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Abstract
In this paper, a class of optimization problems with nonlinear inequality con-
straints is discussed. Based on the ideas of sequential quadratic programming
algorithm and the method of strongly sub-feasible directions, a new super-
linearly convergent algorithm is proposed. The initial iteration point can be
chosen arbitrarily for the algorithm. At each iteration, the new algorithm
solves one quadratic programming subproblem which is always feasible, and
one or two systems of linear equations with a common coefficient matrix.
Moreover, the coefficient matrix is uniformly nonsingular. After finite it-
erations, the iteration points can always enter into the feasible set of the
problem, and the search direction is obtained by solving one quadratic pro-
gramming subproblem and only one system of linear equations. The new
✩This work is supported by National Natural Science Foundation of China (Grant Nos.
11071158, 11101262)
∗Corresponding author
Email addresses: jianjb@gxu.edu.cn (Jin-Bao Jian), guo-ch@live.cn, phone
number:+86-1381-8217-112 (Chuan-Hao Guo), cmtang@gxu.edu.cn (Chun-Ming
Tang), yqbai@shu.edu.cn (Yan-Qin Bai)
Preprint submitted to Elsevier October 12, 2018
algorithm possesses global and superlinear convergence under some suitable
assumptions without the strict complementarity. Finally, some preliminary
numerical experiments are reported to show that the algorithm is promising.
Keywords: Nonlinear optimization, Sequential quadratic programming,
Method of strongly sub-feasible directions, Global convergence, Superlinear
convergence
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1. Introduction
In this paper, we consider the following nonlinear inequality constrained
optimization problem
(NCP)
min f0(x)
s.t. fj(x) ≤ 0, j ∈ I , {1, 2, . . . , m},
where x ∈ Rn and the functions fj(x) : R
n → R (j ∈ {0} ∪ I) are all
continuously differentiable. We denote the feasible set and gradients for
problem (NCP) as follows
X = {x ∈ Rn : fj(x) ≤ 0, j ∈ I}, gj(x) = ∇fj(x), j ∈ {0} ∪ I.
It is well-known that sequential quadratic programming (SQP) algorithms
are acknowledged to one of successful algorithms available for solving problem
(NCP) and have good superlinear convergence properties, they have been
widely studied and investigated by many authors in [1, 2, 3, 4].
The iterative process of the standard SQP algorithms is as follows. Let
the current iteration point be x. Computing a search direction d¯ by solving
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the following quadratic programming (QP) subproblem
min g0(x)
Td+ 1
2
dTBd
s.t. fj(x) + gj(x)
Td ≤ 0, j ∈ I,
where B ∈ Rn×n is a symmetric matrix that approximates the Hessian of
the Lagrangian function associated with problem (NCP) at (x, λ), and λ is
a vector of nonnegative Lagrange multiplier estimates. Perform a search to
determine a steplength t and let the next iteration point be x¯ = x+ td¯.
However, in the classical SQP algorithms, there are two shortcomings: (i)
(QP) subproblem may be inconsistent, i.e., the feasible set of (QP) subprob-
lem may be empty; (ii) the Maratos effect [5] may occur, i.e., a full step of one
can not be taken close to a solution of problem (NCP). In order to overcome
disadvantage (i), various techniques have been proposed in [1, 6]. A popular
way to overcome disadvantage (ii) is to use a higher-order direction, which is
generated by solving a (QP) subproblem [1] or a system of linear equations
(SLE) [7], or directly given by an explicit formula [8].
For SQP algorithms, feasible SQP (FSQP) algorithms are particularly
useful for solving those problems arising from engineering design where the
objective function f0 might be undefined outside the feasible set X . Another
advantage of FSQP algorithms is that the objective function f0 can be used
as a merit function to avoid the use of a penalty function. In particular,
Panier and Tits [1] present a FSQP algorithm in which the generated iter-
ation points lie in the feasible set X . Two or three (QP) subproblems need
to be solved at each iteration. In order to obtain the global convergence,
they need to strengthen the requirement on the first-order feasible descent
condition. The superlinear convergence rate is proved under the strict com-
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plementarity assumption. Zhu and Jian [9] further improve the algorithm
in [1]. They introduce a new definition for the first-order feasible condi-
tion which is weaker than the first-order feasible descent condition in [1],
and propose a new FSQP algorithm based on this new condition. The strict
complementarity assumption is also necessary for obtain the superlinear con-
vergence.
One shortcoming of FSQP algorithms is that they are usually require a
feasible starting point, while computing such a point is generally a nontrivial
work [10]. In order to overcome this shortcoming, Polak et al. [11] propose
a combined phase I-phase II algorithm with arbitrary initial point for solv-
ing problem (NCP). This algorithm becomes a method of feasible directions
(MFD) [12] when iteration points enter into the feasible set X . Jian fur-
ther improve algorithm [11] and propose a method of strongly sub-feasible
direction in [13], which not only unified automatically the operations of min-
imization (Phase I), but also guaranteed that the number of the functions
satisfying the inequality constraints is nondecreasing. Since their algorithms
only using the information of first-order derivatives, the algorithms in [11, 13]
converge linearly at best.
In this paper, motivated by the ideas in [9, 13], we propose a new al-
gorithm combining (QP) subproblem with method of strongly sub-feasible
directions for solving problem (NCP). Unlike algorithm in [9], a descent di-
rection d0 for f0 at x is obtained by solving a (QP) subproblem which is
always feasible. For obtaining the global convergence, a mere feasible direc-
tion d˜ is obtained by solving a SLE. Then, d0 is tilted by making a convex
combination q = (1 − β)d0 + βd˜ of d0 and d˜, where β satisfies certain con-
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dition. With the help of this convex combination, the global convergence
is proved. In order to overcome the Maratos effect and obtain the super-
linear convergence, a higher-order correction direction d1 is computed by a
new SLE which has a common coefficient matrix with the previous SLE.
Under the strong second-order sufficient conditions without the strict com-
plementarity, the new algorithm is proved to be superlinearly convergent.
Moreover, the initial iteration point is chosen arbitrarily, and after finite it-
erations, the iteration points can always enter into the feasible set X . Finally,
,some numerical results are reported to shown that the proposed algorithm
is promising.
At the end of this section, the main features of the proposed algorithm
are summarized as follows:
• the initial iteration point is arbitrary, and the number of satisfied con-
straint functions is nondecreasing;
• the objective function of problem (NCP) is used directly as the merit
function, and the line search techniques are different from others;
• at each iteration, the search direction is generated by solving one QP
subproblem and one or two SLEs with the same coefficient matrix;
• after finite iterations, the search direction is obtained by solving one
QP subproblem and only one SLE, and the iteration points always enter into
the feasible set X ;
• under some mild conditions without the strict complementarity, the
proposed algorithm possesses global and superlinear convergence.
This paper is organized as follows. In the next Section 2, we present the
details of our algorithm and discuss its properties. In Sections 3 and 4, the
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algorithm is proved to possess global and superlinear convergence, respec-
tively. In Section 5, some elementary numerical experiments are reported.
Finally, some concluding remarks are given in Section 6.
2. Description of algorithm
To simplify the analysis, we use the following notations
I−(x) = {j ∈ I : fj(x) ≤ 0}, I
+(x) = {j ∈ I : fj(x) > 0}, (1)
ϕ(x) = max{0, fj(x), j ∈ I} = max{0, fj(x), j ∈ I
+(x)}, (2)
f¯j(x) =


fj(x), j ∈ I
−(x);
fj(x)− ϕ(x), j ∈ I
+(x),
I(x) = {j ∈ I : f¯j(x) = 0}. (3)
Assume that the following two basic assumptions for problem (NCP) are
hold throughout this paper.
Assumption 2.1. The functions fj (j ∈ {0} ∪ I) are all first-order contin-
uously differentiable.
Assumption 2.2. The gradient vectors {gj(x) : j ∈ I(x)} are linearly inde-
pendent for each x ∈ Rn.
Remark 2.1. In Assumption 2.2, the linearly independent gradients contains
two parts: the one part is the gradients of the feasible constraint functions
in active set, and the other part is the gradients of the maximal violated
functions. This assumption is becoming the standard linearly independent
constraint qualification (LICQ) only if the iteration point is feasible. More-
over, this assumption plays a big role in the analysis of the following Lemmas
2.2, 2.3 and Theorem 3.1.
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For the current iteration point xk and an associated symmetric positive
definite matrix Bk, using the notations above, we introduce the following
(QP) subproblem [14]
(QPs)
min g0(x
k)Td+ 1
2
dTBkd
s.t. f¯j(x
k) + gj(x
k)Td ≤ 0, ∀j ∈ I,
and we denote simply
I−k = I
−(xk), I+k = I
+(xk), Ik = I(x
k), ϕk = ϕ(x
k).
It is obviously that subproblem (QPs) has the following merits:
(i) subproblem (QPs) is always feasible with feasible solution d = 0;
(ii) subproblem (QPs) is a strictly convex program while Bk is positive defi-
nite, so it has an (unique) optimal solution;
(iii) d is a solution of subproblem (QPs) if and only if it is a KKT point of
subproblem (QPs).
Let dk0 is an optimal solution of subproblem (QPs) at the k− th iteration,
i.e., there exists a corresponding KKT multiplier vector λk = (λkj , j ∈ I)
such that


g0(x
k) +Bkd
k
0 +
∑
j∈I
λkj gj(x
k) = 0,
f¯j(x
k) + gj(x
k)Tdk0 ≤ 0, λ
k
j ≥ 0, λ
k
j (f¯j(x
k) + gj(x
k)Tdk0) = 0, ∀j ∈ I.
(4)
From (4) and the KKT condition for problem (NCP), the following lemma
holds immediately.
Lemma 2.1. xk is a KKT point for problem (NCP) if and only if (dk0, ϕk) =
(0, 0).
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On one hand, in view of d = 0 is a feasible solution and dk0 is an optimal
solution for subproblem (QPs), respectively, it follows that
g0(x
k)Tdk0 +
1
2
(dk0)
TBkd
k
0 ≤ 0, (5)
and if dk0 6= 0, together with the positive definiteness of Bk, (5) imply that
g0(x
k)Tdk0 ≤ −
1
2
(dk0)
TBkd
k
0 < 0,
i.e., dk0 is a descent direction for problem (NCP) at x
k.
On the other hand, dk0 may be not a feasible direction for problem (NCP)
at the feasible iteration point xk. Even when dk0 is a feasible direction, a line
search may not allow a full step of one to be taken in a neighborhood of an
optimal solution and thus superlinear convergence may never take place. In
order to get an improving direction and taking into account that xk may be
infeasible, we first propose a new SLE
Vk

 d
h

 ,

 Bk Nk
NTk −D
k



 d
h

 =

 0
−(||dk0||+ ϕ
σ
k)̟

 (6)
to generate an updated direction d˜k, where 0 ∈ Rn, ̟ = (1, 1, . . . , 1)T ∈ Rm,
σ ∈ (0, 1) and


Nk = (gj(x
k), j ∈ I), Dk = diag(Dkj , j ∈ I),
Dkj = |f¯j(x
k)|(|f¯j(x
k) + gj(x
k)Tdk0|+ ||d
k
0||), j ∈ I.
(7)
From (6) and (7), it follows that
gj(x
k)T d˜k = −‖dk0‖ − ϕ
σ
k , ∀j ∈ Ik,
i.e., d˜k is a mere feasible direction.
The following lemma describes the solvability of SLE (6), its proof is
similar to Lemma 2.2 in [15] and is omitted here.
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Lemma 2.2. Suppose that Assumptions 2.1 and 2.2 hold and Bk is positive
definite. Then, the coefficient matrix Vk defined in (6) is nonsingular and
(6) has a unique solution.
Then, in order to yield an improving search direction at iteration point
xk (feasible or infeasible), we consider a convex combination of dk0 and d˜
k as
follows
qk = (1− βk)d
k
0 + βkd˜
k, (8)
where βk is the maximum value of β ∈ [0, 1] that satisfies the following
relationship
g0(x
k)T qk = (1− βk)g0(x
k)Tdk0 + βkg0(x
k)T d˜k ≤ θg0(x
k)Tdk0 + ϕ
θ
k, (9)
where the positive parameter θ < σ. Taking into account that g0(x
k)Tdk0 ≤ 0,
it follows that βk can be yielded by the following explicit formula
βk =


min{1,
(θ−1)g0(xk)T dk0+ϕ
θ
k
g0(xk)T d˜k−g0(xk)T dk0
}, if g0(x
k)T d˜k > g0(x
k)Tdk0;
1, if g0(x
k)T d˜k ≤ g0(x
k)Tdk0.
(10)
Remark 2.2. From (9), it follows that the rate of increase of the objec-
tive function f0 at point xk along direction q
k is bounded from upper by
θg0(x
k)Tdk0 + ϕ
θ
k, and it is just so ensuring the direction q
k possesses ex-
cellent convergence. In addition, the parameter θ ∈ (0, σ) plays important
roles in avoiding Maratos effect for analyzing the request (14) in the algo-
rithm as well as forcing the iteration points always get into the feasible region
after a finite number of iterations. These can be seen in the latter analysis,
e.g., Lemma 3.1 and Theorems 4.2, 4.3 as well as 4.4.
From the relationships of (8), (9) and (6), the following lemma can be
proved easily.
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Lemma 2.3. Suppose that assumptions in Lemma 2.2 hold. Then
(i) g0(x
k)T qk ≤ −1
2
θ(dk0)
TBkd
k
0 + ϕ
θ
k; (ii) gj(x
k)T qk ≤ −βk(||d
k
0||+ ϕ
σ
k), ∀j ∈
Ik.
From Lemma 2.3, it holds that qk is an improving direction either for
problem (NCP) or for the maximal violated constrained function ϕ(x). In
order to overcome the possibility of Maratos effect, a suitable higher-order
correction direction must be introduced by an appropriate approach. Addi-
tionally, taking into account avoiding the strict complementarity condition,
we introduce another SLE
Vk

 d
h

 =

 0
−(||dk0||
τ + ϕσk)̟ − F˜ (x
k + dk0)

 (11)
to yield a higher-order correction direction dk1, where τ ∈ (2, 3) and
F˜ (xk + dk0) = (fj(x
k + dk0)− fj(x
k)− gj(x
k)Tdk0, j ∈ I). (12)
Remark 2.3. The right-hand-side of (11) (in particular, the introducing
of F˜ (xk + dk0)) as well as d
k
1 play an important role in the discussion of
superlinear convergence in Section 4 without the strict complementarity, these
can be found in the proofs of Lemma 4.1 and Theorem 4.2. In traditional
analysis [1, 9, 16], dk1 must satisfy ||d
k
1|| = O(||d
k
0||
2) that is called second-
order correction. In this paper, the term ϕk is added, so the relation between
dk1 and d
k
0 will be different from the traditional forms, see Lemma 4.1(i).
Now, based on the analysis above, we can present our algorithm as follows.
Algorithm 2.1.
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Parameters: γ, η, ε ∈ (0, 1), 0 < θ < σ < 1, 0 < ̺ < σ, ξ, ζ > 0, α ∈
(0, 0.5), ρ > 1, δ > 2, τ ∈ (2, 3).
Data: x0 ∈ Rn, a symmetric positive definite matrix B0 ∈ R
n×n. Set
k := 0.
Step 1. Solve subproblem (QPs) to get a (unique) solution dk0 and the
corresponding KKT multiplier vector λk = (λkj , j ∈ I). If (d
k
0, ϕk) = 0, then
xk is a KKT point for problem (NCP) and stop.
Step 2. Compute the correction direction dk1 by solving SLE (11) with a
solution (dk1, h
k
1), and let d
k = dk0 + d
k
1. If
g0(x
k)Tdk0 ≤ ζ min{−||d
k
0||
δ, −||dk||δ}+ ξϕ̺k, (13)
then go to Step 3; otherwise, go to Step 4.
Step 3. Let t = 1,
(a) if


f0(x
k + tdk) ≤ f0(x
k) + αtg0(x
k)Tdk0 + ρ(1 − α)tϕ
θ
k,
fj(x
k + tdk) ≤ ϕk − αt(||d
k
0||
τ + ϕσk), j ∈ I
+
k ,
fj(x
k + tdk) ≤ 0, j ∈ I−k ,
(14)
is satisfied for the current value t, then let tk = t, go to Step 6; otherwise, go
to (b) below.
(b) Reset t := 1
2
t. If t < ε, then go to Step 4; otherwise, repeat part (a).
Step 4. Solve SLE (7) to get (d˜k, h˜k), and compute βk according to (10),
then obtain the direction qk by (8).
Step 5. Compute the steplength tk which is the first number t in the
sequence {1, η, η2, . . .} that satisfies the following inequalities
f0(x
k + tqk) ≤ f0(x
k) + γtg0(x
k)T qk + ρ(1− γ)tϕθk, (15)
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fj(x
k + tqk) ≤ ϕk − γtβk(||d
k
0||+ ϕ
σ
k), j ∈ I
+
k , (16)
fj(x
k + tqk) ≤ 0, j ∈ I−k , (17)
then let dk = qk.
Step 6. Compute a new symmetric positive definite matrix Bk+1 by some
suitable techniques, set xk+1 = xk + tkd
k, k := k+ 1, and go back to Step 1.
Remark 2.4. From the mechanism of Algorithm 2.1, we know that when
ϕk 6= 0, the value of the maximal violated constrained functions (namely
ϕk) is strictly decreasing, moreover, the amounts of decreasing have a close
relation with ||dk0||+ ϕk. Thus, the iteration points can approach the feasible
region as soon as possible. In particular, they can always getting into the
feasible set after a finite number of iterations.
Remark 2.5. It is known that the role of the request (13) is to restrict the
increasing rate of the objective function f0 at point x
k along direction dk0.
But, theoretically speaking, under the uniformly positive definite assumption
(see Assumption 3.1 below) on the sequence {Bk} of matrices, the request
(13) does not influence any theory analysisof Algorithm 2.1, this can be seen
in the latter analysis. However, the request (13) still has some influence on
the numerical effect of Algorithm 2.1. From the process of numerical experi-
ments, it seems to be that, for small-scale problems, the numerical results of
Algorithm 2.1 with the request (13) are better than the case of ignoring this
request, and the case is inverse for middle-large-scale problems. In addition,
the role of the exponents δ > 2 and ̺ < σ is to ensure, under suitable as-
sumptions, that the request (13) is always satisfied when the iteration point
xk is close sufficiently to a KKT point, see Lemma 4.1(iii).
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Remark 2.6. There are two cycles between Step 1 and Step 6, i.e., cycle
I: Steps 1-2-3-6, and cycle II: Steps 1-2-4-5-6. Obviously, if the algorithm
successfully perform cycle I, the cost of computation is relatively small. For-
tunately, under suitable assumptions, we can prove that Algorithm 2.1 always
performing cycle I after a finite number of iterations.
The lemma given below indicates that the line search in Step 5 of Algo-
rithm 2.1 is well defined.
Lemma 2.4. Suppose that Assumptions 2.1 and 2.2 hold. Then, if Algorithm
2.1 does not stop at Step 1, i.e., (dk0, ϕk) 6= (0, 0), the line search (15)-(17)
can be terminated after a finite number of computations.
Proof. Suppose that (dk0, ϕk) 6= (0, 0) at the k-th iteration. From (10), it
follows that βk > 0.
(1) Analyze the inequality (15). From Taylor expansion and Lemma
2.3(i), it follows that
ak(t) , f0(x
k + tqk)− f0(x
k)− γtg0(x
k)T qk − ρ(1− γ)tϕθk
= (1− γ)tg0(x
k)T qk − ρ(1− γ)tϕθk + o(t||q
k||)
≤ −1
2
θ(1− γ)t(dk0)
TBkd
k
0 − (ρ− 1)(1− γ)tϕ
θ
k + o(t||q
k||).
(18)
This together with θ, γ ∈ (0, 1), ρ > 1 and (dk0)
TBkd
k
0 + ϕ
θ
k > 0 shows that
ak(t) ≤ 0 holds for t > 0 sufficiently small.
(2) Analyze the inequalities (16).
(i) For j ∈ I+k ∩ Ik, it follows that fj(x
k) = ϕk, expanding fj(x
k + tqk)
around xk, and combining Lemma 2.3(ii), for γ ∈ (0, 1) and t > 0 sufficiently
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small, we obtain
fj(x
k + tqk) −ϕk + γtβk(||d
k
0||+ ϕ
σ
k)
= tgj(x
k)T qk + γtβk(||d
k
0||+ ϕ
σ
k) + o(t||q
k||)
≤ −(1− γ)tβk(||d
k
0||+ ϕ
σ
k) + o(t||q
k||)
≤ 0.
(ii) For j ∈ I+k \Ik, we have fj(x
k)− ϕk < 0, and furthermore,
lim
t→0+
(fj(x
k + tqk)− ϕk + γtβk(||d
k
0||+ ϕ
σ
k)) = fj(x
k)− ϕk < 0,
which implies the inequalities (16) hold for t > 0 sufficiently small.
(3) Analyze the inequalities (17).
(i) For j ∈ I−k ∩ Ik, expanding fj(x
k + tqk) at xk, and taking into account
Lemma 2.3(ii), for t > 0 sufficiently small, it follows that
fj(x
k + tqk) = tgj(x
k)T qk + o(t||qk||) ≤ −tβk(||d
k
0||+ ϕ
σ
k) + o(t||q
k||) ≤ 0.
(ii) For j ∈ I−k \Ik, we have fj(x
k) < 0. So, from Assumption 2.1, it
follows that fj(x
k + tqk) ≤ 0, for t > 0 sufficiently small.
Summarizing the analysis above, we conclude that there exits a t¯k > 0
such that the line search (15)-(17) satisfies for all t ∈ (0, t¯k] and the given
conclusion holds.
At the end of this section, based on the line search conditions (14), (16)
and (17), we can easily get the following lemma.
Lemma 2.5. Suppose that Assumptions 2.1 and 2.2 hold. Then,
(i) for each k, I−k ⊆ I
−
k+1 holds, so, if there exists an iteration index k0 such
that xk0 ∈ X, i.e., ϕk0 = 0, then x
k ∈ X for all k ≥ k0, and {f0(x
k)}k≥k0 is
14
decreasing;
(ii) if xk 6∈ X and xk+1 6∈ X, then ϕk+1 ≤ ϕk−tk max{α(||d
k
0||
τ+ϕσk), γβk(||d
k
0||+
ϕσk)} < ϕk;
(iii) for k large enough, the subsets I−k and I
+
k can be fixed, i.e., I
−
k ≡ I
−
and I+k ≡ I
+.
Remark 2.7. From Lemma 2.5(i) and (ii), it follows that exactly one of the
following two cases takes place:
Case A: There exists an iteration index k0 such that ϕk0 = 0, then ϕk ≡ 0
for all k ≥ k0;
Case B: For any k = 0, 1, 2, . . ., ϕk > 0 and ϕk+1 < ϕk.
3. Global convergence
In this section, we will establish the global convergence of Algorithm 2.1.
When Algorithm 2.1 stops at xk, it follows that the iteration point xk is a
KKT point for problem (NCP) from Lemma 2.1 and Step 1 of Algorithm 2.1.
Now, suppose that an infinite sequence {xk} of iteration points is generated
by Algorithm 2.1, and we will show that every accumulation point x∗ of
{xk} is the KKT point for problem (NCP). For this purpose, the following
assumption is necessary.
Assumption 3.1. The sequence {Bk} of matrices is uniformly positive def-
inite, i.e., there exist two positive constants a and b such that
a||d||2 ≤ dTBkd ≤ b||d||
2, ∀d ∈ Rn, ∀k. (19)
Denote the active set for subproblem (QPs) by
Jk = {j ∈ I : f¯j(x
k) + gj(x
k)Tdk0 = 0}. (20)
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Suppose that x∗ is a given accumulation point of {xk}. In view of
I+k , I
−
k , Jk all being subsets of the finite set I and Lemma 2.5(iii), we can
assume without loss of generality that there exists an infinite index set K
such that
xk → x∗, I−k ≡ I
−, I+k ≡ I
+, Jk ≡ J, ϕk → ϕ∗ = ϕ(x
∗), ∀k ∈ K. (21)
Based on the above conditions, we have the following lemmas.
Lemma 3.1. Suppose that Assumptions 2.1, 2.2 and 3.1 hold. Then
(i) sequence {dk0}K , {d
k
0 : k ∈ K} is bounded;
(ii) there exists a constant c > 0 such that ||V −1k || ≤ c for all k ∈ K, where
Vk is the coefficient matrix defined by (6);
(iii) sequences {dk1}K, {d˜
k}K, {q
k}K and {h˜
k}K are all bounded.
Proof. (i) First, from lim
k∈K
xk = x∗ and the continuity of g0(x), there exists a
constant c¯ > 0 such that ||g0(x
k)|| ≤ c¯ holds for all k ∈ K. Then, from (5)
and Assumption 3.1, it follows that −c¯||dk0||+
1
2
a||dk0||
2 ≤ 0, ∀k ∈ K, which
implies the boundedness of {dk0}K .
(ii) The proof of conclusion (ii) is similar to Lemma 3.1 in [15], thus it is
omitted here.
(iii) According to (6), (11) and parts (i) and (ii), it follows that {dk1}K ,
{d˜k}K and {h˜
k} are all bounded. Furthermore, from (8) and βk ∈ [0, 1], we
obtain the boundedness of {qk}K .
Lemma 3.2. Suppose that assumptions stated in Lemma 3.1 hold. Then
lim
k∈K
(dk0, ϕk) = (0, 0) and lim
k∈K
d˜k = lim
k∈K
qk = lim
k∈K
dk1 = 0, where the index set
K is defined by (21).
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Proof. We first show that lim
k∈K
(dk0, ϕk) = (0, 0). Suppose by contradiction
that there exists an infinite index set K
′
⊆ K and a constant ǫ˜ > 0 such
that ||(dk0, ϕk)|| ≥ ǫ˜, k ∈ K
′
. So, there exists an infinite set K
′′
⊆ K
′
such
that dk0 → d
∗
0, ϕk → ϕ∗, Bk → B∗, k ∈ K
′′
. Thus, in view of (5), (19) and
θ ∈ (0, 1), we have
(θ− 1)g0(x
k)Tdk0 +ϕ
θ
k ≥
1
2
(1− θ)a||dk0||
2+ ϕθk
k∈K
′′
−→
1
2
(1− θ)a||d∗0||
2+ϕθ∗ > 0,
which further shows that
||dk0||
2 + ϕθk
k∈K ′′
−→ ||d∗0||
2 + ϕθ∗ > 0, ||d
k
0||+ ϕ
σ
k
k∈K
′′
−→ ||d∗0||+ ϕ
σ
∗ > 0.
This together with (dk0, ϕk) 6= 0 and (10) implies that there exists a constant
ǫ¯ > 0 such that
βk ≥ ǫ¯, ||d
k
0||
2 + ϕθk ≥ ǫ¯, ||d
k
0||+ ϕ
σ
k ≥ ǫ¯, ∀k ∈ K
′′
. (22)
The rest proof is divided into two steps as follows.
Step A. Show that there exists a constant t¯ > 0 such that the steplength
tk ≥ t¯ for all k ∈ K
′′
.
From the mechanism of Algorithm 2.1 we know that it is sufficient to
prove that the inequalities (15)-(17) are satisfied for all k ∈ K
′′
and t > 0
small enough.
(1) Analysis the inequality (15). From the boundedness of {dk0}K and
(18), (19) as well as (22), we have
ak(t) ≤ −(1 − γ)t(
1
2
θ(dk0)
TBkd
k
0 + (ρ− 1)ϕ
θ
k) + o(t)
≤ −(1 − γ)t(1
2
aθ||dk0||
2 + (ρ− 1)ϕθk) + o(t)
≤ −(1 − γ)tmin{1
2
aθ, ρ− 1}(||dk0||
2 + ϕθk) + o(t)
≤ −(1 − γ)tǫ¯min{1
2
aθ, ρ− 1}+ o(t) ≤ 0
(23)
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holds for t > 0 small enough and all k ∈ K
′′
.
(2) Analysis the inequalities (16).
(2-i) For j ∈ I+ and fj(x
∗) = ϕ∗, from (7) and (3), it follows that
Dkj = |fj(x
k)− ϕk|(|fj(x
k) + gj(x
k)Tdk0 − ϕk|+ ||d
k
0||)→ 0, k ∈ K
′′
.
Therefore, from Taylor expansion, (8), (6) and the constraints of subproblem
(QPs), for t > 0 sufficiently small and all k ∈ K
′′
, we obtain
fj(x
k + tqk)− ϕk + γtβk(||d
k
0||+ ϕ
σ
k)
= fj(x
k) + tgj(x
k)T qk − ϕk + γtβk(||d
k
0||+ ϕ
σ
k) + o(t)
= fj(x
k)− ϕk + t(1− βk)gj(x
k)Tdk0 + tβkgj(x
k)T d˜k + γtβk(||d
k
0||+ ϕ
σ
k) + o(t)
≤ (1− t(1− βk))(fj(x
k)− ϕk)− tβk(||d
k
0||+ ϕ
σ
k) + tγβk(||d
k
0||+ ϕ
σ
k) + o(t)
≤ −(1 − γ)tβk(||d
k
0||+ ϕ
σ
k) + o(t)
≤ −ǫ¯2(1− γ)t + o(t) ≤ 0.
(2-ii) For j ∈ I+ and fj(x
∗) < ϕ∗, we have
fj(x
k + tqk)− ϕk + γtβk(||d
k
0||+ ϕ
σ
k) = fj(x
k)− ϕk +O(t)
≤ 1
2
(fj(x
∗)− ϕ∗) +O(t)
≤ 0
holds for all k ∈ K
′′
and t > 0 sufficiently small.
(3) Analysis the inequalities (17). Similar to the analysis for the inequal-
ities (16), one can show that (17) hold for all k ∈ K
′′
and t > 0 small
enough.
Summarizing the analysis above, we conclude that there exists a t¯ > 0
such that tk ≥ t¯ for all k ∈ K
′′
.
Step B. Use tk ≥ t¯ > 0 (k ∈ K
′′
) to bring a contradiction, and the
discussion is divided into two cases.
18
Case I. Suppose that there exists an iteration index k0 such that ϕk0 = 0.
Then {f0(x
k)}k≥k0 is decreasing. Combining lim
k∈K ′′
f0(x
k) = f0(x
∗), it follows
that lim
k→+∞
f0(x
k) = f0(x
∗). On the other hand, taking into account the first
inequality of (14), (15), Lemma 2.3(i), (19) and (22) as well as ϕk ≡ 0 (∀k ≥
k0), it follows that
f0(x
k+1) ≤ f0(x
k) + tk max{αg0(x
k)Tdk0, γg0(x
k)T qk}
≤ f0(x
k) + tk max{−
1
2
αa||dk0||
2, −1
2
θγa||dk0||
2}
≤ f0(x
k)− t¯ǫ¯min{1
2
αa, 1
2
θγa}, ∀k ≥ k0, k ∈ K
′′
.
Thus, passing to the limit k ∈ K
′′
and k → +∞ in the inequality above, we
can bring a contradiction.
Case II. Suppose that ϕk > 0 for each k. Then {ϕk}k≥0 is decreasing.
Combining lim
k∈K ′′
ϕk = ϕ∗, one knows that lim
k→+∞
ϕk = ϕ∗. On the other hand,
taking into account the second inequality of (14), (16), Lemma 2.3(ii), (19)
and (22) as well as ϕk > 0 (∀k ∈ K
′′
), it follows that
ϕk+1 ≤ ϕk − tk max{α(||d
k
0||
τ + ϕσk), γβk(||d
k
0||+ ϕ
σ
k)}
≤ ϕk − t¯ǫ¯max{α, γǫ¯}, ∀k ∈ K
′′
, k large enough.
Then, passing to the limit k ∈ K
′′
and k → +∞ in the above inequality, we
can also bring a contradiction.
Up to now, we have finished the proof of lim
k∈K
(dk0, ϕk) = (0, 0).
Finally, by Lemma 3.1(ii), (6), (11), (8) and lim
k∈K
(dk0, ϕk) = (0, 0), it follows
that lim
k∈K
d˜k = lim
k∈K
qk = lim
k∈K
dk1 = 0.
Now, we present the main result of this section.
Theorem 3.1. Suppose that Assumptions 2.1, 2.2 and 3.1 hold. Then Al-
gorithm 2.1 either stops at a KKT point xk for problem (NCP) after a finite
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number of iterations or generates an infinite sequence {xk} of points such that
each accumulation point x∗ (if it exists) of {xk} is a KKT point for prob-
lem (NCP), furthermore, there exists an index set K such that {(xk, λk)}K
converges to the KKT pair (x∗, λ∗) for problem (NCP).
Proof. Choose an infinite index set K such that (21) holds, and let matrix
Rk = (gj(x
k), j ∈ J). In view of (xk, dk0, ϕk) → (x
∗, 0, 0), k ∈ K, we can
conclude that J ⊆ I(x∗) = {j ∈ I : fj(x
∗) = 0}, and this together with
Assumption 2.2 shows that RTkRk is nonsingular for k ∈ K large enough,
since Rk
K
−→ R∗ , (gj(x
∗), j ∈ J). Again, from the KKT condition (4), we
have
g0(x
k) +Bkd
k
0 +Rkλ
k
J = 0.
Thus, for k ∈ K sufficiently large, we have
λkJ = −(R
T
kRk)
−1RTk (g0(x
k) +Bkd
k
0)→ −(R
T
∗R∗)
−1RT∗ g0(x
∗)
def
= λ∗J .
If we denote the multiplier vector λ∗ = (λ∗J , 0I\J), then lim
k∈K
λk = λ∗.
Furthermore, passing to the limit k ∈ K and k →∞ in (4), it follows that
g0(x
∗) +N∗λ
∗ = 0, fj(x
∗) ≤ 0, λ∗j ≥ 0, fj(x
∗)λ∗j = 0, j ∈ I,
which shows that (x∗, λ∗) is a KKT pair for the problem (NCP).
Remark 3.1. The global convergence Theorem 3.1 shows that if the sequence
xk generated by the proposed Algorithm 2.1 possesses a limit point x∗, then
x∗ is a KKT point for problem (NCP).
4. Superlinear convergence
In this section, under some suitable assumptions, we first prove that Algo-
rithm 2.1 possesses strong convergence, and the iteration points always enter
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into the feasible set X after a finite number of iterations. Subsequently, the
superlinear rate of convergence is established without the strict complemen-
tarity. For these purposes, we further make the following assumption.
Assumption 4.1. (i) The functions fj(x) (j ∈ {0}∪ I) are all second-order
continuously differentiable.
(ii) The sequence {xk} generated by Algorithm 2.1 is bounded, and possesses
an accumulation point x∗, such that the KKT pair (x∗, λ∗) satisfies the strong
second-order sufficient conditions (SSOSC for short), i.e.,
dT∇2xxL(x
∗, λ∗)d > 0, ∀d ∈ Rn, d 6= 0, gj(x
∗)Td = 0, j ∈ I+∗ ,
where L(x, λ) = f0(x) +
∑
j∈I
λjfj(x), I
+
∗ = {j ∈ I : λ
∗
j > 0}.
Remark 4.1. On the one hand, in some previously proposed SQP-type al-
gorithms [1, 9], to get the superlinear convergence of the proposed algorithm,
one has to ensure relation Jk ≡ I(x
∗) holds for k large enough. And the strict
complementarity (i.e., I+∗ = I(x
∗)) is an very important condition for ensur-
ing Jk ≡ I(x
∗) holds. On the other hand, it is well-known that the SSOSC
is equivalent to the second-order sufficient conditions (SOSC for short) un-
der the condition of the strict complementarity, however, this condition is
hard to verify in practise, and the positive space (i.e., the critical directions
set) of the SOSC is smaller than the SSOSC’s. In this paper, in order to
obtain the strong and superlinear convergence of Algorithm 2.1, combining a
slight strong assumption SSOSC, we can still avoid the Maratos effect under
I+∗ ⊆ Jk ⊆ I(x
∗) (see Lemma 4.1, Theorem 4.2).
First, under the stated assumptions, we have the following theorem.
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Theorem 4.1. Suppose that Assumptions 2.2, 3.1 and 4.1 hold. Then
(i) lim
k→+∞
dk0 = lim
k→+∞
dk1 = lim
k→+∞
d˜k = lim
k→+∞
qk = lim
k→+∞
dk = 0 and lim
k→+∞
||xk+1−
xk|| = 0;
(ii) lim
k→+∞
xk = x∗, i.e., Algorithm 2.1 is said to be strongly convergent in this
sense;
(iii) lim
k→+∞
ϕk = ϕ(x
∗) = 0, lim
k→+∞
λk = λ∗.
Proof. (i) Since {xk} is bounded, from Lemma 3.2, it follows that any subse-
quence of {(dk0, d
k
1, d˜
k, qk)} must possesses an accumulation point (0, 0, 0, 0) ∈
R4n, which implies lim
k→+∞
(dk0, d
k
1, d˜
k, qk) = (0, 0, 0, 0). Furthermore, from the
mechanism of Algorithm 2.1, we obtain
lim
k→+∞
dk = 0, lim
k→+∞
||xk+1 − xk|| = lim
k→+∞
||tkd
k|| = 0.
(ii) First, under Assumptions 2.2 and 4.1, by Proposition 4.1 in [1], it is
known that the given limit point x∗ is an isolated KKT point of problem
(NCP). Therefore, we know from Theorem 3.1 that x∗ is an isolated limit
point of {xk}, this combining ||xk+1−xk|| → 0, it follows that xk → x∗ (The
details can be found in [14]).
(iii) In view of Theorem 3.1, we know that the given accumulation point
x∗ is a KKT point for problem (NCP), thus it follows ϕ(x∗) = 0. Further-
more, combining the monotone property and boundedness of {ϕk}, we have
lim
k→+∞
ϕk = ϕ(x
∗) = 0. Moreover, from the proof of Theorem 3.1 and parts
(i) and (ii), one can conclude that each accumulation point of sequence {λk}
is a KKT multiplier associated with x∗, this together with the uniqueness of
the KKT multiplier implies that lim
k→+∞
λk = λ∗.
The relations established in the following lemma are very important in
22
the subsequent discussion.
Lemma 4.1. Suppose that Assumptions 2.2, 3.1 and 4.1 all hold. Then
(i) ||dk1|| = O(||d
k
0||
2)+O(ϕσk), ||d
k
1||
2 = O(||dk0||
4)+o(ϕσk), ||h
k
1|| = O(||d
k
0||
2)+
O(ϕσk);
(ii) I+∗ ⊆ Jk ⊆ I(x
∗) for k large enough;
(iii) the relationship (13) is satisfied for k large enough.
Proof. (i) In view of F˜ (xk + dk0) = O(||d
k
0||
2), the proof is elementary from
(11) and Lemma 3.1(ii) as well as Theorem 4.1.
(ii) For j 6∈ I(x∗), i.e., fj(x
∗) < 0. Since lim
k→+∞
(xk, dk0) = (x
∗, 0), there
exists a constant ξ¯ > 0 such that f¯j(x
k) = fj(x
k) ≤ −ξ¯ < 0 holds for k
large enough. It then follows that f¯j(x
k) + gj(x
k)Tdk0 ≤ −
1
2
ξ¯ < 0 for k large
enough, which shows that j 6∈ Jk, thus Jk ⊆ I(x
∗). Furthermore, it follows
from Theorem 4.1 that lim
k→+∞
λk
I+∗
= λ∗
I+∗
> 0, so, λk
I+∗
> 0 and I+∗ ⊆ Jk hold
for k sufficiently large.
(iii) From (5) and Assumption 3.1, we only need to show that
−
a
2
||dk0||
2 ≤ ζ min{−||dk0||
δ, −||dk||δ}+ ξϕ̺k
holds for k large enough.
First, in view of δ > 2 and Lemma 3.2, it follows that
−
a
2
||dk0||
2 ≤ −ζ ||dk0||
δ ≤ −ζ ||dk0||
δ + ξϕ̺k, (24)
for k sufficiently large and ζ, a > 0.
Second, in view of ||dk|| = ||dk0 + d
k
1|| ≤ ||d
k
0|| + ||d
k
1||, δ > 2, part (i) and
Lemma 3.2, we obtain
||dk||δ ≤ (||dk0||+O(||d
k
0||
2) +O(ϕσk))
δ = ||dk0||
δ + o(||dk0||
2) + o(ϕσk)
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for k large enough. This together with δ > 2 and ̺ < σ implies that
−ζ ||dk||δ + ξϕ̺k +
a
2
||dk0||
2 ≥ −ζ ||dk0||
δ + a
2
||dk0||
2 + o(||dk0||
2) + ξϕ̺k + o(ϕ
σ
k)
= a
2
||dk0||
2 + o(||dk0||
2) + ξϕ̺k + o(ϕ
σ
k)
≥ 0
holds for k large enough, i.e.,
−
a
2
||dk0||
2 ≤ −ζ ||dk||δ + ξϕ̺k, for k large enough. (25)
Finally, combining (24), (25) and (5), the conclusion (iii) holds for k large
enough.
To ensure that the steplength tk ≡ 1 for k large enough without the strict
complementary assumption, an additional assumption as follows is necessary.
Assumption 4.2. Suppose that the KKT pair (x∗, λ∗) and the matrix Bk
satisfy
||(∇2xxL(x
∗, λ∗)− Bk)d
k
0|| = o(||d
k
0||).
Remark 4.2. According to Theorem 4.4, it holds that
Assumption 5⇐⇒ ||(∇2xxL(x
k, λk)− Bk)d
k
0|| = o(||d
k
0||).
Theorem 4.2. Suppose that Assumptions 2.2, 3.1, 4.1 and 4.2 are all sat-
isfied. Then, the inequality (14) in Step 3 is always satisfied for t = 1 and
sufficiently large k. Therefore, Step 4 and Step 5 are no longer performed in
Algorithm 2.1, and Algorithm 2.1 always performs cycle I.
Proof. First of all, in view of Lemma 4.1(iii), it is sufficient to prove that the
inequality (14) holds for t = 1 and sufficiently large k.
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Discuss the second group of inequalities and the last group of inequalities
of (14).
For j 6∈ I(x∗), i.e., fj(x
∗) < 0, in view of (xk, dk0, d
k
1, ϕk)→ (x
∗, 0, 0, 0) (k →
+∞), we obtain dk = dk0 + d
k
1 → 0 (k → +∞), thus, we conclude that the
second group of inequalities and the last group of inequalities of (14) are
both satisfied for t = 1 and k large enough.
For j ∈ I(x∗), since lim
k→+∞
fj(x
k) = fj(x
∗) = 0 and lim
k→+∞
ϕk = 0 as well
as (3) and (7), it follows that
f¯j(x
k)→ 0, Dkj → 0, D
k
j = o(|f¯j(x
k) + gj(x
k)Tdk0|) + o(||d
k
0||).
On the other hand, from (11) and Lemma 4.1(i), we have
gj(x
k)Tdk1 = −||d
k
0||
τ − ϕσk − fj(x
k + dk0) + fj(x
k) + gj(x
k)Tdk0 +D
k
j h
k
1j
= −||dk0||
τ − ϕσk − fj(x
k + dk0) + fj(x
k) + gj(x
k)Tdk0
+o(|f¯j(x
k) + gj(x
k)Tdk0|) +O(||d
k
0||
3) + o(ϕσk).
(26)
Then, from Taylor expansion, Lemma 4.1(i), (26) and τ ∈ (2, 3), we obtain
fj(x
k + dk) = fj(x
k + dk0) + gj(x
k + dk0)
Tdk1 +O(||d
k
1||
2)
= fj(x
k + dk0) + gj(x
k)Tdk1 +O(||d
k
0||
3) + o(ϕσk)
= −||dk0||
τ − ϕσk + fj(x
k) + gj(x
k)Tdk0 + o(|f¯j(x
k) + gj(x
k)Tdk0|)
+O(||dk0||
3) + o(ϕσk),
(27)
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which further implies that
fj(x
k+dk) =


−||dk0||
τ − ϕσk − |f¯j(x
k) + gj(x
k)Tdk0|+ o(|f¯j(x
k) + gj(x
k)Tdk0|)
+O(||dk0||
3) + o(ϕσk), if j ∈ I(x
∗) ∩ I−;
−||dk0||
τ − ϕσk + ϕk − |f¯j(x
k) + gj(x
k)Tdk0|+ o(|f¯j(x
k) + gj(x
k)Tdk0|)
+O(||dk0||
3) + o(ϕσk), if j ∈ I(x
∗) ∩ I+.
(28)
This shows that fj(x
k + dk) ≤ 0, for j ∈ I(x∗) ∩ I− and k large enough.
For j ∈ I(x∗)∩I+, from (28) and τ ∈ (2, 3) as well as α ∈ (0, 1
2
), it follows
that
fj(x
k +dk)− ϕk + α(||d
k
0||
τ + ϕσk)
= −(1− α)(||dk0||
τ + ϕσk)− |f¯j(x
k) + gj(x
k)Tdk0|
+o(|f¯j(x
k) + gj(x
k)Tdk0|) + o(ϕ
σ
k) +O(||d
k
0||
3)
≤ 0.
(29)
Thus, summarizing the analysis above, we have proved that the inequality of
(14) except the first one is satisfied for t = 1 and k large enough.
Finally, we will show that the first inequality of (14) holds for t = 1 and
k large enough. From Taylor expansion and Lemma 4.1(i), we have
∆k , f0(x
k + dk)− f0(x
k)− αg0(x
k)Tdk0 − ρ(1 − α)ϕ
θ
k
= g0(x
k)Tdk + 1
2
(dk)T∇2xxf0(x
k)dk − αg0(x
k)Tdk0 − ρ(1− α)ϕ
θ
k + o(||d
k||2)
= g0(x
k)T (dk0 + d
k
1) +
1
2
(dk0)
T∇2xxf0(x
k)dk0 − αg0(x
k)Tdk0 − ρ(1− α)ϕ
θ
k
+o(||dk0||
2) + o(ϕσk).
(30)
Then, from the KKT conditions (4) and Lemma 4.1(i), we have
g0(x
k)Tdk0 = −(d
k
0)
TBkd
k
0 −
∑
j∈Jk
λkj gj(x
k)Tdk0, (31)
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g0(x
k)T (dk0 + d
k
1) = −(d
k
0)
TBkd
k
0 −
∑
j∈Jk
λkjgj(x
k)T (dk0 + d
k
1) + o(||d
k
0||
2) + o(ϕσk).
(32)
For j ∈ Jk ⊆ I(x
∗), it follows that f¯j(x
k) + ∇fj(x
k)Tdk0 = 0, which
together with (28) and ϕk = o(ϕ
σ
k) implies
fj(x
k + dk) = −||dk0||
τ − ϕσk + o(||d
k
0||
2) + o(ϕσk), j ∈ Jk. (33)
Again, from Taylor expansion and Lemma 4.1(i) as well as ϕk = o(ϕ
σ
k),
we get
fj(x
k + dk) = fj(x
k) + gj(x
k)T (dk0 + d
k
1) +
1
2
(dk0)
T∇2xxfj(x
k)dk0 + o(||d
k
0||
2) + o(ϕσk)
= f¯j(x
k) + gj(x
k)T (dk0 + d
k
1) +
1
2
(dk0)
T∇2xxfj(x
k)dk0 + o(||d
k
0||
2) + o(ϕσk).
(34)
Combining (33) and (34), it follows that
−
∑
j∈Jk
λkjgj(x
k)T (dk0 + d
k
1) =
∑
j∈Jk
λkj f¯j(x
k) + 1
2
∑
j∈Jk
λkj (d
k
0)
T∇2xxfj(x
k)dk0
+o(||dk0||
2) +O(ϕσk).
(35)
Thus, substituting (35) into (32), we have
g0(x
k)T (dk0 + d
k
1) = −(d
k
0)
TBkd
k
0 +
∑
j∈Jk
λkj f¯j(x
k) + 1
2
(dk0)
T (∇2xxL(x
k, λk)
−∇2xxf0(x
k))dk0 + o(||d
k
0||
2) +O(ϕσk).
(36)
In addition, in view of gj(x
k)Tdk0 = −f¯j(x
k), j ∈ Jk, from (31), it follows
that
g0(x
k)Tdk0 = −(d
k
0)
TBkd
k
0 +
∑
j∈Jk
λkj f¯j(x
k). (37)
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Now, substituting (36) and (37) into (30), we have
∆k = −(d
k
0)
TBkd
k
0 +
∑
j∈Jk
λkj f¯j(x
k) + 1
2
(dk0)
T∇2xxL(x
k, λk)d
k
0 − αg0(x
k)Tdk0
−ρ(1 − α)ϕθk + o(||d
k
0||
2) +O(ϕσk)
= (α− 1
2
)(dk0)
TBkd
k
0 + (1− α)
∑
j∈Jk
λkj f¯j(x
k) + 1
2
(dk0)
T (∇2xxL(x
k, λk)
−Bk)d
k
0 − ρ(1− α)ϕ
θ
k + o(||d
k
0||
2) +O(ϕσk).
This together with Assumptions 3.1, 4.2, λkj f¯j(x
k) ≤ 0 and α ∈ (0, 1
2
) as
well as θ < σ shows that
∆k ≤ (α−
1
2
)a||dk0||
2 + o(||dk0||
2)− ρ(1− α)ϕθk + o(ϕ
θ
k) ≤ 0
holds for k large enough. Hence, the first inequality of (14) holds for t = 1
and k large enough. The whole proof is completed.
Remark 4.3. In order to overcome the Maratos effect, under some suitable
assumptions, some norm relations of directions and a weaker set relation
corresponding to the strict complementarity (i.e., I+∗ = I(x
∗)) are given in
Lemma 4.1 firstly. Then, by these results, we obtain the Theorem 4.2, i.e.,
the inequality (14) is always satisfied for t = 1 and k large enough (i.e., very
close to the solution of the problem). So, the Maratos effect can be overcame
in our paper.
According to Theorem 4.2 and its proof for case of j 6∈ I(x∗) as well as
relationship (28), the following lemma holds immediately.
Theorem 4.3. Under the assumptions stated in Theorem 4.2, we have ϕk+1 ≡
0 after a finite number of iterations, i.e., xk+1 ∈ X for k large enough.
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At the end of this section, based on Theorems 4.2 and 4.3 as well as
Lemma 4.1, using Theorem 3.1.3 in [14], we have the superlinear convergence
of Algorithm 2.1 immediately as follows.
Theorem 4.4. Suppose that Assumptions 2.2, 3.1, 4.1 and 4.2 are all satis-
fied. Then, ||xk+1 − x∗|| = o(||xk − x∗||), i.e., Algorithm 2.1 is superlinearly
convergent.
5. Numerical experiments
In this section, in order to illustrate the computational efficiency of Al-
gorithm 2.1, some preliminary numerical results are reported, and the com-
puting results show that Algorithm 2.1 is effective. The algorithm was im-
plemented by using Matlab 7.5 on Windows XP platform, and on a PC with
1.99 GHZ CPU. The approximation Hession matrix Bk is updated by the
BFGS formula described in [17].
During the numerical experiments, the parameters are selected as follows:


γ = η = 0.5, θ = ̺ = 0.4, σ = 0.6, ξ = 1, ζ = 0.2,
α = 0.3, ρ = 1.5, δ = 3, τ = 2.5, ε = 0.53.
We test some problems which are taken from [18, 19]. In addition, we fur-
ther test Svanberg problems in different dimensions and with different initial
points, which are taken from [20]. Execution is terminated if the norm of dk0
is less than a given constant ǫ > 0 and ϕk = 0. The columns of the following
tables have the following meanings:
Prob: the number of the test problem in [18, 19];
n/m: the number of variables/inequality constraints of the problem;
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Code: the name of the algorithm;
NF0: the number of objective function evaluations;
NIO/NII: the number of iterations out of/within the feasible set;
NI: the total number of iterations, i.e., NI=NIO+NII;
NF: the number of all constraint functions evaluations;
FV: the objective function value at the final iteration point;
CPU: the CPU time (second).
Finally, an “−” in the following tables indicates that the corresponding
information is not given in the corresponding references.
Experiment 1 (for small-scale problems). For this part, in order to
show the computational efficiency of Algorithm 2.1 (denoted by ALG 2.1),
we test some small-scale problems and compare ALG 2.1 with some other
algorithms, and the numerical results are given in Tables 1-4.
In Tables 1 and 2, ALG 2.1 is compared with ALGO [8] and SNQP [15]
for the same test problems, the stopping criterion threshold ǫ and initial
iteration points are the same as that reported in [8] and [15], respectively.
From the viewpoint of the numbers of NIO, it follows that ALG 2.1 can
always enter into X after relatively small iterations. Furthermore, from the
viewpoint of the numbers of NIO, NII and FV, the results show that ALG 2.1
is obviously better than ALGO for most of test problems. The performance
of ALG 2.1 in terms of NII is better than SNQP except problems 33 and 76.
Tables 3 and 4 gives the compared numerical results for ALG 2.1 and
ALG 3.1 as well as ALG 3.2 [21]. The test problems and stopping criterion
threshold are the same as in [21]. The numerical results in Tables 3 and 4
show that ALG 2.1 can always enter into X after small iterations, and ALG
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2.1 is more better than ALG 3.1 and ALG 3.2 for the test problems.
Table 1. Numerical results for Experiment 1-I
Prob n/m Initial point Code NIO NII NF0 NF FV CPU
012 2/1 (6, 6)T ALG 2.1 17 3 21 41 −3.0000000E + 01 0.06
ALGO 25 28 29 57 −3.0000000E + 01 −
SNQP 7 12 12 29 −2.9999999E + 01 −
029 3/1 (−4,−4,−4)T ALG 2.1 3 9 13 46 −2.2627417E + 01 0.05
ALGO 1 11 14 27 −2.2627417E + 01 −
SNQP 1 12 17 42 −2.2627416E + 01 −
031 3/7 (2, 4, 7)T ALG 2.1 1 16 18 309 6.0000000E + 00 0.06
ALGO 4 20 23 43 6.0000000E + 00 −
SNQP 1 19 20 52 6.0000089E + 00 −
033 3/6 (2, 4, 6)T ALG 2.1 1 9 11 134 −4.5857864E + 00 0.05
ALGO 2 16 17 67 −4.5857863E + 00 −
(1, 4, 6)T ALG 2.1 1 44 46 570 −4.5857864E + 00 0.33
SNQP 2 21 23 116 −4.5857290E + 00 −
034 3/8 (2, 2, 2)T ALG 2.1 5 10 16 166 −8.3403245E − 01 0.06
ALGO 8 26 68 198 −8.3403244E − 01 −
035 3/4 (1, 2, 3)T ALG 2.1 1 6 8 67 1.1111111E − 01 0.03
ALGO 8 11 12 0 −3.4500000E + 00 −
SNQP 4 9 9 0 1.1111111E − 01 −
043 4/3 (−10, 2,−8, 5)T ALG 2.1 9 5 15 95 −4.4000000E + 01 0.06
ALGO 23 26 27 163 −4.4000000E + 01 −
(0, 2, 2, 4)T ALG 2.1 7 9 17 135 −4.4000000E + 01 0.08
SNQP 1 11 11 69 −4.3999999E + 01 −
044 4/10 (−20,−20,−20,−20)T ALG 2.1 4 10 15 296 −1.5000000E + 01 0.08
ALGO 7 15 18 0 −1.5000000E + 01 −
066 3/8 (0, 0, 100)T ALG 2.1 10 54 65 1067 5.1816327E − 01 0.48
ALGO 34 39 40 161 5.1816327E − 01 −
076 4/7 (1, 2, 3, 4)T ALG 2.1 5 16 22 345 −4.6818182E + 00 0.11
ALGO 6 14 15 0 −4.6818182E + 00 −
SNQP 2 14 14 0 −4.6818171E + 00 −
100 7/4
(0, 3,−3,
3, 0, 1, 0)T
ALG 2.1 18 39 58 861 6.8256637E + 02 0.61
ALGO 4 33 47 363 6.8063006E + 02 −
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Table 2. Numerical results for Experiment 1-I-continued
Prob n/m Initial point Code NIO NII NF0 NF FV CPU
113 10/8
(4, 10, 10, 2, 0,
11, 4, 0, 12, 10)T
ALG 2.1 12 4 17 378 2.4306209E + 01 0.14
ALGO 6 17 21 205 2.4306209E + 01 −
(0, 2, 9, 5, 0,
1, 9, 8,−10, 10)T
ALG 2.1 9 7 17 355 2.4306585E + 01 0.17
SNQP 9 29 29 258 2.4306211E + 01 −
264 4/3 (8,−5, 6,−4)T ALG 2.1 18 5 24 142 −4.3987578E + 01 0.13
ALGO 19 26 27 161 −4.3999999E + 01 −
(0, 0, 0, 10)T ALG 2.1 17 5 23 146 −4.3987578E + 01 0.16
SNQP 4 16 17 122 −4.4113405E + 01 −
Table 3. Numerical results for Experiment 1-II
Prob n/m Initial point Code NIO+NII NF0+NF NDF0+NG CPU
Rosen/Suzuki-1 4/3 (0, 0, 0, 0)T ALG A 0+17 18+117 18+54 0.09
ALG 3.1 76 1185 308 2.88
ALG 3.2 77 1225 312 3.04
Rosen/Suzuki-2 4/3 (2, 4, 8, 1)T ALG A 9+10 20+120 20+60 0.09
ALG 3.1 68 1034 276 2.36
ALG 3.2 55 793 224 2.06
Wong Problem-1 7/4 (1, 2, 0, 4, 0, 1, 1)T ALG A 0+24 25+228 25+100 0.16
ALG 3.1 157 17756 790 21.48
ALG 3.2 157 17759 790 21.54
Wong Problem-2 7/4 (3, 3, 0, 5, 1, 3, 0)T ALG A 9+48 58+624 58+232 0.38
ALG 3.1 171 18677 860 22.48
ALG 3.2 151 16921 760 20.88
Quadratic Problem-1 2/2 (−0.3, 0.0)T ALG A 0+7 8+38 8+16 0.03
ALG 3.1 48 292 147 0.76
ALG 3.2 49 301 150 0.76
Quadratic Problem-2 2/2 (2.2, 1.6)T ALG A 6+4 11+42 11+22 0.06
ALG 3.1 50 314 153 0.72
ALG 3.2 43 286 132 0.68
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Table 4. Numerical results for Experiment 1-II-continued
Prob n/m Initial point Code NIO+NII NF0+NF NDF0+NG CPU
TFI1 Problem-1 3/1 (−10, 0, 0)T ALG A 0+12 13+32 13+13 0.05
ALG 3.1 35 2663 792 1.46
ALG 3.2 35 2663 792 1.46
TFI1 Problem-2 3/1 (1, 1, 1)T ALG A 1+7 9+17 9+9 0.05
ALG 3.1 23 2301 528 0.98
ALG 3.2 22 2289 506 0.96
TFI2 Problem-1 3/1 (2, 2, 2)T ALG A 0+6 7+23 7+9 0.04
ALG 3.1 30 1343 682 1.04
ALG 3.2 30 1343 682 1.04
TFI2 Problem-2 3/1 (0, 0, 0)T ALG A 4+7 12+25 12+18 0.06
ALG 3.1 48 2129 1078 1.58
ALG 3.2 48 2135 1078 1.60
Experiment 2 (for middle-large-scale problems). Considering the all of
tested problems above are all relatively small, we further test the Svanberg
problems [20] problems, some of them are larger and therefore interesting.
The experiment results are given in Tables 5-6.
In Table 5, the performance of ALG 2.1 is compared with SNQP, ALGO,
FSLE [22]. The initial iteration points and the stopping criterion threshold
are the same as that reported in [22]. From the results in Table 5, in viewpoint
of NII and NF0, it follows that algorithm ALG 2.1 performs better than
FSLE, SNQP and ALGO in most cases for problems Svanberg.
In Table 6, we further test Svanberg problems (in different dimensions) for
some infeasible initial points, and the stopping criterion threshold is ǫ = 10−6
and ϕk = 0. The results show that our algorithm ALG 2.1 is always successful
for all cases, and the iteration points can enter into the feasible set so faster.
In view of NIO, NII and CPU, it follows that our algorithm is effective.
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Table 5. Numerical results for Experiment 2-I
Prob n/m Initial point Code NI0 NII NF0 NF FV CPU
Svanberg-10 10/30 (0, 0, . . . , 0)T ALG 2.1 0 16 17 1140 15.731517 0.34
SNQP 0 28 28 1753 15.731533 −
ALGO 0 15 21 1050 15.731517 −
FSLE 0 36 227 258 15.731517 −
Svanberg-30 30/90 (0, 0, . . . , 0)T ALG 2.1 0 25 26 5490 49.142526 1.77
SNQP 0 27 27 4975 49.142545 −
ALGO 0 26 38 5670 49.142526 −
FSLE 0 101 777 864 49.142526 −
Svanberg-50 50/150 (0, 0, . . . , 0)T ALG 2.1 0 33 34 11550 82.581912 5.91
SNQP 0 37 37 11762 82.581928 −
ALGO 0 35 51 12750 82.581912 −
FSLE 0 108 881 968 82.581912 −
Svanberg-80 80/240 (0, 0, . . . , 0)T ALG 2.1 0 42 43 24720 132.749819 15.38
SNQP 0 47 47 24100 132.749830 −
ALGO 0 47 68 27360 132.749819 −
FSLE 0 190 1666 1835 132.749819 −
Svanberg-100 100/300 (0, 0, . . . , 0)T ALG 2.1 0 46 91 53700 166.197172 26.38
SNQP 0 46 46 27880 166.197199 −
ALGO 0 53 66 35400 166.197171 −
FSLE 0 178 1628 1782 166.197171 −
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Table 6. Numerical results for Experiment 2-II
Prob n/m Initial point NIO NII NF0 NF FV CPU
Svanberg-10 10/30 (10, 10, , . . . , 10)T 3 15 19 1320 15.731517 0.28
(−10,−10, , . . . ,−10)T 2 16 19 1440 15.731517 0.28
Svanberg-20 20/60 (10, 10, . . . , 10)T 4 22 27 4380 32.427932 1.11
(−10,−10, , . . . ,−10)T 3 24 28 4560 32.427932 1.23
Svanberg-30 30/90 (10, 10, , . . . , 10)T 3 25 29 6480 49.142526 2.33
(−10,−10, , . . . ,−10)T 3 24 28 6030 49.142526 2.50
Svanberg-40 40/120 (10, 10, , . . . , 10)T 3 28 32 9480 65.861140 3.67
(−10,−10, , . . . ,−10)T 3 28 32 9480 65.861140 3.58
Svanberg-50 50/150 (10, 10, . . . , 10)T 14 26 41 24150 82.581915 7.84
(−10,−10, , . . . ,−10)T 1 34 36 12900 82.581912 5.75
Svanberg-80 80/240 (10, 10, . . . , 10)T 2 43 46 42720 132.749820 17.09
(5, 5, . . . , 5)T 2 47 50 63840 132.749824 19.53
Svanberg-100 100/300 (10, 10, . . . , 10)T 3 43 47 57300 166.197173 26.81
(5, 5, . . . , 5)T 2 62 65 112500 166.197178 40.55
Svanberg-150 150/450 (10, 10, . . . , 10)T 40 44 85 227700 249.818369 130.41
(5, 5, . . . , 5)T 3 62 66 123750 249.818369 96.16
Svanberg-200 200/600 (10, 10, . . . , 10)T 4 78 83 219600 333.441310 279.95
(5, 5, . . . , 5)T 2 84 87 236400 333.441310 287.45
Svanberg-250 250/750 (2, 2, . . . , 2)T 1 85 87 275250 417.064989 602.78
(3, 3, . . . , 3)T 1 90 92 281250 417.064989 593.48
Experiment 3. To show that ALG 2.1 performs cycle I for most of the
iterations, we give Table 7 below relative to Tables 1 and 2 for test problems.
The row labeled ♯ lists the problem number as given in Tables 1 and 2, and
the column labeled ♯ lists the number of cycle I and cycle II performed by
ALG 2.1, , i.e., N-cycle I and N-cycle II, respectively. The results reported
in Table 7 are encouraging. Obviously, N-cycle I is much more than N-cycle
II. Especially, for problem 12, ALG 2.1 always performs cycle I and does
not perform cycle II. This also illustrate Remark 2.6 from the viewpoint of
numerical results. Thus, the cost of computation for ALG 2.1 is relatively
small.
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Table 7. Numerical results for performing Cycle I and Cycle II
♯ 12 29 31 33 34 35 43 44 66 76 100 113 264
N-cycle I 20 8 15 9 9 6 12 7 52 17 49 11 22
N-cycle II 0 4 2 1 6 1 2 7 12 4 8 5 1
6. Concluding remarks
In this paper, we propose a new algorithm of combining (QP) subproblem
with SLE for solving nonlinear inequality constrained optimization problems.
The new algorithm starts from an arbitrarily initial iteration point. In order
to ensure the global convergence of new algorithm, the search direction is
obtained by a convex combination of the master direction and an auxiliary
direction, which are solved by subproblem (QPs) and SLE (6), respectively.
For overcoming the Maratos effect [5], a higher-order direction is obtained by
solving another SLE (11). Moreover, the iteration points can always enter
into the feasible set X and only one SLE need to be solved after a finite num-
ber of iterations. Using line search instead of arc search, our new algorithm
possesses global and superlinear convergence under some mild assumptions
without strict complementarity. Finally, some numerical results show that
new algorithm is promising.
As a further work of this paper, the techniques introduced in this pa-
per can be extended to solve general constrained optimization problems and
minimax problems.
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