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Abstract 
While lidar has been historically used for generating digital terrain maps and as a 
navigation tool, recent research demonstrates that lidar has many potential scientific 
applications, including high resolution analysis of geological outcrops. Case studies were 
completed at the Tunnunik impact structure, Victoria Island, Arctic Canada, and the 
Nickel Rim South mine, Sudbury, Canada, to assess the fidelity of characterizing and 
differentiating mineralogical and lithological units remotely by integrating passive visible 
imagery with lidar intensity data. Unsupervised classification via k-means clustering was 
performed on the fused datasets, with results indicating that lithologies can indeed be 
successfully differentiated with minor a priori knowledge of the setting. Semi-
quantitative analysis through XRD of Tunnunik samples demonstrates that distance-
corrected intensity is linked in a linear relationship with both dolomite and clay content. 
The simultaneous acquisition of both geospatial and scientific data greatly increases the 
applications and value of using lidar, especially for mining, geological mapping in remote 
environments, and for future planetary missions. 
Keywords 
Intensity, Terrestrial Laser Scanning, Lidar, Unsupervised Classification, Geology, 
Planetary Exploration, Ore Detection 
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Chapter 1 
1 Introduction 
Geology is in part, a descriptive science, and often requires a three-dimensional 
understanding of the environment in order to solve geological problems. Traditionally, 
geologists have used sketches in field notebooks, along with cameras, air photos, and 
more recently, Global Positioning System (GPS) devices to record field observations to 
elucidate these problems. The issue with these traditional tools is that they do not provide 
a 3D representation of the geological area of interest, which is what a geologist requires 
in order to truly immerse themselves in the data. The advent of laser scanning has led to 
the generation of high resolution 3D models, which can be utilized by the geologist to 
‘revisit’ a scanned site even after returning to the office. The application of lidar to 
geology is also leading to new avenues for accurate remote lithological classification, 
which is explored in this investigation. The purpose of this investigation is to ascertain if 
mineralogy of certain materials can be correlated with corrected lidar intensity (at the 
near infrared wavelength of the lidar instrument) and also to determine the viability of 
remotely discriminating lithologies through fusion of corrected lidar intensity with 
passive visible imagery with only minor a priori knowledge of the setting. Case studies 
were performed at the Tunnunik impact structure and underground at the Nickel Rim 
South mine to confirm and assess the fidelity of this method and its applications to the 
future of planetary exploration and mining.  
1.1 Lidar 
Lidar (light detection and ranging) is a rapidly advancing laser scanning and surveying 
technique which is becoming a vital tool in multiple fields, and currently has platforms 
for spaceborne, airborne, and ground-based applications (Kemp, 2008). Lidar operates on 
the same principles as radar, except at shorter wavelengths (Jelalian, 1992). The earliest 
and most common utility for lidar has been the generation of detailed three-dimensional 
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topographic measurements of surface relief via airborne scans (Pfeifer and Briese, 2007). 
This technique uses the time-of-flight principle and angle of emission to measure ranges 
via laser pulses—between 500 nm and 1550 nm—to objects with extremely high 
accuracy (Jensen, 2007; Pfeifer and Briese, 2007). The receiver can collect hundreds of 
thousands of points per second, with each point containing specific x, y, and z 
coordinates that can be attributed to a precise point on the object or surface that is being 
scanned. The range (z value) is calculated by halving the product of the two-way travel 
time of the laser pulse and the speed of light (Jensen, 2007), while the x and y values are 
related to the position of the transmitter at the moment the laser pulse exits the instrument 
(Jensen, 2007; Bellian, 2005). The collection of these data points, each with unique and 
distinct values from the corresponding scan, are collectively known as a point cloud (Fig. 
1.1) (Jensen, 2007).   
 
Figure 1.1. Example of a point cloud collected by an aerial lidar scan, which show 
points returned off the ground, powerlines, and tree canopy (from Jensen, 2007). 
The increased utilization of lidar in multiple fields most likely has been influenced by the 
fact that it has multiple benefits over traditional passive remote sensors. These benefits 
include the ability to acquire highly resolved and accurate collection of 3D point clouds 
from up to thousands of metres away and the collection of multiple returns from a single 
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pulse, allowing ground surface discrimination even in forested environments. Lastly, 
lidar is an active remote sensor, which means it does not require ambient lighting to 
collect data, making this an excellent tool for planetary exploration (ability to operate on 
night side orbits for planetary bodies) and underground and/or poorly lit applications 
(e.g., mining, pipeline inspection, etc.), where surface illumination is not always possible. 
Each laser pulse emitted from the instrument can yield single or multiple returns, 
depending on the nature of the surface being scanned. The number of returns is a function 
of the initial beam diameter (instrument specific), the scan angle, the material properties 
of the surface, and the range of the target from the instrument. These factors will dictate 
the diameter of the instantaneous laser footprint of each laser pulse (Jensen, 2007). For 
example when scanning a forested area from above, some portion of a single pulse may 
reflect off the canopy of a tree (1st return), while another portion hits lower branches (2nd 
return), with the final portion hitting the ground surface (last return) (Fig. 1.2) (Jensen, 
2007). Post processing of the data allows the user to tailor the results based on their 
respective needs, and choose whether to generate the point cloud from the first return, or 
the final. If the focus is on identifying tree density or height, the first returns would be 
utilized, whereas if the focus were on creating a bare earth model, the last (ground) 
returns would be used.  
Besides providing detailed spatial information, lidar instruments also record the intensity 
of the returned laser pulse. This intensity is a measure of the backscattered energy (at the 
wavelength of the laser) reflected off the target relative to the energy of the initial pulse 
(Jelalian, 1992), which generally is scaled to 8, 12, or 16-bit dynamic range and can be 
included as a parameter in the point cloud (Höfle and Pfeifer, 2007; Kashani et al., 2015). 
The intensity response will be investigated further in section 1.2. This data can be stored 
in multiple file formats (often manufacturer-specific), with the most common format 
being the ASCII .xyz file, which stores data in columns with X, Y, Z, intensity values, as 
well as other possible entries including scan angle and time. More recently, the LAS(er) 
file format has become the main format for the exchange of point cloud data between 
users. Benefits of the LAS format include the fact that it is a binary file format, with 
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smaller files compared to ASCII, while still retaining the necessary lidar data for further 
processing and analysis (ASPRS, 2016).  
 
 
Figure 1.2 Depiction of how multiple returns can be generated from a single laser 
pulse. For example, all of the energy from pulse A interacts with the ground, 
meaning there is only one return. Pulse B has returns from two parts of the tree 
canopy, along with the ground, leading to three separate returns. Note that this only 
affects the range (z value) of the data point (from Jensen, 2007). 
A growing range of instrumentation is becoming available for aerial and terrestrial laser 
scanning. While the focus of this thesis is on the utilization of a ground-based scanner, 
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basic information regarding both aerial and terrestrial scanners will be mentioned here for 
context.  
 
Aerial laser scanners (herein noted as ALS) were the main method of acquisition in the 
early days of laser scanning, providing wide area data acquisition in swaths across the 
Earth’s surface. Mounted to fixed-wing planes or helicopters, these instruments would 
collect detailed spatial information that led to the development of high quality 
topographic profiles. The spatial data collected from the moving aircraft is defined with 
the help of Global Positioning Systems (GPS) along with an internal measurement unit 
(IMU) to record the pitch, yaw, and roll of the aircraft in flight (Jensen, 2007). 
Meanwhile, terrestrial laser scanners (herein noted as TLS) are stationary, and often 
mounted on tripods. In order to acquire data, rotating mirrors within the instrument allow 
the laser pulses to cover the area of interest across the angular domain (Pfeifer and 
Briese, 2007). While ALS excels at collecting surface information, it lacks the ability to 
gather information on vertical faces, such as façades of buildings, or even canyon walls. 
TLS is an excellent solution to this, as it can acquire detailed façade information at 
extremely high resolution. Generally, TLS are able to collect higher resolution data due 
to the closer range of the scanner to the target (tens to hundreds of metres, as opposed to 
hundreds to thousands of metres with ALS) (Cheng et al., 2015). Most ALS and TLS 
instruments are considered discrete echo scanners, which generally document the 
maximum amplitude of the return pulse. Recently full waveform systems have hit the 
commercial market for both systems, which digitizes and documents the entire echo 
waveform from the backscattered pulse energy (Pfeifer and Briese, 2007; Kaasalainen et 
al., 2008). While work with full waveform lidar is still in its infancy, it is believed that 
using this technology will lead to increased applications and more effective classification 
of the data collected by ALS and TLS (Kaasalainen et al., 2008; Hartzell et al., 2013).    
1.2 Intensity 
Lidar intensity has become a topic of much interest within the remote sensing 
community, as it presents potential for a multitude of applications, including improved 
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classification of scenes, as well as the possibility of distinguishing between materials 
with different reflective or compositional properties (Burton et al., 2011). Intensity data is 
related to the target reflectance, but is also influenced by several other variables, which 
must be corrected for before the intensity can be considered as a proxy for absolute 
reflectance. The four main variables affecting intensity include: (1) data acquisition 
geometry; (2) target surface characteristics; (3) instrumental effects; and (4) atmospheric 
effects; all of which will be addressed in the following section.  
This absolute reflectance of the target material is what many recent studies have 
attempted to identify through radiometric correction or calibration. With regard to 
geological applications, once the intensity is calibrated at the instrument-specific 
wavelength, spectral and textural differences between geological units can be identified, 
aiding in the remote characterization of materials, especially in remote or inaccessible 
environments such as deep mines or even other planetary bodies including the Moon and 
Mars.    
1.2.1 Effect of Acquisition Geometry on Intensity 
Acquisition geometry, including range (R) (the distance between the instrument and the 
target) and angle of incidence (α) (the angle between the laser beam and the target surface 
normal) play a large factor in the intensity response. In a recent review paper, it has been 
noted that the majority of correction and calibration methods developed to date have been 
to correct for these acquisition geometry factors (Kashani et al., 2015).   
In regards to range, the main factor is that with increasing distance to the target, the laser 
pulse must travel through more atmosphere, resulting in a diminishing return strength. 
For extended targets, raw intensity is generally accepted to be a function of the inverse 
range square (1/R2), and this relationship is visualized in Figure 1.3a. (Wagner et al., 
2006; Höfle and Pfeifer, 2007; Pesci et al., 2008; Krooks et al., 2013). Extended targets 
are defined as targets larger in size than the laser footprint, and therefore remove the 
effect of beam divergence, resulting in a 1/R2 relationship as opposed to 1/R4 (Pfeifer et 
al, 2008). Non-extended targets refer to targets that have an area smaller than the laser 
footprint, such as wires or leaves, which would lead to a different range dependence, 
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appearing to be a function of the inverse range with higher powers (1/R3, 1/R4) (Jelalian, 
1992; Pfeifer et al., 2008). 
  
The angle of incidence between the target surface and the laser beam pulse also has a 
direct influence on the intensity return. In general, increasing incidence angle will lead to 
a decrease in intensity, due to less of the initial beam being backscattered in the direction 
of the sensor. Generally, TLS will have greater variations in both range and incidence 
angle compared to ALS. For example, TLS often are utilized to capture a 360⁰ panoramic 
scan of an area including the ground surface, which leads to data points collected at 
extremely oblique angles (Chin et al., 2015). Another potential issue arising from TLS is 
the fact that multiple scans of the same area may be acquired (often with overlap) in 
multiple scanning locations, so as to create a complete dataset without gaps in the point 
cloud. These point clouds must then be merged, raising the issue of objects present in 
multiple clouds, but having different ranges and angles. This leads to objects with mixed 
intensity values in the merged point cloud which must be accounted for prior to further 
processing (Kashani et al., 2015). 
Figure 1.3. a) The 1/R2 relationship between intensity and range for two materials of 
differing reflectance. b) The cos (α) relationship between intensity and angle of 
incidence for two materials of differing reflectance. ρ represents material 
reflectance at the laser wavelength  (from Kashani et al., 2015).  
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As noted by (Krooks et al., 2013), the incidence angle is related to both the scanning 
geometry as well as to the target surface characteristics. Raw intensity is generally 
accepted to be reduced by the cosine of the angle of incidence (Fig. 1.3b), assuming 
Lambertian behaviour (Pesci and Teza, 2008; Pfeifer et al., 2008; Jutzi and Gross, 2009). 
Lambertian materials are considered diffuse reflectors that reflect radiance equally in all 
directions, and intensity proportionally to the cosine of the angle of incidence (Carrea et 
al., 2016). Several authors have noted that it becomes important to correct intensity 
values for incidence angle when angles exceed 20⁰ for most materials (Kaasalainen et al., 
2009; Kaasalainen et al., 2011; Krooks et al., 2013). Others note that the effect of 
incidence angle appears to be neutralized by the presence of macroscopic irregularities at 
the scale of the laser footprint (mm to cm) due to the fact that a significant part of the 
surface illuminated by the laser pulse will always be normal the scanner (Pesci et al., 
2008; Kaasalainen et al., 2011; Hartzell et al., 2014; Penasa et al., 2014). This is 
important when applying this to natural surfaces such as geological outcrops, which are 
characterized by roughness on the scale of the laser footprint. 
1.2.2 Effect of Target Surface Characteristics on Intensity 
 The effect of target surface characteristics is often the main parameter of interest in 
recent studies which aim to isolate and utilize the reflectance of the scanned surface for 
remote classification and differentiation of materials. Target surface characteristics are 
influenced by two main factors, which are reflectance and roughness.  
Reflectance of the target material can be defined as the ratio between the power of the 
reflected laser pulse and the incident laser pulse (Reshetyuk, 2006). The higher the 
surface reflectance, the more of the laser pulse that will be returned to the instrument, 
leading to a higher intensity reading for that specific point. Using two different 
lithologies present in an outcrop as an example, it would be expected that dolomite would 
have a higher reflectance than that of a shale. The reflectivity of rocks is controlled by a 
complex combination of variables including moisture, composition of individual grains, 
and grain size, to name a few (Burton et al., 2011). Theoretically, dolomite, with the 
higher tonality, will scatter more photons back toward the receiver, while shale will 
absorb more of the photons, due to its darker tonality and finer grain size. The vast 
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majority of TLS available today are single wavelength systems, which means that the 
differentiation of materials via reflectance requires spectral separation at the specified 
wavelength. It is important to note that TLS instruments produced by different companies 
often use lasers of different wavelengths, so the reflectivity of the targeted material will 
be specific to the wavelength used. Fusion of hyperspectral imagery with terrestrial lidar 
point clouds is a recent advance that provides increased spectral separability between 
materials, and will be further addressed in Section 1.3.3. It follows that in order to 
elucidate the true reflectance of the scanned material, all of the other parameters that 
affect the intensity response must be eliminated or reduced. To achieve this, many 
authors have proposed methods for radiometric calibration, which often rely on scanning 
reference targets with known absolute reflectance that are then compared to the intensity 
response from the instrument (Pfeifer et al., 2007; Pfeifer et al., 2008; Kaasalainen et al., 
2009; Kaasalainen et al., 2011; Krooks et al., 2013).    
The influence of surface roughness on the intensity response has begun to be investigated 
by several authors (Pesci et al., 2008; Kaasalainen et al., 2009; Mills and Fotopoulos, 
2013), but a standardized correction has yet to be implemented (Carrea et al., 2016). 
Carrea et al. (2016) propose a correction for target surface roughness using the Oren-
Nayar reflectance model, stating that natural rock surfaces deviate from Lambertian 
behaviour at incidence angles over 60⁰. This correction may be beneficial for scans of 
natural surfaces from multiple scanning positions at high incidence angles. For TLS scans 
where the surface of interest is normal (or of low obliquity) to the laser pulse, the surface 
may still be considered Lambertian (Pesci et al., 2008; Pesci and Teza, 2008; Franceschi 
et al., 2009).   
1.2.3 Instrumental Effects on Intensity 
Intensity returns are unitless measurements of the maximum response of the laser pulse, 
and specific to the instrument being used. These measurements vary between instrument 
manufacturers, and in order to develop a reflectance measurement method that is 
consistent for all instruments, specific instrument parameters must be known (Hartzell et 
al., 2013; Kashani et al., 2015). These parameters include wavelength, laser power, beam 
divergence, and aperture size of the scanner. As mentioned previously, the laser 
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wavelengths used for ALS and TLS can range between 500 nm and 1550 nm. Pfeifer and 
Briese (2007) note that ALS tend to utilize lasers at 1060 nm or 1550 nm, while TLS can 
be more variable and range the entire span from 500 nm to 1550 nm. An assessment of 
several available TLS indicates this variability, with the Leica HDS3000 having a 
wavelength of 532 nm, the Zoller + Fröhlich (Z + F) IMAGER 5003 at 785 nm, and the 
Riegl VZ-400 at 1550 nm (Hartzell et al., 2014). The Teledyne-Optech ILRIS TLS, 
which is used in the following study, has a wavelength of 1535 nm (near infrared) 
(Optech, 2016). A benefit of using a TLS with a wavelength in the near infrared (as 
opposed to in the visible spectrum) is that if the data is fused with a digital camera image, 
there are now four separate wavelengths that can be utilized for image classification. 
Laser power, or transmitted energy also varies with each manufacturer, which affects the 
amount of backscattered energy returned from each pulse (Kashani et al., 2015). Beam 
divergence—which is an angular measure of how much the beam diameter will increase 
with distance—also varies between instruments, which will result in different laser 
footprint diameters at a certain range. Lastly, aperture size will have an effect on the 
angular resolution of the backscattered response (Kaasalainen and Kaasalainen, 2008). A 
larger aperture will allow for greater admittance of light, which could increase the signal 
strength. While most ALS have aperture sizes varying from 8 to 15 cm, TLS are 
generally smaller, and on the order of several centimetres (Kaasalainen and Kaasalainen, 
2008). This difference in aperture size between airborne and terrestrial instruments is due 
to the fact that the ranges are generally much larger for airborne scans compared to 
terrestrial.  
1.2.4 Atmospheric Effects on Intensity 
The final parameter which influences the intensity return in laser scanning is the effect of 
atmospheric attenuation and wetness. As the laser pulse travels from the sensor to the 
surface, it must travel through the atmosphere, which can reduce the backscattered 
response. The influence of atmospheric attenuation is most seen in scans with high 
ranges. This often means that ALS are more affected by this factor than for TLS with 
shorter ranges. Especially for airborne scans at the scale of kilometres, aerosol and 
Rayleigh scattering must be accounted for, which represent scattering due to dust, smoke, 
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or water droplets and scattering due to small air particles and clusters, respectively (Yan 
et al., 2012). As previously mentioned, terrestrial scans at a short range (tens to hundreds 
of metres), the atmospheric attenuation can often be considered negligible (Franceschi et 
al., 2009).   
It has been documented that water causes a strong absorption in the near infrared, around 
1400 nm (Clark, 1999), which leads to a decreased intensity return from wet targets, 
especially for TLS that operate in the near infrared. (Kaasalainen et al., 2009) note that 
scans of wet brick led to a 30% to 50% decrease in intensity when compared to the 
returns from the dry brick. Even if the target is dry, when humidity is high enough, the 
intensity values will fall (Franceschi et al., 2009). These atmospheric conditions are 
important to note and document when attempting to observe changes over time in an 
area, as only scans that occur under similar weather conditions will be able to be 
compared with high levels of confidence.  
1.2.5 The Lidar Range Equation 
The lidar range equation has been developed from the radar range equation, which is 
described in (Jelalian, 1992), and relates the parameters which decrease the transmitted 
signal power from the received signal power. This equation incorporates all of the 
aforementioned factors, and is the basis for the majority of processing methods available 
today. While many forms of the lidar range equation are available in the literature 
(Wagner et al., 2006; Kaasalainen et al., 2009; Kaasalainen et al., 2011; Hartzell et al., 
2013), the format provided by Carrea et al. (2016) will be utilized here. 
 
  (1) 
 
where Pr is the received pulse power in watts; Pt is the transmitted pulse power in watts; 
Dr is the instrument aperture diameter in meters; ηsys is the system transmission 
efficiency; ηatm is the atmospheric transmission factor; σcross is the target cross section in 
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square meters; R is the range from the scanner to the target in meters; and βt is the laser 
beam width in radians. 
Assuming that all of the laser beam hits the target and that the surface is Lambertian in 
nature, the target cross section is: 
  (2) 
 
where ρλ is the target surface reflectivity at a specific wavelength; and α is the angle of 
incidence between the beam and the normal to the surface. 
Substituting σcross from Eq. (2) to Eq. (1) leads to a simplified lidar equation (3), which 
leads to the inverse range squared dependency of the received pulse power. 
 
  (3) 
 
The remaining variables can be broken into three categories: instrumental (Pt, Dr ηsys) and 
atmospheric (ηatm) factors; acquisition geometry factors (R, α); and target reflectance (ρλ). 
(Carrea et al., 2016) note that both transmitted pulse power (Pt) and aperture diameter 
(Dr) are deemed as constant for a particular TLS instrument, and so can be eliminated 
from the equation. The atmospheric transmission factor is dependent on the weather 
conditions present during the scan, and as previously mentioned, can be greatly affected 
by humidity or aerosol concentrations, and often influence ALS far more than TLS. For a 
TLS, assuming that the conditions under which the scans were acquired were stable, and 
that transmittance was consistent, ηatm can also be considered a constant (Carrea et al., 
2016).  
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This leads to the received power being proportional to the product of the target 
reflectivity and the cosine of the incidence angle, and inversely proportional to the square 
range:    
  (4) 
 
The received power (Pr) of the TLS is generally converted into a Digital Number (DN) 
which is documented as the raw intensity value (Iraw). This value is often manufacturer 
specific, and related to the parsing software used. That being said, simple tests have 
proven that raw intensity is directly proportional to the received power (Carrea et al., 
2016):  
 
  (5) 
 
Using Eq. (5), and assuming a Lambertian surface, Iraw can be substituted for Pr: 
   
  (6) 
 
Finally, the target surface reflectivity factor (ρλ) can be utilized to differentiate between 
different lithologies if it is corrected to remove the effects of incidence angle and range. 
The corrected intensity value (Icorr) is therefore proportional to the wavelength-specific 
target surface reflectivity.    
  (7) 
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It is important to note that the utilization and application of intensity data from lidar is a 
developing field, and while there have been multiple calibration methods proposed (Pesci 
et al., 2008; Franceschi et al., 2009; Kaasalainen et al., 2011; Penasa et al., 2014; Carrea 
et al., 2016), a standard method for all scanners still does not exist. When developing an 
experiment involving TLS, one must be aware of the instrumental effects of the chosen 
sensor, as well as taking into account the environment in which the scanning is to take 
place. For example, different corrections will have to be applied for a close-range scan 
that is focusing on a vertical rock outcrop with little range variation compared to a long-
range scan of a glacial valley, which would contain large variation in both range and 
incidence angles. While outside the scope of this study, a comprehensive review of lidar 
correction models can be found within (Kashani et al., 2015). The correction methods 
utilized for this thesis begin with Eq. (7) and will be elaborated on in the following 
chapters. 
1.3 Applications Utilizing Lidar Intensity Data 
The burgeoning field of laser scanning has led to a rapid growth of applications interested 
in applying the intensity data to solve unique problems. Olsen et al. (2013) have 
developed techniques to analyze and assess pre-disaster hazards and post-disaster 
damage. Structural damage assessment studies have also been undertaken for crack 
detection in concrete as well as for bridge surface degradation (Olsen et al., 2010; 
Masiero et al., 2015). Another major application of lidar intensity is the field of land 
cover classification. Early work by Song et al. (2002) along with Charaniya et al. (2004), 
indicated that intensity was able to differentiate between land cover surfaces including 
buildings, trees, roads, and grass. These discoveries have continued to be built upon, with 
Im et al. (2008) showing that the incorporation of intensity leads to increased 
classification accuracy in urban areas. Zhou et al. (2009) present the benefits of 
classification with lidar over aerial photos, especially in shaded regions. Based on this 
work among others, a robust land cover classification scheme is often now one of the first 
data products produced by ALS scans.  
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1.3.1 Lidar and Planetary Science 
While the majority of laser scanning has occurred in the lower atmosphere, lidar has also 
been utilized outside of Earth, both as a docking aid on the International Space Station 
(Allen et al., 2008) and for atmospheric measurements on the Phoenix rover on Mars 
(Whiteway et al., 2008). The Phoenix Mars Lander was the first mission to land in the 
Arctic region of Mars, and also the first time Canada as a nation landed on the planet. 
The Canadian Space Agency contributed a meteorological station with a suite of 
instruments—including a lidar sensor—that measured the atmospheric conditions of 
Mars. This was the first time a lidar instrument was utilized on the surface of another 
planet, with the goal of measuring the height profile from airborne dust and clouds in the 
Martian atmosphere (Whiteway et al., 2008). This lidar instrument operated at 532 nm 
and 1064 nm, having a maximum range of 20 km, with the backscattered signals being 
collected by a reflective telescope and recorded (Whiteway et al., 2008). The results 
collected from this instrument were extremely promising, recording the first evidence of 
ice crystal precipitation on Mars (Fig. 1.4), and confirming the hypothesis that 
precipitation of ice crystals is an important factor for the exchange of water between the 
atmosphere and the surface (Whiteway et al., 2009; Dickinson et al., 2010). This 
successful utilization of lidar on the surface of Mars provides evidence that the 
instrumentation is viable at extreme temperatures and conditions. Another key use of 
lidar in planetary science has been laser altimetry, which has been used to generate both 
topographic and intensity datasets at 1064 nm for Mars (MOLA) (Smith et al., 2001), the 
Moon (LOLA) (Lucey et al., 2014), and Mercury (MLA) (Neumann et al., 2013), 
respectively.   
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NASA considers lidar to be a key technology for space exploration in the coming decades 
(National Aeronautics and Space Administration, 2015). In conjunction with this, 
research has recently been performed at a Mars analogue site in Utah exhibiting the 
multiple benefits of rover-based lidar for future planetary exploration (Osinski et al., 
2016; Zylberman et al., 2016). This analogue mission demonstrates how lidar could have 
a key role in navigation and hazard awareness on future rover-based planetary missions. 
Due to the ability to collect extremely detailed surface maps of materials, Zylberman et 
al. (2016) note that the data from the lidar instrument may also be able to provide vital 
scientific information, especially at distances where contact science instruments cannot 
reach.   
Figure 1.4. Contour plot of the backscatter coefficient at 532nm derived from the 
lidar instrument on the Phoenix Mars Lander on Sol 99. The fall streaks are 
indicative of precipitation (from Whiteway, et al., 2009). 
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1.3.2 Geological Applications 
Lidar scanning of natural environments has arguably been one of the largest applications 
in this field in the past decade. For example, intensity data has been utilized as a remote 
sensing tool for: biomass assessment in forestry (Antonarakis et al., 2008; Barnea and 
Filin, 2012; Cook et al., 2013); identifying ruins in geoarchaeology (Challis et al., 2011); 
discrimination between snow and glacial ice in glaciology (Lutz et al., 2003; Arnold et 
al., 2006); discriminating different ages of volcanic flows (Mazzarini et al., 2007; Pesci et 
al., 2008); differentiating sand and gravel lithofacies in hydrology (Klise et al., 2009); 
and high resolution scanning of hemipelagic successions in outcrops for cyclostratigraphy 
(Franceschi et al., 2011) . 
Terrestrial laser scanning is rapidly becoming the geologist’s new favourite tool for rock 
characterization and analysis on outcrops, especially those that are inaccessible or 
difficult to reach. Rapid data collection of study areas in 3D with high resolution and 
accuracy has led to the TLS becoming widely disseminated in the earth sciences. The 
development of digital outcrop models has been a boon to the petroleum sector, which 
has benefited from the collection of accurate spatial information which aid in 
distinguishing geological heterogeneity, allowing for improved modelling of subsurface 
reservoirs (Rarity et al., 2013). These digital outcrop models also provide the researcher 
with the ability to attain accurate strike and dip measurements, which are extremely 
valuable, especially when the outcrop is inaccessible (Bellian, 2005; Buckley et al., 2008; 
Rarity et al., 2013; Matasci et al., 2015). 
Several studies have assessed the application of lidar to planetary science and geology, 
with promising results (Berinstain et al., 2003; Osinski et al., 2010). Initial work with an 
early prototype of Optech’s ILRIS TLS at the Haughton impact structure, Devon Island, 
Canada led to the conclusion that there is high value in the collection of 3-D spatial 
information on ejecta blocks and impact-generated rock formations (Berinstain et al., 
2003). This 3D record of the environment can be used to make precise measurements of 
features of interest even after physically leaving the field. Berinstain et al. (2003) also 
observed differing intensity values between two lithologies, with the dark drown gypsum 
clasts having a lower intensity compared to the light grey impact melt breccia matrix. 
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Further lidar research was completed at Haughton by Osinski et al. (2010), concluding 
that there is a high potential for lidar being utilized as both a navigational and scientific 
tool for future planetary missions. The ability to collect up to months’ worth of manual 
surveying data in 45 minutes of lidar scanning allows for the geologist to focus on 
operations that can only be completed while on site, such as sample collection. Osinski et 
al. (2010) note the ability to discern detailed structural information in outcrops that are 
not present in passive visible photography. The authors conclude that there appears to be 
a strong potential to link composition of the impactites to the intensity response, which 
could have implications for automated analysis and differentiation of lithologies in 
impact craters on other planetary bodies (Osinski et al., 2010).    
Another application with wide ranging implications is the discrimination of rock 
properties at outcrop faces with TLS; which often could not be scanned from the air due 
to its extreme incidence angle. Using an example that was mentioned above, Pesci et al. 
(2008) used intensity data to map and differentiate between different lava flow facies 
exposed in the walls of the Vesuvius crater. These authors were also able to differentiate 
between block scoria and welded scoria, showing that intensity is firmly correlated to 
physical and chemical properties of the reflecting target (Pesci et al., 2008). Further 
support for this is provided by (Franceschi et al., 2009), who were able to link reflectance 
at a wavelength of 1535 nm (intensity) in an inverse linear relationship to hydrogen 
weight percent (clay content proxy) in a carbonate succession. Burton et al. (2011) 
studied a clastic succession of sandstones and mudstones, and were able to correlate 
distance normalized lidar intensity (at 1500 nm) in a log-linear inverse relationship with 
weight percent clay (shale proxy). The authors also correlated a positive log-linear 
relationship between the normalized intensity and weight percent combined quartz, 
potassium feldspar, and plagioclase (sandstone proxy). It was concluded that the majority 
of the variation in the normalized intensity response could be explained by the different 
mineralogical composition of the shales and sandstones (Burton et al., 2011). Matasci et 
al. (2015) were able to identify and differentiate nine lithologies at the Dents-du-Midi 
limestone massif in Switzerland by analyzing the corrected intensity values at 1064 nm. 
Finally, Campos Inocencio et al. (2014) were able to spectrally differentiate between 
basalt, gabbro, granite, and banded iron formation using corrected intensity (at 1535 nm) 
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to classify the rocks into distinctive classes, although further work is required to advance 
from simple differentiation to being able to diagnostically characterize the lithologies. 
Most importantly, these authors were able to detect small changes in the physical-
chemical characteristics of the rocks, specifically the iron oxide concentration within the 
cement of the sandstone (Campos Inocencio et al., 2014).  
1.3.3 Data Fusion for Lithological Discrimination 
Several authors have begun to utilize multiple sensors and integration of these datasets 
often achieve a greater accuracy when identifying and classifying objects. Due to the fact 
that lidar only operates at a single wavelength, it can be extremely beneficial to fuse 
datasets together to create multispectral feature spaces that can be used for classification 
of point clouds. Early work in this field showed that the extraction of trees and buildings 
from urban scenes were more accurate when using a four channel (red, blue, green, near 
infrared) feature space, as opposed to solely utilizing the lidar intensity data (Lichti, 
2005; Barnea and Filin, 2012). The integration of passive visible imagery with lidar 
intensity was shown to help elucidate structurally complex geological areas, such as the 
Suez rift in Egypt (Wilson et al., 2009).    
Data fusion has also begun in terrestrial lidar scans on outcrops in order to remotely 
differentiate lithologies. The recent application of multispectral lidar by Hartzell et al. 
(2014) led to the collection of intensity values at 532 nm (visible green), 785 nm (red), 
1550 nm (near infrared), as well as passive imagery (RGB) for each point scanned from a 
rock outcrop. The authors concluded that fusing the 1550 nm band with the visible 
imagery was equivalent to fusing all three TLS intensity bands with passive imagery 
(Hartzell et al., 2014). This information may be beneficial to researchers who are 
attempting to decide which TLS instrument to utilize for their studies.  
The capability to fuse hyperspectral imaging with lidar scans has also led to an enhanced 
analysis—both qualitatively and quantitatively—of digital outcrop models. Bellian et al. 
(2007) utilized airborne AVIRIS hyperspectral image data combined with airborne lidar 
scans to map limestone and dolostone over a large area in the Franklin Mountains, Texas. 
It should be noted that the pixel resolution for the AVIRIS data was 20 m per pixel, 
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meaning that any lithological variations present at a scale smaller than that would not be 
recognized (Bellian et al., 2007). These airborne hyperspectral imagers also are in a 
scanning direction that is unsuitable for collecting information off of near-vertical faces, 
such as outcrops (Kurz et al., 2013). Close-range hyperspectral imaging can remedy this 
issue, and provides an increased spectral range along with enhanced resolution that is 
often able to differentiate subtle mineralogical and chemical changes present in an 
outcrop (Buckley et al., 2013; Kurz et al., 2013; Penasa et al., 2014). Close-range 
hyperspectral imagers are generally mounted on tripods, and often have the ability to 
rotate to collect panoramic data (Kurz et al., 2013). Buckley et al. (2013) were able to 
differentiate and classify dolomite from limestone after fusing and properly registering 
the lidar point cloud and the hyperspectral images.     
1.4 Thematic Classification 
The aim of digital image classification is to group each of the pixels present in an image 
to specific classes, which result in a thematic map. In the case of classification in a 
geological context, the goal is most often to differentiate the lithologies present in a given 
outcrop. This thematic classification can be achieved by grouping or classifying pixels 
together that share similar feature-space characteristics (Lichti, 2005). For TLS, this 
feature-space can be composed of four channels, which is achieved by fusing the RGB 
channels from passive imagery with the NIR channel from the corrected lidar intensity. 
There are other channels that could potentially be added to the feature-space, including 
range, texture, or a plethora of higher level derivatives (channel ratios, differences, etc.) 
of these previously mentioned channels can be utilized to further discriminate objects in 
an image (Lichti, 2005; Francis, 2014). Classification methods can be broken into 
supervised and unsupervised, and will be addressed below. 
1.4.1 Supervised Classification 
Supervised classification requires the researcher to provide the algorithm with a set of 
training data for each of the proposed classes. This training data is reference data, and can 
be aerial photos, geological maps of a region, or even actual rock samples from an 
outcrop; anything that can ground truth the area and ensure the correct classification of 
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each object in the image (Richards, 2013). The training data is generally assessed to a 
subset (1-5%) of the entire image, thereafter which the classifier will attach classes to all 
of the pixels in the image. The final classified thematic map then will undergo an 
accuracy assessment, which produces an error matrix to indicate the residual error for 
each class (Richards, 2013). This final step of producing an accuracy assessment also 
occurs for unsupervised classification.  
1.4.2 Unsupervised Classification 
Unsupervised classification operates in the reverse order as supervised classification, 
where the classification occurs prior to any input or training by the researcher. This 
method aims to uncover structure or commonalities in the data without input. This is 
most often performed by clustering algorithms, which separate the image data into 
distinct clusters or classes based on commonalities within their feature-space (Richards, 
2013). The researcher will then look at the thematic map and identify if any classes can 
be combined further, with the final goal of having only as many clusters as there are 
spectral classes in the image (Richards, 2013). Following this process, the researcher will 
perform a process of random sampling in order to assess the accuracy and validity of the 
classification. While there are many clustering algorithms available in the field of remote 
sensing, only the k-means clustering algorithm will be addressed here. 
1.4.2.1 K-Means Clustering 
The k-means clustering method is a commonly used and relatively simplistic algorithm 
that will iteratively assign data to a specified number (k) of classes input by the 
researcher. The initial cluster centres will be arbitrarily set and represented by the means 
of the pixel vectors allocated to them (Richards, 2013). These initial clusters will undergo 
multiple iterations of re-clustering based on the pixel vectors continuing to be reassigned 
to the nearest mean cluster. This process will repeat until there is no longer any further 
movement of pixels between clusters (Richards, 2013). The researcher will then assess 
these final clusters to confirm the validity of the classification and see if any classes need 
to be merged or broken into multiple classes. The final result should be a thematic map 
that has the initial k number of classes. For the geologist, these classes will most likely 
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represent the different lithologies present in an outcrop. The last step is for the geologist 
to confirm the accuracy and validity of this clustering by perform a visual interpretation 
on the same image, using their training to visually differentiate the rock types, and then 
comparing it to the thematic map. For example, one study recently presented the 
application of a k-means classification method to corrected intensity (Campos Inocencio 
et al., 2014). These authors found that they were able to distinguish between sandstone, 
diamictite, and carbonaceous pelites in an outcrop by performing unsupervised 
classification using a single band (corrected near infrared intensity). As well, the authors 
note that it was possible to identify the presence of iron oxide cement in a sandstone 
outcrop, and classify it with high accuracy using the unsupervised k-means classification 
method (Campos Inocencio et al., 2014). 
1.5 Introduction to the Thesis 
In Chapter 2, we carried out a case study of an outcrop at the Tunnunik impact structure, 
Victoria Island, Arctic Canada, in which we perform unsupervised classification (via k-
means clustering) on a fused dataset of NIR lidar intensity along with passive visible 
imagery to confirm the validity of using lidar as a remote sensor of lithology, especially 
in planetary analogue environments. X-Ray Diffraction analysis is also performed on 
samples collected within the scanned area, and are semi-quantitatively correlated with 
distance corrected intensity values. We discuss the relationship between intensity and 
lithology, potential misclassification factors of the technique, along with the future 
application of lidar for planetary missions.  
In Chapter 3 we perform a case study of similar data fusion and classification in an 
underground environment at the Nickel Rim South mine, Sudbury, Canada. This study 
focuses on the novel approach of classification and differentiation of ore from host rock 
using k-means clustering on a 4-band fused dataset. We also discuss potential 
misclassification factors, effects of dust cover and moisture on the lidar intensity returns, 
and the applications for future utilization of lidar in mining.    
Chapter 4 concludes the thesis and offers several possible avenues for the future of 
utilizing lidar intensity for geological applications.   
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Chapter 2 
2 Integration of passive visible imagery with terrestrial 
lidar intensity data for geological mapping and 
characterization: A case study of the Tunnunik impact 
structure, Victoria Island, Canada 
2.1 Introduction 
While lidar has been historically used for generating digital terrain maps and as a 
navigation tool, recent research shows lidar has many potential scientific applications, 
including high resolution analysis of geological outcrops for differentiation of materials 
(Pesci et al., 2008; Franceschi et al., 2009; Osinski et al., 2010; Burton et al., 2011; 
Campos Inocencio et al., 2014; Hartzell et al., 2014). Terrestrial lidar scanners have 
several benefits over typical cameras, including the collection of intensity data, which is a 
measure of the backscattered energy reflected off the target relative to the initial pulse, 
and the ability to collect data without the need for ambient light (Höfle and Pfeifer, 
2007), which means they can be used in poorly lit environments.  
Lidar uses the time-of-flight principle and angle of emission to measure ranges via laser 
pulses—in the near infrared between 500 nm and 1550 nm—to objects with extremely 
high accuracy (Jensen, 2007; Pfeifer and Briese, 2007). The receiver can collect hundreds 
of thousands of points per second, with each point containing specific x, y, and z 
coordinates that can be attributed to a precise point on the object or surface that is being 
scanned. Besides providing detailed spatial information, lidar instruments also record the 
intensity of the returned laser pulse. This intensity is a measure of the backscattered 
energy reflected off the target relative to the energy of the initial pulse (at the wavelength 
of the laser) (Jelalian, 1992), which generally is scaled to 8, 12, or 16-bit dynamic range 
and can be included as a parameter in the point cloud (Höfle and Pfeifer, 2007; Kashani 
et al., 2015). The goal of many studies that utilize lidar for outcrop analysis is to identify 
and differentiate the lithologies present, which requires knowledge of the absolute 
reflectance of the target material. This necessitates the need to correct the intensity return 
prior to analysis to remove extraneous factors such as range, incidence angle, surface 
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roughness and atmospheric effects. Many correction methods for intensity have been 
proposed (Pesci et al., 2008; Franceschi et al., 2009; Kaasalainen et al., 2011; Penasa et 
al., 2014; Carrea et al., 2016), but a standardized method for all Terrestrial Laser Systems 
(TLS) still does not exist. Currently, the correction method to utilize will be situational, 
depending on the influence of the factors mentioned above. As different rock types will 
return a different intensity response, the corrected intensity can then be compared to the 
target composition, thus acting as a remote sensor of lithology. Several previous studies 
have been performed using corrected lidar intensity to differentiate between sandstones 
and shale (Burton et al., 2011), limestones from marls (Franceschi et al., 2009), and 
shales, marlstones, and limestones in a limestone massif (Matasci et al., 2015). For 
example, as seen in Figure 2.1, there is a large spectral difference in the reflectivity of 
dolostone and calcareous shale in the NIR (Baldridge et al., 2009). If there is a significant 
mineralogical difference between the dolostone and shale in an outcrop, it should be 
differentiable via the lidar intensity response, especially at the 1535 nm wavelength of the 
instrument used in this study. Besides purely discriminating between the rock types, 
Franceschi et al. (2009) were able to link reflectance in an inverse linear relationship to 
hydrogen weight percent—as a proxy for clay content—in a carbonate succession. Burton 
et al. (2011) studied a clastic succession of sandstones and mudstones, and were able to 
correlate distance normalized lidar intensity in a log-linear inverse relationship with 
weight percent clay (shale proxy), and a positive log-linear relationship between the 
normalized intensity and weight percent combined quartz, potassium feldspar, and 
plagioclase (sandstone proxy).  
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Figure 2.1. Plot showing an example of solid sample spectra data for dolostone 
(blue) and shale (red). The dashed vertical line indicates the wavelength the Optech 
ILRIS terrestrial lidar operates in. Note the spectral separability between the two 
lithologies at 1.5 μm. Figure plotted with data from Baldridge et al. (2009). 
Lidar point clouds can also be fused with the red, green, and blue (RGB) colour patterns 
obtained by photographs captured by either an internal or externally mounted camera, 
which has led to innovations for multispectral analysis of materials (Hartzell et al., 2014). 
This data fusion between lidar intensity and passive visible imagery has successfully led 
to the differentiation and supervised classification of sandstone and limestone in an 
outcrop (Hartzell et al., 2014). For these reasons, lidar is becoming an ideal candidate for 
high fidelity image classification, especially for geological applications such as remote 
outcrop analysis. 
This study builds upon previous research by conducting unsupervised classification via k-
means clustering of a rock outcrop at the Tunnunik impact structure, Canadian High 
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Arctic, by fusing high-resolution lidar intensity data with passive visible imagery for the 
remote discrimination of distinct lithological units. Rock samples of each lithology were 
also collected and analyzed via X-ray Diffraction in order to assess the relationship 
between mineralogy and corrected intensity.     
The goal of this study is to: a) ascertain if mineralogy of materials can be correlated with 
corrected intensity at the near infrared wavelength of the lidar instrument; and b) 
determine the viability of remotely identifying and discriminating lithologies through the 
fusion of corrected lidar intensity and passive visible imagery. Application of an 
unsupervised classification technique (k-means clustering) is demonstrated on the dataset, 
establishing a thematic map of the outcrop that differentiates the lithologies present. The 
accuracy and effectiveness of the classification will be assessed and the benefits and 
limitations of this method are discussed. Finally, because lidar has been proposed for 
future planetary exploration robotic missions, the fidelity of utilizing such data as a 
remote sensor of lithology in planetary analogues is discussed. 
2.2 Study Area 
Lidar scans were acquired at the Tunnunik impact structure during the summer of 2015. 
As indicated in Figure 2.2, the Tunnunik impact structure is located on the Prince Albert 
Peninsula (south of the Richard Collinson Inlet), NW Victoria Island, Canada (72° 28′ N, 
113° 58′ W) (Dewing et al., 2013). This impact structure was recently identified by 
(Dewing et al., 2013) after the identification of shatter cones along with steeply dipping 
central strata and radial faulting patterns. This initial study was followed up by an 
expedition in 2012, which confirmed the impact origin of Tunnunik through confirmation 
of shatter cones, the identification of planar deformation features in quartz, along with the 
discovery of allochthonous impactites (Osinski et al., 2013). This expedition was 
followed by a larger mission to perform a detailed study of the impact crater in the 
summer of 2015, which included detailed geological mapping, geophysical and 
paleomagnetic surveys, along with lidar scans of many areas of interest within the crater.  
This 28-km deeply eroded impact structure formed within Neoproterozoic and lower 
Paleozoic carbonate and sedimentary rocks. While the majority of the impact structure is 
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now overlain by glacial sediments, excellent exposure of the impact-induced steeply 
dipping strata is present in a canyon that has been carved through the crater. The focus of 
the lidar scans occurred at the entrance to this canyon (Fig. 2.3), where there are 
spectacular exposures of several different lithologies within a small area. These units are 
made up of alternating successions of dolostone and shale.  
 
Figure 2.2. Landsat image with regional context of the study area. Tunnunik impact 
structure indicated by the red star (from Google Earth, 2016). 
 
 100 km 
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Figure 2.3. Geological map of the Tunnunik impact structure, Victoria Island, 
NWT, Arctic Canada. Lidar scan location indicated by red star (after Newman, 
2016). 
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2.3 Methods 
2.3.1 Instrumentation 
The lidar scans for this study were acquired with the Optech ILRIS (Intelligent Laser 
Ranging and Imaging System) 3D laser scanner, which operates in the NIR at a 
wavelength of 1535 nm. The main specifications are shown in Table 2.1. This sensor is 
field portable and also comes with a pan-tilt unit for panoramic data acquisition, which is 
mounted on a tripod for operations (Fig. 2.4). The ILRIS can be powered by a portable 
battery pack, but due to the long duration of the scans, a portable gas generator was used 
to supply power. The instrument is controlled by Optech software—sending information 
from the field laptop via Ethernet cable—which allows the user to pan and tilt the 
instrument to achieve the optimal viewing position to collect scan data. The field of view 
is 40º x 40º, and regions of interest (ROI) can be chosen from targets within this field of 
view. Once the ROI has been set, parameters such as spot spacing and angular resolution 
can be adjusted, followed by the scan acquisition. A digital single-lens reflex (DSLR) 
camera was mounted to the top of the ILRIS, which allowed for registration of the photo 
and corresponding lidar scan. The camera used was a Canon EOS Rebel XTi with an 18-
55 mm lens, and 10.1-megapixel resolution.  
2.3.2 Data and Sample Collection 
An outcrop with excellent exposure of impacted and near vertical lithologies near the 
southern edge of a canyon within the Tunnunik impact structure was chosen as the 
location to perform high resolution scans with the ILRIS (Fig. 2.5). The scan was 
acquired on a clear, sunny day with negligible humidity. From left to right, these steeply 
dipping units (~70º) are composed of ~10–30 cm-thick tan carbonate units; 1.5 m of thin, 
shaley alternating dark grey and tan beds; 1 m of very thinly bedded and shaley dark grey 
unit; 0.5 m of extremely friable  and shaley grey to light grey material; 0.7 m thick tan 
carbonate unit; 0.3 m thin alternating and shaley dark grey and tan beds (as above); 0.3 m 
tan carbonate unit; and finally 1 m of alternating shaley and friable green and red 
material. Shatter cones were present throughout these units. Two ground control points 
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were also incorporated in the scan for later georeferencing, but were masked for the 
subsequent classification. 
Table 1.1. Main technical specifications of the Optech ILRIS 3D terrestrial laser 
scanner (Optech, 2016). 
Parameter Unit  
Wavelength nm 1535 
Laser Class  1 (eyesafe) 
Range (80% target reflectivity) m 1250 
Range (10% target reflectivity) m 400 
Minimum acquisition distance m  3 
Laser beam divergence mrad  0.15 
Laser beam divergence at 50 m mm  21 
Acquisition accuracy at 50 m   mm  7 
Minimum spot spacing at 50 m mm 1.3 
39 
 
 
 
Figure 2.4. Image of the Optech ILRIS 3D laser scanner used to perform data 
acquisition at the Tunnunik impact structure. 
 
.    
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Figure 2.5. Canyon wall chosen for lidar scanning. Area of point cloud analyzed is 
indicated by the black rectangular box. Dimensions of the box are 15m x 5m. 
Lithologies present include dolostone, dark grey shale, green shale, and red shale. 
Inset: View of canyon looking south.  
To acquire the high resolution data used in this study, a scan of the canyon wall was 
performed from a distance of ~30 m, with a point spacing of 1.3 mm. The scan was 
performed to ensure that the outcrop face was perpendicular to the scanner so as to 
reduce effects of incidence angle. The data acquired was initially stored in an Optech 
proprietary file format, which was later parsed into an ASCII format.  The scanned area 
used for analysis was 15 m x 5 m, and had a total of 28,067,939 points collected. A 
digital camera was mounted on top of the scanner, and corresponding passive visible 
images were captured.  
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Figure 2.6. Full sampling transect across scanned outcrop. Red dots indicate 
location of sample collection, with the number allocating the RFID tag associated 
with each collected sample. 
2.3.3 Sample characterization via X-Ray Diffraction 
Following the completion of the scans, a total of 12 samples were taken for reference 
(Fig. 2.6) and follow up mineralogical analysis. Analysis of the 12 samples was carried 
out by powder X-ray Diffraction (XRD) to establish semi-quantitative mineralogy that 
could be compared to the lidar intensity returns. Samples were ground to a fine powder 
using a mortar and pestle and then back-packed into powder mounts in order to achieve 
maximum randomness in crystal orientation. These mounts were subsequently loaded 
into the Rigaku DMAX Geigerflex powder diffractometer in the X-Ray Diffraction and 
Microdiffraction Laboratory in the Department of Earth Sciences, Western University. X-
ray diffraction data were collected from 10º to 90º 2θ, with Co Kα radiation (λ = 1.79021 
Å), 0.02º step size, 66 min total counting time, at 40 kV accelerating voltage and 35 mA 
beam current. The resulting XRD patterns were analyzed with the Bruker-AXS EVA 
software package, with the International Center for Diffraction Data database as the 
reference data (BrukerAXS, 2005).  
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2.3.4 Intensity Pre-processing 
The utilization of Optech’s parsing software transforms the raw data into file formats that 
can be managed and visualized by open source point cloud software analysis programs, 
such as CloudCompare (Girardeau-Monteaut, 2016). Intensities were exported using the 
“8-bit scaled” option as a XYZ ASCII format. The parser converts the raw data into a 
point cloud with the set {(xk, yk, zk, In (xk, yk, zk)) k = 1, 2, …N} where In (xk, yk, zk) is an 8-
bit digital number which represents the distance-corrected intensity normalized to the 
range 0-255, and N is the number of points where the intensity is useful (for example, the 
parser will remove extraneous returns that saturate the receiver). It is generally 
understood that raw intensity is a function of the inverse range square (1/R2) (Wagner et 
al., 2006; Höfle and Pfeifer, 2007; Pesci et al., 2008; Krooks et al., 2013). This range 
correction is applied to produce similar intensity values for the same material at different 
distances. The Optech parser converts the raw intensity to the distance-corrected intensity 
in three steps:  
1) The shot intensity is pre adjusted according to its range via Ip = Ir ⃰ (dk / dr)2 where Ip is 
the preadjusted intensity, Ir is the raw intensity in the dat/i3d file, dk is the shot range, and 
dr is a reference distance that can be adjusted in the parser settings. For this study the 
reference distance was 30 m.  
2) Outliers are trimmed from the preadjusted intensities by finding the upper limit (UL), 
below which there are 95% of all shots.  
3) The preadjusted intensities are scaled to 0-255 via In = 255*(Ip / UL) where In is the 
distance-corrected normalized intensity. 
Aside from the effects of range on the intensity return, there are also effects from 
incidence angle, surface roughness of the target, and the atmosphere, which can influence 
the intensity return depending on the environment in which the scans are occurring. As 
noted by Hartzell et al. (2014), the effect of incidence angle generally only has a 
significant effect on the intensity return when the angle exceeds 20º. Several authors have 
noted that natural extended surfaces such as rocks in an outcrop, are usually characterized 
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by roughness that is comparable to the diameter of the laser beam and, as such, intensity 
does not depend on incidence angle due to the fact that a significant part of the target 
illuminated by the laser will always be oriented toward the sensor (Pesci et al., 2008; 
Franceschi et al., 2009; Hartzell et al., 2014; Penasa et al., 2014). Hartzell et al. (2014) 
actually found a decrease in classification accuracy when incorporating the incidence 
angle of the outcrop with respect to the instrument, leading to the conclusion that the 
intensity return is independent of incidence angle for surfaces with roughness values that 
are generally found in outcrops. Regarding the atmospheric effects, it is known that water 
causes a strong absorption in the NIR, especially around 1400 nm, which can lead to a 
decreased intensity return if the targets are wet or if too much moisture is in the air 
(Franceschi et al., 2009). If the scans occur in a dry, arid environment with little to no 
humidity, and that the atmosphere is stable for the duration of the scan, then any possible 
atmospheric effects can be negated (Hartzell et al., 2014).  
The results presented herein are based on the assumption that the acquired outcrop 
surfaces have Lambertian-like (diffusely reflecting) behaviour; that is that the intensity 
return will be reduced by the cosine of the angle of incidence (Pesci and Teza, 2008; 
Pfeifer et al., 2008; Jutzi and Gross, 2009). Due to the scans in this study being 
performed with the outcrop face nearly perpendicular to the scanning direction, the 
incidence angle is considered zero for the classified regions of the image. Due to these 
factors, the Optech parser correction for distance was considered adequate. Using this 
correction method, the intensity return can then be considered as a proxy for the 
reflectance of the target rocks.   
2.3.5 Data Fusion and Processing 
The intensity pre-processing and correction was followed by the generation of an 8-bit 
scaled intensity .xyz file containing data in the sequence xyzi, with x, y, and z being 
arbitrary coordinates, and i being the corrected intensity. A visualization of the workflow 
for the study is provided in Figure 2.7. The Canon EOS DSLR used in this study was 
calibrated on site at Optech, and a corresponding camera calibration file was provided.  
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Figure 2.7. Workflow diagram showing the multiple steps required to produce the 
classified thematic map on an outcrop at Tunnunik. Data products are highlighted 
in bold. 
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In order to register the digital camera images that were taken of the same scene, a 
software program developed by Optech was utilized. 
This program, MatchView, allows the user to register corresponding digital camera 
images with the lidar point cloud by identifying common points in both images. After 
identifying a minimum of five common points, and once the root mean square error 
(RMS) was below two pixels, the program calculated the new parameters for the camera 
calibration file that was provided. The final step to fuse these two datasets together was to 
use the Optech Parser again, and output a .xyz file with 24-bit texture. This was 
performed by providing the newly calibrated camera file along with the digital camera 
image to the parser, which output the colourized lidar point cloud. This .xyz file contains 
data in the sequence x, y, z, i, R, G, B. The xyz coordinates are arbitrary, with the origin at 
the centre of the laser scanner. Intensity and the RGB values are both in 8-bit format.  
To initially visualize the fused data in 3D, an open-source software, CloudCompare, was 
utilized. In order to process this fused point cloud in image processing software, the cloud 
must first be properly projected and consequently converted to a raster format. To project 
the scan properly to allow for a face-on view of the canyon wall, the data was parsed into 
a .las file (x, z, y, i, R, G, B) using an ArcGIS extension called LP360 (note the data is 
now being stored with the z and y headers swapped in order to achieve a face-on view of 
the outcrop). To generate the raster products, the ‘LAS dataset to Raster’ tool was used in 
ArcGIS, creating two separate raster images; one containing the intensity data, and the 
other containing the RGB data. Both files have a pixel size of 0.4 cm, for a total of 
3,797,208 pixels. Finally, the two raster images are imported into ENVI for the creation 
of the classified image.   
2.3.6 Unsupervised Classification 
Due to the presence of background data values outside of the 0-255 range, a mask was 
created prior to classification, confirming that the background values that are not a part of 
the scanned canyon wall were not incorporated into the final assessment. Another mask 
was incorporated to exclude the scree in the lower portion of the image. This is done due 
to the fact that geologists are mainly interested in the in situ material, and so the rubble 
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near the bottom would rarely ever be sampled, since it does not provide the proper 
context to allow interpretation of the environment in which these rocks were formed. 
Also, the inclusion of scree would also affect the assumption that incidence angle is ~0 
degrees. For these two reasons, the scree was chosen to be masked out. The two 
previously generated rasters were then stacked into a single 4-band layer, with intensity 
(NIR), Red, Green, and Blue bands being the variables incorporated for the classification. 
K-means clustering was performed in ENVI, with the initial output of 40 classes, which 
were then aggregated into four final classes (dolostone, dark grey shale, red shale, and 
green shale). The change threshold was set to 2%, with the maximum iterations set at 10. 
A second clustering was performed with only two classes—dolostone and combined 
shale—in order to assess the difference in accuracy when comparing multiple shale 
lithologies versus just one.  
K-means is a cluster classifier that partitions a population ‘N’ into ‘k’ classes. The initial 
cluster centres will be arbitrarily set and represented by the means of the pixel vectors 
allocated to them (Richards, 2013). These initial clusters will run through a pre-
programmed amount of iterations of re-clustering, until the change threshold within each 
class is below a specified percent. As noted by (Campos Inocencio et al., 2014), k-means 
clustering is an excellent classification technique for geological applications, as this 
method is not computationally demanding, and can process large amounts of data; 
identifying discrete patterns and relationships that may not be initially apparent. The 
output of this clustering method will be a classified thematic map that should differentiate 
between the lithologies present at the canyon wall outcrop.  
2.3.7 Accuracy Assessment 
In order to assess the validity of the classification scheme, proportionate stratified 
random sampling was used in order to compare pixels with the geological map created by 
the author via field observations of the outcrop and XRD analysis of the collected 
samples (Table 2.2). This method of sampling was preferred due to the fact that it ensures 
that even classes that cover a very small portion of the study area still will have samples 
allocated. For the classification of the four lithologies, the minimum sample size was set 
at 35 pixels (red shale), resulting in a total of 500 random pixels generated for accuracy 
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assessment. When the three shale lithologies were combined, leading to two classes 
(dolostone and combined shale), there were a total of 492 random pixels generated for 
accuracy assessment. The minor pixel discrepancy between the two assessments is due to 
8 pixels from the latter being located in unclassified areas. The distributions for each 
class can be seen in Table 2.2. The correct classification of each of these pixels was 
derived from observation and analysis while at the outcrop in July 2015, along with 
geological interpretation of the digital photographs taken. Assessment occurred by 
manually going through each of the generated random pixels and confirming if each pixel 
was classified as the correct lithology or not. If not correctly classified, it would be noted 
as to which class the pixel was incorrectly classified as. Ground truth was also 
corroborated by the XRD analysis of the samples collected from the outcrop. Upon 
completion, the data was compiled into an error matrix, which is presented below. 
Table 2.2. Proportionate stratified random sampling distribution for: a) 4 classes; b) 
2 classes. 
a) Class Number of 
Random 
Samples 
Red Shale 35 
Dark Grey Shale 185 
Green Shale 39 
Dolostone 241 
Total 500 
 
  
b) Class Number of 
Random Samples 
Shale 251 
Dolostone 241 
Total 492 
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2.4 Results 
2.4.1 Sample Characterization 
XRD analysis was performed to mineralogically characterize the samples collected along 
a transect of the scan region. Twelve samples were characterized and the semi-
quantitative mineralogy based on relative peak heights and widths of the mineral species 
identified (Table 2.3). The XRD results are deemed as semi-quantitative due to the fact 
that no Rietveld cell refinement of the XRD profiles occurred. In Table 2.3, the dolomite, 
(combined) feldspar, quartz, and clay (muscovite) relative compositions are noted as 
relative increments of 25%, with <10% denoted by a square. It should be noted that the 
muscovite peaks could also be interpreted as glauconite, but due to the muscovite pattern 
fitting slightly better, it was chosen as the mineral present. After assessment of the XRD 
profiles, it was concluded that there were four unique lithologies present in the scanned 
area, which for simplicity of classification have been simplified to dolostone, dark grey 
shale (composed of varying amounts of dolomite, quartz, orthoclase, and muscovite), 
green shale (composed of varying amounts of dolomite, quartz, orthoclase, microcline, 
and muscovite), and red shale (composed of varying amounts of dolomite, quartz, 
orthoclase, microcline, muscovite, pyrite and ankerite).  
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Table 2.3. Semi-quantitative mineral compositions of rocks collected in this study 
based on X-Ray Diffraction (XRD) data. The dolomite, (combined) feldspar, quartz, 
and clay (muscovite) relative compositions are noted as relative increments of 25%, 
with <10% denoted by a square. 
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2.4.2 Relationship between Intensity and Lithology 
Semi-quantitative analysis through XRD demonstrates that distance-corrected intensity is 
linked in a linear relationship with proxies for mineralogy at the near infrared wavelength 
of the lidar instrument. Figure 2.8a displays the distance-corrected intensity returns of the 
scanned outcrop from which the values were taken to compare against sample 
mineralogy.  
The mean intensity (acquired via identifying the minimum and maximum intensity 
values) for each sample analyzed was compared against mineralogy (via XRD) to 
identify the relationship between them. The results of this comparison can be seen in the 
plots presented in Figure 2.9. The plots demonstrate the correlation between intensity and 
dolomite (Fig. 2.9a), as well as between intensity and proxies for shale (clay (Fig. 2.9b) 
and combined feldspar (Fig. 2.9c). Intensity displays a positive linear relationship with 
weight percent (wt. %) dolomite, with a R2 value of 0.63. Intensity also displays a 
negative linear relationship with both wt. % clay and feldspar, providing R2 values of 
0.73 and 0.59, respectively. The corrected intensity values show a distinction between the 
values associated with dolostone, and for those associated with the shale lithologies (Fig. 
2.8a). Dolostone is more reflective, leading to intensity highs; while the shale is less 
reflective, and is associated with the intensity lows. Figure 2.8 also presents the results of 
the RGB raster (Fig. 2.8b), which was utilized to produce manually defined geological 
maps (Figs. 2.8c and 2.8d) that depict the rock units used for evaluating the classification 
results. 
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Figure 2.8. a) ILRIS corrected intensity band. b) Stacked visible passive red, green, 
and blue bands. Two pail lids are present as ground control points. c) Geological 
map of scan region when k = 4. d) Geological map of scan region when k = 2. Note 
the areas of scree at the bottom of the scan area are masked. 
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Figure 2.9. Distance-corrected intensity vs. mineralogy plots for: a) dolomite wt. %, 
b) clay wt. %, c) feldspar wt. %. These relationships indicate mineral composition is 
associated with corrected intensity. 
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2.4.3 Classification Results 
Two separate clustering processes were performed on the fused dataset collected form the 
study area at the Tunnunik impact structure. The results of the unsupervised k-means 
clustering for four and two classes are shown in Figure 2.10. Both of these thematic 
lithologic maps were assessed for accuracy by performing proportionate stratified random 
sampling and comparing them to the manually defined geological maps (Figs. 2.8c and 
2.8d) that were created by analyzing lithology via field observations and XRD analysis. 
Results for both classifications are presented below. 
 
Figure 2.10. K-means clustering results of the fused dataset (distance-corrected 
intensity, passive red, passive green, and passive blue). a) Final classification with k 
= 4. b) Final classification with k = 2. 
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2.4.3.1 Four-Class Results 
Initial classification attempts utilized four separate classes; one for each of the four 
lithologies present in the study area (dolostone, dark grey shale, green shale, and red 
shale). Class distributions were as follows: dolostone = 28.8% of image; dark grey shale 
= 22.9% of image; green shale = 4.8% of image; red shale = 4.3% of image; 
unclassified/masked area = 39.2% of image. To assess the accuracy of the classification, 
an error matrix was developed by comparing the pixels in the derived thematic map (Fig. 
2.10a) to the geological map (Fig. 2.8c), which is presented in Table 2.4.  The overall 
accuracy for the Tunnunik classification map with four classes is 69%. Producer’s (Table 
2.5) and user’s (Table 2.6) accuracy were also assessed, which represent the probability 
of a reference pixel being correctly classified, and the probability that a pixel classified 
on the map actually represents that class on the ground, respectively. The dolostone class 
had the highest values for both producer’s (82.2%) and user’s (90.0%) accuracy, while 
the red shale class had the lowest values for producer’s (22.2%) and user’s (11.8%) 
accuracy. There was a high amount of misclassification between the three different types 
of shale, which led to a decrease in classification accuracy. The possible reasons for these 
misclassifications will be addressed in Section 2.5.2. 
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Table 2.4. Error matrix for the Tunnunik thematic map (k = 4). All values are in 
percent. 
Class Validation: 
Red Shale 
Validation: 
Dark Grey Shale 
Validation: 
Green Shale 
Validation: 
Dolostone 
Total 
Red Shale 22.2 14.5 2.2 1.9 7.0 
Dark Grey 
Shale 
61.1 64.2 62.2 13.3 37.0 
Green Shale 0.0 12.1 24.4 2.7 7.8 
Dolostone 16.7 9.3 11.1 82.2 48.2 
Total 100.0 100.0 100.0 100.0 100.0 
 
Table 2.5. Producer's Accuracy for the Tunnunik thematic map (k = 4). 
 
 
 
 
Table 2.6. User's Accuracy for the Tunnunik thematic map (k = 4). 
 
 
 
Producer's Accuracy (omission error)  
Red Shale = 4/18 = 22.2%                      77.8% omission error 
Dark Grey Shale = 111/173 = 64.2%     35.8% omission error 
Green Shale = 11/45 = 24.4%                75.6% omission error 
Dolostone = 217/264 = 82.2%               17.8% omission error 
                   Overall Accuracy = 343/500 = 68.6%  
User's Accuracy (commission error) 
Red Shale = 4/35 = 11.8%                      88.6% commission error 
Dark Grey Shale = 111/185 = 60.0%     40.0% commission error 
Green Shale = 11/39 = 28.2%                71.8% commission error 
Dolostone = 217/241 = 90.0%               10.0% commission error 
Overall Accuracy = 343/500 = 68.6% 
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2.4.3.2 Two-Class Results 
Following the initial classification with four classes, a second clustering process was 
performed, with only two classes being used for the final classification; dolostone and 
(combined) shale (Fig. 2.10b). This classification attempt was tested due to the fact that 
there is a high amount of misclassification within the three different shale lithologies. 
Class distributions were as follows: dolostone = 28.8% of image; shale = 32% of image; 
unclassified/masked area = 39.2% of image. As in the previous classification, an error 
matrix was created (Table 2.7), along with producer’s (Table 2.8) and user’s (Table 2.9) 
accuracy assessments, in order to evaluate whether the use of two classes improved or 
decreased the accuracy of the classification. After classification, the overall accuracy was 
shown to be 85.6%, which is a 17% increase from the classification with four classes. 
The dolostone and the shale class were both very similar in producer’s and user’s 
accuracy. Dolostone had accuracies of 82.2% (producer’s) and 90.0% (user’s), while the 
shale had accuracies of 89.5% (producer’s) and 81.3% (user’s). The accuracy of the shale 
classification improved dramatically by merging the three separate shale classes into one. 
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Table 2.7. Error matrix for the Tunnunik thematic map (k = 2). All values are in 
percent. 
Class Validation: 
Dolostone 
Validation: Shale Total 
Dolostone 82.2 10.5 49.0 
Shale 17.8 89.5 51.0 
Total 100.0 100.0 100.0 
 
Table 2.8. Producer's accuracy for the Tunnunik thematic map (k = 2). 
 
 
 
Table 2.9. User's accuracy for the Tunnunik thematic map (k = 2). 
 
 
 
  
Producer’s Accuracy (omission error) 
Dolostone = 217/264 = 82.2%              17.8% commission error 
Shale = 204/228 = 89.5%                      10.5% commission error 
Overall Accuracy = 421/492 = 85.6% 
User’s Accuracy (commission error) 
Dolostone = 217/241 = 90.0%              10.0% commission error 
Shale = 204/251 = 81.3%                      18.7% commission error 
Overall Accuracy = 421/492 = 85.6% 
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2.5 Discussion 
2.5.1 Relationship between Intensity and Lithology 
As presented in Figure 2.9, distance-corrected intensity (at the 1535 nm wavelength of 
the lidar instrument) is shown to be positively linearly related to dolomite wt. %, and 
negatively linearly related to clay wt. %, and feldspar wt. %, for the scan performed at the 
Tunnunik impact structure. With respect to dolomite, the fact that it tends to weather to a 
white or tan colour may also play a role in the relationship between increasing wt. % 
dolomite and increasing intensity. The muscovite wt. % present in all the analyzed 
samples was used as a proxy for clay, which can be associated to the shales present in the 
study. The greater the clay content, the lower the intensity at 1535 nm. The association 
between the presence of a water absorption feature at ~1400 nm and the potential for 
bound water within the clay should be noted, as the decreased intensity values associated 
with increased shale content may rely at least partially on the amount of water present 
within the more porous shales. This negative linear relationship corroborates Burton et al. 
(2011), who, utilizing another ILRIS at 1535 nm, identified a relationship between log 
intensity and clay wt. %. The feldspars identified in this study were associated with the 
shales, with feldspar wt. % values being highest in the green and red shale in the upper 
right portion of the scan area. As with clay wt. %, the more feldspar present in a sample, 
the lower the corresponding intensity values were. It should be noted that this correlation 
may be due only to the fact that the feldspars are exclusively associated with the shale in 
this setting, and may not have the same relationship if present in other lithologies such as 
granite.  
This study focused on terrestrial laser scanning with laser pulses coming into contact with 
the targeted canyon wall (assuming Lambertian behaviour) with little to no incidence 
angle, and thereby necessitating only a correction for distance. More corrections would 
be required in order to properly assess the relationship between intensity and lithology in 
different conditions, such as if the obliquity were increased, or if weather conditions were 
changed. For example, a recent study performing geological mapping of the Dents-du-
Midi limestone massif in Switzerland via terrestrial lidar scanning needed to perform 
corrections for both distance and incidence angle (Matasci et al., 2015). The intensity 
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correction to remove multiple variables was due to the fact that the dataset was comprised 
of six scans from multiple scan points with ranges of the target rocks varying between 
450 m and 1200 m (Matasci et al., 2015). Related to the incidence angle of the scan, even 
more complex corrections will be required to compare the intensity to lithology when 
attempting to assess the relationship of 360⁰ scans, due to the large number of varying 
incidence angles. Burton et al. (2011) also note that the presence of water and ice in a 
scan area has a strong impact on the returned intensity, leading to a noticeable decrease in 
intensity. This also means that scans collected from the same outcrop on different 
occasions can only be considered valid if the collection occurred under similar conditions 
and at the same laser wavelength; as the collection of one scan on a sunny day and 
another on a rainy day would lead to intensity values that would not be able to be 
reconciled.   
It is important to note that for this study, absolute wt. % values cannot be directly 
compared to a certain intensity value, due to factors affecting the intensity response at the 
outcrop level. As noted by Franceschi et al. (2009), sedimentary rocks such as shale can 
retain absorbed water, which can lead to slightly lower intensity responses (especially 
with TLS operating at ~1500 nm), affecting the ability to directly compare absolute wt. % 
to specific intensities. While this may slightly affect certain responses, it is still apparent 
from the data shown in Figure 2.9 that the corrected lidar intensity at 1535 nm is related 
to lithology. By augmenting this information with other datasets, there is potential for 
high resolution spectral classification of planetary materials. As noted above, relative 
relationships can still be ascertained by performing semi-quantitative and quantitative 
analysis of collected samples (Table 2.3) and comparing with the corrected intensity (Fig. 
2.8a).  
Another challenge that arises when attempting to associate lidar intensity with lithology 
is the fact that the intensity value collected by the instrument is relative, and varies from 
sensor to sensor, especially when the instruments are from different manufacturers 
(Kashani et al., 2015). Carrea et al. (2016) also note that in order to achieve corrected 
intensities that can be utilized for lithological differentiation, it is important to use the 
same instrument for the entire survey, due to the fact that the wavelength and the 
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transmitted power can vary instrument to instrument. As stated by Kashani et al. (2015), 
no standardized calibration or correction approach has yet been implemented, which 
creates challenges when attempting to compare intensity values across manufacturers, 
and especially when attempting to compare across platforms such as aerial and mobile 
laser systems. It is hoped that these challenges will be addressed in the near future, 
opening up new avenues for as of yet unknown applications.     
2.5.2 Misclassification Factors 
The initial four class clustering led to an overall accuracy of 68.6% (Table 2.5). As can 
be seen in Figure 2.10a, the vast majority of the misclassifications were between the three 
shale lithologies, and especially between the dark grey shale and the green shale. These 
two lithologies were only slightly different in visible imagery, and barely discernable in 
the NIR band. These factors led to the green shale being incorrectly classified as the dark 
grey shale in 62.2% of instances, with minor amounts of the dark grey shale being 
incorrectly classified as the green shale (12.1%). The red shale also was misclassified as 
the dark grey shale in 14.5% of instances. While still considered mostly consolidated, the 
three shale lithologies are quite friable, which may play a factor in the misclassification 
due to increased shadowing and possibly increased incidence angles. As noted 
previously, the lower portion of the scanned area was masked and not classified (Fig. 
2.10) due to the fact that it is unconsolidated scree, which makes classification extremely 
difficult. Dark and shadowed areas were often misclassified as well. The most accurately 
classified lithology was the dolostone, which was also the most consolidated of the 
lithologies present.  
While the overall accuracy of the four class clustering is still nearing ~70%, the goal of 
increasing the accuracy led to the refinement of the clustering to 2 classes; dolostone and 
combined shale (Fig. 2.10b). This final two class clustering led to an overall accuracy of 
85.6% (Table 2.8). Dolostone was only incorrectly classified as shale in 10.5% of 
instances, and shale as dolostone in 17.8% of instances. There are two specific areas 
within the scan region (topmost right and topmost left) which these errors generally 
occur. Especially for the topmost left region, a potential reason for the incorrect 
classification of dolostone as shale is due to the dolostone not having as tan of a 
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weathering surface as everywhere else in the scan region. This dolostone is greyer, and 
potentially may not have been exposed to the elements for as long as the rest of the 
outcrop due to physical weathering. Scattered fragments of shale that remain as scree on 
the dolostone in this area may also play a role in the misclassification. This shale most 
likely originated from areas of the outcrop above the scanned region where it later fell to 
its current position.  
Another potential factor in misclassification may be due to the slight generalization of the 
geological maps (Figs. 2.8c and 2.8d). While many efforts were put in to creating the 
most accurate maps possible, very small areas of unconsolidated shale sitting on top of 
dolostone, or small pockets of dolostone within the shale, were not always possible to be 
incorporated into the final geological maps.  
While several other studies have previously assessed the ability to identify different rocks 
in outcrops, to our knowledge, this is the first time k-means clustering has been utilized 
with a 4-band fused dataset in order to identify lithology. Campos Inocencio et al. (2014) 
have developed software that performs cluster analysis for classification of rocks in 
outcrops; however, this software is currently proprietary and also only incorporates the 
single band of NIR intensity for classification. The incorporation of three more bands in 
the visible spectrum in this study allow for increased spectral differentiation between 
areas of the scans that may be difficult to distinguish from intensity alone. For example, 
as shown in Figure 2.8a, the intensities of the red and green shale are quite similar, and 
while the classification was not able to differentiate between them perfectly, the 
incorporation of the RGB bands certainly improved it. Another benefit of incorporating a 
NIR band with the visible bands is that the visible bands can have shadowed regions 
depending on the location of the sun when the image was captured. Lidar intensity does 
not depend of ambient lighting, and therefore can fill areas of no data with NIR values.  
Hartzell et al. (2014) performed a similar study that applied multispectral lidar to 
outcrops and up to six bands to be used in supervised classification. This required three 
different TLS and passive visible imagery collection. Supervised classification was able 
to be used due to the outcrop of interest being beside a road (Hartzell et al., 2014). As 
62 
 
 
will be discussed in Section 2.5.3, it is suggested that unsupervised classification is more 
appropriate when studying outcrops in remote settings that cannot be assessed by a 
geologist beforehand and it can be argued there is no outcrop more remote than on 
another planetary body.  
2.5.3 Utilization of Lidar for Future Planetary Missions 
The incorporation of lidar for future robotic planetary exploration missions would be 
beneficial for both navigation and as a reconnaissance scientific tool in the proper 
conditions. Field-based research at planetary analogues have confirmed the fidelity of 
using lidar as navigational tool, concluding that its extremely precise geospatial data 
allows the rover to identify hazards with centimetre precision (Zylberman et al., 2016). 
When this hazard awareness and avoidance becomes fully autonomous, the ability for 
rovers to travel independently of input from scientists on Earth will lead to increased 
exploration distances, and through that, further discoveries about the history and 
evolution of our Solar System. Lidar can also be utilized as a reconnaissance scientific 
tool for robotic planetary missions, differentiating lithologies from distances of tens to 
hundreds of metres away. While not replacing primary scientific tools that can identify 
precise chemical and mineralogical characteristics of analyzed rocks, these tools 
generally require contact with the rock. If a high resolution lidar were able to be 
implemented onto future rovers, the data could be utilized to augment other datasets and 
potentially identify whether an outcrop tens to hundreds of metres away was of interest, 
and allow a decision on whether it is worth a visit to the outcrop for more detailed 
analysis.     
While supervised classification methods may lead to slightly increased overall accuracy, 
it is not always the most feasible in the case of geological and planetary exploration. 
Supervised classification requires a priori knowledge of the area to be classified, and 
necessitates the creation of training sites of known classes (spectrally unique) before the 
classification algorithm is run. This a priori knowledge of an area may be possible when 
classifying urban areas, or areas covered by satellite imagery, but often is unfeasible in 
the case of remote outcrops, whether on Earth or another planetary body, such as the 
Moon. Unsupervised classification, including k-means clustering, removes this issue of 
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establishing training sites prior to classification. A benefit of k-means clustering is the 
fact that it can process extremely large datasets relatively quickly, which is excellent for 
lidar point cloud files (Campos Inocencio et al., 2014). K-means clustering does require 
the input of k classes, but it is always wise to initially start with more classes than 
expected, and to later merge these classes. The method performed in this study still needs 
the input of a researcher to merge and confirm the accuracy of the classification, meaning 
that it is a semi-autonomous process. If this clustering method were to be implemented on 
future planetary missions, the initial unsupervised classification could act as a 
reconnaissance tool, and the fidelity of the classification could be assessed by a planetary 
scientist back on Earth. It is hoped that over time, this, and other unclassified 
classification algorithms can become powerful enough to lead to autonomous lithological 
classification, vastly expediting our exploration of other planetary bodies, and advancing 
the state of planetary science.   
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2.6 Concluding Remarks 
This study has shown that mineralogy can be semi-quantitatively correlated with distance 
corrected intensity at 1535 nm, thereby proving the fidelity of utilizing lidar as a remote 
sensor of lithology, especially in planetary analogues. In conjunction with this, the fusion 
of NIR distance corrected intensity with passive visible imagery for remote lithological 
discrimination via k-means clustering was deemed successful, with overall accuracies of 
68.6% (k = 4) and 85.6% (k = 2). A thematic map differentiating the lithologies was 
established for both clustering processes. Combining field and laboratory analysis of 
samples with the novel approach of performing k-means clustering on a fused dataset, 
including NIR lidar intensity returns and RGB passive visible images, has led to a 
successful discrimination of lithologies at the Tunnunik impact structure.  
Ideally, a follow-up to this study would include the incorporation of other bands into the 
classification, to identify if this can increase the differentiation. Possible bands include 
surface roughness, or derivatives such as band ratios. Another potential follow up would 
be to mount a high resolution lidar on a rover and perform these scans and subsequent 
unsupervised classifications autonomously, with the researcher only receiving the 
thematic map, and assessing its validity through ground truthing via passive visible 
imagery returned from the rover.  
Combined with basic a priori information on target composition or through augmentation 
with other datasets, the simultaneous acquisition of geospatial and scientific data from 
lidar instruments will greatly increase the application and value of using lidar, especially 
for mining, reconnaissance geological mapping in remote environments, and for future 
planetary missions.   
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Chapter 3 
3 Utilization of terrestrial lidar intensity data and passive 
visible imagery for remote ore detection: A case study 
of the Nickel Rim South Mine, Sudbury, Ontario, 
Canada 
3.1 Introduction 
Historically, ore identification and grade estimation were completed by geologists in 
underground mines. Geologists would approach the newly blasted face and make 
estimations on the amount of ore present in the face and assess if the ore is following 
specific structures in the rock, among others. These estimations were generally completed 
with a notepad or tablet, along with capturing photographs of the faces. Due to the 
inherent safety risks of working underground, there has been increasing interest in the 
automation of both mapping and ore discrimination in underground mining. The 
emergence of terrestrial laser scanners (TLS) has led to the ability to simultaneously 
complete both these tasks, with the added value of its ability to collect data without the 
need for ambient lighting (Höfle and Pfeifer, 2007), which is extremely beneficial in the 
dark and poorly lit environment of an underground mine. Terrestrial lidar has been an 
underutilized tool in mining exploration; although recent studies have begun to use 
terrestrial lidar (Huber and Vandapel, 2006; Lemy et al., 2006; Fekete et al., 2010) as 
well as mobile lidar (Zlot and Bosse, 2014) for high resolution georeferenced 3D models 
of underground mines utilizing x, y, and z data from the scans. 
The majority of terrestrial lidar scanners available today utilize the time-of-flight 
principle and angle of emission to measure ranges via laser pulses—between 500 nm and 
1550 nm—to objects with very high accuracy (Jensen, 2007; Pfeifer and Briese, 2007). 
The instrument collects hundreds of thousands of points per second, with each point 
containing specific x, y, and z coordinates that are attributed to a precise point on the 
target being scanned. Lidar instruments also record the intensity of the returned laser 
pulse. Intensity is a measure of the backscattered energy—at the wavelength of the 
laser—that is reflected off the target relative to the energy of the initial pulse (Jelalian, 
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1992). This intensity return is generally processed by manufacturer’s software and scaled 
to an 8, 12, or 16-bit dynamic range, which can be included as a scalar field in the point 
cloud (Höfle and Pfeifer, 2007; Kashani et al., 2015). The aim of many studies utilizing 
lidar for outcrop analysis is to identify and discriminate between the lithologies present, 
which requires knowledge of the absolute reflectance of the target rocks. This requires 
the need for a correction to the intensity values prior to analysis in order to remove 
extraneous factors such as range, incidence angle, surface roughness and atmospheric 
effects. Multiple correction methods for intensity have been proposed (Pesci et al., 2008; 
Franceschi et al., 2009; Kaasalainen et al., 2011; Penasa et al., 2014; Carrea et al., 2016), 
but a standardized method for all terrestrial lidar scanners still does not exist. At this 
stage, each researcher will have to choose a correction method based on the influence of 
the factors mentioned above for their specific situation. Corrected intensity can then be 
compared to the target composition, as different rock types will return a different 
intensity response, thus acting as a remote sensor of lithology. Several previous studies 
have been undertaken using corrected lidar intensity, resulting in the differentiation of 
sandstones and shale (Burton et al., 2011), limestones from marls (Franceschi et al., 
2009), sandstones, carbonaceous pelites, and diamictites (Campos Inocencio et al., 2014) 
and shales, marlstones, and limestones in a limestone massif (Matasci et al., 2015). 
Fusion of near infrared (NIR) lidar intensity with passive visible imagery has led to 
advances for multispectral analysis and classification of rocks (Hartzell et al., 2014). 
Using supervised classification techniques, Hartzell et al. (2014) were able to confidently 
differentiate and classify sandstone and limestone in an outcrop. Due to these advances, 
lidar has become a powerful tool for image classification, especially in geological 
environments such as underground mines.     
While multiple studies highlight high resolution analysis of geological outcrops for 
differentiation of materials on the surface (Pesci et al., 2008; Franceschi et al., 2009; 
Osinski et al., 2010; Burton et al., 2011; Campos Inocencio et al., 2014; Hartzell et al., 
2014; Matasci et al., 2015), little to no research has occurred in an underground setting, 
which has its own unique set of variables, including poorly lit areas, considerable dust, 
and wetness. Several previous studies have investigated ore grade in underground 
environments using TIR spectroscopy (Rivard et al., 2001) and visible/IR hyperspectral 
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reflectance spectra (Gallie et al., 2002), but to our knowledge, no work has been 
completed on utilizing the intensity response from lidar scans to investigate if remote 
differentiation between ore and host rock in an underground environment is possible, 
while also retaining a precise 3D documentation of the scanned mine faces. Generally 
opaque minerals will darken a sample, leading to a reduction in overall reflectivity with 
decreased grain size (Hunt et al., 1971), but Gallie et al. (2002) found that the presence of 
massive sulphide will act to dramatically increase the reflectance. While most likely 
unable to discriminate between disseminated ore, it is hypothesized that massive sulphide 
ore—especially chalcopyrite and pentlandite—will be able to be discriminated from the 
barren host rock due to their increased reflectivity and therefore elevated lidar intensity 
returns.  
This study consists of a proof of concept experiment comprised of laboratory-based scans 
of common ore minerals and host rocks present in the Sudbury mining district, followed 
by a field investigation at the Nickel Rim South (NRS) mine, where lidar scans were 
completed on ore-bearing stope faces in both dry and wet conditions. Following the 
methodology developed and presented in Chapter 2, unsupervised classification via k-
means clustering was performed on a 4-band dataset—which included high resolution 
NIR intensity data and passive visible imagery—for the discrimination of ore from the 
surrounding host rock and concrete spray.  
The goal of this study is to determine the fidelity of discriminating between ore and host 
rock in an underground environment through the fusion of corrected lidar intensity and 
passive visible imagery. Application of the k-means clustering (unsupervised 
classification) technique is demonstrated on a dataset collected from an ore-bearing stope 
face, establishing a thematic map of the scan area that classifies the ore, host rock, and 
surrounding concrete spray and protective fencing and bolts. Accuracy of the 
classification is assessed and the advantages and limitations of the method in an 
underground setting are discussed. Finally, because lidar has potential to increase 
efficiency and safety in the underground environment, the fidelity of using such data for 
detailed ore body modelling over time is discussed.    
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3.2 Proof of Concept Study 
To test the hypothesis that ore can be differentiated from surrounding host rock utilizing 
lidar intensity returns, a proof of concept study was performed. This study was comprised 
of performing lidar scans on common sulphide ore minerals alongside several barren rock 
types. These samples are representative of the common copper and nickel ore minerals, 
which dominate the Sudbury mining district (Ames et al., 2008; Pentek et al., 2008), and 
also include common host rocks for mineralization. A zinc ore sample was also included. 
These samples can be seen in Figure 3.1a, and are comprised of pentlandite ((Fe,Ni)9S8), 
norite (composed of labradorite (Ca,Na)(Si,Al)4O8), orthopyroxene ((Mg,Fe)SiO3), and 
olivine ((Mg,Fe)2SiO4), chalcopyrite (CuFeS2), quartz diorite (composed of plagioclase 
((Na,Ca)AlSi3O8) and quartz (SiO2), with minor orthoclase (KAlSi3O8), hornblende 
((K,Na)0-1(Ca,Na,Fe,Mg)2(Mg,Fe,Al)5(Al,Si)8O22(OH)2)), and pyroxene 
((Ca,Mg,Fe)2Si2O6)), quartz monzonite (composed of equal amounts of plagioclase and 
orthoclase, quartz, and minor hornblende) and sphalerite (ZnS).   
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As mining environments can vary in moisture, both dry and wet scans were performed, to 
assess the effect of wetting. Scans of these rocks occurred with the commercially 
available Optech ILRIS terrestrial laser scanner, which utilizes a 1535 nm wavelength 
laser (detailed specifications in Table 1). At this wavelength, the intensity response 
should be sensitive to water content due to a water absorption feature at ~1400 nm, and 
so we should see a decrease in intensity for the scans of the wet samples (Franceschi et 
al., 2009). Scans of wet and dry samples occurred under low-light conditions (to mimic 
an underground setting) at a distance of 20 m. Each scan took approximately 15 minutes, 
with approximately 1 mm spot spacing. Scans were parsed using the Optech Parser, 
scaling the intensity responses to 0-255. The results were visualized using open source 
Figure 3.1. Proof of concept lidar scans comparing intensity responses from common 
ore minerals and host rocks present in the Sudbury mining district. a) Sample rocks 
used in the scans. From left: massive pentlandite, norite, massive chalcopyrite and 
pentlandite stringers within quartz diorite, massive chalcopyrite with blebs of 
pentlandite and pyrite, massive chalcopyrite within feldspar-rich quartz monzonite, 
massive sphalerite. b) Intensity returns of the 20 m scan with dry rock samples. c) 
Intensity returns of the 20 m scan with wet rock samples. Note the decrease in 
intensity when the samples are wet. 
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software, notably CloudCompare (Girardeau-Montaut, 2016). The results of the dry and 
wet scans can be seen in Figure 3.1b and 3.1c, respectively. Even from a solely visual 
assessment, it is apparent that the massive chalcopyrite is easily differentiable from the 
host rock, especially so in dry conditions. Even when the samples are wet, it appears that 
the intensity decreases relatively equally for all of the samples, meaning the ore is still 
discernable from the host rocks. Massive chalcopyrite appears to be the most easily 
differentiable from the surrounding rock, followed by pentlandite, which exhibited a 
lower response than chalcopyrite, but still generally higher than barren host rock. These 
results showed the feasibility of lidar intensity returns to be used to remotely distinguish 
ore from host rock, especially in the case of massive and stringer ore composed of 
chalcopyrite and pentlandite. Further work was performed at Nickel Rim South mine to 
test the efficacy of this differentiation in an underground setting.  
3.3 Study Area 
Lidar scans were acquired underground at the Nickel Rim South (NRS) mine in February 
2016. As indicated in Figure 3.2, the Nickel Rim South mine is located in the East Range 
of the Sudbury Basin, 3 km north of the airport located in Sudbury, Ontario, Canada. The 
Sudbury Basin is a ~60 x 25 km elliptically shaped structure formed by a meteorite 
impact approximately 1850 Ma, which was later deformed to its current shape (McLean 
et al., 2005). The structure was originally proposed to be of impact origin in 1964 (Dietz, 
1964), but it was only confirmed after decades of debate. Grieve et al. (1991) proposed 
the Sudbury impact structure seen today was the erosional and deformed remnant of an 
approximately 200 km multi-ring impact basin, which continues to hold consensus today. 
The Sudbury Structure straddles the boundary between three geological provinces, with 
the Neoarchean Superior Province to the north, and the Mesoproterozoic Southern 
Province and late Mesoproterozoic Grenville Province to the south (McLean, 2005).  
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Figure 3.2. Simplified regional geologic map of the Sudbury impact structure, 
Ontario, Canada. Location of the Nickel Rim South mine is indicated by the red 
star. Small circles indicate other known Ni-Cu-PGE and Zn-Pb-Cu deposits and 
occurrences within the Sudbury mining camp. OF = Onaping Formation, SIC = 
Sudbury Igneous Complex. (after Ames et al., 2003). 
The Sudbury Structure can be broken down into three main components: 1) the central 
Sudbury Basin, composed of post-impact sediments and breccias of the Onaping 
Formation; 2) the Sudbury Igneous Complex (SIC), a differentiated melt sheet composed 
of an upper granophyre unit, underlying norite, quartz gabbro, and the basal gabbroic to 
noritic sublayer; and 3) the footwall rocks, which is generally locally brecciated, with the 
Sudbury Breccia located at the contact of the SIC and the footwall rocks (McLean et al., 
2005).  
While not the only type of deposit present in the Sudbury mining camp, footwall-type 
Cu-Ni-PGE mineralization is a dominant mineralization style that was present at the level 
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where the lidar scans occurred at the Nickel Rim South mine. This chalcopyrite 
dominated mineralization generally occurs in intensely brecciated areas of the Sudbury 
Breccia, and is characterized by massive sulphide veins along with smaller stringers and 
associated disseminated sulfides (McLean et al., 2005; Pentek et al., 2008). As noted by 
McLean et al. (2005), the ore mineral assemblage is composed of dominantly 
chalcopyrite (CuFeS2), with lesser amounts of pentlandite ((Ni,Fe)9S8), pyrrhotite (Fe1-
xS), and bornite (Cu5FeS4). Scans of ore and the Sudbury Breccia host rock occurred at 
the 1565 m level within the mine.  
3.4 Methods 
3.4.1 Instrumentation 
The Optech ILRIS (Intelligent Laser Ranging and Imaging System) 3D laser scanner was 
the TLS utilized to acquire the scans in this study. The ILRIS operates in the near 
infrared, at a wavelength of 1535 nm, which is eyesafe (Table 3.1). 
The sensor is field portable and weighs approximately 15 kg, which can be mounted on a 
tripod for data acquisition. The ILRIS can be powered by a portable battery pack, but due 
to the potential of them becoming drained before underground scanning was complete, a 
portable MotoMaster PowerBox was utilized to provide power to the scanner for up to 5 
hours. The scanner is controlled by Optech software, which sends the user-provided 
parameters from the field laptop using an Ethernet cable. The ILRIS has a 40º x 40º field 
of view, and an inboard camera which captures an initial image of the scan area. A region 
of interest (ROI) can be generated from a subsection of the field of view, which dictates 
where data will be collected via scanning. Once the ROI has been set, parameters can be 
adjusted, such as spot spacing and angular resolution, which will increase or decrease 
scan time, based on how high or low the required resolution needs to be for a particular 
study. Scan acquisition follows, with the raw data being stored as a dat/i3d file. A DSLR 
camera was also mounted on the top of the scanner, allowing for corresponding images of 
the scan area to be captured, which can later be registered to the lidar scan point cloud. 
The camera used in this study was a Canon EOS Rebel XTi with an 18-55 mm lens, and 
10.1 megapixel resolution.         
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Table 3.2. Main technical specifications of the Optech ILRIS 3D terrestrial laser 
scanner (Optech, 2016). 
Parameter Unit  
Wavelength nm 1535 
Laser Class  1 (eyesafe) 
Range (80% target reflectivity) m 1250 
Range (10% target reflectivity) m 400 
Minimum acquisition distance m  3 
Laser beam divergence mrad  0.15 
Laser beam divergence at 50 m mm  21 
Acquisition accuracy at 50 m   mm  7 
Minimum spot spacing at 50 m mm 1.3 
3.4.2 NRS Data Collection 
The lidar scans for this study were acquired on the 1565 m level of the Nickel Rim South 
mine on February 8th, 2016. The ILRIS and associated hardware—including power 
source and tripod—were brought underground via the main shaft elevator, and then the 
author was driven to a recently blasted stope containing dominantly massive copper ore 
within the Sudbury breccia host rock. A scanning location was chosen along the stope 
wall that contained large chalcopyrite stringers. Concrete spray and fencing had also been 
installed along this face, which was also incorporated in the scan in order to identify if 
the presence of these would affect the final classification of the point cloud. Two scans 
were performed; one with the face dry and dust covered, and the second after washing the 
wall down with water, resulting in a wet, but non-dust covered face. Both scans were 
performed from the same location, at a distance of 5 m from the target, and with a point 
spacing of 2 mm. Scanning time was 15 minutes each, with the instrument positioned so 
that the targeted wall was perpendicular to it, in order to reduce the effects of incidence 
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angle. The data acquired from both scans was initially stored in an Optech proprietary 
format (dat/i3d), which was later parsed into an ASCII format. The scanned area used for 
analysis was 1 x 1 m, and had a total of 2,381,934 points collected for each of the two 
scans. A digital camera was mounted on top of the ILRIS, and corresponding passive 
visible images were captured with the assistance of an external light source and flash 
behind the instrument as to not have areas of shadow in the image, which could affect the 
following classification.  
3.4.3 Intensity Pre-Processing 
Using Optech’s parsing software, the raw scan files are converted into formats that can 
then be visualized and assessed by open source programs. The point cloud visualization 
and analysis software used in this study was CloudCompare (Girardeau-Monteaut, 2016). 
The intensities were exported in a XYZ 8-bit ASCII format. The parser does this by 
converting the raw data into a point cloud with the set {(xk, yk, zk, In (xk, yk, zk)) k = 1, 2 
…N} where In (xk, yk, zk) is an 8-bit digital number, representing the distance-corrected 
intensity normalized to the range 0-255, and N is the number of points where the intensity 
is useful. Raw intensity has been shown to be a function of the inverse range square 
(1/R2) (Wagner et al., 2006; Höfle and Pfeifer, 2007; Pesci et al., 2008; Krooks et al., 
2013). This correction allows for the intensities to be the same for materials of the same 
composition at different distances. The Optech parser converts the raw intensity to the 
distance-corrected intensity in three steps. First, the shot intensity is pre adjusted 
according to its range via Ip = Ir ⃰ (dk / dr)2 where Ip is the preadjusted intensity, Ir is the 
raw intensity in the dat/i3d file, dk is the shot range, and dr is a reference distance that can 
be adjusted in the parser settings. Second, outliers are trimmed from the preadjusted 
intensities by finding the upper limit (UL), below which there are 95% of all shots. 
Finally, the preadjusted intensities are scaled to 0-255 via In = 255*(Ip / UL) where In is 
the distance-corrected normalized intensity. 
Depending upon the environment under which the scans are being performed, multiple 
other factors can influence the intensity return from lidar scans, and include incidence 
angle, surface roughness of the target, and the atmosphere. The angle between the laser 
beam and the target surface normal can have a large influence on the intensity returns, 
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and under Lambertian conditions, intensity is accepted to be equal to the cosine of the 
angle of incidence (Pesci and Teza, 2008; Pfeifer et al., 2008; Jutzi and Gross, 2009). 
Hartzell et al. (2014) concluded that incidence angle only produces a significant effect 
that requires correction when the angle exceeds 20º. Other researchers have concluded 
that natural extended surfaces such as rocks in an outcrop are generally characterized by 
roughness on the scale of the laser beam diameter, meaning a significant amount of the 
illuminated target will always be oriented towards the sensor, negating the effect of 
incidence angle (Pesci et al., 2008; Franceschi et al., 2009; Hartzell et al., 2014; Penasa et 
al., 2014). In one study, the incorporation of a correction for incidence angle on a scan of 
an outcrop actually lead to a decrease in classification accuracy, thereby leading the 
researchers to conclude that intensity returns are independent of incidence angle for 
surfaces that have roughness values of those generally found in outcrops (Hartzell et al., 
2014). It should be noted that the metallic surface of the ore may not directly follow 
Lambertian behaviour, but in this situation the difference in reflectivity between the ore 
and host rock is deemed to be large enough that no further corrections are necessary for 
discrimination. The conditions of the atmosphere during scanning also can have an effect 
on the intensity returns. Water is known to have a strong absorption band in the near 
infrared at ~1400 nm, which can lead to a decreased intensity response on targets that are 
wet (Franceschi et al., 2009). For an environment such as an underground mine—which 
can often be wet—these effects must be taken into account when attempting to interpret 
the intensity returns. As seen in the proof of concept scans, if the entire scanning area is 
evenly wet, while having decreased values, the intensity returns are decreased equally for 
each rock type, still allowing for differentiation between the ore and host rock. 
The results presented in this study are based on the assumption that the scanned stope 
face has Lambertian behaviour, with the intensity related to the cosine of the angle of 
incidence (Pesci and Teza, 2008; Pfeifer et al., 2008; Jutzi and Gross, 2009). Because the 
scans were acquired normal to the stope face, the incidence angle is considered zero. 
Because of these conditions, the distance correction applied during parsing by the Optech 
software was considered adequate for utilizing the intensity for identifying and 
differentiating ore from host rock in an underground environment.    
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3.4.4 Data Fusion and Processing 
Pre-processing and intensity correction was followed by the creation of an ASCII file 
(.xyz) with 8-bit scaled intensity. The file contained data in the sequence xyzi, with x, y, 
and z being arbitrary coordinates, and i being the corrected intensity values. Following 
calibration of the Canon EOS camera on site at Optech, a calibration file was provided, 
which allowed for proper registration of the digital image with the lidar point cloud via 
Optech software named MatchView. A visualization of the workflow for the entire study 
is provided in Figure 3.3.   
The registration software, Matchview, allows the user to register lidar point clouds with 
the corresponding digital camera images by identifying common points in each. By 
identifying a minimum of five common points, and confirming that the root mean square 
error (RMS) is below two pixels, new parameters for the camera calibration file are 
generated. This file is then used in the final step to fuse and register the two datasets 
correctly. The Optech Parser software was used again to output a 24-bit colour .xyz file, 
which contains the colourized point cloud. Data in this file is in the sequence x, y, z, i, R, 
G, B. The xyz coordinates are arbitrary, with the origin at the centre of the laser scanner. 
Intensity and the RGB values are both in 8-bit format.  
The colourized point cloud was visualized in CloudCompare, and it was found that in 
order to achieve proper projection with the wall face-on, the y and z data had to be 
swapped. This re-projection was achieved by parsing the colourized point cloud to a .las 
file format (x, z, y, i, R, G, B) utilizing an ArcGIS extension named LP360. The next step 
was to convert these point clouds to a raster format, which was achieved by utilizing the 
‘LAS dataset to Raster’ tool available in ArcGIS. Two separate raster images were 
generated; one as a single-band intensity raster, and the other being a 3-band passive 
visible imagery raster. Both files have a pixel size of 0.6 cm, and approximately 193,000 
pixels in each scene. Lastly, the two rasters are imported into the image processing 
software ENVI for classification. 
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Figure 3.3. Workflow diagram showing the multiple steps required to produce a 
classified thematic map from the NRS scans. Data products highlighted in bold. 
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3.4.5 Unsupervised Classification 
The final steps prior to application of the classification were to import the intensity raster 
and the RGB raster into ENVI, and to generate a mask for the images, which removes 
background data values that are outside of the 0-255 range. The two imported rasters 
were then stacked into a single 4-band layer, with the near infrared lidar intensity, Red, 
Green, and Blue bands being the variables incorporated for classification. A k-means 
clustering method was performed on the stacked image, with the initial output of 30 
classes, which were then merged into three final classes; namely host rock, ore, and 
concrete and fencing. A 2% change threshold was applied to the clustering, with the 
process running through 10 iterations.  
K-means is a clustering algorithm that partitions a population ‘N’ into ‘k’ classes. Initial 
cluster centres are randomly set and represented by the average of the pixel vectors 
allocated to them (Richards, 2013). The user can program how many iterations of 
clustering will occur, creating new cluster centres based on the similarity of the 
surrounding pixel vectors until the change threshold is below the specified percent, which 
in this study is 2%. The method of k-means clustering requires relatively little 
computational power, and can process large datasets with ease, which is optimal when 
working with lidar data, which generally will have millions of data points. The results of 
the k-means clustering is a classified thematic map, that should identify and discriminate 
between ore and the surrounding host rock, along with the concrete and fencing present 
in the scan area.  
3.4.6 Accuracy Assessment 
To assess the validity and accuracy of the clustering results, proportionate stratified 
random sampling was performed. This process consisted of generating a total of 505 
random pixels within the newly classified thematic map, which were then manually 
compared to the geological map that was developed as the ground truth image. 
Distribution of the pixels for accuracy assessment can be seen in Table 3.2. The 
minimum sample size was set at 40 pixels (ore), which had the smallest amount of 
samples due to the fact that it comprised the least amount of area in the image. Host rock 
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had 269 random pixels generated, while the concrete and fencing class had 196 random 
pixels. Ground truth for each of these pixels was derived from observation of the 
geological map of the image created via geological interpretation of the digital 
photographs taken and field observations while underground. Upon completion, the 
results were compiled, overall accuracy was assessed, and an error matrix was generated, 
which is presented below.    
Table 3.3. Proportionate stratified random sampling pixel distribution for 3 classes 
present in the NRS stope face scan. 
Class Number of Random Samples 
Host Rock 269 
Ore 40 
Concrete and Fencing 196 
 
3.5 Results 
3.5.1 Dry vs. Wet Scans 
Scans of a stope face—containing ore, host rock, and construction materials such as 
concrete spray and fencing (including bolts)—were performed in an underground mine 
under low light conditions. Corresponding camera images were taken while the face was 
dusty and dry (Fig. 3.4a), which was followed by a thorough spray down of the face with 
water, upon which a second camera image was captured of the face (Fig. 3.4b). Figures 
3.4c and 3.4d are images of the corresponding intensity returns for each of the scan 
conditions. For the scan performed under dusty target conditions (Figs. 3.4a and 3.4c), it 
is apparent that the intensities are relatively poorly distributed, with the entire image 
generally having intensity values in the upper half of the 0-255 range. The concrete spray 
and ore have nearly identical intensities, which would lead to low classification accuracy. 
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Similarly, as seen in Figure 3.4c, some of the host rock at the bottom of the image also 
has a very high intensity return, again leading to incorrect classification.  
 
Figure 3.4. The effects of dust and water on the lidar intensity response. a) Passive 
visible imagery of the stope face in its original dusty condition. b) Passive visible 
imagery of the cleaned stope face after being washed. c) Corresponding intensity 
returns for the dusty stope face from a. d) Corresponding intensity returns for the 
cleaned stope face from b. Note the improved ability to identify the ore in the 
cleaned stope face intensity image. 
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In contrast, after the face was cleaned and hosed down with water, the intensity returns in 
Figure 3.4d are far more distributed and more easily distinguish between the materials 
present. Ore, with some of the highest intensities, can be identified quite well, with only 
minor confusion with some of the concrete spray on the left side of the image, along with 
some of the fencing. The host rock can now be identified much easier, with it returning 
the lowest intensity values (blue) in the image. The concrete spray along the right and left 
side of the image can now be differentiated from the ore. Due to these results, the cleaned 
face was chosen for further classification, with the belief that fusing the intensity image 
(Fig. 3.4d) with the passive visible imagery captured (Fig. 3.4b) would lead to far 
improved classification that with the dusty face.  
3.5.2 Classification Results 
Unsupervised classification via k-means clustering was performed on the fused dataset in 
order to identify three final classes: host rock, ore, and concrete and fencing materials. 
The input bands (Figs. 3.5a and 3.5b) and the results of the classification can be seen in 
Figure 3.5c. Class distributions were as follows: host rock = 48.5% of image; ore = 7.2% 
of image; concrete and fencing = 35.5%; unclassified = 8.8% of image. The classification 
accuracy was assessed by the generation of an error matrix, which was created by 
comparing the pixels in the classified thematic map (Fig. 3.5c) to the geological map 
(Fig. 3.5d). The error matrix can be seen in Table 3.3. The overall accuracy for the NRS 
thematic map is 73.3%. Producer’s and user’s accuracy were also assessed (Table 3.4), 
which represent the probability of a reference pixel being correctly classified, and the 
probability that a pixel classified on the map actually represents that class on the ground, 
respectively. The host rock class had the highest values for both producer’s (77.9%) and 
user’s (79.9%) accuracy, while the ore class had the lowest values for producer’s 
(43.9%), but a relatively strong user’s accuracy (72.5%), with 29 out of the 40 random 
pixels were correctly classified as ore. Concrete and fencing had a producer’s accuracy of 
77.3%, and a user’s accuracy of 64.3%. The area of highest misclassification was with 
ore being incorrectly classified as host rock, which most often occurred on the perimeter 
of the ore stringers. The potential reasons for misclassification will be addressed in the 
following section. 
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Figure 3.5. Input bands and results of k-means clustering with a 4-band fused 
dataset on a washed stope face including ore, host rock, concrete spray, and fencing. 
a) 3-band (RGB) passive visible imagery. b) Single band NIR lidar intensity. c) 
Results of k-means clustering (k = 3). Overall accuracy is 73%. d) Geological map of 
stope face used to confirm the accuracy of the clustering method. 
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Table 3.4. Percent error matrix for the NRS thematic map (k = 3) 
Class Validation: Host 
Rock 
Validation: 
Ore 
Validation: Concrete 
and Fencing 
Total 
Host Rock 77.9 34.9 19.0 53.3 
Ore 1.8 43.9 3.7 7.9 
Concrete and 
Fencing 
20.3 21.2 77.3 38.8 
Total 100.0 100.0 100.0 100.0 
 
Table 3.5. Producer's and User's accuracy for the NRS thematic map (k = 3) 
Producer's Accuracy (omission error) 
Host Rock = 215/276 = 77.9%                             22.1% omission error 
Ore = 29/66 = 43.9%                                             56.1% omission error 
Concrete and Fencing = 126/163 = 77.3%        22.7% omission error 
 
User's Accuracy (commission error) 
Host Rock = 215/269 = 79.9%                             20.1% commission error 
Ore = 29/40 = 72.5%                                             27.5% commission error 
Concrete and Fencing = 126/196 = 64.3%        35.7% commission error 
Overall Accuracy = 370/505 = 73.3% 
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3.6 Discussion 
3.6.1 Misclassification Factors 
As seen in Table 3.4, the three class clustering led to an overall accuracy of 73.3%. As 
can be seen in Figure 3.5c and Table 3.3, the most misclassification was ore being 
incorrectly classified as host rock. Ore was incorrectly classified as host rock in 35% of 
instances, which could be due to a variety of reasons. First, the presence of the fencing in 
a gridded fashion over the rock leads to an increase in misclassification. These thin grids 
of metal can lead to some pixels having both the fencing and ore in them, making it 
difficult for the clustering method to confidently separate them. As can also be seen in 
Figures 3.5c and 3.5d, while one bolt (middle left of images) is classified as ore, another 
(middle right of images) is classified wholly as host rock. These errors are most likely 
due to the fact that the flash of the digital camera during data collection led to certain 
facets of the stope face to have increased reflectance, and others to be shadowed. For 
example, the bolt misclassified as ore was completely lit up by the flash, while the other 
bolt was hidden in shadow, leading to the incorrect classification of it as the darker host 
rock. Specular reflection from the metallic materials is also expected, which will affect 
the differentiation between the ore and some of the fencing material including the bolts. 
The lidar intensity returns are not as affected by this, due to the fact that they do not 
require ambient lighting. In some cases, it may be beneficial to only utilize the intensity 
returns.  
Another possible factor in misclassification is due to the fact that the geological map of 
the image (Fig. 3.5d) may be slightly generalized and miss subtle lithological changes. 
While much effort was put into ensuring that the geological map created was as accurate 
as possible, very small stringers of ore were not always able to be incorporated into the 
final map.  
To the knowledge of the authors, it is believed that this is the first time that lidar data has 
been used to distinguish ore from host rock in an underground environment. As noted 
previously, lidar has been increasingly utilized for 3D mapping and surface 
reconstruction of underground mines (Huber and Vandapel, 2006; Lemy et al., 2006; 
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Fekete et al., 2010; Zlot and Bosse, 2014), but no discrimination between lithologies 
occurred in any of these studies. This is also believed to be the first time k-means 
clustering has been utilized with a 4-band dataset in order to identify and discriminate 
between ore and host rock in an underground environment. TIR spectroscopy (Rivard et 
al., 2001) and visible/IR hyperspectral reflectance spectra (Gallie et al., 2002) have been 
collected from samples present in the mines of Sudbury, but on both occasions the 
samples were collected and then analyzed in a laboratory, and not under in situ conditions 
of the underground environment. In addition, neither of these methods allow for 
simultaneous acquisition of both 3D geospatial information along with scientific data. 
Campos Inocencio et al. (2014) have previously developed a proprietary k-means 
clustering software that has been applied to outcrops on the surface, but this clustering 
algorithm only uses the single near infrared band from the lidar response, and does not 
incorporate RGB values. Incorporating the RGB values into the dataset for the 
classification at NRS generally allows for more spectral differentiation, especially in 
areas that may be difficult to distinguish from intensity values alone. For example, as 
seen in Figure 3.5b, very high intensity values are attributed to both the ore and portions 
of the concrete spray, especially in the middle left section of the scan. The final 
classification is able to correctly differentiate between these two classes though, due to 
the incorporation of the RGB values. 
Another study performed supervised classification on an outcrop at surface using a fused 
dataset of 6 bands, which included three different lidar instruments with different laser 
wavelengths, along with RGB values collected from passive visible imagery (Hartzell et 
al., 2014). The difference between these studies is that supervised classification requires 
an initial training set which the researcher classifies prior to running the classification 
algorithm, while unsupervised only requires manual input post-classification. This prior 
knowledge of an area may be impossible when performing lidar scans in an underground 
environment, as the stope may have been just blasted, uncovering new rock faces 
regularly, without time for the geologist to manually identify prior to more blasting. The 
utilization of lidar in the underground mining environment will be further addressed in 
Section 3.6.3.    
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3.6.2 Dust Cover and Moisture 
As seen in Figures 3.4a and 3.4c, the thin layering of dust leads to a much smaller range 
of intensity values, that is much more difficult to differentiate between the classes 
present. Dust was also noted to be a factor of misclassification in aerial lidar scans of 
rural environments, which led to misclassification of asphalt as grass for example (Im et 
al., 2008). With this in mind, it is far more feasible to collect data that can be properly 
classified if the areas of interest are washed down in order to remove the dust. In optimal 
conditions, this would mean washing down and waiting until the face is dry, but it has 
been shown (Figs. 3.5c and 3.5d) that it is still feasible to differentiate and classify 
different rock units with a fused dataset on walls that are still wet. As stated previously, 
Burton et al. (2011) noted that the presence of water and ice in a scan area has a strong 
impact on the returned intensity (using a TLS operating at 1535 nm), leading to a 
noticeable decrease in intensity. These authors note that scans collected from the same 
outcrop on different occasions can only be considered valid if the collection occurred 
under similar conditions and at the same laser wavelength; as the collection of two scans, 
one in rainy conditions, and the other in sunny conditions, will lead to intensity values 
that are not able to be reconciled (Burton et al., 2011). In regards to scans underground in 
a mining environment, this means that if scans are taken with a wet, washed face, future 
scans should also occur with those same conditions. As noted by Zlot and Bosse (2014), 
some mines use a misting spray to tamp down the dust, which would be very beneficial 
when attempting to collect high quality lidar data.  
3.6.3 Utilization of Lidar in Mining Environments 
As terrestrial and mobile lidar technology becomes smaller and faster, it is becoming 
apparent that there are many benefits of incorporating this into the underground mining 
environment. This speed and size of these instruments are allowing for collection of 
detailed 3D geospatial information of the mine workings, along with simultaneous 
acquisition of scientific data via the near infrared intensity returns, which under the 
proper conditions can be used to discriminate between ore and gangue. Lidar scanners 
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have already been used in mines for geotechnical surveys, including for deformation 
analysis of bored tunnels (van Gosliga et al., 2006), along with detecting convergence 
(the deformation of rock due to stress) in underground mines (Vanderbeck, 2016).  
Terrestrial lidar scanners have also been utilized for identification of concrete spray 
thickness, bolt spacing, and identifying areas of possible leakage (Fekete et al., 2010), all 
of which aid in providing very high resolution data which the mine engineers can use for 
modelling and increased safety assessment.  These authors also note that lidar allows the 
worker to identify the orientation (strike and dip) and large scale roughness of the 
scanned walls (Fekete et al., 2010). This study builds upon this and shows that it is very 
feasible to characterize ore rock in the stope faces and differentiate it from surrounding 
host rock utilizing current lidar technology. For future studies, small, mobile lidar units 
could be mounted on the back of mine trucks, collecting high-resolution data as soon as 
the stope faces have been blasted. These rapid scans would allow for immediate 
assessment by mine geologists at the surface, potentially removing the necessity for them 
to go underground. Often by the time a geologist makes it to the ore face to manually 
determine the distribution and grade of the ore, the face could have been blasted multiple 
times, forcing the geologist to make extrapolations of the ore body from the last time they 
observed the face. The utilization of lidar could remove this issue, and by creating tie 
points between the point clouds for each scan, the geologist could generate a time-
sequenced cloud that would allow the user to see how the relationship between the ore 
and host rock has changed as blasting continues further into the rock. These slices of 
information would potentially allow for the development of a 3D ore body model over 
time, and lead to important new information, such as the dip direction of ore stringers, or 
the presence of a major fault which is affecting mineralization. These multiple benefits of 
utilizing lidar in underground environments should lead to increased efficiency and 
safety; something that every mine strives for on a daily basis.   
3.7 Concluding Remarks and Recommendations 
In this study we have found that the fusion of near infrared distance corrected intensity 
with passive visible imagery for classification of ore and host rock via k-means clustering 
was successful, with an overall accuracy of 73% (k = 3). A thematic map differentiating 
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ore from host rock and construction materials was established for this classification and is 
shown in Figure 3.5c. It was also confirmed that the presence of dust as a coating on the 
mine walls acts to skew the intensity values, and leads to decreased classification 
accuracy. This new approach of performing unsupervised classification via k-means 
clustering on a 4-band fused dataset has led to the successful differentiation of ore from 
host rock. It is hoped that this process will assist in creating a safer and more efficient 
underground mining environment. 
Several recommendations for future work utilizing lidar for ore discrimination in 
underground environments are presented below:  
 If data fusion is to be used by merging lidar intensity and RGB images, it is 
recommended to ensure a powerful enough light source behind the instrument as 
to remove shadows from the captured passive visible images.  
 
 In order to have increased classification accuracy scans should be performed on 
cleaned walls absent of dust. It is also recommended to perform the scans prior to 
the fencing and bolts being installed, which will remove extraneous factors and 
increase classification accuracy.  
 
 A follow-up to this study could be to utilize a white light lidar to perform scans 
on stope faces underground, which collects data at multiple wavelengths. These 
extra wavelengths could be coupled with the 4-bands utilized in this study, or 
even as stand-alone data, removing the necessity of capturing passive visible 
imagery, which as noted above, requires ambient lighting. While white light lidar 
is not eye safe, the ability to perform this autonomously from the back of a mine 
truck on an empty stope would prevent human interaction with the instrument 
while it is collecting data. Also, the consecutive collection of lidar data on the 
same stope as blasting continues may very well allow for volumetric analysis of 
ore content in the stope face over time, constraining ore models, and leading to 
increased confidence in resource estimates. 
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Chapter 4 
4 Discussion and Conclusions 
As exploration continues in the modern era, new and novel techniques are continuously 
being developed to aid in probing uncharted territory, with the aim of furthering 
humanity’s understanding of the universe around us. This ever increasing remoteness that 
is associated with modern exploration—be it the expanses of the ocean, the depths of 
mines, or even the robotic exploration of other planets—requires a level of autonomy in 
order to reduce human risk and efficiently collect scientific data. One of the greatest 
limiting factors that hampers the collection of scientific data in remote regions is time. 
The advent of technology such as lidar has begun to allow rapid collection of high 
resolution data that can be used as a navigational and scientific tool for exploration. 
Especially powerful for long range acquisition when contact science may not be possible, 
lidar is proving to be an excellent tool for geological mapping of inaccessible regions, 
providing both a three dimensional documentation of the scanned area along with spectral 
information from the intensity wavelength (Pesci et al., 2008; Burton et al., 2011; 
Matasci et al., 2015). After corrections, this intensity value can be used to differentiate 
between lithologies, and when combined with semi-autonomous image classification, 
lidar can become a powerful tool for establishing preliminary geological maps.  
The results presented in Chapters 2 and 3 show the feasibility of using terrestrial lidar 
intensity data and passive visible imagery in a semi-autonomous classification method in 
order to generate relatively accurate geological maps for outcrops in both a remote Arctic 
setting and in an underground mine. This is believed to be the first time that a 4-band 
dataset composed of near infrared lidar intensity returns and RGB passive visible imagery 
have been used to discriminate lithology using the unsupervised classification technique 
of k-means clustering. It is hoped that this application of lidar can serve as a tool for 
geoscientists and planetary scientists alike, on or off Earth.  
As noted in Chapter 3, to the authors’ knowledge, this is the first time that lidar scans 
have been utilized in order to discriminate ore from host rock in a subsurface mine. It is 
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hoped that this novel approach can be incorporated into the mine geologist’s toolset, 
generating  relatively accurate preliminary geological maps of the active face. As lidar 
instrumentation continues to become smaller, it will become even easier to efficiently 
perform scans semi-autonomously, or even fully autonomous, further increasing the 
safety in mines.   
As described in Section 2.5.2 and Section 3.6.1, minor error may be associated with the 
algorithm-generated maps, which are due to several possible factors. For the Tunnunik 
scans, overall accuracy was improved by 16.8% when the shale classes were combined 
into one. While lidar intensity performs admirably when it is scanning lithologies of 
distinct colour and composition, it is more difficult to distinguish between the subtle 
differences of three varieties of shale. Another factor that can lead to possible errors is the 
presence of shadowed areas in the passive visible imagery, which can act to confuse the 
clustering algorithm and lead to incorrect classification. Lastly, the presence of dust and 
extraneous materials such as the fencing seen in Figures 3.3 and 3.4 can also act to 
confuse the classifier. 
However, while typically not discussed, there is always human subjectivity when creating 
a geological map based on visual analysis, which can also lead to “errors”. For example, 
geological contacts are rarely ever continuous, requiring field geologists to “infer” where 
the boundary is. Human subjectivity also comes into play when there are gradational 
boundaries between rock types, which means that it is impossible to distinguish an exact 
location where the boundary should be (Lark et al., 2015). Further human error can be 
incorporated when field notes and rough drawings of geological maps become published 
material, oftentimes due to the fact that the published map has a different cartographic 
scale, leading to further generalizations on where the geological units truly are (Lark et 
al., 2015). 
Using a computer-assisted method to rapidly extract, analyze, and classify geological 
information could, therefore, potentially lead to a more quantitative and systematic 
classification of the lithologies present. While not removing the importance of the 
geologist for final validation of the classification, these preliminary geological maps 
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could be generated independently from human input, which is vital in extreme and 
remote environments such as in underground mines and on other planetary bodies. In 
addition to potentially leading to increased accuracy, the utilization of lidar underground 
can be performed remotely and safely, mitigating human risk. Scans could also be scaled 
up substantially, potentially being performed on quarry faces that are hundreds of metres 
in size. The rapid collection of a dense point cloud would mean that the entire quarry face 
could be scanned in a matter of minutes, again leading to greater efficiency. 
The main findings of Chapters 2 and 3 are summarized below: 
 Mineral composition can be semi-quantitatively correlated with 
distance-corrected lidar intensity. Intensity displays a positive linear 
relationship with weight percent (wt. %) dolomite, with a R2 value of 
0.63. Intensity is also seen to display a negative linear relationship with 
both shale and feldspars, with R2 values of 0.73 and 0.59, respectively. 
The negative relationship with feldspar is most likely due to its 
exclusive association with the shale, and is not necessarily a rule for 
feldspar. 
 
 The fusion of near infrared distance-corrected lidar intensity with 
passive visible imagery for lithological discrimination via k-means 
clustering was deemed successful for both the Tunnunik outcrop scan 
and the Nickel Rim South mine stope face scan.   
o Two separate classifications were performed on the Tunnunik 
outcrop scan. First, a four-class clustering occurred, 
differentiating dolostone and three variations of shale, with an 
overall accuracy of 68.8%. Second, a two-class clustering 
process was performed, combining the three shale lithologies 
into one, along with dolostone. Overall accuracy increased 
substantially, at 85.6%. 
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o A three-class clustering process was performed on the Nickel 
Rim South mine stope face scan. The k-means clustering was 
able to successfully differentiate between ore, host rock, and 
construction material on a cleaned wall with an overall accuracy 
of 73%. 
 
 The presence of dust as a coating on mine walls acts to skew the 
intensity returns, which leads to decreased classification accuracy. The 
presence of fencing also acts to decrease classification. It was found that 
scans should be performed on clean walls prior to fencing being 
installed in order for increased classification accuracy, and therefore 
more accurate modelling of the amount of ore present in a particular 
stope face. 
4.1 Future Work 
There are several avenues of possible further investigation that arose during the course of 
this thesis. Two are described below. 
1. As the field of utilizing lidar for geological applications is still in its infancy, there 
is still no standardized correction method for intensity that can be applied for all 
situations (Kashani et al., 2015). In order to increase the value of utilizing lidar 
intensity returns as a scientific tool, efforts must be made to find a standardized 
correction method that can account for multiple variables at once. While it may be 
feasible in some situations to perform a stationary scan normal to a rock face such 
as performed in this investigation, in other cases it may not be. Establishing a 
method that could account for the variations in both range and incidence angle for 
a mobile lidar device mounted on a rover or mine truck would allow for extremely 
rapid return of valuable geospatial and lithologic data. If this can be 
accomplished, it is not unlikely that reflectance values from the corrected 
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intensity could be available immediately through the hardware, instead of 
requiring later processing by humans.    
2. The lithological differentiation provided by corrected intensity returns proves that 
it may be beneficial to add lidar as another suite of data for remote predictive 
mapping. Remote predictive mapping (RPM) is the compilation and interpretation 
of many suites of geoscientific data in order to support field mapping by 
geologists on the ground (Harris et al., 2012). RPM is currently used in the 
Canadian Arctic, to assist in mapping this expansive and remote region of Earth. 
The majority of data suites utilized in RPM today are satellite based, and include 
LANDSAT, RADARSAT, ASTER, among others, which provide structural and 
spectral information (Harris et al., 2012). Airborne-based hyperspectral data can 
sometimes also be incorporated, which can assist in mapping spectral units, 
geological structures, and alteration (Harris et al., 2012). The rationale for 
incorporating lidar as another suite for RPM include the fact that it could provide 
extremely precise digital elevation coordinates, as well as the fact that it’s near 
infrared intensity wavelength could be utilized as another band to spectrally 
differentiate geologic units. By mounting lidar onto unmanned aerial vehicles 
(UAVs) and performing scans over a pre-programmed route, precise and high 
resolution data could be collected autonomously, and incorporated into a RPM. 
While the satellite-based data could provide data over large swaths of land with 
low spatial resolution, lidar could compliment this by providing much higher 
spatial resolution over specific areas, and over time as UAV technology improves, 
this high spatial resolution lidar data could potentially encompass the same 
expansive areas as the satellite-based data.  
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Appendix 
Powder X-Ray Diffraction Patterns:  
Sample TH-15-25 
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Sample TH-15-71a
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 17.3 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 18.4 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 14.2 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 50.1 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-71b 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 22.4 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 21.1 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 14.9 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 41.6 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-107 
 
  
00-042-1340 (*) - Pyrite - S-Q 1.1 % - I/Ic PDF 1.6 - FeS2 - Cubic - Pa-3 (205)
01-084-1303 (C) - Muscovite 2M1 - S-Q 38.4 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 19.8 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 13.1 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 27.6 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-103 
 
  
00-042-1340 (*) - Pyrite - S-Q 1.8 % - I/Ic PDF 1.6 - FeS2 - Cubic - Pa-3 (205)
01-084-1303 (C) - Muscovite 2M1 - S-Q 53.1 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-075-1592 (C) - Orthoclase - S-Q 25.0 % - I/Ic PDF 0.8 - KAlSi3O8 - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 18.0 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 2.1 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-102 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 3.6 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-075-1592 (C) - Orthoclase - S-Q 8.5 % - I/Ic PDF 0.8 - KAlSi3O8 - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 62.5 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 25.3 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-68 
 
  
01-077-1726 (C) - Coesite - S-Q 1.2 % - I/Ic PDF 0.8 - SiO2 - Monoclinic - C2/c (15)
01-084-1303 (C) - Muscovite 2M1 - S-Q 1.5 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 4.2 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-076-1239 (C) - Microcline maximum - S-Q 5.3 % - I/Ic PDF 0.6 - K(Si3Al)O8 - Triclinic - C-1 (0)
01-086-2237 (C) - Quartz low - S-Q 9.5 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 78.3 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-92 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 13.8 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-2334 (C) - Calcite - S-Q 0.6 % - I/Ic PDF 3.2 - Ca(CO3) - Rhombo.H.axes - R-3c (167)
01-075-1592 (C) - Orthoclase - S-Q 17.7 % - I/Ic PDF 0.8 - KAlSi3O8 - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 24.6 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 43.3 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-50 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 0.7 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 2.9 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-076-1239 (C) - Microcline maximum - S-Q 3.0 % - I/Ic PDF 0.6 - K(Si3Al)O8 - Triclinic - C-1 (0)
01-086-2237 (C) - Quartz low - S-Q 13.7 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 79.7 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
File: TAY50.raw
L
in
 (
C
o
u
n
ts
)
0
1000
2000
3000
2-Theta - Scale
10 20 30 40 50 60 70 80 90
112 
 
 
Sample TH-15-27 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 3.3 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 3.4 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-076-1239 (C) - Microcline maximum - S-Q 5.0 % - I/Ic PDF 0.6 - K(Si3Al)O8 - Triclinic - C-1 (0)
01-086-2237 (C) - Quartz low - S-Q 8.3 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 80.0 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-84a 
 
  
01-084-1303 (C) - Muscovite 2M1 - S-Q 26.4 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-086-0438 (C) - Orthoclase - S-Q 26.4 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-076-1239 (C) - Microcline maximum - S-Q 12.8 % - I/Ic PDF 0.6 - K(Si3Al)O8 - Triclinic - C-1 (0)
01-086-2237 (C) - Quartz low - S-Q 10.4 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 24.0 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
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Sample TH-15-84b 
 
 
01-084-2066 (C) - Ankerite - S-Q 5.1 % - I/Ic PDF 3. - Ca1.01Mg0.45Fe0.54(CO3)2 - Rhombo.H.axes - R-3 (148)
00-042-1340 (*) - Pyrite - S-Q 1.2 % - I/Ic PDF 1.6 - FeS2 - Cubic - Pa-3 (205)
01-084-1303 (C) - Muscovite 2M1 - S-Q 29.2 % - I/Ic PDF 0.4 - KAl3Si3O10(OH)2 - Monoclinic - C2/c (15)
01-076-1239 (C) - Microcline maximum - S-Q 20.8 % - I/Ic PDF 0.6 - K(Si3Al)O8 - Triclinic - C-1 (0)
01-086-0438 (C) - Orthoclase - S-Q 18.6 % - I/Ic PDF 0.8 - K(AlSi3O8) - Monoclinic - C2/m (12)
01-086-2237 (C) - Quartz low - S-Q 15.5 % - I/Ic PDF 3. - SiO2 - Hexagonal - P3121 (152)
01-084-1208 (C) - Dolomite - S-Q 9.6 % - I/Ic PDF 2.5 - CaMg(CO3)2 - Rhombo.H.axes - R-3 (148)
File: TAY84R.raw
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