In this work a minimization problem for the magnetic Ginzburg-Landau functional in a circular domain with randomly distributed small holes is considered. We develop a new analytical approach for solving a non-standard boundary value problem for the magnetic field presented as a function of the n-tuple of degrees of vortices pinned by the n holes. The key feature of this approach is that the solution is analytically derived via the method of functional equations and does not rely on periodic geometry as in previous studies. We prove the convergence of the method of successive approximations applied to the functional equations for arbitrary hole locations. Once established the associated energy functional is minimized as a function of vortex degrees to find the effective vorticity distribution. After verification of the method by comparison of our results to previous works in the periodic case, we identify the striking differences due to the presence of random hole locations. Namely, the different subdomain structure, the proximity of hole vortices to the boundary, and our approach allows for the estimation of the fractal dimension of the interface between regions of like degree.
Introduction
Superconductivity has been a primary object of interest over the last half century. Special focus has been given to the study of type-II superconductors with size comparable to the London penetration depth. Among the vast array of striking physical phenomena observed, the main object of interest in this work is the pinning of vortices inside holes within the sample. The case of a periodic array in a two-dimensional cross-section was extensively studied in (1) leading to striking analytical results. Specifically, a vortex phase separation was exhibited by the formation of nested subdomains of the same vorticity. This work will extend the current understanding by studying domains with an arbitrary set of locations for each hole.
In particular, we seek to quantify the effect of randomness in the hole locations on the vortex distribution. This case is important experimentally, since it may be easier to create such a sample through various techniques (e.g., ion bombardment or drilling holes in a superconducting sample (2; 3; 4)). The optimal vortex distribution is found by minimizing the energy of the system also known as finding the ground state. The physical systems under consideration in this work are Bose and Coulomb glasses where glassiness refers to the absence of a ground state (5) . For example, one can rearrange the vortex distribution to further lower the energy or there are degenerate (infinitely many) ground states with indistinguishable energies.
The mathematical and physical literature on superconductivity and the study of the Ginzburg-Landau (GL) energy functional is rich. Here we briefly review the most relevant mathematical works, which will provide the greatest comparison to our present investigation. This work should be viewed as a contrast to the recent work (1) where rigorous homogenization results are derived via Γ −convergence for the effective vorticity in a domain with periodically dispersed holes. The results of (1) were the first to exhibit a non-homogeneous vortex structure in the form of nested subdomains of increasing vorticity towards the sample center. The investigation of pinning at a finite set of locations was originally carried out in (6) for the case of the simplified GL functional. In that work, the magnetic field is not present (the results were extended for the magnetic GL functional in (7; 8)). In (6), a single inclusion was considered with a discontinuous pinning term and the existence of n vortices of degree 1 was established in the case of Dirichlet boundary conditions with degree n. An additional result was recently obtained for the simplified GL functional with finitely many holes as the hole size goes to zero and the GL parameter κ goes to infinity (9). The extension of these prior theoretical results to the full GL functional with finitely many inclusions has recently been established in (10; 11) . In this work, we advance these recent studies by quantifying the effect of randomness in pinning sites/hole locations on the non-homogeneous vortex structure of type-II superconductors.
The main tool used throughout this work to derive analytical results in the absence of periodicity or any other structure in the hole locations is the method of functional equations. By a functional equation, we mean an equation with a shift into the domain, i.e., the value of a desired unknown function at one point depends on the value at other points in the domain. It is worth noting that such a functional equation does not contain integral terms, but rather compositions with known functions that enable one to apply symbolic computations to get an approximate solution in an analytical form. This idea is used in this work to find the solution to a non-standard boundary value problem in R 2 ∼ = C by first deriving a corresponding functional equation and then solving it iteratively via the method of successive approximations (12; 13; 14) .
This technique has been used extensively in the past to study boundary value problems for Laplace and Poisson equations (16; 17; 18) . Analogous to the present work, this method was used to investigate the effective conductivity of two-phase composites for periodic and random arrays of inclusions with different conductivity than the background medium (19; 20; 21) . In particular, the authors developed an approach based on the method of functional equations and concluded that the periodic case represented a special configuration in which the effective conductivity was at a minimum and the randomness increased the effective conductivity. This work provides a nontrivial extension of the previous results (19; 20; 21) to a bounded domain. Here the complex geometry leads to new difficulties in solving the associated boundary value problem. To derive the functional equations, we first postulate the form of the solution (magnetic field h ε ) and reduce the problem to a classical Riemann-Hilbert problem for multiply connected domains, which is then proved to be equivalent to an R-linear problem for unbounded domains (12; 14; 18; 22) . The R-linear problem is reduced to a system of functional equations, which is then solved by use of the method of successive approximations.
The main achievement of this work is the development of an analytical approach for finding the approximate vortex distribution by reducing the problem to a numerically tractable finite-dimensional minimization problem. The resulting problem no longer relies on periodicity, but rather is valid for an arbitrary set of given non-overlapping hole locations. The primary assumption involves the relationship between the GL parameter and the hole radii, | log(κ)| | log(r ε )| resulting in exponentially small holes in the computational domain. In section 2, the mathematical problem is formulated; namely, the nonstandard boundary value problem for the magnetic field is stated and the energy as a function of the n εtuple of degrees is introduced. Next, in Section 3 the analytical method for solving the boundary value problem is developed. The convergence of the successive approximations for the functional equations to a unique analytic solution is rigorously proven in the case of non-overlapping holes of arbitrary size and locations. The precision O(r 2 ε ) is discussed in detail, since the data used in simulations depends on it. This is the minimal precision which takes into account randomness of locations and its relation to the fine fractal structure of the field. Once established the energy functional to order O(r 2 ε ) is reformulated in terms of degrees and minimized resulting in a system of linear algebraic equations for the minimizing set of degrees in Section 4. Finally, in Section 5 numerical simulations are implemented to solve this system of equations and find the minimizing vortex distribution. Our results show that as the level of randomness in the hole locations increases the form of the vortex distribution drastically changes. Namely, the interface between subdomains of like degree becomes fractal-like with fractal dimension around 1.3, holes that pin vortices occur closer to the domain boundary, and, most importantly, the critical external magnetic field for the onset of hole vortices decreases (5). These results effectively change the magnetic field-temperature phase plane by showing that in the absence of bulk vortices as the randomness grows the region where hole vortices form also grows. Our results highlight the competition in the energy between vortex-vortex, vortex-hole, and vortex boundary interactions.
Formulation of the problem
In this work we consider a two-dimensional mathematical model for the circular cross-section of a cylindrical superconducting sample with exponentially small holes in order to study the effect of hole locations on the pinning of vortices. Specifically, we investigate the effect of random inclusion/hole locations theoretically and capture the basic difference in the vortex distribution as compared to a periodic array. In this work type-II superconductors are considered where κ = λ ξ 1 where κ is the Ginzburg-Landau parameter, λ is the London penetration depth, and ξ is the coherence length. We assume the domain has size diam(Ω ) ∼ λ . Introduce dimensionless quantities where distances are rescaled by λ resulting in a dimensionless domain size diam(Ω ) λ ∼ 1 and hole radius r ε =r λ ε where ε is the average distance between holes. Henceforth, only dimensionless quantities are used.
Let Ω be the unit disk inĈ with boundary ∂ Ω whereĈ := C ∪ {∞} is the extended complex plane and define the sets D 0 := {z : |z| 1} and D k := {z : |z − a k | < r ε } represents the kth hole with boundary circle T k . Also, the set D :=Ĉ \ ∑ n k=0 D k . For comparison with the notation in (1) we note that D := Ω ε and D k := ω ε k . with boundary circles T k := ∂ ω ε k . The solutions defined herein are valid for a domain containing the disjoint disks D k , which lie in the unit disk, i.e., 0 < r ε < r touching := inf r |dist(D j , D k )| for j, k = 0, ..., n ( j = k) and |a k | + r ε < 1. It will be shown later that this restriction is imposed so that the method developed will converge using successive approximations.
Similar to the approach in (1), we consider the vortex distribution (vorticity) on the perforated domain D with a large, but finite number n ε of pinning sites (holes, see Figure 1 ) where T k repre-sents the boundary of these pinning sites. In order to find this distribution one must find the minimizers of the non-dimensional GL energy functional
with the complex order parameter u and the vector potential of the magnetic field A as the unknowns.
Here dx = dx 1 dx 2 where the double integrals correspond to the plane domains under consideration. The external magnetic field h ε ext = σ ε 2 is given where ε > 0 is the average distance between holes (in the periodic case this is the period) and σ is a positive scalar constant. The domain Ω contains exponentially small holes with centers denoted by a ε k and equal radii r ε = e −γ/ε 2 for positive scalar γ resulting in r ε ε. It is assumed that the hole radius is much greater than the vortex core, | log(κ)| | log(r ε )|, allowing for many vortices to be trapped in one hole. This scaling was directly shown in (1) to be crucial to obtain a striking vortex phase separation into nested subdomains in the periodic setting. Throughout this work the external magnetic field is chosen below the first critical magnetic field in order to suppress the formation of bulk vortices, h ε ext < H c1 . This has been rigorously proven in the case of one hole and we proceed with this assumption for the case of multiple holes (23). The benefit of this assumption is that it restricts the vortices to the holes and allows for a better comparison of the true effect of the hole configuration on their distribution. One of the primary results achieved is the establishment of a new critical magnetic field for the onset of hole vortices (in the absence of bulk vortices). As opposed to the bulk, vortices tend to form in holes at a lower value of the external magnetic field, because it is energetically more efficient (24).
As in (1; 11), we reduce the problem of finding the vortex distribution to the harmonic map type functional (rigorously justified in (23) in the case of one hole in a circular domain)
Here S 1 is the unit circle with |u| = 1. Instead, we want to recast the problem from minimizers (u, A) to minimizing energy as a function of the degree d ε k on each hole. We can re-express the energy (2.2) in terms of the magnetic field (1)
The associated Euler-Lagrange equations result in a non-standard boundary value problem for the magnetic field
where H ε j are unknown constants, the perforated domain boundary ∂ D = ∪ n ε j=1 (−T j ) ∪ ∂ Ω composed of counterclockwise oriented circles and d ε j represents the degree of the vortex in the jth hole, ∂ ∂ ν stands for the outward normal derivatives to T j = ∂ D j , ds is the differential of arc length. Thus, the infinitedimensional problem of minimizing (2.2) in the class (2.3) is reduced to the finite-dimensional problem of minimizing (2.4) as a function of the n ε -tuple of degrees in the class
The fact that the degrees must be integers is known as quantization and provides a constraint on the minimization of the energy. The focus of the present work lies in the vortex distribution {d ε j } corresponding to the minimizer of (2.4). Since the energy functional is convex, there exists a unique global minimizer (ground state). This problem was first considered in (1) where the unique minimizer was obtained for the periodic case in the homogenization limit (ε → 0) by introducing the convex dual problem for the original energy functional. The authors show that the minimizers of the convex dual problem coincide with the minimizers of the original problem. In this work, an approximation of this unique global minimizer is found via a linear problem obtained by deriving an analytical solution for the magnetic field using the so-called method of functional equations (12; 13; 14) .
Before proceeding, we introduce some notation. Let G be an arbitrary bounded domain on the extended complex plane. Then the Banach space of functions which are continuous on the curves ∂ G with the norm f = max ∂ G | f (t)| will be denoted as C (∂ G). In addition, consider the closed subspace C A (G) consisting of all functions analytically continued into G. In this work we will consider the spaces where G = D or G = ∪ n k=0 D k . For simplicity in notation, let C A := C A ∪ n k=0 D k . We will proceed by deriving a solution to (2.5) in an analytical form via the method of functional equations and then look for the minimizer of the energy numerically.
Method of solution
First, consider the solution to the problem with no holes. Let I 0 (|z|) denote the modified Bessel function of the first kind of order zero. The radial function
exactly solves the boundary value problem
Begin by looking for the magnetic field h ε in the form
It will be observed a posteriori from the results below that the series converges for sufficiently small r ε since
We will consider the first two terms known as a Rayleigh (low frequency) Approximation, which has been shown in the past to be sufficient for finding a good approximate solution in multiple-scattering problems with small obstacles (distribution of inclusions in a domain) (25; 26). Since r ε is exponentially small, even the first order term provides only a small correction h (1) ∼ 1/| ln(r ε )| 1. This correction can be viewed as the effect of the distribution of holes and is the main computational focus of this work.
First approximation
The first order approximation h (1) satisfies the boundary value problem:
(3.4)
The fourth condition in (2.5) in the considered approximation takes the form
Then, after division by 2π (3.5) becomes
where new undetermined constants are introduced as
Before introducing the method of complex potentials, fix ε > 0 and suppress it from the notation henceforth (e.g., h ext , {d k }, n and r). Since we consider a two-dimensional problem, this allows for the use of complex potentials. Let z = x 1 + ix 2 denote a complex variable and look for a solution in the form
The function ϕ(z) has the general representation (justified in (13))
is multi-valued, and the constants A k ∈ R need to be determined. The left hand side of (3.7) can then be computed explicitly by (3.8)-(3.9) (13)
The mean value theorem for the Helmholtz (or screened Poisson) equation reads as follows (27) 
Therefore, (3.7) becomes (3.12) and by extending (3.8) to the boundaries of the multiply connected domain one finds n + 1 boundary conditions
In order to eliminate the unknown constants, H k , introduce the derivative ψ(z) := ϕ (z) and derive corresponding equations. In particular, from (3.13)-(3.14), we can recast the problem as a Riemann-Hilbert problem for unknowns ψ(z) (12; 13; 28).
is the modified Bessel function of the first kind with order 1. The details can be found in Appendix 5.4.
Thus, from (3.13)-(3.14) through differentiation we have (3.15)-(3.16), which achieves two goals: (i) eliminating the unknown constants H k and (ii) the function ψ(z) is now single-valued by (3.9)
(3.17)
The system (3.15)-(3.16) is a classical Riemann-Hilbert problem and we proceed to look for a solution in the class of single-valued functions. Instead of addressing this directly, in the next section a lemma is proven to show that (3.15)-(3.16) is equivalent to an R-linear problem studied in the previous works (12; 13; 14) in the case of an unbounded domain. The R-linear conjugation condition is a condition when the limit values W and Z of analytic functions from different sides of a curve are related by the R-linear equation W = aZ + bZ + c (see for instance (3.18) below) .
Riemann-Hilbert problem
The main focus of this section will be finding an analytic solution ψ to the Riemann-Hilbert problem (3.15)-(3.16). This is a classical problem that has been studied extensively (12; 13; 22). Reformulate (3.15) as a so-called R-linear problem (the RHS is an R-linear combination of the unknown functions) first for the unit circle
where β 0 ∈ R. In addition, reformulate (3.16) as the following R-linear condition on the inclusions for (3.19) where β k are undetermined real constants. To solve (3.18)-(3.19), one must find a function ψ k (z) analytic in |z − a k | < r and continuous up to the boundary |z − a k | r (ψ 0 (z) in |z| 1) such that (3.18)-(3.19) is satisfied. The equivalence of (3.15)-(3.16) and (3.18)-(3.19) was proven in (14) for unbounded domains and a similar result is obtained here for bounded domains. (ii) If ψ(z) is a solution of (3.15)-(3.16), there exists a function ψ 0
and real constants β k such that the R-linear conditions (3.18)-(3.19) are satisfied.
Proof. The proof of (i) is obvious. First assume (3.18)-(3.19), then take the imaginary part to get (3.15)-(3.16). Conversely, let ψ(z) satisfy (3.15)-(3.16). The functions
can be uniquely determined respectively from the Schwarz problem for the unit disk D 0 and for the kth
These problems have a unique solution for simply connected domains even though a priori the solution can vary by an additive imaginary constant, since ImΨ 0 (0) = 0 and ImΨ k (a k ) = 0 from (3.20) (29). Therefore, the functions ψ k (z) and the constants β k are uniquely determined in terms of Ψ (z) for k = 0, 1, ..., n.
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As a solution of the Schwarz problem for |z| > 1, Ψ 0 (z) is analytic at ∞. Thus, the analytic function ψ 0 (z) has a zero of second order at infinity, since Ψ 0 (z)
Observe that¯t t = 1 t 2 on the unit circle. For the boundary equations on the inclusions, divide (3.19) by (t − a k ) to find
where we use the fact that t−a k t−a k = r 2 (t−a k ) 2 . Then rearrange the terms to obtain
(3.24)
Reduction to functional equations
Any function F k (t) that is Hölder continuous on T k can be represented in the form of a difference of the limit values of functions analytic in the interior (F − k (t)) and exterior (F + k (t) of T k by Sochocki's formulas (13; 29)
These functions are analytic in |z − a k | < r and in |z − a k | > r are given by a Cauchy integral. We now are interested in the case F k (t) = 2I 1 (|t|)a k I 0 (1)|t| on |t − a k | = r. Introduce the functions
( 3.26) as Cauchy integrals. Also, introduce the inversion transformation
with respect to the circle |t − a k | = r where t = r 2 t−a k + a k on ∂ D k . Now we derive an equation for an analytic function ψ(z) valid for z ∈ D. The main trick is to introduce an auxiliary function in all parts of the complex planeĈ similar to ideas presented in (12; 13; 14; 19)
( 3.28) where z * (m) is defined in (3.27) and z * (0) is inversion with respect to ∂ D 0 (take a 0 = 0 and r = 1 in (3.27)). One can check that Φ(z) is analytic in every subdomain ofĈ considered; namely, |z − a k | < r (k = 1, 2, ..., n), |z| > 1, D, and is continuous in their closures. While previously studied for unbounded domains the addition of the term ψ 0 (z) accounting for the bounded domain D adds additional difficulty to establishing the desired results. The next step is to show that Φ(z) is in fact analytic inĈ.
Calculate the jumps of Φ(z) on each component of ∂ D. First, consider the unit circle and let "+" indicate the interior (to the left of the boundary curve) and "−" denote the exterior (to the right). More precisely, Φ + (t) := lim z→t,|z|<1 Φ(z) and Φ − (t) := lim z→t,|z|>1 Φ(z). Observe that by (3.23) the difference on the boundary of the outer domain is zero,
Observe in the third term there is no inversion in the unit circle, where t = t * (0) is used. In addition, by (3.24) and (3.26) the difference on the inclusion boundaries is also zero
From the Principle of Analytic Continuation, since there are no jumps and each piece is analytic, then the function Φ(z) is analytic onĈ. Now, consider Φ(z) and using ψ 0 (∞) = 0 we find Φ(∞) = 0, since all the other terms in the definition of Φ(z) go to zero as z → ∞. Since Φ(z) is analytic inĈ, then, by Liouville Theorem, it must be a constant and Φ(z) ≡ 0 everywhere. Therefore, we can set each part of the definition of Φ(z) equal to zero and find a system of functional equations for ψ k , (k = 0, 1, 2, ..., n): (3.32) Once the ψ k are obtained then ψ(z) can be defined in the perforated domain, D, as follows
(3.33)
Convergence of the method of successive approximations
Now that the functional equations (3.31)-(3.32) have been derived, we address the issue of convergence of successive approximations to a unique solution. Therefore, we obtain the function ψ(z) defined for z ∈ D needed to define the solution to the first approximation problem, h(z). The following Lemma and Theorem are used to rigorously prove the convergence to a unique solution. The Lemma will address the "homogeneous" case in the sense that the terms with β k and F k (z) are not present in (3.31)-(3.32). This will then be used to prove the necessary Theorem for convergence to a unique analytic solution in the original system. The same approach applied to a similar problem for an unbounded domain was considered in (12; 13; 14; 22) .
LEMMA 3.2 Consider the system of functional equations (3.31)-(3.32) with respect to the functions ψ k (z) analytic in D k for k = 0, 1, 2, ..., n where r < r touching (3.35) This system has only the trivial solution.
Proof. Let ψ m (z) (m = 0, 1, 2, ..., n) be a solution to the system (3.34)-(3.35). Then the righthand side of (3.34) implies that the function ψ k (z) is analytic in |z − a k | r (k = 1, 2, ..., n), since each ψ m (z) obtained in Lemma 3.1 is analytic inside D m . Also, the righthand side of (3.35) implies that ψ 0 (z) is analytic in |z| 1. Introduce the auxiliary function 36) which is analytic in the closure of D. Then for t ∈ ∂ D k , using (3.34), we find
(3.37) Thus, we have the following R-linear problem 38) which implies that γ(t) has zero increment (defined below) along each circle |t − a k | = r [γ(t)] |t−a k |=r := |t−a k |=r
The last equality is due to the fact that r t−a k Re t−a k r ψ k (t) has zero increment along the circle |t − a k | = r, since ψ k has zero increment as an analytic function in a simply connected domain. Hence, (3.38) implies
Along similar lines we derive the boundary condition Im {tγ(t)} = 0, |t| = 1.
(3.40)
The boundary value problem (3.39)-(3.40) has only the zero solution in the class of analytic single-valued functions in D (14). Then using (3.37) with γ(t) ≡ 0 one finds for k = 1, 2, ..., n Re t − a k r ψ k (t) = 0, |t − a k | = r.
(3.41)
We can conclude that ψ k (z) ≡ 0 in D k for k = 1, 2, ..., n, since this Riemann-Hilbert problem (3.41) has only the zero solution in the simply connected domain D k (13). If ψ k (z) ≡ 0, then by its definition (3.35) we have ψ 0 (z) ≡ 0. Therefore, the system (3.34)-(3.35) has only the trivial solution in C A . Now that Lemma 3.2 for the homogeneous equations is established, we turn to the desired nonhomogeneous case. This result relies heavily on the previous Lemma. THEOREM 3.1 Consider the system of functional equations with respect to the functions ψ k (z) analytic in |z − a k | < r and continuous in |z − a k | r for k = 0, 1, 2, ..., n. Let f ∈ A , the set of analytic functions, and r < r touching : (3.44) with fixed β k ∈ R for k = 0, 1, ..., n. Equations (3.42)-(3.43) have a unique solution Ψ ∈ C A where Ψ (z) := ψ k (z) for |z − a k | r (k = 1, 2, ..., n) and Ψ (z) := ψ 0 (z) for |z| 1. The solution can be found by the method of successive approximations, where the approximations converge in C A . To use the method of successive approximation we start with an initial guess ψ (0) k and substitute it into the righthand side of (3.42)-(3.43) to find the next set of iterates ψ
(1) k . One continues until convergence to a fixed point.
Proof. Write the system (3.42)-(3.43) on the boundary of the disks D k denoted T k in the form of a system of Cauchy integral equations, respectively
(3.46)
The system (3.45)-(3.46) can be written as an equation in the space C ∪ n k=0 T k in the following form
The integral operators in (3.45)-(3.46) are compact in C (T k ) (33) and the operators of complex conjugation and multiplication by r t−a m 2 are bounded in C (T k ). Thus, the composition of the compact and bounded operators results in a compact operator, and therefore A must be compact in C := C ∪ n k=0 T k . If Ψ (z) is a solution of (3.47), then we have Ψ ∈ C A following from the properties of Cauchy integrals and the fact that f ∈ C A . Therefore, (3.47) and (3.42)-(3.43) are equivalent in C A as long as f ∈ C A . By Lemma 3.2 the homogeneous equation Ψ = AΨ has only the trivial solution. Thus, the Fredholm theorems then imply that (3.47) or equivalently the system (3.42)-(3.43) has a unique solution (31; 32). REMARK 3.1 We establish compactness in C A , since C A is a closed subspace of C . Also, observe that the restriction of r < r touching is crucial. If r = r touching , then A is no longer compact in C since the Cauchy operators (3.45)-(3.46) can have singular points in 1
for τ ∈ T m and t ∈ T k though k = m. Now we prove the convergence of the method of successive approximations. Since the operator A is compact in C , then it is sufficient to prove convergence of the successive approximations for the homogeneous equation This inequality is satisfied if for all complex numbers λ such that |λ | 1, the equation (3.48) has only the trivial solution. It is worth noting that the spectrum σ (A) contains a countable number of eigenvalues {σ j } accumulating at zero (33) such that |σ 1 | |σ 2 | .... Therefore, the proof that |λ | 1 will yield ρ(A) = |σ 1 | < 1. Equation (3.48) can then be rewritten in the extended form Then Γ (z) and ψ k (z) satisfy the following R-linear problem for k = 1, 2, ..., n
(3.51) By Theorem 1 in (22), this R-linear problem has a unique solution, ψ k (z), which is the unique solution of the system (3.49) when λ r t−a k 2 < 1 for |t − a k | = r. Through (3.50) this defines a unique solution ψ 0 (z). This occurs when |λ | < 1 and thus, the trivial solution is the only solution in this case.
Consider λ = e 2iθ (0 θ < 2π) so that |λ | = 1 and follow the idea presented in (12). Substitute ψ k (z) = e iθ ω k (z) into the system (3.49)-(3.50), which is reduced to the same system with λ = 1. Thus, an immediate application of Lemma 3.2 proves that ω k (z) = ψ k (z) = 0. Hence, ρ(A) < 1. This inequality proves the theorem. where Ψ := ψ k in D k for k = 0, 1, ..., n.
Observe that the limit function in the successive approximations is analytic in z. Theorem 3.1 shows that the method of successive approximations converges uniformly in z to a unique solution. Thus, the resulting limit is analytic in z, since it is the uniform limit of analytic functions in the parameter r 2 such that 0 < r 2 r 2 c for some r 2 c < r 2 touching . The case of r = 0 is more subtle and must be handled separately. Consider (3.32) for ψ 0 , when r = 0 one finds that ψ 0 (z) = n ∑ m=1 β m z−a m − β 0 z . As already noted, it will be seen a posteriori in (3.65) that β m ∼ 1 | ln(r)| → 0 as r → 0 (as does β 0 , since β 0 = ∑ n m=1 β m ). In the next section, we prove that ψ 0 (z) → 0 as r → 0 and as a result one finds that (3.33) implies that ψ(z) ≡ 0 in the limiting case r = 0. Thus, Ψ (z) ≡ 0, which is trivially analytic in z.
Solution to functional equations
In the present section, we describe a constructive algorithm for solving the functional equations up to O(r 2S ) with arbitrary prescribed exponent S. First, use (3.32) to express ψ 0 through ψ k (k = 1, 2, . . . , n) (3.52) Recall that the β m are real and the function ψ 0 (z) has a second order zero at infinity; hence, 1 z 2 ψ 0 1 z is analytic at z = 0. This implies that β 0 = ∑ n m=1 β m . Therefore, 1−ā m z . One can see that g k (z) is composed of the function given in (3.26) and a linear combination of rational functions with undetermined coefficients β m . REMARK 3.3 A priori we do not know that the β k are bounded in r, it will be observed later in (3.65).
It follows from Theorem 3.1 that the solution of the system (3.54), the functions ψ k (z), have the following structure
where the zero approximation φ (0) k (z) = g k (z). By substituting (3.55) into (3.54) and matching the terms with the same order in powers of r 2 we arrive at an iterative scheme which can be denoted symbolically as
and so forth. Modern packages designed for symbolic computations can be easily applied directly to (3.54) for a prescribed precision O(r 2S ) for arbitrary exponent S. Since r ∼ e −γ/ε 2 is exponentially small (since ε 1), it is expected that this will be sufficient to observe the qualitative behavior of the full solution. We now want to express ψ(z) to order O(r 2 ) and then determine the desired solution h(z). Once obtained we will plug the Rayleigh approximation h ε ≈ h ext (h (0) + h (1) ) into the energy functional and minimize with respect to the n-tuple of degrees. Using (3.33) and (3.55)-(3.56), find ψ(z) up to O(r 2 )
(3.57)
Integrate this equation to find the desired function ϕ(z) up to an arbitrary real constant c 0
(3.58)
Observe that the second term in the summand is analytic in D (since 1 a m / ∈ D). Thus by matching coefficients of ln in (3.8) and (3.58) one sees that A k = β k for k = 1, 2, ..., n.
(3.59)
Take the real part of (3.58)
(3.60)
Using the boundary conditions (3.14) obtain c 0 and β m (with t = a k + re iθ ):
(3.61)
We use the fact that ln(c 1 + r) = ln(c 1 ) + O(r). Hence, up to O(r) we have for each k = 1, 2, . . . , n
Along similar lines, by use of (3.13), we obtain c 0 + ∑ n m=1 β m ln e iθ −a m 1 am −e iθ = 0 where t = e iθ . The constant c 0 must be real as a constant of integration; therefore, we calculate the average for θ ∈ [0, 2π) of ln e iθ −a m 1 am −e iθ and obtain the approximate value
(3.63) Substitute (3.63) into (3.62) to express each H k (k = 1, 2, . . . , n) through a linear combination of β m (m = 1, 2, . . . , n)
It is worth noting that the main term in (3.64) is ln r as r → 0. The latter fact follows from (3.66) and boundedness of H k as r → 0. Note that the problem (3.4) in the limiting case when r = 0 yields the standard Dirichlet problem for the unit disk on h ε for which the constants H k = [h ε ext ] −1 h ε (a k ) are bounded. The system of linear algebraic equations (3.64) for β k has a dominant diagonal part for small r. This implies that the determinant of (3.64) does not vanish, hence, (3.64) has a unique solution. Thus, a well-defined numerical solution must exist for this system. If we consider the terms at O(ln r) in (3.64) we find
This approximation is not sufficient for further investigation, but it shows the order of β k used above. We now describe the convergence of this series following (26) where low frequency approximations are considered in the small parameter ka where k is the wave number and a is the radius of the inclusion. In this work, we focus on an equivalent "Rayleigh Approximation" with first correction h ε ≈ h ext (h (0) + h (1) ) defined in (25) as the first nontrivial terms in the low frequency expansion. Analogously, here k = 1 and a = 1 | ln r| so that ka 1. Observe that since the hole radius is assumed to be exponentially small and the first correction h (1) ∼ 1 | ln r| , then the Rayleigh approximation already provides a solution with precision O 1 | ln r| . It follows from (3.12) and (3.59) that d k is related to H k and β k by equation
Now that the first approximation h (1) is well-defined, in the next section, we compute the corresponding energy. The dependence (3.66) can be extended to a higher order in r 2 following the computational scheme described in Section 3.5. One can see that d k will consist of a given term dependent on a m plus a linear combination of the β m . Thus, constructive estimates of the energy could be obtained to ordered beyond O(r 2 ), but the results presented in the next section are valid for d k defined to order O(r 2 ).
Computation of the energy functional
Consider E ε (h(z, {d ε k })) defined in (2.4). Let E = 1 2 (I 1 + I 2 ) with I 1 = D |∇h ε | 2 dx and I 2 = Ω (h ε − h ext ) 2 dx. From Green's formula and (2.5) we find
Combining the expressions for I 1 and I 2 one obtains
(4.1)
Now substitute into (4.1) the Rayleigh approximation for h ε h ε ≈ h ε ext (h (0) + h (1) ), H ε k = h ext H k . Hereafter, the approximate equality above and its validity hold in the sense of the Rayleigh Approximation explained at the end of the previous section. We have
Using (3.6) we obtain the estimation T k ∂ h (0) ∂ ν ds = O(r 2 ). Neglecting terms of order O(r 2 ) we select the varying part of (4.2), i.e., depending on the parameters β k
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The function h (1) (x) is harmonic in D. Hence, the integral of its normal derivative over the boundary of D vanishes:
We now find the integral using (3.8), (3.58), and (3.63)
(4.7)
Results and Discussion
After substitution of (3.64) into (4.7) we find
One can see that J = J[{β 1 , β 2 , . . . , β n }] is a quadratic form in β 1 , β 2 , . . . , β n . Thus, in order to find the minimum of (4.7), we take the gradient with respect to β 1 , β 2 , . . . , β n and equate it to zero. This yields a system of linear equations, which can then be solved numerically.
This forms a linear system of the form Aβ β β = r where
(5.4)
Satisfying this system is only a necessary condition, we now distinguish whether the solution as a critical point is the unique global minimizer using the Hessian. We have a true global minimum if the Hessian is positive definite.
Thus, the Hessian Matrix M has the form:
Since the Hessian is symmetric, it is sufficient to show that if it contains positive pivots, then the Hessian will be positive definite. This can be easily verified numerically and in all cases considered in this work we observed that all pivots are indeed positive. This follows from the observation that the matrix M has dominate positive diagonal elements M ii for sufficiently small r. Therefore, M is symmetric with positive pivots so it is therefore positive definite. This can also be seen by observing that − ln(r|a i |) is the dominant (positive) term and occurs only on the diagonal . Thus, the off diagonal terms can be viewed as a small perturbation from the identity matrix, δ ip , which is positive definite. Since we have a positive definite Hessian it guarantees we have found at least a local minimizer. Also, knowing the energy functional is convex, the local minimizer is in fact a global minimizer. Once the linear system for β β β is solved we can find d. This procedure will give the solution β β β with accuracy O(r) due to the approximation of the linear system for c 0 , β k in (3.61). When the minimizer β * 1 , β * 2 , . . . , β * n of (4.7) is found, the minimizer d * 1 , d * 2 , . . . , d * n is calculated by formulas (3.66) and (3.64). It must then be multiplied by the external magnetic field h ext and made an integer using the greatest integer function, d int = [h ext d] (quantization). We also verified this approach numerically by considering random permutations of the order of the {d i } and computing the energy. For every trial the energy was minimized by the outlined procedure. In the next section, the vortex distribution is computed using the above method and system parameters such as the applied magnetic field and the randomness in the distribution of holes will be investigated.
As r → 0, we see from (3.66) that d k ≈ −β k . Also, as r → 0 β k ∼ 1 | ln r| → 0. Thus, the energy is minimized when d k ≡ 0 and the resulting effective vorticity is identically zero. This makes sense, because as r → 0 with fixed n and ε the hole sizes shrink to zero, but the hole concentration also goes to zero. As this occurs the energy becomes much greater and cannot support the hole vortices resulting in a homogenized vorticity of zero. This is consistent with the previous theory since the external magnetic field is taken below the first critical value resulting in the suppression of bulk vortices. Thus, in the absence of holes in the limit and the absence of bulk vortices one should expect the resulting vortex distribution to be identically zero.
Periodic case with varying external magnetic field
To justify the method developed in this work, we begin by considering the case of a periodic array of holes separated by distance ε. To verify the analytical results derived above, we compare the results of our simulations for a periodic array of holes to the results obtained in (1; 24). The results of our numerical simulations verify the method and the fact that the Rayleigh approximation provides the qualitatively correct picture in the periodic case. In addition, the simulations reveal a nested structure with a vortex phase separation (see Figure 2 ). The formation of nested subdomains at various levels of the external magnetic field is consistent with the theoretical predictions of (1; 24). Each of the nested subdomains takes the form of the original domain due to the symmetry in the array of holes.
This system displays many interesting features, one of which is that the number of subdomains is not a continuous spectrum, but rather a finite number of concentric subdomains. By this we mean that the subdomains of like vorticity do not change instantaneously with a change in the external magnetic field. Rather the vortex distribution remains constant for a range of values until reaching the next critical value corresponding to a formation of a subdomain of higher vorticity at the domain center. This next subdomain only forms at certain resonant values of the external magnetic field as first proven rigorously in (1). Also, the simulations show that each vortex subdomain containing hole vortices of like degree is completely surrounded by a subdomain of lower degree. This structure depends crucially on the assumption of exponentially small holes, | log(κ)| | log(r)| as first asserted in (24) . Before proceeding to the case of arbitrary hole locations we first investigate what is known as the "shaking" geometry where each hole in the periodic array is perturbed by a small amount in a randomly chosen direction. 
Shaking geometry case with varying external magnetic field
The shaking geometry was first studied in the context of deriving an effective conductivity for a two-phase composite material (19) . In that work it was shown that the periodic case is special in that it is the arrangement that produces an extremal value for the effective conductivity in the composite. Similarly in superconductors, it was shown that the periodic case of holes produces extremal values for the fractal dimension of the interface between the region of degree zero and the region of degree one (5).
To define the shaking geometry consider a periodic lattice of circles of radius α < ε 2 in the sample domain. The centers of the holes {a k } are placed at random locations inside each (former) periodic cell of size ε according to a uniform distribution in this circle (see Figure 3 ). The points a k are considered to be the centers of each circular inclusion (blue disks in Figure 3 ). Due to the construction the number of holes in the computational domain remains the same as well as the average distance between, ε. All inclusions have the same radius, which ensures that each remains strictly inside the periodicity cell. Thus, the parameter d = α/ε is a dimensionless quantitative measure of the degree of disorder for the shaking geometry (e.g., if d = 0 then circular inclusions form a perfect periodic lattice).
The results are as one might expect: the vortex distribution looks like a small perturbation from the periodic case where the nested structure of subdomains at various levels of the external magnetic field remains visible; however, the interface becomes less smooth, see Figure 4 . This case provides some evidence of what is to come as the randomness in hole locations increases; namely, one sees that the interface becomes more jagged or fractal. In the next section, the vortex distribution is investigated as the distribution of hole locations becomes increasingly more random (disordered). First, the procedure for quantifying randomness and choosing the locations of the holes is introduced. 
Algorithm for the transition from periodic to random
We now employ a method for considering the transition from periodic to random developed first in (20; 21). We briefly overview this standard algorithm for implementing a Monte Carlo sampling of phase space for the system of disks. Let the centers a k ∈ C be random variables distributed so that the disks D k = {z ∈ C : |z − a k | < r} for k = 1, 2, ..., n form a set of uniformly distributed non-overlapping disks. This uniform non-overlapping distribution will be denoted by U , i.e., the points a 1 , ..., a n are considered as identically distributed random variables with the restriction that the holes should not overlap (e.g., |a m − a k | > 2r for m = k with m, k = 1, 2, ..., n).
FIG. 4. Results for the "shaking" geometry where the external magnetic field h ext = σ ε 2 , with σ = 2π j + ( j − .5)γ and a) j = 2, b) j = 50, c) j = 500 respectively. Now the constructive procedure based on random walks of each hole location a k is described. First, place the centers into a periodic array of regular nodes in the disk |z| 1. Choose a constant ρ > 0 such that ρ < min k =m |a k − a m | − 2r. Then take a randomly chosen direction φ ∈ [0, 2π) and translate a k a distance ρ in this direction so that each center obtains new coordinates a k = a k + ρe iφ k = (x k + ρ cos(φ k ), y k + ρ sin(φ k )) .
Repeat this M times where a center is moved if |a k − a m | 2r, if not, then the center a k does not move at this step and it is called "blocked". Since the radii of the holes are exponentially small the probability of a center being blocked is almost zero. Thus, the distribution of the centers should be very close to a Poisson distribution.
After a sufficiently large number of walks (≈ 80) the obtained location of the center is considered a statistical realization of the random distribution U (20; 21). The typical value for ρ used in the simulation results presented MULTIPLE GINZBURG-LANDAU VORTICES PINNED BY RANDOMLY DISTRIBUTED SMALL HOLES 21 of 26 is ρ := 1 5 ω 1 √ n − 2r where ω 1 is the domain size and n is the number of holes. If all k = 1, ..., n centers move at a given step it is called a cycle. We can view this process of generating a random walk as repeating the process of forming the shaking geometry a given number of times. The shaking geometry corresponds to the case M = 1 and the periodic array corresponds to the case M = 0. Thus, by introducing these random walks, we now have a way to quantify the amount of randomness in the system according to a spectrum between periodic and Poisson distributions of holes. FIG. 5 . Results for a random geometry (M = 80) where the external magnetic field h ext = σ ε 2 , with σ = 2π j + ( j − .5)γ and a) j = 2, b) j = 50, c) j = 500 respectively.
Random geometry case with varying external magnetic field
Using the algorithm defined in the previous section, the effect of randomness on the effective vortex distribution is investigated. As the number of steps in the random walk, M, increases we consider the amount of randomness to have increased until around M = 80 where the distribution is statistically random (20; 21). The resulting set of centers {a k } will automatically fit a Poisson distribution by construction (cf. (20; 21; 30) ).
Due to the increasing randomness in the hole locations we no longer have centralized nested subdomains. Rather, one observes that the interface between the subdomains becomes less smooth and the domains of like vorticity have drastically different structures, see Figure 5 . Our results still show a continuous transition of degrees (no big jumps in vorticity) radially outward from the domain center. Due to randomness the subdomains no longer have a clearly defined shape or form revealing that each is a function of the distribution of holes. It was observed in the periodic case above that the subdomains keep the essential structure of the entire sample domain (e.g., a convex domains imply convex subdomains), but this is no longer the case in the random setting. We also observe that the number of hole vortices of like degree remain approximately the same as the periodic case suggesting that the associated numbers of each degree are independent of the distribution of holes, but its particular structure is not.
As reported in our prior work (5) many interesting results are revealed as compared to the periodic setting. Namely, as randomness increases the interface becomes more fractal, the subdomains containing vortices move closer to the sample boundary, and the critical magnetic field for the onset of hole vortices decreases (see Figure 6 and (5) for illustrations). We use the Box-counting method to determine the fractal dimension stopping at box sizes roughly equivalent to inter-hole distance in Figure 6 . In addition, new data obtained from the methods developed herein allows one to estimate the fractal dimension, D = lim N→∞ D N (see Figure 7 ). Since the distribution of vortices crucially depends on the number of holes, we choose the magnetic field for each data point to be such that the nonzero degree regions (none-blue regions in Figure 6 ) are approximately the same size. The results of our studies fundamentally change how the traditional magnetic field-temperature phase diagram is viewed in the presence of holes by investigating the delicate balance between vortex-vortex, vortex-boundary, and confinement within a finite system in determining the effective vortex distribution. In addition, this work was carried out under a strong assumption on the relationship between the hole radius, r, and average distance between holes, ε; namely, r = e −γ/ε 2 . It remains to study the corresponding effect on the vortex distribution if there is a different relationship such as r = e −γ/ε and this may be the subject of future work. 
