Abstract. In this paper, we study the high-dimensional Hausdorff operators, defined via a general linear mapping A, and their commutators on the weighted Morrey spaces in the setting of the Heisenberg group. Particularly, under some assumption on the mapping A, we establish their sharp boundedness on the power weighted Morrey spaces.
Introduction.
Let R n be the Euclidean space of dimension n. Lerner and Liflyand in [18] In the definition of H Φ,A (f ), for simplicity, one may always assume that functions f initially lie in the Schwartz space S. After we establish the boundedness of H Φ,A (f ) for f ∈ S on a normed (or quasi-normed) space X, we can use a standard dense argument together with the Hahn-Banach theorem to easily extend the boundedness of H Φ,A to the whole space X. For the Lebesgue space L p (p ≥ 1) and the Hardy space H 1 , the boundedness of H Φ (even H Φ,A ) are well established (see [4, 7, 19, 20, 23, 24, 27, 30, 35] ). Besides spaces L p and H 1 , the boundedness of H Φ on other function spaces was recently also studied by many authors (see, for instance, [5, 15, 22, 26, 31, 32, 36, 37] and the references therein).
Here, we recommend two recent survey papers [6] and [21] for understanding further the background and historical development of this research topic. Particularly, it is notable that many well known operators in analysis can be derived from the Hausdorff operator if one chooses suitable generating functions Φ [6] . This paper is aimed to study the Hausdorff operator on Morrey spaces. The classical Morrey spaces introduced by Morrey [28] are a useful work frame in the study of the existence and regularity of partial differential equations. It has been obtained that many properties of solutions to partial differential equations are concerned with the boundedness of some operators on Morrey type spaces. Therefore, in recent years there has been an explosion of interest on the boundedness of operators in Morrey type spaces. For this information, one can refer to [1, 3, 9] and references therein. On the other hand, Chiarenza and Frasca [8] established the boundedness of the Hardy-Littlewood maximal operator, of the fractional integral operator, and of the singular integral operator on Morrey spaces. Subsequently, Komori and Shirai [17] extended the results of [8] to the weighted Morrey spaces. Alvarez, Lakey and Guzḿan-Partida [2] studied the central Morrey spaces.
Inspired by above mentioned research, the purpose of this paper is to study the boundedness of Hausdorff operator, as well as its commutator, on the weighted central Morrey spaces in the setting of the Heisenberg groupL p,λ (H n ; w) (see next section for the definition). We remark that the Hausdorff operator is a linear operator, while we can view its commutator as a bilinear operator (see Definition 1.1).
The Heisenberg group H n is a non-commutative nilpotent Lie group, with the underlying manifold R 2n × R and the group law
The geometric motions on the Heisenberg group H n are quite different from those on R n due to the loss of interchangeability. On the other hand we find that H n inherits some basic structures of R n . These inheritances are good enough for us to study the Hausdorff operator on H n . Also, since the Heisenberg group plays significant roles in many math branches such as representation theory, several complex analysis, harmonic analysis, partial deferential equations and quantum mechanics (see [12, 34] for more details), an extension of Hausdorff operator to the Heisenberg group seems interesting and encouraging.
By the definition, the identity element on H n is 0 ∈ R 2n+1 , while the inverse element of x is −x. The corresponding Lie algebra is generated by the left-invariant vector fields:
The only non-trivial commutator relations are
H n is a homogeneous group in the sense of Folland and Stein [10] with dilations
The Haar measure on H n coincides with the usual Lebesgue measure on R 2n × R. We denote the measure of any measurable set E ⊂ H n by |E|. It is easy to check that
In the above, Q = 2n + 2 is the homogeneous dimension of H n .
The Heisenberg distance
is derived from the norm
, where x = (x 1 , x 2 , · · · , x 2n , x 2n+1 ). This distance d is left-invariant in the sense that d(p, q) remains unchanged when p and q are both left-translated by some fixed vector on H n . Furthermore, d satisfies the triangular inequality (p. 320 in [16] )
For r > 0 and x ∈ H n , the ball and sphere with center x and radius r on H n are given by
and
respectively. We know that
where
is the volume of the unit ball B(0, 1) on H n . The area of S(0, 1) on H n is ω Q = QΩ Q . For more details about the Heisenberg group one can refer to [10] . Now we provide the definition of Hausdorff operators and their commutators on the Heisenberg group in the following. Definition 1.1. Let Φ be a locally integrable function on H n . The Hausdorff operators on H n are defined by
where A(y) is a matrix-valued function and det A(y) = 0 almost everywhere in the support of Φ.
If b ∈ L loc (H n ), The commutator of Hausdorff operator is defined by
In the above definition, we note that H Φ,A = H Φ if we choose a special matrix A. For a matrix M , we will use the norm M = sup x∈H n , x =0 |M x| h /|x| h . By Lemma 3.1 in [33] ,
where M is any invertible (2n + 1) × (2n + 1) matrix. Define
It is not difficult to see that the commutator can be rewritten by
Φ,A f. Here and throughout this paper, we use the notation A B to denote that there is a constant C > 0 independent of all essential values and variables such that A ≤ CB. We use the notation A ≃ B, if there exists a positive constant C independent of all essential values and variables, such that C −1 B ≤ A ≤ CB. Also, the class A p denotes the set of all A p weights whose definition can be found in the next section.
Now we are in a position to state our results.
Suppose that w ∈ A q with the critical index r w for the reverse Hölder condition. If p 1 > p 2 qr w /(r w − 1), then we have that, for any 1 < δ < r w ,
Suppose that w ∈ A q with the critical index r w for the reverse Hölder condition. If 1/p > (1/p 1 + 1/p 2 )qr w /(r w − 1) and q ≤ p 2 , then we have that, for any 1 < δ < r w ,
When the weight is reduced to the power function, we have the following enhanced results.
, where
(ii) If 0 < α < ∞ and p 2 > (Q + α)/Q, then we have that
Especially, if A −1 (y) and A(y) −1 are comparable, the following sharp results hold Theorem 1.5. Let 1 ≤ p < ∞, −1/p ≤ λ < 0, −Q < α < ∞ and Φ be a nonnegative function. Suppose that there is a constant C 0 independent of y such that
Suppose that Φ is a nonnegative function and there is a constant C 0 independent of y such that
) and (1.3) holds, then we have the following conclusions.
(
Finally in this section, we want to make a few remarks about our main theorems.
If there is a constant C ≥ 1 independent of y such that M (y) ≤ Cm(y), then it is easy to check that A(y) satisfies the assumptions of Theorem 1.5 and Theorem 1.6.
Remark 1.8. By checking the proof of necessity of Theorem 1.6, we find that the necessary condition in (ii) with C 0 = 1 and in (i) are also true without the assumption (1.3). Therefore, comparing with Theorem 1.4 and Theorem 1.6, we raise the following two questions.
(i) Do the statements also hold for λ = −1/p 1 in Theorem 1.6?
In the second section, we will introduce some necessary notation and definitions, as well as some known results to be used later in the paper. We will prove the main theorems in Section 3.
Notation and Definitions
We first recall some standard definitions and notation. The theory of A p weight was first introduced by Muckenhoupt in the Euclidean spaces for studying the weighted L p boundedness of Hardy-Littlewood maximal functions in [29] . For A p weights on the Heisenberg group one can refer to [11, 13] . A weight is a nonnegative, locally integrable function on H n . Definition 2.1. Let 1 < p < ∞. We say that a weight w ∈ A p (H n ) if there exists a constant C such that for all balls B,
We say that a weight w ∈ A 1 (H n ) if there is a constant C such that for all balls B,
Following proofs of Propositions 1.4.1, 1.4.2 in [25] together with the reverse Hölder inequality on the Heisenberg group [13] , we have the following results.
(ii) If w ∈ A p (H n ), 1 < p < ∞, then there is an ε > 0 such that p−ε > 1 and w ∈ A p−ε (H n ).
A close relation to A ∞ (H n ) is the reverse Hölder condition. If there exist r > 1 and a fixed constant C such that
for all balls B ⊂ H n , we then say that w satisfies the reverse Hölder condition of order r and write w ∈ RH r (H n ). According to Theorem 19 and Corollary 21 in [14] , w ∈ A ∞ (H n ) if and only if there exists some r > 1 such that w ∈ RH r (H n ). Moreover, if w ∈ RH r (H n ), r > 1, then w ∈ RH r+ǫ (H n ) for some ǫ > 0. We thus write r w ≡ sup{r > 1 : w ∈ RH r (H n )} to denote the critical index of w for the reverse Hölder condition.
An important example of A p (H n ) weight is the power function |x| α h . By the similar proofs of Propositions 1.4.3 and 1.4.4 in [25] , we obtain the following properties of power weights.
where (Q + α)/Q is the critical index of |x| α h . For any w ∈ A ∞ (H n ) and any Lebesgue measurable set E, write w(E) = E w(x)dx. We have the following standard characterization of A p weights (see [33] ).
for any measurable subset E of a ball B. Especially, for any λ > 1,
Given a weight function w on H n , for any measurable set E ⊂ H n , as usual we denote by L p (E; w) the weighted Lebesgue space of all functions satisfying
Definition 2.2. Let 1 ≤ p < ∞, −1/p ≤ λ < 0 and w be a weight on H n . A function f ∈ L p loc (H n ; w) is said to belong to the weighted central Morrey spacesL p,λ (H n ; w) if f Lp,λ (H n ;w) = sup
When λ = −1/p, thenL p,λ (H n ; w) = L p (H n ; w). If w ≡ 1, one can easily check thaṫ L p,λ (H n ) reduces to 0 when λ < −1/p. Definition 2.3. Let 1 ≤ p < ∞ and w be a weight on H n . A function f ∈ L p loc (H n ; w) is said to be in the weighted central BMO spaces CM O p (H n ; w) if
where f B = B(0,r) f (x)dx/|B(0, r)|.
The spaces CM O p (H n ; w) are quasi-Banach spaces. When 1 < p < ∞, then CM O p (H n ; w) are Banach spaces after identifying the functions that differ by a constant almost everywhere. Hölder's inequality shows that CM O p 1 (H n ; w) ⊂ CM O p 2 (H n ; w) if 1 ≤ p 2 < p 1 < ∞. If w ≡ 1, we denote the central BMO spaces by CM O p (H n ) and we can see that
Proof of The Theorems
In this section, we use tB(0, r) to denote B(0, tr) for any central ball B(0, r) in H n and any t > 0. For a (2n + 1) × (2n + 1) matrix M , we denote M B(0, r) the set {z ∈ H n | z = M x, x ∈ B(0, r)}.
Proof of Theorem 1.1. By the definition and the Minkowski inequality,
Since p 1 > p 2 qr w /(r w −1) = p 2 qr ′ w , there is 1 < γ < r w such that p 1 /q = p 2 γ ′ = p 2 γ/(γ −1). In view of the Hölder inequality and the reverse Hölder condition, we obtain that
Proposition 2.4 and (1.2) show that
Therefore, we infer from (3.1) and (3.2) that 
Thus we complete the proof of Theorem 1.1 by (3.3)-(3.5).
Proof of Theorem 1.2. By the definition,
Hölder's inequality and Theorem 1.1 show that By the similar argument as Theorem 1.1, we have, for any 1 < δ < r w ,
A(y)
Qλq , A(y) ≤ 1. Since for any k ∈ Z, Proposition 2.4 implies that 11) where the third inequality is achieved by Hölder's inequality and q ≤ p 2 . On the other hand,
Then, it follows from (3.9)-(3.12) that, for A(y) > 1,
Similar to the proceeding argument, for A(y) ≤ 1,
Therefore (3.8), (3.13) and (3.14) yield that
Now we turn to estimate the term III. Using the Minkowski inequality again,
On the other hand, since 1
It follows from Proposition 2.4 and q ≤ p 2 that 1 w (B(0, r) 
Since 1/p 5 > qr ′ w /p 2 , there exists 1 < β < r w such that 1/p 5 = qβ ′ /p 2 = qβ/ (p 2 (β − 1)). Due to the Hölder inequality and the reverse Hölder condition, we have
This proves the theorem.
3.4. Proof of Theorem 1.4. According to the same argument as Theorem 1.2, we have
here I, II, III are the same as in (3.6).
We first consider the case that 0 < α < ∞. The Hölder inequality and Theorem 1.3 show that
By the Minkowski inequality and Hölder's inequality again,
where the last inequality is achieved by a similar argument as in the proof of Theorem 1.3. A similar discussion as in (3.9)-(3.14) shows that
where p 2 > (Q + α)/Q. Then we infer from (3.23) and (3.24) that
It is not difficult to check that (0,r) ;w) dy, and for any r > 0,
On the other hand, the Minkowski inequality and Proposition 2.4 imply that
We infer from (3.26), (3.27) and (1.2) that
Thus we complete the proof of the case 0 < α < ∞ by (3.22) , (3.25) and (3.28).
Next we consider the case that −Q < α ≤ 0. By the previously used argument, we have ln |x| h dx = ln r − 1/Q, which implies that
Therefore,
Let f * (x) = |x| (ii) Let b(x) = ln (1/|x| h ). Then b ∈ CM O p 2 (H n ; | · | α h ) and b CM O p 2 (H n ;|·| α h ) = b * CM O p 2 (H n ;|·| α h ) , where b * is as in (i). Without loss of generality, we assume that the constant C 0 > 1, since the case of C 0 = 1 is easier to deal with. Taking f * be as in (i), we have Using (1.3) again, we finish the proof of Theorem 1.6.
