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Abstract—Appropriate modeling of a surveillance scene is
essential for detection of anomalies in road traffic. Learning
usual paths can provide valuable insight into road traffic con-
ditions and thus can help in identifying unusual routes taken
by commuters/vehicles. If usual traffic paths are learned in a
nonparametric way, manual interventions in road marking road
can be avoided. In this paper, we propose an unsupervised
and nonparametric method to learn frequently used paths from
the tracks of moving objects in Θ(kn) time, where k denotes
the number of paths and n represents the number of tracks.
In the proposed method, temporal dependencies of the moving
objects are considered to make the clustering meaningful using
Temporally Incremental Gravity Model (TIGM). In addition, the
distance-based scene learning makes it intuitive to estimate the
model parameters. Further, we have extended TIGM hierarchi-
cally as Dynamically Evolving Model (DEM) to represent notable
traffic dynamics of a scene. Experimental validation reveals that
the proposed method can learn a scene quickly without prior
knowledge about the number of paths (k). We have compared
the results with various state-of-the-art methods. We have also
highlighted the advantages of the proposed method over exist-
ing techniques popularly used for designing traffic monitoring
applications. It can be used for administrative decision making
to control traffic at junctions or crowded places and generate
alarm signals, if necessary.
Index Terms—Dirichlet process mixture model, Gibbs sam-
pling, Bayesian inference, Incremental trajectory clustering, In-
telligent transportation system, Nonparametric model, Unsuper-
vised learning.
I. INTRODUCTION
IN the event of increasing volume of traffic on roads, it isdifficult for human operators to monitor and understand the
behavior of moving objects in real-time. Developing computer
vision-guided Intelligent transportation systems (ITS) can help
the administration to learn the traffic behavior efficiently.
If the parameters of the model representing the scene can
be learned, traffic behavior analysis is possible with such
knowledge [39, 40]. With the widespread use of surveillance
cameras, traffic video feeds are becoming useful sources to
understand the scene. Moreover, due to rapid advances in
machine learning algorithms, it is now possible to infer hidden
patterns using unsupervised learning techniques [7, 15]. A
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large segment of the existing unsupervised learning techniques
requires the number of possible patterns to be specified apri-
ori [40]. However, nonparametric modeling of data is one of
the key features when the number of hidden patterns are not
known in advance.
Learning normal trajectory patterns is a key to understand
the traffic behavior. Traffic situations such as congestion,
illegal stoppages of vehicles, reverse driving, crashes, lane
breaking, illegal U-turns, pedestrian movement on road can
be categorized as anomaly [39] depending on the context and
application. It is possible to distinguish between normal and
abnormal patterns if the parameters of the model representing
normal events can be learned. Moreover, traffic behavior may
change over time during the course of the day. Hence the
model representing the scene dynamics needs to be adaptive.
Ideally, a traffic analysis framework is expected to learn the
parameters of the model in an unsupervised and nonparametric
way. Therefore, such a framework has been proposed. It
is based on a modified Dirichlet Process Mixture Model
(DPMM). Sequential dependencies among the trajectories
have been utilized in the proposed method that are typically
ignored by the traditional clustering schemes [9, 13]. This has
helped to achieve better performance without compromising
the accuracy. The proposed model referred to as TIGM is
extended in the time domain as DEM to understand the dynam-
ics of different traffic paths. This can help the authorities to
understand how the traffic changes over time in order to devise
better transportation strategies. Knowledge about the traffic
volume can also help the authorities to do efficient monitoring,
congestion management, traffic flow analysis, traffic signal
management, traffic planning for road construction, etc.
A. Related Work
Trajectory learning and classification are two important
components of video analytic methods. Trajectory-based meth-
ods have been used for flow analysis [20], classification [4,
31], activity recognition [32], interaction analysis [11], abnor-
mal object detection [8], and object classification and track-
ing [26]. The aforementioned research work use supervised
approaches, where labeled data are required. Unsupervised
approaches have been used for vehicle behavior understand-
ing [29], trajectory classification [3], trajectory clustering
[7, 15, 28, 33], etc. These methods employ unlabeled data
to cluster similar trajectories and use clustered data to train
the models for classification. Incremental clustering has been
used in trajectory modeling [15] and anomaly detection [35],
where the data is processed sequentially.
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Typically, trajectory learning methods use extracted trajec-
tory features for clustering. Mean shift is used in [33] and [2]
with Discrete Wavelet Transform (DWT) coefficients and
multi-feature vector, respectively. Particle swarm optimization-
based clustering of [17] with Dynamic Time Wrapping (DTW)
uses all the trajectory points. The work proposed in [42] per-
forms trajectory clustering employing instantaneous position
as observation and trajectory as a mixture of topics to extract
semantic regions within a scene.
The work presented in [15] performs trajectory cluster-
ing using Time-Sensitive Dirichlet Process Mixture Model
(tDPMM) [48]. The authors of [43] have used adaptive multi-
kernel-based estimation together with K-means to produce
accurate clusters. The work in [12] uses DPMM [36] to extract
repeating patterns (Motifs) and their occurrence time.
A learned model representing trajectory patterns can be
used for different purposes. It can be used for abnormal-
ity detection [18, 22, 35], or classification and abnormality
detection together [8, 20]. Trajectory retrieval [5, 15] is
another possible application. The learned models can be used
for online classification and abnormality detection even with
partially observed tracks. The problem has been addressed
in [4, 8, 20]. Recently, Deep Neural Network (DNN)-based
research has gained significant momentum. UAV-based traffic
flow monitoring presented in [44] uses deep learning for object
detection and recognition. Deep learning has been used for
traffic flow prediction using the data from loop detectors
[25]. Multi-sensor user data have been used for traffic flow
forecasting [45]. In [41], traffic speed has been predicted with
the help of DNN using Global Position System (GPS) data of
vehicles.
B. Motivation and Research Contributions
(a) Tracks from QML dataset (b) Start/End point distribution
Fig. 1. (a) Shows the tracks of objects in a typical traffic scene taken from
QML dataset. (b) Represents the start (blue) and end points (green) of the
tracks.
The distributions of start and end points of tracks depicted in
Fig. 1 reveal that the tracks can be grouped using their spatial
closeness. If the likelihood function can model the points
in close proximity as a cluster, a nonparametric grouping of
tracks can be done. Conventional DPMM, as expressed in (1 -
4) can be a good model for nonparametric modeling of data.
zi|pi ∼ Discrete(pi) (1)
xi|zi, θk ∼ F (θzi) (2)
pi = (pi1, · · · , piK)|α ∼ Dirichlet(α/K, · · · , α/K) (3)
θk|H ∼ H (4)
Here, xi is a random variable representing the data and zi
corresponds to the latent variable representing cluster labels,
where i = 1 · · ·N with N being the number of data points.
zi takes one of the values from k = 1 · · ·K, where K is
the number of clusters. pi = (pi1, · · · , piK), referred to as
mixing proportion, is a vector of length K representing the
probabilities of zi to be k. θk is the parameter of cluster k
and F (θzi) denotes the distribution defined by θzi . α denotes
the concentration parameter and its value decides the number
of clusters formed. Initially, zi is picked from a Discrete
distribution given in (1). Next, the data points are generated
from a distribution parameterized by θzi , as given in (2). Here,
pi is derived from a Dirichlet distribution as given in (3) and
θk is derived from the distribution H of priors as represented
in (4). The model [21] is graphically presented in Fig. 2(a). In
[37], a method has been proposed to express the concentration
parameter (α) in terms of distance using the deterministic
relation α = e−β , where β is referred to as the concentration
radius.
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(b) Modified DPMM
Fig. 2. (a) A conventional Dirichlet Process Mixture Model (DPMM). (b)
Modified DPMM using parameter β.
However, the modified DPMM as shown in Fig. 2(b) cannot
be directly used for representing trajectory data as timing
information is not considered in this model. In the proposed
scheme, temporal correlations of data points are considered
rather than representing the trajectories as a collection of
unrelated data. Moreover, as the concentration parameter is
represented in terms of a distance function, it can provide
an intuition on how to choose α for learning the model
parameters representing the dynamics of a traffic scene. It has
been observed that a single iteration of Gibbs sampling [34] is
sufficient to associate tracks to clusters by learning the most
frequently used paths in a given scene. In the proposed DEM,
the learned parameters change temporally, thus allowing us to
detect unusual events without revisiting the whole data points,
unlike other statistical methods [9, 13, 19].
Categorization of events as normal can be highly contextual
and it has some relation with time. For example, during
busy traffic, the speed of a vehicle can be reasonably slow.
If a person drives significantly faster as compared to other
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vehicles, it can be termed abnormal. However, in sparse traffic,
similar speed can be termed as normal. This is referred to
as the scene dynamics and it has been diligently addressed
in the proposed model. Another important characteristic is
the temporal aspect, i.e., objects moving close to each other
around the same time have similar temporal correlations. This
can be understood from the following example. Vehicles at the
front of the queue start moving followed by the vehicles behind
when the signal turns green. Moreover, there is a temporal
relation between entry and exit events of the objects. These
aspects are considered in the proposed clustering, unlike other
nonparametric, unsupervised methods such as DBSCAN [13]
or mean shift [9].
The main objective of this paper is to understand the spatio-
temporal characteristics of the usual patterns from the moving
object trajectories. This can be a building block for traffic
behavior analysis. While accomplishing the above objective,
the following contributions have been made in this paper:
(i) A DPMM guided model that is referred to as Temporally
Incremental Gravity Model (TIGM) and an inference
scheme to create spatio-temporal clusters using condi-
tional dependencies among the trajectories have been
proposed.
(ii) As typical DPMM clustering depends on the concentra-
tion parameter (α) that is difficult to estimate, a method
to represent α using a distance-based measure has been
proposed.
(iii) A model namely, Dynamically Evolving Model (DEM)
that reflects the variations in the scene parameters has
been proposed by temporally extending the TIGM.
(iv) Moreover, how the proposed DEM can be used to design
traffic analysis frameworks has been presented.
Rest of the paper is organized as follows. In Section II,
rationale for building the proposed methodology is discussed.
In Section III, we discuss experimental setup, datasets and
parameters. In addition, we analyze and summarize the results.
In Section IV, we discuss other relevant methods compared to
the proposed method. We have also discussed a few limitations
of the proposed methods. Section V concludes our work with
peek into the future directions.
II. PROPOSED METHODOLOGY
At first, we discuss the terminologies used in the paper. The
terms observation and data are used interchangeably. Here,
they represent the tracks or trajectories. Similarly, we refer
cluster or topic to denote distribution of data and is represented
by a label. They indicate most frequently used paths. A
model is used to represent a real-world phenomenon. We use
graphical model [21] for representing the mixture models. A
graphical model represents the generative model of the data.
A parametric model has a fixed number of parameters, while
the number of parameters grows with the amount of training
data used to construct the nonparametric models. We follow
an unsupervised method for learning a scene and our model
is nonparametric. This characteristic is essential to understand
the scene dynamics, which is defined later.
A. Temporally Incremental Gravity Model (TIGM)
The following assumptions have been applied to the pro-
posed traffic analysis framework:
(i) The start or end points of the objects in motion constitute
a statistical distribution of data in 2D.
(ii) If tracks are clustered based on the proximity, frequently
used paths can be found.
To start with, the inference process used in TIGM is discussed.
Here, xi represents ith trajectory and zi the corresponding
cluster label. The goal is to find zi for all tracks. zi corresponds
to the cluster label k ∈ {1 · · ·K}. xi is associated with a clus-
ter of unknown distribution parameterized by θk = {µk,Σk}.
Here, µk and Σk represent the mean and covariance of the
distribution, respectively.
The inference method can be expressed using (5-6) [34],
where ()−i corresponds to the parameters excluding the ith
data. Here, (5) represents the probability of an observation
forming a new cluster and (6) represents the probability of
an observation belonging to one of the K existing clusters.
F (xi|θk) corresponds to the likelihood of xi in θk. K = 0,
when no observation is present. n−i denotes the number of
observations for which labels are already assigned, excluding
xi. α represents the concentration parameter of the Dirichlet
distribution. These equations define the posterior probability
in terms of likelihood and the prior. In other words, the
probability of an observation belonging to a cluster k (given
other parameters) is proportional to the probability of the
observation being generated from the cluster k multiplied by
the proportion of the observations present in k as given below.
p(zi = K+1|z−i, xi, θk−i , α) ∝ F (xi|θK+1)×
α
n−i + α
(5)
p(zi = k|z−i, xi, θk−i , α) ∝ F (xi|θk)×
nk−i
n−i + α
(6)
The likelihood function needs to be selected in such a way that
the probability of observation to be associated with a cluster
increases when the observation is nearer to the cluster mean.
The association probability gradually reduces as the observa-
tion moves away from the cluster mean. The exponential decay
function e−x follows the above characteristics [37]. Here, x
represents the distance of xi from µk. The inference equation
can be written as (7). k = K + 1 denotes the probability
of the observation forming a new cluster and the later part
signifies the probability of xi belonging to one of the K
existing clusters.
p(zi = k|z−i, xi, θk−i , α) ∝
{
e−x × αn−i+α , if k = K + 1;
e−x × nk−in−i+α , otherwise.
(7)
When an observation forms a new cluster, the likelihood
function gets reduced to e−x = 1 since the distance of an
observation to itself is 0. The inference equation can be further
simplified to (8) by removing the proportionality symbol and
the common denominator n−i + α, where b is a normalization
constant and α = e−β . β is referred to as the concentration
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radius. This inference process is derived without assuming
K →∞, unlike [16, 34, 36].
p(zi = k|z−i, xi, θk−i , β) =
{
b× e−β , if k = K + 1;
b× e−x × nk−i , otherwise.
(8)
The above equation is the key to find the value of the
concentration parameter (α) as β can be expressed in terms
of distance from the center to a point at the periphery of the
distribution. If an observation creates a new cluster, it has
to be at an infinitesimal distance (δx) higher than that of
the distribution’s periphery from the mean (x = max). This
implies, e−β = e−(max+δx)×nk−i . Therefore, the value of β
can be estimated using (9).
β = (max+ δx)− ln(nk−i). (9)
It may be observed that δx can be ignored since δx<<max.
Also, ln(nk−i) ≈ ln(nk), yields β = max − ln(nk). Once
the initial clustering is done using an approximate max
corresponding to the radius of the data distribution, the actual
max can be obtained with some fine-tuning of nk. Thus, a
better clustering result can be obtained.
The distance (x) can be chosen as Euclidean distance,
Mahalanobis distance, dynamic time warping (DTW) [6], etc.
Here, Euclidean distance has been used though Mahalanobis
can also approximate elliptical distributions. This has been
done intentionally to limit the distribution variance in XY
plane. However, depending on the features and applications, a
suitable distance measure can be used. To simplify the model,
a fixed β has been used, though different distributions may
have varying spreads. Hence the posterior probabilities are
learned, not the likelihood function. The model is represented
graphically in Fig. 3(a).
The model is referred to as Temporally Incremental Gravity
Model (TIGM) for the following reasons: (i) The clusters are
able to attract more observations from the neighborhood. This
is not only due to the spatial proximity but also for incremental
temporal order. Thus, clustering does not strictly become
bounded by the distance. The gravitational strength (a large
group of closely appearing observations attracts more nearby
observations) increases when more observations are added to
the cluster. In order to illustrate this idea, consider a list of
points equally apart over a straight line segment as shown
in Fig. 3(b). The mean of the data points will shift down if
the data points are sampled incrementally from top to bottom.
If a decision is made to cluster the points strictly based on a
radius of half the length of the line segment, it may form more
than one clusters depending on the order of samples being
drawn. If done incrementally, it will form exactly one cluster.
Moreover, even if a radius less than half the line segment is
considered, the model can form a single cluster as mixing
proportion factor attracts more observations to the cluster.
As explained earlier, when a signal turns green at a traffic
junction, vehicles at the beginning usually move earlier. Unless
front vehicles move, vehicles behind cannot move. This is
the rationale behind modeling the conditional dependencies in
TIGM. It means clustering based on the temporal order of ar-
rival can yield the best results as observation dependencies are
k H
x
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(a) TIGM
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(b) TIGM Illustration
Fig. 3. (a) Temporally Incremental Gravity Model (TIGM). Here, the dashed
line represents the deterministic relation, α = e−β . (b) A depiction of TIGM
using data points in a straight line. If the sampling starts from top to bottom
(x1 to x17), though the concentration radius does not fit all the points,
they will be grouped into one cluster due to the strength parameter (nk).
If sampling starts randomly, it may form clusters with centers at x1, x9, and
x17. This aspect is represented in TIGM through conditional dependencies
from xi−1 to xi.
included in the computation. In typical statistical approaches,
where all observations are considered for clustering, multiple
iterations of sampling may be required to achieve similar
clustering results. (ii) Temporal information is maintained as
the inference is done in an incremental fashion. This model is
different from DPMM as both temporal correlation between
the observations and corresponding latent variables using the
conditional dependence are represented within the model. The
generative process can be represented using (10-13).
zi|pi, zi−1 ∼ Discrete(pi) (10)
xi|zi, xi−1, θk ∼ F (θzi) (11)
pi|e−β ∼ Dirichlet(e−β/K, · · · , e−β/K) (12)
θk|H ∼ H (13)
B. Dynamically Evolving Model (DEM)
TIGM cannot estimate traffic trend of a scene across dif-
ferent time segment as scene dynamics is not included in
the model. The model is extended to reflect the temporal
characteristics of a scene. Before proceeding further, scene
dynamics needs to be quantified. It is denoted by Φt and
defined as the parameter vector of length Kt such that
Φt =< Φt1, · · · ,ΦtKt >. Here, Φtk represents cluster dynamics
in the tth temporal time segment of duration ∆t for the cluster
kt. It is defined as Φtk =< µ
t
k,Σ
t
k, n
t
k >, where µ
t
k denotes
the mean of the cluster kt, Σtk denotes its covariance and n
t
k
denotes the number of observations in cluster kt. The model
becomes complete with the following additional assumptions:
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Fig. 4. Dynamically Evolving Model (DEM) depicting how clustering can
vary temporally. The dashed line represents the deterministic relation, α =
e−β .
(i) When data is captured using a static camera, the cluster
statistics do not change significantly in short duration.
(ii) For longer intervals, the traffic characteristics can be
significantly different and clustering over longer windows
can be meaningful for real-time monitoring systems.
(iii) If time segment is fixed and clustering is done with prior
information about the learned cluster, semi-supervised
learning can be used for clustering and classification of
the trajectories in subsequent temporal segments.
Based on the above assumptions, new trajectories can be added
and old trajectories that are not in the time segment, can be
removed from the cluster during learning. If Gibbs sampling
is performed using θt−1k as a prior for the t
th frame, cluster
labels can be maintained between consecutive frames. The
inference can be realized using (14) with exactly one iteration
of the Gibbs sampling. The rationale behind using a single
iteration is to ensure that the temporal aspects are not lost
during clustering. If re-sampling is done at known intervals,
stabilization of scene dynamics can be achieved. Here, z∗−i
is different from the z−i discussed earlier. It represents the
set of all cluster assignments except for xti so as to exclude
the observations and corresponding cluster assignments before
t− 1. θ∗k−i is the parameter representing the distribution
corresponding to cluster kt by excluding observation xti. Here,
µ∗−i is the mean of θ
∗
k−i distribution. n
∗
k−i denotes the number
of observations in θ∗k−i and b is the normalization constant.
Thus,
p(zti = k|z∗−i, xti, θ∗k−i , β) =
{
b× e−β , if k = K + 1;
b× e−x × nk∗−i , otherwise.
(14)
The proposed model is shown in Fig. 4. It can be represented
using (15-18). Here, xti (i = 1 · · ·Nt) corresponds to the
observation at t excluding the observations before t−1 and zti
(i = 1 · · ·Nt) corresponds to the latent variable representing
cluster labels, taking one of the values from k = 1 · · ·Kt. Nt
is the number of observations and Kt is the number of clusters
at t. pit is a vector of length Kt. pitk = (pi
t
1, · · · , pitK) represents
the mixing proportion of observations among the clusters.
θtk is the parameter of the k
th cluster and F (θzti ) denotes
the distribution defined by θtk. Initially, z
t
i is picked from a
Discrete distribution given in (15). The data is then generated
from a distribution parameterized by θtzi as given in (16),
where pit is derived from a Dirichlet distribution as given in
(17). θtk is derived from another distribution H of prior as
represented in (18). The model is different from the original
TIGM shown in Fig. 3. Here, θtk → θt−1k and pit → pit−1. This
is meaningful as the distributions do not change significantly
within short intervals. For example, vehicle density usually
does not vary significantly within short interval (in a span of
4-5 minutes) during peak hours. Thus, there is a conditional
dependence of both θk and pi in between successive time slots.
zti |pit, zti−1 ∼ Discrete(pit) (15)
xti|zti , xti−1, θtk ∼ F (θzti ) (16)
pit|e−β , pit−1 ∼ Dirichlet(e−β/Kt, · · · , e−β/Kt) (17)
θtk|H, θt−1k ∼ H (18)
The inference method for cluster assignment uses Gibbs
Algorithm 1 Dynamically Evolving Model (DEM)
Input: Input video, β, Duration of time segment (∆t)
Output: Motifs
1: K = 0; time = 0; prevtime = 0;
2: Start a cyclic timer of duration ∆t for updating time;
3: frame = Next Frame;
4: for !Empty (frame) do
5: Track the objects from previous frame;
6: Create xi for completed tracks;
7: for each newly created xi do
8: Find zi using (14);
9: end for
10: if (time >= prevtime+ 1) then
11: un-assign xi arrived before prevtime;
12: Resample and find zi using (14);
13: Display the frame with cluster labels;
14: prevtime = time;
15: end if
16: frame = Next Frame;
17: end for
sampling [34]. The process is described in Algorithm 1.
Here, xi can be < xstart, ystart, xend, yend, tdur >, where
< xstart, ystart > and < xend, yend > represent start and
end positions and tdur represents the duration of the track.
The rationale for using only these features (start and end
points and trajectory duration) is, a majority of the vehicles
follow typical patterns while moving on roads. Therefore,
those following similar patterns will be closely distributed in
a multi-dimensional space. Also, xi can be < xstart, ystart >,
< xend, yend >, and a combination of both. Then, it can be
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used to find the tracks originating from and/or ending at a
particular region.
III. EXPERIMENTAL RESULTS
A. Experimental Setup and Datasets
OpenCV has been used to implement the proposed frame-
work. Experiments have been carried out on four publicly
available traffic video datasets, namely UCF [1], QML [23],
MIT [42], and Grand Central Station, New York (GCS) [47].
UCF is a traffic junction video of one-minute duration captured
from the top of a building covering the vehicle movements
across different roadways of a complex junction. QML is a
video dataset of approximately 50 minutes duration of a busy
traffic junction showing vehicles and pedestrian movements
with a few anomalies. The trajectories are extracted using
context tracker [10]. For TIGM experiments on QML, the
trajectories of first 10 minutes duration have been used.
MIT dataset contains trajectories of moving vehicles inside a
parking area captured from the top of a nearby building. GCS
is a trajectory dataset containing the tracks of human move-
ments inside an underground metro station, namely Grand
Central Station, New York. TIGM experiments on the datasets
UCF, QML, MIT, and GCS are carried out using 76, 146,
449, and 3500 trajectories, respectively. DEM experiments on
QML dataset have been conducted by extracting around 16K
trajectories using the method present in [46].
B. TIGM Parameter (β) Variation
Deciding a suitable β for clustering is intuitive for a
particular scene. Our analysis reveals that for start/end points-
based clustering, an initial max value can be an approximate
radius in the X-Y plane corresponding to the start/end point
distribution. Choosing a suitable value of max has significant
influence in clustering, as ln(nk) is smaller as compared
to max. Refinement has been done using the term ln(nk)
depending on the number of trajectories in the clusters. For
higher dimensions, initial max value is set as two times (with
additional two dimensions) or three times (with additional
three dimensions) the refined β value that has been obtained
using the previous step. Further refining can be done similar
to the method applied for lower dimensions.
As the concentration parameter (α) is represented in terms
of concentration radius (β), it is important to understand how
β variation influences the clustering results. The results shown
in Fig. 5 suggest that there is an inverse relation between β
and the number of clusters formed. However, the relation is
more intuitive as compared to that of the relation between α
and the number of clusters. The α is difficult to estimate as
its value is typically less than 10−20.
C. TIGM Experiments and Analysis
The experiments on three datasets, namely QML, UCF, and
GCS reveal, temporal correlation of the trajectories is more
important than the convergence of model parameters for con-
tinuous monitoring applications. To illustrate this, start point-
based clustering has been applied on the QML dataset. The
(a)
(b)
(c)
(d)
Fig. 5. Depiction of how β influences the number of clusters formed. (a) Plot
of β vs. number of clusters. It also shows approximate α values for some β.
(b - d) The clustered trajectories for three different β values.
(a) TIGM (b) TIGM converged (c) cluster 9
(d) Converged cluster 12 (e) Converged cluster 2 (f) Track 38
Fig. 6. Comparisons of trajectory clustering using start points based on
convergence. (a) Clusters formed with single iteration using TIGM. (b)
Clusters after convergence of model parameters using TIGM. (c) Cluster 9
using TIGM. (d) Cluster 12 using TIGM with convergence. (e) Cluster 2
using TIGM with convergence. (f) Cluster 6 using TIGM with convergence
containing only Track 38.
Fig. 7. Depiction of the convergence process for three datasets. Y-axis shows
normalized cumulative distance of mean from the origin. QML uses start
point-based clustering, while in UCF and GCS, all features have been used.
results of TIGM without and with convergence are presented
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in Figs. 6 (a) and (b), respectively. It reveals, some tracks of
cluster 9 form a new cluster (12) with convergence as shown
in Fig. 6 (d). Similarly, track 38 becomes part of a new cluster
6. Though such a grouping can be accepted due to the high
spatial distance of track 38 from cluster 2, tracks of cluster
12 are ideally expected to belong to cluster 9. Such incorrect
clustering happens due to the loss of temporal information with
convergence. The convergence plots for QML, UCF, and GCS
datasets are shown in Fig. 7. GCS takes more time to converge
due to lack of restriction on people movement unlike that of a
typical roads, leading to multiple clusters. Though convergence
using multiple iterations is relatively faster, clustering results
are not meaningful. Hence a single iteration of Gibbs sampling
has been adopted.
(a) Clustered Tracks (b) cluster 1 (c) cluster 2
(d) cluster 3 (e) cluster 4 (f) cluster 5
(g) cluster 6 (h) cluster 7 (i) cluster 8
(j) cluster 9 (k) cluster 10 (l) cluster 11
Fig. 8. Depiction of clustering applied on UCF dataset with TIGM (β = 240)
using all features. (a) All clusters are shown using unique colors. It has been
observed that each cluster forms a unique pattern. (b - i) Prominent clusters
shown using color gradient form. (j - l) Rare patterns.
1) TIGM Experiments and Analysis on Traffic Data: The
clustering results are presented in Figs. 8 - 10. As expected,
β variation gives different groupings of tracks. The tracks
are incrementally clustered to ensure that subsequent tracks
following a similar path are grouped together. This happens
due to the neighboring positions of the new tracks with that of
the previous one in the multidimensional space. The clusters
with more number of tracks form Motifs (frequently occurring
trajectory patterns) [12]. Individual clusters are shown with
color gradients indicating the motion direction. Tracks start
with red, goes through a change of color and ends with pink
to demonstrate the temporal effect. This representation is used
to give insight into the motion directions of the trajectories.
In Figs. 8 - 9, clustering results considering all five dimen-
sions of the tracks are presented. The results clearly show that
trajectories in a cluster are similar in nature. Even though the
(a) Clusters (b) cluster 1 (c) cluster 2 (d) cluster 3
(e) cluster 4 (f) cluster 5 (g) cluster 6 (h) cluster 7
Fig. 9. Depiction of trajectory clustering applied on QML dataset with TIGM
(β = 170). (a) Clusters shown in unique colors. (b - h) Most prominent
clusters based on the number of tracks shown in color gradient form.
(a) cluster 1 (b) cluster 3 (c) cluster 4 (d) cluster 5
(e) cluster 6 (f) cluster 7 (g) cluster 11 (h) cluster 12
Fig. 10. Depiction of trajectory clustering applied on MIT dataset with TIGM
(β = 50) using start and end positions. (a - f) Prominent clusters are shown
in color gradient form. Unlike the UCF and QML datasets, number of clusters
formed is large. However, only the top six clusters are shown. (g - h) Less
frequent or unusual clusters.
(a) cluster 1 (b) cluster 2 (c) cluster 3 (d) cluster 4
(e) cluster 5 (f) cluster 6 (g) cluster 7 (h) cluster 8
Fig. 11. Depiction of trajectory clustering applied on MIT parking dataset
based on start and end points using TIGM (β = 70). (a - d) Four prominent
clusters based on start points. (e - h) Four prominent clusters based on end
points.
patterns shown in Fig. 9(c) and Fig. 9(e) look similar, their
time spans are different. The video reveals that Fig. 9(c) is
formed due to continuous moving of traffic, while Fig. 9(e) is
formed as a result of the vehicles being stopped at the signal
for some duration. It has been observed that the number of
clusters formed in MIT dataset is high. This is due to a large
number of entry and exit points in the parking area, where
many vehicles did not strictly follow the paths while moving
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in or out. If there are no restrictions on the paths to be taken
by the drivers, clustering may be performed based on entry
or exit points to localize most frequently used entry and exit
points, as given in Fig. 11.
(a) cluster 1 (b) cluster 2 (c) cluster 3 (d) cluster 4
(e) cluster 5 (f) cluster 6 (g) cluster 7 (h) cluster 8
(i) cluster 9 (j) cluster 10 (k) cluster 11 (l) cluster 12
(m) cluster 13 (n) cluster 14
Fig. 12. Depiction of trajectory clustering applied on GCS dataset using
TIGM (β = 170) using all 5 dimensions. (a - h) Clusters representing
the noticeable patterns. (i - l) Clusters representing less frequently occurring
patterns. (m - n) Clusters representing unusual trajectories.
(a) cluster 1 (b) cluster 2 (c) cluster 3 (d) cluster 4
(e) cluster 5 (f) cluster 6 (g) cluster 7 (h) cluster 8
Fig. 13. Depiction of Trajectory clustering applied on GCS dataset based
on destination using TIGM (β = 70). (a - h) Prominent clusters. Clusters
clearly indicate the exit paths as well as the place, where people may stop
mid-course.
2) TIGM Experiments and Analysis on Crowd Data:
Applicability of the model on crowd data has been tested
to understand the underlying patterns of crowd movements.
Experiments on a challenging dataset like GCS reveal that
the proposed method can produce interesting results, includ-
ing detection of frequently used paths, unusual patterns of
people movement, most frequently used entry or exit points,
etc. Tracks of duration larger than 400 frames have been
(a) cluster 1 (b) cluster 2 (c) cluster 3 (d) cluster 4
(e) cluster 5 (f) cluster 6 (g) cluster 7 (h) cluster 8
Fig. 14. Depiction of Trajectory clustering applied on GCS dataset based on
source of trajectories using TIGM (β = 100). (a - h) Prominent Clusters.
Clusters clearly indicate the entry paths as well as the place, where people
usually resume their movement.
used to avoid the truncated trajectories. Clustering results,
as demonstrated in Figs. 12 - 14 reveal interesting patterns
including most frequently used entry and exit points. In Fig.
12, the clusters obtained considering all five dimensions are
presented. With the increasing number of trajectories in a
cluster, the pattern becomes more prominent as visible in
Fig. 12. It also indicates whether the pattern is dense or
less frequently appearing. The clusters with lesser trajectories
indicate anomalous or rare behavior. Since the space covered
in the scene does not restrict movement of people, start or
end points guided clustering can reveal important information
about the entry and exit points in the scene as shown in
Figs. 13 - 14.
D. DEM Experiments and Result Analysis
In order to conduct experiments to detect scene dynamics,
GCS (crowd) and QML (traffic) datasets have been used. For
GCS, the inference is applied by taking a time segment (∆t)
of 10K frames for the DEM. For the QML dataset, 15K frames
per time segment have been used.
Fig. 15. Histogram depicts the number of new tracks against their arrival
time in GCS.
1) Analysis of GCS (crowd) Results: In order to illustrate
how DEM captures crowd dynamics, consider the graph
depicting frequency of tracks vs. appearance time as shown
in Fig. 15. Since the frequency is an indication of arrival of
people at the scene, this plot suggests that initially there is
a higher crowd density, which reduces with time. However,
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(a) Top-left entry
t1 t2 t3 t4
(b) Dynamics of cluster 6
(c) Middle-bottom entry
t1 t2 t3 t4
(d) Dynamics of cluster 9
Fig. 16. A depiction of pattern dynamics as represented by clusters (with β = 100) at four equally spaced time segments for top-left and middle-bottom
entry areas in the GCS dataset. Here, (a) and (c) represent the trajectory arrival frequencies for top-left and middle-bottom entry areas. (b) At the top-left
entry area, the crowd density is spare and steady over all time segments. (d) Initially, crowd in slightly higher and then becomes steady at the middle-bottom
entry area.
this does not speak much about the arrival events at different
regions of the scene. For example, consider the frequency
plots of top-left and middle-bottom entry areas, as shown in
Fig. 16(a) and Fig. 16(c). Start point-based DEM clustering
results shown in Fig. 16(b) and Fig. 16(d) reveal that the arrival
trend is not same for two regions. Here, the dynamics reflects
the crowd density information over time. This information can
be used for crowd management. For example, deciding the
number of counters for issuing tickets or scheduling of trains
can be done based on change in density. Though start point-
based clustering on DEM has been used in the experiment,
this can be extended by combining other features.
2) Analysis of QML (traffic) Results: The results of the
experiments are presented in Fig. 17. It shows how traffic flow
changes over time at different paths. For example, cluster 5
as shown in Fig. 17(a) represents a path from south to north,
where the traffic volume reduces over a span of approximately
9 minutes as depicted in Fig. 17(c). However, as density is
relatively higher, green signal duration can be adjusted for
this path. Similarly, cluster 11 depicts the path for south-to-
east bound traffic. It may be observed from Fig. 17(c) that the
density decreases gradually and becomes steady as the time
slots progress. This signifies that the model is able to capture
the change in traffic dynamics along various paths. Similar
characteristics can be observed for end point-based DEM
clustering as shown in Fig. 17(b) and Fig. 17(d). Higher traffic
flow can be observed consistently for the north-bound route as
compared to east-bound route. Though the north-bound traffic
steadily decreases with time, the east-bound traffic is more
or less steady. The information can be used for coordinated
signaling in a given road network.
3) DEM for Traffic Applications: Fig. 18 gives an insight
into the traffic congestion and anomaly detection capabilities
of the DEM. For traffic signaling applications, features can be
used in three ways: (i) start and end points-based (reflecting the
traffic volume in a path), (ii) only start point-based (reflecting
t1 t2 t3 t4 t5
5
11
Cluster
(a) Dynamic clustering results using start and end points with β = 70
t1 t2 t3 t4 t5
Cluster
0
2
(b) Dynamic clustering results using end points with β = 50
(c) Density plot for (a) (d) Density plot for (b)
Fig. 17. A depiction of DEM on QML dataset on selected clusters. Here, (a)
& (b) show the visualization of the clusters and (c) & (d) show the respective
cluster size variation over time. In (a), row 1 represents south-to-north traffic
and row 2 represents south-to-east traffic. In (b), row 1 represents the north-
bound traffic and row 2 represents the east-bound traffic.
traffic volume from an entry point), and (iii) only end point-
based (reflecting the traffic volume towards an exit). Since the
model reflects the change in traffic trend, it can be used for
adaptive timing of signals. For example, cluster density in a
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(i) Normal (iii) Congested(ii) Overspeeding 
(v) Congested scene(iv) Overspeeding vehicle
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(c) Illustration
Fig. 18. An illustration of how the DEM captures congestion and overspeeding in the right lane of south-to-north traffic. DEM clustering (using β = 70 with
start and end point features) has been done with ∆t = 3600 frames (2 minutes). In the segment between 21st and 23rd minutes, vehicles move smoothly
representing normal scene. In the next time segment, the traffic slows down due to possible congestion. (a) The first row represents the trajectories in color
gradient. The second row represents the corresponding traffic scenes. In the time segment between 21st and 23rd minutes, the average trajectory duration is
found to be 243 frames. However in the next time segment, there is a congestion that makes the average trajectory duration approximately 466 frames. (b) Plot
showing instantaneous distance of a point on a sample trajectory from the start location (north-bound traffic) in conditions such as normal, overspeeding, and
probable congestion. It may be observed that the time to cover approximately same distance is significantly different for the three scenarios. (c) Visualization
of the respective scenarios represented using three axes corresponding to source, destination, and duration of the trajectories. Point A denotes the cluster mean
of normal trajectories. Movement of the cluster mean (µk) from A to B indicates a possible congestion. When an object moves from a source to destination, a
trajectory duration can become longer if the traffic is moving slowly. The point p corresponds to an overspeeding vehicle’s trajectory, where the track duration
is significantly lesser than the average trajectory at normal conditions.
path can be used for signal duration prediction, while traffic
volume information at the start or end points can be used for
better routing at the preceding or succeeding traffic junctions
with suitable communication through centralized/ Internet of
Things (IoT) devices. History analysis of traffic parameter
(Φtk) over a period of days (e.g. one month) can reflect the
general traffic trend on different days of a week. The data can
also be used for infrastructure expansions if bottlenecks (e.g.
frequent congestions) are found.
E. Complexity Analysis
When k clusters are obtained from n observations, TIGM
clustering complexity is Θ(nk) as each observation needs to
be compared with exactly once with the existing k clusters.
Even with DEM, its complexity does not change. The pro-
posed algorithm takes only one observation at a time and
the inference process is applied to obtain the clusters. At the
time of unassigning the older observations from the cluster,
exactly one more revisit is required. Each of the observations is
checked only once against each of the k clusters. If resampling
is involved, it is done at most twice. Thus, if there are
n trajectories and k clusters, worst case complexity of the
clustering becomes Θ(nk). Under normal circumstances, k
will be much smaller than n, hence the complexity can be
approximated by Θ(n).
F. Evaluation and Comparisons
Next, the clustering results using two unsupervised and
nonparametric approaches, namely mean shift [9] and DB-
SCAN [13] have been compared. Clustering has been applied
on QML dataset based on start point. The results are shown in
Fig. 19. Proposed method outperforms both approaches in the
majority of the cases. Aforementioned techniques fail to group
TABLE I
COMPARISON AMONG DIFFERENT DATASETS (A: ACCURACY, P:
PRECISION, R: RECALL, ms: MINIMUM SAMPLES, q: QUANTILE). NOTE:
NORMALIZED FEATURES HAVE BEEN USED USED FOR DBSCAN AND
MEAN SHIFT CLUSTERING
Dataset Parameter
Method A (%) P (%) R (%)
UCF TIGM (β = 240)
DBSCAN ( = .83, ms = 1)
mean shift (q = 0.07)
97.37
98.68
97.37
98.67
100
100
98.67
98.68
97.37
QML TIGM (β = 170)
DBSCAN ( = .83, ms = 1)
mean shift (q = 0.0459)
92.47
91.10
89.73
95.74
97.08
97.04
96.43
93.66
92.25
MIT TIGM (β = 50)
DBSCAN ( = .27, ms = 1)
mean shift(q = 0.01)
90.00
91.28
80.28
96.43
94.18
94.31
93.10
96.74
84.36
GCS TIGM (β = 120)
DBSCAN ( = .31, ms = 1)
mean shift(q = 0.01)
84.80
47.20
67.80
94.43
80.55
85.39
89.26
53.27
76.70
all trajectories into the right cluster. For example, as depicted
in Fig. 19, track 164 is getting associated with cluster 10. The
proposed method resolves such cases. However, it cannot be
claimed to be incorrect clustering (done by DBSCAN) since
the criteria are different. Similarly, in mean shift clustering,
tracks 89 and 99 are included in the cluster 8. Even though
track 89 can be logically grouped to cluster 8, in TIGM and
DBSCAN, it forms a new cluster. However, it may be incorrect
to group track 99 with cluster 8. Ideally, it can be part of the
cluster 9, as done using TIGM and DBSCAN.
In order to evaluate these methods quantitatively, exper-
iments have been conducted to calculate learning accuracy,
precision, and recall. Firstly, the logical grouping of clusters
has been done by an unbiased evaluator to prepare ground
truths. Ground truths correspond to unique trajectory patterns
that are possible in a typical traffic scene. For example, ground
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(a) Proposed method (b) DBSCAN (c) mean shift
(d) TIGM - cluster 10 (e) DBSCAN - track 164 (f) mean shift - cluster 8
(g) TIGM - cluster 9 (h) TIGM - track 89 (i) TIGM - track 99
Fig. 19. Comparison of start point-based trajectory clustering based on QML
dataset using TIGM (β = 50) with other techniques, namely mean shift
(quantile = 0.13) and DBSCAN ( = 30, minimum samples = 1). (a -
c) Clusters shown in unique colors, using different techniques. (d) Tracks of
cluster 10 from TIGM (e) Track 164 from DBSCAN. (f) Tracks of cluster
8 from mean shift. (g) Tracks of cluster 10 from TIGM. (h) Track 89 from
DBSCAN. (i) Track 99 from TIGM.
truth represents the trajectory patterns on a typical road. In
GCS, they are the common movement patterns between a pair
of source and destination. Wrong inclusion of a trajectory
in the predicted group is categorized as False Positive (FP),
and wrong exclusion from a coherent group is categorized as
False Negative (FN). Rest of the trajectories are either True
Positives (TP) or True Negatives (TN). Analysis of various
clustering techniques including the proposed TIGM on QML
dataset using start point is depicted in Figs. 20 - 23. Fig. 20
reveals that TIGM takes linear time. The plots are shown to
demonstrate the predictability of the model. It may be observed
that DBSCAN matches with TIGM in cluster prediction with
respect to ground truth and their accuracies. Though the cluster
prediction of mean shift gets better with the increase in the
number of tracks, accuracy has been found to be varying.
Table I summarizes the experimental results in terms of
accuracy, precision, and recall. For UCF (76 trajectories)
and QML (146 trajectories), all five dimensions are used.
In MIT (449 trajectories) and GCS (initial 1000 trajectories)
datasets, duration (tdur) has been omitted since it has been
found to be difficult to clearly discriminate between shorter
and longer trajectories with the same start and end positions.
The parameter values have been adjusted to create common
patterns corresponding to source-destination pairs such that
the methods can be compared across various datasets. It
may be observed that the performance of TIGM is similar
to DBSCAN when applied on road trajectories. However,
TIGM performs better than DBSCAN and mean shift on GCS
data. From the analysis, it has been inferred that DBSCAN
performs poorly due to the spread of starting and ending
points in the scene. When the trajectories are dense around
a particular locality, DBSCAN typically groups them to form
bigger clusters, as illustrated in Fig. 24. By lowering , such
effect can be avoided. However, this leads to a higher number
of cluster formation, causing accuracy reduction due to higher
false negatives. The clustering time has been compared with
DBSCAN and mean shift across all datasets and the results
are shown in Fig.25.
In addition to nonparametric clustering algorithms, compar-
isons with the performance of other unsupervised methods,
namely Minibatch K-means (MK-means) [38], Ward [30],
Affinity propagation (AP) [14], Spectral [24], Gaussian Mix-
ture Model (GMM) [27] have also been done. TIGM has
been found to be reasonably faster than other unsupervised
clustering methods as shown in Fig. 26.
G. Summary of Results
Trajectory-based learning is one of the common ways to
analyze and interpret activities in a scene. From the exper-
iments, it has been observed that the proposed method is
able to learn unique trajectory patterns in a traffic scene.
Using a semi-supervised approach (by pre-initializing normal
clusters with representative trajectories), the learned patterns
can be identified as normal or abnormal in terms of pos-
terior probabilities represented in (8). For a new trajectory,
classification and behavior analysis can be done using the
learned model. With more specific features such as velocity
or curvature, activity detection and classification can be done.
Statistics corresponding to unique trajectory patterns can be
used by traffic authorities for better planning of road networks,
safety analysis, risk assessment, etc. The temporal extension
of TIGM, i.e., the DEM reflects the traffic characteristics over
time. This is useful in traffic flow analysis, congestion study,
traffic density analysis, adaptive traffic signal scheduling,
traffic re-routing strategies since the cluster dynamics provide
valuable traffic information about the paths, entry, and exit
points.
IV. DISCUSSION
A. TIGM-DEM Vs. Relevant Methods
Despite producing strikingly similar results in terms of
coherent groups, proposed TIGM has other advantages over
existing methods. The proposed method clusters the trajec-
tories in Θ(nk) time, while mean shift takes O(k n log(n))
time and for higher dimensional data, the time complexity
can be as large as O(k n2). Here, n is the number of
observations and k the number of clusters. DBSCAN does
clustering in O(n log(n)) time in an average case and O(n2)
in the worst case. DBSCAN and mean shift algorithms are
statistical in nature, i.e., they consider all data points together.
Such methods are useful for data mining related analysis.
Though the proposed method can be used by going for
model parameter convergence, temporal information may be
lost in the clustering process. DBSCAN and mean shift have
significance in clustering in a wide variety of applications. In
PRE-PRINT 12
Fig. 20. Plots showing the rela-
tionship of clustering time against
the number of observations based on
QML dataset considering only start
point. Plot clearly shows the linear
performance of TIGM as compared to
other methods.
Fig. 21. Plots comparing the relation-
ship between number of trajectories
and number of clusters formed for
the three unsupervised nonparametric
methods (mean shift, DBSCAN, and
TIGM). Plot of TIGM is overlapping
with DBSCAN at most of the points.
Fig. 22. Ground truth (GT) vs. Actual
number of clusters. Though the num-
ber of obtained clusters are different
from ground truth as more trajectories
arrive, all methods are able to come
closer to the ground truth. TIGM and
DBSCAN are able to learn them even
with less number of trajectories.
Fig. 23. Accuracy of clustering plot-
ted for different number of trajectories
for QML dataset based on start point.
Accuracy of DBSCAN and TIGM
are comparable. However, mean shift
gives varying accuracy.
(a) TIGM
(b) DBSCAN (c) Mean shift
Fig. 24. Depiction of cluster merging in DBSCAN and mean
shift as compared to TIGM. (a) Three meaningful clusters
using TIGM. (b) High concentration of trajectories in a path
tends to merge the trajectories into a single cluster. (c) Mean
shift also does similar cluster merging.
Fig. 25. Depiction of clustering time across
all the datasets on a normalized scale. It can
be observed that except in MIT dataset, TIGM
performs better as compared to other methods.
Fig. 26. Depiction of clustering time for
QML trajectories with state-of-the-art cluster-
ing algorithms. TIGM outperforms the state-
of-the-art algorithms. The closest competitor
is DBSCAN.
traffic monitoring applications, trajectories arrive in temporal
order, one at a time, making the incremental model ideal
to represent the scene dynamics. Moreover, by introducing
the parameter β (concentration radius) as a distance, it is
intuitive to estimate the parameter unlike DBSCAN or mean
shift. Also, the proposed clustering starts with no prior (in
the inference). The prior is built incrementally during the
clustering process. Inference mechanism allows unassigning
any observation without affecting the cluster labels. This is the
key to build the DEM that can predict/describe status of the
scene across different time frames. The model reflecting the
changing dynamics is a key feature of the proposed method.
This means, abnormal activity detection can be more adaptive
rather than following a strict threshold in traffic monitoring
applications. Moreover, there is no need to map the cluster
labels as they are maintained in the temporal plane.
Like Dynamic-Dual-HDP [42] approach, the proposed DEM
is able to model a scene dynamically, thus catering to learning
the scene parameters dynamically. Moreover, only essential in-
formation needs to be stored using the proposed method, rather
than storing a complete trajectory. However, Dynamic-Dual-
HDP looks for convergence, thus may lose some important
temporal characteristics. Unlike [48], the temporal aspects are
handled inherently by using observations in the temporal order
in the proposed DEM framework. In the work [15], though a
new model based on DFT features has been introduced, it
does not explore much on trajectories from different contexts.
Moreover, the proposed method has the capability to handle
scene dynamics with a simple extension of TIGM. It is able
to produce meaningful semantic regions even on challenging
dataset such as GCS in comparisons with [43].
Deep learning approches are mainly used in object detection
and prediction related tasks for road traffic applications. The
method proposed in [44] uses deep learning for object detec-
tion. It uses a heuristic approach for traffic flow estimation in
highways. However, DEM can capture the flow information in
terms of model parameters. In [25, 41, 45] traffic prediction
has been done using DNNs trained with historical data at a
macro level based on sensors spread over a larger geography.
However, these studies lack the essential visual information
such as object and their interactions. Though DEM cannot
predict the traffic flow, it can act as a building block in
the design of traffic monitoring applications suitable for con-
gestion control, future infrastructure planning, and anomaly
detection. DEM experiments have been conducted using only
three features, however being a generic model, it can produce
better results with automatically extracted features using DNN
frameworks.
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B. Limitations
For the simplicity of modeling, a single parameter (β) has
been assumed for the entire clustering. However, it may so
happen that different clusters follow distributions of varying
spread. In such cases, the likelihood functions need to be
learned to avoid observations going to wrong clusters, even
though they are spatially apart. This can happen to observa-
tions belonging to less frequent patterns with their mean being
closer to a cluster of higher spread. The proposed method
cannot be used in situations where trajectory patterns are
random in nature, as the accuracy may be affected due to
the approximation of trajectories to start and end positions as
well as the duration. By incorporating more dimensions like
curvature, slope or direction, better accuracy can be achieved.
The proposed model allows using other suitable distance
measures as well. If noisy trajectories such as truncated tracks
are present, the clusters formed may not truly represent the
scene since this method heavily relies on the accuracy of
tracking algorithms. Such noisy trajectories typically form new
clusters as their characteristics (or features) are different from
the normal ones. With the advances in machine learning, better
tracking algorithms are available, thus such situations can be
avoided.
Fig. 27. Depiction of decay function behavior with different values of β.
Different likelihood functions correspond to clusters of different spreads.
V. CONCLUSION
This paper introduces a trajectory model with the help of
DPMM from a new perspective by using a distance measure
and temporal correlation of the observations. The model has
been extended temporally to consider the dynamic behavior
of objects in a scene to reflect the traffic variations. An
incremental approach has been used to build clusters without
any prior knowledge. The model has been validated on a wide
variety of video datasets. The proposed model is able to clus-
ter trajectories meaningfully with higher accuracy even with
lesser computation time. The proposed model can be used for
building real-time traffic analysis frameworks since it can learn
and refine frequently occurring patterns in an unsupervised and
nonparametric way. Though the main objective of the proposed
model is for visual surveillance applications, it may also be
used in applications requiring representation of changing scene
dynamics involving observations of temporal dependencies.
There are rooms for improvement at various levels. Firstly,
likelihoods corresponding to distributions of varying spreads
need to be learned. Fig. 27 gives a clue about how different
spreads can be handled. With one round of Gibbs sampling, β
of the respective cluster can be learned. This acts as a clue to
learn the likelihood for each cluster. Secondly, Mahanolabis
distance can be used for better approximation of elliptical
distributions. Lastly, application for real-time monitoring of
road traffic can be built.
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