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Abstract
The long-term dynamics of perturbed Keplerian motion is usually analyzed in simplified models as part of the prelim-
inary design of artificial satellites missions. It is commonly approached by averaging procedures that deal with literal
expressions in expanded form. However, there are cases in which the correct description of the dynamics may require
full, contrary to simplified, potential models, as is, for instance, the case of low-altitude, high-inclination lunar orbits.
In these cases, dealing with literal expressions is yet possible with the help of modern symbolic algebra systems, for
which memory handling is no longer an issue. Still, the efficient evaluation of the averaged expressions related to a
high fidelity potential is often jeopardized for the expanded character of the output of the automatic algebraic process,
which unavoidably provides huge expressions that commonly comprise tens of thousands of literal terms. Rearrange-
ment of the output to generate an efficient numerical code may solve the problem, but automatization of this kind of
post-processing is a non trivial task due to the ad-hoc heuristic simplification procedures involved in the optimization
process. However, in those cases in which the coupling of different perturbations is not of relevance for the analysis,
the averaging procedure may preserve the main features of the structure of the potential model, thus avoiding the
need of the typical blind computer-based brut force perturbation approach. Indeed, we show how standard recursions
in the literature may be used to efficiently replace the brut force approach, in this way avoiding the need of further
simplification to improve performance evaluation. In particular, Kaula’s seminal recursion formulas for the gravity
potential reveal clearly superior to the use of both expanded expressions and other recursions more recently proposed
in the literature.
Keywords: Gravitational potential, symbolic algebra, recursion formulas, perturbation theory, mission design,
averaging, reduced dynamics
1. Introduction
The complexity of the orbital problems that aerospace engineers commonly confront makes that analytical solu-
tions to them remain generally unknown. Because of that, simplified models that may capture the bulk of the dynamics
of concern for a particular mission are customarily used in the preliminary steps of mission design [1, 2, 3, 4, 5], but
also in the search for efficient maneuvers for the end-of-life disposal of the spacecraft [6, 7]. Some of these simplified
models have only two degrees of freedom (DOF) and, therefore, the phase space description can be approached with
the usual tools of nonlinear dynamics, as the computation of Poincaré surfaces of section [8, 9], the numerical con-
tinuation of periodic orbits and other invariant manifolds [10, 11, 12, 13, 14], or the computation of different stability
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indicators which may disclose the existence of stable regions in real models, as well as the dynamical channels con-
necting distant ones [15, 16, 17]. Alternatively, an analytical process in which the dimension of the system is reduced
to a 1-DOF integrable approximation of the original problem is customarily done by filtering the higher frequencies
of the motion using perturbation theory. The integrable approximation is valid in some region of the phase space
and reflects the main characteristics of the long-term dynamics, which can be explored without need of numerical
integration by the (almost) instant representation of eccentricity-vector diagrams and inclination-eccentricity curves
of frozen orbits [18, 19].
There are, however, some cases in which approximate descriptions of dynamics, even qualitative ones, cannot
be characterized by a simple model and, on the contrary, require to deal with full models. The paradigm of these
problems is the design of low lunar orbits, a procedure in which, due to the irregular distribution of the mass of the
moon, it is commonly accepted that, at least, a 50 × 0 truncation of the Selenepotential is required in the correct
description of the long-term dynamics [20, 21, 22, 23]. This is not the unique case in which full models are required,
and the use of higher order truncations of the gravity potential has also been encouraged in the preliminary design of
low-eccentricity, frozen earth orbits [24, 25, 26].
The reduction to a 1-DOF system is still possible when dealing with full models, but the literal expressions to
handle in the perturbation approach are enormous in this case, and, therefore, the assistance of a computer algebra
system becomes essential [27]. The current computational power makes that memory allocation is no longer a main
concern, and literal expressions are customarily handled in expanded form up to higher degrees. However, rendering
eccentricity-inclination diagrams and inclination-eccentricity curves of frozen orbits can no longer be considered
an instant operation because the evaluation process is jeopardized by the unwieldy expressions obtained as the rough
output of the symbolic processor. Indeed, series of tens of thousands, or even hundreds of thousands of literal terms are
reported in the literature in relation to full perturbation models [28]. A partial solution to this problem comes out from
a post-processing of the crude symbolic output to turn it into a smartly rearranged sequence. However, in spite of broad
simplification rules are part of the gunnery with which general symbolic algebra systems are equipped, designing
efficient heuristic simplification procedures, which are required when dealing with implicit integration to avoid the
limitations of series expansions in the eccentricity, is a quite challenging task because these kinds of simplifications
strongly depend on the algebraic structure of particular problems. Because of that, mathematical simplification is
still regarded as an art [29], and the implementation of useful simplification rules definitely requires high skills in
symbolic algebra manipulation jointly with an uncommon gift for identifying useful intermediate expressions. Hence,
the development of efficient simplification and evaluation rules for coping with perturbed Keplerian motion remains
only within the reach of a handful of selected experts [30, 31, 32].
Handling huge literal expressions cannot be avoided when higher orders of the perturbation approach are essential
in the description of the dynamics [33, 34, 35, 36, 37]. On the contrary, in those cases in which the coupling of
different perturbations is not of relevance in the analysis, the averaging procedure may preserve the main structural
features of the potential model, thus avoiding the need of the typical blind computer-based, brut force approach. This
is in particular the case of the design of low lunar orbits, whose dynamics is mainly driven by the Selenopotential, and
provides the principal motivation for the current research. Indeed, analytical models based on low degree truncations
of the Selenopotential not only fail in describing the quantitative behavior of high inclination, low lunar orbits, but
they may provide completely wrong qualitative descriptions of the phase space. This fact is clearly illustrated in
Fig. (3) of [22], where it is shown that the actual argument of the periapsis of almost polar frozen orbits lies exactly
in the opposite direction of the one predicted by a 7th degree truncation of the potential. Hence the convenience
of preliminary exploration of the sensitivity of the dynamics, based on a gradual increase of the complexity of the
gravitational potential in a harmonic coefficient-by-harmonic coefficient basis [38, 39]. Therefore, having available
efficient procedures for evaluating algebraic expressions with a similar structure to the usual gravitational potential
expansion is more than welcome.
While the evaluation of the gravitational potential is efficiently done in Cartesian coordinates [40, 41, 42, 43], the
analytical investigations of the orbital elements evolution are better performed using Lagrange planetary equations,
which require the reformulation of the gravitational potential in orbital elements. The formulation of the gravity
potential in orbital elements shows the contribution of secular, long-, and short-period corrections to the pure Keplerian
motion [44]. Relevant aspects of the dynamics are disclosed when focusing on the effects of secular and long-period
terms, which can be studied after averaging the contribution of short-period effects, namely, those related to the period
in which the mean anomaly advances by 2pi. From the mathematical point of view, this averaging is the result of a
2
transformation from osculating to “mean” elements, whose explicit computation is of the utmost importance when
dealing with unstable dynamics, as is the common case of mapping orbits about planetary satellites [45, 46].
The direct conversion of the gravitational potential into orbital elements is quite feasible for low degree and
order truncations. On the other hand, the computational burden grows enormously when converting higher orders,
yet the use of computer algebra systems makes the task possible. Alternatively, efficient recursion formulas for the
conversion of the gravitational potential into orbital elements up to arbitrary degree and order have been provided
by Kaula [47, 48], who organizes the potential as a multivariate Fourier series. In these series, the arguments of
the trigonometric functions involve linear combinations of the mean anomaly, the argument of the periapsis, and the
right ascension of the ascending node, as well as the Greenwich angle, whereas the coefficients of the trigonometric
terms are obtained from Kaula’s inclination and eccentricity functions —the latter being special cases of Hansen
coefficients [49]— as well as the different powers of the inverse of the orbit semi-major axis. Equinoctial elements
[50] are commonly used to avoid the singularities of circular and equatorial orbits that are inherent to the classical
Keplerian elements formulation. Formulas for the conversion of the gravitational potential into equinoctial elements
are provided in [51, 52].
Existing recursions are not limited to the construction of the gravitational potential alone, and are also available for
the secular and long-period terms of the gravitational potential that define the mean elements dynamics. Indeed, when
tesseral resonances are not of concern, the mean elements potential is reduced to the zonal harmonics contribution, a
case in which Kaula’s eccentricity functions are exact, contrary to the expansions in the eccentricity required in other
instances. For this case, equivalent recursions to those of Kaula, but taking the point of view of perturbation theory
using Delaunay canonical variables, have been later made available and complemented with analogous recursions for
the construction of the generating function of the canonical transformation that performs the short-period averaging of
the zonal potential, yet limited to a first order perturbation approach [53]. Analogous, but more involved recursions,
exist also for third-body perturbations in different simplified models [54, 55, 56].
The use of recursion notably speed evaluation of full gravitational fields, and slight modifications of the recursions
in [53] together with additional recursions for the frozen orbits equation ease rendering phase space diagrams in real
time [22] even in the case in which a 100th degree truncation of the zonal potential is taken into account [23]. Even
though, we will show that the performance of the recursions in [53] is clearly exceeded by Kaula’s original recursion
formulas for the averaged potential. Note, however, that these kinds of recursions are constrained to first order effects
in the perturbation approach. That is, they are useful only in those cases in which there is not a clear prevalence of
any of the potential terms, which, therefore, are all taken to be of the same order in the perturbation arrangement.
The moon and Venus are relevant instances of this kind of gravitational potential. On the contrary, it is well known
that the dynamics about earth-like bodies is dominated by the zonal harmonic coefficient of the second degree (C2,0),
whereas the rest of coefficients are O(C22,0). In consequence, second order effects of C2,0 are as much important as
first order effects of the other coefficients, and, because of that, they must be taken into account in studies of the long-
term dynamics about earth-like bodies [57, 58, 44, 18]. Hence, to broaden applicability of Kaula’s recursions to this
common case, they are complemented with the terms that model the long-term second order effects due to the zonal
harmonic of the second degree. As far as recursions for a second order averaging are not yet available, we simply add
the expanded expressions of this second order effect to the (first order) recursion formulas.
The paper is organized as follows. We present basic facts on the formulation of the gravitational potential in
orbital elements in Section 2, were we also recall fundamental formulas that are pertinent to approach the zonal
potential Hamiltonian by perturbations taking benefit of Kaula’s recursions. To properly deal with second order
effects of the zonal harmonic of the second degree in those cases in which they are relevant, the elimination of
the parallax [59, 60, 61] is carried out first, in Section 3, where it is shown that this simplification does not affect
the basic structure of Kaula’s recursions. Kaula’s eccentricity functions are recovered at this stage, which can be
expressed in closed form because we only deal with the zonal part of the gravitational potential. Remaining short-
period effects after the elimination of the parallax are removed in Section 4 by performing a Delaunay normalization
[31], leading to the compact formulation of a mean elements Hamiltonian by means Kaula-type recursions, which are
supplemented with the expanded terms corresponding to the second order effects of the zonal harmonic coefficient of
the second degree. Performance comparisons between Kaula and other recursions in the literature and presented in
Section 5, showing the superiority of Kaula’s formulation for higher degree truncations of the mean elements zonal
potential. Finally, the feasibility of displaying eccentricity-vector diagrams and inclination-eccentricity curves in real
time, without limiting to the case of low eccentricities or linearized equations [24, 25, 26], is illustrated in Section
3
7, where a coefficient-by-coefficient approach is used to ascertain the correct truncation of the Selenopotential for
increasing altitudes of a lunar orbiter over the surface of the moon. The different transformation and simplifications
carried out to obtain the long-term dynamics are based on Deprit’s implementation of the Lie transforms method [62].
For completeness, the basics of this perturbation method, which is standard these days [63, 64], are summarized in
Appendix A.
2. The Hamiltonian of the zonal potential
Solution of the Laplace’s equation in spherical coordinates leads to the usual expansion of the gravity potential
[see 65, for instance]
U = −µ
r
∑
n≥0
Rn⊕
rn
n∑
m=0
(
Cn,m cosmλ + S n,m sinmλ
)
Pn,m(sinϕ), (1)
where r, ϕ, and λ stand for radius, geocentric latitude and longitude, respectively; Pn,m are associated Legendre
polynomials, and Cn,m and S n,m are harmonic coefficients. In addition to the harmonic coefficients, the values of
the gravitational parameter µ and the equatorial radius of the central body R⊕ are what define a gravitational model
[66, 67, 68]. Due to the rotation of the central body, the gravitational potential depends on time when referred to an
inertial frame. A customary simplification is that it rotates with constant rotation rate n⊕ about the polar axis, and
hence the time dependence is avoided when the problem is formulated in a rotating frame.
Reformulation of Eq. (1) in orbital elements is easily done by recalling the conversion from spherical to rectangular
coordinates in the rotating frame
sin φ =
z
r
, sin λ =
y√
x2 + y2
, cos λ =
x√
x2 + y2
, (2)
where x, y, and z, need to be expressed in the usual Keplerian elements: a, e, I, Ω, ω, M, for orbit semi-major
axis, eccentricity, inclination, right ascension of the ascending node, argument of the periapsis, and mean anomaly,
respectively. This is easily done by carrying out the rotations that relate the orbital frame with the Cartesian frame xyz
 = R3(−h)R1(−I)R3(−θ)
 r00
 , (3)
where Ri, i = 1, 2, 3 denote standard rotation matrices, h = Ω − n⊕t, is the argument of the ascending node of the
orbit measured in the rotating frame, θ = f + ω is the argument of the latitude, and f is the true anomaly, which is an
implicit function of M. Besides, the radius must be replaced in Eq. (3) by the conic equation
r =
p
1 + e cos f
, (4)
in which p = aη2 is the parameter of the conic and η =
√
1 − e2 is customarily known as the eccentricity function.
Direct substitution of Eqs. (2)–(4) into Eq. (1) provides the required conversion of the gravitational potential
into orbital elements, and is the usual procedure when dealing with just a few terms of the gravitational potential.
However when the degree and order of the gravitational potential expansion go beyond the first few terms of Eq. (1),
this transformation is notably expedited by using Kaula’s developments [48].
On the other hand, the effects of tesseral perturbations are known to average out except for particular resonances
of the satellite’s mean motion with the rotation rate of the system. Then, we constrain to the zonal harmonics part of
the gravity potential, which is obtained by neglecting in Eq. (1) those harmonic coefficients S n,m, Cn,m with m > 0,
viz.
U = −µ
r
∑
n≥0
Rn⊕
rn
Cn,0Pn,0(sinϕ). (5)
The zonal potential enjoys axial symmetry, and, therefore, is a 2-DOF problem that does not depend on the geocentric
longitude. This reduction of the dimension releases the problem from the time dependency, and, therefore, the body-
fixed frame is no longer needed and can be replaced by the usual inertial frame.
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Following Kaula’s approach [48], Eq. (5) is rewritten in orbital elements as
U = −µ
r
− µ
a
(a
r
)2
η
∑
i≥2
Vi (6)
with
Vi =
Ri⊕
ai
Ci,0
η2i−1
i∑
j=0
Fi, j(I)
i−1∑
k=0
(
i − 1
k
)
ek cosk f cos[(i − 2 j)( f + ω) − ipi], (7)
in which Fi, j are Kaula’s inclination functions particularized for the case of the zonal problem, namely,
Fi, j =
min( j,i0)∑
l=0
(−1) j−l−i0
22i−2l
(2i − 2l)!
l!(i − l)!(i − 2l)!
(
i − 2l
j − l
)
sini−2l I, i ≥ 2l, (8)
and the parity correction ipi and the symbol i0 adhere to the index notation in [39]. That is, for a generic summation
index i
i? = i mod 2, ipi =
pi
2
i?, im =
⌊ i − m
2
⌋
, i?m = im + i
?, (9)
where m notes an integer number, and bp/qc denotes the integer division of the integers p and q. Besides, in what
follows we shorten expressions by using the standard abbreviations s ≡ sin I and c ≡ cos I.
Note that Eqs. (6)–(7) differ from analogous equations in [48] (see also [25]) in which we keep a divisor r2
factoring the summation comprising the non-centralities of the gravitational potential. The reason for that will be
apparent later, in reference to the elimination of the parallax simplification.
The flow derived from Eq. (6) is obtained from the integration of Lagrange planetary equations [see sect. 10.2
of 69, for instance], but analytical solutions to these equations are not generally known even for the lower degree
truncations of Eq. (6). However, under certain conditions, useful analytical approximations can be computed by
perturbation methods [70, 71].
In particular, because the zonal problem is derived from a potential function, it admits Hamiltonian formulation
and we can take benefit of Hamiltonian perturbations methods to approach the problem [72]. More specifically,
we resort to the Lie transforms method as devised by Deprit [62], which is summarized in Appendix A for the
convenience of interested readers. In Deprit’s approach, the Hamiltonian of the zonal problem is written
H =
∑
m≥0
m
m!
Hm,0, (10)
in which  is a formal small parameter used to indicate the strength of each different perturbation, and we write the
Hamiltonian terms in the form
H0,0 = − µ2a , (11)
H1,0 =
(
−µ
a
) a2η
r2
V2, (12)
H2,0 = 2
(
−µ
a
) a2η
r2
∑
i≥3
Vi, (13)
Hm,0 = 0, m ≥ 3, (14)
We note that orbital elements are not canonical variables, which are certainly required in Hamiltonian mechanics.
However, because Keplerian elements provide an immediate insight into orbital problems, we regularly use the orbital
elements notation in following expressions in the understanding that the symbols used are not variables, but known
explicit or implicit functions of some set of canonical variables. In particular, the construction of perturbation solu-
tions to perturbed Kepelrian problems is conveniently approached in Delaunay canonical variables (`, g, h, L,G,H)
corresponding to the mean anomaly ` = M, the argument of the periapsis g = ω, the argument of the node h = Ω, the
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Delaunay action L =
√
µa, the total angular momentum G = Lη, and the polar component of the angular momentum
in the polar axis direction H = G cos I [73].
Note that the right ascension of the ascending node is a cyclic variable in the zonal Hamiltonian defined by the set
of Eqs. (7)–(14). For this reason, its conjugate momentum H is an integral of the zonal problem. Common perturbation
solutions to the zonal problem are based in finding a canonical transformation that completely removes the mean
anomaly ` from the Hamiltonian. After truncation to the order of the transformation, the reduced Hamiltonian is of
1-DOF, and, in consequence, it is integrable in the prime variables.
However, one must note that, because of the peculiarities of the elliptic motion the mean anomaly does not appear
explicitly in the zonal Hamiltonian, but implicitly through the true anomaly f ≡ f (`,G, L). This fact makes the
equation of the center φ = f − ` to appear in the computation of the generating function as soon as in the first order
of a perturbation approach, in this way making notably difficult the computation of higher orders of the solution
in closed form [74, 75]. The traditional alternative relies on expansions of the elliptic motion using trigonometric
functions [71], but this approach requires high order expansions for effectively dealing with moderate eccentricities,
with the consequent long series to evaluate [76, 77], and does not solve efficiently the case of high eccentricities. Even
though alternative expansions of the elliptic motion have been suggested using elliptic function theory [78] leading
to extensions of Kaula’s recursions [79], they are rarely used due to the technicalities involved in the evaluation of
the required special functions [80]. Therefore, the standard way in the reduction of the zonal Hamiltonian starts from
making a preparatory simplification which is traditionally dubbed the elimination of the parallax [59, 60, 61].
3. Simplification: elimination of the parallax
The aim of this simplification is to remove non-essential short-period terms from the zonal Hamiltonian in Eq. (10).
That is, with this simplification, all the short-period terms are removed except those which are related to the funda-
mental Kepler equation; hence the flow derived from the in this way simplified Hamiltonian is termed quasi-Keplerian
motion [59].
The elimination of the parallax simplification applies to full zonal models [81], but we don’t need to do that due to
the low order of the perturbation theory we are interested in. Hence, we limit the application of this simplification just
to case of the zonal harmonic of the second degree. That is, short period terms related with the explicit appearance of
f in Eq. (12), which happen in the V2 coefficient, as shown in Eq. (7), will be removed by the transformation up to the
second order of C2,0, whereas the explicit appearance of r in Eq. (12) , which is also affected of short-period terms,
cf. Eq. (4), will remain untouched by the transformation, as will remain so the remaining terms of the Hamiltonian,
which are given in Eq. (13).
3.1. 1st order
Then, the first step in solving the homological equation of Deprit’s perturbation approach in Appendix A, is to
choose the new Hamiltonian termH0,1 to be comprised of those terms ofH1,0 in Eq. (12) that are free from the explicit
appearance of f . In view of
V2 = −R
2⊕
a2
C2,0
η3
{1
4
(
2 − 3s2
)
(1 + e cos f ) +
3
8
s2
[
e cos( f + 2ω) + 2 cos(2 f + 2ω) + e cos(3 f + 2ω)
] }
, (15)
we choose
H0,1 = −µa
a2η
r2
〈V2〉 f , (16)
with
〈V2〉 f = −C2,0R
2⊕
p2
1
4
η
(
2 − 3s2
)
. (17)
Then, W1 is computed from Eq. (A.5) by simple quadrature as
W1 =
1
n
∫
(H1,0 −H0,1) d`,
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that can be solved in closed form using the differential relation between the true and mean anomalies
a2η d` = r2 d f , (18)
which is derived from the preservation of the angular momentum in the Keplerian motion. Thus,
W1 =
1
n
∫
(H1,0 −H0,1) r
2
a2η
d f = −L
∫ (
V2 − 〈V2〉 f
)
d f ,
and hence
W1 = G
R2⊕
p2
C2,0
8
e (4 − 6s2) sin f + s2 3∑
i=0
Qi(e) sin(i f + 2g)
 , (19)
with
Q0 =
1 + 2η
(1 + η)2
e2, Q1 = 3e, Q2 = 3, Q3 = e. (20)
Note that the summand of W1 related to the term Q0 does not depend on `. It is an integration “constant” that has
been added to the integral to guarantee that W1 is free from hidden long-period terms on the argument of the periapsis
[74, 82].4 Indeed, it is simple to check that
∫ 2pi
0 W1 d` = 0 in this way being free from long-period terms. With the
addition of this integration constant to the first order of the generating function we guarantee that the second order
Hamiltonian, still to be computed, will not be deprived of any long-period effect [60, 61].
We hasten to add that dealing with integration constants of the generating function is not necessary from the point
of view of constructing the perturbation solution, which involves the transformation from original to new variables
and vice versa, yet it is highly recommended in those cases in which realistic information is expected to be obtained
directly from the simplified Hamiltonian.
3.2. 2nd order
At the second order, Eq. (A.5) leads to
W2 =
1
n
∫
(H˜0,2 −H0,2) d`, (21)
where, from Deprit’s recursion in Eq. (A.4),
H˜0,2 = {H0,1,W1} + {H1,0,W1} +H2,0. (22)
After evaluating the Poisson brackets and in view of Eq. (13), it is obtained
H˜0,2 = µa
a2η
r2
C22,0R
4⊕
p4
η
6∑
j=0
2∑
l=−2
[
q j,l +
es2
(1 + η)2
q˜ j,l
]
cos( j f + 2lω) − 2
∑
i≥3
Vi
 (23)
in which the non-null coefficients q j,l ≡ q j,l(s, e, η) and q˜ j,l ≡ q˜ j,l(s, e, η) are presented in Tables 1 and 2, respectively.5
Recall that the term q˜0,±1 is a consequence of including the term Q0 of Eq. (20) in the first order generating function,
and can be neglected when having “centered” mean elements is not a requirement of the perturbation theory.
In the same way as in the first order, the new Hamiltonian term H0,2 is chosen to be made of those terms of H˜0,2
that are free from the explicit appearance of f but keep the explicit appearance of r in Eq. (23) untouched. Hence
H0,2 = 2µa
a2η
r2
C22,0R4⊕p4 η
[
q0,0
2
+
(
q0,1 +
es2q˜0,1
(1 + η)2
)
cos 2ω
]
−
∑
i≥3
〈Vi〉 f
 , (24)
4These kinds of functions that are free from the mean anomaly are sometimes called “Kozai-like constants” in artificial satellite theory [83].
5For computational purposes, one may note that, following the index convention in Eq. (9), the lower limit of the summation index l for the q j,l
coefficients is l = j1, whereas in the case of q˜ j,l is l = j4.
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j l = 0 l = 1 l = 2
0 q2,0 − 116 (21s4 − 42s2 + 20) 364e2s2
(
14 − 15s2
)
1 − 132e
(
27s4 − 108s2 + 64
)
7
16es
2
(
11 − 12s2
)
2 364e
2
(
5s4 + 8s2 − 8
)
3
16e
2s2
(
2 − s2
)
+ 18
(
20 − 21s2
)
s2 − 15128e2s4
3 316es
2
(
8s2 − 5
)
− 964es4
4 332e
2s2
(
13s2 − 10
)
3
64
(
4 − e2
)
s4
5 1564es
4
6 9128e
2s4
Table 1: Coefficients q j,l in Eqs. (23).
l j = 1 j = 2
−2 − 3256e2s2χ−
−1 3128
[
(9 − 42η − 31η2)s2 − 23 (5 − 54η − 39η2)
]
χ− 18e(3s
2 − 2)χ−
0 3128 (2 + 23η − 31η2)s2χ+ − 316e2(1 + 2η) 332e[(15s2 − 8)η − 4]
+1 3128 [(37η
2 − 14η − 83)s2 + (58 + 12η − 30η2)]χ+ − 38e(3s2 − 2)χ+
+2 3256 (21 + 18η + η
2)s2χ− 1532e(η + 2)s
2
l j = 3 j = 4 j = 5
−1 316eq˜2,−1
0 3256 (61η
2 + 66η − 23)s2χ− − 316e2(1 + 2η) − 932es2χ− 524eq˜4,0
+1 316eq˜2,1
+2 9256 (39 − 6η − 5η2)s2χ+ 2732es2χ+ 524eq˜4,2
Table 2: Coefficients q˜ j,l in Eqs. (23); q˜0,±1 = 316 e(1 + 2η)(4 − 5s2) and χ± ≡ 1 ± η.
where 〈Vi〉 f comprises the terms of Eq. (7) that are free from short-period effects depending on f . It is computed as
follows.
The dependency of Vi on the true anomaly is made explicit by expanding Eq. (7) as a Fourier series in f . This is
done by expanding first
cosk f cos[m( f + ω) − ipi] = cosk f cosmf cos(mω − ipi) − cosk f sinmf sin(mω − ipi), m = (i − 2 j).
Then, using the standard trigonometric reductions
cos β cosk α =
cos(α + β) + cos(α − β)
2
cosk−1 α, sin β cosk α =
sin(α + β) − sin(α − β)
2
cosk−1 α,
one easily arrives to the recursion
cosk f
{
cos(i − 2 j) f
sin(i − 2 j) f
}
=
1
2k
k∑
l=0
(
k
k − l
) {
cos(i − 2 j − k + 2l) f
sin(i − 2 j − k + 2l) f
}
, (25)
which shows that the only terms in Eq. (7) that are free from f come from those terms of Eq. (25) such that l =
1
2 [k − (i − 2 j)] or k − l = 12 (k + i) − j. Hence,
〈Vi〉 f = R
i⊕
ai
Ci,0
i∑
j=0
Fi, j(s)Gi, j(e, η) cos[(i − 2 j)ω − ipi], (26)
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where
Gi, j = 1
η2i−1
i−1∑
k=0
(
i − 1
k
)(
k
k+i
2 − j
)
ek
2k
. (27)
As expected, the functions Gi, j in Eq. (27) are no more than Kaula’s eccentricity functions for the particular case
of the zonal problem. Indeed, because the summation index l in Eq. (25) is integer, k + i must be even in Eq. (27),
which, therefore, can be rearranged in the efficient form
Gi, j = 1
η2i−1
˜−1∑
l=0
(
i − 1
q
) (
q
l
)
eq
2q
, q = 2l + i − 2 ˜,
{
i ≥ 2 j ⇒ ˜ = j
i < 2 j ⇒ ˜ = i − j , (28)
proposed by Kaula, cf. Eq. 3.66 of [48].
Taking into account the peculiarities of the summations for the cases of odd and even harmonics, Eq. (26) is more
efficiently organized in the form
〈Vi〉 f = R
i⊕
ai
Ci,0
i2∑
j=0
(2 − δ j+i?,0)Fi,i?0 + j(s)Gi,i?0 + j(e, η) cos
[
(2 j + i?)ω + ipi
]
, (29)
in which δi, j is the usual Kronecker delta function. Note that Eq. (29) also applies to the term 〈V2〉 f , which was
displayed expanded in Eq. (17).
4. Delaunay normalization
The transformed, simplified Hamiltonian after the elimination of the parallax is obtained by replacing the original
Delaunay variables by new, prime ones, viz. (`′, g′, h′, L′,G′,H′). Hence, as follows from Eqs. (16) and (24), up to
the second order, the new Hamiltonian is
H ′ = H ′0,0 + H ′1,0 +
2
2
H ′2,0 + O(C32,0)
with
H ′0,0 = −
µ
2a
, (30)
H ′1,0 = −
µ
a
a2η
r2
〈V2〉 f , (31)
H ′2,0 = 2
µ
a
a2η
r2
C22,0R4⊕p4 η
[
q0,0
2
+
(
q0,1 +
es2
(1 + η)2
q˜0,1
)
cos 2ω
]
−
∑
i≥3
〈Vi〉 f
 , (32)
where 〈V2〉 f and 〈Vi〉 f are given in Eqs. (17) and (29), respectively, and all symbols are now assumed to be functions
of the prime Delaunay variables.
The elimination of the mean anomaly now becomes trivial. Indeed, at the first order we choose
H ′0,1 =
1
2pi
∫ 2pi
0
H ′1,0 d`′ =
1
2pi
∫ 2pi
0
H ′1,0
r2
a2η
d f = −µ
a
〈V2〉 f . (33)
The first order term of the generating function is computed from Eq. (A.5)
W ′1 =
1
n
∫
(H ′1,0 −H ′0,1) d`′ =
1
n
[
−H ′0,1`′ +
∫
H ′1,0
r2
a2η
d f
]
= −L〈V2〉 fφ
where φ = f − `′ is the equation of the center.
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The term H˜ ′0,2 is computed again from Deprit’s recursion in Eq. (A.4), which gives formally the same expression
as Eq. (22), but now it must be formulated in the tilde functions and variables. The new Hamiltonian term H ′0,2 is
selected to be free from short-period terms, viz.
H ′0,2 =
1
2pi
∫ 2pi
0
H˜ ′0,2 d`′ = H ′0,2,1 +H ′0,2,2 +H ′0,2,3,
where
H ′0,2,1 =
1
2pi
∫ 2pi
0
(
{H ′0,1,W ′1} + {H ′1,0,W ′1}
)
d`′
H ′0,2,2 =
1
2pi
∫ 2pi
0
2
µ
a
a2η
r2
C22,0
R4⊕
p4
η
{
q0,0
2
+
[
q0,1 +
es2
(1 + η)2
q˜0,1
]
cos 2ω
}
d`′,
H ′0,2,3 =
1
2pi
∫ 2pi
0
(
− 2µ
a
a2η
r2
∑
i≥3
〈Vi〉 f
)
d`′,
After evaluating the Poisson brackets, and using, when required, the differential relation in Eq. (18), the quadratures
are solved in closed form of the eccentricity to get
H ′0,2,1 = −
µ
2a
C22,0
R4⊕
p4
1
8
η(1 + 3η)(2 − 3s2)2,
H ′0,2,2 = 2
µ
a
C22,0
R4⊕
p4
η
{
q0,0
2
+
[
q0,1 +
es2
(1 + η)2
q˜0,1
]
cos 2ω
}
,
H ′0,2,3 = −2
µ
a
∑
i≥3
〈Vi〉 f .
Hence
H ′0,2 = −
µ
a
2
∑
i≥3
〈Vi〉 f − µa
R4⊕
p4
C22,0η
{
1 + 3η
16
(2 − 3s2)2 − q0,0 − 2
[
q0,1 +
es2q˜0,1
(1 + η)2
]
cos 2ω
}
. (34)
Up to O(3) = O(C32,0), the new Hamiltonian is
H ′′ = H ′′0,0 + H ′′1,0 +
2
2
H ′′2,0, (35)
where terms H ′′m,0 (m = 0, 1, 2), are obtained from corresponding ones H ′0,m given by Eqs. (30), (33), and (34),
respectively, by changing prime by double prime variables (`′′, g′′, h′′, L′′,G′′,H′′).
Hence, if we neglect the term q˜0,1 from Eq. (34) —which is a consequence of the integration constant introduced
in Eq. (19) at the 1st order of the elimination of the parallax simplification— the expanded Hamiltonian in Appendix
A of [18] can be replaced by the compact expression
H = G
2
p2
C22,0η3R4⊕p4
[
−1 + 3η
32
(2 − 3s2)2 + 1
2
q0,0 + q0,1 cos 2ω
]
− η2
∑
i≥2
〈Vi〉 f
 ,
together with the use of Kaula’s recursion in Eq. (29).
5. Kaula-type recursion’s performance
The Hamiltonian scaling used in Eqs. (11)–(14) is valid only in the case of earth-like bodies [18]. Interesting
as this case may be, there are cases, as it happens with Venus or the moon gravitational potentials, in which the
prevalence of the C2,0 coefficient is not enough to define a clear scaling of the harmonic coefficients, which, therefore,
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are all taken to be of the same order in the perturbation arrangement. In these cases, 2nd order effects of the second
zonal harmonic are not needed and the elimination of the parallax simplification can be avoided. Then, the mean
elements Hamiltonian (35) is obtained after a single canonical transformation that results in
H ′ = − µ
2a
− µ
a
∑
i≥2
〈Vi〉 f , (36)
where 〈Vi〉 f is given in Eq. (29). The derivation and arrangement of Eqs. (36) is definitely simpler than corresponding
expressions in [53].
We compare the efficiency of Eq. (36) in the construction of the mean elements Hamiltonian with corresponding
ones proposed in [53], but also with the improved version of these equations developed in [22]. The results of the
comparisons are summarized in Fig. 1, where the ratio of the time needed in the construction of a given term n of the
averaged potential is displayed for the three following cases:
• Eqs. (48)–(50) of Ref. [53, p. 250] compared to Eq. (36), represented by blue dots,
• improved equations in Ref. [22] compared to Eq. (36), represented by magenta dots,
• Eqs. (48)–(50) of Ref. [53] compared to improved equations in Ref. [22], represented by yellow dots.
As shown in the figure, all the approaches spend similar times for the lower degrees of the potential. Besides, the
recursions in [22] reduce the time needed in the computation of the original recursions in [53] to about the 80%.
But even in that case, De Saedeleer’s recursions spend a clearly increasing time, with a rate that is approximately
proportional to 1 tenth of the zonal harmonic degree n, with respect to Kaula’s recursions. Thus, in De Saedeleer’s
(improved) approach, the time spent in constructing the zonal term of 50th degree is ∼ 5 times longer than the time
needed when using Kaula’s recursions, ∼ 10 times longer for the zonal term of 100th degree, or ∼ 20 times longer for
the zonal term of 200th degree.
Ref.@47D  Kaula » 0.70+0.13 n
Ref.@22D  Kaula » 0.64+0.10 n
Ref.@47D  Ref.@22D » 1.23
0 50 100 150 200
0
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15
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25
zonal harmonic degree n
ti
m
e
ra
ti
o
Figure 1: Performance of Eq. (36) in the construction of the mean elements Hamiltonian compared to Eqs. (49)–(50) of [53] and corresponding
improved recursions in [22].
In spite of the clear advantage of using Kaula’s recursions in the construction of the mean elements Hamiltonian,
all the approaches are quite feasible with the current computational power. Indeed, as shown in Fig. 2, even for the
higher degrees, the analytical expression of the mean elements Hamiltonian term is obtained with Wolfram Mathe-
maticaR© 9 software in just a few seconds when using a 2.8 GHz Intel Core i7 with 16 GB of RAM running under
macOS High Sierra 10.13.5. However, while computing time grows with the degree in a cubic rate when using De
Saedeleer’s approach, it just grows only slightly higher than quadratic when using Kaula’s recursions.
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Figure 2: Time spent in the computation of each term of the mean elements Hamiltonian with the different recursions.
6. The brut force approach
When the Hamiltonian normalization process is approached directly by perturbations with the help of a computer
algebra system, the highest efficiency is obtained when all the analytical expression to be handled in the computation
of the Poisson brackets, as well as other operators that feed the Lie transform procedure, are fully expanded. Because
of that, the number of terms required by particular perturbation theories (Hamiltonian, generating function, periodic
corrections) are repeatedly reported in the literature [see 76, 84, 85, 28, 61, among others]. Once the perturbation
problem has been solved, there is no doubt that the perturbation solution must be exactly the same as the one obtained
with the recursions. However, the latter provides the solution in a more organized way, in which the necessary
expressions take the structure of Poisson series [86, 87] where the coefficients of the trigonometric functions are
arranged in the form of eccentricity and inclination polynomials, contrary to expanded monomials, as can be checked
in Eq. (29).
In spite of the Lie transforms procedure is straightforward in the case of a simple first order approach, which was
precisely the case tested in Section 5, the fact that it starts from reformulating the zonal gravitational potential in orbital
elements, which is given in Eq. (5) in spherical coordinates, hampers the brut force approach since the beginning. The
whole procedure is relieved from unnecessary computations when starting from Eqs. (6)–(7), which notably ease the
computation of the mean elements Hamiltonian in closed form of the eccentricity using the differential relation in
Eq. (18). But even when this shortcut is taken, the computations involved in the customary reduction of the powers of
trigonometric functions that appear in Eq. (7) to trigonometric functions with combined arguments, very soon need to
handle notable amounts of memory, in this way making the computation time to grow in a quintic way from degree to
degree.
The close to exponential growth of the Lie transforms approach is illustrated in Fig. 3, in a logarithmic scale,
where the computations with the Lie transforms where extended only to the 50th degree term of the zonal gravita-
tional potential. The Lie transforms performance relative to both types of recursions is depicted in Fig. 4, where the
performance of Kaula’s recursions over those in [53] is also shown as reference. It can be observed in Fig. 4 that,
since the beginning, the performance is at least 10 times better on the side of recursions, it immediately grows to 100
times better even for the lower degrees, and very soon grows to 1000 times better when the degree is only moderate.
The numbers obtained in our comparisons with the direct implementation of the perturbation method by Lie
transforms are just provided as an illustration of the performance, because the perturbation approach may admit
different implementations. We used our long experience with the Lie transforms method to make the comparisons
unbalanced, yet in no way we claim that the procedure cannot be speeded. However, due to the results obtained, it
is not expected that more efficient implementations of the perturbation approach, if possible, will notably change our
reported results.
Also, it may be argued against our comparisons that we relied on a general purpose algebra system whereas the
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Figure 3: Time spent in the computation of each term of the mean elements Hamiltonian with the brut force approach (Lie transforms), and De
Saedeleer’s and Kaula’s recursions.
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Figure 4: Performance of Eq. (36) in the construction of the mean elements Hamiltonian compared to Eqs. (49)–(50) of [53] and corresponding
improved recursions in [22].
computations can be done much more efficiently if this task is programmed in a specific symbolic manipulator. This
is obviously true, but analogous improvements would be found in the recursions if they are likewise programmed with
a specific tool.
7. Evaluation of the perturbation solution
Once the perturbation solution have been computed by any means, it remains to be evaluated for given initial
conditions. Recursions can obviously be efficiently programmed in platforms with limited memory. On the contrary,
literal expression may require a much larger amount of memory to be stored. In view of memory limitation is not a
major issue these days, one might be tempted to forgo the compact elegance of recursions in favor of the alacrity of
explicit expressions. However, the use of recursions provides also a great versatility in the selection of the perturbation
model, which is a non-negligible advantage in different applications. One important case in which this versatility is
of great help is in the process of assessing the reliability of different simplified models to be used for mission design
purposes.
Thus, it commonly emerges the question on how many zonal harmonics of the gravitational potential must be kept
into the perturbation model to capture the major features of the long-term dynamics while having a model as simple as
possible to ease computations [39]. The answer is normally ascertained after a process that includes the phase space
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representation for increasing complexity of the dynamical model. We will illustrate this procedure by exploring the
mean elements phase space of high-inclination low-altitude lunar orbits for increasing number of zonal harmonics.
The reduced flow stemming from Eq. (36) is of 1-DOF and, for that reason, its orbits can be depicted by simple
contour plots of the mean elements Hamiltonian without need of carrying out any numerical integration. Indeed,
due to the axial symmetry of the zonal potential, Eq. (6), the right ascension of the ascending node Ω = h is a cyclic
variable. Therefore, its conjugate momentum H, the polar component of the angular momentum vector, is a dynamical
constant. Besides, because the mean anomaly has been removed in the averaging procedure leading to Eq. (36), its
conjugate momentum L, the Delaunay action, is a formal dynamical constant of the mean elements Hamiltonian. In
consequence, Eq. (36) only depends on the remaining canonical variables, viz. g andG, and for given initial conditions
remains constant because the averaged Hamiltonian does not depend explicitly on time.
Alternatively, since e =
√
1 −G2/L2 and L is constant, on average, the mean elements Hamiltonian can be viewed
as depending on the eccentricity and the argument of the periapsis ω = g, in which the dynamical constants a = L2/µ
and σ = H/L define a parameters plane. Furthermore, because G = L for a circular orbit, σ represents the cosine
of the inclination of a circular orbit, and, hence, it is common to replace the dynamical parameter represented by
σ = cos Icircular by the corresponding inclination of circular orbits Icircular [88, 89]. The visualization of the long-term
dynamics by means of eccentricity vector diagrams, which are polar plots in which the eccentricity plays the role of
the radius and the argument of the periapsis is the polar angle, is a useful tool for mission designers [24, 2, 90, 91].
The differences in evaluating different truncations of the mean elements Hamiltonian for an orbit with desired
characteristics is illustrated in Figs. 5–7 for a lunar orbiter, in which the physical parameters of the Selenopotential
have been taken form the lunar lp150q model [92]. The dotted circumferences in the different plots of theses figures
mark the eccentricity at which the orbits would impact with the surface of the moon.
Thus, Fig. 5 shows the case of a low lunar orbit in which the semi-major axis is about 1.3 times the lunar radius
and the inclination of the circular orbits is fixed to 63.45 deg. As shown in the figure, the eccentricity vector diagrams
that visualize the long-term dynamics for this point of the parametric plane notably change depending on the number
of harmonics kept in the truncated model. Indeed, when only the Moon’s C2,0 and C3,0 are taken into account, the
perigee of non-impact orbits commonly circulates except in the case of almost circular orbits, where three stable frozen
orbits exist, two of them with the argument of the perigee at ω = −pi/2, whereas the perigee of the other points to the
opposite direction. Besides, two unstable almost circular frozen orbits exist with the arguments of the perigee pointing
approximately to 0 and pi. The simple addition of the moon’sC4,0 magnifies the eccentricity of four of the five previous
frozen orbits, and only one of the stable orbits remain almost circular. The argument of the perigee of the unstable
solutions clearly departs from the 0–pi direction, and the eccentric stable frozen orbit with the argument of the perigee
ω = −pi/2 becomes an impact orbit. The inclusion of more zonal harmonics in the mean elements Hamiltonian further
modifies the figure, and when the moon’s C2,0–C6,0 are taken into account, only the almost circular orbit survives as a
non-impact orbit. Quite notably, no frozen non-impact orbits exist in theC2,0–C7,0 model, in which corresponding plot
a dashed curve passing through the origin illustrates the evolution of the eccentricity of the circular orbits. Addition
of more harmonics to the truncated hamiltonian show that the evolution of the circular orbits avoids impact for a
C2,0–C12,0 model, a case in which a frozen non-impact exists with e ≈ 0.09 and ω = −pi/2. Finally, the situations
seems to stabilize when C2,0–C30,0 are taken into account, and the addition of more zonal harmonics to the long-term
Hamiltonian does not introduce relevant quantitative modifications of the long-term dynamics.
The case of a low-altitude, high-inclination orbit is shown in Fig. 6. Now, the parameters plane is set to the values
a = 1.07 lunar radius and Icircular = 88 deg, which would fit to the case of typical mapping orbits. Only one non-impact
frozen orbit exists in this case, but the effect of the different zonal harmonics may change the argument of the perigee
from −pi/2 to pi/2, or even prevent existence of non-impact frozen orbits. In this particular case, due to the lower
altitude, the model needs a higher degree truncation for the long-term behavior to be stabilized, which happens when
C2,0–C33,0 are taken into account, a case in which a non-impact frozen orbit exists whit ω = −pi/2 and e ≈ 0.04.
Finally, the example shown in Fig. 7 shows that the long-term dynamics of lower-inclination orbits can be ap-
proached with lower degree truncations of the mean elements Hamiltonian. Thus, for an inclinations of the circular
orbits Icircular = 53 deg the C2,0–C9,0 truncation suffices to capture the main characteristics of the dynamics, yet im-
portant quantitative variations are noted for higher degree truncations until the stabilization happens for the C2,0–C20,0
model.
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Figure 5: Influence of the number of zonal harmonics in the long-term dynamics of a lunar orbit with a = R⊕ + 600 km over the surface of the
moon, Icircular = 63.45 deg.
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Figure 6: Long-term dynamics of a lunar orbit with a = R⊕ + 125 km over the surface of the moon, Icircular = 88 deg.
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Figure 7: Long-term dynamics of a lunar orbit with a = R⊕ + 125 km over the surface of the moon, Icircular = 53 deg.
8. Conclusions
It is well known that Kaula’s seminal recursions provide an efficient way for the direct construction of the grav-
itational potential in orbital elements. Similar recursions derived from them can be used in the construction of the
long-term gravitational potential, a case in which short-period effects are removed by averaging. Simulations in this
paper show that Kaula’s approach clearly remains as the benchmark to which the performance of other recursions in
the literature, as well as the brut force approach, must be compared in the construction of a high degree long-term
potential. On the other hand, second order effects of the second zonal harmonic, which fall out the scope of Kaula’s
approach, are needed in the investigation of the long-term propagation of orbits about the Earth or Earth-like bodies.
However, these effects can be explicitly incorporated to the long-term disturbing function from available expressions
in the literature.
The use of the averaged potential in the construction of eccentricity vector diagrams showed as an efficient way of
ascertaining the complexity of the dynamical model to be used in the description of a particular region of phase space.
It discloses the simplest model to be used in a real description of the long-term dynamics due to the non-centralities of
the gravitational potential, yet additional disturbing effects, as for instance third-body perturbations, may be needed
in the real description of the dynamics.
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Appendix A. Deprit’s perturbation approach
The philosophy of a perturbation method is to find a transformation of variables T : (ξ, ε)→ ξ′, where ξ, ξ′ ∈ Rm
are given by an expansion in power series of the small parameter ε, viz.
ξ = ξ′ +
∑
j≥1
ε j
j!
ξ j(ξ
′),
such that, after truncating the resulting series to some degree εn, the differential equations of the flow in the new
variables are simpler to integrate than in the original ones. A common case is to find a transformation that, after
truncation, decouples the differential system into a reduced one, which due to the reduced dimension should be
simpler to solve than the original one, and a number of quadratures that can be integrated once the solution of the
reduced system is known.
For Hamiltonian problems the dimension m is even, and the variables dissociate into m/2 coordinates x and their
corresponding conjugate momenta X. In that case, the transformation, which is now written T : (x, X, ε) → (x′, X′),
is derived from a single scalar generating function,
W =
∑
m≥0
εm
m!
Wm+1, (A.1)
which is conveniently computed using Deprit’s perturbation method by Lie transforms [62]. Thus, starting from a
Hamiltonian in the form of Eq. (10), in whichHm,0 ≡ Hm,0(x, X), the method provides a new Hamiltonian
K =
∑
m≥0
εm
m!
H0,m(x′, X′), (A.2)
as well as the generating function (A.1) by computing successive solutions of the homological equation
{H0,0;Wm} + H˜0,m = H0,m, (A.3)
in which
• terms H˜0,m are known from previous computations;
• termsH0,m are chosen at will, in accordance with the simplification criterion;
• terms Wm are solved from the partial differential equation resulting from the evaluation of the Poisson bracket
{H0,0;Wm}—sometimes called the Lie operator.
At each step m, the homological equation (A.3) is obtained after rearranging Deprit’s famous recursion
Hn,q+1 = Hn+1,q +
∑
0≤m≤n
(
n
m
)
{Hn−m,q;Wm+1}. (A.4)
where the computation of terms H0,n require the previous computation of all the terms Hi,n−i, 0 < i < n, from the
same recursion. For instance: n = 0, q = 1, leads to the sequence
H0,2 = H1,1 + {H0,1;W1}
H1,1 = H2,0 + {H1,0;W1} + {H0,0;W2},
H0,1 = H1,0 + {H0,0;W1}.
Hence, from Eq. (A.3),
H˜0,2 = {H0,1,W1} + {H1,0,W1} +H2,0.
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Recursion (A.4) is not constrained to the computation of the new Hamiltonian and applies to any function F =∑
m≥0(εm/m!)Fm,0(x, X). Hence, onceW has been solved up to the desired order, Eq. (A.4) can be used to compute
the transformation equations that, up to the truncation order, transformH into K .
For perturbed Keplerian motion, the homological equation (A.3) is conveniently solved in Delaunay canonical
variables. In that case {H0,0;Wm} = −n∂Wm/∂`, and the homological equation
−n∂Wm
∂`
+ H˜0,m = H0,m, (A.5)
can be solved by quadrature.
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