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Die Arbeit befasst sich mit dem Proﬁl zuf¨ alliger Bin¨ arsuchb¨ aume. Diese werden
in Kapitel 1 anschaulich eingef¨ uhrt, und das Problem wird ausf¨ uhrlich erl¨ autert.
Haupts¨ achlich betrachten wir das externe Proﬁl Uk(n), die Anzahl externer Kno-
ten auf Level k eines mit n Daten gef¨ ullten Bin¨ arsuchbaums. Hauptresultat ist
dabei ein funktionaler Grenzwertsatz des am Erwartungswert skalierten Pro-
ﬁls. Demnach existieren ein stochastischer Prozess (M(z))z∈C und reelle Zahlen
0 < α− < α+, so dass f¨ ur kompakte K ⊆ (α−,α+) gilt:
lim
n→∞
sup
z∈K
 
 
Ubz lognc(n)
EUbz lognc(n)
− M
z
2

   = 0 f.s.
Wie im ersten Kapitel klar wird, ist (α−,α+) der vollst¨ andige oﬀene Bereich, in
dem das Proﬁl asymptotisch nicht verschwindet. Wir stellen zwei unterschiedliche
Zug¨ ange zu diesem Problem vor. Zentral ist dabei das Proﬁl-Polynom:
Wn(z) =
X
k≥0
Uk(n)z
k.
Die Konvergenz des skalierten Proﬁl-Polynoms Mn(z) = Wn(z)/ EWn(z) ist ein
wichtiger Schritt zum Beweis des Grenzwertsatzes.
Im ersten Kapitel werden zuf¨ allige Bin¨ arsuchb¨ aume eingef¨ uhrt und einige ihrer
Eigenschaften diskutiert. Die H¨ ohe, das S¨ attigungslevel und die Proﬁle werden
dabei entscheidend sein.
Im zweiten Kapitel wird ein Martingalzugang zu dem Problem er¨ ortert. Mn(z)
wurde erstmals von Jabbour-Hattab als Martingal in einer Arbeit von 2001
identiﬁziert, siehe [JH01]. In einer Arbeit mit Chauvin und Drmota bestimm-
te er die Konvergenz des Proﬁls im Intervall [1.2logn,2.8logn], siehe [CDJH01].
Wegen der verwendeten L2-Methode hoﬀten sie, den Bereich auf das Intervall
[(2 −
√
2)logn,(2 +
√
2)logn], der mit der L2-Konvergenz von Mn(z) korre-
spondiert, ausdehnen zu k¨ onnen. In der aktuellsten Arbeit ¨ uber dieses Thema
[CKMR05] wurde die Konvergenz schließlich auf das gesamte Intervall ausge-
dehnt. Idee dieser Arbeit [CKMR05] ist eine Einbettung des diskreten Prozesses
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in ein kontinuierliches Modell, in dem sich ein zu Mn(z) korrespondierendes Mar-
tingal ﬁnden l¨ asst.
Diese Vorgehensweise wird in Kapitel 3 ausf¨ uhrlich dargestellt. Es wird die Kon-
vergenz des skalierten Proﬁl-Polynoms formuliert, sowie Fixpunktgleichungen f¨ ur
den Grenzprozess hergeleitet. Anschließend werden noch Ergebnisse ¨ uber die Ab-
leitungsmartingale der beiden Prozesse erw¨ ahnt und ein interessanter Zusam-
menhang zur Pfadl¨ ange dargestellt. Das Kapitel schließt mit einer Diskussion
des Erwartungswerts des Proﬁls. Dabei werden ein neuer, intuitiver Beweis der
exakten Erwartung gezeigt sowie ausreichende Entwicklungen formuliert.
Im dritten Kapitel wird ein v¨ ollig anderer Zugang gew¨ ahlt. Ziel ist ebenfalls die
Konvergenz von Mn(z), man bedient sich hierbei lediglich der rekursiven Struk-
tur des Problems. Das Proﬁl-Polynom wird als zuf¨ allige analytische Funktion be-
trachtet, und die auf Rd bekannte Kontraktionsmethode mit Hilfe der Zolotarev-
Metrik wird dazu auf allgemeinere R¨ aume ausgedehnt. Ziel ist dabei, die Vertei-
lungskonvergenz von Mn(z) gegen die eindeutige L¨ osung einer Fixpunktgleichung
zu zeigen. Dieses Kapitel lehnt sich stark an die aktuelle Arbeit von Drmota, Jan-
son und Neininger an, siehe [DJN06]. Sie entwickeln die Kontraktionsmethode auf
allgemeineren R¨ aumen und verwenden diese f¨ ur einen funktionalen Grenzwert-
satz der Proﬁle allgemeiner Suchb¨ aume, in denen kein Martingalzugang bekannt
ist. Wir schließen das Kapitel mit einem Beweis der Konvergenz des skalierten
Proﬁl-Polynoms im gr¨ oßtm¨ oglichen Intervall.
Erw¨ ahnenswert ist hier, dass Fuchs, Hwang und Neininger in [FHN06] u.a. einen
Grenzwertsatz f¨ ur die Randverteilung des Proﬁls mit Hilfe der Kontraktionsme-
thode bewiesen haben, ohne das Proﬁl-Polynom zu verwenden.
Im vierten und letzten Kapitel wird schließlich der Konvergenzsatz bewiesen und
auch mit Hilfe einer Simulation ausf¨ uhrlich diskutiert. Die Extraktion verwendet
dabei eine Variante der Fourier-Inversionsformel gem¨ aß
Uk(n) =
Z π
−π
Wn(e
it)e
−iktdt.
Die Konvergenz des Proﬁls wird dann auf die des skalierten Proﬁl-Polynoms
zur¨ uckgef¨ uhrt.
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herzlichst danken. Ganz besonders danke ich Prof. Dr. Ralph Neininger f¨ ur die
außergew¨ ohnlich gute und intensive Betreuung. Mein spezieller Dank gilt Prof.
Dr. Kersting f¨ ur die Bereitstellung seiner Simulationsergebnisse.EINLEITUNG iii
Zun¨ achst werden einige Notationen eingef¨ uhrt. In der Arbeit treten unterschied-
liche diskrete und kontinuierliche univariate Verteilungen auf. Dichten beziehen
sich dabei jeweils auf das eindimensionale Lebesguemaß.
• Eine Zufallsvariable X heißt uniform auf [0,1] verteilt, kurz unif[0,1] verteilt,
falls fX(t) = 1[0,1](t) ihre Dichte ist.
• F¨ ur a,b ∈ Z,a ≤ b heißt X uniform auf {a,...,b} verteilt, falls f¨ ur alle
a ≤ i ≤ b gilt P(X = i) = 1/(b − a + 1).
• F¨ ur p ∈ [0,1] heißt X geometrisch zum Parameter p verteilt, falls f¨ ur alle
i ∈ N gilt P(X = i) = (1 − p)i−1p.
• F¨ ur p ∈ [0,1] heißt X Bernoulli verteilt zum Parameter p, kurz Ber(p)
verteilt, falls P(X = 1) = p und P(X = 0) = 1 − p.
• F¨ ur n ∈ N heißt X exponentialverteilt zum Parameter n, kurz exp(n) ver-
teilt, falls fX(t) = 1[0,∞)(t)ne−nt ihre Dichte ist.
Hier erinnern wir an die Ged¨ achtnislosigkeit der Exponentialverteilung, die
wir h¨ auﬁg verwenden. F¨ ur s ≤ t gilt:
P(X ≥ t|X ≥ s) = P(X ≥ t − s)
• F¨ ur n ∈ N heißt X gammaverteilt zu den Parametern α > 0, β > 0, kurz
Γ(α,β) verteilt, falls fX(t) = 1[0,∞)(t) αβ
Γ(β)tβ−1e−αt ihre Dichte ist. Wir brau-
chen lediglich den Fall β = 1, dennoch unterdr¨ ucken wir diesen Parameter
nicht, um die Gammaverteilung von der Gammafunktion zu unterscheiden.
Die Verteilung PX einer Zufallsvariable X bezeichnen wir auch mit L(X). F¨ ur
zwei Zufallsvariablen X,Y heißt X
d = Y , dass sie dieselbe Verteilung haben, dass
also gilt PX = PY. Die Begriﬀe der stochastischen, fast sicheren und Verteilungs-
konvergenz setzen wir als bekannt voraus.
F¨ ur komplexwertige Folgen an,bn sei
an ∼ bn :⇔
an
bn
n→∞ −→ 1 ⇔ an = bn(1 + o(1)).Kapitel 1
Eigenschaften zuf¨ alliger
Bin¨ arsuchb¨ aume
Wir befassen uns mit zwei unterschiedlichen Konstruktionsmethoden f¨ ur zuf¨ allige
Bin¨ arsuchb¨ aume. Erstere ist aus algorithmischer Sichtweise interessant, zweitere
ist mehr dynamischer Natur und ist speziell im zweiten Kapitel wichtig. Zur
formalen Vereinfachung wird zun¨ achst der Raum der bin¨ aren B¨ aume deﬁniert.
Dazu sei
U := {∅} ∪
[
n≥1
{0,1}
n
die Menge aller endlichen W¨ orter im Alphabet {0,1}, ∅ bezeichne das leere Wort.
F¨ ur u,v ∈ U sei uv die Verkettung von u und v. Dabei ist uv Nachfolger von u
und u Vorg¨ anger von uv.
u0 (resp. u1) wird als linkes (resp. rechtes) Kind von u bezeichnet. Ein Bin¨ arbaum
T ist eine endliche Teilmenge von U mit folgenden Eigenschaften:
∅ ∈ T
uv ∈ T ⇒ u ∈ T
u1 ∈ T ⇔ u0 ∈ T
Die Elemente von T heißen Knoten, ∅ wird als Wurzel bezeichnet. |u| bezeichnet
die Anzahl der Buchstaben in u, dies entspricht dem Level des Knotens u. T ist
eindeutig durch seine externen Knoten ∂T beschrieben, diese sind die Knoten aus
T, die keine Nachfolger in T haben. Alle ¨ ubrigen Knoten T\∂T werden als intern
bezeichnet. Die Menge aller Bin¨ arb¨ aume ist BinTree.
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1.1 Konstruktion zuf¨ alliger Bin¨ arsuchb¨ aume
Bin¨ arsuchb¨ aume sind eine Datenstruktur in der Informatik. Ziel ist es, Daten
eﬃzient zu speichern und auszulesen. Die Daten seien x1,x2,...,xn, paarweise
verschiedene Zahlen. Wir k¨ onnen annehmen, es gelte {x1,...,xn} = {1,...,n}.
Die Konstruktion eines Bin¨ arsuchbaums verl¨ auft nach folgendem rekursiven Sche-
ma:
• Speichere x1 in der Wurzel.
• S¨ amtliche xi mit xi < x1 f¨ ur 2 ≤ i ≤ n werden im linken Teilbaum gespei-
chert.
• S¨ amtliche xi mit xi > x1 f¨ ur 2 ≤ i ≤ n werden im rechten Teilbaum
gespeichert.
• In den Teilb¨ aumen wird das Verfahren rekursiv angewandt.
Sind alle Daten eingef¨ ugt, erh¨ alt man einen beschrifteten Baum mit n Knoten.
Man erg¨ anzt n + 1 unbeschriftete externe Knoten um einen Bin¨ arbaum mit n
internen Knoten zu erhalten.
Ein typisches Beispiel f¨ ur die Daten 3,6,2,5,7,4,1:
3
6 2
4
1 5 7
Spricht man von der Gr¨ oße eines Bin¨ arsuchbaums, so meint man die Anzahl ein-
gef¨ ugter Daten, die der Anzahl interner Knoten entspricht. Bildet der zu verar-
beitende Datensatz eine rein zuf¨ allige Permutation der Zahlen 1,...,n, so spricht
man von einem zuf¨ alligen Bin¨ arsuchbaum.
Im Unterschied zum Catalan-Modell, in dem jeder Bin¨ arbaum gleichwahr-
scheinlich ist, sind Bin¨ arsuchb¨ aume gut ausbalanciert. Dies wird sp¨ ater quantiﬁ-
ziert, algorithmisch ist dies von großer Bedeutung, da man versucht ist, die Kom-
plexit¨ at, beispielsweise die Suchzeit nach einem bestimmten Datum, m¨ oglichst
gering zu halten.1.1. KONSTRUKTION ZUF¨ ALLIGER BIN¨ ARSUCHB¨ AUME 3
F¨ ur unsere Zwecke ist dieses erste Modell alleine noch nicht ausreichend, tats¨ ach-
lich sind wir nur an der Struktur des Baums interessiert, die Beschriftungen der
Knoten sind daher unbedeutend. Zudem ist problematisch, dass man nicht ohne
weiteres von einem zuf¨ alligen Baum der Gr¨ oße n zu einem der Gr¨ oße n+1 gelangen
kann. Dieses Problem l¨ asst sich zwar beheben, indem man als zuf¨ allige Permu-
tation die globalen R¨ ange von n unabh¨ angig unif[0,1] verteilten Zufallsvariablen
w¨ ahlt, dennoch w¨ are eine dynamischere Sicht des Prozesses w¨ unschenswert. Fol-
gender Satz ist hilfreich:
Satz 1.1 In einem zuf¨ alligen Bin¨ arsuchbaum ist der n¨ achst zu besetzende externe
Knoten uniform unter allen verteilt.
Beweis: Sei x = (x1,...,xn) eine zuf¨ allige Permutation der Zahlen 1,...,n. Als
lokaler Rang von xi in x wird
Ri(x) := |{1 ≤ j ≤ i|xj ≤ xi}|
bezeichnet. Sei Tn der Bin¨ arsuchbaum mit n internen und n + 1 externen Kno-
ten. Wir w¨ ahlen einen bestimmten externen Knoten aus und betrachten den Pfad
von der Wurzel zu ihm. Um das n + 1-te Datum in diesen externen Knoten ein-
zuf¨ ugen, muss es gr¨ oßer sein, als alle Daten in linken Teilb¨ aumen von internen
Knoten des Pfades, an denen dieser nach rechts abbiegt, sowie kleiner als alle
¨ ubrigen. Der lokale Rang ist damit eindeutig festgelegt. Da es n+1 externe Kno-
ten und ebensoviele m¨ ogliche lokale R¨ ange f¨ ur das neue Datum gibt, ergibt sich
die Behauptung sofort aus nachfolgendem Lemma. 
Lemma 1.1 Die lokalen R¨ ange Ri(x) f¨ ur i = 1,...,n sind unabh¨ angig und
gleichverteilt auf {1,...,i}.
Beweis: Bezeichne Sn die symmetrische Gruppe der Permutationen von n Ele-
menten. Sei
ϕ : Sn → W := {1} × {1,2} × ··· × {1,2,...,n},
ϕ(x) := (R1(x),...,Rn(x))
die Abbildung, die jeder Permutation den Vektor ihrer lokalen R¨ ange zuordnet.
Die Kardinalit¨ aten von Sn und W stimmen ¨ uberein. Zudem hat jedes Element
aus W oﬀensichtlich h¨ ochstens ein Urbild,das sich auf eindeutige Weise sukzessiv
aus den lokalen R¨ angen bestimmen l¨ asst, falls es existiert. Man beginnt dabei
mit Rn(x) und endet bei R1(x). ϕ ist somit injektiv und damit bijektiv. Die4 KAPITEL 1. EIGENSCHAFTEN ZUF¨ ALLIGER BIN¨ ARSUCHB¨ AUME
gew¨ unschten Aussagen folgen nun leicht. Sei 1 ≤ k ≤ i und beschreibe A ⊆ Sn
die Menge aller Permutation, f¨ ur die Ri(x) = k gilt. Dann gilt
P(Ri(x) = k) =
|A|
n!
=
n!
i
1
n!
=
1
i
und f¨ ur beliebiges (j1,...,jn) ∈ W
P(R1(x) = j1,...,Rn(x) = jn) =
1
n!
=
n Y
i=1
P(Ri(x) = ji).
Dies beweist das Lemma. 
Satz 1.1 erm¨ oglicht uns eine zweite Konstruktion zuf¨ alliger Bin¨ arsuchb¨ aume als
homogenen Markov-Prozess Tn auf dem Raum der Bin¨ arb¨ aume BinTree.
• T0 = {∅},
• Tn+1 = Tn ∪ {Dn0,Dn1}, wobei P(Dn = u|Tn) = (n + 1)−1 ∀u ∈ ∂Tn.
Dn beschreibt dabei den externen Knoten von Tn, in den das n + 1-te Datum
eingef¨ ugt wird.
Nach Satz 1.1 ist Tn verteilungsgleich zum zuf¨ alligen Bin¨ arsuchbaum im ersten
Modell.
1.2 Wichtige Gr¨ oßen zuf¨ alliger Bin¨ arsuchb¨ aume
Wir erl¨ autern bei weitem nicht alle bekannten Gr¨ oßen im Bin¨ arsuchbaum. Unser
Hauptinteresse liegt im externen Proﬁl
Uk(n) := |{u ∈ ∂Tn : |u| = k}|,
die Anzahl externer Knoten eines bestimmten Levels k. Analog deﬁniert man
auch das interne Proﬁl
Zk(n) := |{u ∈ T\∂Tn : |u| = k}|, (1.1)
das wir aber kaum verwenden werden.
Da jeder interne Knoten genau zwei Nachfolger in T hat und diese entweder
interne oder externe Knoten sind, gilt f¨ ur 0 ≤ k ≤ n
2Zk(n) = Uk+1(n) + Zk+1(n). (1.2)1.2. WICHTIGE GR¨ OSSEN ZUF¨ ALLIGER BIN¨ ARSUCHB¨ AUME 5
Damit l¨ asst sich das interne Proﬁl aus dem externen bestimmen. Es gilt Zk(0) =
1 − δ0k und f¨ ur n ≥ 1:
Zk(n) =
n X
i=k+1
2
k−iUi(k) = 2
k −
k X
i=1
2
k−iUi(k),
wie man aus (1.2) sofort induktiv einsehen kann.
Bezeichne V1(n) (resp. V2(n)) die Anzahl interner Knoten im linken (resp. rechten)
Teilbaum eines Bin¨ arsuchbaums der Gr¨ oße n. Trivialerweise gilt V1(n)+V2(n) =
n − 1. Sei x = (x1,...,xn) ∈ Sn die zugrundeliegende Permutation. Dann gilt
oﬀensichtlich V1(n) = k ⇔ x1 = k + 1 f¨ ur 0 ≤ k ≤ n − 1. Somit ist V1(n)
uniform auf {0,...,n − 1} verteilt. Wir bezeichnen deshalb die Gr¨ oße des lin-
ken Teilbaums mit I(n). Bedingt auf I(n), bilden linker und rechter Teilbaum
bekanntermaßen wieder unabh¨ angige zuf¨ allige Bin¨ arsuchb¨ aume, siehe beispiels-
weise [Mah92]. Somit gilt folgende Rekursion, die im dritten Kapitel verwendet
wird:
Uk(n)
d = U
(1)
k−1(I(n)) + U
(2)
k−1(n − 1 − I(n)). (1.3)
Dabei sind U
(1)
i (`),U
(2)
j (m),I(n) f¨ ur i,j ≤ k, `,m ≤ n unabh¨ angig mit U
(i)
` (m)
d =
U`(m) f¨ ur i = 1,2, ` ≤ k, m ≤ n.
Weitere wichtige Gr¨ oßen sind das S¨ attigungslevel hn und die H¨ ohe Hn:
hn := min{|u| : u ∈ ∂Tn}, Hn := max{|u| : u ∈ ∂Tn}.
Bekannte Resultate (siehe beispielsweise [Dev98]) beschreiben die Asymptotik
dieser Gr¨ oßen. Es gilt:
lim
n→∞
hn
logn
= α− = 0.373..., lim
n→∞
Hn
logn
= α+ = 4.311... f.s. (1.4)
Dabei bezeichnen die beiden Konstanten α−,α+ die Nullstellen von η2(x) mit
η2(x) = xlog
x
2
− x + 1. (1.5)
Da η
0
2(x) = log x
2, hat η2(x) nur ein Extremum und demnach h¨ ochstens zwei
Nullstellen. Wie man sofort sieht, hat η2(x) tats¨ achlich zwei Nullstellen und f¨ ur
sp¨ atere Zwecke bemerken wir, dass f¨ ur α− < x < α+ gilt η2(x) < 0.
Diese Ergebnisse spiegeln die bereits erw¨ ahnte Ausbalanciertheit wider, im Cata-
lan-Modell w¨ achst beispielsweise die H¨ ohe von der Ordnung
√
n, siehe [FO82].
(1.4) suggeriert, dass die richtige Skalierung zur Betrachtung des Proﬁls logarith-
misch ist. Genauer gilt, dass f¨ ur alle ε > 0 ein zuf¨ alliges N0 f.s. existiert, so dass
f¨ ur alle n ≥ N0 gilt:6 KAPITEL 1. EIGENSCHAFTEN ZUF¨ ALLIGER BIN¨ ARSUCHB¨ AUME
Uk(n) = 0 f¨ ur k / ∈ [(α− − ε)logn,(α+ + ε)logn].
Unser Ziel ist deshalb eine Asymptotik f¨ ur das Proﬁl im gesamten Intervall
(α− logn,α+ logn).Kapitel 2
Martingale in Bin¨ arsuchb¨ aumen
Wie bereits in der Einleitung angek¨ undigt, besch¨ aftigen wir uns zun¨ achst mit
dem klassischen Zugang zu diesem Problem und werden einige Martingale ﬁn-
den und verwenden. Hauptidee dieses Abschnitts ist es, den diskreten Markov-
Prozess in einen zeitstetigen einzubetten. Die gew¨ unschten Ergebnisse im diskre-
ten Fall werden dann auf bekannte Resultate im kontinuierlichen Fall zur¨ uck-
gef¨ uhrt. Zun¨ achst wird die Einbettung, eine Art Poissonisierung des Prozesses,
beschrieben.
2.1 Yule-Prozess und Einbettung
Wir deﬁnieren zun¨ achst den kontinuierlichen Yule-Prozess, in den sp¨ ater Tn ge-
eignet eingebettet wird. (Tt)t≥0 ist ein zeitstetiger Prozess auf BinTree, in dem
sich jeder externe Knoten unabh¨ angig von den ¨ ubrigen verh¨ alt.
• Der Prozess startet zum Zeitpunkt t = 0 mit einem lebendigen Individuum,
demnach ist T0 reduziert zu einem externen Knoten, T0 = {∅}.
• Jedes Individuum hat eine exp(1)-verteilte Lebenszeit, unabh¨ angig von al-
len anderen, und wird nach seinem Ableben durch zwei Kinder ersetzt.
Die Menge der lebendigen Individuen zum Zeitpunkt t wird mit ∂Tt bezeichnet,
die Menge der gestorbenen mit Tt\∂Tt. (Tt)t≥0 ist nach Konstruktion ein Markov-
Sprungprozess auf U mit deterministischen ¨ Ubergangswahrscheinlichkeiten.
Der Z¨ ahlprozess (Nt)t≥0 beschreibt die Anzahl lebendiger Individuen zum Zeit-
punkt t und bildet den klassischen Yule-Prozess. Dabei gilt:
Nt = |∂Tt|.
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Seien 0 = τ0 < τ1 < τ2 < ... die sukzessiven Sprungzeiten von Tt,
τn := inf{t ≥ 0 : Nt = n + 1}.
τn ist der Zeitpunkt, an dem zum ersten Mal n + 1 Individuen leben. Man be-
achte: Nτn = n + 1. Aufgrund der Ged¨ achtnislosigkeit der Exponentialverteilung
sind die Sprungintervalle (τn − τn−1)n≥0 unabh¨ angig und gen¨ ugen τn − τn−1
d =
min(E1,...,En). Dabei sind E1,...,En, wie im folgenden, unabh¨ angig exp(1)
verteilt.
Bekannte Identit¨ aten besagen, dass min(E1,...,En)
d = exp(n)
d = E1/n. Dazu
betrachte man beispielsweise die Verteilungsfunktion einer exp(n)-verteilten Zu-
fallsvariablen: F(t) = 1 − e−nt, oder erinnere sich an bekannte Eigenschaften des
Poissonprozess. Es folgt:
τn
d =
n X
i=1
Ei
i
. (2.1)
Wichtig ist, dass die Sprungzeiten nicht von der Struktur des Baums abh¨ angen
und umgekehrt, da Sprungzeiten und ¨ Ubergangswahrscheinlichkeiten unabh¨ angig
sind. Somit sind die Prozesse (τn)n≥0 und (Tτn)n≥0 unabh¨ angig.
Erneut wegen der Ged¨ achtnislosigkeit der Exponentialverteilung ist das n¨ achst
sterbende Individuum uniform unter allen lebendigen verteilt. Dies f¨ uhrt zur Ein-
bettung des diskreten Prozesses, es gilt: (Tτn)n≥0
d = (Tn)n≥0. Wie k¨ onnen also
(Tn)n≥0 aus (Tt)t≥0 durch Stoppen gewinnen und deshalb annehmen, dass gilt:
(Tτn)n≥0 = (Tn)n≥0.
Dies kommt nicht von ungef¨ ahr, (Tt)t≥0 wurde nat¨ urlich bewusst so konstruiert.
Wir sind von einer diskreten Markov-Kette gestartet und haben Wartezeiten
hinzugef¨ ugt, die nicht von den ¨ Ubergangswahrscheinlichkeiten abh¨ angen. Stoppt
man nun den zeitstetigen Prozess zu den Sprungzeiten ab, erh¨ alt man selbst-
verst¨ andlich den urspr¨ unglichen, diskreten Prozess zur¨ uck. Dies mag unfruchtbar
erscheinen, hilft es uns doch im folgenden, Ergebnisse im kontinuierlichen Fall auf
den diskreten zu ¨ ubertragen. Folgendes Bild veranschaulicht den Zusammenhang
zwischen diskretem und kontinuierlichem Prozess.2.2. MARTINGALE UND UNTERB¨ AUME 9
2.2 Martingale und Unterb¨ aume
Um im weiteren von Martingalen sprechen zu k¨ onnen, deﬁnieren wir vorab die
nat¨ urlichen Filtrationen
F(n) = σ(T1,...,Tn), Ft = σ(Ts : 0 ≤ s ≤ t). (2.2)
Zun¨ achst befassen wir uns mit dem Bin¨ arsuchbaum und deﬁnieren das zentrale
Objekt, das Proﬁl-Polynom, in dem die Proﬁle der einzelnen Levels als Koeﬃzi-
enten auftreten:
Wn(z) :=
∞ X
k=0
Uk(n)z
k, z ∈ C.
Tats¨ achlich gilt deg(Wn) = Hn ≤ n. Nur endlich viele Koeﬃzienten sind demnach
von 0 verschieden. Zur Vollst¨ andigkeit erw¨ ahnen wir noch Uk(0) = δ0k, W0(z) = 1
und Uk(n) = 0 f¨ ur k < 0 oder k > n.
Eine triviale Umsummierung bringt eine alternative Darstellung des Proﬁl-Polynoms
als
Wn(z) =
X
u∈∂Tn
z
|u|.
Bei gegebenem Anlass werden wir auf diese Darstellung zur¨ uckkommen.
Folgender Satz gibt Auskunft ¨ uber das Verhalten der Gr¨ oßen.
Satz 2.1 Es gilt:
i) E[Uk(n + 1)|F(n)] =
1
n + 1
(nUk(n) + 2Uk−1(n)), (2.3)
ii) E[Wn+1(z)|F(n)] =
n + 2z
n + 1
Wn(z). (2.4)
Beweis: i) ist eine Beobachtung, die die Dynamik des Baums verwendet. Es gibt
drei zu unterscheidene F¨ alle, das n+1-te Datum kann auf Level k, auf Level k−1
oder auf einem anderen Level eingef¨ ugt werden.
E[Uk(n + 1)|F(n)] = (Uk(n) − 1)
Uk(n)
n + 1
+ (Uk(n) + 2)
Uk−1(n)
n + 1
+ Uk(n)

1 −
Uk(n) + Uk−1(n)
n + 1
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Vereinfachung dieses Ausdrucks f¨ uhrt direkt zu i).
ii) ist eine Konsequenz aus i), dabei wird verwendet, dass Uk(n) = 0 f¨ ur k > n.
E[Wn+1(z)|F(n)] =
X
k≥0
E[Uk(n + 1)|F(n)]z
k
=
1
n + 1
X
k≥0
(nUk(n) + 2Uk−1(n))z
k
=
1
n + 1
 
nWn(z) + 2z
X
k≥0
Uk−1(n)z
k−1
!
=
n + 2z
n + 1
Wn(z).

Sei
Cn(z) :=
n−1 Y
k=0
k + 2z
k + 1
= (−1)
n

−2z
n

, (2.5)
sowie C0(z) := 1. Aus dem obigen Satz folgt unmittelbar die Martingaleigenschaft
des normierten Proﬁl-Polynoms.
Korollar 2.1 F¨ ur z / ∈ 1
2Z− ist
(Mn(z))n≥0 :=

Wn(z)
Cn(z)

n≥0
(2.6)
ein Martingal mit Erwartung 1 bez¨ uglich der Filtration F(n).
Dabei folgt EMn(z) = 1 aus EM0(z) = EW0(z)/C0(z) = 1.
Man beachte Mn(1
2) = Mn(1) = 1 fast sicher f¨ ur alle n.
F¨ ur sp¨ atere Zwecke ist die Asymptotik von Cn(z) wichtig.
Lemma 2.1 Es gilt:
Cn(z) =
n2z−1
Γ(2z)

1 + O

1
n

, n → ∞
gleichm¨ aßig f¨ ur jede beschr¨ ankte Teilmenge von C\1
2Z−.
Beweis: Der Beweis beruht auf der Stirling-Approximation und geeigneten Feh-
lerabsch¨ atzungen. Wir verwenden die Stirlingsche Formel aus [AS64]. F¨ ur alle z
mit |arg(z)| < π, insbesondere f¨ ur <(z) ≥ 0, gibt es eine Funktion 0 < ϑ(z) < 1
12z
mit:
Γ(z) =
√
2zz
z−1/2e
−ze
ϑ(z). (2.7)2.2. MARTINGALE UND UNTERB¨ AUME 11
Damit folgt f¨ ur n groß genug:
Cn(z) =
Γ(2z + n)
Γ(2z)Γ(n + 1)
=
1
Γ(2z)
√
2π(2z + n)2z+n−1/2e−2z−n+1eϑ(2z+n)
√
2π(n + 1)n+1/2e−neϑ(n+1)
=
(n + 2z)2z
Γ(2z)(n + 1)

1 +
2z − 1
n + 1
n+1 
1 +
2z − 1
n + 1
−3/2
e
1−2ze
ϑ(2z+n)−ϑ(n+1)
mit
(n + 2z)
2z = n
2z + O(2zn
2z−1) = n
2z

1 + O

2z
n


1 +
2z − 1
n + 1
−3/2
= 1 + O

2z − 1
n

e
ϑ(2z+n)−ϑ(n+1) = 1 + O

1
2z + n

.
Aus der Analysis, siehe z.B. [K¨ on03, Kapitel 9], verwenden wir folgendes bekann-
tes Resultat: 
1 +
2z − 1
n + 1
n+1
= e
2z−1

1 + O

e2z−1
n

.
Da wir uns auf beschr¨ ankte komplexe Mengen einschr¨ anken, sind s¨ amtliche O-
Terme O
 
1
n

gleichm¨ aßig in z und die Behauptung folgt. 
Kehren wir nun zum Yule-Prozess zur¨ uck. Bevor wir das zu (Mn(z))n≥0 analoge
Martingal betrachten, besch¨ aftigen wir uns n¨ aher mit dem Z¨ ahlprozess (Nt)t≥0.
Folgendes Lemma ist hilfreich.
Lemma 2.2 Seien E1,...,En unabh¨ angig exp(1) verteilt. Dann gilt:
max(E1,...,En)
d =
 
n X
i=1
Ei
i
!
.
Beweis: Man betrachte E1,...,En parallel. F¨ ur 1 ≤ j ≤ n bezeichne Ij die
Diﬀerenz zwischen der j − 1 gr¨ oßten und j gr¨ oßten Werte der Ei. Wegen der
Ged¨ achtnislosigkeit der Exponentialverteilung gilt, dass Ij wie das Minimum von
j unabh¨ angigen, exp(1)-verteilten Zufallsvariablen ist, ergo Ij
d = Ej/j. Oﬀensicht-
lich gilt I1 + ··· + In = max(E1,...,En) und die Behauptung folgt. 
Mit {Nt > n} = {τn < t}, der Verteilungsfunktion der Exponentialverteilung,12 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
sowie des obigen Lemmas l¨ asst sich nun leicht die Verteilung von Nt bestimmen.
P(Nt > n) = P(τn < t)
= P
 
n X
i=1
Ei
i
< t
!
= P(max(E1,...,En) < t)
= (1 − e
−t)
n. (2.8)
Nt ist folglich geometrisch zum Parameter e−t auf N verteilt, man beachte ENt =
et. Nachfolgender Satz beschreibt das Wachstum des Prozesses genauer.
Satz 2.2 Es gilt:
i) (Nte−t)t≥0 ist ein (Ft)-Martingal mit Erwartung 1,
ii) limt Nte−t = ξ f.s. mit L(ξ) = exp(1).
Beweis: Betrachtet man den Prozess zum Zeitpunkt s ≤ t, so hat nach Kon-
struktion jedes lebendige Individuum eine von allen anderen unabh¨ angige Nach-
kommenschaft mit gleicher Verteilung wie das erste Individuum zum Zeitpunkt
t = 0. Betrachtet man ein lebendiges Individuum separat, l¨ asst sich somit keine
Information gewinnen, in welchem Teil des Baums man sich beﬁndet. Dies wird
im n¨ achsten Kapitel ¨ uber Unterb¨ aume ausgenutzt. Somit gilt:
Nt =
Ns X
i=1
N
i
t−s.
Dabei beschreibt Ni
t die Nachkommenschaft des i-ten Individuums zum Zeitpunkt
s und ist verteilungsgleich zu Nt sowie f¨ ur verschiedene i paarweise unabh¨ angig.
Da Ns unter Fs messbar ist und Ni
t−s f¨ ur alle i unabh¨ angig von Fs sind, gilt nach
Wald’scher Identit¨ at:
E[Nt|Fs] = E
"
Ns X
i=1
N
i
t−s
   Fs
#
= NsENt−s
= Nse
−se
t
und i) folgt, da ENte−t = 1 trivialerweise gilt.
Wegen Nte−t > 0 konvergiert das Martingal, nach dem bekannten Konvergenzsatz
f¨ ur nicht-negative Martingale, fast sicher. Sei ξ := limt Nte−t.
Es gilt:
P
 
Nte
−t < x

= P
 
Nt < xe
t
= 1 −
 
1 − e
−tetx t→∞ −→ 1 − e
−x2.2. MARTINGALE UND UNTERB¨ AUME 13
und ii) folgt. 
Wegen (2.8) gilt, limn τn = ∞ in Wahrscheinlichkeit und fast sicher entlang ei-
ner Teilfolge. Da τn zudem fast sicher monoton wachsend ist, folgt unmittelbar
limn τn = ∞ f.s. Mit Nτn = n + 1 und Satz 2.2 f¨ uhrt dies direkt zu
lim
n→∞ne
τn = ξ f.s. (2.9)
Es gilt E[τn] = Hn, dabei bezeichnet Hn die n-te harmonische Zahl:
Hn =
n X
i=1
1
i
. (2.10)
Bekanntlich gilt Hn
logn → 1. Wegen Var[τn] =
Pn
i=1 i2 < ∞, folgt mit der Unglei-
chung von Tschebyscheﬀ unmittelbar
τn
logn
n→∞ −→ 1
in Wahrscheinlichkeit. Dies gilt auch fast sicher, wie man leicht zeigen kann:
Logarithmieren von (2.9) bringt
logn − τn = logξ + o(1), (2.11)
dabei gilt o(1) → 0 f¨ ur n → ∞ fast sicher. Division durch logn liefert die Be-
hauptung
τn
logn
n→∞ −→ 1 f.s. (2.12)
Unterb¨ aume
Viele Ergebnisse lassen sich aufgrund der Selbst¨ ahnlichkeit des Baums auf Un-
terb¨ aume ¨ ubertragen. Eine weitere interessante Eigenschaft der Exponentialver-
teilung kommt hier zum Tragen.
Lemma 2.3 Seien X,Y unabh¨ angig exp(1) verteilt. Dann gilt:
L

X
X + Y

= unif[0,1].
Beweis: Wir betrachten die Verteilungsfunktion. Oﬀensichtlich ist X
X+Y ∈ [0,1]
f.s. Sei t ∈ [0,1] und fX(x) = e−x die Dichte von X. Bedingen auf X liefert
P

X
X + Y
< t

=
Z ∞
0
P

Y >
x
t
− x

fX(x)dx
=
Z ∞
0
e
−xe
−(x/t−x)dx =
Z ∞
0
e
−x/tdx = t14 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
und die Behauptung folgt. 
F¨ ur u ∈ U sei
τ
(u) := inf{t ≥ 0 : u ∈ Tt}. (2.13)
Nach Konstruktion ist τ(u) d = E1 +···+E|u|. Nach einer bekannten Identit¨ at gilt
somit L(τ(u)) = Γ(1,|u|), vergleiche etwa [Kle06, ¨ Ubung 14.2.1]. Wir werden dies
an dieser Stelle nicht verwenden, lediglich τ(u) < ∞ f.s. ist entscheidend.
F¨ ur t > 0 sei
T
(u)
t = {v : uv ∈ Tt+τ(u)}
der Baum ab u in relativer Zeit. Sei weiter
N
(u)
t =

 ∂T
(u)
t

 
der Z¨ ahlprozess f¨ ur diesen Unterbaum und f¨ ur t > τ(u) sei n
(u)
t = N
(u)
t−τ(u) dieser
Prozess in absoluter Zeit. Nach Konstruktion gilt oﬀensichtlich analog zu (2.9)
f¨ ur jeden Unterbaum mit Wurzel u
lim
t→∞
N
(u)
t e
−t = ξu, lim
t→∞n
(u)
t e
−t = ξue
−τ(u)
f.s. (2.14)
Dabei ist ξu
d = exp(1). Liegen u,v nicht in einem Ast des Baums, so sind die Dy-
namiken ihrer Teilb¨ aume oﬀensichtlich unabh¨ angig, d.h. ξu,ξv sind unabh¨ angig.
Da f¨ ur t > τ(u0)
n
(u)
t = n
(u0)
t + n
(u1)
t , τ
(u0) = τ
(u1)
gilt, folgt mit (2.14) und Lemma 2.3
n
(u0)
t
n
(u)
t
=
n
(u0)
t
n
(u0)
t + n
(u1)
t
t→∞ −→
ξu0
ξu0 + ξu1
=: U
(u0) f.s.
mit L(U(u0)) = unif[0,1]. Analog folgt:
n
(u1)
t
n
(u)
t
t→∞ −→ 1 − U
(u0) f.s.
Dies besagt, dass der Anteil aller Nachkommen von u im linken Teilbaum von u
asymptotisch uniform verteilt ist. Ein Resultat, das wir im diskreten Fall bereits
in (1.3) benutzten und sehr einfach erhielten. Diese Konstruktion erm¨ oglicht es
uns, jedem Knoten u eine uniform verteilte Zufallsvariable U(u) zuzuordnen.
Die wichtigste Zerlegung des Prozesses ist die in den linken und rechten Teilbaum.
Man beachte hierbei τ(0) = τ(1) = τ1. Wir setzen
U := U
(0) =
ξ0
ξ0 + ξ1
, (2.15)2.2. MARTINGALE UND UNTERB¨ AUME 15
und erhalten:
ξ = lim
t→∞Nte
−t = lim
t→∞(n
(0)
t + n
(1)
t )e
−t = (ξ0 + ξ1)e
−τ1, (2.16)
sowie
ξ0 = Uξe
τ1 ξ1 = (1 − U)ξe
τ1. (2.17)
Sind u,v keine Geschwister, d.h. haben sie nicht dengleichen direkten Vorfahren,
so sind U(u),U(v) oﬀensichtlich unabh¨ angig. Multipliziert man nun entlang des
Pfads der Vorg¨ anger eines Knotens u ergibt sich
lim
t→∞
n
(u)
t
Nt
=
Y
v≺u
U
(v) f.s.
dabei bezeichne v ≺ u Vorg¨ anger von u, zu denen auch u selbst z¨ ahlt. Die zu-
geh¨ origen Zufallsvariablen U(v) sind unabh¨ angig. Ein analoges Resultat gilt im
Bin¨ arsuchbaum.
Kehren wir nun zum Yule-Prozess zur¨ uck und besch¨ aftigen uns n¨ aher mit dem
zum Proﬁl-Polynom ¨ aquivalenten Objekt. F¨ ur t ≥ 0 sei:
W(t,z) :=
X
u∈∂Tt
z
|u|, z ∈ C.
Man beachte W(τn,z) = Wn(z). Abgreifen der kontinuierlichen Gr¨ oßen zu den
Sprungzeiten τn liefert uns hier wie auch im folgenden die Verbindung mit den
diskreten Gr¨ oßen im Bin¨ arsuchbaum. Sei weiterhin der maßwertige Prozess (%t)t≥0
deﬁniert als:
%t =
X
u∈∂Tt
δ|u|. (2.18)
Dann gilt folgender zur Deﬁnition von Wn(z) analoge Ausdruck f¨ ur W(t,z):
W(t,z) =
X
k≥0
%t({k})z
k.
und die Identit¨ at ρτn({k}) = Uk(n). Man beachte, dass %t({k}) das kontinuierliche
Analogon des Proﬁls ist, es misst die Anzahl lebendiger Individuen in der k-ten
Generation zum Zeitpunkt t.
Um die Struktur in den Unterb¨ aumen ausnutzen zu k¨ onnen, deﬁnieren wir noch
W
(u)(t,z) :=
X
u∈∂T
(u)
t
z
|u|e
t(1−2z). (2.19)
Auch diese Gr¨ oßen sind f¨ ur solche u,v, die nicht auf einem Ast liegen, unabh¨ angig.
Folgendes Lemma ist n¨ utzlich um n¨ ahere Aussagen ¨ uber die Gr¨ oße von W(t,z)
zu machen.16 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
Lemma 2.4 Sei k ∈ N0. Dann gilt:
E[%t({k})] =
(2t)k
k!
e
−t.
Beweis: Seien die 2k Knoten auf Level k beliebig nummeriert als u1,...,u2k.
Dann gilt oﬀensichtlich:
%t({k}) =
2k X
i=1
1{ui∈∂Tt}.
Es gilt:
{ui ∈ ∂Tt} = {τ
(ui) < t,τ
(ui0) > t},
dabei ist τ(u) in (2.13) deﬁniert mit τ(ui0) = τ(ui) + Eui. Eui beschreibt dabei die
Lebensdauer des betrachteten Individuums ui. Wir berechnen die Wahrschein-
lichkeit dieses Ereignises und verwenden dazu L(τ(u)) = Γ(1,k). Sei demnach
fτ(ui)(x) = xk−1
(k−1)!e−x die Dichte von τ(ui). Dann gilt:
P
 
τ
(ui) < t,τ
(ui0) > t

=
Z t
0
P(Eui > t − x)fτ(ui)(x)dx
=
Z t
0
xk−1
(k − 1)!
e
−xe
−(t−x)dx
=
e−t
(k − 1)!
Z t
0
x
k−1dx =
tke−t
k!
,
und die Behauptung folgt. 
Nachfolgender Satz beschreibt W(t,z) n¨ aher. Dabei sei an die nat¨ urliche Fil-
tration in (2.2) erinnert.
Satz 2.3 Es gilt:
i) E[W(t,z)|Fs] = W(s,z)EW(t − s,z), (2.20)
ii) EW(t,z) = e
t(2z−1). (2.21)
Beweis: i) beweist man analog zur Vorgehensweise in Satz 2.2. Man betrach-
tet dazu den Prozess zum Zeitpunkt s ≤ t und bezeichnet f¨ ur ein u ∈ ∂Ts den
relativen Prozess ab u mit Tu
t. Diese Prozesse sind verteilungsgleich zum Ur-
sprungsprozess und {Tu
t : u ∈ ∂Ts} ist oﬀensichtlich eine unabh¨ angige Familie.2.2. MARTINGALE UND UNTERB¨ AUME 17
Somit folgt:
E[W(t,z)|Fs] = E
"
X
u∈∂Tt
z
|u|

  Fs
#
= E


X
u∈∂Ts
z
|u| X
v∈∂Tu
t−s
z
|v|

  Fs


= W(s,z)EW(t − s,z)
mit der Fs-Messbarkeit von Ts und Fs-Unabh¨ angigkeit von Tu
t−s.
F¨ ur ii) verwendet man obiges Lemma. Es gilt:
EW(t,z) =
∞ X
k=0
E[%t({k})]z
k =
∞ X
k=0
(2tz)k
k!
e
−t = e
t(2z−1).
Betrachtet man W(t,z) mit passender Skalierung, ergibt sich sofort das wichtige
Martingal im Yule-Prozess.
Korollar 2.2 F¨ ur z ∈ C ist
(M(t,z))t≥0 :=
 
W(t,z)e
t(1−2z)
t≥0 (2.22)
ein Martingal mit Erwartung 1 bez¨ uglich der Filtration Ft.
Man beachte M(τn,z) =
P
u∈Tn z|u|eτn(1−2z), die ¨ Ahnlichkeit zu Mn(z), siehe
(2.6), ist oﬀensichtlich, es fehlt lediglich die passende Normierung. Wir deﬁnieren
noch
Cn(z) = e
τn(1−2z)Cn(z)
und k¨ onnen nun den Zusammenhang der Martingale im diskreten und kontinu-
ierlichen Prozess formulieren.
Satz 2.4 i) (Cn(z))n≥0 ist ein (Fτn)- Martingal mir Erwartung 1. Es gilt:
lim
n→∞Cn(z) =
ξ2z−1
Γ(2z)
f.s. (2.23)
dabei wurde ξ in Satz 2.2 deﬁniert.
ii) Die beiden Martingale (Cn(z))n≥0,(Mn(z))n≥0 sind unabh¨ angig und es gilt:
M(τn,z) = Cn(z)Mn(z). (2.24)18 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
Beweis: i) ist leicht zu berechnen. Man verwendet (2.1) f¨ ur die Darstellung von τn
und dessen Messbarkeit unter Fτn. Xn+1 := τn+1−τn
d = exp(n+1) ist unabh¨ angig
von Fτn.
E[Cn+1(z)|Fτn] = Cn+1(z)E[e
τn(1−2z)e
Xn+1(1−2z)|Fτn]
= Cn+1(z)e
τn(1−2z)Ee
Xn+1(1−2z)
= Cn(z)e
τn(1−2z) = Cn(z).
Oﬀensichtlich gilt ECn(z) = EC0(z) = 1. F¨ ur die Asymptotik verwende man
Lemma 2.1 und (2.9).
Cn(z) = e
τn(1−2z) n2z−1
Γ(2z)
(1 + o(1)) =
(ne−τn)2z−1
Γ(2z)
(1 + o(1))
n→∞ −→
ξ2z−1
Γ(2z)
f.s.
ii) folgt nach Konstruktion. Die Zerlegung spaltet M(t,z) in eine r¨ aumliche Kom-
ponente Mn(z) und eine zeitliche Cn(z). 
2.3 Konvergenz der Martingale
Zun¨ achst wird die Konvergenz der Martingale (Mn(z))n≥0 und (M(t,z))n≥0 for-
muliert, anschließend werden die Grenzprozesse mittels Fixpunktgleichungen cha-
rakterisiert.
Satz 2.5 F¨ ur 1 < q < 2, sei Vq := {z : supt E|M(t,z)|q < ∞}. Dann gilt
Vq = {z : f(z,q) > 0} mit
f(z,q) := 1 + q(2<(z) − 1) − 2|z|
q. (2.25)
Sei zudem V := ∪1<q<2Vq. Dann gilt:
i) F¨ ur t → ∞ konvergiert M(t,z) gleichm¨ aßig auf jedem Kompaktum C ⊆ V
f.s. und in L1.
ii) F¨ ur n → ∞ konvergiert Mn(z) gleichm¨ aßig auf jedem Kompaktum C ⊆ V
f.s. und in L1.
Beweis: : siehe [Big92, Theorem 6]. 
F¨ ur unsere Zwecke relevant ist der Bereich (α−/2,α+/2), der im Konvergenzbe-
reich der Martingale enthalten ist. Dies sieht man durch Betrachtung von f0(z,1)2.3. KONVERGENZ DER MARTINGALE 19
und wird sp¨ ater in Abschnitt 3.4 ausgef¨ uhrt. Der Faktor 1/2 verwundert zun¨ achst,
wird aber bei der Extraktion des Proﬁls im vierten Kapitel klar. Wir setzen
z−
c = α−/2 und z+
c = α+/2. Gleichung (2.25) wird in K¨ urze motiviert.
F¨ ur den folgenden Satz deﬁnieren wir noch
M
(i)(t,z) := W
(i)(t,z)e
(1−2z)t, M
(i)
∞(z) := lim
t→∞M
(i)(t,z) (2.26)
f¨ ur i = 0,1, dabei ist W(i)(t,z) in (2.19) deﬁniert. M(0)(t,z) (resp. M(1)(t,z)) ist
das Analogen von M(t,z) im linken (resp. rechten) Teilbaum. Im Bin¨ arsuchbaum
seien die entsprechenden Objekte analog deﬁniert.
Satz 2.6 Sei z ∈ (z−
c ,z+
c ):
i) Die Verbindung der Grenzmartingale lautet wie folgt:
M(∞,z) =
ξ2z−1
Γ(2z)
M∞(z), (2.27)
dabei ist ξ in Satz 2.2 deﬁniert.
ii) Folgende Fixpunktgleichungen charakterisieren die Grenzprozesse:
a) im Yule-Prozess,
M(∞,z) = ze
τ1(1−2z)  
M
(0)
∞ (z) + M
(1)
∞ (z)

f.s. (2.28)
dabei sind M
(0)
∞ (z),M
(1)
∞ (z) unabh¨ angige Kopien von M(∞,z), deﬁniert in (2.26),
unabh¨ angig von τ1.
b) im Bin¨ arsuchbaum,
M∞(z) = z[U
2z−1M
(0)
∞ (z) + (1 − U)
2z−1M
(1)
∞ (z)] f.s. (2.29)
dabei ist L(U) = unif[0,1] in (2.15) deﬁniert, sowie M
(0)
∞ (z),M
(1)
∞ (z) unabh¨ angige
Kopien von M∞(z), unabh¨ angig von U.
Beweis: i) folgt unmittelbar aus Satz 2.4.
ii) verl¨ auft nach bekanntem Schema.
a) F¨ ur t > τ1 sei s := t − τ1. Es folgt:
M(t,z) = e
τ1(1−2z) X
u∈∂Ts+τ1
z
|u|e
s(1−2z)
= e
τ1(1−2z)


X
u∈∂T
(0)
s
z
|u|+1e
s(1−2z) +
X
u∈∂T
(1)
s
z
|u|+1e
s(1−2z)


= ze
τ1(1−2z)[M
(0)(s,z) + M
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und mit t → ∞ folgt die Behauptung.
b) analog zu i) gilt f¨ ur den linken Teilbaum M(0)(∞,z) =
ξ2z−1
0
Γ(2z)M
(0)
∞ (z), analog
f¨ ur den rechten. ξ0,ξ1 wurden im Abschnitt 2.2 ¨ uber Unterb¨ aume deﬁniert. Es
folgt dann aus (2.30)
ξ2z−1
Γ(2z)
M∞(z) = ze
τ1(1−2z)

ξ
2z−1
0
Γ(2z)
M
(0)
∞ (z) +
ξ
2z−1
1
Γ(2z)
M
(1)
∞ (z)

.
Mit (2.17) vereinfacht sich dies zu
ξ
2z−1M∞(z) = ze
τ1(1−2z)  
(Uξe
τ1)
2z−1 M
(0)
∞ (z) + ((1 − U)ξe
τ1)
2z−1 M
(1)
∞ (z)

und die Behauptung folgt. 
Folgender Satz gibt Auskunft ¨ uber die ¨ ubrigen F¨ alle:
Satz 2.7 F¨ ur z ∈ (0,∞)\(z−
c ,z+
c ) gilt limt M(t,z) = 0 und limn Mn(z) = 0 f.s.
Beweis: Da die beiden Martingale f¨ ur z ∈ R+ nicht-negativ sind, konvergie-
ren sie fast sicher. F¨ ur den kontinuierlichen Prozess M(t,z)t≥0 ist der Beweis in
[Big92]. Das Resultat f¨ ur das diskrete Proﬁl-Polynom folgt dann direkt aus der
Verbindung der Grenzmartingale (2.27), die oﬀensichtlich auf R+ gilt. 
Bemerkung 2.1 Die L1-Konvergenz der beiden Martingale stammt wie ¨ ublich
von einer Lq-Schranke f¨ ur ein 1 < q ≤ 2. Im Falle von Konvergenz und endlichem
q-ten Moment des Grenzprozess folgt aus (2.29)
E|M∞(z)|
q = |z|
qE
 U
2z−1M
(0)
∞ (z) + (1 − U)
2z−1M
(1)
∞ (z)
 q
≥ 2|z|
qE
 U
2z−1M∞(z)
 q
=
2|z|q
(2<(z) − 1)q + 1
E|M∞(z)|
q ,
und damit gilt:
q(2<(z) − 1) − 2|z|
q + 1 ≥ 0.
Ist M∞(z) in Lq beschr¨ ankt, so muss demnach f(z,q) > 0 gelten. Der Bereich
V aus Satz 2.5 ist in diesem Sinne maximal. Insbesondere gilt L2-Konvergenz
des Martingals h¨ ochstens im Intervall

2−
√
2
2 , 2+
√
2
2

. Tats¨ achlich konvergiert das
Martingal in diesem Bereich in L2, siehe [CDJH01, Korollar 2].2.4. ABLEITUNGSMARTINGALE 21
2.4 Ableitungsmartingale
Dieser Abschnitt wird im weiteren keine Rolle mehr spielen, die Resultate wer-
den deshalb haupts¨ achlich zitiert und auf technisch anspruchsvolle Beweise wird
verzichtet. Am Ende des Abschnitts wird noch eine interessante Anwendung
bez¨ uglich der externen Pfadl¨ ange dargestellt.
Oﬀensichtlich sind die beiden Martingale Mn(z) und M(t,z) innerhalb ihrer De-
ﬁnitionsbereiche holomorph. Wir betrachten deshalb ihre Ableitungen.
M
0
(t,z) :=
d
dz
M(t,z), M
0
n(z) :=
d
dz
Mn(z). (2.31)
F¨ ur z ∈ R+ sind diese Prozesse nicht mehr stets positiv, die Konvergenz und die
Martingaleigenschaft bleiben jedoch erhalten, wie nachfolgender Satz zeigt. Wir
beginnen mit folgendem wichtigen Lemma.
Lemma 2.5 i) Sei U ⊆ R oﬀen. F¨ ur z ∈ U sei X(z) eine reellwertige, inte-
griebare Zufallsvariable, diﬀerenzierbar in U. F¨ ur alle z ∈ U existiere eine
Umgebung U(z) mit
E sup
z∈U(z)
|X
0
(z)| < ∞. (2.32)
Dann gilt:
(EX(z))
0
= EX
0
(z). (2.33)
ii) Ist (Xn(z))n≥1 f¨ ur alle z ∈ U ein Martingal bez¨ uglich einer Filtration ˜ Fn
und gelten die Eigenschaften aus i) gliedweise f¨ ur alle n ≥ 1, so ist auch  
X
0
n(z)

n≥1 ein ( ˜ Fn)-Martingal.
Beweis: i) Sei z ∈ U und zn
n→∞ −→ z. Nach dem Mittelwertsatz der Diﬀerenti-
alrechnung existiert f¨ ur alle Umgebungen U(z) ein n0, sodass f¨ ur alle n ≥ n0
gilt: 
  
X(z) − X(zn)
z − zn
 
  ≤ sup
z∈U(z)
|X
0
n(z)| f.s.
Nach dem Satz der majorisierten Konvergenz folgt (2.33) nun wegen (2.32):
(EX(z))
0
= lim
n→∞
EX(z) − EX(zn)
z − zn
= lim
n→∞E

X(z) − X(zn)
z − zn

= E lim
n→∞
X(z) − X(zn)
z − zn
= EX
0
(z).22 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
ii) folgt analog mit dem Satz der majorisierten Konvergenz f¨ ur bedingte Erwar-
tungen. 
Obiges Lemma gilt analog f¨ ur zeitstetige Prozesse. Nachfolgender Satz gibt zudem
die Verbindung der Grenzprozesse und deren Charakterisierung. Dazu seien in den
Teilb¨ aumen die Gr¨ oßen M
0(i)(t,z),M
0(i)
n (z) f¨ ur i = 0,1 analog zu (2.31) deﬁniert.
Satz 2.8 i) a) F¨ ur z ∈ R+ sind (M
0(t,z))t≥0 und (M
0
n(z))n≥0 Martingale
bez¨ uglich der nat¨ urlichen Filtrationen Ft, bzw. F(n) und werden im folgen-
den als Ableitungsmartingale bezeichnet.
b) F¨ ur z ∈ (z−
c ,z+
c ) sind die Martingale f.s. konvergent. Ihre Grenzwer-
te M
0(∞,z) und M
0
∞(z) sind dabei die Ableitungen der Grenzprozesse der
Martingale (M(t,z))t≥0 und (Mn(z))n≥0.
ii) Sei z ∈ (z−
c ,z+
c ).
a) Die Verbindung der Grenzprozesse der Ableitungsmartingale lautet:
M
0
(∞,z) =
ξ2z−1
Γ(2z)

M
0
∞(z) + 2

logξ −
Γ
0(2z)
Γ(2z)

M∞(z)

f.s. (2.34)
dabei ist ξ unabh¨ angig von M
0(∞,z),M∞(z), in Satz 2.2 deﬁniert.
b) Wir erhalten folgende Zerlegung:
M
0
∞(z) = zU
2z−1M
0(0)
∞ (z) + z(1 − U)
2z−1M
0(1)
∞ (z) + z
−1M∞(z)
+ 2z
 
U
2z−1 logU

M
(0)
∞ (z)
+ 2z((1 − U)
2z−1 log(1 − U))M
(0)
∞ (z), (2.35)
dabei sind M
0(0)
∞ (z),M
0(0)
∞ (z) unabh¨ angige Kopien von M
0
∞(z) und M
(0)
∞ (z),
M
(1)
∞ (z) unabh¨ angige Kopien von M∞(z), unabh¨ angig von U, mit L(U) =
unif[0,1].
Beweis: i) a) Nach obigem Lemma bleibt (2.32) zu pr¨ ufen. Im diskreten Fall
reicht es wegen der stetigen Diﬀerenzierbarkeit von Cn(z) und E|Wn(z)| ≤ Cn(|z|)
(2.32) f¨ ur W
0
n(z) zu zeigen. Dies folgt leicht.
|W
0
n(z)| ≤
X
k≥1
kUk(n) ≤ n
2 f¨ ur |z| ≤ 1,
|W
0
n(z)| ≤
X
k≥1
kUk(n)|z|
n ≤ n
2|z|
n f¨ ur |z| > 1.2.4. ABLEITUNGSMARTINGALE 23
Analog reicht es im kontinuierlichen Fall (2.32) f¨ ur W
0(t,z) zu pr¨ ufen. Dazu sei
z0 ∈ R+ und U(z0) eine z0-Umgebung sowie z = supz∈U(z0) |z|. Mit |W
0(t,z)| ≤
W(t,|z|) und Lemma 2.4 folgt
E sup
z∈U(z0)
|W
0
(t,z)| ≤ EW
0
(t,z)
=
X
k≥1
kE[%t({k})]z
k
= e
−t X
k≥1
k(2tz)k
k!
= 2tze
t(2z−1).
b) Da M(t,z) nach Satz 2.5 fast sicher gleichm¨ aßig auf jedem Kompaktum von
V konvergiert und V oﬀen ist, folgt wegen der angesprochenen Holomorphie des
Martingals nach dem Satz von Weierstrass, vergleiche etwa [K¨ on97, Kapitel 6.7],
dass die Ableitungsfolge fast sicher gegen die Ableitung des ebenfalls holomorphen
Grenzprozess M(∞,z) konvergiert. Dies gilt auch f¨ ur s¨ amtliche h¨ ohere Ableitun-
gen. Gleiches gilt f¨ ur das Martingal im diskreten Prozess.
ii) Bilden der Ableitung der Martingalverbindung (2.24) bringt
M
0
(τn,z) = C
0
n(z)Mn(z) + Cn(z)M
0
n(z)
=

C
0
n(z)
Cn(z)
− 2τn

Cn(z)Mn(z) + Cn(z)M
0
n(z) (2.36)
Mit (logCn(z))
0 =
C
0
n(z)
Cn(z) folgt
C
0
n(z)
Cn(z)
=
n−1 X
i=0
2
i + 2z
, (2.37)
zudem wird folgende Identit¨ at der logarithmischen Gammafunktion verwendet:
Γ
0(x)
Γ(x)
= lim
n→∞
 
logn −
n−1 X
i=0
1
x + i
!
. (2.38)
Mit Hilfe von (2.11) folgt nun
lim
n→∞

C
0
n(z)
Cn(z)
− 2τn

= lim
n→∞
 
n−1 X
i=0
2
i + 2z
− 2logn + 2logξ
!
= 2

Γ
0(2z)
Γ(2z)
+ logξ

f.s. (2.39)
Damit folgt a). Wir deﬁnieren die Grenzprozesse der Ableitungsmartingale in den
Teilb¨ aumen als M
0(i)(∞,z),M
0(i)
∞ (z) f¨ ur i = 0,1.24 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
F¨ ur b) diﬀerenziere man (2.40) und verwende diese Identit¨ at anschließend erneut.
F¨ ur t > τ1 erh¨ alt man
M
0
(t,z) = (z
−1 − 2τ1)M(t,z) + ze
(1−2z)τ1

M
0(0)(t − τ1,z) + M
0(1)(t − τ1,z)

,
und mit t → ∞ folgt mit (2.27), (2.34) sowie dessen Analogon f¨ ur (M
0(i),M(i),
M
0(i),ξi)i=0,1:
ξ2z−1
Γ(2z)
M
0
∞(z) =
ξ2z−1
Γ(2z)
 
z
−1 − 2τ1

− 2

logξ −
Γ
0(2z)
Γ(2z)

M∞(z)
+ ze
τ1(1−2z) ξ
2z−1
0
Γ(2z)

M
0(0)
∞ (z) + 2

logξ0 −
Γ
0(2z)
Γ(2z)

M
(0)
∞ (z)

+ ze
τ1(1−2z) ξ
2z−1
1
Γ(2z)

M
0(1)
∞ (z) + 2

logξ1 −
Γ
0(2z)
Γ(2z)

M
(1)
∞ (z)

.
Mehrfaches Anwenden von (2.17) sowie geschicktes Klammern vereinfacht die
Gleichung zu:
M
0
∞(z) = z
−1M∞(z) + zU
2z−1M
0(0)
∞ (z) + z(1 − U)
2z−1M
0(1)
∞ (z)
+ 2zU
2z−1

logUξe
τ1 −
Γ
0(2z)
Γ(2z)

M
(0)
∞ (z)
+ z(1 − U)
2z−1

log(1 − U)ξe
τ1 −
Γ
0(2z)
Γ(2z)

M
(1)
∞ (z)
− 2

logξe
τ1 −
Γ
0(2z)
Γ(2z)

M∞(z),
und mit (2.29) folgt die Behauptung. 
Folgender Satz komplettiert das Resultat ¨ uber Ableitungsmartingale.
Satz 2.9 i) Die Martingale (M
0(t,z−
c ))t≥0 und (M
0
n(z−
c ))n≥0 (resp. (M
0(t,z+
c ))t≥0
und (M
0
n(z+
c ))t≥0) konvergieren f.s. Ihre Grenzwerte M
0(∞,z−
c ) und M
0
∞(z−
c ) (re-
sp. M
0(∞,z+
c ) und M
0
∞(z+
c )) sind positiv (resp. negativ) und erf¨ ullen:
EM
0
(∞,z
−
c ) = EM
0
∞(z
−
c ) = +∞,
EM
0
(∞,z
+
c ) = EM
0
∞(z
+
c ) = −∞.
ii) Es gelten zu (2.27) - (2.29) ¨ ahnliche Gleichungen:
M
0  
∞,z
±
c

=
ξ2z±
c −1
Γ(2z±
c )
M
0
∞
 
z
±
c

(2.40)
M
0  
∞,z
±
c

= z
±
c e
τ1(1−2z±
c )

M
0(0)  
∞,z
±
c

+ M
0(1)  
∞,z
±
c

(2.41)
M
0
∞
 
z
±
c

= z
±
c

U
2z±
c −1M
0(0)
∞
 
z
±
c

+ (1 − U)
z±
c −1 M
0(1)
∞
 
z
±
c

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Beweis: i) F¨ ur z = z±
c sind die Konvergenz von M
0 (t,z), die Vorzeichen der
Grenzwerte und das Resultat
M
0  
∞,z
−
c

= −M
0  
∞,z
+
c

= ∞ f.s.
in [BR] bewiesen. (2.40) liefert analoges Ergebnis f¨ ur M
0
∞(z±
c ).
ii) (2.40) ist eine Konsequenz aus (2.34), da M(∞,z±
c ) = 0. Man beachte, dass
(2.34) gilt, sobald die auftretenden Martingale konvergieren.
(2.42) ist (2.35) f¨ ur z = z±
c . (2.41) ergibt sich sofort durch Diﬀerentiation von
(2.30) und z = z±
c . 
Eine einfache aber interessante Folgerung ergibt die Wahl von z = 1 in Satz 2.8,
mit Mn(1) ≡ 1, sowie (2.37) und (2.38).
Korollar 2.3 Es gilt:
M
0
(∞,1) = ξ

M
0
∞(1) + 2(logξ + γ − 1)

f.s.
dabei ist γ die Euler-Konstante und M
0
∞(1) erf¨ ullt folgende Gleichung:
M
0
∞(1) = UM
0(0)
∞ (1)+(1−U)M
0(1)
∞ (1)+2U logU +2(1−U)log(1−U)+1 f.s
(2.43)
wobei erneut M
0(0)
∞ (1),M
0(1)
∞ (1) unabh¨ angige Kopien von M
0
∞(1), unabh¨ angig von
U, sind und L(U) = unif[0,1].
Gleichung (2.43) ist die fast sichere Version der Quicksort Gleichung. Ihr Auf-
treten an dieser Stelle l¨ asst sich erkl¨ aren. Sei X eine Zufallsvariable die Gleichung
(2.43) erf¨ ullt. Man erinnere sich an das interne Proﬁl Zk(n) aus (1.1). Die Kom-
plexit¨ at des Quicksortalgorithmus, die bekanntlich verteilungsgleich zur internen
Pfadl¨ ange Qn :=
P
k≥0 kZk(n) eines Bin¨ arsuchbaums ist, konvergiert passend
normiert gegen M∞(1), siehe [R¨ os91, R´ eg89]. Genauer gilt:
Q
∗
n :=
Qn − EQn
n + 1
d → X (2.44)
mit
EQn = 2(n + 1)Hn+1 − 4n
dabei bezeichne Hn die n-te harmonische Zahl, deﬁniert in (2.10).
Die interne Pfadl¨ ange Qn unterscheidet sich von der externen Pfadl¨ ange ˜ Qn := P
k≥0 kUk(n) lediglich deterministisch um 2n, wie man leicht induktiv einsieht.
Somit gilt (2.44) analog f¨ ur die normierte externe Pfadl¨ ange ˜ Q∗
n. Aus dieser ¨ Uber-
legung l¨ asst sich die Konvergenz M
0
n(1) → X in Verteilung gewinnen, W
0
n(1) =26 KAPITEL 2. MARTINGALE IN BIN¨ ARSUCHB¨ AUMEN
˜ Qn liefert hierbei die Verbindung. Mit Lemma 2.5 folgt analog zu Satz 2.8 a)
EW
0
n(z) = (EWn(z))
0
= C
0
n(z). Mit Wn(1) = Cn(1) = n + 1 folgt nun:
M
0
n(1) =
W
0
n(1)Cn(1) − Wn(1)C
0
n(1)
C2
n(1)
=
W
0
n(1) − C
0
n(1)
n + 1
= ˜ Q
∗
n.
Mit (2.44) f¨ ur ˜ Qn folgt unmittelbar M
0
n(1)
d → X.
2.5 Erwartungswert des Proﬁls
Bislang hatten wir noch keine Aussagen ¨ uber den Erwartungswert des Proﬁls
gemacht. Da der gew¨ unschte Grenzwertsatz f¨ ur das am Erwartungswert normier-
te Proﬁl bestimmt wird, ist eine gute Kenntnis des Erwartungswert von großer
Bedeutung. Wir beginnen mit einem interessanten Lemma aus dem wir analog
zur Vorgehensweise im kontinuierlichen Fall in Lemma (2.4) die Erwartung des
Proﬁls bestimmen.
Lemma 2.6 Sei u ∈ U mit |u| = k und S
(k)
n die Stirling-Zahl erster Art, d.h. die
Anzahl Permutationen von n Elementen, die in genau k Zyklen zerfallen. Dann
gilt:
P(u ∈ ∂Tn) =
S
(k)
n
n!
. (2.45)
Beweis: Da jeder Knoten eines Levels durch einen eindeutigen Pfad mit der Wur-
zel verbunden ist und die Wahrscheinlichkeit einen externen Knoten zu besetzen
nach Lemma 1.1 nicht von der Position des Knotens abh¨ angt, ist P(u ∈ ∂Tn) f¨ ur
alle Knoten eines Levels identisch. Wir w¨ ahlen deshalb u = (1,...,1).
Sei x ∈ Sn, die dem Baum zugrundeliegende Permutation und bezeichne Y die
Anzahl der Aufw¨ artsrekorde in x. Oﬀensichtlich ist u genau dann extern, falls
Y = k. Nach Lemma 1.1 gilt:
Y
d =
n X
i=1
Xi, L(Xi) = Ber(1/ i), (2.46)
und X1,...,Xn unabh¨ angig. Man beobachtet nun, dass Y und die Anzahl der
Zyklen einer rein zuf¨ alligen Permutation identisch verteilt sind, da sich diese eben-
falls wie (2.46) zerlegen l¨ asst. Dabei ist Xi eine Indikatorvariable, die angibt, ob
bei chronologischer Anordnung der Zyklen zwischen i-ter und i + 1-ter Stelle ein
Zyklus beendet wird. Diese Zerlegung wird als ”Feller coupling“ bezeichnet und2.5. ERWARTUNGSWERT DES PROFILS 27
ist beispielsweise in [ABT03, Kapitel 1] sehr anschaulich dargestellt. Dies beweist
das Lemma. 
Nachfolgender Satz geht auf W. Lynch zur¨ uck, siehe [Lyn65].
Satz 2.10 F¨ ur den Erwartungswert des Proﬁls gilt:
EUk(n) =
2kS
(k)
n
n!
. (2.47)
Beweis: Es gibt 2k potentielle Knoten auf Level k. Seien diese beliebig numme-
riert als u1,...,u2k. Es gilt die einfache Zerlegung:
Uk(n) =
2k X
i=1
1{ui∈∂Tn}
und mit der Linearit¨ at des Erwartungswerts folgt die Behauptung aus obigem
Lemma. 
Die Schwierigkeit dieser Formel liegt in S
(k)
n . Obgleich dieses Objekt sehr an-
schaulich ist, l¨ asst es sich schwer berechnen und dessen Asymptotik bestimmen.
Bevor wir uns dessen widmen, hier eine interessante Anwendung des Satzes.
Korollar 2.4 Sei Dn die Tiefe des n-ten eingef¨ ugten Datums. Dann gilt:
P(Dn+1 = k) =
2kS
(k)
n
(n + 1)!
f¨ ur 0 ≤ k ≤ n, sowie
EDn+1 = 2(Hn+1 − 1), Var[Dn+1] = 2(Hn+1 − 1) − 4
n+1 X
i=1
1
i2.
Dabei ist Hn die n-te harmonische Zahl, deﬁniert in 2.10.
Beweis: i) Es gilt oﬀensichtlich:
P(Dn+1 = k|Tn) =
Uk(n)
n + 1
.
Bilden der Erwartung liefert
P(Dn+1 = k) =
EUk(n)
n + 1
, (2.48)
und mit (2.47) folgt die gew¨ unschte Verteilung. Mit Hilfe von (2.48) und (2.5)
l¨ asst sich die Erzeugendenfunktion von Dn+1 leicht bestimmen und daraus die
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Bemerkung 2.2 Devroye bestimmte die Verteilung der Knotentiefe in Analogie
zu (2.46) direkt, siehe [Dev88]. Es gilt:
Dn
d =
n X
i=2
Yi, L(Yi) = Ber(2/ i),
und Y1,...,Yn unabh¨ angig. Daraus lassen sich die Momente direkt ablesen.
Kehren wir zur Asymptotik des Erwartungswerts zur¨ uck. Hwang, siehe [Hwa95],
bestimmte eine Entwicklung f¨ ur die Stirling-Zahlen: F¨ ur alle ` > 0 und f¨ ur n →
∞, k → ∞ mit k/logn ≤ ` gilt insbesondere
EUk(n) =
(2logn)k
k!nΓ( k
logn)
(1 + o(1)),
woraus mit der Stirling’schen Formel, siehe (2.7), unmittelbar folgt:
EUk(n) =
n
−η2( k
log n)
Γ( k
logn)
√
2πk
(1 + o(1)). (2.49)
Dabei ist o(1) gleichm¨ aßig f¨ ur k/logn ≤ ` und η2(x) in (1.5) deﬁniert. Wir gehen
darauf im vierten Kapitel ¨ uber die Extraktion des Proﬁls n¨ aher ein und fahren
nun mit dem zweiten Zugang zu dem Problem fort.Kapitel 3
Kontraktionsmethode
In diesem Abschnitt wird nun eine alternative Betrachtungsweise des Problems
geschildert. Martingale werden hier nicht verwendet, man bedient sich lediglich
der rekursiven Struktur des Problems. Bereits im zweiten Kapitel sind einige
rekursive Gleichungen aufgetreten, die dann z.B. in Satz 2.6 und Satz 2.8 auf
Fixpunktgleichungen f¨ ur Verteilungen der Grenzprozesse f¨ uhrten. Ganz nat¨ urlich
stellen sich dabei zwei Hauptfragen:
• Ist die auftretende Gleichung l¨ osbar? Wenn ja, ist die L¨ osung dann eindeu-
tig?
• Konvergiert die betrachtete Folge von Zufallsvariablen gegen diese L¨ osung
der Gleichung? Wenn ja, in welchem Sinne?
Diese beiden Probleme werden wir l¨ osen. F¨ ur reellwertige Zufallsvariablen ist eine
L¨ osung dieses Problems mit Hilfe der Kontraktionsmethode seit Jahren bekannt,
siehe [R¨ os91, R¨ os01, NR04]. In unserem Fall treten allerdings Zufallsvariablen
in den Raum der analytischen Funktionen auf; die Kontraktionsmethode muss
demnach auf allgemeinere R¨ aume ¨ ubertragen werden. Zun¨ achst erl¨ autern wir
unseren Fall und stellen die Kontraktionsmethode allgemein vor.
3.1 Die Idee der Kontraktionsmethode
Sei I(n) die Gr¨ oße des linken Teilbaums. Es gilt L(I(n)) = unif{0,...,n − 1}.
Durch Zerlegung in linken und rechten Teilbaum gilt, wie wir bereits in (1.3)
gesehen hatten:
Uk(n)
d = U
(0)
k−1((I(n)) + U
(1)
k−1(n − 1 − I(n))
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mit U
(1)
i (`),U
(2)
j (m),I(n) f¨ ur i,j ≤ k, `,m ≤ n unabh¨ angig und U
(i)
` (m)
d = U`(m)
f¨ ur i = 1,2, ` ≤ k, m ≤ n.
F¨ ur das Proﬁl-Polynom folgt daraus unmittelbar
Wn(z)
d = zW
(0)
I(n)(z) + zW
(1)
n−1−I(n)(z) (3.1)
mit W
(0)
i (z),W
(1)
j (z),I(n) f¨ ur i,j ≤ n unabh¨ angig und W
(i)
` (z)
d = W`(z) f¨ ur
i = 1,2, ` ≤ n.
Daraus ergibt sich eine Rekursion f¨ ur die Erwartung:
EWn(z) =
2z
n
n−1 X
i=0
EWi(z) = Cn(z).
Normieren wir nun das Proﬁl-Polynom mit dessen Erwartungswert Cn(z) und
erweitern noch geschickt, schreibt sich (3.1) um zu
Mn(z)
d = z
CI(n)(z)
Cn(z)
M
(0)
I(n)(z) + z
Cn−1−I(n)(z)
Cn(z)
M
(1)
n−1−I(n)(z) (3.2)
mit M
(0)
i (z),M
(1)
j (z),I(n) f¨ ur i,j ≤ n unabh¨ angig und M
(i)
` (z)
d = M`(z) f¨ ur
i = 1,2, ` ≤ n.
Aus Lemma 2.1 folgt f¨ ur I(n) > 0 unmittelbar
CI(n)(z)
Cn(z)
=

I(n)
n
2z−1 
1 + O

1
I(n)

d → U
2z−1
gleichm¨ aßig auf jeder beschr¨ ankte Teilmenge von C\1
2Z−, mit L(U) = unif[0,1].
Aus (3.2) folgt, dass, falls Mn(z) schwach gegen einen Prozess M∞(z) konvergiert,
der Grenzprozess folgende Fixpunktgleichung erf¨ ullen muss:
M∞(z)
d = zU
2z−1M
(0)
∞ (z) + z(1 − U)
2z−1M
(1)
∞ (z) (3.3)
mit unabh¨ angigen Kopien M
(0)
∞ (z),M
(1)
∞ (z) von M∞(z), unabh¨ angig von U.
Das ist nicht anderes als (2.29) auf Verteilungsebene, ein Resultat, das wir be-
reits kannten. In diesem Kapitel wird nun gekl¨ art, dass Mn(z) tats¨ achlich gegen
die unter gewissen Nebenbedingungen eindeutige L¨ osung von Gleichung (3.3)
konvergiert. Dazu wird das Problem zun¨ achst allgemein betrachtet und die Kon-
traktionsmethode f¨ ur Banachr¨ aume formuliert.
Im allgemeinen steht man vor folgender Rekursion:
Xn
d =
K X
r=1
A
(n)
r

X
(r)
I
(n)
r

+ b
(n). (3.4)
Dabei sind (Xn)n≥0 eine Folge von Zufallsvariablen mit Verteilungen in einem
Banachraum B, Ar(n) zuf¨ allige lineare Operatoren auf B, bn ebenfalls eine B-
wertige Zufallsvariable. Zudem gilt:3.1. DIE IDEE DER KONTRAKTIONSMETHODE 31
• K ist die Anzahl Teilprobleme, in unserem Fall ist stets K = 2,
• X
(r)
n
d = Xn,
• I(n) =

I
(n)
1 ,...,I
(n)
K

sind die Gr¨ oßen der Teilprobleme,
•

X
(1)
n

,...,

X
(K)
n

,

A
(n)
1 ,...,A
(n)
K ,b(n),I(n)

unabh¨ angig.
Wir fassen Xn bereits als geeignet normiert auf. In der Regel muss die urspr¨ ung-
lich betrachtete Zufallsvariable normiert werden, da sie f¨ ur wachsendes n unkon-
trollierbar groß wird. In unserem Fall, siehe (3.1) und (3.2), wurde Wn(z) mit
dessen Erwartung normiert. Die Normierungsgr¨ oßen m¨ ussen dabei separat ge-
wonnen werden und von Fall zu Fall mehr oder weniger genau bekannt sein, dazu
sp¨ ater mehr.
Konvergieren nun die Koeﬃzienten, d.h. existieren A∗
1,...,A∗
K,b∗ mit A
(n)
r → A∗
r
f¨ ur alle 1 ≤ r ≤ K, sowie b(n) → b∗, so hoﬀt man auf passende Konvergenz
von Xn gegen eine Zufallsvariable X. Folgende Fixpunktgleichung muss X dann
erf¨ ullen:
X
d =
K X
r=1
A
∗
r
 
X
(r)
+ b
∗. (3.5)
Eine Zufallsvariable X mit Verteilung µ l¨ ost diese Gleichung oﬀensichtlich genau
dann, wenn µ Fixpunkt folgender Abbildung ist:
T : M(B) → M(B)
µ 7→ L
 
K X
r=1
A
∗
r
 
Z
(r)
+ b
∗
!
(3.6)
mit (A∗
1,...,A∗
K,b∗),Z(1),...,Z(K) unabh¨ angig und L(Z(r)) = µ.
Dabei bezeichne:
M(B) := Raum der Wahrscheinlichkeitsverteilungen auf B.
Die Vorgehensweise ist nun wie folgt. Wir statten den Raum M(B), bzw. einen
geeigneten Teilraum dessen, mit einer vollst¨ andigen Metrik, bez¨ uglich der T eine
Kontraktion ist, aus. Der Banachsche Fixpunktsatz liefert somit die eindeutige
L¨ osbarkeit der Fixpunktgleichung in dem Teilraum. Damit ist das erste Haupt-
problem beseitigt. Schließlich zeigt man noch die Konvergenz Xn → X und unser
Problem ist gel¨ ost.
Im n¨ achsten Kapitel behandeln wir zun¨ achst die passenden R¨ aume, die wir ver-
wenden und die f¨ ur unsere Zwecke relevante Metrik.32 KAPITEL 3. KONTRAKTIONSMETHODE
3.2 Funktionenr¨ aume und Zolotarev-Metrik
In diesem Kapitel stellen wir die analytischen Hilfsmittel vor und verzichten dabei
auf Beweise, die teilweise technisch sind und den Rahmen dieser Arbeit sprengen
w¨ urden.
F¨ ur analytische Funktionen in einem Gebiet D ⊆ C verwenden wir folgende
topologische Vektorr¨ aume:
• H(D): Raum der analytischen Funktionen auf D versehen mit der Topologie
der gleichm¨ aßigen Konvergenz auf kompakten Mengen. H(D) l¨ asst sich mit
einer vollst¨ andigen Metrik versehen und ist separabel.
• B(D): Raum der quadratintegrablen analytischen Funktionen auf D, aus-
gestattet mit der Norm ||f||B(D) = (
R
D |f(z)|2dλ2(z))1/2, dabei ist λ2 das
zweidimensionale Lebesgue-Maß. B(D) ist ein Hilbertraum, vergleiche etwa
[Kra82].
H(D) ist der nat¨ urliche Raum f¨ ur analytische Funktionen, B(D) hat allerdings
den Vorteil ein Hilbertraum zu sein, was sich f¨ ur unsere Zwecke als entscheidend
herausstellen wird.
Die Einbettung B(D) → H(D) ist stetig [Kra82, Lemma 1.2.1], somit impliziert
Verteilungskonvergenz in B(D) Konvergenz in H(D). Ist D0 ⊆ D ein Teilgebiet,
so sind die Einschr¨ ankungsabbildungen H(D) → H(D0) und B(D) → B(D0)
stetig, und somit impliziert Verteilungskonvergenz in H(D) Konvergenz in H(D0),
analog f¨ ur B(D). Folgender Satz ist eine Art Umkehrung dessen und erlaubt es
in Beweisen lokal vorzugehen. Der Beweis ﬁndet sich in [DJN06, Theorem 4.1].
Satz 3.1 Sei D ⊆ C ein Gebiet und (Wn)n≥0 eine Folge zuf¨ alliger analytischer
Funktionen in D, so dass f¨ ur alle x ∈ D ein oﬀenes Teilgebiet Dx mit x ∈ Dx ⊆ D
und eine zuf¨ allige Funktion Zx in Dx mit Wn
d → Zx in H(Dx) f¨ ur n → ∞ existiert.
Dann existiert eine zuf¨ allige analytische Funktion Z in D mit Wn
d → Z in H(D)
f¨ ur n → ∞ und Z|Dx
d = Zx f¨ ur alle x.
Seien im folgenden B ein Banachraum und X,Y zwei B-wertige Zufallsvariablen.
Deﬁnition 3.1 Seien B,B1 Banachr¨ aume, U ⊆ B oﬀen, f : U → B1.
f heißt (Fr´ echet) diﬀerenzierbar in x ∈ U, falls ein linearer Operator Df(x) :
B → B1 existiert mir
||f(x + y) − f(x) − Df(x)y||B1 = o(||y||B)
f heißt diﬀerenzierbar in U, falls f in allen x ∈ U diﬀerenzierbar ist.3.2. FUNKTIONENR¨ AUME UND ZOLOTAREV-METRIK 33
Diese Deﬁnition ist die logische Erweiterung der Diﬀerentiation im Rd. Die Fr´ echet
Ableitung ist eindeutig und stimmt auf Rd - ausgestattet mit der euklidischen
Metrik - mit der gew¨ ohnlichen Ableitung ¨ uberein, ebenso gelten bekannte Ablei-
tungsregeln, siehe etwa [Car71]. Man beachte: Df ist eine Funktion U → L(B,B1)
und da L(B,B1) erneut ein Banachraum ist, l¨ asst sich das Ableitungsprinzip ite-
rieren. Dabei ist Dmf, falls es existiert, eine Abbildung von U in den Raum der
multilinearen Abbildungen Bm → B1.
Mit diesen ¨ Uberlegungen l¨ asst sich nun problemlos die Zolotarev-Metrik auf Ba-
nachr¨ aumen deﬁnieren, vergleiche [Zol76], Kapitel 3.
Deﬁnition 3.2 Sei B ein Banachraum und f¨ ur s ≥ 0 mit s = m + α, m ∈
N0,α ∈ (0,1] sei
Fs = {f ∈ C
m(B,R) :
  f
(m)(x) − f
(m)(y)
   ≤ ||x − y||
α}
die Menge der m-fach stetig-diﬀerenzierbaren Funktionen, deren m-te Ableitung
h¨ olderstetig zum Parameter α mit H¨ olderkonstante 1 ist.
Dann ist der Zolotarev-Abstand f¨ ur B-wertige Zufallsvariablen X,Y wie folgt de-
ﬁniert:
ζs(L(X),L(Y )) = sup
f∈Fs
|E[f(X) − f(Y )]|.
Man beachte, dass der Abstand zwischen Verteilungen gemessen wird. F¨ ur Zu-
fallsvariablen spielen hier nur die Marginalverteilungen eine Rolle, die gemeinsa-
me Verteilung ist unerheblich.
Zur Notation setzen wir deshalb ζs(X,Y ) := ζs(L(X),L(Y )).
Der Zolotarev-Abstand zwischen zwei Zufallsvariablen kann unendlich sein. Wir
beschr¨ anken uns im folgenden auf den Fall s ≤ 2, der f¨ ur unsere Zwecke ausrei-
chend ist. Es ist
EX =
Z
XdP
als B-wertiges Bochner-Integral aufzufassen.
Damit deﬁnieren wir f¨ ur 1 < s ≤ 2 zu gegebenem z ∈ B durch
Ms,z(B) := {L(X) : E||X||
s < ∞,EX = z}
die Menge der Wahrscheinlichkeitsverteilungen auf B mit endlichem absoluten
s-ten Moment und gleichem Erwartungswert z. ζs ist nach folgendem Lemma
endlich auf Ms,z(B) und dort oﬀensichtlich eine Metrik.
Lemma 3.1 Seien X,Y ∈ Ms,z(B), dann gilt:
ζs(X,Y ) ≤
Γ(1 + α)
Γ(1 + s)
(E||X||
s + E||Y ||
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Beweis: Der Beweis verwendet die Taylorentwicklung der Funktionen f ∈ Fs
und ﬁndet sich in [Zol76, Lemma 2]. 
In allgemeinen Banachr¨ aumen ist nicht bekannt, ob ζs eine vollst¨ andige Metrik
auf Ms,z(B) ist und ob Konvergenz in der ζs Metrik schwache Konvergenz im-
pliziert. F¨ ur 0 < s ≤ 1 impliziert ζs-Konvergenz schwache Konvergenz. Deshalb
beschr¨ anken wir uns im folgenden, f¨ ur uns entscheidenden Satz auf separable
Hilbertr¨ aume. Sein Beweis ﬁndet sich ebenfalls in [DJN06, Theorem 5.1].
Satz 3.2 Sei H ein separabler Hilbertraum und 0 < s ≤ 2, dann ist ζs eine
vollst¨ andige Metrik auf Ms,z(H). Weiter, seien Xn,X H-wertige Zufallsvariablen
mit Verteilungen in Ms,z(H) und ζs(Xn,X) → 0, dann folgt Xn
d → X.
Dieser Satz besagt, dass falls in (3.5) B ein separabler Hilbertraum und T eine ζs-
Kontraktion auf einem unter T invarianten Teilraum von M(B) ist, T nach dem
Banachschen Fixpunktsatz genau einen Fixpunkt in diesem Teilraum besitzt.
Somit ist die von uns betrachtete Fixpunktgleichung eindeutig l¨ osbar. Zudem
reicht es, Konvergenz in ζs zu zeigen.
3.3 Kontraktionsmethode in Hilbertr¨ aumen
Nun erweitern wir die f¨ ur Rd bereits bekannte Kontraktionsmethode auf separable
Hilbertr¨ aume. Dazu sei im folgenden H ein separabler Hilbertraum. Die von uns
betrachteten Grenzverteilungen werden durch die Fixpunkte folgender Abbildung
charakterisiert:
T : M(H) → M(H)
L(Z) 7→ L
 
K X
r=1
A
∗
r
 
Z
(r)
+ b
∗
!
(3.7)
dabei sind A∗
1,...,A∗
K zuf¨ allige lineare Operatoren in H, b∗ eine H-wertige Zu-
fallsvariable und (A∗
1,...,A∗
K,b∗),Z(1),...,Z(K) unabh¨ angig mit L
 
Z(r)
= L(Z).
Dies wurde bereits in (3.6) geschildert.
F¨ ur Operatoren verwenden wir die gew¨ ohnliche Operatornorm
||A||op = sup
||x||=1
||Ax||.
s-Integrabilit¨ at von A heißt nichts anderes als E||A||s
op < ∞ und zur weiteren
Vereinfachung setzen wir noch Ms := Ms(H) sowie Ms,0 := Ms,0(H).
Zun¨ achst stellt man fest, dass diese Teilr¨ aume T-invariant sind.3.3. KONTRAKTIONSMETHODE IN HILBERTR¨ AUMEN 35
Lemma 3.2 Seien (A∗
1,...,A∗
K,b∗) wie in (3.7) und s-integrierbar f¨ ur ein 0 <
s ≤ 2. F¨ ur 0 < s ≤ 1 gilt dann T(Ms) ⊆ Ms und f¨ ur 1 < s ≤ 2 und Eb∗ = 0 gilt
T(Ms,0) ⊆ Ms,0.
Beweis: Die Existenz der Momente von Ordnung s von T(L(Z)) folgt aus der
gegebenden Unabh¨ angigkeit von A∗
r und Z(r). F¨ ur 1 < s ≤ 2 folgt ET(L(Z)) = 0
aus Eb∗ = 0.
Nachfolgendes Lemma gibt die Kontraktionsbedingung f¨ ur T an. Der Beweis l¨ auft
analog zu Lemma 3.1 in [NR04].
Lemma 3.3 Seien (A∗
1,...,A∗
K,b∗) wie in (3.7) und s-integrierbar f¨ ur ein 0 <
s ≤ 2 sowie
E
K X
r=1
||A||
s
op < 1. (3.8)
F¨ ur 0 < s ≤ 1 ist die Einschr¨ ankung von T auf Ms eine Kontraktion, und f¨ ur
1 < s ≤ 2 und Eb∗ = 0 ist die Einschr¨ ankung von T auf Ms,0 eine Kontraktion.
Nach diesem Lemma haben die Einschr¨ ankungen von T auf die jeweiligen R¨ aume
eindeutige Fixpunkte.
Kommen wir nun zur Konvergenz der betrachteten Zufallsvariablen. Dazu sei
(Xn)n≥0 eine Folge H-wertiger Zufallsvariablen, die folgende Rekursion erf¨ ullt:
Xn
d =
K X
r=1
A
(n)
r

X
(r)
I
(n)
r

+ b
(n), (3.9)
dabei sind A
(n)
r zuf¨ allige, lineare Operatoren in H, b(n) eine H-wertige Zufalls-
variable, I(n) =

I
(n)
1 ,...,I
(n)
K

ein zuf¨ alliger Vektor ganzer Zahlen mit I
(n)
r ∈
{0,...,n}, sowie

X
(1)
n

,...,

X
(K)
n

,

A
(n)
1 ,...,A
(n)
K ,b(n),I(n)

unabh¨ angig mit
L

X
(r)
n

= L(Xn).
Dies ist (3.4) mit B = H. Folgender Satz gibt die technischen Voraussetzungen
f¨ ur die Konvergenz von (Xn)n≥0 an.
Satz 3.3 Seien (Xn) wie in (3.9) und alle auftretenden Gr¨ oßen s-integrierbar
f¨ ur ein 0 < s ≤ 2. F¨ ur 1 < s ≤ 2 sei zudem EXn = 0 f¨ ur alle n ≥ 0. F¨ ur geeignet
gew¨ ahlte (A∗
1,...,A∗
k,b∗) gelte
E
  A
(n)
r − A
(∗)
r
  s
op → 0, E
  b
(n) − b
(∗)  s
→ 0, (3.10)
E
K X
r=1
||A||
s
op < 1, (3.11)
E[1{I
(n)
r ≤`}
  A
(n)
r
  s
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f¨ ur alle ` ∈ N und r = 1,..., K. Dann gilt
ζs(Xn,X) → 0, n → ∞
wobei L(X) der eindeutige Fixpunkt von T in (3.7) in Ms f¨ ur 0 < s ≤ 1 bzw. in
Ms,0 f¨ ur 1 < s ≤ 2 ist.
Beweis: Auch dieser Satz beweist sich ¨ ahnlich zu Theorem 4.1 in [NR04]. 
An das System werden demnach drei Forderungen zur Konvergenz gestellt, die
allesamt nicht ¨ uberraschend sind. (3.10) beschreibt die Konvergenz der Koeﬃ-
zienten und des absoluten Gliedes, ohne die an Konvergenz gar nicht zu den-
ken w¨ are. (3.11) ist die Kontraktionsbedingung f¨ ur T. Diese beiden Forderungen
sind selbstverst¨ andlich und schr¨ anken uns nicht n¨ aher ein. Nat¨ urlich muss auch
I
(n)
r → ∞ f¨ ur alle r = 1,...,K gelten und (3.12) gibt an, in welchem Sinne diese
Konvergenz stattzuﬁnden hat. Ist A
(n)
1 fast sicher beschr¨ ankt, so ist stochastische
Konvergenz ausreichend. Diese Forderung sorgt in der Regel f¨ ur keine Schwie-
rigkeiten, kritisch ist zumeist die Kontraktionsbedingung (3.11), wie wir auch in
unserem Fall sehen werden.
3.4 Konvergenz des Proﬁl-Polynoms
Wir wenden nun die Resultate ¨ uber allgemeine Hilbertr¨ aume aus dem letzten Ab-
schnitt auf unseren Fall an. Dazu verwenden wir als Hilbertraum den in Abschnitt
3.2 beschriebenen Raum B(D) f¨ ur ein Gebiet D ⊆ C und m¨ ussen die Ergebnisse
f¨ ur Zufallsvariablen mit Verteilungen im Raum der analytischen Funktionen um-
formulieren.
Sei (Xn)n≥0 eine Folge zuf¨ alliger analytischer Funktionen auf dem Gebiet D ⊆ C
mit
Xn
d =
K X
r=1
A
(n)
r · X
(r)
I
(n)
r
+ b
(n), (3.13)
dabei sind A
(n)
1 ,...,A
(n)
K und b(n) zuf¨ allige analytische Funktionen in D, I(n) = 
I
(n)
1 ,...,I
(n)
K

ein zuf¨ alliger Vektor ganzer Zahlen mit I
(n)
r ∈ {0,...,n}, so-
wie

X
(1)
n

,...,

X
(K)
n

,

A
(n)
1 ,...,A
(n)
K ,b(n),I(n)

unabh¨ angig mit L

X
(r)
n

=
L(Xn).
Der Punkt in (3.13) bedeutet eine komplexe Multiplikation. Damit operiert ein
Operator A(z) durch punktweise Multiplikation, (Af)(z) := A(z)·f(z) auf B(D)3.4. KONVERGENZ DES PROFIL-POLYNOMS 37
und die Norm wird zu
||A||op = sup
||f||B(D)=1
||Af||B(D).
Oﬀensichtlich ist (3.13) somit ein Spezielfall der Rekurrenz (3.9).
Die Abbildung T lautet nun f¨ ur ein Gebiet ˜ D:
T : M(H( ˜ D)) → M(H( ˜ D))
L(Z) 7→ L
 
K X
r=1
A
∗
rZ
(r) + b
∗
!
(3.14)
dabei sind A∗
1,...,A∗
K und b∗ zuf¨ allige analytische Funktionen in H( ˜ D), sowie
(A∗
1,...,A∗
K,b∗),Z(1),...,Z(K) unabh¨ angig mit L
 
Z(r)
= L(Z).
In unserem speziellen Fall des Proﬁl-Polynoms sind, wie man bereits an (3.3)
erahnen kann, A∗
1(z) = zU2z−1 und A∗
2(z) = z(1 − U)2z−1 und die Kontraktions-
bedingung (3.8) lautet nun:
E
"
sup
||f||=1
||A
∗
1f||
s + sup
||f||=1
||A
∗
2f||
s
#
< 1,
und dies ist oﬀensichtlich genau dann der Fall, wenn
E sup
||f||=1
||A
∗
1f||
s <
1
2
(3.15)
gilt. Unser Ziel ist Konvergenz in einem komplexen Gebiet D, welches das reelle
Intervall (z−
c ,z+
c ) enth¨ alt. Es gilt:
sup
||f||=1
||A
∗
1f|| =
 
sup
||f||=1
Z
D
|A
2(z)f
2(z)|dλ
2(z)
1/2!s
≤ sup
z∈D
|A(z)|
s. (3.16)
Falls (2x − 1)s > −1 f¨ ur x ∈ R+, ist E|A∗
1(x)|s = xs
(2x−1)s+1 =: gx(s) endlich.
Insbesondere gilt gx(1) = 1
2 f¨ ur x ∈ R+. Somit existiert f¨ ur beliebiges s ∈ (1,2]
und jedes x ∈ (z−
c ,z+
c ) ein 1 < s(x) < s mit gx(s(x)) < 1
2, falls g
0
x(1) < 0. Dann
ist die Kontraktionsbedingung lokal f¨ ur jedes x im angestrebten reellen Intervall
und aus Stetigkeitsgr¨ unden auch in einer komplexen Umgebung dessen erf¨ ullt. Es
gilt:
g
0
x(1) < 0 ⇔ η2(2x) = 2xlogx + 2x − 1 < 0, (3.17)38 KAPITEL 3. KONTRAKTIONSMETHODE
dabei ist η2(x) in (1.5) deﬁniert. Wie wir bereits im Abschnitt 1.2 gesehen hatten,
ist (3.17) genau im Intervall (z−
c ,z+
c ) erf¨ ullt.
Die Kontraktionsbedingung (3.15) ist allerdings f¨ ur kein s ∈ (1,2] erf¨ ullbar. Es
gilt g
0
z−
c (1) = 0 und g
00
z−
c (1) > 0, gz−
c (s) ist monoton wachsend in

1, 1
1−α−

und
∞ in
h
1
1−α−,2
i
. Es folgt also gz−
c (s) > 1/2 f¨ ur s ∈ (1,2]. Somit existiert aus
Stetigkeitsgr¨ unden f¨ ur jedes s ∈ (1,2] ein x ∈ (z−
c ,z+
c ) mit gx(s) > 1/2 und die
Kontraktionsbedingung l¨ asst sich nicht erf¨ ullen.
Wir verwenden Satz 3.1 um die lokale Konvergenz des Prozesses, die aus der loka-
len Kontraktionseigenschaft folgt, auf ein geeignetes komplexes Gebiet zu ¨ ubert-
ragen. Dabei sagen wir noch, dass eine zuf¨ allige Funktion f(z) lokal beschr¨ ankt
in Ls ist, falls die Funktion z 7→ E|f(z)|s lokal beschr¨ ankt ist.
Satz 3.4 Seien 0 < s ≤ 2 und (Xn) wie in (3.13) mit zuf¨ alligen, von z abh¨ angi-
gen, lokal in Ls beschr¨ ankten, analytischen Funktionen Xn,A
(n)
r ,b(n) in D. F¨ ur
1 < s ≤ 2 sei zudem EXn(z) = 0 f¨ ur alle n ≥ 0 und z ∈ D. Weiter seien
A∗
1,...,A∗
K und b∗ geeignet gew¨ ahlte zuf¨ allige analytische Funktionen in D und
∆ ⊆ D eine zusammenh¨ angende Teilmenge, so dass f¨ ur alle x ∈ ∆ eine Umge-
bung Ux ⊆ D von x und eine Zahl s(x) ≤ s existieren mit
sup
z∈Ux
E
 A
(n)
r (z) − A
∗
r(z)
 s(x)
→ 0, sup
z∈Ux
E
 b
(n)(z) − b
∗(z)
 s(x)
→ 0,(3.18)
sup
z∈Ux
E|A
∗
r(z)|
s(x) < ∞, (3.19)
E
K X
r=1
|A
∗
r(x)|
s(x) < 1, (3.20)
sup
z∈Ux
E
h
1{I
(n)
r ≤`}

A
(n)
r (z)

s(x)i
→ 0, (3.21)
f¨ ur alle ` ∈ N und r = 1,...,K. Dann existiert ein Gebiet ˜ D ⊆ D mit ∆ ⊆ ˜ D
und eine zuf¨ allige analytische Funktion X in ˜ D, so dass, f¨ ur n → ∞ gilt:
Xn
d → X in H( ˜ D)
Dabei ist L(X) ein Fixpunkt von T in (3.14), eindeutig unter der Bedingung,
dass f¨ ur alle x ∈ ∆ ein ˜ Ux existiert, in dem X(z) gleichm¨ aßig in Ls(x) beschr¨ ankt
ist. F¨ ur s(x) > 1 gilt zudem EX(z) = 0 f¨ ur alle z ∈ ˜ Ux.
Beweis: (Idee) Man zeigt die Konvergenz gegen den unter Nebenbedingungen
eindeutigen Fixpunkt von Gleichung (3.14) mit Satz 3.3. Aus der Stetigkeit der
Einbettung von H(Ux) in B(Ux) folgt die Konvergenz in H(Ux) und nach Satz3.4. KONVERGENZ DES PROFIL-POLYNOMS 39
3.1 l¨ asst sich die Konvergenz auf ˜ D =
S
x∈∆ Uε(x) fortsetzen. Der vollst¨ andige
Beweis ﬁndet sich unter [DJN06, Theorem 7.1] .
Man beachte, dass die Konvergenz lediglich auf einem Teilgebiet von D gezeigt
wird. Jedoch enth¨ alt dieses Teilgebiet die Menge ∆, in dem man Konvergenz
erzielen m¨ ochte. Genau dies wenden wir nun auf unser Problem an, die Menge ∆
gilt es dabei, als reelles Intervall gr¨ oßtm¨ oglich zu w¨ ahlen.
Mit Hilfe des obigen Satzes k¨ onnen wir nun den Hauptsatz ¨ uber die Konvergenz
des normierten Proﬁl-Polynoms Mn(z) in einem geeigneten Intervall beweisen.
Satz 3.5 Es existiert ein komplexes Gebiet B mit (z−
c ,z+
c ) ⊆ B und ein stochasti-
scher Prozess (Y (z))z∈B, der die Fixpunktgleichung (3.3) erf¨ ullt und EY (z) = 1,
so dass in H(B) gilt:
Mn(z)
d → Y (z).
Man beachte hierbei, dass Konvergenz in H(B) gleichm¨ aßige Konvergenz in jedem
Kompaktum von B bedeutet. Dieser Satz ist demnach das Analogon von Satz
2.5 auf Verteilungsebene.
Beweis: Zun¨ achst stellt man fest, dass die Folge (Mn(z))n≥0 die Rekursion (3.3)
erf¨ ullt. Mit
Xn(z) := Mn(z) − 1
gilt EXn(z) = 0, und (3.3) wird zu
Xn(z)
d = A
(n)
1 (z)X
(0)
I(n)(z) + A
(n)
2 (z)X
(1)
n−1−I(n)(z) + b
(n)(z)
mit A
(n)
1 (z) = z
CI(n)(z)
Cn(z) , A
(n)
2 (z) = z
Cn−1−I(n)(z)
Cn(z) und b(n)(z) = z
CI(n)(z)
Cn(z) +z
Cn−1−I(n)(z)
Cn(z)
und Bedingungen wie in (3.13).
Wir zeigen, dass f¨ ur beliebiges 1 < s ≤ 2 die Bedingungen in Satz 3.4 erf¨ ullt
werden mit D = {z ∈ C : <(z) > 0} und
A
∗
1(z) = zU
2z−1, A
∗
2(z) = z(1 − U)
2z−1, b
∗(z) = zU
2z−1 + z(1 − U)
2z−1 − 1,
sowie ∆ = (z−
c ,z+
c ).
Dann impliziert Satz 3.4 Xn
d → X in H( ˜ D) mit EX(z) = 0. Dabei ist ˜ D eine
komplexes Gebiet mit ∆ ∈ ˜ D und L(X) der Fixpunkt von T in (3.14) mit der
Integrabilit¨ atsbedingung aus Satz 3.4.
Somit folgt unmittelbar in H( ˜ D)
Mn(z)
d → X(z) + 1 =: Y (z),
und Y (z) erf¨ ullt die Fixpunktgleichung (3.3), und der Satz ist bewiesen.
Es bleibt also die Bedingungen des Satzes 3.4 zu pr¨ ufen.40 KAPITEL 3. KONTRAKTIONSMETHODE
Zun¨ achst stellt man fest, dass z 7→ E|A
(n)
i (z)|s f¨ ur i = 1,2 und z 7→ E|b(n)(z)|s
stetig in z sind. Dies sieht man leicht mit
ECI(n)(z) =
1
n
n−1 X
k=0
Ck(z) (3.22)
und der Stetigkeit von Cn(z) ein. Wir beginnen mit der Ls-Beschr¨ anktheit von
Xn(z), die oﬀensichtlich ¨ aquivalent zur Ls-Beschr¨ anktheit von Mn(z) ist. Cn(z)
ist stetig und damit in Ls beschr¨ ankt. Es reicht demnach, die Ls-Beschr¨ ankheit
von Wn(z) zu zeigen. Wir gehen dabei wie in Satz 2.3 vor. F¨ ur |z| ≤ 1 gilt
E|Wn(z)|
s ≤
 
X
k≥0
Uk(n)|z|
k
!s
≤ (n + 1)
s
und f¨ ur |z| > 1 ist E|Wn(z)|s monoton wachsend in s. Es folgt:
E|Wn(z)|
2 ≤
X
k,`≥0
Uk(n)Ul(n)|z|
k+`
≤ (n + 1)
2|z|
2n+4
und die Ls-Beschr¨ ankheit folgt f¨ ur beliebiges s ∈ (1,2].
Die Ls-Beschr¨ ankheit von A
(n)
1 (z),A
(n)
2 (z) und b(n)(z) folgt aus obiger Stetigkeits-
bemerkung. Im folgenden liefern wir die Beweise der gew¨ unschten Eigenschaften
jeweils f¨ ur A
(n)
1 (z) bzw. A∗
1(z), die anderen beiden Gr¨ oßen behandelt man dann
stets analog.
Es bleibt die Bedingungen (3.18)-(3.21) zu pr¨ ufen.
Die lokale Kontraktionsbedingung (3.20) hatten wir bereits zu Beginn des Ka-
pitels eingesehen. Die Umgebung Ux sei so gew¨ ahlt, dass <(z) ∈ ∆ f¨ ur z ∈ Ux.
Dann gilt:
sup
z∈Ux
E|A
∗
1(z)|
s(x) ≤ sup
z∈Ux
|z|
s(x) sup
z∈Ux
E
 U
(2<(z)−1)s(x) 
≤ sup
z∈Ux
|z|
s(x) 1
(2infz∈Ux <(z) − 1)s(x) + 1
< ∞ (3.23)
f¨ ur s(x) < 1
1−α−. F¨ ur beliebiges s ∈ (1,2] l¨ asst sich s(x) ≤ s passend w¨ ahlen.
Dies beweist(3.19) f¨ ur A∗
1(z).
(3.18) und (3.21) sind f¨ ur x > 1/2 relativ leicht zu zeigen. In [DJN06] ist nur die-
ser Fall ausgef¨ uhrt, wir interessieren uns allerdings f¨ ur das gesamte Intervall ∆, in
dem die auftretenden Zufallsvariablen nicht mehr beschr¨ ankt sind. Zun¨ acht wid-
men wir uns dem Monotonieverhalten von |Cn(z)|. Es gilt: Cn+1(z) = n+2z
n+1 Cn(z)
und somit
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|Cn(z)| ist demnach monoton wachsend, falls <(z) ≥ 1/2 und fallend, falls z < 1/2
reell ist. Gilt <(z) < 1/2, so existiert ein von z abh¨ angiges n0, so dass |Cn(z)|
monoton fallend ab n0 ist.
Wir deﬁnieren deshalb U+
x := Ux ∩ {z ∈ C : <(z) ≥ 1/2} und U−
x := Ux\U+
x und
zeigen die jeweiligen Eigenschaften f¨ ur beide Teilmengen separat.
Aus der Integraldarstellung der Gammafunktion folgt |Γ(z)| ≤ |Γ(<(z))| und
wegen der Monotonie und Lemma 2.1 folgt
 
 
CI(n)(z)
Cn(z)
 
  ≤
 
 
Γ(2<(z) + I(n))Γ(n + 1)
Γ(n + 1)Γ(2z + n)
 
 
≤
   
Γ(n + 1)
Γ(2z + n)
  

≤ n
1−2<(z)

1 + O

1
n

(3.24)
gleichm¨ aßig in jeder beschr¨ ankten Menge mit z−
c < <(z) < 1/2.
F¨ ur U+
x folgt (3.21) aus |A∗
1(z)|s ≤ |z|s, sowie der uniformen Verteilung von I(n),
da f¨ ur beliebiges ` ∈ N gilt P(I(n) < `) → 0 f¨ ur n → ∞. F¨ ur U−
x ist dies etwas
komplizierter zu zeigen. Wir erinnern an die bereits getroﬀene Wahl s(x) < 1
1−α−.
Man rechnet sofort nach, dass gilt
sup
z∈U−
x
(1 − 2<(z))s(x) − 1 = (1 − 2 inf
z∈U−
x
<(z))s(x) − 1 < 0. (3.25)
Dann folgt noch mit der Asymptotik von Cn(z) sowie (3.24)
sup
z∈U−
x
E

1{I(n)≤`}
  A
(n)
1 (z)
  
s(x)
≤ sup
z∈U−
x
|z|
s(x) sup
z∈U−
x
E
"
1{I(n)≤`}
 
 
CI(n)(z)
Cn(z)
 
 
s(x)#
≤ O(1)P(I(n) ≤ `) sup
z∈U−
x
n
(1−2<(z))s(x)
= O
 
sup
z∈U−
x
n
(1−2<(z))s(x)−1
!
n→∞ −→ 0
wegen der Gleichm¨ aßigkeit des Fehlerterms und (3.25). Dies zeigt die Behauptung
(3.21) f¨ ur U−
x .
F¨ ur (3.18) koppeln wir die Zufallsvariablen durch I(n) = bnUc und k¨ onnen die
Ls-Norm verwenden, da oﬀensichtlich gilt:
sup
z
E|Xn(z)|
s n→∞ −→ 0 ⇔ sup
z
(E|Xn(z)|
s)
1
s
n→∞ −→ 0
f¨ ur eine Folge komplexwertiger, integrierbarer Zufallsvariablen. Wir zerlegen nach
der Gr¨ oße von I(n), da die Asymptotik von Cn(z) f¨ ur I(n) = 0 nicht verwendet42 KAPITEL 3. KONTRAKTIONSMETHODE
werden kann. Zun¨ achst gilt:
sup
z∈Ux
   
   1{I(n)=0}

CI(n)(z)
Cn(z)
− U
2z−1
   
   
s(x)
≤ sup
z∈Ux
   
   1{I(n)=0}
CI(n)(z)
Cn(z)
   
   
s(x)
+ sup
z∈Ux
  1{I(n)=0}U
2z−1  
s(x) .
Wir zeigen, dass beide Summanden gegen 0 konvergieren. F¨ ur U+
x ist dies we-
gen der Beschr¨ ankheit der Zufallsvariablen klar. Im anderen Fall verwenden wir
C0(z) = 1 und die Asymptotik von Cn(z). Es folgt:
  

  
1{I(n)=0}
CI(n)(z)
Cn(z)
  

  

s(x)
= (P(I(n) = 0))
1
s(x)C
−1
n (z)
≤ Γ(2z)
 
1 + O
 
n
−1
n
((1−2z)s(x)−1) 1
s(x)
gleichm¨ aßig in jeder beschr¨ ankten Umgebung von x. Wegen (3.25) zeigt dies die
Behauptung f¨ ur den ersten Summanden. Den zweiten Summanden errechnen wir
exakt. Man beachte hierbei {I(n) = 0} = {U < 1/n}.
  1{I(n)=0}U
2z−1  
s(x) =
Z 1/n
0
u
(2z−1)s(x)du
= n
(1−2z)s(x)−1.
Erneut mit (3.25) folgt die Behauptung. Nun widmen wir uns dem schwierigeren
Fall I(n) > 0. Es gilt:
sup
z∈Ux
   
   1{I(n)>0}

CI(n)(z)
Cn(z)
− U
2z−1
   
   
s(x)
≤ sup
z∈Ux
   

   

1{I(n)>0}
 
CI(n)(z)
Cn(z)
−

I(n)
n
2z−1!   

   

s(x)
+ sup
z∈Ux
    
    
1{I(n)>0}
 
I(n)
n
2z−1
− U
2z−1
!    
    
s(x)
(3.26)
Wir verwenden die Asymptotik von Cn(z) und die Cauchy-Schwarzsche Unglei-
chung:
    
    
1{I(n)>0}
 
CI(n)(z)
Cn(z)
−

I(n)
n
2z−1!    
    
s(x)
=
 
  
 
  
1{I(n)>0}

I(n)
n
2<(z)−1
O

1
I(n)
  
 
  
 
s(x)
≤
    
    
1{I(n)>0}

I(n)
n
2<(z)−1    
    
2s(x)
×
 
 
 
 1{I(n)>0}O

1
I(n)
 
 
 
 
2s(x)
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Wir setzen Hn(α) :=
Pn
i=1
1
iα. Hn(α) ist monoton fallend in α. Es gilt Hn(1) =
Hn, und f¨ ur n → ∞
Hn(α) =



n1−α + O(n−α) : α < 1,
O(logn) : α = 1,
O(1) : α > 1,
Bedingen auf I(n) liefert:
   
   1{I(n)>0}O

1
I(n)
   
   
2s(x)
≤
 
1
n
n−1 X
i=1
Ci
−2s
! 1
2s(x)
≤

C
n
 1
2s(x)
Hn(2s(x))
1
2s(x)
= O

n
− 1
2s(x)

.
Analoge Rechnung liefert im anderen Fall:
    
    
1{I(n)>0}

I(n)
n
2<(z)−1    
    
2s(x)
=
 
2n
(1−2<(z))2s(x)−1Hn(1 − 2<(z))s(x)
 1
2s(x)
= O(1) (3.27)
gleichm¨ aßig in z. Somit verschwindet der erste Summand in (3.26) f¨ ur n → ∞.
Um uns im zweiten Summanden in (3.26) auf reelle Exponenten beschr¨ anken zu
k¨ onnen, bemerken wir, dass f¨ ur z = a + bi und x,y ∈ R+ mit xa ≥ ya gilt:
|x
z − y
z| ≤ |x
a − y
a| + |abx
a log(x/y)|,
wie man leicht elementargeometrisch einsehen kann. Wir wenden diese Identit¨ at
auf (3.26) an und erhalten f¨ ur U+
x
sup
z∈U+
x
  
 
  
 
1{I(n)>0}
 
I(n)
n
2z−1
− U
2z−1
!  
 
  
 
s(x)
≤
sup
z∈U+
x
    
    
1{I(n)>0}
 
I(n)
n
2<(z)−1
− U
2<(z)−1
!    
    
s(x)
+ sup
z∈U+
x
 
 
 
 1{I(n)>0}(2<(z) − 1)2=(z)U
2<(z)−1 log

U
I(n)/n
 
 
 
 
s(x)
,(3.28)
sowie das analoge Ergebnis mit vertauschten Rollen von U und
I(n)
n f¨ ur U−
x . Der
zweite Summand verschwindet f¨ ur U+
x wegen der Beschr¨ anktheit der Umgebung
und der Beschr¨ anktheit von U2<(z)−1 f¨ ur n → ∞ aufgrund der Beziehung
I(n)
n ≤44 KAPITEL 3. KONTRAKTIONSMETHODE
U ≤
I(n)+1
n . Auch im Fall U−
x verschwindet der Term, ganz analog zu (3.27). Wir
k¨ onnen uns also auf den ersten Summanden in (3.28) beschr¨ anken.
Es gilt:
sup
z∈U+
x
    
    
1{I(n)>0}
 
I(n)
n
2<(z)−1
− U
2<(z)−1
!    
    
s(x)
= sup
z∈U+
x
   
   1{I(n)>0}O

I(n)2<(z)−2
n2<(z)−1
   
   
s(x)
= O

1
n

,
gleichm¨ aßig in z, analog zu (3.27). Im Fall U−
x gehen wir anders vor. Wegen
I(n) = bnUc gilt
I(n)
n ≤ U. Die Funktion x 7→ xα ist f¨ ur α < 0 und x > 0 konvex,
somit gilt f¨ ur I(n) > 0
U
α =

I(n)
n
+

U −
I(n)
n
α
≥

I(n)
n
α
+ α

I(n)
n
α−1 
U −
I(n)
n

,
und damit 
I(n)
n
α
− U
α ≤ α

I(n)
n
α−1 
U −
I(n)
n

.
Wir berechnen noch
E

U −
I(n)
n
s  
 I(n) = j

=
Z (j+1)/n
j/n
(u − j/n)
sdu =
1
s + 1
n
−(s+1)
und k¨ onnen erneut durch Bedingen auf I(n) die Behauptung zeigen. Es gilt
    
    
1{I(n)>0}
 
I(n)
n
2<(z)−1
− U
2<(z)−1
!    
    
s(x)
s(x)
≤ E
"
1{I(n)>0}(2<(z) − 1)
s(x)

I(n)
n
(2<(z)−2)s(x) 
U −
I(n)
n
s(x)#
=
(2<(z) − 1)s(x)
n
n−1 X
i=1

i
n
(2<(z)−2)s(x)
E
"
U −
I(n)
n
s(x)    I(n) = i
#
≤
(2<(z) − 1)s(x)
s(x) + 1
n
(1−2<(z))s(x)−2Hn((2 − 2<(z))s(x))
≤
(2<(z) − 1)s(x)
s(x) + 1
n
(1−2<(z))s(x)−2Hn((1 − 2<(z))s(x))
= O(n
−1)
gleichm¨ aßig in z. Dies vollendet den Beweis. Kapitel 4
Extraktion des Proﬁls
Im letzten Kapitel wird nun das Hauptresultat ¨ uber das Grenzverhalten des Pro-
ﬁls formuliert. Die Extraktion der Asymptotik des Proﬁls aus der des Proﬁl-
Polynoms ist technisch aufwendig und wird auch hier nicht vollst¨ andig durch-
gef¨ uhrt. Im ersten Abschnitt wird lediglich der Hauptsatz postuliert und disku-
tiert, der Beweis folgt im zweiten Abschnitt.
4.1 Satz und Diskussion
Folgender Satz beschreibt die Asymptotik des Proﬁls. Wir verwenden dabei die
Notation aus dem zweiten Kapitel.
Satz 4.1 Sei K ⊆ (α−,α+) kompakt. Dann gilt:
lim
n→∞sup
z∈K
   
Ubz lognc(n)
EUbz lognc(n)
− M∞
z
2
    = 0 f.s. (4.1)
Das normierte Proﬁl konvergiert demnach ebenfalls gegen den bereits ausf¨ uhrlich
diskutierten Grenzprozess des normierten Proﬁl-Polynoms, an passender Stelle
abgegriﬀen. Dabei entspricht z im Polynom dem Level b2z lognc im Bin¨ arsuch-
baum. Dies erkl¨ art den Faktor 1/2, der stets bei dem Konvergenzbereich der
Martingale auftrat. Man beachte, dass die Konvergenzaussage sich gleichm¨ aßig
auf jedes Kompaktum aus dem Intervall (α−,α+) bezieht. Damit ist die Asym-
ptotik des Proﬁls bis auf die beiden Grenzen α−,α+ gekl¨ art.
In der zentralen Region um den Erwartungswert l¨ asst sich genaueres zeigen. We-
gen der Stetigkeit des Grenzprozesses, auf die im Beweis von Satz 4.1 eingegangen
wird, folgt dass M∞( k
2logn) → M∞(1) = 1 f¨ ur k = 2logn + λ
√
logn. Damit gilt,
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dass
λ →
U2logn+2λ
√
logn(n)
n/
√
4π logn
fast sicher auf jedem Kompaktum gegen die Funktion λ → e−λ2 konvergiert. Ein
Beweis dessen ﬁndet sich in [CDJH01, Theorem 5].
Folgende Graﬁk zeigt drei Simulationen sowie den Erwartungswert des Proﬁls f¨ ur
n = 220 − 1 = 1048575.
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Die Konvergenzaussage l¨ asst sich gut an der Graﬁk erkennen. Zwar n¨ ahern sich
die simulierten Werte denen des Erwartungswerts an, dennoch ist eine deutliche
Abweichung in Gr¨ oßenordnung des Erwartungswerts, insbesondere rechts vom
Maximum des Erwartungswerts bei 2logn, hier 27.6, sichtbar. Diese stammt von
der Zuf¨ alligkeit des Grenzwerts. Einige Werte sind gesondert zu behandeln.4.2. BEWEIS 47
F¨ ur z = 1
2 und z = 1 ist der Grenzwert determistisch 1, hier wurde demnach zu
stark skaliert und die Abweichung des Proﬁls von dessen Erwartung ist von klei-
nerer Ordnung als der Erwartungswert selbst, was sich auch gut in der Simulation
erkennen l¨ asst. Die jeweiligen Werte sind hier 13.8 und 27.6.
4.2 Beweis
In der ersten Arbeit, die zum Beweis der Konvergenzaussage das Proﬁl-Polynom
verwendet von Chauvin, Drmota und Jabbour-Hattab von 2001 [CDJH01], wur-
den L2-Absch¨ atzungen verwendet und die Konvergenz wurde zun¨ achst nur im Be-
reich [1.2logn,2.8logn] gezeigt. Wegen der Bemerkung 2.1 ¨ uber die L2-Konver-
genz des Martingals Mn(z) l¨ asst sich dieser Bereich mit diesem Zugang nicht
¨ uber [(2 −
√
2)logn,(2 +
√
2)logn] hinaus verbessern. Auch die aktuelle Arbeit
[DJN06], die die Kontraktionsmethode verwendet und als Vorlage zum dritten
Kapitel dient, verwendet eine L2-Methode.
Um die Konvergenz auf dem gesamten Intervall zu erhalten, folgen wir der Ex-
traktion in [CKMR05] und verwenden Ergebnisse sowie Notation aus dem zweiten
Kapitel.
Wir beginnen mit folgendem Lemma, dessen Erkl¨ arung nachgereicht wird. Es ist
als Analogon von Satz 4.1 f¨ ur das normierte Proﬁl im kontinuierlichen Prozess
zu verstehen.
Lemma 4.1 F¨ ur jedes Kompaktum K ⊆ (z−
c ,z+
c ) gilt
lim
t→∞ sup
k≥1,z∈K
√
tP
(2tz)({k})

%t({k})
E[%t({k})]
− M(∞,z)

= 0 (4.2)
Dabei ist %t in (2.18) deﬁniert und P (λ) die Poissonverteilung zum Parameter λ.
Man beachte, dass wegen Uk(n) = %τn({k}) f¨ ur t = τn die Klammer in (4.2) bereits
dem Ausdruck in (4.1) sehr ¨ ahnelt. Wir w¨ ahlen nun K ⊆ (z−
c ,z+
c ) kompakt und
aus obigem Lemma sowie Lemma 2.4 folgt dann unmittelbar
%t({k}) = z
−kt
−1/2e
t(2z−1)  
t
1/2M(∞,z)P
(2tz)({k}) + o(1)

. (4.3)
Dabei ist o(1) gleichm¨ aßig in k ≥ 1 und z ∈ K. Wir verwenden den lokalen
Grenzwertsatz f¨ ur die Poissonverteilung [Pet75]:
lim
λ→∞
sup
k
   
√
2πλP
(λ)({k}) − e
−
(k−λ)2
2λ
    = 0. (4.4)48 KAPITEL 4. EXTRAKTION DES PROFILS
Mit λ = 2tz folgt
lim
t→∞ sup
k≥1,z∈K
   
√
2πtzP
(2tz)({k}) − e
−
(k−2tz)2
4tz
    = 0,
und damit l¨ asst sich P (2tz)({k}) in (4.3) ersetzen. Es gilt:
%t({k}) = At(k,z)

M(∞,z)e
−
(k−2tz)2
4tz + o(1)
√
4πtz + o(1)M(∞,z)

(4.5)
mit
At(k,z) =
e−t(1−2z)
zk√
4πtz
.
und o(1) in beiden F¨ allen gleichm¨ aßig in k ≥ 1 und z ∈ K. Wir erinnern an
Uk(n) = %τn({k}) und setzen deshalb t = τn.
M(t,z) ist f¨ ur alle t ≥ 0 nach Deﬁnition stetig und nach Satz 2.5 fast sicher
gleichm¨ aßig konvergent. Somit ist auch der Grenzprozess fast sicher stetig und
damit auf einem Kompaktum fast sicher beschr¨ ankt. Somit l¨ asst sich (4.5) zu
Uk(n) = Aτn(k,z)

M(∞,z)e
−
(k−2τnz)2
4τnz + o(1)

umschreiben. Dabei ist o(1) gleichm¨ aßig in k ≥ 1 und z ∈ K f¨ ur n → ∞. Wir
setzen nun z = k
2logn. Wir erinnern an ξ aus Satz 2.2. Wegen
log
2 ξ
τn
n→∞ −→ 0 f.s.
und (2.11) folgt
z
(logn − τn)2
τn
n→∞ −→ 0 f.s.
gleichm¨ aßig in z ∈ K. Daraus ergibt sich sofort:
e
−
(k−2τnz)2
4τnz = 1 + o(1),
und damit:
Uk(n) = Aτn(k,z)(M(∞,z) + o(1))
Mit der Asymptotik der Erwartung (2.49) folgt:
Aτn(k,z)
(EUk(n))ξ1−2zΓ(2z)
=
e−τn(1−2z)ξ2z−1√
2k
zk√
4tznη2(2z) (1 + o(1))
=
r
logn
n
e−τn(1−2z)ξ2z−1
z2z lognn2z logn−2z+1(1 + o(1))
=
r
logn
n

ne−τn
ξ
1−2z
(1 + o(1))
= 1 + o(1),4.2. BEWEIS 49
dabei ist o(1) gleichm¨ aßig in z ∈ K. Letztere Gleichheit folgt aus (2.9) und (2.12),
sowie der Beschr¨ anktheit von K. Mit der Verbindung der Grenzmartingale (2.27)
folgt unmittelbar:
Uk(n) = (EUk(n))M∞(z)(1 + o(1)),
mit z = k
2logn und o(1) gleichm¨ aßig in z ∈ K. 
Bemerkung 4.1 Es gilt Lemma 4.1 besser zu verstehen. Sei X eine P (λ)-verteilte
Zufallsvariable. Nach dem zentralen Grenzwertsatz gilt
X − λ
√
λ
d → N(0,1)
f¨ ur λ → ∞. Dabei steht N(0,1) f¨ ur eine standardnormalverteile Zufallsvariable.
Die Poissonverteilung ist um ihren Erwartungswert konzentriert, genauer gesagt
fallen die Gewichte nach (4.4) exponentiell schnell ab.
F¨ ur k = b2tzc verschwindet der Vorfaktor in (4.2) nicht, hier muss demnach
gelten
lim
t→∞

%t({b2tzc})
E[%t({b2tzc})]
− M(∞,z)

= 0 f.s.
Dies ist, wie bereits angek¨ undigt Satz, 4.1 f¨ ur das kontinuierliche Proﬁl. Wegen
τn ≈ logn nach (2.2) steht dies gut im Einklang mit dem Ergebnis im diskre-
ten Fall. Zum Beweis von Lemma 4.1 verwendet man folgende kontinuierliche
Fourierinversion:
%t({k}) =
et(2z−1)z−k
2π
Z π
−π
M(t,ze
ix)e
−2tz(1−eix)e
−ikxdx.
Die Behauptung folgt dann leicht mit folgendem Lemma aus [Big92], auf das wir
hier nicht n¨ aher eingehen.
Lemma 4.2 F¨ ur alle z0 ∈ (z−
c ,z+
c ) existiert ein r > 0 mit z−
c < z0−r < z0+r <
z+
c und
lim
t→∞ sup
z∈[z0−r,z0+r]
Z π
−π
√
t
 M
 
t,ze
ix
− M(∞,z)
 e
−2tz(1−cosx)dx = 0 f.s.Literaturverzeichnis
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