Seven gridded northern hemisphere snow water equivalent (SWE) products were evaluated as part of the European Space Agency (ESA) Satellite Snow Product Inter-comparison and Evaluation Exercise (SnowPEx). Three categories of datasets were assessed: (1) those utilizing some form of reanalysis (the NASA Global Land Data Assimilation System version 2 -GLDAS; the European Centre for Medium-Range Forecasts interim land surface reanalysis -ERA-land; the NASA Modern-Era Retrospective Analysis for Research and Applications -MERRA; the Crocus snow model driven by ERA-Interim 15 meteorology -Crocus); (2) passive microwave remote sensing combined with daily surface snow depth observations (ESA GlobSnow v2.0); and (3) standalone passive microwave retrievals (NASA AMSR-E historical and operational algorithms) which do not utilize surface snow observations. Evaluation included comparisons against independent surface observations from Russia, Finland, and Canada, and calculation of spatial and temporal correlations in SWE anomalies. The standalone passive microwave SWE products (AMSR-E historical and operational SWE algorithms) exhibit low spatial and temporal 20
Introduction 30
Temporally (~20-30 years) and spatially (~10-20 km) consistent estimates of daily SWE over seasonal snow covered land are required for many applications including climate model evaluation (Mudryk et al., 2018a) , verification of seasonal forecasts (Sospedra-Alfonso et al., 2016) , annual updates to climate assessments (e.g. Mudryk et al., 2018b; , and determination of freshwater availability (Barnett et al. 2005; Clark et al. 2011) . There are a growing number of gridded SWE datasets available to the snow community, but these are typically affected by one or more critical shortcomings related to: 35 fields and constraints generated from re-gridded surface snow depth observations (Pulliainen, 2006) . The microwave remote sensing community has made great progress in understanding and quantifying error sources (snow microstructure, deep snow, wet snow, vegetation, lake ice), all of which are exacerbated by the coarse resolution of passive microwave measurements (Foster et al., 2005; Durand et al., 2011; Lemmetyinen et al., 2011; Durand and Liu, 2012) .
Previous studies have demonstrated the potential for using multi-product SWE ensembles in order to improve estimates of 70 observed snow-related quantities (e.g. SWE and snow cover fraction fields, integrated snow mass, snow cover extent and trends in these quantities) and to constrain uncertainty (Mudryk et al., 2015 (Mudryk et al., , 2017 (Mudryk et al., , 2018a Krinner et al., 2018) . The intent in such a strategy is that uncorrelated errors between products of the same type would average out, so the limitations and shortcomings of a given class of products would offset one another. Ideally such ensembles would draw from as many types of products as possible and use multiple versions of each type of product. To date, these ensembles have relied heavily on 75 models driven by atmospheric analysis and include only a single dataset (GlobSnow) which utilizes remote sensing. While SWE or snow depth products can be derived using InSAR techniques (Deeb et al., 2011) and airborne LiDAR data (Painter et al., 2016) , such products are only available for regionally and temporal limited domains. Hence, the long time series of passive microwave measurements provide the most straightforward pathway to increase the use of satellite data within observational SWE ensembles. Before existing passive microwave derived SWE products can be included, however, an assessment is needed 80 because of markedly different climatological patterns ( Fig. 1 ; discussed further in Sect. 3.1). The specific objectives of this study are to evaluation gridded Northern Hemisphere SWE products through (1) comparison with independent surface observations, and (2) calculation of the spatial and temporal correlations in SWE anomalies.
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Datasets 90
We evaluate three categories of northern hemisphere gridded SWE products: (1) standalone passive microwave retrievals (AMSR-E historical and operational algorithms); (2) passive microwave estimates combined with surface snow depth observations (GlobSnow), and (3); products which utilize some form of reanalysis (Crocus, ERA-land, GLDAS-2, MERRA).
Standalone passive microwave:
The NASA historical AMSR-E product (https://nsidc.org/data/AE_DySno/versions/2, Tedesco et al. 2004 ) is described in Kelly (2009) and evaluated in 95 Tedesco and Narvekar (2010) . Brightness temperature thresholds are utilized to identify shallow and non-shallow dry snow areas, with the depth of shallow snow set to 5 cm (Kelly et al., 2003) . SWE is retrieved based on a brightness temperature difference approach (37-19 GHz; based on the original formulation of Chang et al. (1990) ) with enhancements to account for the influence of vegetation, address deeper snowpacks (through the use of 10 GHz measurements), and consider the dynamic influence of snow grain size (based on the assumption that as snow depth 100 increases, the depth average grain size increases). Snow depth is converted to SWE using the snow climate classification of Sturm et al. (1995) and snow density climatologies from Brown and Braaten (1998) estimation of snow depth, and the detection of dry versus wet snow conditions (Tedesco and Jeyaratnam 2016) . Snow 105 density maps based on Sturm et al. (2010) are employed for conversion of retrieved snow depth to SWE. Unlike the GlobSnow approach described next, both the operational and historical AMSR-E algorithms are self-contained and do not rely on any external temporally variable snow measurements.
2. Synergistic passive microwave + in situ: The European Space Agency GlobSnow v2.0 SWE product (data available at www.globsnow.info) is based on a retrieval method first described in Pulliainen (2006) . The approach evolved 110 from standalone passive microwave algorithms in that it also relies on the channel difference between 19 and 37 GHz measurements, but the retrieval also integrates daily surface snow depth measurements. First, daily climate station snow depth observations are kriged to form a continuous background field independent of passive microwave retrievals. This first guess snow depth field is used as input to two iterations of forward microwave emission model simulations, one to estimate grain size, the second to estimate snow depth . A temporally and 115 spatially fixed snow density value of 0.24 g cm -3 is applied to convert snow depth to SWE. Alpine areas are excluded due to known limitation of this technique in regions with complex sub-grid topographical heterogeneity .
3. Land surface models and reanalysis: Four SWE datasets derived from combinations of land surface models driven by reanalysis meteorology were used for comparison with the passive microwave products: the NASA Global Land 120 Data Assimilation System version 2 -GLDAS; the European Centre for Medium-Range Forecasts interim land surface reanalysis -ERA-land; the NASA Modern-Era Retrospective Analysis for Research and Applications -MERRA; the Crocus snow model driven by ERA-interim meteorology -Crocus. A full description of the derivation of SWE from these products is provided in Mudryk et al. (2015) . Differences in both the forcing data and the snow schemes (which are of varying complexity) within the land surface models account for spread between these products 125 (see Mudryk et al., 2015) . For example, both Crocus and ERA-land use the same forcing data but employ different land models with different snow schemes. Henceforth, we refer to these datasets as snow analyses.
A summary of the seven SWE datasets used in this study is provided in Table 1 . All datasets were interpolated to a regular 1°
x 1° longitude-latitude grid. Before interpolation, snow over glaciers and large lakes was excluded based on the MERRA land fraction mask (consistent with Mudryk et al., 2015) . 
Snow course data
Snow course data (which are fully independent of the point snow depth measurements assimilated into GlobSnow) were acquired for evaluation of the gridded SWE products. While more limited in number than snow depth observations, these transect measurements provide better consideration of sub-grid scale variability not available from operational snow depth 140 networks which provide only single point measurements of snow depth.
Russia has a long-term snow course network located near 517 meteorological stations (Bulygina et al., 2011) . The snow survey transects extend for 1 to 2 km in open areas, and 500 m at forested sites. Measurements are made every ten days when at least half of the visible area around a station is snow-covered, except at forested sites where measurements are made once per month prior to 20 January. Sampling frequency is increased to five days during the spring snow melt season. The Finnish snow course Canadian snow course data were acquired from a recently updated collection of national and regional networks described in 150 Brown et al. (2019) . There is no comprehensive national strategy in Canada to obtain a spatially representative collection of snow course measurements. Snow courses are maintained by various jurisdictions resulting in a spatially heterogeneous sample distribution heavily biased towards population centres. For 2002 through 2010, there were >1000 different snow course locations with varying sampling frequency. Measurements are typically made around the 1 st and 15 th of each month during the snow season (November to April). Snow courses are roughly 150 to 300 m long consisting of five to ten sampling locations 155 . While the network density is very sparse across Canada, and the transects are much shorter in length than the Russian and Finnish data, the measurements still capture reasonable landscape mean values (Neumann et al., 2006) .
The snow course observations were converted into bi-weekly gridded datasets. Observations were grouped into bi-weekly periods using a 16 day window centred on the 1 st or 15 th of each month. Over Russia, observations were grouped into ten day periods corresponding to the typical measurement dates (10 th , 20 th , 30 th of each month). For each time step, the average of all 160 snow course measurements within a 25 x 25 km EASE2 grid cell was obtained. Validation statistics in Sect. 3.2 are reported for this gridded dataset.
Results

Climatology
There is notable disagreement in the climatological SWE distribution over the northern hemisphere land area between 165 standalone passive microwave products and the other data sources (Fig. 1) . The pattern of high and low SWE between western and eastern Siberia is reversed for the four snow analyses and GlobSnow versus the two AMSR-E algorithms. This inconsistency across Eurasia was also evident in analysis of older versions of passive microwave derived SWE data (e.g. Rawlins et al., 2007) , reanalysis, and climate model simulations (see Fig. 2 in Clifford et al., 2010) . The AMSR-E products also fail to capture a pronounced region of high SWE in eastern Canada present in the other datasets. The GlobSnow 170 climatology is in close agreement with the snow analyses, particularly over Eurasia. The four snow analyses and GlobSnow also agree with other SWE climatologies derived from other sources covering different time periods and thus not included in this study (see Brown and Mote, 2009; Liston and Hiemstra, 2011) .
The difference in climatological SWE patterns is not solely due to the well-documented systematic underestimation in passive microwave retrievals when SWE exceeds 150 mm (Markus et al., 2006) . Eastern Siberia is a low winter-season precipitation 175 environment with very cold surface temperatures. These are ideal conditions for a thin, low density snowpack (see Liston and https://doi.org/10.5194/tc-2019-258 Preprint. Discussion started: 5 December 2019 c Author(s) 2019. CC BY 4.0 License. Hiemstra, 2011) , likely composed primarily of faceted snow grains due to kinetic metamorphism, as seen in the Canadian Arctic (Derksen et al., 2014) and Alaskan North Slope (Hall, 1987) . Thin snow composed of large faceted grains results in exaggerated scattering relative to the amount of SWE (Hall et al., 1991) , hence the comparatively large SWE estimates for the standalone passive microwave products. 180
The source of inability of the standalone passive microwave products to capture higher SWE in western Siberia, Russia, northern Europe, and eastern Canada is less clear, but may be related to weaker scattering signatures from smaller grained and deeper snow, which is further masked by microwave emission from forest cover. The ability of GlobSnow to retain sensitivity to deeper snow than the AMSR-E products is due to the assimilation of daily surface snow depth observations which work to 'nudge' the retrievals to higher values (Pulliainen, 2006) . In observation sparse regions such as northern Quebec, the GlobSnow 185 retrieval must rely more on the passive microwave retrievals, which increases uncertainty in these areas (Larue et al., 2017; Brown et al., 2018) compared to forested, deep snow regions with a dense observation network such as Finland .
Comparison with Surface Measurements
The seven SWE datasets were compared to Canadian, Finnish, and Russian snow course measurements for all snow seasons 190 RMSE for the standalone passive microwave products is nearly double that of the best performing product for both Finland and Canada, with slightly better results over Russia. For Finland and Russia, bias ranged between ±15 mm for all datasets except ERA-land and the standalone passive microwave products. Over Canada, bias ranged from -23 to -51 mm for all but 210 the AMSR-E products (-78 to -89 mm). Correlation coefficients for all but the standalone passive microwave products was ~0.5 and greater. The AMSR-E products exhibited lower or even negative correlations with snow course measurements for all three reference datasets.
We find that among GlobSnow, Crocus, ERA-land, GLDAS, and MERRA no individual product performs best with respect to the RMSE, bias, and correlation statistics across all regions. This is an important finding, as it shows no clear advantage to 215 using a single type of snow analysis, whether it is remote sensing combined with surface observations, an external snow model driven by reanalysis meteorology, or the land surface schemes within reanalyses. With higher RMSEs, greater bias, and weaker correlations relative to the other five datasets, this assessment raises concerns about the ability of current standalone passive microwave algorithms to perform in a comparable fashion to the other products. It is important to note that the RMSE of the best performing products is at the margins of acceptable uncertainty for operational and scientific requirements (Rott et al., 220 2010; Larue et al. 2017; Derksen and Nagler, 2019) .
To determine the influence of SWE magnitude on product performance, all three reference snow course datasets were binned into 10 mm increments for comparison with the gridded SWE estimates (Fig. 3 ). Crocus and MERRA perform in a similar fashion, with reasonable agreement up to about 150 mm of SWE and a tendency to under (over) estimate SWE for deeper (shallow) snow. The performance of GLDAS and GlobSnow is similar to Crocus and MERRA, except that GLDAS 225 underestimates SWE across a larger range of reference values (above ~100 mm), consistent with the negative bias in Fig. 2b, while GlobSnow overestimates SWE up to ~100 mm. ERA-land overestimates SWE up to ~180 mm, consistent with the positive bias over Russia and Finland (Fig. 2b) . The historical AMSR-E product exhibits low sensitivity to SWE, especially for values >60 mm and overestimates low SWE values. Better results were found for the newer AMSR-E operational algorithm, although the retrievals plateau at about 100 mm, and show no sensitivity to further SWE increases. To quantify the influence of seasonality on product performance, validation statistics (RMSE, bias, correlation) were computed 235 at a bi-weekly time step for 2002 through 2010. Figure 4 shows the monthly evolution from November through April over Russia and provides insight into both the seasonal evolution of product-specific uncertainty, and the spread in uncertainty between products. In general, RMSE and bias both increase over the course of the snow season. Early in the snow season, the RMSE and bias are low because snow is shallow, although even small errors can produce high relative RMSE. As SWE increases through the snow accumulation season, the RMSE magnitude and the spread in RMSE between products increases. 240
Bias becomes increasingly negative over the course of the snow season with the notable exception of ERA-land (over Russia) which trends towards larger positive values. This is consistent with anomalously high SWE in ERA-land over Eurasia reported elsewhere (Mudryk et al., 2015) . Toward the end of the snow season, inter-product spread in the error statistics are at a maximum. Peak uncertainty late in the season is driven by cumulative errors over the entire season, differences in the timing of snow onset, and different melt rates. Whereas the RMSE and bias evolve over the course of the snow season, the magnitude 245 of correlation for all but the AMSR-E products is stable. This is an encouraging result as it indicates that SWE anomalies should be reasonably realistic throughout the season, even if climatological amounts of SWE differ strongly between analyses.
A similar seasonal evolution of product specific uncertainties is observed for both Finland and Canada (not shown).
As with the bulk comparison to the snow course measurements summarized in Fig. 2, and 
260
Given that no one product is always the best performer with respect to error statistics and regions analysed, we investigated the effect of using multi-product SWE ensembles to minimize uncertainty (e.g. Mudryk et al., 2015 Mudryk et al., , 2017 Mudryk et al., , 2018a Krinner et al., 2018) . The two AMSR-E products were excluded from this comparison because of the low correlation with snow course measurements as illustrated in Figs. 2c, 3f , 3g, and 4c. As the number of products included in a given inter-product ensemble increases, the correlation improves and the RMSE decreases (Fig. 5b) . The level of improvement, however, saturates when 265 four products are included in the ensemble. In addition, ensembles that contain contain Crocus and/or MERRA perform better than those that do not (Fig. 5a ). This suggests that although there is no single best product, there are some products (Crocus and MERRA) that should be included in any multi-product mean. Importantly, four-and five-product ensembles that include Crocus and MERRA have higher (lower) correlation (RMSE) with snow course measurements compared to that of any individual product. 
Correlation Analysis 275
To determine the strength of agreement among datasets, two types of pairwise correlations were calculated. Temporal correlations were calculated for time series of daily northern hemisphere snow mass (SWE integrated over the land area). A value was determined for each pair of datasets by correlating the two snow mass anomaly time series for all winter days In all cases, the mean pattern correlation is lower than the corresponding temporal correlation of total snow mass (Fig. 6 ). This result may be due to the presence of opposite-signed spatial biases that cancel when spatially aggregated into a snow mass time series. The four datasets which rely on reanalysis in some way (Crocus, GLDAS, MERRA, ERA-land) exhibit a 285 moderately strong spatial and temporal correlation with each other. These correlations range between 0.5 and 0.7 (illustrated in the R4 symbols in Fig. 6) , and represent the average of the six pairwise combinations of these four products. The agreement among these four datasets is expected since ERA-land and Crocus both use the same forcing meteorology (Table 1) , and the ERA meteorology is itself well correlated with that of MERRA and GLDAS. GlobSnow, which is completely independent from the products using reanalysis, is reasonably well correlated (especially the temporal correlations) with the R4 products 290 (illustrated in the GS symbols in Fig. 6 ). There is a lack of temporal and spatial correlation between the AMSR-E products and the R4 datasets. Spatially, this is an expected result given the differences in climatological SWE patterns shown in Fig. 1 Further insight is gained through the calculation of correlation maps among groups of datasets ( Fig. 7) , where temporal correlations of daily SWE are calculated as above but for each grid cell. As expected, the modern era reanalysis datasets are strongly correlated to each other (R4-R4 in Fig. 7) . Correlations between GlobSnow and the R4 products are strong across 305 most snow covered regions of the northern hemisphere (GS-R4), with the exception of parts of Arctic Canada and the ephemeral snow zones of both North America and Eurasia (note that alpine areas are masked in the GlobSnow product). As noted earlier, the performance of GlobSnow is closely tied to the density of snow depth data used as inputs to the retrievals (Larue et al., 2017; Brown et al., 2018) 
Conclusions and Discussion 325
In this study, we compared three types of northern hemisphere gridded SWE products: (1) those utilizing some form of reanalysis (Crocus, ERA-land, GLDAS, MERRA); (2) passive microwave remote sensing combined with surface observations (GlobSnow); and (3) standalone passive microwave retrievals (AMSR-E historical product and operational algorithm). There is past evidence of acceptable algorithm performance for standalone passive microwave products, particularly in open environments with relatively shallow snow (Derksen et al., 2004; Vuyovich et al., 2014) , or when SWE retrievals are converted 330 to snow cover extent (Brown et al., 2010) . At the continental scale however, the standalone AMSR-E SWE products have stark differences in climatological SWE patterns compared to other available products (see Fig. 1 ).
Evaluation against snow course measurements from Russia, Finland, and Canada, show higher RMSE and bias, and lower correlation for standalone passive microwave products compared to the five other datasets (Fig. 2) . While uncertainty for all products tends to increase with deeper snow, this is a critical issue for the AMSR-E products because of pronounced negative 335 Fig. 3 and 4) . Although there is no single best product with respect to bias, RMSE and correlation, there are some products, namely Crocus and MERRA, that should be included in any multi-product mean (Fig. 5) . Correlation analysis performed with respect to both space and time shows consistent behaviour with strong statistical agreement among the four reanalysis-based products and GlobSnow (consistent with Mudryk et al., 2015) , which clearly benefits from the ingestion of daily surface snow depth data into the retrievals. The AMSR-E products exhibit weak 340 spatial agreement and negative temporal anomaly correlations with the other datasets ( Fig. 6 and 7) .
The retrieval of SWE solely from passive microwave measurements is a difficult challenge, and despite the best efforts of many research groups over many decades, passive microwave -based standalone algorithms do not perform as well as other methods that make use of ancillary snow measurements. Although there are many attractive attributes (wide swath, all-weather imaging, long legacy time series, and theoretical sensitivity to SWE under simplified assumptions) passive microwave data 345 has always been a measurement of opportunity for snow applications, not an idealized measurement system. This introduces intrinsic biases and errors into the standalone retrieval scheme because of the non "optimal" nature of these measurements for snow applications.
Despite these challenges, there are opportunities to utilize satellite passive microwave measurement as a component of SWE product development moving forward. Machine learning operators show great potential for the radiance-based assimilation of 350 brightness temperatures (e.g. Forman and Reichle 2014) analogous to how L-band brightness temperatures are assimilated for improved soil moisture analyses. Assimilation approaches also show potential for addressing challenges posed by stratigraphy (Durand et al., 2011; Andreadis and Lettenmaier, 2012) and deep snow (Li et al., 2012) . While coarse resolution is an inherent challenge with satellite passive microwave measurements, enhanced resolution products spanning multiple decades are now available (Takala et al., 2017; Long and Brodzik, 2016) . 355
The combination of brightness temperature measurements, surface snow depth observations, and forward radiometric modeling are able to produce skillful SWE products. This approach was already used successfully within the ESA GlobSnow project and it will be further enhanced within the ESA Climate Change Initiative (CCI) snow project. It is important to note that the brightness temperature component of the GlobSnow/Snow CCI retrieval has direct heritage to standalone passive microwave retrieval approaches which date back to the first generation of passive microwave imagers launched in the 1970s. 360
This also suggests that research focusing on passive microwave interactions with snow parameters should not be neglected as, ultimately, understanding the physics is a necessary step for algorithm improvement.
While the continued development of a remote sensing capability for SWE represents an important observational capability, it is necessary to also appreciate the quality of the large scale model derived SWE products. The combination of reanalysis meteorology and snow models yields very useful snow information, which can be refined as forcing data (particularly precipitation) and snow models continue to improve. Only through combined and integrated improvements in remote sensing, modeling, and observations will real progress in SWE product development be achieved.
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