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Dirk Tasche∗
We introduce Fisher consistency in the sense of unbiasedness as a desirable property for
estimators of class prior probabilities. Lack of Fisher consistency could be used as a criterion
to dismiss estimators that are unlikely to deliver precise estimates in test datasets under prior
probability and more general dataset shift. The usefulness of this unbiasedness concept is
demonstrated with three examples of classifiers used for quantification: Adjusted Classify &
Count, EM-algorithm and CDE-Iterate. We find that Adjusted Classify & Count and EM-
algorithm are Fisher consistent. A counter-example shows that CDE-Iterate is not Fisher
consistent and, therefore, cannot be trusted to deliver reliable estimates of class probabilities.
Keywords: Classification, quantification, class distribution estimation, Fisher consistency,
dataset shift.
1. Introduction
The application of a classifier to a test dataset often is based on the assumption that the data for training
the classifier is representative of the test data. While this assumption might be true sometimes or even
most of the time, there may be circumstances when the distributions of the classes or the features or
both are genuinely different in the test set and the training set. Spam emails represent a familiar example
of this situation: The typical contents of spam emails and their proportion of the total daily number
of emails received may significantly vary over time. Spam email filters developed on the set of emails
received last week may become less effective this week due to changes in the composition of the email
traffic. In the machine learning community, this phenomenon is called dataset shift or population drift.
The area of research of how to learn a model appropriate for a test set on a differently composed training
set is called domain adaptation.
The simplest type of dataset shift occurs when the training set and the test set differ only in the distri-
bution of the classes of the instances. In this case, only the prior (or unconditional) class probabilities (or
class prevalences) change between the training set and the test set; this type of dataset shift is called
prior probability shift. In the context of supervised or semi-supervised learning, the class prevalences
in the labelled portion of the training set are always known. In contrast, the class prevalences in the test
set may be known or unknown at the time of the application of the classifier to the test set, depending
on the cause of the dataset shift. For example, in a binary classification exercise the class prevalence of
the majority class in the training set might deliberately be reduced by removing instances of that class
at random, in order to facilitate the training of the classifier. If the original training set were a random
sample of the test set then the test set class prevalences would be equal to the original training set class
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prevalences and therefore known. The earlier mentioned spam email filter problem represents an example
of the situation where the test set class prevalences are unknown due to possible dataset shift.
In this paper, we primarily study the question of how to estimate the unknown class prevalences in a test
dataset when the training set and the test set are related by prior probability shift. This problem was
coined quantification by Forman (2008). Solutions to the problem are known at least since the 1960s
(Gart and Buck, 1966) but research for more and better solutions has been ongoing ever since. It seems,
however, as if the criteria of what should be deemed a ‘good’ solution are not fully clear.
In the words of Cox and Hinkley (1974, p. 287) Fisher consistency is described as “Roughly this requires
that if the whole ‘population’ of random variables is observed, then the method of estimation should give
exactly the right answer”. Obtaining the right answer when looking for the value of a parameter is an
intuitive concept that exhibits similarity to the concept of unbiasedness. In particular, if a wrong decision
based on the estimated value of a parameter can entail severe financial loss or cause damage to a person’s
health, getting the value of the parameter right is very important. Hofer and Krempl (2013) and Tasche
(2014) present examples related to the estimation of credit losses. Nonetheless, requiring that the right
answer be obtained also on finite samples from the population would be too harsh, given that by the
nature of randomness the empirical distribution associated with a finite sample can be quite different
from the population distribution.
For these reasons, we argue that as a minimum, it should be required that class prevalence estimators (or
quantifiers) be Fisher consistent. Cox and Hinkley (1974, p. 287) comment that “Consistency, however,
gives us no idea of the magnitude of the errors of estimation likely for any given n [the sample size]”.
Therefore, being Fisher consistent cannot be a sufficient criterion for a class prevalence estimator to be
useful. Rather, by the logic of a necessary criterion, lack of Fisher consistency should be considered a
reason to dismiss a candidate estimator. For even for very large sample sizes, with such an estimator
there would not be any guarantee of obtaining an approximation of the true parameter value.
Accordingly, focussing on binary classification and quantification, with this paper we make three con-
tributions to the literature on quantification of class prevalences:
• We formally introduce the concept of unbiasedness expressed as Fisher consistency, in a prior
probability shift context and more generally for quantification of class prevalences in the presence
of any dataset shift.
• We illustrate the usefulness of the notion of Fisher consistency, by demonstrating with three popular
quantification approaches that Fisher consistency may be used as a criterion to cull inapt quantifiers.
In other words, Fisher consistency can serve as a filter to eliminate quantifiers that are unlikely to
provide precise estimates.
• We show that Fisher consistency of an estimator is not a global concept that can be expected to
hold for all types of dataset shift. To demonstrate this fact, we suggest a new type of dataset shift,
called ‘invariant density ratio’-type dataset shift, which generalises prior probability shift. We also
propose a method for generating non-trivial examples of this type of dataset shift.
‘Invariant density ratio’-type dataset shift is interesting of its own for the following two reasons:
• It can be described as a covariate shift without the ‘contamination’ effect that can entail the test
set class prevalences to be very similar to the training set class prevalences (Tasche, 2013, p. 83).
• Prior probability shift is a special case of ‘invariant density ratio’-type dataset shift (see Section 2.4
below). Therefore, estimators which are Fisher consistent with respect to ‘Invariant density ratio’-
type dataset shift potentially have a wider scope of application than estimators that are Fisher
consistent only with respect to prior probability shift.
The plan for the paper is as follows:
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• In Section 2, we recall the concepts from binary classification and quantification that are relevant
for the subject of the paper. These concepts include Bayes classifiers and some types of dataset
shift, including prior probability shift. In addition, we motivate and define the notion of Fisher
consistency.
• In Section 3, we describe three approaches to class prevalence estimation which serve to illustrate
the role of Fisher consistency for this task. The three approaches are Adjusted Classify & Count
(Forman, 2008), the EM-algorithm (Saerens et al., 2001) and CDE-Iterate (Xue and Weiss, 2009).
• In Section 4, we explore by numerical examples under which circumstances the three approaches
discussed in Section 3 cease to be Fisher consistent for the estimation of class prevalences. The
most important finding here is that CDE-Iterate is not Fisher consistent under prior probability
shift. Hence there is no guarantee that CDE-Iterate will find the true class prevalences even in the
presence of that quite benign type of dataset shift.
• We conclude in Section 5 with some comments on the findings of the paper.
• Appendix A presents some tables with computation results for additional information while Ap-
pendix B provides a mathematically rigorous derivation of the equation that characterises the limit
of CDE-Iterate.
Notation. Concepts and notation used in this paper are formally introduced where needed. For additional
quick reference, here is a short list of the most important symbols:
• X : Feature space.
• {0, 1}: Two classes, 0 positive and 1 negative.
• (X,Y ): X is the vector of the features of an instance, Y denotes the class of the instance.
• P: Probability distribution of the training set.
• Q: Probability distribution of the test set.
• P[Y = i |X]: Feature-conditional probability of class i in the training set (analogous for Q).
• P[X ∈ S |Y = i]: P[X |Y ] denotes the class-conditional distribution of the features in the training
set. P[X ∈ S |Y = i] stands for the probability that the realisation of X is an element of the set S,
conditional on the class of the instance being i (analogous for Q).
• g : X → {0, 1}: Classifier that assigns class g(x) to a realisation x of the features of an instance.
• f0, f1: Class-conditional feature densities on the training set.
• h0, h1: Class-conditional feature densities on the test set.
2. Estimating prior probabilities
In this section, we recall some basic concepts from the theory of binary classification and quantification
to build the basis for the discussion of prevalence estimation approaches in Section 3 and the numerical
examples in Section 4. The concepts discussed include Bayes classifiers and different types of dataset
shift including prior probability shift and its extension called here ‘invariant density ratio’-type dataset
shift. In addition, we introduce the notion of unbiasedness of prevalence estimators in the shape of Fisher
consistency which is most appropriate in the quantification context central for this paper.
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2.1. Binary classification and Bayes error at population level
The basic model we consider is a random vector (X,Y ) with values in a product X × {0, 1} of sets.
For example, in applications for credit scoring, we might have X = Rd for some positive integer d. A
realisation of X ∈ X is interpreted as the vector of features of an observed instance. Y ∈ {0, 1} is the
class of the observed instance. For the purpose of this paper, 0 is the interesting (positive) class, as in
Herna´ndez-Orallo et al. (2012).
Classification problem. On the basis of the observed features X of an instance, make a guess (pre-
diction) g(X) ∈ {0, 1} of the instance’s class Y such that the probability of an error is minimal. In
mathematical terms: Find g∗ : X → {0, 1} such that
P[g∗(X) 6= Y ] = min
g
P[g(X) 6= Y ]. (1a)
The functions g in (1a) used for predicting Y are called (crisp) classifiers. The value of the minimum in
(1a) is called Bayes error. (1a) accounts for two possibilities to make classification errors:
‘Predict 0 if the true class is 1’ = {g(X) = 0, Y = 1}, and
‘Predict 1 if the true class is 0’ = {g(X) = 1, Y = 0}.
Cost-sensitive errors. In practice, the consequences of these two erroneous predictions might have
different severities. Say the cost related to ‘predict 0 if the true class is 1’ is c1 ≥ 0, and the cost related
to ‘predict 1 if the true class is 0’ is c0 ≥ 0. To deal with the issue of different severities, a cost-sensitive
version of (1a) can be studied:
c1 P[g
∗(X) = 0, Y = 1] + c0 P[g∗(X) = 1, Y = 0] =
min
g
c1 P[g(X) = 0, Y = 1] + c0 P[g(X) = 1, Y = 0]. (1b)
To make this problem non-trivial, of course one has to assume that c0 + c1 > 0.
Bayes classifier. A solution g∗ to (1b) and therefore also to (1a) (case of c0 = c1 = 1) exists and is
well-known (see Section 2.2 of van Trees (1968) or Section 1.3 of Elkan (2001)):
g∗(X) =
{
0, if P[Y = 0 |X] > c0c0+c1 ,
1, if P[Y = 0 |X] ≤ c0c0+c1 .
(2)
In this equation, P[Y = 0 |X] denotes the (non-elementary) conditional probability of the event Y = 0
given X, as defined in standard textbooks on statistical learning and probability theory (see Appendix A.7
of Devroye et al. (1996) and Section 4.1 of Durrett (1996) respectively). Being a function ofX, P[Y = 0 |X]
is also a non-constant random variable whenever X and Y are not stochastically independent. In the
following, we also call P[Y = 0 |X] feature-conditional class probability. The function g∗(X) as
defined in (2) is called a Bayes classifier.
A proof of (2) is also provided in Appendix B below (see Lemma 5). That proof shows, in particular,
that the solution g∗ to (1b) is unique in the sense of P[g∗(X) = g˜(X)] = 1 for any other minimiser g˜ of
(1b), as long as the distribution of the ratio of the class-conditional feature densities is continuous (see
Section 2.4 for the definition of the density ratio).
2.2. Binary classification and Bayes error at sample level
In theory, the binary classification problem with cost-sensitive errors is completely solved in Section 2.1.
In practice, however, there are issues that can make the Bayes classifier (2) unfeasible:
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• Typically, the joint probability distribution of (X,Y ) is not exactly known but has to be inferred
from a finite sample (called ‘training set’) (x1,tr, y1,tr), . . . , (xm,tr, ym,tr) ∈ X ×{0, 1}. If X is high-
dimensional this may be difficult and require a large sample size to reduce errors due to random
variation.
• As the Bayes classifier is explicitly given by (2), one can try to avoid estimating the entire distri-
bution of (X,Y ) and, instead, only estimate the feature-conditional probability P[Y = 0 |X] (also
called posterior probability). However, this task is not significantly simpler than estimating the dis-
tribution of (X,Y ) – as illustrated by the fact that methods for the estimation of non-elementary
conditional probabilities constitute a major branch of applied statistics.
By structural assumptions on the nature of the classification problem (1b), the approach based on direct
estimation of the feature-conditional probability can be rendered more accessible. Logistic regression
provides the possibly most important example for this approach (see, e.g., Cramer, 2003). But the price
of the underlying assumptions may be high and include significant deterioration of goodness of fit. That
is why alternative approaches based on direct implementation of the optimisation of the right-hand side
of (1b) are popular. Lessmann et al. (2015) give a survey of the variety of methods available, just for
application to credit scoring.
As mentioned in the introduction, one of the topics of this paper is an investigation into the question of
whether certain quantifiers are Fisher consistent. In Section 4 below, the demonstration of lack of Fisher
consistency is based on counter-examples which are non-trivial but simple enough to allow for the exact
computation of the feature-conditional class probabilities and hence also the Bayes classifiers.
2.3. Dataset shift
Even if one has succeeded in estimating a Bayes classifier or at least a reasonably good approximate
Bayes classifier, issues may arise that spoil its effective deployment. Quite often, it is assumed that any
instance with known features vector x but unknown class y that is presented for classification has been
drawn at random from the same population as the training set. However, for a number of reasons this
assumption can be wrong (see, e.g., Quin˜onero-Candela et al., 2009; Kull and Flach, 2014; Moreno-Torres
et al., 2012; Dal Pozzolo et al., 2015). A lot of research has been undertaken and is ongoing on methods
to deal with this problem of so-called dataset shift. In this paper, we consider the following variant of the
problem:
• There is a training dataset (x1,tr, y1,tr), . . . , (xm,tr, ym,tr) ∈ X × {0, 1} which is assumed to be an
independent and identically distributed sample from the population distribution P(X,Y ) of the
random vector (X,Y ) as described in Section 2.1.
• There is another dataset, the test dataset, (x1,te, y1,te), . . . , (xn,te, yn,te) ∈ X × {0, 1} which is as-
sumed to be an independent and identically distributed sample from a possibly different population
distribution Q(X,Y ). Moreover, training and test data have been independently generated.
• For the instances in the training dataset, their class labels are visible and can be made use of for
learning classifiers (i.e. solving optimisation problem (1b)).
• For the instances in the test dataset, their class labels are invisible to us or become visible only
with large delay.
This assumption is intended to describe a setting where the test instances arrive batch-wise, not as a
stream. We also assume that the sizes m of the training set and n of the test set are reasonably large
such that trying to infer properties of the respective population distributions makes sense.
As far as the theory for this paper is concerned, we will ignore the issues caused by the fact that we know
the training dataset distribution P(X,Y ) and the test dataset distribution Q(X,Y ) only by inference
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from finite samples. Instead we will assume that we can directly deal with the population distributions
P(X,Y ) and Q(X,Y ). Throughout the whole paper, we make the assumption that there are both positive
and negative instances in both of the populations, i.e. it holds that
0 < P[Y = 0] < 1 and 0 < Q[Y = 0] < 1. (3)
The problem that P(X,Y ) and Q(X,Y ) may not be the same is treated under different names in the
literature (Moreno-Torres et al., 2012): dataset shift, domain adaptation, population drift and others.
There are several facets of the problem:
• Classifiers may have to be adapted to the test set or re-trained.
• The feature-conditional probabilities may have to be adapted to the test set or re-estimated.
• The unconditional class probabilities (also called prior probabilities or prevalences) may have to be
re-adjusted for the test set or re-estimated.
Quantification. In this paper, we focus on the estimation of the prevalences Q[Y = 0] and Q[Y = 1]
in the test set, as parameters of distribution Q(X,Y ). This problem is called quantification (Forman,
2008) and of its own interest beyond its auxiliary function for classification and estimation of the feature-
conditional probabilities (Gonza´lez et al., 2016).
2.4. Quantification in the presence of prior probability shift
In technical terms, the quantification problem as presented in Section 2.3 can be described as follows:
• We know the joint distribution of features and class labels (X,Y ) under the training set probability
distribution P.
• We know the distribution of the features X under the test set probability distribution Q.
• How can we infer the prevalences of the classes under Q, i.e. the probabilities Q[Y = 0] and
Q[Y = 1] = 1−Q[Y = 0], by making best possible use of our knowledge of P(X,Y ) and Q(X)?
This question cannot be answered without assuming that the test set probability distribution Q ‘inherits’
some properties of the training set probability distribution P. This means to make more specific assump-
tions about the structure of the dataset shift between training set and test set. In the literature, a variety
of different types of dataset shift have been discussed. See Moreno-Torres et al. (2012), Kull and Flach
(2014) or Hofer (2015) for a number of examples, including ‘covariate shift’ and ‘prior probability shift’
which possibly are the two most studied types of dataset shift. This paper focusses on prior probability
shift.
Prior probability shift. This type of dataset shift also has been called ‘global shift’ (Hofer and Krempl,
2013). The assumption of prior probability shift is, in particular, appropriate for circumstances where
the features of an instance are caused by the instance’s class membership (Fawcett and Flach, 2005).
Technically, prior probability shift can be described as ‘the class-conditional feature distributions of the
training and test sets are the same’, i.e.
Q[X ∈ S |Y = 0] = P[X ∈ S |Y = 0] and Q[X ∈ S |Y = 1] = P[X ∈ S |Y = 1], (4)
for all measurable sets S ⊂ X . Note that (4) does not imply Q[X ∈ S] = P[X ∈ S] for all measurable
S ⊂ X because the training set class distribution P(Y ) and the test set class distribution Q(Y ) still can
be different.
In this paper, we will revisit three approaches to the estimation of the prevalences in population Q in the
presence of prior probability shift as defined by (4). Specifically, we will check both in theory and by simple
examples if these three approaches satisfy the basic estimation quality criterion of Fisher consistency. For
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this purpose, a slight generalisation of prior probability shift called ‘invariant density ratio’-type dataset
shift will prove useful. Before we introduce it, let us briefly recall some facts on conditional probabilities
and probability densities.
Feature-conditional class probabilities and class-conditional feature densities. Typically, the
class-conditional feature distributions P(X |Y = i), i = 0, 1, of a dataset have got densities f0 and f1
respectively with respect to some reference measure like the d-dimensional Lebesgue measure. Then also
the unconditional feature distribution P(X) has a density f which can be represented as
f(x) = P[Y = 0] f0(x) + (1− P[Y = 0]) f1(x) for all x ∈ X . (5a)
Moreover, the feature-conditional class probability P[Y = 0 |X] can be expressed in terms of the densities
f0 and f1:
P[Y = 0 |X](x) = P[Y = 0] f0(x)
P[Y = 0] f0(x) + (1− P[Y = 0]) f1(x) , x ∈ X . (5b)
Conversely, assume that there is a density f of the unconditional feature distribution P(X) and the
feature-conditional class probability P[Y = 0 |X] is known. Then the class-conditional feature densities
f0 and f1 are determined as follows:
f0(x) =
P[Y = 0 |X](x)
P[Y = 0]
f(x), x ∈ X ,
f1(x) =
1− P[Y = 0 |X](x)
1− P[Y = 0] f(x), x ∈ X .
(6)
Invariant density ratio. Assume that there are densities f0 and f1 for the class-conditional feature
distributions P(X |Y = i), i = 0, 1, of the training set population. We then say that the dataset shift from
population P to Q is of ‘invariant density ratio’-type if there are also densities h0 and h1 respectively for
the class-conditional distributions Q(X |Y = i), i = 0, 1, of the test set, and it holds that
f0(x)
f1(x)
=
h0(x)
h1(x)
for all x ∈ X . (7)
Note that by (6), the density ratio f0f1 can be rewritten as
f0(x)
f1(x)
=
P[Y = 0 |X](x)
1− P[Y = 0 |X](x)
1− P[Y = 0]
P[Y = 0]
, x ∈ X , (8)
as long as P[Y = 0 |X](x) < 1. Hence the density ratio can be calculated without knowledge of the values
of the densities if the feature-conditional class probabilities or reasonable approximations are known.
Obviously, ‘invariant density ratio’ is implied by prior probability shift if all involved class-conditional
distributions have got densities. ‘Invariant density ratio’-type dataset shift was discussed in some detail
by Tasche (2014). It is an interesting type of dataset shift for several reasons:
1) ‘Invariant density ratio’ extends the concept of prior probability shift.
2) Conceptually, ‘invariant density ratio’ is similiar to covariate shift. To see this recall first that
covariate shift is defined by the property that the feature-conditional class probabilities of the
training and test sets are the same (Moreno-Torres et al., 2012, Section 4.1):
P[Y = 0 |X] = Q[Y = 0 |X]. (9a)
Then, if there are densities of the class-conditional feature distributions under P and Q like for (7),
(9a) can be rewritten as
P[Y = 0]
1− P[Y = 0]
f0(x)
f1(x)
=
Q[Y = 0]
1−Q[Y = 0]
h0(x)
h1(x)
for all x ∈ X . (9b)
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Hence, covariate shift also can be described in terms of the ratio of the class-conditional densities,
like ‘invariant density ratio’. The two types of dataset shift coincide if P[Y = 0] = Q[Y = 0], i.e. if
the class prevalences in the training and test sets are the same.
3) The maximum likelihood estimates of class prevalences under prior probability shift actually are
maximum likelihood estimates under ‘invariant density ratio’ too (Tasche, 2014, page 152 and
Remark 1). Hence they can be calculated with the EM (expectation-maximisation) algorithm as
described by Saerens et al. (2001).
4) In terms of the dataset shift taxonomy of Moreno-Torres et al. (2012), ‘invariant density ratio’ is a
non-trivial but manageable ‘other’ shift, i.e. it is neither a prior-probability shift, nor a covariate
shift, nor a concept shift.
By properties 1) and 2), ‘invariant density ratio’ has got conceptual similarities with both prior probability
shift and covariate shift. In Section 4 below, we will make use of its manageability property 4) to construct
an example of dataset shift that reveals the limitations of some common approaches to the estimation of
class prevalences.
2.5. Fisher consistency
In Section 1, Fisher consistency of an estimator has been described as the property that the true value
of a parameter related to a probability distribution is recovered when the estimator is applied to the
distribution on the whole population. In this section, we apply the notion of Fisher consistency to the
quantification of binary class prevalences.
In practice, estimators are often Fisher consistent and asymptotically consistent (weakly or strongly, see
Section 10.4 of van der Vaart, 1998, for the definitions) at the same time. Gerow (1989) discusses the
questions of when this is the case and what concept Fisher (1922) originally defined. Our focus on Fisher
consistency is not meant to imply that asymptotic consistency is a less important property. In the context
of statistical learning, asymptotic consistency seems to have enjoyed quite a lot of attention, as shown
for instance by the existence of books like Devroye et al. (1996). In addition, the convergence aspect of
asymptotic consistency often can be checked empirically by observing the behaviour of large samples.
However, in some cases it might be unclear if the limit of a seemingly asymptotically consistent large
sample is actually the right one. This is why, thanks to its similarity to the concept of unbiasedness which
also refers to getting the right value of a parameter, Fisher consistency becomes an important property.
Definition 1 (Fisher consistency) In the dataset shift setting of this paper as described in Section 2.3,
we say that an estimator T (Q), applied to the elements Q of a family Q of possible population distributions
of the test set, is Fisher consistent in Q for the prevalence of class 0 if it holds that
T (Q) = Q[Y = 0] for all Q ∈ Q. (10)
This definition of Fisher consistency is more restrictive than the definition by Cox and Hinkley (1974)
quoted in Section 1. For it requires the specification of a family of distributions to which the parameter
‘recovery’ property applies. The family Q of most interest for the purpose of this paper is the set of
distributions Q that are related to one fixed training set distribution P by prior probability shift, i.e. by
(4).
8
3. Three approaches to estimating class prevalences under prior
probability shift
In this section, we study three approaches to the estimation of binary class prevalences:
• Adjusted Classify & Count (ACC) (Forman, 2008), called ‘confusion matrix approach’ by Saerens
et al. (2001), but in use since long before (Gart and Buck, 1966),
• the EM (expectation maximisation) algorithm by Saerens et al. (2001), described before as maxi-
mum likelihood approach by Peters and Coberly (1976), and
• CDE-Iterate (CDE for class distribution estimation) by Xue and Weiss (2009).
A variety of other approaches have been and are being studied in the literature (see the discussion in
Hofer, 2015, for a recent overview). The selection of approaches to be discussed in this paper was driven
by findings of Xue and Weiss (2009) and more recently Karpov et al. (2016). According to that research,
for the estimation of binary class prevalences the CDE-Iterate approach seems to perform equally well
or even stronger than ACC which by itself was found to outperform the popular EM-algorithm. In this
section, we recall the technical details of the approaches which are needed to implement the numerical
examples of Section 4 below.
In addition, we check the three estimators on a theoretical basis for Fisher consistency. In particular with
regard to CDE-Iterate, the theory is inconclusive with regard to its possible Fisher consistency. However,
the example of Section 4.2 below shows that CDE-Iterate is not Fisher consistent for class 0 prevalence
under prior probability shift, in contrast to both ACC and the EM-algorithm.
3.1. Adjusted Classify & Count (ACC)
Let g : X → {0, 1} be any classifier. Under prior probability shift as described by (4), we then obtain
Q[g(X) = 0] = Q[Y = 0] Q[g(X) = 0 |Y = 0] + (1−Q[Y = 0]) Q[g(X) = 0 |Y = 1]
= Q[Y = 0] P[g(X) = 0 |Y = 0] + (1−Q[Y = 0]) P[g(X) = 0 |Y = 1]. (11)
If P[g(X) = 0 |Y = 0] 6= P[g(X) = 0 |Y = 1], i.e. if g(X) and Y are not stochastically independent, (11)
is equivalent to
Q[Y = 0] =
Q[g(X) = 0]− P[g(X) = 0 |Y = 1]
P[g(X) = 0 |Y = 0]− P[g(X) = 0 |Y = 1] . (12)
Equation (12) is called the ACC approach to the quantification of binary class prevalences. Let us recall
some useful facts about ACC:
• (12) has been around for a long time, at least since the 1960s. In this paper, the quantification
approach related to (12) is called ‘adjusted classify & count’ as in Forman (2008) because this term
nicely describes what is done.
• Q[g(X) = 0] is the proportion of instances in the test set (measured by counting) that are classified
(predicted) positive by classifier g(X).
• P[g(X) = 0 |Y = 1] is the ‘false positive rate’, as measured for classifier g(X) on the training set.
• P[g(X) = 0 |Y = 0] is the ‘true positive rate’, as measured for classifier g(X) on the training set.
• Forman (2008) discusses ACC in detail and provides a number of variations of the theme in order
to account for its deficiencies.
• Possibly, the main issue with ACC is that in practice the result of the right-hand side of (12) can
turn out to be negative or greater than 1. This can happen for one or both of the following two
reasons:
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1) The dataset shift in question actually is no prior probability shift, i.e. (4) does not hold.
2) The estimates of the true positive and true negative rates are inaccurate.
3) The estimation of the scoring function underlying the classifier from limited training data may
be inaccurate (both biased and subject to high variance).
• In theory, if the dataset shift is indeed a prior probability shift, the result of the right-hand side of
(12) should be the same, regardless of which admissible (i.e. such that the denominator is not zero)
classifier is deployed for determining the proportion of instances in the test set classified positive.
Hence, whenever in practice different classifiers give significantly different results, that could suggest
that the assumption of prior probability shift is wrong.
• As long as g(X) and Y are at least somewhat dependent, possible lack of power of the classifier g
should not be an issue for the applicability of (12) because the denominator on the right-hand side
of (12) is then different from zero.
For a training set distribution P denote by Qprior = Qprior(P) the family of distributions Q that are
related to P by prior probability shift in the sense of Definition 1, i.e.
Qprior = {Q : Q is probability measure satisfying (4)}. (13)
Then, for fixed training set distribution P and fixed classifier g(X) such that g(X) and Y are not
independent under P, the ACC approach is Fisher consistent in Qprior for the prevalence of class 0 by
construction: Define the operator T = Tg,P by
T (Q) =
Q[g(X) = 0]− P[g(X) = 0 |Y = 1]
P[g(X) = 0 |Y = 0]− P[g(X) = 0 |Y = 1] .
Then (12) implies (10) for Q ∈ Qprior. However, denote – again for some fixed training set distribution
P – by Qinvariant = Qinvariant(P) the family of distributions Q that are related to P by ‘invariant density
ratio’-type dataset shift in the sense of (7), i.e.
Qinvariant = {Q : Q is probability measure satisfying (7)}. (14)
Then in general the ACC approach is not Fisher consistent in Qinvariant as it is shown in Section 4.3
below that there are a classifier g∗, a distribution P∗ and a related distribution Q∗ ∈ Qinvariant(P∗) such
that
Tg∗,P∗(Q
∗) 6= Q∗[Y = 0].
3.2. EM-algorithm
Saerens et al. (2001) made the EM-algorithm popular for the estimation of class prevalences, as a necessary
step for the re-adjustment of thresholds of soft classifiers. A closer inspection of the article by Peters and
Coberly (1976) shows that they actually had studied the same algorithm and provided conditions for
its convergence. In particular, this observation again draws attention to the fact that the EM-algorithm,
deployed on data samples, should result in unique maximum likelihood estimates of the class prevalences.
As noticed by Du Plessis and Sugiyama (2014), the population level equivalent of sample level maximum
likelihood estimation of the class prevalences under an assumption of prior probability shift is minimisation
of the Kullback-Leibler distance between the estimated test set feature distribution and the observed test
set feature distribution. Moreover, Tasche (2014) observed that the EM-algorithm finds the true values of
the class prevalences not only under prior probability shift but also under ‘invariant density ratio’-type
dataset shift. In other words, the EM-algorithm is Fisher consistent both in Qprior and Qinvariant, as
defined in (13) and (14) respectively, for the prevalence of class 0. See Proposition 2 below for a formal
proof.
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In the case of two classes, the maximum-likelihood version of the EM-algorithm in the sense of solving
the likelihood equation is more efficient than the EM-algorithm itself. This statement applies even more
to the population level calculations. In this paper, therefore, we describe the result of the EM-algorithm
as the unique solution of a specific equation, as described by Tasche (2014).
Calculating the result of the EM-algorithm. In the population setting of Section 2.3 with training
set distribution P(X,Y ) and test set distribution Q(X,Y ), assume that the class-conditional feature
distributions P(X |Y = i), i = 0, 1, of the training set have got densities f0 and f1. Define the density
ratio R by
R(x) =
f0(x)
f1(x)
, for x ∈ X . (15)
We then define the estimation operator TR(Q) for the prevalence of class 0 as the unique solution q ∈ (0, 1)
of the equation (Tasche, 2014)
0 = EQ
[
R(X)− 1
1 + q (R(X)− 1)
]
, (16a)
where EQ denotes the expectation operator with respect to Q. Unfortunately, not always does a solution
of (16a) exist in (0, 1). There exists a solution in (0, 1) if and only if
EQ[R(X)] > 1 and EQ
[
1
R(X)
]
> 1, (16b)
and if there is a solution in (0, 1) it is unique (Tasche, 2014, Remark 2(a)).
Proposition 2 The operator TR(Q) (EM-algorithm), as defined by (16a), is Fisher consistent in Qprior
and Qinvariant for the prevalence of class 0.
Proof. We only have to prove the claim for Qinvariant because Qprior is a subset of Qinvariant. Let any
Q ∈ Qinvariant be given and denote by hi, i = 0, 1, its class-conditional feature densities. By (7) and (5b),
it then follows that
EQ
[
R(X)− 1
1 + Q[Y = 0] (R(X)− 1)
]
= EQ
[
h0 − h1
h1 + Q[Y = 0] (h0 − h1)
]
=
EQ
[
Q[Y = 0 |X]]
Q[Y = 0]
− EQ
[
Q[Y = 1 |X]]
Q[Y = 1]
= 1− 1 = 0.
Hence, the prevalence Q[Y = 0] of class 0 is a solution of (16a) and, therefore, the only solution. As a
consequence, TR(Q) is well-defined and satisfies TR(Q) = Q[Y = 0]. 2
In practice, for fixed q the right-hand side of (16a) could be estimated on a test set sample (x1,te, y1,te), . . .,
(xn,te, yn,te) as in Section 2.3 by the sample average
1
n
n∑
i=1
R(xi,te)− 1
1 + q (R(xi,te)− 1) ,
where R could be plugged in as a training set estimate of the density ratio by means of (8).
3.3. CDE-Iterate
In order to successfully apply the ACC quantification approach as described in Section 3.1, we must get
hold of reliable estimates of the training set true and false positive rates of the classifier deployed. If
the positive class is the minority class, the estimation of the true positive rate can be subject to large
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uncertainties and, hence, may be hard to achieve with satisfactory accuracy. Similarly, if the negative
class is the minority class, the estimation of the false positive rate can be rather difficult.
Application of the EM-algorithm as introduced by Saerens et al. (2001) or described in Section 3.2 requires
reliable estimation of the feature-conditional class probabilities or the density ratio. Again, such estimates
in general are hard to achieve. That is why alternative methods for quantification are always welcome.
In particular, methods that are based exclusively on learning one or more crisp classifiers are promising.
For learning classifiers is a well-investigated problem for which efficient solution approaches are available
(see, for instance, Lessmann et al., 2015, for a survey related to credit scoring).
Xue and Weiss (2009) proposed ‘CDE-Iterate’ (CDE for class distribution estimation) which is appro-
priately summarised by Karpov et al. (2016) as follows: “The main idea of this method is to retrain
a classifier at each iteration, where the iterations progressively improve the quantification accuracy of
performing the ‘classify and count’ method via the generated cost-sensitive classifiers.” Xue and Weiss
motivated the CDE-Iterate algorithm as kind of an equivalent of the EM-algorithm, with the training set
feature-conditional class probabilities replaced by Bayes classifiers (or approximation of the classifiers)
learnt on the training set.
In this paper, we do not retrain a classifier but make use of the fact that we have got a closed-form
representation of the optimal classifier resulting from the retraining, by (2). Taking this into account and
using notation adapted for this paper, we obtain the following description of the CDE-Iterate procedure:
CDE-Iterate algorithm
1) Set initial parameters: k = 0, c
(0)
0 = 1, c
(0)
1 = 1.
2) Find Bayes classifier under training distribution P(X,Y ):
gk(X) =

0, if P[Y = 0 |X] > c
(k)
0
c
(k)
0 +c
(k)
1
,
1, if P[Y = 0 |X] ≤ c
(k)
0
c
(k)
0 +c
(k)
1
.
3) Under test feature distribution Q(X) compute qk = Q[gk(X) = 0].
4) Increment k by 1.
5) Reset cost parameters: c
(k)
1 =
1−qk
1−P[Y=0] , c
(k)
0 =
qk
P[Y=0] .
6) If convergence is reached or k = kmax then stop, and accept qk as the CDE-Iterate estimate of
Q[Y = 0]. Else continue with step 2.
Xue and Weiss (2009) did not provide a proof of convergence or unbiasedness for CDE-Iterate. In Sec-
tion 6 of their paper, they state that “one improvement would be to adapt the CDE-Iterative method
to automatically terminate once the class distribution estimate converges. This might improve overall
performance over any specific CDE-Iterate-n method and would eliminate the problem of identifying
the appropriate number of iterations. It is possible that such a CDE-converge method would outperform
CDE-AC.” In this paper, we prove convergence of CDE-Iterate and also show that it does not outperform
‘CDE-AC’ (Adjusted Classify & Count in the notation of this paper) for class distribution estimation
under prior probability shift, thus answering the quoted research questions of Xue and Weiss.
The proof of the convergence of CDE-Iterate as described above is provided in Proposition 6 in Appendix B
below. There it is also shown that the limit q∗ = limk→∞ qk solves the following equation1:
q∗ =
Q
[
R(X) ≥ 1−q∗q∗
]
, if q0 ≥ q1 and qk > q∗ for all k,
Q
[
R(X) > 1−q
∗
q∗
]
, otherwise,
(17)
1Subject to the technical condition that P(X) has a density f such that Q[f(X) > 0] = 1.
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where R(x) is defined by (15).
The limit result (17) is quite general in so far as it is not based on any assumption with regard to the
type of dataset shift between the training set distribution P(X,Y ) and the test set distribution Q(X,Y ).
If we restrict the type of dataset shift to prior probability shift or ‘invariant density ratio’-type dataset
shift as defined in Section 2.4, does (17) then imply Fisher consistency in either of these two families of
distributions for the prevalence of class 0? As we show by example in Section 4 following, the answer to
this question is ‘no’.
4. Numerical examples
In Section 3, we have found that ACC as an estimator of class prevalences is Fisher consistent for prior
probability shift while the EM-algorithm is even Fisher consistent for the more general ‘invariant density
ratio’-type dataset shift. We have not yet answered the question if CDE-Iterate is Fisher consistent for
either of these two dataset shift types.
The property of an estimator to be Fisher consistent is something that has to be proved. In contrast,
lack of Fisher consistency of an estimator is conveniently shown by providing a counter-example. This is
the purpose of the following subsections: We show by examples that
• CDE-Iterate is not Fisher consistent for prior probability shift (and hence for ‘invariant density
ratio’-type dataset shift neither),
• ACC is not Fisher consistent for ‘invariant density ratio’-type dataset shift, and
• the EM-algorithm is no longer Fisher consistent if the ‘invariant density ratio’-type dataset shift is
slightly modified.
We present the counter-examples as a simulation and estimation experiment that is executed for each of
the three following example models:
• Section 4.2: Binormal model with equal variances for both training and test set (prior probability
shift).
• Section 4.3: Binormal model with equal variances for training set and model with non-normal class-
conditional densities but identical density ratio for test set (‘invariant density ratio’-type dataset
shift).
• Section 4.4: Binormal model with equal variances for training set and model with non-normal class-
conditional densities and a different density ratio for test set (neither prior probability shift nor
‘invariant density ratio’-type dataset shift).
The experimental design is described in Section 4.1 below. The classical binormal model with equal
variances has been selected as the training set model for the following reasons:
• Logistic regression finds the correct feature-conditional class probabilities.
• Needed algorithms are available in common software packages like R.
• The ratio of the class-conditional feature densities has a particularly simple shape, see (21b) below.
• The binormal model with equal variances has been found useful before for a similar experiment
(Tasche, 2016).
Thresholds for Bayes classifier under dataset shift. We deploy the logistic regression as coded by
R Core Team (2014). Therefore, it is convenient to always use the feature-conditional class-probability
P[Y = 0 |X] as the Bayes classifier, both for the training set and for the test set after a possible dataset
shift (then with a modified threshold). In order to be able to do so, we observe that, under prior probability
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shift or even ‘invariant density ratio’-type dataset shift, the test set Bayes classifier gtest(X) for the cost-
sensitive error criterion (1b) can be represented both as
gtest(X)
(2)
=
{
0, if Q[Y = 0 |X] > c0c0+c1 ,
1, if Q[Y = 0 |X] ≤ c0c0+c1 ,
and as (see Saerens et al., 2001, Section 2.2)
gtest(X) =

0, if P[Y = 0 |X] >
c0
1−Q[Y=0]
1−P[Y=0]
c0
1−Q[Y=0]
1−P[Y=0] + c1
Q[Y=0]
P[Y=0]
,
1, if P[Y = 0 |X] ≤
c0
1−Q[Y=0]
1−P[Y=0]
c0
1−Q[Y=0]
1−P[Y=0] + c1
Q[Y=0]
P[Y=0]
.
(18)
4.1. Design of the experiment
In the subsequent sections 4.2, 4.3 and 4.4, we conduct the following experiment and report its results2:
• For a given training set (sample and population) represented by distribution P(X,Y ), we determine
the Bayes classifier that is optimal for minimising the Bayes error (1a). We represent the Bayes
classifier by a decision threshold applied to the feature-conditional probability of class 0 as in (2),
with c0 = 1 = c1.
• We create test sets (by simulation or as population distribution), represented by distributions
Q(X,Y ), which are related to the training set by certain types of dataset shift, including prior
probability shift and ‘invariant density ratio’-type dataset shift.
• On the test sets, we deploy three different quantification methods for the estimation of the prevalence
of class 0 (see also Definition 3 below): CDE-Iterate (defined in Section 3.3), Adjusted Classify &
Count (defined in Section 3.1), and EM-algorithm (defined in Section 3.2).
• Based on the estimated class 0 prevalences, we adapt the threshold of the Bayes classifier according
to (18) such that it would be optimal for minimising the Bayes error (equivalently for maximising the
classification accuracy) if the estimated prevalence were equal to the true test set class 0 prevalence
and the test set were related to the training set by prior probability shift.
• We report the following results for samples and populations:
– Classification accuracy and F-measure (see (23a) and (23b) for the definitions) of the adapted
Bayes classifier when applied to the test set, because these measures were used by Xue and
Weiss (2009).
– Estimated prevalences of class 0, for direct comparison of estimation results and true values.
– Relative error: If q is the true probability and q˜ the estimated probability, then we tabulate
max
( |q˜ − q|
q
,
|1− q˜ − (1− q)|
1− q
)
=
|q˜ − q|
min(q, 1− q) . (19)
Relative error behaves similar to Kullback-Leibler distance used by Karpov et al. (2016), but
is defined also for q˜ = 0 and q˜ = 1 and, moreover, has a more intuitive interpretation.
Modelled class prevalences. The setting is broadly the same as for the artificial dataset in Karpov
et al. (2016). For each model, we consider a training set with class probabilities 50%, combined with test
2The R-scripts used for creating the tables and figures of this paper can be received upon request from the author.
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sets with class 0 probabilities 1%, 5%, 10%, 30%, 50%, 70%, 90%, 95% and 99%. For the samples as well
as for the population distributions, we deploy the estimation approaches whose acronyms are given in
the following definition to estimate the test set class 0 prevalences.
Definition 3 (Acronyms for estimation approaches)
The following estimation approaches are used in this section:
• CDE-Iterate in three variants:
– CDE1: First iteration of the algorithm described in Section 3.3. Identical with Classify & Count
of Forman (2008).
– CDE2: Second iteration of the algorithm described in Section 3.3.
– CDE∞: CDE-Iterate converged, as described in Section 3.3.
• ACC: Adjusted Classify & Count as described in Section 3.1.
• EM: EM-algorithm as described in Section 3.2.
4.2. Training set: binormal; test set: binormal
We consider the classical binormal model with equal variances as an example that fits well into the prior
probability shift setting of Section 2.4. We specify the binormal model by defining the class-conditional
feature distributions.
• Training set: Both class-conditional feature distributions are normal, with equal variances, i.e.
P(X |Y = 0) = N (µ, σ2), P(X |Y = 1) = N (ν, σ2), (20a)
with µ < ν and σ > 0.
• Test set: Same as training set.
• For this section’s numerical experiment, the following parameter values have been chosen:
µ = 0, ν = 2, σ = 1. (20b)
For the sake of brevity, in the following we sometimes refer to the setting of this section as ‘double’
binormal. The feature-conditional class probability P[Y = 0 |X] in the training set is given by
P[Y = 0 |X](x) = 1
1 + exp(a x+ b)
, x ∈ R, (21a)
with a = ν−µσ2 > 0 and b =
µ2−ν2
2σ2 + log
(
1−P[Y=0]
P[Y=0]
)
. For the density ratio R according to (15), we obtain
R(x) = exp
(
x µ−νσ2 +
ν2−µ2
2σ2
)
, x ∈ R. (21b)
For the sample version of the example in this section, we create by Monte-Carlo simulation a training sam-
ple
(
(x1,tr, y1,tr), . . . , (xm,tr, ym,tr)
) ∈ (R× {0, 1})m and test samples ((x1,te, y1,te), . . . , (xn,te, ym,te)) ∈
(R × {0, 1})n with class-conditional feature distributions given by (20a) that approximate the training
set population distribution P and the test set population distributions Q as described in general terms
in Section 2.4 and more specifically here by (20a), (20b) and the respective class 0 prevalences.
• In principle, (x1,tr, y1,tr), . . . , (xm,tr, ym,tr) is an independent and identically distributed (iid) sample
from P as specified by (20a), (20b) and ‘training’ class 0 prevalence P[Y = 0] = 0.5.
• In principle, (x1,te, y1,te), . . . , (xn,te, yn,te) is an iid sample from Q as specified by (20a), (20b) and
‘test’ class 0 prevalences Q[Y = 0] ∈ {0.01, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9, 0.95, 0.99}.
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Table 1: Class 0 prevalence estimates on the test sets. Training set: Binormal with equal variances.
Test sets: Binormal with equal variances. ‘Q[Y=0]’ is the true test set prevalence of class 0. See
Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Prevalence estimates on samples
CDE1 0.1637 0.1910 0.2288 0.3639 0.4989 0.6351 0.7720 0.8014 0.8356
CDE2 0.0402 0.0682 0.1127 0.2991 0.4986 0.7014 0.8851 0.9230 0.9619
CDE∞ 0.0000 0.0000 0.0040 0.2416 0.4985 0.7653 0.9929 1.0000 1.0000
ACC -0.0010 0.0391 0.0947 0.2935 0.4921 0.6924 0.8938 0.9370 0.9873
EM 0.0070 0.0475 0.0968 0.2988 0.4967 0.6981 0.9007 0.9467 0.9890
Prevalence estimates on populations
CDE1 0.1655 0.1928 0.2269 0.3635 0.5000 0.6365 0.7731 0.8072 0.8345
CDE2 0.0406 0.0715 0.1131 0.2994 0.5000 0.7006 0.8869 0.9285 0.9594
CDE∞ 0.0000 0.0000 0.0121 0.2389 0.5000 0.7611 0.9879 1.0000 1.0000
ACC 0.0100 0.0500 0.1000 0.3000 0.5000 0.7000 0.9000 0.9500 0.9900
EM 0.0100 0.0500 0.1000 0.3000 0.5000 0.7000 0.9000 0.9500 0.9900
• However, following the precedent of Xue and Weiss (2009), for both datasets we have used stratified
sampling such that the proportion of (xi,tr, yi,tr) with yi,tr = 0 in the training set is exactly P[Y = 0],
and the proportion of (xi,te, yi,te) with yi,te = 0 in the test set is exactly Q[Y = 0].
The sample sizes for both the training and the test set samples have been chosen to be 10,000, i.e.
m = n = 10, 000. (22)
In our experimental design, the sampling is conducted mainly for illustration purposes because at the
same time we also calculate the results at population (i.e. sample size ∞) level such that we know the
theoretical outcomes. Therefore, for each parametrisation of each model, there is no repeated sampling,
i.e. only one sample is created.
Table 1 shows the class 0 prevalence estimates made in the double binormal setting of this section. Note
that in the lower panel of the table, the population estimates by ACC and EM are exact – as they
should be since in Sections 3.1 and 3.2 we have proved that both estimators are Fisher consistent for the
prevalence of class 0 in the family of prior probability shifted distributions. The numbers from the lower
panel also show that, in general, neither of the three CDE-Iterate3 variants CDE1, CDE2 and CDE∞
are Fisher consistent for class 0 prevalence under prior probability shift, except for the case of identical
training and test set distributions.
As mentioned in Section 2.1, in the setting of the binormal model with equal variances, the Bayes classifier
is unique, irrespective of its specific representation. Hence, in this example, there is no chance to work-
around the lack of Fisher consistency for CDE-Iterate by trying to find alternative Bayes classifiers.
However, from the sample estimation numbers in the upper panel of Table 1, we can conclude that in
practice CDE2 may provide estimates of the class 0 prevalence that are better or at least not much worse
than the ACC and EM estimates. Table 4 in Appendix A with the relative errors of the estimates confirms
this observation. Such incidences could explain the favourable performance of CDE-Iterate observed by
Xue and Weiss (2009) and Karpov et al. (2016).
3Note that in any case the tabulated estimates by CDE1, CDE2 and CDE∞ confirm the monotonicity statement in
Proposition 6 of Appendix B for the convergence of CDE-Iterate.
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Figure 1: Training set and test set class-conditional densities for Section 4.3. The ratio of the training set
densities and the ratio of the test set densities are equal.
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For the sake of completeness, in Tables 5 and 6 in Appendix A, we report the classification accuracies and
F-measures respectively, for the training set Bayes classifier with adapted thresholds according to (18),
computed on the different test sets. The metrics classification accuracy and F-measure here are of interest
because Xue and Weiss (2009) used them for measuring the performance of the classifiers discussed in
their study. For any classifier g : X → {0, 1}, we make use of the following population level formulae for
classification accuracy and F-measure:
Classification accuracy = 1− Classification Error = Q[g(X) = Y ], (23a)
F-measure =
2× Recall× Precision
Recall + Precision
=
2 Q[g(X) = 0 |Y = 0] Q[Y = 0 | g(X) = 0]
Q[g(X) = 0 |Y = 0] + Q[Y = 0 | g(X) = 0] . (23b)
In these formulae, Q is used to indicate the test set probability distribution in accordance with the general
assumption of this paper.
Basically, Tables 5 and 6 in Appendix A demonstrate that it is hard to draw conclusions on quantification
performance by looking at classification accuracy or F-measure as performance metrics. Both at sample
and at population level, the tabulated classification accuracy values of CDE∞, ACC and EM are almost
indistinguishable. While the slightly better accuracy values for EM-algorithm and ACC compared to
CDE∞ at population level are indeed sure evidence of better performance, the better values at sample
level might just be random effects. A similar statement applies to the F-measure values of CDE2, ACC
and EM. The NaNs in Table 6 are caused by zero and negative estimates of the class 0 prevalence.
4.3. Training set: binormal; test set: non-normal densities, binormal density ratio
The combination of a binormal model with equal variances for the training set and a model with the
same density ratio but non-normal class-conditional feature distributions provides an example that fits
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conveniently into the ‘invariant density ratio’-type dataset shift setting of Section 2.4. We again specify
the two models by their class-conditional feature densities.
Training set. Both class-conditional feature distributions are normal, with equal variances, as specified
in (20a) and (20b).
Test set. We specify the test set distribution by class-conditional feature densities h0 and h1 chosen in
such a way that their ratio h0(x)h1(x) , x ∈ R, is given by (21b). Then it equals the feature density ratio in
the double binormal model from Section 4.2. In addition, we require that the resulting model is easy to
handle numerically but still not too close to the double binormal model. To achieve this, we apply the
following steps:
• We start with a normal density h∗ characterised by the parameters
Mean = ϑ, variance = τ2 > 0. (24a)
For the purpose of this paper, we have chosen
ϑ = 0.5, τ = 1.4. (24b)
• Then we apply Theorem 3 of Tasche (2014) to decompose h∗ into a mixture q∗ h0 + (1− q∗)h1 of
h0 and h1, subject to the condition
h0(x)
h1(x)
= exp
(
x µ−νσ2 +
ν2−µ2
2σ2
)
, x ∈ R, with µ, ν and σ given by
(20b). The important step for the decomposition is to determine q∗. This can be done as suggested
in Section 3.2, by solving a version of Equation (16a) for the variable q:
0 =
∫ ∞
−∞
R(x)− 1
1 + q (R(x)− 1)h
∗(x) dx, (25a)
where R(x) is given by (21b). There is a unique solution 0 < q = q∗ < 1 if and only if∫
R(x)h∗(x) dx > 1 and
∫
R(x)−1 h∗(x) dx > 1.
With parameters set as in (20b) and (24b), the solution for q is
q∗ = 0.7239184.
• If q∗ denotes the solution of (25a) the resulting class conditional feature densities are determined
as
h0(x) =
R(x)h∗(x)
1 + q∗ (R(x)− 1) and h1(x) =
h∗(x)
1 + q∗ (R(x)− 1) , x ∈ R. (25b)
Once the densities h0 and h1 have been made available by (25b), the test set class-conditional feature
distributions Q(X |Y = 0) and Q(X |Y = 1) can be defined as the distributions determined by these
densities. Figure 1 shows the test set class-conditional densities from (25b) and the normal densities
related to the training set.
For the population-related calculations and the sample simulations, we use the sample sizes as spec-
ified in (22), training set class 0 prevalence P[Y = 0] = 0.5 and test set class 0 prevalences Q[Y =
0] ∈ {0.01, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9, 0.95, 0.99} as in the double binormal case of Section 4.2. Again, the
samples are stratified with separate sampling from classes 0 and 1. This is straightforward for the bi-
normal model of the training set, but less straightforward for the test set distributions given by the
class-conditional densities (25b). For this sampling we have applied the simple accept-reject algorithm
suggested by Robert and Casella (2004, Corollary 2.17).
Table 2 shows the class 0 prevalence estimates made in the ‘binormal – non-binormal with binormal
density ratio’ setting of this section. In the lower panel of the table, the population estimates by EM are
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Table 2: Class 0 prevalence estimates on the test sets. Training set: Binormal with equal variances.
Test sets: Non-normal densities, binormal density ratio. ‘Q[Y=0]’ is the true test set prevalence
of class 0. See Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Prevalence estimates on samples
CDE1 0.1548 0.1865 0.2207 0.3526 0.4931 0.6136 0.7508 0.7850 0.8161
CDE2 0.0313 0.0644 0.1014 0.2773 0.4901 0.6736 0.8728 0.9228 0.9542
CDE∞ 0.0001 0.0010 0.0236 0.2084 0.4848 0.7462 0.9994 1.0000 1.0000
ACC -0.0141 0.0325 0.0828 0.2768 0.4835 0.6608 0.8626 0.9129 0.9587
EM 0.0074 0.0467 0.0957 0.2932 0.4994 0.6853 0.8990 0.9503 0.9913
Prevalence estimates on populations
CDE1 0.1641 0.1907 0.2240 0.3572 0.4904 0.6236 0.7568 0.7901 0.8167
CDE2 0.0359 0.0653 0.1049 0.2855 0.4853 0.6890 0.8794 0.9217 0.9531
CDE∞ 0.0000 0.0032 0.0264 0.2168 0.4794 0.7731 1.0000 1.0000 1.0000
ACC 0.0080 0.0470 0.0958 0.2908 0.4859 0.6810 0.8761 0.9249 0.9639
EM 0.0100 0.0500 0.1000 0.3000 0.5000 0.7000 0.9000 0.9500 0.9900
exact – as they should be since in Section 3.2 we have proved that the EM-algorithm is Fisher consistent
for the prevalence of class 0 in the family of test set distributions subject to ‘invariant density ratio’-type
dataset shift. The numbers from the lower panel also show that, in general, neither ACC nor any of the
three CDE-Iterate variants CDE1, CDE2 and CDE∞ are Fisher consistent for class 0 prevalence under
‘invariant density ratio’-type dataset shift, not even in the case of training and test sets with equal class
0 prevalences. However, while the performance of CDE∞ and CDE1 is really poor, CDE2 at least is not
worse than ACC in this setting.
This observation is confirmed by looking at the relative error table 7 in Appendix A and the upper
‘sample’ panel of Table 2. Hence, outside of the prior probability setting, CDE2 may well outperform
ACC. The ‘sample’ error figures also demonstrate that while in theory the EM-algorithm should deliver
unbiased estimates of the class 0 test set prevalence under ‘invariant density ratio’-type dataset shift,
in practice for extreme prevalences like 1% or 99% the estimation error may be significant also for the
EM-algorithm.
Since we have already seen in Section 4.2 that measurements of accuracy and F-measure are not very
helpful for assessing quantification accuracy, we do not present them for the model of this section.
4.4. Training set: binormal; test set: non-normal densities, non-binormal density
ratio
The setting of this section for the training and test set distributions is exactly the same as in Section 4.3,
with the exception that the ratio h0h1 of the class-conditional feature densities is not equal to the test set
density as given by (21b) but to its square root:
h0(x)
h1(x)
=
√
R(X) = exp
(
2x (µ− ν) + ν2 − µ2
4σ2
)
. (26)
Otherwise, the class-conditional feature densities h0 and h1 are again determined by the solution of (25a)
and (25b) (with R(x) replaced by
√
R(X)). This time, the solution for q is
q∗ = 0.8152434.
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Figure 2: Training set and test set class-conditional densities for Section 4.4. The ratio of the test set
densities is equal to the square root of the ratio of the training set densities.
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Figure 2 shows the test set class-conditional densities from (25b) and the normal densities related to the
training set in this case. Also the sample simulations are conducted in the same way as in Section 4.3,
again with an accept-reject algorithm deployed for the test set simulations.
Table 3 and Table 8 in Appendix A show that the EM-algorithm is no longer Fisher consistent for the
prevalence of class 0 when the test set distribution under consideration has not been generated from the
training set distribution by ‘invariant density ratio’-type dataset shift. Unsurprisingly, given that ACC
is not Fisher consistent on test sets which are not generated by prior probability shift, it is not Fisher
consistent in the family of test set distributions generated by this modified ‘invariant density ratio’-type
dataset shift either. While both CDE1 and CDE2 perform really poorly in this section’s model setting,
CDE∞ performs quite well, both at sample and at population level. At sample level, even the CDE∞-
estimates of the small class 0 prevalences look sensible.
5. Conclusions
In this paper, we have discussed the notion of Fisher consistency as a basic unbiasedness requirement for
class prevalence quantifiers in the presence of dataset shift. The usefulness of Fisher consistency has been
demonstrated with three examples of classifiers serving as quantifiers: Adjusted Classify & Count, EM-
algorithm, and CDE-Iterate. We have shown by example that CDE-Iterate is not Fisher consistent even
for simple prior probability shift. Adjusted Classify & Count and EM-algorithm are Fisher consistent for
prior probability shift but lose this property under dataset shifts deviating not much from prior probability
shift. Hence before relying on prevalence estimates by Adjusted Classify & Count or EM-algorithm, users
should carefully check what kind of dataset shift they are confronted with. As a further contribution to
quantification-related research, we have suggested a method, based on the concept of ‘invariant density
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Table 3: Class 0 prevalence estimates on the test sets. Training set: Binormal with equal variances.
Test sets: Non-normal densities, non-binormal density ratio. ‘Q[Y=0]’ is the true test set preva-
lence of class 0. See Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Prevalence estimates on samples
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
CDE1 0.2593 0.2766 0.3015 0.3987 0.4926 0.5774 0.6697 0.7007 0.7124
CDE2 0.1458 0.1666 0.2033 0.3428 0.4883 0.6196 0.7596 0.8083 0.8221
CDE∞ 0.0001 0.0321 0.0920 0.2812 0.4830 0.6612 0.8993 0.9786 0.9998
ACC 0.1396 0.1650 0.2017 0.3447 0.4828 0.6075 0.7433 0.7889 0.8061
EM 0.1274 0.1505 0.1952 0.3448 0.4946 0.6251 0.7785 0.8295 0.8482
Prevalence estimates on populations
CDE1 0.2664 0.2850 0.3081 0.4008 0.4934 0.5861 0.6788 0.7019 0.7205
CDE2 0.1512 0.1775 0.2109 0.3486 0.4899 0.6320 0.7715 0.8055 0.8324
CDE∞ 0.0000 0.0398 0.0914 0.2886 0.4859 0.6875 0.9020 0.9681 1.0000
ACC 0.1579 0.1850 0.2189 0.3547 0.4904 0.6261 0.7619 0.7958 0.8230
EM 0.1307 0.1627 0.2015 0.3500 0.4947 0.6394 0.7875 0.8259 0.8576
ratio’-type dataset shift, for conveniently generating non-trivial dataset shift beyond prior probability
shift and covariate shift but close to both of these types of dataset shift.
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A. Additional tables
Table 4: Relative error of class 0 prevalence estimates on the test sets. Training set: Binormal with equal
variances. Test sets: Binormal with equal variances. ‘Q[Y=0]’ is the true test set prevalence of
class 0. See Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Relative error of prevalence estimates on samples
CDE1 15.3700 2.8200 1.2880 0.2130 0.0022 0.2163 1.2800 2.9720 15.4400
CDE2 3.0200 0.3640 0.1270 0.0030 0.0028 0.0047 0.1490 0.5400 2.8100
CDE∞ 1.0000 1.0000 0.9600 0.1947 0.0030 0.2177 0.9290 1.0000 1.0000
ACC 1.1030 0.2174 0.0527 0.0218 0.0159 0.0253 0.0621 0.2592 0.2651
EM 0.2987 0.0496 0.0321 0.0040 0.0065 0.0064 0.0073 0.0657 0.1042
Relative error of prevalence estimates on populations
CDE1 15.5482 2.8558 1.2692 0.2115 0.0000 0.2115 1.2692 2.8558 15.5482
CDE2 3.0631 0.4304 0.1311 0.0019 0.0000 0.0019 0.1311 0.4304 3.0631
CDE∞ 1.0000 1.0000 0.8789 0.2038 0.0000 0.2038 0.8789 1.0000 1.0000
ACC 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
EM 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5: Classification accuracy on the test sets. Training set: Binormal with equal variances. Test
sets: Binormal with equal variances. ‘Q[Y=0]’ is the true test set prevalence of class 0. See
Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Classification accuracy on samples
CDE1 0.9598 0.9414 0.9139 0.8581 0.8430 0.8606 0.9141 0.9334 0.9615
CDE2 0.9868 0.9591 0.9255 0.8610 0.8431 0.8614 0.9223 0.9581 0.9882
CDE∞ 0.9900 0.9500 0.9040 0.8594 0.8431 0.8573 0.9069 0.9500 0.9900
ACC 0.9900 0.9591 0.9266 0.8612 0.8427 0.8617 0.9230 0.9593 0.9903
EM 0.9905 0.9592 0.9265 0.8609 0.8434 0.8613 0.9240 0.9599 0.9903
Classification accuracy on populations
CDE1 0.9609 0.9397 0.9170 0.8591 0.8413 0.8591 0.9170 0.9397 0.9609
CDE2 0.9879 0.9588 0.9297 0.8613 0.8413 0.8613 0.9297 0.9588 0.9879
CDE∞ 0.9900 0.9500 0.9109 0.8589 0.8413 0.8589 0.9109 0.9500 0.9900
ACC 0.9905 0.9595 0.9299 0.8613 0.8413 0.8613 0.9299 0.9595 0.9905
EM 0.9905 0.9595 0.9299 0.8613 0.8413 0.8613 0.9299 0.9595 0.9905
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Table 6: Classifier F-measure on the test sets. Training set: Binormal with equal variances. Test sets:
Binormal with equal variances. ‘Q[Y=0]’ is the true test set prevalence of class 0. See Definition 3
for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
F-measure on samples
CDE1 0.1992 0.5042 0.5952 0.7631 0.8428 0.9005 0.9519 0.9644 0.9803
CDE2 0.2143 0.4723 0.5509 0.7561 0.8429 0.9033 0.9576 0.9781 0.9940
CDE∞ NaN NaN 0.0769 0.7404 0.8429 0.9026 0.9508 0.9744 0.9950
ACC NaN 0.4029 0.5360 0.7552 0.8420 0.9032 0.9581 0.9788 0.9951
EM 0.0952 0.4270 0.5380 0.7559 0.8431 0.9031 0.9587 0.9792 0.9951
F-measure on populations
CDE1 0.2274 0.5035 0.6106 0.7649 0.8413 0.8994 0.9536 0.9679 0.9799
CDE2 0.3174 0.4855 0.5815 0.7562 0.8413 0.9030 0.9617 0.9785 0.9939
CDE∞ NaN NaN 0.2050 0.7382 0.8413 0.9034 0.9528 0.9744 0.9950
ACC 0.1697 0.4404 0.5681 0.7563 0.8413 0.9030 0.9619 0.9790 0.9952
EM 0.1697 0.4404 0.5681 0.7563 0.8413 0.9030 0.9619 0.9790 0.9952
Table 7: Relative error of class 0 prevalence estimates on the test sets. Training set: Binormal with
equal variances. Test sets: Non-normal densities, binormal density ratio. ‘Q[Y=0]’ is the true
test set prevalence of class 0. See Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Relative error of prevalence estimates on samples
CDE1 14.4800 2.7300 1.2070 0.1753 0.0138 0.2880 1.4920 3.3000 17.3900
CDE2 2.1300 0.2880 0.0140 0.0757 0.0198 0.0880 0.2720 0.5440 3.5800
CDE∞ 0.9900 0.9800 0.7640 0.3053 0.0304 0.1540 0.9940 1.0000 1.0000
ACC 2.4122 0.3498 0.1718 0.0772 0.0330 0.1307 0.3739 0.7417 3.1336
EM 0.2638 0.0667 0.0433 0.0227 0.0012 0.0489 0.0096 0.0056 0.1325
Relative error of prevalence estimates on populations
CDE1 15.4091 2.8146 1.2402 0.1907 0.0192 0.2547 1.4324 3.1988 17.3302
CDE2 2.5914 0.3051 0.0490 0.0483 0.0295 0.0367 0.2059 0.5655 3.6945
CDE∞ 1.0000 0.9355 0.7365 0.2774 0.0411 0.2437 1.0000 1.0000 1.0000
ACC 0.2038 0.0604 0.0425 0.0305 0.0281 0.0633 0.2389 0.5024 2.6102
EM 0.0029 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.0001 0.0010
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Table 8: Relative error of class 0 prevalence estimates on the test sets. Training set: Binormal with
equal variances. Test sets: Non-normal densities, non-binormal density ratio. ‘Q[Y=0]’ is the
true test set prevalence of class 0. See Definition 3 for the other acronyms.
Q[Y=0] 0.01 0.05 0.10 0.30 0.50 0.70 0.90 0.95 0.99
Relative error of prevalence estimates on samples
CDE1 24.9300 4.5320 2.0150 0.3290 0.0148 0.4087 2.3030 4.9860 27.7600
CDE2 13.5800 2.3320 1.0330 0.1427 0.0234 0.2680 1.4040 2.8340 16.7900
CDE∞ 0.9900 0.3580 0.0800 0.0627 0.0340 0.1293 0.0070 0.5720 0.9800
ACC 12.9600 2.3010 1.0168 0.1489 0.0344 0.3082 1.5669 3.2218 18.3881
EM 11.7408 2.0095 0.9518 0.1495 0.0108 0.2497 1.2146 2.4093 14.1813
Relative error of prevalence estimates on populations
CDE1 25.6419 4.6990 2.0812 0.3359 0.0131 0.3796 2.2122 4.9611 26.9524
CDE2 14.1179 2.5494 1.1085 0.1618 0.0201 0.2268 1.2851 2.8896 15.7629
CDE∞ 1.0000 0.2049 0.0863 0.0381 0.0281 0.0418 0.0204 0.3618 1.0000
ACC 14.7852 2.7000 1.1893 0.1822 0.0192 0.2462 1.3813 3.0839 16.7047
EM 12.0686 2.2549 1.0149 0.1667 0.0105 0.2019 1.1254 2.4814 13.2365
B. Proof of the convergence of CDE-Iterate
In order to provide a fully rigorous proof of Equation (17) that characterises the limit of CDE-Iterate,
we adopt measure-theoretic notation in this section. See standard textbooks on probability theory like
Billingsley (1995) or Durrett (1996) for reference.
We discuss the problem in a ‘mixture model’ probabilitistic context specified by the following assumption.
Assumption 4 P0 and P1 are probability measures on some measurable space (Ω,H). Both P0 and P1
are absolutely continuous with respect to some measure µ on (Ω,H). The density of Pi with respect to µ
is fi, i = 0, 1.
Note that in the setting of Sections 2.3 and 3.3, Assumption 4 is satisfied when the training set class-
conditional feature distributions have got densities. Choose in that case Ω = X , P0[H] = P[X ∈ H |Y = 0]
and P0[H] = P[X ∈ H |Y = 1]. The σ-field H is any appropriate σ-field on X , for instance the Borel-σ-
field in case X = Rd.
For events H ∈ H we denote the complement of H in Ω by Hc, i.e. we have Hc = Ω\H. Then, in the
setting of this section, crisp classifiers g(X) with values 0 or 1 are described as events by the relations
{g(X) = 0} = H and {g(X) = 1} = Hc.
The following lemma translates the optimisation problem (1b) and its solution (2) into this section’s
notation and enhances them with a statement on the uniqueness of the solution.
Lemma 5 Let a0, a1 ≥ 0. Under Assumption 4, then for all H ∈ H, it holds that
a0 P0[H
c] + a1 P1[H] ≥ a0 P0[a1 f1 ≥ a0 f0] + a1 P1[a1 f1 < a0 f0]. (27)
Equality in (27) holds if and only if 0 = µ
(
H ∩ {a1 f1 > a0 f0}
)
and 0 = µ
(
Hc ∩ {a1 f1 < a0 f0}
)
.
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Proof. We inspect the following chain of equations and inequalities:
a0 P0[H
c] + a1 P1[H] = a0 + a1 P1[H]− a0 P0[H]
= a0 +
∫
H
a1 f1 − a0 f0 dµ
= a0 +
∫
H∩{a1 f1<a0 f0}
a1 f1 − a0 f0 dµ+
∫
H∩{a1 f1>a0 f0}
a1 f1 − a0 f0 dµ
a)
≥ a0 +
∫
H∩{a1 f1<a0 f0}
a1 f1 − a0 f0 dµ
b)
≥ a0 +
∫
{a1 f1<a0 f0}
a1 f1 − a0 f0 dµ
= a0 P0[a1 f1 ≥ a0 f0] + a1 P1[a1 f1 < a0 f0].
This proves (27). By inequality a), equality in (27) implies 0 =
∫
H∩{a1 f1>a0 f0} a1 f1 − a0 f0 dµ and,
therefore, 0 = µ
(
H ∩ {a1 f1 > a0 f0}
)
. Similarly, equality in (27) implies 0 = µ
(
Hc ∩ {a1 f1 < a0 f0}
)
because of inequality b). 2
Lemma 5 characterises the solutions H∗ of the optimisation problem
a0 P0[(H
∗)c] + a1 P1[H∗] = minH∈H a0 P0[Hc] + a1 P1[H]. (28)
One solution is the event {a1 f1 < a0 f0} ∈ H. However, the solution is not unique. For instance, {a1 f1 ≤
a0 f0} ∈ H is another solution as it easily can be checked that the two conditions for equality in (27) are
satisfied. If we have µ(a1 f1 = a0 f0) = 0, then the minimising event {a1 f1 < a0 f0} from Lemma 5 is
unique in the following sense: If H∗ ∈ H is another minimising event then it follows that
0 = µ
(
∆(H∗, {a1 f1 < a0 f0})
)
= µ
(
(H∗)c ∩ {a1 f1 < a0 f0}
)
+ µ
(
H∗ ∩ {a1 f1 < a0 f0}c
)
.
Hence H∗ and {a1 f1 < a0 f0} are almost everywhere equal.
Assume, similarly to Section 2.3, that there is another probability measure Q on (Ω,H). Q is interpreted
as the unconditional distribution of the features on a test set whose class distribution is (not yet) known.
In the notation of this section, then the CDE-Iterate algorithm of Xue and Weiss (2009) can be described
as follows:
CDE-Iterate algorithm
1) Set initial parameters: k = 0, a
(0)
0 > 0, a
(0)
1 > 0.
2) Find optimal classifier under Assumption 4: Hk = {a(k)1 f1 < a(k)0 f0}.
3) Under probability Q compute qk = Q[Hk].
4) Increment k by 1.
5) Reset cost parameters: a
(k)
0 = qk, a
(k)
1 = 1− qk.
6) If convergence is reached or k = kmax then stop, else continue with step 2).
Convergence of the CDE-algorithm as given above or in the paper by Xue and Weiss (2009) is not obvious.
However, we can state the following result.
Proposition 6 Under Assumption 4, the sequence (qk)k≥0 determined by the CDE-algorithm as described
in this section converges for any probability measure Q on (Ω,H) and any choice of the intial parameters
a
(0)
0 > 0 and a
(0)
1 > 0. The limit q
∗ = limk→∞ qk satisfies the equation
q∗ =
{
Q
[
(1− q∗) f1 ≤ q∗ f0, f0 + f1 > 0
]
, if q0 ≥ q1 and qn > q∗ for all k.
Q
[
(1− q∗) f1 < q∗ f0
]
, otherwise.
(29)
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Proof. Suppose that qk ≤ qk+1 for some k. Then it follows that
qk+2 = Q
[
(1− qk+1) f1 < qk+1 f0
]
= Q
[
f1 < qk+1 (f0 + f1)
]
≥ Q[(1− qk) f1 < qk f0]
= qk+1.
Hence (qk)k≥0 is non-decreasing if q0 ≤ q1. Similarly, it can be shown that (qk)k≥0 is non-increasing if
q0 ≥ q1. It follows that q∗ = limk→∞ qk exists.
Note that Q
[
f1 < x (f0 + f1)
]
= Q[f0 + f1 > 0] Q
[
f1
f0+f1
< x | f0 + f1 > 0
]
is the left-continuous version
of a distribution function. Therefore, it follows that
limy↑x Q
[
f1 < y (f0 + f1)
]
= Q
[
f1 < x (f0 + f1)
]
,
limy↓x Q
[
f1 < y (f0 + f1)
]
= Q
[
f1 ≤ x (f0 + f1), f0 + f1 > 0
]
By definition of qk, this implies (29). 2
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