Abstract-The so-called Hallén integral equation for the current on a finite linear antenna center-driven by a delta-function generator takes two forms depending on the choice of kernel. The two kernels are usually referred to as the exact and the approximate or reduced kernel. With the approximate kernel, the integral equation has no solution. Nevertheless, the same numerical method is often applied to both forms of the integral equation. In this paper, the behavior of the numerical solutions thus obtained is investigated, and the similarities and differences between the two numerical solutions are discussed. The numerical method is Galerkin's method with pulse functions. We first apply this method to the two corresponding forms of the integral equation for the current on a linear antenna of infinite length. In this case, the method yields an infinite Toeplitz system of algebraic equations in which the width of the pulse basis functions enters as a parameter. The infinite system is solved exactly for nonzero pulse width; the exact solution is then developed asymptotically for the case where the pulse width is small. When the asymptotic expressions for the case of the infinite antenna are used as a guide for the behavior of the solutions of the finite antenna, the latter problem is greatly facilitated. For the approximate kernel, the main results of this paper carry over to a certain numerical method applied to the corresponding equation of the Pocklington type.
I. INTRODUCTION

P
ERHAPS the simplest example of a practical radiating system is the monopole antenna in which the inner conductor of a coaxial transmission line is extended above a ground plane. The radius of the inner conductor is small compared to both the wavelength and the length of the monopole antenna. In theoretical studies, this is often replaced by a simpler object. Such an object is the so-called tubular dipole [1] in which the aforementioned transmission line is replaced by a "delta-function generator." That is, one models the monopole antenna as an open-ended tube with perfectly conducting walls of infinitesimal thickness and with an infinitesimal gap at its center. Across the gap, a scalar potential difference Re is maintained. The tubular dipole also serves as a model for other types of radiating systems [2] . This idealized model allows one to use the convenient concepts of independent voltage source, admittance, and impedance, borrowed from ordinary circuit theory.
There is a current density on both the inside and the outside surfaces of the tubular dipole. The total current is defined as the sum of these current densities multiplied by the perimeter of the tube and satisfies the integral equation [1] (1)
In (1), 2 is the length of the dipole, is the free-space wavenumber, and
. is the driving voltage and is a constant to be determined from the condition . There are two choices of , as shown in (2a) and (2b) at the bottom of the next page, where is the radius, assumed throughout this paper to satisfy and . With (2a), (1) may be derived from Maxwell's equations. This integral equation is exact for the model of a tubular dipole, and we will refer to it as the "exact integral equation." Many investigations (see, for example, [3] and [4] ) have been carried out on the basis of the simpler (1) with (2b), to be referred to as the "approximate integral equation." The two equations differ only in the replacement of the kernel. Both forms of (1) are referred to as "Hallén's integral equation" in the recent literature. A similar integral equation holds for the case of a receiving antenna [5] . Also, similar integral equations are often used for feeds other than the delta-function generator (see, for example, [6] ).
The most important complication associated with the approximate integral equation is that it has no solution, even in principle [1] : the right-hand side (RHS) is not differentiable at , whereas, for any function (satisfying mild admissibility conditions), the left-hand side of (1) is differentiable when (2b) is used. This argument does not apply when (2a) is used because (2a) is singular at . Physically, the approximate integral equation requires a line current located on the -axis to maintain a field with a delta-function behavior at , which is not possible. Although the approximate integral equation is discussed in many popular textbooks (see, for example, [7] - [9] ), its nonsolvability is frequently not mentioned. The exact integral equation is itself not without complications [1] , but these are less subtle.
Numerical methods, especially moment methods [10] , are frequently applied to (1) . In fact, direct numerical solution of (1) is often proposed in textbooks as the preferred method for determining the current distribution on a linear antenna. Even though, in many cases, useful results can be obtained without a detailed knowledge of the specific difficulties associated with the application of numerical methods to (1) , understanding the difficulties is important. Indeed, such difficulties have been the subject of much discussion [4] , [9] , [11] - [13] . Other authors [14] - [18] have discussed difficulties associated with other integral or integrodifferential equations for the current distributions on wire antennas.
Although (1) is not necessarily the most popular such equation, the main purpose of this paper is to discuss in detail the difficulties associated with solving (1) numerically. We find that even the simple (1) presents nontrivial difficulties. We discuss both the exact and the approximate integral equations. In the latter case, the most important difficulties are a consequence of the nonsolvability of the equation. Our point of view, which is direct, is different from that in [4] , [9] , and [11] - [13] . The main questions addressed here are 1) What does one obtain if one applies a numerical method to (1)? and 2) Under what conditions are numerical solutions obtained with (2a) and (2b) similar, and in what sense? Since the approximate integral equation has no solution, different numerical methods applied to (1) with (2b) in general yield different results. Thus, for the case of the approximate integral equation, the first question has meaning only within the context of a particular numerical method. The method under consideration here is Galerkin's method with pulse functions. It is found that in order to obtain a satisfactory answer to the second question, one must consider Re and Im separately. The main results in this paper come from studying the simpler problem of the infinite antenna analytically and applying the understanding thus obtained to the case of the finite antenna. For the latter case, we confirm and supplement our predictions by numerical results. The advantage of such an approach is that one clearly understands how the numerical solutions depend on the parameters. In the case of the approximate kernel, this dependence is not at all evident. Furthermore, analytical predictions are free of roundoff errors, to which the numerical solutions may be highly susceptible.
II. NUMERICAL METHOD
Denote the unknown current in the exact integral equation (1) with (2a) by , and the corresponding quantity for (1) with (2b) by . A symbol with no subscripts can denote either quantity. Let and satisfy (3) respectively, with . To find a numerical solution to (1), we first apply a moment method to the two equations in (3). For Galerkin's method with pulse functions, we set (4) where the pulse functions are if otherwise (5) and the pulse width is related to the number of pulses by (6) Substitution of (4) into (3), multiplication by , and integration from to yields the two systems of equations and (7) In (7), the coefficients are double integrals, depending on only and not on and separately. Hence, we denote by . Moreover, the double integral may be reduced to a single integral so that (8) where the index takes values . The coefficients and in (7) are given by integrals that can be done analytically. Once and are found, we determine from (9) Our final numerical solution is therefore (10) We will use the symbols and to denote the values of obtained with the exact and the approximate kernels. Thus, one must solve the two (2 1) (2 1) symmetric Toeplitz systems (7) for and , and then determine from (9) . Note that and . It can be shown
that (7) and (9) are equivalent (in the absence of roundoff errors) to a single system of equations with unknowns , and . In actual application, one can scale , and by the wavelength . Note that is centered at , and that is the approximate driving-point admittance of the antenna. The numerical integrations are always carried out so that the integration error is negligible.
To illustrate some of the difficulties present, Table I shows the driving-point admittances obtained for and . The radius of both tubular dipoles is . As discussed in [19] , this is the largest value of for which is ordinarily used. For the shorter length, ; for the longer length, has been chosen to be 241 so that is the same for both cases (roughly 0.003). The pulse width is smaller than the radius. While the conductances obtained from the exact and the approximate integral equations show some agreement, the susceptances do not agree: Im are very large, and almost equal for the two antenna lengths. In the next sections, we explain in detail why such results are obtained.
III. THE INFINITE ANTENNA: PRELIMINARIES
Much information about the antenna of length 2 may be deduced by studying the center-driven infinite antenna, in which . In this section, we summarize some useful results from [1] . The integral equation for the current on the infinite antenna is [1] (11)
where, as before, we let stand for either or . We also let and stand for the respective Fourier transforms (12a) (12b) For real, these are [1] if if (13) if if (14) Both kernels are real when is real and . In the case of the exact kernel, (11) may be solved exactly by Fourier transformation. The resulting current on the antenna is [1] ( 15) where the integration path passes below the branch point . From (15) , it can be shown that the current is finite except when , and that [1] as ( Note that the coefficient in (16) is purely imaginary. It is further shown in [1] that (16) holds unaltered in the case of the finite antenna of length 2 . Although Im is infinite at the driving point, the component of current in phase with is finite for all , including . It is given by [1, (8.134) ]. When , attempting to solve (11) by Fourier transformation leads to a contradiction [1] . This verifies that (11) with (2b) cannot have a solution that possesses a Fourier transform.
IV. EXACT INTEGRAL EQUATION: IMPROVEMENTS
We briefly return to the finite antenna to discuss some improvements to the numerical method of Section II. These stem from (16) and the known behavior [20] - [22] of the current near the ends of the antenna. The improvements are meaningful only for the exact kernel.
First, the quantities in (3) behave like as , whereas the total current vanishes like (see [20] - [22] ). It is noteworthy that the intermediate solutions and of (3) are not square-integrable.
This behavior creates a minor difficulty in the application of the numerical method if is determined from (9) . Equation (9) involves large values so that as is made larger, (and together with , the entire numerical solution) converges rather slowly. The convergence may be slightly accelerated by noting that as implies Thus, instead of (9), may be calculated from (17) Second, as far as the singularity at is concerned, a much better technique is to solve (1) with (2a) for , which is bounded at . The quantity satisfies (1), but with replaced by a smoother function of . The numerical method of Section II and (17) can be readily applied to this new integral equation-the only essential change is a redefinition of . Thirdly, an interesting idea that provides a finite value of driving-point susceptance was proposed by Duncan [23] for the infinite antenna. We can use it in conjunction with our second improvement above. We define a susceptance by linearly extrapolating the "slowly varying" portion of Im to the driving point , bypassing the logarithmic singularity. This amounts to computing from Im , i.e., from a shifted point instead of from . Duncan calls the "range of the singularity" and notes that methods of this sort are somewhat arbitrary. For , for example, a fit to Duncan's data gives . A last improvement is to use several values of , and to then extrapolate the sequences of values that result to . A number of appropriate contemporary extrapolation techniques (convergence acceleration methods) are provided in [24] ; they can be directly applied to sequences approaching both the conductance Re and "Duncan's susceptance" . It is helpful [24] to use both (9) and (17) and to compare the results.
Numerical results resulting from certain of the above improvements are provided in [24] . In the remainder of this paper, we focus on the simpler method of Section II.
V. THE INFINITE ANTENNA: NUMERICAL METHOD
In this section, we apply the method of Section II to the infinite antenna. More precisely, we seek an approximate solution of (11) in the form (18) where the pulse functions are given by (5) . Here, we are dividing the entire real axis into segments of length , where is small. Our usual convention for the symbols , and is employed. Assuming initially that Im and applying the procedure of Section II yields (19) where the matrix elements are given by (8) (8) into (21) and application of the Poisson summation formula lead to (24) from which it is seen that (25) where -the Fourier transform of the kernel-is given by (12)- (14) .
Equation (23) is also meaningful for real except for . Thus, we can analytically continue (22) to real if the path of integration in (22) passes below the point and above the point . The final exact expression for the coefficients can therefore be written as real (26) where the path of integration passes below the branch point at . Thus far, our results hold for both the exact and the approximate kernels.
We first interpret as . From (25) and (23) (27)
as , uniformly for all . Substituting into (26) , changing the variable and taking the limit as with fixed gives (29) where the path passes below . Therefore, as one might expect, the limit of the numerical solution for zero pulse width is precisely the exact solution (15) of the integral equation. In particular, the numerical method reproduces the logarithmic singularity at the driving point.
VI. THE INFINITE ANTENNA: APPROXIMATE KERNEL
We now turn to the more interesting case of the approximate kernel. If in (25) , then, as expected, (26) has no limit as : The integral corresponding to (29) diverges because it is seen from (13) that (30) for . The nature of the divergence will now be examined. Specifically, we investigate the asymptotic behavior of (26) subject to the conditions and (31)
Note that the first condition implies . We observe from (25), (13) , and (30) that (32) as , uniformly for . The RHS of (32) consists of the terms and in the summation (25); exponentially smaller terms have been neglected.
Substituting (32) into (26) and setting gives us (33), shown at the bottom of the page, where the path of integration passes above the point . Because of (31), the main contribution in (33) comes from a narrow region near . We can therefore neglect the contribution and replace the upper limit in (33) by one (any other choice of order one will do just as well). Then, we can apply (30) The function depends on its argument because is the upper limit of integration in (35), and also because depends on . It can be verified from (23) where the quantity in brackets is simply a correction factor. Thus, when the pulse width is small, the numerical method yields an exponentially large, purely imaginary "driving-point admittance" and a large, purely imaginary, rapidly oscillating "current," at least for points on the antenna not too far from the driving point.
On the other hand, with fixed, it is possible to show (39), at the bottom of the page, so that the numerical method yields a finite real part of the current. It is seen from [1, (8.134) ] that this real part is very close to the corresponding quantity for the exact integral equation, and that the two real parts become identical in the limit .
VII. THE FINITE ANTENNA
We now return to the finite antenna. We assume that and discuss the behavior of the numerical solutions in light of the analytical results for the infinite We have verified the above assertions by extensive numerical calculations. Figs. 1 and 2 and Table II show typical numerical results, obtained for , and so that , which is moderately large. In Fig. 1 , Re is shown. The values Re have been joined by straight lines, whereas the values Re are shown as points. Except in the vicinity of (or ), the two solutions are seen to be quite close. In Fig. 2 Table II , where they are compared to results obtained from the asymptotic formula (38). The agreement is very good. Thus, when is large, the initial values of Im are independent of the length of the antenna and depend only on and . This is why Im in Table I are nearly equal for the two antenna lengths. In Table II , the two quantities are close even when is larger than . For choices of parameters leading to larger values of , the agreement becomes better. (See, however, the discussion on the effect of roundoff errors at the end of this section.)
For the case of the approximate kernel, an oscillatory behavior is also observed in the curves of both Figs. 1 and 2 near the endpoint . The oscillations here are smaller than those of the imaginary part near . Naturally, this effect does not occur in the case of the center-driven infinite antenna, which has no endpoint. We found, however, that similar oscillations do occur when the numerical method is applied to the integral equation [5, eq. (2.66)] for the finite unloaded receiving antenna. Related results are also shown in [25] . Therefore, this effect cannot be attributed to the delta-function generator. For a deeper understanding of such behavior near , we believe that application of the numerical method to the semi-infinite antenna may be illuminating. This leads to a Wiener-Hopf sum equation, which is nontrivial and is not discussed here.
We now discuss the similarity of the driving-point conductances Re and Re in more detail, assuming that is small and the same for both cases. When is fixed, the difference between the two real parts becomes smaller when becomes smaller, as in the case of the infinite antenna. When is fixed, both real parts exhibit a strong dependence on , and so does their difference. Numerical calculations with show that, with the exception of a region near resonance, the two solutions are closer when becomes larger. The reason for this is that the difference between the two kernels becomes less pronounced when is large. In the region near resonance, the value of is more critical [2] , [5] . Near resonance, or when is small and is large, the difference between Re and Re may be significant. In the first case of Table I , for example, the difference is about 13%. It is noteworthy that this difference increases slightly if is increased to 120.
In practice, both the real and the imaginary parts of the current distribution are of equal importance. Having examined the behavior of the solution when is large, we address the question: What is the best one can do with this numerical method?
In particular, what is the best choice of ? The usual criterion when applying numerical methods is to make larger until the solution has converged to a satisfactory final value. For the exact kernel, such a criterion is useful only if one ignores the values of Im when is very small. In particular, since Im , criteria such as the convergence of the input resistance or reactance should not be used for the exact kernel.
For the approximate kernel, the above criterion cannot be used. Since oscillations appear near the driving point when or , it is necessary to choose a pulse width or when Im is desired. With and as in the first case of Table I , is only 25, and oscillations are noticeable for as low as 30. The optimal value of should be considered to be the one that gives results closest to results obtained with the exact kernel. A priori determination of this value is not possible. Indeed, the criterion of closeness of the solutions may be itself formulated in a number of different ways. For example, the solutions may be considered close when the driving-point conductances are close, or when Im is close to Im for . We close this section by discussing roundoff errors, focusing on the properties of the matrix in (7); to these properties, the fact that the approximate integral equation has no solution is not pertinent. The matrix results from the discretization of a Fredholm integral equation of the first kind, and such matrices are typically ill conditioned. The usual rule of thumb that more ill conditioning occurs when the kernel is smoother is applicable:
is logarithmically singular at for any value of , and therefore serious ill conditioning does not occur. In other words, a typical modern computer can easily solve the systems of equations in (7), even if is quite large. Related discussions are found in [22] . For the case of the approximate kernel, the situation is different.
is an analytic function of , but its real part is highly peaked at when . Numerical investigations (specifically, estimations of the condition number) show that the parameter or may be taken as a rough measure of ill conditioning. When this parameter becomes large, the matrix becomes rapidly ill conditioned. For given and , as is increased, roundoff error will quickly become the dominant factor and will mask the true behavior of the numerical solution.
VIII. OTHER NUMERICAL METHODS AND OTHER EQUATIONS
We now discuss a number of extensions. In particular, we indicate which of our results are independent of the choice of basis and testing functions and which are not. where the coefficients are once again given by (8) . Method B can be implemented by noting that (40) is equivalent to (9) and the two Toeplitz systems (7), where , and . If we apply Method B to the infinite antenna and follow the procedures of Sections V and VI, we find that: 1) with the exact kernel, (15) is recovered as ; 2) with the approximate kernel, (39) still holds but the RHS of the asymptotic formula (38) must be modified; the required modification turns out to be, surprisingly, an overall factor of two.
For the finite antenna, we have verified by numerical calculations that, for small , the values Im obtained by Method B when are large, oscillate rapidly, and closely approximate those obtained from the modified (38).
Extension 2): For the case of the approximate kernel, we briefly discuss other forms of the method of moments [10] , assuming a large number of subsectional basis functions: one cannot expect (as the previously mentioned factor of two corroborates) to obtain the same answers by applying different numerical methods, so that quantitative results such as the asymptotic formula (38) apply only when the particular numerical procedure of Section II is used. In a qualitative sense, however, many of the results in this paper hold for other numerical methods. For instance, one can use Galerkin's method with an even number 2 of pulse functions. This is the same as writing (3) in the form (41) [similarly for the second equation in (3)], and using pulse functions in (0, ). When , large, rapidly oscillating solutions are obtained. Such solutions are also obtained when the point-matching technique is used to determine the coefficients of the pulse functions, or when Galerkin's method is employed with overlapping triangles [10] (with half-triangles at the endpoints and ) as basis functions. If the overlapping triangles are replaced by piecewise sinusoidal functions [16] , [26] , the solutions remain virtually identical.
Extension 3):
The approximate kernel (or extensions of it) is used in other integral or integrodifferential equations for the current distributions on wire antennas. Such equations also apply to antennas that are not straight. Large, rapidly oscillating solutions (when the number of subsectional basis functions is large) have been reported in the literature [14] , [15] , [17] , [27] for such equations. Our present analysis, although not directly applicable to the more complicated cases, indicates that such oscillations are not due to roundoff errors, and that they would occur even in a hypothetical computer with infinite wordlength.
Extension 4):
The equation resulting from the application of to (1) is (42) Equation (42), which (for a tubular dipole) must be solved together with , is an equation of the Pocklington type and deserves special examination. For brevity, we omit all derivations and only consider . With , suppose ("Method C") that the 2 1 triangular functions are used as basis functions and piecewise sinusoidal functions as testing functions. (As outlined, for example, in [26] , one can derive single-integral expressions, with no derivatives, for the matrix elements.) Following procedures resembling those in [16] , we have shown analytically that the results thus obtained are, for any finite and in the absence of roundoff errors, identical to those obtained when Method B is applied to (1). Thus, our major conclusions hold when Method C is applied to the integrodifferential equation (42). In particular, when , oscillations occur near the driving point; the oscillating values closely approximate those given by the RHS of (38), multiplied by two.
The matrix, and the numerical solutions themselves, remain identical, and our conclusions continue to hold if 1) basis and testing functions are interchanged in Method C or 2) Method C is applied to the integral equation resulting from passing inside the integral in (42). (With the exact kernel, this interchange would not be legitimate.) Oscillations also occur when other numerical methods are applied to (42).
IX. CONCLUSION
In this paper, the difficulties associated with solving Hallén's equation (1) numerically were considered in detail. The numerical method under consideration was Galerkin's method with pulse functions. A useful tool was the analytical study of the infinite antenna. For the finite antenna, and for the approximate kernel, some of the main conclusions of this paper are: 1) the unavoidable appearance of oscillations near the driving point in Im when the number of pulse functions satisfies ; 2) certain extensions of 1) to other numerical methods (i.e., other choices of basis/testing functions); 3) the counterpart of 1) for the Pocklington-type equation (42). Although some unnatural behavior, not due to roundoff error, should be expected when applying a numerical procedure to an integral equation with no solution, it is surprising that, to a high degree of accuracy, the amplitudes of the aforementioned oscillations are exponentially large in . The large oscillations are a consequence of the properties of the approximate kernel and the form of the RHS of the integral equation. Roundoff error manifests itself through matrix ill conditioning; it is a separate but also important effect.
In applications, quantities derivable from both the real and the imaginary parts (such as the driving-point impedance) are often the final quantities of interest. With the exact kernel, the main difficulty in determining such quantities is the fact that Im , a feature that will eventually show up in a direct numerical solution. For the case of the approximate kernel, the situation is more complicated. The pulse width cannot be chosen too small, and rarely do we find results with very small in the literature. Instead, one must choose according to the rough criterion , or choose according to . The choice of should rather be based on the important parameter than on the number of points per wavelength. When is in the aforementioned range, useful admittance values can, in many cases, be obtained. Many such results exist in the literature. Despite their existence, there seems to be no systematic a priori procedure for determining the optimal value of , beyond the remark that the best choice is the one that yields results closest to those obtained with the exact kernel.
