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ON THE THEORY OF HIGHER RANK
EULER, KOLYVAGIN AND STARK SYSTEMS, II
DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
Abstract. We prove the existence of a canonical ‘higher Kolyvagin derivative’ homo-
morphism between the modules of higher rank Euler systems and higher rank Kolyvagin
systems, as has been conjectured to exist by Mazur and Rubin. This homomorphism
exists in the setting of p-adic representations that are free with respect to the action of a
Gorenstein order R and, in particular, implies that higher rank Euler systems control the
R-module structures of Selmer modules attached to the representation. We give a first
application of this theory by considering the (conjectural) Euler system of Rubin-Stark
elements.
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1. Introduction
1.1. Background to the problem. Ever since its introduction by Kolyvagin [9], the
theory of Euler systems has played a vital role in the proof of many celebrated results
concerning the structure of Selmer groups of p-adic representations over number fields.
In an attempt to axiomatise, and extend, the use of Euler systems, Mazur and Rubin [11]
developed an associated theory of ‘Kolyvagin systems’ and showed both that Kolyvagin
systems controlled the structure of Selmer groups and that Kolyvagin’s ‘derivative opera-
tor’ gave rise to a canonical homomorphism between the modules of Euler and Kolyvagin
systems that are associated to a given representation.
In this way, it became clear that Kolyvagin systems play the key role in obtaining
structural results about Selmer groups and that the link to Euler systems is pivotal for
the supply of Kolyvagin systems that are related to the special values of L-series.
For many representations, however, families of cohomology classes (such as Euler or
Kolyvagin systems) are not themselves sufficient to control Selmer groups and in such
‘higher rank’ cases authors have considered various collections of elements in higher exte-
rior powers of cohomology groups.
The theory of ‘higher rank Euler systems’ has in principle been well-understood for
some time by now, with the first general approach being described by Perrin-Riou in [16]
after significant contributions were made by Rubin in an important special case (related
to Stark’s Conjecture) in [18].
In addition, a general method was introduced in [18, §6] whereby higher rank Euler
systems could be used to construct, in a non-canonical way, classical (rank one) Euler or
Kolyvagin systems to which standard techniques could then be applied.
However, whilst this ‘rank reduction’ method has since been used both often and to
great effect, notably by Perrin-Riou in [16] and by Bu¨yu¨kboduk in [5] and [6], it is intrin-
sically non-canonical and also requires several auxiliary hypotheses (such as, for example,
the validity of Leopoldt’s Conjecture in the settings considered in [18] and [5]) that can
themselves be very difficult to verify.
In an attempt to address these deficiencies, Mazur and Rubin [13] have developed a
theory of ‘higher rank Kolyvagin systems’, and an associated notion of ‘higher rank Stark
systems’ (these are collections of cohomology classes generalizing the units predicted by
Stark-type conjectures), and showed that, under suitable hypotheses, such systems can be
used to control Selmer groups.
However, the technical difficulties encountered when computing with higher exterior
powers meant that the theory developed in [13] was insufficient in the following respects.
• Coefficient rings were restricted to be either principal artinian local rings or discrete
valuation rings, whilst dealing with more general coefficient rings is essential if one
is to deal effectively with questions arising, for example, in either deformation
theory or Galois module theory.
3• More importantly, whilst Mazur and Rubin conjectured the existence of a canonical
link between the theories of higher rank Euler and Kolyvagin (or Stark) systems,
they were unable to shed any light on the precise nature of this relationship (which
they described as ‘mysterious’).
1.2. Overview of the solution. The first of the above problems was resolved indepen-
dently by the first and third authors in [4] and by the second author in [20], a key part of
the solution being the introduction of ‘exterior power biduals’ as a functorially stronger
version of exterior powers.
Building on these earlier articles, we shall now resolve the second problem, and hence
prove the conjecture of Mazur and Rubin, by constructing a canonical ‘higher Kolyvagin
derivative’ map between the modules of Euler and Kolyvagin systems of any given rank.
We shall construct this map in the setting of p-adic representations that are free with
respect to the action of an arbitrary Gorenstein order R, as one would expect to suffice
for applications to deformation theory. In addition, by combining the construction with
results from [4], we are able to deduce that, under natural hypotheses, higher rank Euler
systems determine all of the higher Fitting ideals over R of the relevant Selmer modules.
In this regard we also note that obtaining concrete structural information about natural
arithmetic modules such as ideal class groups, Tate-Shafarevic groups and Selmer groups
with respect to coefficient rings that are not regular is a notoriously difficult problem and,
despite an extensive literature discussing special cases (for recent examples see for instance
Kurihara [10], Greither and Popescu [8] and Greither and Kucˇera [7] and the references
contained therein), there has not hitherto been any general approach to this problem.
There are two further differences between our approach (using exterior power biduals)
and that of earlier articles that seem worthy of comment.
Firstly, we are able to show that, under standard hypotheses, the module of higher rank
Kolyvagin systems is canonically isomorphic to the corresponding module of higher rank
Stark systems and is therefore free of rank one over the coefficient ring R. This key fact
allows us avoid the problem highlighted by Mazur and Rubin in [13, Rem. 11.9] that not
all higher rank Kolyvagin systems defined in terms of higher exterior powers are, in their
terminology, ‘stub’ systems.
Secondly, as a key step in our construction of the higher Kolyvagin derivative operator,
we shall develop a variant of the (non-canonical) rank-reduction methods employed in [5],
[16] and [18] that is both canonical in nature and also avoids difficult auxiliary hypotheses
that are used in these earlier articles.
In a further article it will be shown that all of the key aspects of the theory developed
here extend naturally to the analogous Iwasawa-theoretic setting.
In view of the range of existing applications of the classical theory of Euler and Kolyvagin
systems, it thus seems plausible that the very general theory developed here will have
significant applications in the future.
For the moment, however, to give an early indication of the usefulness of this approach
we shall just restrict to the setting that was originally considered by Rubin in [18].
In this setting, we find that our methods allow us, in a straightforward fashion, to
extend, refine and remove any hypotheses concerning the validity of Leopoldt’s Conjecture
from the results of Rubin in [18] and of Bu¨yu¨kboduk in [5].
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1.3. A summary of results. For the reader’s convenience, we now give a brief summary
of the main results of this article. For simplicity, we shall only discuss a special case of the
general setting considered in later sections. In addition, we shall omit stating explicitly
hypotheses that are standard in the theory of Euler, Kolyvagin and Stark systems (since,
in each case, they are made precise by the indicated results in later sections).
We thus fix an odd prime p, a number field K and a Galois representation T over a
Gorenstein Zp-order R that is endowed with a continuous action of the absolute Galois
group of K. We also fix a power M of p and set A := T/MT and R := R/(M). For each
natural number r we write ESr(T ), respectively KSr(A) and SSr(A), for the modules of
Euler systems of rank r for T , respectively of Kolyvagin and Stark systems of rank r for
A, that are defined in §6.1, respectively in §5.1 and §4.1.
Our main result is then the following.
Theorem 1.1 (Theorem 6.12 and Corollaries 6.13 and 6.17). Under standard hypotheses,
there exists a canonical ‘higher Kolyvagin derivative’ homomorphism
Dr : ESr(T )→ KSr(A).
Under certain mild additional hypotheses, this homomorphism is surjective.
By this result, one can associate a canonical Kolyvagin system
κ(c) := Dr(c)
in KSr(A) to every Euler system c in ESr(T ).
A key aspect of the proof of Theorem 1.1 is the development of a suitable ‘rank-
reduction’ method by which consideration is restricted to the case r = 1 where the result
can be established by the existing methods of Mazur and Rubin.
We shall also further develop the general theory of higher rank Kolyvagin systems in
order to prove the next result.
In the sequel, for each commutative noetherian ring Λ, each non-negative integer i and
each finitely generated Λ-module M we write FittiΛ(M) for the i-th Fitting ideal of M .
Theorem 1.2 (Theorem 5.2). Under standard hypotheses, the following claims are valid.
(i) The module KSr(A) of Kolyvagin systems of rank r is free of rank one over R.
(ii) For each system κ in KSr(A) and each non-negative integer i one has
Ii(κ) ⊆ Fitt
i
R(Sel(A)),
where Ii(κ) is a canonical ideal associated with κ (see Definition 5.1) and Sel(A)
is a natural (dual) Selmer module for A (which is denoted by H1F∗(K,A
∗(1))∗ in
Theorem 5.2).
(iii) If R is a principal ideal ring and κ is a basis of KSr(A), then the inclusion in
claim (ii) is an equality.
Upon combining Theorems 1.1 and 1.2, we immediately obtain the following result.
Theorem 1.3 (Corollaries 6.15 and 6.17). The following claims are valid.
(i) Under standard hypotheses, for each Euler system c in ESr(T ) and each non-
negative integer i one has Ii(κ(c)) ⊆ Fitt
i
R(Sel(A)).
(ii) Under certain mild additional hypotheses, and if R is a principal ideal ring, then
for each non-negative integer i one has 〈Ii(κ(c)) | c ∈ ESr(T )〉R = Fitt
i
R(Sel(A)).
5As a key step in the proof of Theorem 1.2, we must develop the theory of Stark systems
in order to prove the next result.
Theorem 1.4 (Theorem 4.6). Under standard hypotheses, the following claims are valid.
(i) The module SSr(A) of Stark systems of rank r is free of rank one over R.
(ii) For each system ǫ in SSr(A) and each non-negative integer i one has
Ii(ǫ) ⊆ Fitt
i
R(Sel(A)),
where Ii(ǫ) is a canonical ideal associated with ǫ (see Definition 4.1).
(iii) If ǫ is a basis of SSr(A), then the inclusion in claim (ii) is an equality.
To relate Stark and Kolyvagin systems we prove (in §5.2) that there exists a canonical
‘regulator’ homomorphism of R-modules
Regr : SSr(A)→ KSr(A).
We are able to prove that this map is bijective, and as a consequence, that the module
KSr(A) is free of rank one (see Theorem 5.2(i)). By combining this fact with Theorem 1.4,
we are then able to prove Theorem 1.2.
We remark here that, for each system ǫ in SSr(A), it is natural to expect that for each
non-negative integer i one has Ii(ǫ) = Ii(Regr(ǫ)). However, this seems to be difficult to
prove and at present we have only verified it in the case R is a principal ideal ring (which
leads to Theorem 1.2(iii)). For more details concerning this issue see Remark 5.26.
By simultaneously considering the representations T/pmT for all natural numbers m,
one can define Kolyvagin and Stark systems ‘over R’ by setting
KSr(T ) := lim←−
m
KSr(T/p
mT ) and SSr(T ) := lim←−
m
SSr(T/p
mT ).
In this way we obtain analogues of Theorems 1.2, 1.3 and 1.4 for the Selmer modules of
T (see Theorem 5.25, Corollary 6.18 and Theorem 4.12 respectively).
To give a straightforward application of the general theory, we consider, for each one-
dimensional p-adic character χ of the absolute Galois group of K, a certain twisted form
Tχ of the representation Zp(1). Since in this case the (dual) Selmer module coincides with
the χ-isotyic component of a suitable ideal class group, we obtain the following result.
Theorem 1.5 (Theorem 7.1). Let χ be a one-dimensional p-adic character of the absolute
Galois group of K that is of finite prime-to-p order. Let L be the field fixed by ker(χ).
Assume that all archimedean places of K split completely in L, that no p-adic place of K
splits completely in L, that χ is neither trivial nor equal to the Teichmu¨ller character, and
that either p > 3 or χ2 is not equal to the Teichmu¨ller character.
Let r be the number of archimedean places of K and set O := Zp[im(χ)]. Then for each
non-negative integer i one has
〈Ii(κ(c)) | c ∈ ESr(Tχ)〉O = Fitt
i
O((Zp ⊗Z Cl(OL))
χ),
where Cl(OL) is the ideal class group of L.
We recall that, in this setting, the Rubin-Stark conjecture predicts the existence of a
canonical Euler system in ESr(Tχ) comprising ‘Rubin-Stark elements’ that are explicitly
related to the values at zero of r-th derivatives of Dirichlet L-functions.
Finally, we note that, under mild additional hypotheses, a slightly more careful appli-
cation of the methods used to prove Theorem 1.5 shows that for abelian extensions L of
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K the higher Fitting ideals of Zp ⊗Z Cl(OL) as a Zp[Gal(L/K)]-module are determined
by Euler systems of rank r for induced forms of the representation Zp(1). (For brevity,
however, this result will be discussed in a separate article.)
1.4. Organization. In a little more detail, the basic contents of this article is as follows.
In §2 we review the definitions and basic properties of exterior power biduals and then
establish several new functorial properties that will play a crucial role in later sections.
In §3 we establish various preliminary results concerning Selmer structures and Galois
cohomology groups over zero-dimensional Gorenstein rings. In §4 we review the main
results on higher rank Stark systems and Selmer groups that were established in our
earlier articles [4] and [20] and also extend these results to the setting of representations
over Gorenstein orders. In §5 we develop a theory of higher rank Kolyvagin systems in the
same degree of generality and, in particular, show that under standard hypotheses, the
modules of Stark systems and Kolyvagin systems (of any given rank) are both canonically
isomorphic and free of rank one over the relevant ring of coefficients. In §6 we construct a
canonical higher rank ‘Kolyvagin-derivative’ homomorphism between the module of Euler
systems of any given rank and the module of Kolyvagin systems (defined with respect to
the canonical Selmer structure) of the same rank. This is the key result of this article and,
as an essential part of its proof, we establish precise links to the corresponding situation in
rank one. Finally, in §7 we show that our approach leads directly to new results concerning
the Galois structure of ideal class groups.
1.5. Some general notation. In this article, K always denotes a (base) number field
(that is, a finite degree extension of Q). We fix an algebraic closure Q of Q, and every
algebraic extension of Q is regarded as a subfield of Q. For a positive integer m, let µm
denote the group of m-th roots of unity in Q. For any field E, we denote the absolute
Galois group of E by GE . For each place v of K, we fix a place w of Q lying above v, and
identify the decomposition group of w in GK with GKv . For a finite extension F/K, the
ring of integers of F is denoted by OF . For a finite set Σ of places of K, we denote by
ΣF the set of places of F which lie above a place in Σ. The ring of ΣF -integers of F is
denoted by OF,Σ. The set of archimedean places (resp. p-adic places) of F is denoted by
S∞(F ) (resp. Sp(F )). We denote the set of places of K which ramify in F by Sram(F/K).
Non-archimedean places (or ‘primes’) of K are usually denoted by q. The Frobenius
element of q is denoted by Frq.
For a continuous GK -module A, we denote the set of places of K at which A is ramified
by Sram(A). Suppose that there is a finite set S of places of K such that
S∞(K) ∪ Sp(K) ∪ Sram(A) ⊆ S.
Let KS denote the maximal Galois extension of K unramified outside S. Then we can
consider Galois cohomology groups
H i(OK,S, A) := H
i(KS/K,A).
If A is a p-adic representation, then one can define, for each place v of K, a canonical
(so-called) ‘finite’ local condition
H1f (Kv , A) ⊆ H
1(Kv , A)
7(see [19, §1.3], for example). When v /∈ S, this is the unramified cohomology H1ur(Kv , A),
which is defined by the kernel of the restriction to the inertia group. We set
H1/f (Kv , A) := H
1(Kv, A)/H
1
f (Kv, A).
More generally, for each index ∗ we set H1/∗(Kv , A) := H
1(Kv, A)/H
1
∗ (Kv, A).
2. Exterior power biduals
In this section we quickly review the basic theory of exterior power biduals and then
prove several new results that will be very useful in the sequel.
At the outset we fix a commutative ring R. All rings are assumed to be noetherian. For
each R-module X we set
X∗ := HomR(X,R).
For each subset X of X we write 〈X 〉R for the R-submodule of X that is generated by X .
If X is finitely presented, then for each non-negative integer i we write FittiR(X) for
the i-th Fitting ideal of X (as discussed by Northcott in [15]).
2.1. Definition and basic properties. We first recall the basic definitions.
For each R-module X, each positive integer r and each map ϕ in X∗, there exists a
unique homomorphism of R-modules∧r
R
X →
∧r−1
R
X
with the property that
x1 ∧ · · · ∧ xr 7→
r∑
i=1
(−1)i+1ϕ(xi)x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xr
for each subset {xi}1≤i≤r of X. By abuse of notation, we shall also denote this map by
ϕ. For non-negative integers r and s with r ≤ s, this construction induces a natural
homomorphism∧r
R
X∗ → HomR
(∧s
R
X,
∧s−r
R
X
)
; ϕ1 ∧ · · · ∧ ϕr 7→ ϕr ◦ · · · ◦ ϕ1.
Here
∧r
RX
∗ means
∧r
R(X
∗). (We often use such an abbreviation.) We use this map to
regard any element of
∧r
RX
∗ as an element of HomR(
∧s
RX,
∧s−r
R X).
Definition 2.1. For any non-negative integer r, we define the ‘r-th exterior bidual’ of X
to be the R-module obtained by setting⋂r
R
X :=
(∧r
R
X∗
)∗
.
Note that
⋂1
RX = X
∗∗. So, if X is reflexive, i.e. the canonical map
X → X∗∗; x→ (ϕ 7→ ϕ(x))(1)
is an isomorphism, then one can regard
⋂1
RX = X. In practice, we usually consider
exterior biduals of reflexive modules. (The fact that any modules over self-injective rings
(in other words, zero-dimensional Gorenstein rings) are reflexive is often used in this
paper.)
Note also that there is a canonical homomorphism
ξrX :
∧r
R
X →
⋂r
R
X; x 7→ (Φ→ Φ(x)),
8 DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
which is neither injective nor surjective in general. However, if X is a finitely generated
projective R-module, then one can show that ξrX is an isomorphism.
For non-negative integers r, s with r ≤ s and Φ ∈
∧r
RX
∗, define a homomorphism⋂s
R
X →
⋂s−r
R
X(2)
as the R-dual of ∧s−r
R
X∗ →
∧s
R
X∗; Ψ 7→ Φ ∧Ψ.
We denote the map (2) also by Φ, by abuse of notation. One can check that the following
diagram is commutative: ∧s
RX
Φ //
ξsX

∧s−r
R X
ξs−rX
⋂s
RX
Φ //
⋂s−r
R X.
We now recall two results from [4] and [20] that we will frequently use in the sequel.
Proposition 2.2 ([4, Prop. A.2], [20, Lem. 4.8]).
(i) Let ι : X → Y be an injective homomorphism of R-modules for which the group
Ext1R(coker(ι), R) vanishes. Then for each r ≥ 0 the homomorphism⋂r
R
X →֒
⋂r
R
Y
that is naturally induced by ι is injective.
(ii) Suppose that we have an exact sequence of R-modules
Y
⊕s
i=1 ϕi−−−−−→ R⊕s → Z → 0.
If Y is free of rank r + s, then Fitt0R(Z) is generated over R by the set{
im(F )
∣∣∣∣ F ∈ im(⋂r+sR Y
∧
1≤i≤sϕi
−−−−−−→
⋂r
R
Y
)}
.
Proposition 2.3 ([4, Prop. A.3], [20, Lem. 2.1]). Suppose that R is self-injective, i.e. R
is injective as an R-module, and that we have an exact sequence of R-modules
0→ X → Y
⊕s
i=1 ϕi→ R⊕s,
where s is a positive integer. Then, for every non-negative integer r, we have
im
(∧
1≤i≤s
ϕi :
⋂r+s
R
Y →
⋂r
R
Y
)
⊆
⋂r
R
X.
Here we regard
⋂r
RX ⊆
⋂r
RY by Proposition 2.2(i). In particular,
∧
1≤i≤sϕi induces a
homomorphism ∧
1≤i≤s
ϕi :
⋂r+s
R
Y →
⋂r
R
X.
2.2. Further functorialities. In this section we prove several new properties of exterior
power biduals that will play a key role in subsequent sections.
We first establish an appropriate formalism in our setting of the ‘rank reduction meth-
ods’ that were initiated by Rubin in [18] and subsequently used by Perrin-Riou and by
Bu¨yu¨kboduk. This result will later play an essential role in the proof of Theorem 1.1.
Proposition 2.4. Suppose that R is self-injective. Let X be an R-module and Y an R-
submodule of X. Let r be a non-negative integer and identify
⋂r
RY with an R-submodule
9of
⋂r
RX by using Proposition 2.2(i). Then one has⋂r
R
Y =
{
x ∈
⋂r
R
X
∣∣∣ Φ(x) ∈ Y (=⋂1
R
Y
)
for all Φ ∈
∧r−1
R
X∗
}
.
Proof. Since R is self-injective, upon taking the R-dual of the tautological exact sequence
0→ Y → X → X/Y → 0 we obtain another exact sequence
0→ (X/Y )∗ → X∗ → Y ∗ → 0.
Then, by applying the result of Lemma 2.5 below to this sequence, we deduce that
ker
(∧r
R
X∗ →
∧r
R
Y ∗
)
=
〈
ϕ ∧ Φ
∣∣∣ ϕ ∈ (X/Y )∗, Φ ∈∧r−1
R
X∗
〉
R
,
and hence that the sequence〈
ϕ ∧ Φ
∣∣∣ ϕ ∈ (X/Y )∗, Φ ∈∧r−1
R
X∗
〉
R
→
∧r
R
X∗ →
∧r
R
Y ∗ → 0
is exact. Taking R-duals of the latter exact sequence, we deduce that⋂r
R
Y =
{
x ∈
⋂r
R
X
∣∣∣ x(ϕ ∧ Φ) = 0 for every ϕ ∈ (X/Y )∗ and Φ ∈∧r−1
R
X∗
}
(3)
Now we suppose that x ∈
⋂r
RX satisfies Φ(x) ∈ Y for every Φ ∈
∧r−1
R X
∗. Then we
have
x(ϕ ∧Φ) = ϕ(Φ(x)) = 0
for every ϕ ∈ (X/Y )∗ ⊆ X∗ and Φ ∈
∧r−1
R X
∗. Hence, by (3), we have x ∈
⋂r
RY . This
proves the proposition since the opposite inclusion is clear. 
Lemma 2.5. We suppose given a short exact sequence of R-modules
0→ X
ι
−→ Y
π
−→ Z → 0.
Then, for every non-negative integer r, the kernel of the natural homomorphism∧r
R
Y
π
→
∧r
R
Z
is generated over R by the elements ι(ϕ) ∧Φ as ϕ ranges over X and Φ over
∧r−1
R Y .
Proof. We shall denote ⊗R simply by ⊗. For each integer i with 1 ≤ i ≤ r, we consider
the R-module
Ωr,i := Y ⊗ · · · ⊗ Y ⊗X ⊗ Y ⊗ · · · ⊗ Y,
in which there are r− 1 copies of Y and the module X occurs as the i-th module from the
left hand end (so that Ωr,i is isomorphic to X ⊗ Y
⊗(r−1)).
We set
Ωr :=
r⊕
i=1
Ωr,i
and claim that the sequence of R-modules
Ωr → Y
⊗r π
⊗r
−−→ Z⊗r → 0,
in which the first map is the direct sum of the maps Ωr,i → Y
⊗r that are induced by the
given map ι : X → Y , is exact.
To prove this claim we use induction on r. When r = 1, the claim is clear. When r > 1,
by the inductive hypothesis, we have the following commutative diagram of R-modules,
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whose rows and columns are exact:
Ωr−1 ⊗X //

Y ⊗(r−1) ⊗X //

Z⊗(r−1) ⊗X //

0
Ωr−1 ⊗ Y //

Y ⊗r //

Z⊗(r−1) ⊗ Y //

0
Ωr−1 ⊗ Z //

Y ⊗(r−1) ⊗ Z //

Z⊗r //

0
0 0 0.
Since Ωr = (Ωr−1 ⊗ Y )⊕ (Y
⊗(r−1) ⊗X), we see that
im
(
Ωr → Y
⊗r
)
= ker
(
Y ⊗r → Z⊗r
)
by diagram chasing. Hence we have proved the claim.
Now we put Υr := ker (
∧r
RY →
∧r
RZ) and consider the commutative diagram
Ωr //

Y ⊗r //
f1

Z⊗r //
f2

0
0 // Υr //
∧r
RY
//
∧r
RZ
// 0,
whose rows are exact. Clearly, f1 is surjective, and the map ker(f1) → ker(f2) is also
surjective, so we see that the map Ωr → Υr is surjective (by Snake lemma). This shows
that the inclusion
Υr ⊆
〈
ϕ ∧Ψ | ϕ ∈ X, Ψ ∈
∧r−1
R
Y
〉
R
holds. Since the opposite inclusion clearly holds, we have proved the lemma. 
Corollary 2.6. Suppose that R is self-injective. Let X be an R-module and f : X → R
an R-homomorphism. Then for any non-negative integer r, we have⋂r
R
ker (f) = ker
(
f :
⋂r
R
X →
⋂r−1
R
X
)
.
Proof. By definition, we see that the composition
⋂r
R ker (f) →֒
⋂r
RX
f
−→
⋂r−1
R X is the
zero map. Hence we have
⋂r
R ker (f) ⊆ ker
(
f :
⋂r
RX →
⋂r−1
R X
)
. To prove the opposite
inclusion, take x ∈ ker
(
f :
⋂r
RX →
⋂r−1
R X
)
. Then, by definition, we have
0 = f(x)(Φ) = x(f ∧Φ) = f(Φ(x))
for any Φ ∈
∧r−1
R X
∗, and so Φ(x) ∈ ker(f). By Proposition 2.4, we conclude that
x ∈
⋂r
R ker (f). 
The following corollary will be used in §§4 and 5 to define Kolyvagin and Stark systems
over a Gorenstein order.
Corollary 2.7. We suppose to be given a surjective homomorphism R→ S of self-injective
rings. Let X be an R-module, F a free R-module of finite rank, and Y an S-module. We
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then suppose to be given a commutative diagram of R-modules
X //

F
π

Y 
 // F ⊗R S
in which the lower horizontal arrow is injective and the map π is induced by the given
homomorphism R→ S.
Then for any positive integer r, there exists a natural homomorphism of R-modules⋂r
R
X →
⋂r
S
Y
that is independent of the given maps X → F and Y →֒ F ⊗R S and is such that all
squares of the following diagram∧r
RX
ξrX //

⋂r
RX

//
⋂r
RF
∧r
SY
ξrY //
⋂r
SY

 //
⋂r
S(F ⊗R S)
commute. Here the second upper and lower horizontal arrows denote the maps induced by
the given maps X → F and Y →֒ F ⊗R S.
Proof. Since the map Y →֒ F ⊗R S is injective, by replacing X with im (X → F ), we may
assume that the map X → F is injective. Since F is free of finite rank, the maps ξrF and
ξrF⊗RS are isomorphisms. Hence we get the following commutative diagram:∧r
RX
ξrX //

⋂r
RX

 //
⋂r
RF
(ξrF )
−1
//
∧r
RF
∧rπ
∧r
SY
ξrY //
⋂r
SY

 //
⋂r
S(F ⊗R S)
(ξrF⊗RS
)−1
//
∧r
S(F ⊗R S).
Since the diagram commutes and the map
⋂r
SY →֒
⋂r
S(F ⊗R S) is injective by Proposi-
tion 2.2(i), we only need to show that
im
(⋂r
R
X →
∧r
S
(F ⊗R S)
)
⊆ im
(⋂r
S
Y →
∧r
S
(F ⊗R S)
)
.
To see this, take elements x ∈
∧r
RF with ξ
r
F (x) ∈
⋂r
RX and Φ ∈
∧r−1
R F
∗. We also denote
by Φ the image of Φ under the map∧r
R
F ∗ →
∧r
S
(F ∗ ⊗R S)
∼
−→
∧r−1
S
(F ⊗R S)
∗.
Then by Proposition 2.4, we have Φ(x) ∈ X. Hence we conclude that Φ((∧rπ)(x)) =
π(Φ(x)) ∈ Y . Since the natural map
HomR(F,R)⊗R S → HomS(F ⊗R S, S)
is bijective we can again apply Proposition 2.4 to deduce that ξrF⊗RS((∧
rπ)(x)) belongs
to
⋂r
SY , as required. 
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3. Preliminaries concerning Galois cohomology
3.1. Notation and hypotheses. Let K be a number field. Let (R, p) be a self-injective
(commutative) local ring (in other words, a zero-dimensional Gorenstein local ring) with a
finite residue field k = R/p of characteristic p > 0. Note that R is an artinian ring, which
is finite of order a power of p. Let A be a free R-module of finite rank with an R-linear
continuous action of GK . (A is endowed with discrete topology.) Since A is finite, the
action of GK factors through a finite quotient, so A is unramified outside a finite set of
places of K.
3.1.1. Selmer structures. We fix a Selmer structure F on A. Recall that a Selmer structure
F on A is a collection of the following data (see [11, Def. 2.1.1]):
• a finite set S(F) of places of K such that S∞(K) ∪ Sp(K) ∪ Sram(A) ⊆ S(F);
• for every v ∈ S(F), a choice of an R-submodule H1F (Kv, A) ⊆ H
1(Kv, A).
The Selmer module attached to F is defined by
H1F (K,A) := ker
H1(OK,S(F), A)→ ⊕
v∈S(F)
H1/F (Kv, A)
 .
(Recall that for any index ∗ we set H1/∗(Kv, A) := H
1(Kv, A)/H
1
∗ (Kv , A).) Note that
H1(OK,S(F), A) = ker
H1(K,A)→ ⊕
v/∈S(F)
H1/f (Kv , A)
 ,
so we have
H1F (K,A) = ker
(
H1(K,A)→
⊕
v
H1/F (Kv, A)
)
,
where we set H1F (Kv, A) := H
1
f (Kv, A) (= H
1
ur(Kv , A)) for v /∈ S(F). In the following, we
set S := S(F) for simplicity. (Note that Selmer structures and modules can be defined for
continuous representations of GK of various other types: in §4.3, for example, we consider
representations over one-dimensional Gorenstein rings and Selmer modules associated to
them.)
We next review the definition of the dual Selmer structure F∗ on A∗(1). By local Tate
duality, we have a canonical isomorphism
H1(Kv , A) ≃ H
1(Kv , A
∗(1))∗.
Using this, we define F∗ to be the following data
• S(F∗) := S(F)(= S);
• for v ∈ S,
H1F∗(Kv, A
∗(1)) := ker(H1(Kv , A
∗(1)) ≃ H1(Kv , A)
∗ → H1F (Kv , A)
∗).
If B is an R[GK ]-submodule (resp. quotient) of A, then the Selmer structure F on A
induces a Selmer structure on B (which we also denote by F) as follows: we define the
local condition by
H1F (Kv, B) := ker(H
1(Kv , B)→ H
1
/F (Kv, A))
(resp. H1F(Kv , B) := im(H
1
F (Kv, A)→ H
1(Kv, B))).
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The following result is a consequence of the (Poitou-Tate) global duality and is proved
by Mazur and Rubin in [11, Th. 2.3.4].
Theorem 3.1 (Global duality). Let F1 and F2 be Selmer structures on A such that at
every place v one has H1F1(Kv, A) ⊆ H
1
F2
(Kv , A). Then there exists a canonical exact
sequence
0→ H1F1(K,A)→ H
1
F2(K,A)→
⊕
v
H1F2(Kv, A)/H
1
F1(Kv , A)
→ H1F∗1 (K,A
∗(1))∗ → H1F∗2 (K,A
∗(1))∗ → 0.
3.1.2. Hypotheses. Let K(A) be the minimal Galois extension of K such that GK(A) acts
trivially on A. LetM := min{pn | pnR = 0}. We denote by K(1) the maximal p-extension
of K inside the Hilbert class field of K. We set
KM := K(µM , (O
×
K)
1/M )K(1) and K(A)M := K(A)KM .
Here (O×K)
1/M denotes the set {u ∈ Q | uM ∈ O×K}.
In the following, we assume the following hypotheses.
Hypothesis 3.2.
(i) A⊗R k is an irreducible k[GK ]-module;
(ii) there exists τ ∈ GKM such that A/(τ − 1)A ≃ R as R-modules;
(iii) H1(K(A)M/K,A) = H
1(K(A)M/K,A
∗(1)) = 0.
Hypothesis 3.3. (A⊗R k)
GK = ((A⊗R k)
∗(1))GK = 0.
Remark 3.4. It is clear that if A satisfies Hypothesis 3.2, then so also does A∗(1). Note also
that the vanishing of ((A ⊗R k)
∗(1))GK is equivalent to the vanishing of (A∗(1) ⊗R k)
GK
and so Hypothesis 3.3 for A is equivalent to the same hypothesis for A∗(1).
Let P be the set of primes q 6∈ S of K such that Frq is conjugate to τ in Gal(K(A)M/K).
In particular, by Hypothesis 3.2(ii), we see that q splits completely in KM and that
A/(Frq − 1)A ≃ R for every q ∈ P. For a set Q of primes of K, we denote by N (Q) the
set of square-free products of primes in Q. (We let 1 ∈ N (Q) for convention.) For n ∈ N ,
the number of primes which divide n is denoted by ν(n). (When n = 1, we set ν(1) := 0.)
We often abbreviate N (P) to N .
For q ∈ P, we denote by K(q) the maximal p-extension of K inside the ray class field
modulo q. Put Gq := Gal(K(q)/K(1)) = Gal(K(q)q/Kq), where K(q)q is the completion
of K(q) at the (fixed) place lying above q. For n ∈ N , we denote by K(n) the composite
of K(q)’s with q | n. We set
Gn :=
⊗
q|n
Gq.
Note that, since q ∈ P splits completely in KM , the order of Gq is divisible by M .
3.1.3. Modified Selmer structures. For a, b, n ∈ N which are pairwise relatively prime, we
define a Selmer structure Fba (n) by
• S(Fba (n)) := S ∪ {q | abn};
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• for v ∈ S(Fba (n)),
H1
Fba (n)
(Kv, A) :=

H1F(Kv , A) if v ∈ S,
0 if v | a,
H1(Kv, A) if v | b,
H1tr(Kv , A) if v | n,
where H1tr(Kq, A) is the ‘transverse’ submodule of H
1(Kq, A) which fits in a canonical
decomposition
H1(Kq, A) = H
1
f (Kq, A) ⊕H
1
tr(Kq, A).
Explicitly, one defines
H1tr(Kq, A) := H
1(K(q)q/Kq, A
GK(q)q ) = Hom(Gq, A
Frq=1),
which is regarded as a submodule of H1(Kq, A) by the inflation map. Since H
1
tr(Kq, A) is
canonically isomorphic to H1/f (Kq, A), we sometimes identify them. Note that (F
b
a (n))
∗ =
Fab (n). This follows from the fact that
H1f (Kq, A) ≃ H
1
/f (Kq, A
∗(1))∗
for every q ∈ P. If a = 1, we abbreviate Fba (n) to F
b(n). Similarly, if b = 1 or n = 1, they
are omitted. The Selmer structures Fn and F(n) will often appear. We remark that the
associated Selmer modules are
H1Fn(K,A) := ker
(
H1(OK,Sn , A)→
⊕
v∈S
H1/F (Kv , A)
)
and
H1F(n)(K,A) := ker
H1(OK,Sn , A)→⊕
v∈S
H1/F (Kv , A)⊕
⊕
q|n
H1/tr(Kv , A)

respectively, where Sn := S ∪ {q | n}.
3.1.4. Finite-singular comparison maps. For q ∈ P, we recall the definition of the ‘finite-
singular comparison map’
ϕfsq : H
1
f (Kq, A) ≃ H
1
tr(Kq, A)⊗Gq,
which is important in the theory of Kolyvagin systems. We use the following canonical
isomorphisms:
H1f (Kq, A) ≃ A/(Frq − 1)A; a 7→ a(Frq) (evaluation of Frq to the 1-cocycle a),
H1tr(Kq, A)⊗Gq = Hom(Gq, A
Frq=1)⊗Gq ≃ A
Frq=1; f ⊗ σ 7→ f(σ).
Since A/(Frq− 1)A ≃ R, one has det(1−Frq | A) = 0, so there exists a unique polynomial
Qq(x) ∈ R[x] such that (x−1)Qq(x) = det(1−Frqx | A) in R[x]. By the Cayley-Hamilton
theorem, we know that (Fr−1q − 1)Qq(Fr
−1
q ) annihilates A, so we have a well-defined map
Qq(Fr
−1
q ) : A/(Frq − 1)A→ A
Frq=1; a 7→ Qq(Fr
−1
q )a.
(This is actually an isomorphism, see [19, Cor. A.2.7].)
Now we define ϕfsq to be the composite homomorphism
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ϕfsq : H
1
f (Kq, A) ≃ A/(Frq − 1)A
Qq(Fr
−1
q )
−−−−−−→ AFrq=1 ≃ H1tr(Kq, A)⊗Gq.
3.2. Application of the Chebotarev density theorem. In this subsection, we prove
several basic results that will be used later.
For an R-module X and an ideal I of R we consider the R-submodule
X[I] := {x ∈ X | ax = 0 for all a ∈ I}
of X comprising elements that are annihilated by elements of I.
Proposition 3.5. Assume (A⊗R k)
GK vanishes. Then, for any ideal I of R, the homo-
morphism H1(K,A[I]) → H1(K,A)[I] induced by the inclusion A[I] →֒ A is bijective.
Although a proof of this result was given by Mazur and Rubin in [11, Lem. 3.5.3], it
relies on the validity of a lemma, which contains an error (see [11, Lem. 2.1.4] and [13,
‘Erratum’ on p.182]), and so their induction argument apparently fails. For the reader’s
convenience, we shall give a full proof of Proposition 3.5.
To prove this proposition, we need the following algebraic lemmas.
Lemma 3.6. Let (S, pS) be a local ring, G a group and B an S[G]-module. Suppose that
B is a flat S-module and that (B/pSB)
G = 0. Then we have
BG =
⋂∞
i=0
(piSB)
G.
In particular, if pnSB = 0 for a sufficiently large n, then we have B
G = 0.
Proof. Since B is a flat S-module, we have S[G]-isomorphisms
piSB/p
i+1
S B ≃ p
i
S/p
i+1
S ⊗S B ≃ (B/pSB)
dimS/pS (p
i
S/p
i+1
S ).
By the assumption (B/pSB)
G = 0, we see that (piSB)
G = (pi+1S B)
G. This equality holds
for arbitrary i, so we have BG =
⋂∞
i=0(p
i
SB)
G. 
Lemma 3.7. If (A⊗R k)
GK vanishes, then the following claims are valid.
(i) For any ideals I1, . . . , Id of R, we have
(coker (A→ A/I1A× · · · ×A/IdA))
GK = 0,
where A→ A/I1A× · · · ×A/IdA is the diagonal map.
(ii) For any elements r1, . . . , rd ∈ R, we have(
coker
(
A
(r1,...,rd)×
−−−−−−−→ Ad
))GK
= 0.
Proof. We prove claim (i) by induction on d. When d = 1, the claim is clear. When d > 1,
we set
Md := coker (A→ A/I1A× · · · ×A/IdA)
and
Md−1 := coker (A→ A/I1A× · · · ×A/Id−1A) .
Applying the ‘kernel-cokernel lemma’ (see [14, Exer. 2 in Chap. I, §3]) to the sequence
A
f
→ A/I1A× · · · ×A/IdA
g
→ A/I1A× · · · ×A/Id−1A,
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where g is the natural projection, we obtain the exact sequence
ker(g ◦ f)→ ker(g)→ coker(f)→ coker(g ◦ f)→ coker(g).
Noting that
ker(g ◦ f) = I1 ∩ · · · ∩ Id−1 =: J,
ker(g) = A/IdA,
coker(f) =Md,
coker(g ◦ f) =Md−1,
coker(g) = 0,
we have an exact sequence
0→ A/(J + Id)A→Md →Md−1 → 0.
By the inductive hypothesis, we have MGKd−1 = 0. Also, by applying Lemma 3.6 to S :=
R/(J + Id), B := A/(J + Id)A and G := GK , we see that (A/(J + Id)A)
GK = 0. Hence
we have MGKd = 0. This proves (i).
Next, we prove claim (ii). We set Ii := R[ri] for each 1 ≤ i ≤ d and consider the
sequence
A
f
→ A/I1A× · · · ×A/IdA
g
→ Ad,
where g is induced by the ‘multiplication by (r1, . . . , rd)’:
g : A/I1A× · · · ×A/IdA→ A
d; (a1, . . . , ad) 7→ (r1a1, . . . , rdad).
(Note that this is injective.) Using the kernel-cokernel lemma, we obtain the exact sequence
0→ coker(f)→ coker(g ◦ f)→ A/r1A× · · · ×A/rdA→ 0.
Since we know that coker(f)GK = 0 by (i) and that (A/riA)
GK = 0 by Lemma 3.6, we
have coker(g ◦ f)GK = 0, i.e.(
coker
(
A
(r1,...,rd)×
−−−−−−−→ Ad
))GK
= 0.

Proof of Proposition 3.5. Let {r1, . . . , rd} be a set of generators of an ideal I of R. We
have a short exact sequence
0→ A[I]→ A→ A/A[I]→ 0(4)
and an injection
A/A[I] →֒ Ad; a 7→ (r1a, . . . , rda).(5)
Since (A ⊗R k)
GK = 0, we see by Lemma 3.6 that the sequence (4) induces an exact
sequence
0→ H1(K,A[I])→ H1(K,A)→ H1(K,A/A[I]).
(We apply Lemma 3.6 with S := R/R[I] and B := A/A[I].) One also sees by Lemma 3.7(ii)
that (5) induces an injection
H1(K,A/A[I]) →֒ H1(K,Ad) = H1(K,A)d.
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Since the composition map
H1(K,A) → H1(K,A/A[I]) → H1(K,A)d
is multiplication by (r1, . . . , rd), we have
H1(K,A[I]) = ker
(
H1(K,A)→ H1(K,A/A[I])
)
= ker
(
H1(K,A)
(r1,...,rd)×
−−−−−−−→ H1(K,A)d
)
= H1(K,A)[I].

Corollary 3.8 ([11, Lem. 3.5.3]). Suppose that (A⊗R k)
∗(1)GK vanishes. Then, for any
ideal I of R, the inclusion map A∗(1)[I] →֒ A∗(1) induces an isomorphism
H1F∗(K,A
∗(1)[I]) ≃ H1F∗(K,A
∗(1))[I].
(Here F denotes the fixed Selmer structure on A, and F∗ the dual Selmer structure on
A∗(1) of F . Note that the Selmer structure on A∗(1)[I] induced by F∗ coincides with the
dual of the Selmer structure on A/IA induced by F , so the notation H1F∗(K,A
∗(1)[I])
makes no confusion.)
Proof. We have the following commutative diagram:
0 // H1F∗(K,A
∗(1)[I]) //

H1(OK,S, A
∗(1)[I]) //

⊕
v∈S H
1
/F∗(Kv, A
∗(1)[I])

0 // H1F∗(K,A
∗(1))[I] // H1(OK,S, A
∗(1))[I] //
⊕
v∈S H
1
/F∗(Kv , A
∗(1)).
Here each row is exact. The middle vertical arrow is an isomorphism by Proposition 3.5.
The right vertical arrow is injective since the dual H1F (Kv, A)→ H
1
F (Kv, A/IA) is surjec-
tive (by the definition of the induced Selmer structure). Hence we conclude that the left
vertical arrow is an isomorphism. 
Let τ ∈ GKM be the element in Hypothesis 3.2(ii). Recall that P is the set of primes
q 6∈ S of K such that Frq is conjugate to τ in Gal(K(A)M/K).
Lemma 3.9 ([11, Prop. 3.6.1]). Assume Hypothesis 3.2. Let c1, . . . , cs ∈ H
1(K,A) and
c∗1, . . . , c
∗
t ∈ H
1(K,A∗(1)) be non-zero elements. If s+ t < p, then there is a subset Q ⊆ P
of positive density such that locq(ci) and locq(c
∗
i ) are all non-zero for every q ∈ Q, where
locq denotes the localization map H
1(K,−)→ H1(Kq,−).
Proof. Let B ∈ {A,A∗(1)}. By Hypothesis 3.2(iii), we know that the restriction map
Res : H1(K,B)→ H1(K(A)M , B)
GK = Hom(GK(A)M , B)
GK
is injective. SinceB is an irreducibleR[GK ]-module by Hypothesis 3.2(i) and since (τ−1)B
is a free R-module of rank rankR(A)− 1 by Hypothesis 3.2(ii), there is no non-trivial GK -
stable R-submodule of (τ − 1)B. Hence the natural map
f : H1(K(A)M , B)
GK = Hom(GK(A)M , B)
GK → Hom(GK(A)M , B/(τ − 1)B)
is also injective.
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Now suppose B = A. For 1 ≤ i ≤ s, let Fi be the field corresponding to the subgroup
ker(Res(ci)) of GK(A)M . Note that Fi is a finite Galois extension over K (this follows from
the fact that Rec(ci) is a GK -homomorphism). Let c˜i : GK → A be a 1-cocycle, which
represents ci, and set ai := −c˜i(τ) ∈ A/(τ − 1)A. By the definition of 1-coboundary, note
that ai ∈ A/(τ − 1)A is independent of the choice of the representative c˜i of ci. Define
Hi ⊆ GK(A)M by
Hi = f(Res(ci))
−1(ai).
Since ci is non-zero and both Res and f are injective, we have
[GK(A)M : ker (f(Res(ci)))] ≥ p.
Next, we suppose B = A∗(1). For 1 ≤ i ≤ t, define F ∗i , a
∗
i , and H
∗
i ⊆ GK(A)M similarly
by using c∗i instead of ci.
Since s + t < p and [GK(A)M : ker (f(Res(c)))] ≥ p for each c ∈ {c1, . . . , cs, c
∗
1, . . . , c
∗
t },
we have
GK(A)M 6= H1 ∪ · · · ∪Hs ∪H
∗
1 ∪ · · · ∪H
∗
t .
Now set F := F1 · · ·FsF
∗
1 · · ·F
∗
t (this is a finite Galois extension of K) and define Q to
be the set of primes q 6∈ S of K such that q is unramified in F/K and Frq is conjugate
to τγ in Gal(F/K) for some γ ∈ GK(A)M \ (H1 ∪ · · · ∪Hs ∪H
∗
1 ∪ · · · ∪H
∗
t ). Then we see
that Q ⊆ P by construction, and that Q is of positive density by the Chebotarev density
theorem. If q ∈ Q, then for any 1 ≤ i ≤ s we have
locq(ci) = c˜i(τγ) = τ c˜i(γ) + c˜i(τ) = f(Res(ci))(γ)− ai 6= 0 in A/(τ − 1)A
where we identify H1f (Kq, A) = A/(Frq−1)A = A/(τ−1)A. Similarly, we have locq(c
∗
i ) 6= 0
for any 1 ≤ i ≤ t and q ∈ Q. This completes the proof. 
Lemma 3.10. Assume Hypothesis 3.2. Let S be a self-injective ring and R → S a
surjective ring homomorphism. Then for any free, finitely generated, R-submodule X of
H1(K,A) the natural homomorphism X ⊗R S → H
1(K,A ⊗R S) is injective.
Proof. We may assume X 6= 0. Let Q be the set of all primes q in P such that locq(X) 6⊆
H1f (Kq, A). Note that Q is a finite set. Let e1 ∈ X with AnnR(e1) = 0 and x a generator
of R[p]. (The assumption that R is a zero-dimensional Gorenstein local ring ensures that
R[p] is a principal ideal.) Note that a ∈ R is a unit if and only if xa 6= 0. Since xe1 6= 0,
there is a prime q1 ∈ P \Q with locq1(xe1) 6= 0 by Lemma 3.9. Since H
1
f (Kq1 , A) is a free
R-module of rank 1 and locq1(xe1) 6= 0, the composition Re1 → X → H
1
f (Kq1 , A) is an
isomorphism and we have
X ≃ H1f (Kq1 , A)⊕ ker (locq1 |X) ≃ Re1 ⊕ ker (locq1 |X) .
In particular, the R-module ker (locq1 |X) is free. Hence we can take an element e2 ∈
ker (locq1 |X) with AnnR(e2) = 0. Similarly, by Lemma 3.9, we get a prime q2 ∈ P \
(Q ∪ {q1}) such that the composition Re2 → X → H
1
f (Kq2 , A) is an isomorphism. Since
e2 ∈ ker (locq1 |X), the composition
Re1 ⊕Re2 → X → H
1
f (Kq1 , A) ⊕H
1
f (Kq2 , A)
is an isomorphism and
X = Re1 ⊕Re2 ⊕ (ker (locq1 |X) ∩ ker (locq2 |X)) .
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By repeating this argument, we can find an ideal m ∈ N (P \ Q) such that the sum of
localization maps
X →
⊕
q|m
H1f (Kq, A)
is an isomorphism. Since H1f (Kq, A) ⊗R S ≃ H
1
f (Kq, A ⊗R S) for any prime q ∈ P, the
map X ⊗R S →
⊕
q|mH
1
f (Kq, A ⊗R S) is an isomorphism. This implies that X ⊗R S →
H1(K,A ⊗R S) is injective. 
4. Stark systems
In this section, we review some basic results on Stark systems. We continue to use the
notation introduced in the previous section.
4.1. Definition. Let r be a non-negative integer. We recall the definition of Stark systems
of rank r. The module of Stark systems is defined by the inverse limit
SSr(A,F) := lim←−
n∈N
⋂r+ν(n)
R
H1Fn(K,A),
where the transition maps
vm,n :
⋂r+ν(m)
R
H1Fm(K,A)→
⋂r+ν(n)
R
H1Fn(K,A)
(m, n ∈ N , n | m) are defined as follows. For each q ∈ P, we fix an isomorphism
H1/f (Kq, A) ≃ R and let vq be the composition map
vq : H
1
Fm(K,A)
locq
→ H1(Kq, A)→ H
1
/f (Kq, A) ≃ R.
Since we have the exact sequence
0→ H1Fn(K,A) → H
1
Fm(K,A)
⊕
q|m/n vq
→ Rν(m/n),
we see that
∧
q|m/nvq induces∧
q|m/n
vq :
⋂r+ν(m)
R
H1Fm(K,A)→
⋂r+ν(n)
R
H1Fn(K,A),
by Proposition 2.3. We denote this map by vm,n. Note that vm,n =
∧
q|m/n vq is well-
defined up to sign, but one can explicitly choose a sign for each pair (m, n) so that one has
vm′,n = vm,n ◦ vm′,m when n | m | m
′. (For an explicit choice of sign, see [4, §3.1].) Thus the
collection {vm,n}m,n forms an inverse system.
By definition, a Stark system of rank r (for (A,F)) is an element
(ǫn)n ∈
∏
n∈N
⋂r+ν(n)
R
H1Fn(K,A)
that satisfies vm,n(ǫm) = ǫn for all ideals m and n in N with n | m.
4.2. Stark systems and Selmer modules. We can now define the key invariants that
are associated to a Stark system.
In this definition we use the fact that each element of
⋂r+ν(n)
R H
1
Fn(K,A) is, by its very
definition, a homomorphism of R-modules from
∧r+ν(n)
R H
1
Fn(K,A)
∗ to R.
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Definition 4.1. Let ǫ = (ǫn)n ∈ SSr(A,F). Then for each non-negative integer i we define
an ideal Ii(ǫ) of R by setting
Ii(ǫ) :=
∑
n∈N , ν(n)=i
im(ǫn).
We consider the following hypothesis.
Hypothesis 4.2. There exists an ideal n in N such that H1(F∗)n(K,A
∗(1)) vanishes and
H1Fn(K,A) is a free R-module of rank r + ν(n).
Remark 4.3. The following observation will frequently be used: if one assumes Hypoth-
esis 4.2, then, for any ideal m in N for which the group H1(F∗)m(K,A
∗(1)) vanishes, the
R-module H1Fm(K,A) is free of rank r + ν(m). In fact, let n ∈ N be an ideal as in Hy-
pothesis 4.2 and m ∈ N with H1(F∗)m(K,A
∗(1)) = 0. Take an ideal d ∈ N such that m | d
and n | d. Then, by the global duality, we have exact sequences
0→ H1Fn(K,A)→ H
1
Fd(K,A)→
⊕
q| d
n
H1/f (Kq, A)→ 0
and
0→ H1Fm(K,A)→ H
1
Fd(K,A)→
⊕
q| d
m
H1/f (Kq, A)→ 0.
By Hypothesis 4.2 and the definition of P, we haveH1Fn(K,A) ≃ R
r+ν(n) andH1/f (Kq, A) ≃
R for any q ∈ P, and so H1Fd(K,A) ≃ R
r+ν(d). Since R is a local ring, a projective R-
module is free. Hence we conclude that H1Fm(K,A) ≃ R
r+ν(m) by using the second (split)
exact sequence.
Lemma 4.4. Assume Hypothesis 4.2. Let i be a positive integer and n ∈ N with ν(n) ≥ i.
Suppose that H1(F∗)n(K,A
∗(1)) vanishes. Then we have
FittiR
(
H1F∗(K,A
∗(1))∗
)
=
∑
q∈P, q|n
Fitti−1R
(
H1(F∗)q(K,A
∗(1))∗
)
=
∑
q∈P
Fitti−1R
(
H1(F∗)q(K,A
∗(1))∗
)
.
Proof. By Hypothesis 4.2, we see that, for any prime q ∈ P, there is an ideal n ∈ N with
q | n such that ν(n) ≥ i and H1(F∗)n(K,A
∗(1)) = 0. Hence the first equality implies the
second equality. To show the first equality, take an ideal n ∈ N with ν(n) ≥ i such that
H1(F∗)n(K,A
∗(1)) = 0. Note that H1Fn(K,A) ≃ R
r+ν(n) by Remark 4.3. Then, by the
global duality, we have exact sequences
H1Fn(K,A)→
⊕
q|n
H1/f (Kq, A)→ H
1
F∗(K,A
∗(1))∗ → 0
and
H1Fn(K,A)→
⊕
q| n
r
H1/f (Kq, A)→ H
1
(F∗)r
(K,A∗(1))∗ → 0
for any prime r | n. Since H1Fn(K,A) ≃ R
r+ν(n) and H1/f (Kq, A) ≃ R for any prime
q ∈ P, these sequences give finite presentations of H1F∗(K,A
∗(1))∗ and H1(F∗)r(K,A
∗(1))∗
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respectively. Hence we see that
FittiR
(
H1F∗(K,A
∗(1))∗
)
=
∑
q|n
Fitti−1R
(
H1(F∗)q(K,A
∗(1))∗
)
.

Using Lemma 4.4 repeatedly, we deduce the following
Corollary 4.5. Assume Hypothesis 4.2. Then, for any non-negative integer i, we have
FittiR
(
H1F∗(K,A
∗(1))∗
)
=
∑
m∈N , ν(m)=i
Fitt0R
(
H1(F∗)m(K,A
∗(1))∗
)
.
We can now state one of the main results in the theory of Stark systems.
Theorem 4.6. Under Hypothesis 4.2 all of the following claims are valid.
(i) Let n ∈ N with H1(F∗)n(K,A
∗(1)) = 0. Then the natural projection homomorphism
SSr(A,F)→
⋂r+ν(n)
R
H1Fn(K,A); ǫ 7→ ǫn
is bijective. In particular, the R-module SSr(A,F) is free of rank one.
(ii) The following claims are valid for all ǫ in SSr(A,F) and all i ≥ 0.
(a) Ii(ǫ) ⊆ Ii+1(ǫ), with equality for all sufficiently large i.
(b) I∞(ǫ) :=
⋃
i≥0 Ii(ǫ) is equal to R if and only if ǫ is a basis of SSr(A,F).
(c) Ii(ǫ) = I∞(ǫ) · Fitt
i
R
(
H1F∗(K,A
∗(1))∗
)
.
Proof. Both claim (i) and, in the case that ǫ is a basis of SSr(A,F), the equality Ii(ǫ) =
FittiR
(
H1F∗(K,A
∗(1))∗
)
in claim (ii)(c) were independently proved by the first and third
authors in [4, Th. 3.17 and 3.19(ii)] and by the second author in [20, Th. 4.7 and 4.10].
To deduce the remainder of claim (ii) we fix a basis ǫ0 of SSr(A,F) and then for each
ǫ in SSr(A,F) define λǫ ∈ R by the equality ǫ = λǫ · ǫ0. Then for each i ≥ 0 one has
(6) Ii(ǫ) = λǫ · Ii(ǫ0) = λǫ · Fitt
i
R
(
H1F∗(K,A
∗(1))∗
)
.
Claim (ii)(a) is thus true since the definition of higher Fitting ideal implies both that
FittiR
(
H1F∗(K,A
∗(1))∗
)
⊆ Fitti+1R
(
H1F∗(K,A
∗(1))∗
)
and FittiR
(
H1F∗(K,A
∗(1))∗
)
= R for all sufficiently large i.
The latter fact also combines with (6) to imply Ii(ǫ) = (λǫ) for all sufficiently large i,
and hence that I∞(ǫ) = (λǫ). This equality implies claim (ii)(b) directly and also shows
that (6) implies claim (ii)(c). 
4.3. Stark Systems over Gorenstein orders. Let Q be a finite extension of Qp and
O the ring of integers of Q. Let Q be a finite-dimensional semisimple commutative Q-
algebra. Let (R, p) be a local Gorenstein O-order in Q (for basic properties of Gorenstein
orders, see [4, §A.3]). Note that R/(pm) is a zero-dimensional Gorenstein local ring since
p is a regular element of R.
Let T be a free R-module of finite rank with an R-linear continuous action of GK which
is unramified outside a finite set of places ofK. LetK(T ) denote the minimal Galois exten-
sion of K such that GK(T ) acts trivially on T . Recall that Kpm := K(µpm, (O
×
K)
1/pm)K(1)
and K(T )pm := K(T )Kpm for any positive integer m. Set K(T )p∞ :=
⋃
m>0K(T )pm and
T := T/pT .
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For an R-module X we endow the Pontryagin dual X∨ := HomO(X,Q/O) with the
natural action of R. For any positive integer m and any R/(pm)-module X, the module
X∨ is naturally isomorphic to X∗ := HomR/(pm)(X,R/(p
m)) and in such cases we often
identify the functors (−)∨ and (−)∗.
In this subsection, we assume the following hypothesis:
Hypothesis 4.7.
(i) T is an irreducible (R/p)[GK ]-module;
(ii) there exists τ ∈ GK(T )p∞ such that T/(τ − 1)T ≃ R as R-modules;
(iii) H1(K(T )p∞/K, T ) = H
1(K(T )p∞/K, T
∨
(1)) = 0;
Remark 4.8. Hypothesis 4.7 implies that T
GK and T
∨
(1)GK both vanish. To see this note
that if T
GK does not vanish, then Hypothesis 4.7(i) implies dimk(T ) = 1 and hence that
T is the trivial GK -representation. But then, in this case, the module
H1(K(T )p∞/K, T ) = Hom
(
Gal(K(T )p∞/K), T
)
does not vanish since there is a non-trivial p-subextension of K(T )p∞/K and this contra-
dicts Hypothesis 4.7(iii). The vanishing of T
∨
(1)GK is proved by a similar argument.
Remark 4.9. If we assume Hypothesis 4.7, then T/pmT satisfies Hypotheses 3.2 and 3.3
for any positive integer m. In fact, it clearly satisfies Hypotheses 3.2(i) and (ii). By
Remark 4.8, Hypothesis 3.3 also holds true. We shall show Hypothesis 3.2(iii), i.e. that,
setting A := T/pmT , one has
H1(K(A)pm/K,A) = H
1(K(A)pm/K,A
∗(1)) = 0.
Since the inflation map H1(K(A)pm/K, T ) → H
1(K(T )p∞/K, T ) is injective, we have
H1(K(A)pm/K, T ) = 0 by Hypothesis 4.7(iii). Let i be a non-negative integer. By the
exact sequence 0 → pi+1A → piA → piA/pi+1A → 0 and Remark 4.8 we have an exact
sequence
0→ H1(K(A)pm/K, p
i+1A)→ H1(K(A)pm/K, p
iA)→ H1(K(A)pm/K, p
iA/pi+1A).
Since the (R/p)[GK ]-module p
iA/pi+1A is isomorphic to a direct sum of T , the group
H1(K(A)pm/K, p
iA/pi+1A) vanishes and so the natural map
H1(K(A)pm/K, p
i+1A)→ H1(K(A)pm/K, p
iA)
is bijective. Since i is arbitrary and pmA = 0, we conclude that H1(K(A)pm/K,A)
vanishes. The vanishing of H1(K(A)pm/K,A
∗(1)) is proved by a similar argument.
We fix a Selmer structure F on T . For a positive integer m, let Pm denote the set
of primes q 6∈ S(F) of K such that Frq is conjugate to τ in Gal(K(T/p
mT )pm/K). Put
Nm = N (Pm). Note that Nm+1 ⊆ Nm for any positive integer m.
We suppose that (T/pmT,F ,Pm) satisfies Hypothesis 4.2 for any positive integer m.
Let m be a positive integer and let m and n be ideals of Nm+1 such that m | n and
H1(F∗)n(K, (T/p
m+1T )∨(1)) vanishes. Then H1(F∗)n(K, (T/p
mT )∨(1)) vanishes by Corol-
lary 3.8 and soH1Fn(K,T/p
m+1T )⊗R/(pm+1)R/(p
m) andH1Fn(K,T/p
mT ) are freeR/(pm)-
modules of the same rank by Remark 4.3. Hence by Lemma 3.10, the natural homomor-
phism
H1Fn(K,T/p
m+1T )⊗R/(pm+1) R/(p
m)→ H1Fn(K,T/p
mT )
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is an isomorphism. Hence there is a canonical injection
H1Fm(K,T/p
mT )→ H1Fn(K,T/p
m+1T )⊗R/(pm+1) R/(p
m).
Applying Corollary 2.7 with X = H1Fm(K,T/p
m+1T ), Y = H1Fm(K,T/p
mT ), and F =
H1Fn(K,T/p
m+1T ), we get a natural homomorphism⋂r+ν(m)
R/(pm+1)
H1Fm(K,T/p
m+1T )→
⋂r+ν(m)
R/(pm)
H1Fm(K,T/p
mT ).
Since m is any element of Nm+1, we get a homomorphism
SSr(T/p
m+1T,F)→ SSr(T/p
mT,F).
Lemma 4.10. Let m be a positive integer.
(i) The map SSr(T/p
m+1T,F)→ SSr(T/p
mT,F) is surjective.
(ii) Fix ǫ(m+1) in SSr(T/p
m+1T,F) and write ǫ(m) for its image in SSr(T/p
mT,F).
Then for each non-negative integer i one has Ii(ǫ
(m+1))R/(pm) = Ii(ǫ
(m)).
Proof. Take an ideal n ∈ Nm+1 such that H
1
(F∗)n
(K, (T/pm+1T )∨(1)) vanishes. Then we
have the following commutative diagram:
SSr(T/p
m+1T,F)

//
⋂r+ν(n)
R/(pm+1)H
1
Fn(K,T/p
m+1T )

SSr(T/p
mT,F) //
⋂r+ν(n)
R/(pm)H
1
Fn(K,T/p
mT ).
The horizontal maps are isomorphisms by Theorem 4.6(i) and the right vertical map is
surjective by the commutativity of the diagram in Corollary 2.7 and that
H1Fn(K,T/p
m+1T )⊗R/(pm+1) R/(p
m) ≃ H1Fn(K,T/p
mT ) ≃ (R/(pm))r+ν(n).
Hence the map SSr(T/p
m+1T,F)→ SSr(T/p
mT,F) is surjective.
We will show claim (ii). We may assume that ǫ(m+1) is a basis of SSr(T/p
m+1T,F). By
claim (i), ǫ(m) is also a basis of SSr(T/p
mT,F). Then we have
Ii(ǫ
(m+1))R/(pm) = FittiR/(pm+1)
(
H1F∗(K, (T/p
m+1T )∨(1))∨
)
R/(pm)
= FittiR/(pm)
((
H1F∗(K, (T/p
m+1T )∨(1))[pm]
)∨)
= FittiR/(pm)
(
H1F∗(K, (T/p
mT )∨(1))∨
)
= Ii(ǫ
(m))
where the first and forth equality follows from Theorem 4.6(ii) and the third equality
follows from Corollary 3.8. 
Definition 4.11. We define the module SSr(T,F) of Stark systems of rank r for (T,F)
to be the inverse limit
SSr(T,F) := lim←−
m∈Z>0
SSr(T/p
mT,F).
Let i be non-negative integer and ǫ = (ǫ(m))m ∈ SSr(T,F). Then, by Lemma 4.10(ii), we
see that the family (Ii(ǫ
(m)))m is an inverse system. We define an ideal Ii(ǫ) of R to be
the inverse limit
Ii(ǫ) := lim←−
m
Ii(ǫ
(m)).
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Theorem 4.12.
(i) The R-module SSr(T,F) is free of rank one.
(ii) The following claims are valid for all ǫ in SSr(T,F) and all i ≥ 0.
(a) Ii(ǫ) ⊆ Ii+1(ǫ), with equality for all sufficiently large i.
(b) I∞(ǫ) :=
⋃
i≥0 Ii(ǫ) is equal to R if and only if ǫ is a basis of SSr(A,F).
(c) Ii(ǫ) = I∞(ǫ) · Fitt
i
R
(
H1F∗(K,T
∨(1))∨
)
.
Proof. Claim (i) follows directly from Lemma 4.10(i) and Theorem 4.6(i).
To prove claim (ii) it is enough, just as with the proof of Theorem 4.6(ii), to show
that if ǫ = (ǫ(m))m is a basis of SSr(T,F), then for each non-negative integer i one has
Ii(ǫ) = Fitt
i
R(H
1
F∗(K,T
∨(1))∨).
In this case, each element ǫ(m) is a basis of SSr(T/(p
m),F) over R/(pm) and so Theo-
rem 4.6(ii) implies that
Ii(ǫ) = lim←−
m
FittiR/(pm)
(
H1F∗(K, (T/p
mT )∨(1))∨
)
= lim
←−
m
FittiR
(
H1F∗(K,T
∨(1))∨
)
R/(pm)
= FittiR
(
H1F∗(K,T
∨(1))∨
)
,
where the second equality follows from Corollary 3.8 and the last from the fact that R is
a complete noetherian ring and so every ideal is closed. 
5. Kolyvagin systems
In this section, we develop the theory of higher rank Kolyvagin systems. We continue
to use the notation introduced in §3.
5.1. Definition. In the following, we suppose r > 0. (We do not define Kolyvagin systems
of rank zero).
We recall the definition of Kolyvagin systems. As in §4.1, we fix an isomorphism
H1/f (Kq, A) ≃ R for each q ∈ P and identify them. We will again use the map vq,
which is defined by
vq : H
1
F(n)(K,A)
locq
→ H1(Kq, A)→ H
1
/f (Kq, A) = R.
If q | n, this map induces
vq :
⋂r
R
H1F(n)(K,A) ⊗Gn →
⋂r−1
R
H1Fq(n/q)(K,A) ⊗Gn.
(For the definition of Gn, see §3.1.2.)
The finite-singular comparison map
ϕfsq : H
1
F(n/q)(K,A)
locq
→ H1f (Kq, A)
ϕfsq
→ H1tr(Kq, A) ⊗Gq = H
1
/f (Kq, A)⊗Gq = R⊗Gq,
which is defined in §3.1.4, induces
ϕfsq :
⋂r
R
H1F(n/q)(K,A) ⊗Gn/q →
⋂r−1
R
H1Fq(n/q)(K,A) ⊗Gn.
A Kolyvagin system of rank r (for (A,F)) is an element
(κn)n ∈
∏
n∈N
⋂r
R
H1F(n)(K,A) ⊗Gn
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which satisfies the ‘finite-singular relation’
vq(κn) = ϕ
fs
q (κn/q) in
⋂r−1
R
H1Fq(n/q)(K,A) ⊗Gn.
The set of all Kolyvagin systems of rank r is denoted by KSr(A,F). This is an R-
submodule of
∏
n∈N
⋂r
RH
1
F(n)(K,A) ⊗Gn.
5.2. Regulator maps. We quickly review the relation between Kolyvagin and Stark sys-
tems (see [4, §4.2]).
There exists a canonical homomorphism of R-modules
Regr : SSr(A,F)→ KSr(A,F),
which is referred to in loc. cit. as a ‘regulator map’. The definition of this map is as
follows. Let ǫ = (ǫn)n ∈ SSr(A,F). For each n ∈ N , we define
κ(ǫn) :=
(∧
q|n
ϕfsq
)
(ǫn) ∈
⋂r
R
H1F(n)(K,A) ⊗Gn,
where we regard
∧
q|nϕ
fs
q as a map∧
q|n
ϕfsq :
⋂r+ν(n)
R
H1Fn(K,A) →
⋂r
R
H1F(n)(K,A) ⊗Gn.
Then one sees that (κ(ǫn))n is a Kolyvagin system. In fact, if q | n, then we have
vq(κ(ǫn)) = vq
((∧
q′|n
ϕfsq′
)
(ǫn)
)
= ϕfsq
((∧
q′|n/q
ϕfsq′
)
(vq(ǫn))
)
= ϕfsq
((∧
q′|n/q
ϕfsq′
)
(ǫn/q)
)
= ϕfsq (κ(ǫn/q)).
The regulator map is defined by setting Regr(ǫ) := (κ(ǫn))n.
5.3. Kolyvagin systems and Selmer modules. For each κ ∈ KSr(A,F), we can asso-
ciate it with invariants Ii(κ), similarly to the case of Stark systems (see Definition 4.1).
Definition 5.1. Let κ ∈ KSr(A,F). We fix a generator of Gq for each q ∈ P and regard⋂r
R
H1F(n)(K,A) ⊗Gn =
⋂r
R
H1F(n)(K,A)
for every n ∈ N . For a non-negative integer i, define an ideal Ii(κ) of R by
Ii(κ) :=
∑
n∈N , ν(n)=i
im(κn),
where we regard κn ∈
⋂r
RH
1
F(n)(K,A) = HomR
(∧r
RH
1
F(n)(K,A)
∗, R
)
. These ideals, of
course, do not depend on the choice of a generator of Gq for each q.
The aim of this subsection is to prove the following theorem, which is one of the main
results in this paper.
Theorem 5.2. Assume Hypotheses 3.2, 3.3 and 4.2, and also suppose p > 3.
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(i) The regulator map
Regr : SSr(A,F)→ KSr(A,F)
is an isomorphism. In particular, the R-module KSr(A,F) is free of rank one.
(ii) Fix κ in KSr(A,F). Then for each ideal n in N one has
im(κn) ⊆ Fitt
0
R(H
1
F(n)∗(K,A
∗(1))∗),
with equality if κ is a basis of KSr(A,F). In particular, if κ is a basis, then
im(κ1) = Fitt
0
R(H
1
F∗(K,A
∗(1))∗).
(iii) Fix κ in KSr(A,F). Then for each non-negative integer i one has
Ii(κ) ⊆ Fitt
i
R(H
1
F∗(K,A
∗(1))∗),
with equality if R is a principal ideal ring and κ is a basis of KSr(A,F).
Remark 5.3. For each κ in KSr(A,F) and each non-negative integer i, Theorem 5.2(i)
allows us to define a canonical ideal of R by setting
I ′i(κ) := Ii(Reg
−1
r (κ)),
where the right hand side is as defined in Definition 4.1. If R is a principal ideal ring
and κ is a basis of KSr(A,F), then Theorems 4.6(ii) and 5.2(iii) combine to imply that
I ′i(κ) = Ii(κ) for all i. It would be interesting to know if such an equality is true more
generally but this question seems to be difficult.
The next subsection is devoted to the proof of Theorem 5.2.
5.4. The proof of Theorem 5.2. In this subsection, we always assume Hypotheses 3.2,
3.3, and 4.2, and fix an injection k →֒ R. Note that
H1? (Kq, A)⊗R k
∼
−→ H1? (Kq, A⊗R k)
and
H1? (Kq, A⊗R k)
∼
−→ H1? (Kq, A)[p]
where q ∈ P, ? ∈ {∅, f, /f, tr, /tr}, the first map is the natural map, and the second is
induced by the fixed map k →֒ R.
Lemma 5.4. If n ∈ N is an ideal such that H1(F∗)n(K,A
∗(1)) = 0, then the natural map
H1Fn(K,A) ⊗R k→ H
1
Fn(K,A ⊗R k)
and the map
H1Fn(K,A ⊗R k)→ H
1
Fn(K,A)[p]
induced by k →֒ R are isomorphisms.
Proof. Note that H1Fn(K,A) ≃ R
r+ν(n) by Hypothesis 4.2. Applying Lemma 3.10 with
S = k and X = H1Fn(K,A), we see that the natural map
H1Fn(K,A) ⊗R k→ H
1
Fn(K,A ⊗R k)
is injective. By Hypothesis 3.3 and Lemma 3.6, we have (coker (A⊗R k→ A))
GK = 0,
and so the map
H1Fn(K,A ⊗R k)→ H
1
Fn(K,A)[p]
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induced by k →֒ R is also injective. Hence we have
r + ν(n) = dimkH
1
Fn(K,A) ⊗R k
≤ dimkH
1
Fn(K,A ⊗R k)
≤ dimkH
1
Fn(K,A)[p]
= r + ν(n)
where the last equality follows from the fact that dimkR[p] = 1 and H
1
Fn(K,A) ≃ R
r+ν(n).
Hence both the injections are isomorphisms. 
Corollary 5.5. For any ideal n ∈ N , the map H1F(n)(K,A⊗Rk)→ H
1
F(n)(K,A)[p] induced
by the map k →֒ R is an isomorphism.
Proof. Let n ∈ N . By using Lemma 3.9, we can take an ideal m ∈ N with n | m and
H1(F∗)m(K,A
∗(1)) = 0. Then by the definition of the Selmer structure F(n), we have the
following diagram, whose rows are exact:
H1F(n)(K,Ak)

 //

H1Fm(K,Ak)
//

⊕
q|nH
1
/tr(Kq, Ak)⊕
⊕
q|m
n
H1/f (Kq, Ak)
≃

H1F(n)(K,A)[p]

 // H1Fm(K,A)[p]
//⊕
q|nH
1
/tr(Kq, A)[p]⊕
⊕
q|m
n
H1/f (Kq, A)[p].
Here we abbreviate A ⊗R k to Ak, the vertical maps are induced by k →֒ R and the
rightmost vertical map is an isomorphism. By Lemma 5.4, the middle vertical map is also
an isomorphism, and so is the left. 
For an ideal n ∈ N , put
λ(n) := dimkH
1
F(n)(K,A ⊗R k)
and
λ∗(n) := dimkH
1
F∗(n)(K, (A ⊗R k)
∗(1)).
Corollary 5.6. For any ideal n in N one has r = λ(n)−λ∗(n) and hence also λ∗(n) < λ(n).
Proof. Let n ∈ N . We take an ideal m ∈ N with n | m and H1(F∗)m(K,A
∗(1)) = 0 by using
Lemma 3.9. Then H1(F∗)m(K, (A ⊗R k)
∗(1)) = 0 by Corollary 3.8. Hence we have
λ(n)− λ∗(n) = dimkH
1
Fm(K,A ⊗R k)− ν(m) = r
where the first equality follows from the global duality and
dimkH
1
/f (Kq, A⊗R k) = dimkH
1
/tr(Kq, A⊗R k) = 1
for any prime q ∈ P, and the second equality follows from Lemma 5.4 and Hypothesis 4.2.

Proposition 5.7. Let n ∈ N and q ∈ P with q ∤ n. Assume that the localization maps
H1F(n)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k)
and
H1F∗(n)(K, (A ⊗R k)
∗(1))→ H1f (Kq, (A⊗R k)
∗(1))
are non-zero. Then we have λ(nq) = λ(n)− 1 and λ∗(nq) = λ∗(n)− 1.
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Proof. By the assumption and the fact that
dimkH
1
f (Kq, A⊗R k) = dimkH
1
f (Kq, (A⊗R k)
∗(1)) = 1,
the sequences
0→ H1Fq(n)(K,A⊗R k)→ H
1
F(n)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k)→ 0
and
0→ H1/f (Kq, A)→ H
1
F∗(n)(K, (A ⊗R k)
∗(1))∗ → H1(F∗)q(n)(K, (A ⊗R k)
∗(1))∗ → 0
are exact. Hence by the global duality and the second exact sequence, we have
H1Fq(n)(K,A ⊗R k) = H
1
F(n)(K,A⊗R k),
and so
H1F(nq)(K,A ⊗R k) = H
1
F(n)(K,A ⊗R k) ∩H
1
F(nq)(K,A ⊗R k) = H
1
Fq(n)(K,A ⊗R k).
Thus λ(nq) = λ(n) − 1 by the first exact sequence, and so λ∗(nq) = λ∗(n) − 1 by Corol-
lary 5.6. 
According to Mazur and Rubin [11], it is convenient to regard elements inN as ‘vertices’.
In Definition 5.12 below, we consider a graph, whose vertices consist of elements in N .
We first recall the notion of ‘core vertices’ introduced by Mazur and Rubin.
Definition 5.8. We say that n ∈ N is a core vertex if H1F∗(n)(K,A
∗(1)) = 0.
Remark 5.9.
(i) By Corollary 3.8, n ∈ N is a core vertex if and only if λ∗(n) = 0. In this case, we
have λ(n) = r by Corollary 5.6.
(ii) Let n ∈ N be a core vertex. By the global duality, we have
0→ H1F(n)(K,A)→ H
1
Fn(K,A)→
⊕
q|n
H1/tr(Kq, A)→ 0.
Since H1Fn(K,A) ≃ R
r+ν(n) by Hypothesis 4.2 and H1/tr(Kq, A) ≃ R for any prime
q ∈ P, the R-module H1F(n)(K,A) is free of rank r.
Lemma 5.10. Let n ∈ N and q ∈ P with q ∤ n. Then we have |λ(nq) − λ(n)| ≤ 1 and
|λ∗(nq) − λ∗(n)| ≤ 1.
Proof. Since dimkH
1
/f (Kq, A⊗R k) = dimkH
1
/tr(Kq, A⊗R k) = 1, we have
0 ≤ dimkH
1
Fq(n)(K,A ⊗R k)− λ(n) ≤ 1
and
0 ≤ dimkH
1
Fq(n)(K,A ⊗R k)− λ(nq) ≤ 1.
Hence |λ(nq) − λ(n)| ≤ 1. The inequality |λ∗(nq) − λ∗(n)| ≤ 1 follows from Corollary 5.6
and |λ(nq) − λ(n)| ≤ 1. 
Corollary 5.11. There is a core vertex n ∈ N with ν(n) = λ∗(1). Furthermore, every
core vertex n ∈ N satisfies an inequality ν(n) ≥ λ∗(1).
Proof. The existence of a core vertex n ∈ N with ν(n) = λ∗(1) follows from Lemma 3.9,
Corollary 5.6, and Proposition 5.7. The second claim follows from Lemma 5.10. 
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Definition 5.12. We define a graph X 0 as follows.
• The vertices of X 0 are the core vertices.
• Let n and nq be core vertices. We join n and nq by an edge in X 0 if and only if
the localization map H1F(n)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k) is non-zero.
Lemma 5.13. Let n ∈ N and q ∈ P with q ∤ n.
(i) If n is a core vertex and the map H1F(n)(K,A⊗R k)→ H
1
f (Kq, A⊗R k) is non-zero,
then nq is also a core vertex and n and nq are joined by an edge in X 0.
(ii) If nq is a core vertex and the map H1F(nq)(K,A⊗Rk)→ H
1
tr(Kq, A⊗Rk) is non-zero,
then n is also a core vertex and n and nq are joined by an edge in X 0.
Proof. We first prove claim (i). If n is a core vertex, we have an exact sequence by the
global duality
0→ H1Fq(n)(K,A ⊗R k)→ H
1
F(n)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k)
→ H1(F∗)q(n)(K, (A ⊗R k)
∗(1))∗ → 0.
Since dimkH
1
f (Kq, A ⊗R k) = 1 and the map H
1
F(n)(K,A ⊗R k) → H
1
f (Kq, A ⊗R k) is
non-zero, we have H1(F∗)q(n)(K, (A ⊗R k)
∗(1)) = 0, and so H1F∗(nq)(K, (A ⊗R k)
∗(1)) = 0.
To prove claim (ii), we can show in a similar way that n is a core vertex, by showing
that H1(F∗)q(n)(K, (A⊗R k)
∗(1)) = 0. By the global duality, the cokernel of the localization
map H1F(n)(K,A ⊗R k) → H
1
f (Kq, A ⊗R k) injects into H
1
(F∗)q(n)(K, (A ⊗R k)
∗(1))∗ = 0.
Hence n and nq are joined by an edge in X 0. 
Lemma 5.14 ([11, Lem. 4.3.9]). If n and nq are core vertices, then there is a path in X 0
from n to nq.
Proof. We may assume that the map H1F(n)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k) is zero. Then
we have
H1F(n)(K,A ⊗R k) = H
1
Fq(n)
(K,A ⊗R k) = H
1
F(nq)(K,A⊗R k)
where the second equality follows from λ(n) = r = λ(nq). Furthermore, by the global
duality, we have dimkH
1
(Fq(n))∗
(K, (A ⊗R k)
∗(1)) = 1. By Lemma 3.9, there is a prime
r ∈ P with r ∤ nq such that the localization maps
H1F(n)(K,A ⊗R k)→ H
1
f (Kr, A⊗R k)
and
H1(Fq(n))∗(K, (A ⊗R k)
∗(1))→ H1f (Kr, (A⊗R k)
∗(1))
are non-zero. By Lemma 5.13(i) and H1F(n)(K,A ⊗R k) = H
1
F(nq)(K,A ⊗R k), it follows
from the fact that the map H1F(n)(K,A⊗R k)→ H
1
f (Kr, A⊗R k) is non-zero that both nr
and nqr are core vertices and that there are paths in X 0 from n to nr and from nq to nqr.
Hence again by Lemma 5.13(i), we only need to show that
H1Fq(nr)(K,A ⊗R k) 6= H
1
F(nr)(K,A ⊗R k).
Since the map H1(Fq(n))∗(K, (A ⊗R k)
∗(1)) → H1f (Kr, (A ⊗R k)
∗(1)) is non-zero, we have
H1Fq(n)(K,A ⊗R k) = H
1
Frq(n)
(K,A ⊗R k) by the global duality. Hence we get an equality
H1Fq(nr)(K,A ⊗R k) = H
1
Fqr(n)
(K,A ⊗R k) = H
1
Fr(n)
(K,A ⊗R k)
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where the second equality follows from H1F(n)(K,A⊗R k) = H
1
Fq(n)
(K,A⊗R k). Since the
map H1F(n)(K,A ⊗R k)→ H
1
f (Kr, A⊗R k) is non-zero, we have
dimkH
1
Fq(nr)
(K,A ⊗R k) = dimkH
1
Fr(n)
(K,A ⊗R k) = λ(n)− 1 = λ(nr) − 1.
This completes the proof. 
Lemma 5.15. Let s be a positive integer. For 1 ≤ i ≤ s, let ni ∈ N be a core vertex and
qi ∈ P with qi | ni. If 2s < p and ni/qi is not a core vertex for any 1 ≤ i ≤ s, then there
is a prime r ∈ P with r ∤ n1 · · · ns such that n1r/q1, . . . , nsr/qs are core vertices and that
there is a path in X 0 from ni to nir/qi for every 1 ≤ i ≤ s.
Proof. Let 1 ≤ i ≤ s and put mi = ni/qi. Since λ
∗(ni) = 0 and mi is not a core vertex, we
have λ(mi) = r + 1 and λ
∗(mi) = 1 by Corollary 5.6 and Lemma 5.10. Note that
H1F(ni)(K,A ⊗R k) ⊆ H
1
Fqi(mi)
(K,A ⊗R k) = H
1
F(mi)
(K,A ⊗R k).
In fact, we have λ(mi) ≤ dimkH
1
Fqi(mi)
(K,A⊗R k) ≤ λ(ni)+ 1 = λ(mi), where the second
inequality follows from the exact sequence
0→ H1F(ni)(K,A⊗R k)→ H
1
Fqi (mi)
(K,A ⊗R k)→ H
1
/tr(K,A⊗R k)
and dimkH
1
/tr(K,A ⊗R k) = 1. By Lemma 3.9 and 2s < p, there is a prime r ∈ P with
r ∤ n1 · · · ns such that the maps
H1F(ni)(K,A ⊗R k)→ H
1
f (Kr, A⊗R k)
and
H1F∗(mi)(K, (A ⊗R k)
∗(1))→ H1f (Kr, (A⊗R k)
∗(1))
are non-zero for any 1 ≤ i ≤ s. Then λ∗(mir) = λ
∗(mi)− 1 = 0 by Proposition 5.7. Hence
mir is a core vertex. Furthermore, by Lemma 5.13(i), nir is also a core vertex. Therefore
by using Lemma 5.14, there is a path in X 0 from ni to mir for any 1 ≤ i ≤ s. 
Corollary 5.16. Suppose that n1, n2 ∈ N are core vertices and ν(n1) = ν(n2) = λ
∗(1). If
p > 3, then there is a path in X 0 from n1 to n2.
Proof. We will prove this lemma by induction on λ∗(1) − ν(gcd(n1, n2)) ≥ 0. When it
is equal to zero, we have n1 = n2 and there is nothing to prove. Suppose n1 6= n2, and
fix distinct primes q1 | n1 and q2 | n2. Then n1/q1 and n2/q2 are not core vertices by
Corollary 5.11. By Lemma 5.15 and p > 3, there is a prime r ∈ P with r ∤ n1n2 such that
both n1r/q1 and n2r/q2 are core vertices and that there are paths in X
0 connecting n1
to n1r/q1 and n2 to n2r/q2. Since ν(gcd(n1r/q1, n2r/q2)) = ν(gcd(n1, n2)) + 1, there is a
path in X 0 connecting n1r/q1 to n2r/q2 by the induction hypothesis. This completes the
proof. 
Lemma 5.17. Suppose that n ∈ N is a core vertex with ν(n) > λ∗(1). Then there is a
core vertex m ∈ N with ν(m) = ν(n)− 1 such that there is a path in X 0 from n to m.
Proof. By Lemma 5.14, we may assume that n/q is not a core vertex for any q | n. Then
by Lemma 5.13(ii), we have
H1F(n)(K,A ⊗R k) = H
1
Fn(K,A ⊗R k).
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Since λ(1)− dimkH
1
Fn
(K,A⊗R k) = λ(1)− λ(n) = λ(1) − r = λ
∗(1) < ν(n) and
H1Fn(K,A ⊗R k) = ker
H1F (K,A ⊗R k)→⊕
q|n
H1f (Kq, A⊗R k)
 ,
the map H1F (K,A⊗R k)→
⊕
q|nH
1
f (Kq, A⊗R k) is not surjective. For any prime q | n, if
H1Fn(K,A ⊗R k) 6= H
1
Fn/q
(K,A ⊗R k), there is an element x ∈ H
1
F(K,A ⊗R k) such that
locq(x) 6= 0 and locq′(x) = 0 for each prime q
′ | n/q. Hence there is a prime q | n such that
H1Fn(K,A ⊗R k) = H
1
Fn/q
(K,A ⊗R k)
since the map H1F (K,A ⊗R k) →
⊕
q|nH
1
f (Kq, A ⊗R k) is not surjective. Let m = n/q.
Since m is not a core vertex, we have λ∗(m) = 1 by Lemma 5.10. Hence by Lemma 3.9,
there is a prime r ∈ P with r ∤ n such that the maps
H1Fn(K,A⊗R k)→ H
1
f (Kr, A⊗R k)
and
H1F∗(m)(K, (A ⊗R k)
∗(1))→ H1f (Kr, (A⊗R k)
∗(1))
are non-zero. Then mr and nr are core vertices by Proposition 5.7 and Lemma 5.13(i).
Hence by using Lemma 5.14, we see that there is a path in X 0 from n to mr.
Since the map H1F∗(m)(K, (A ⊗R k)
∗(1))→ H1f (Kr, (A⊗R k)
∗(1)) is surjective, we have
H1F(m)(K,A ⊗R k) = H
1
Fr(m)(K,A ⊗R k) by the global duality. Hence we get
H1F(mr)(K,A ⊗R k) = H
1
Fr(m)(K,A ⊗R k) ∩H
1
F(mr)(K,A ⊗R k)
= H1Fr(m)(K,A ⊗R k).
Furthermore, we have
dimkH
1
Fmr(K,A ⊗R k) = dimkH
1
Fnr(K,A ⊗R k) = r − 1
since the map H1Fn(K,A ⊗R k)→ H
1
f (Kr, A⊗R k) is non-zero and
H1Fm(K,A⊗R k) = H
1
Fn(K,A⊗R k) = H
1
F(n)(K,A ⊗R k).
Since λ(mr) = r, we conclude that the sum of localization maps
H1Fr(m)(K,A ⊗R k) = H
1
F(mr)(K,A ⊗R k)→
⊕
s|m
H1tr(Ks, A⊗R k)
is non-zero. Thus there is a prime s | m such that the localization map
H1F(mr)(K,A ⊗R k)→ H
1
tr(Ks, A⊗R k)
is non-zero. By Lemma 5.13(ii), mr/s is a core vertex. Hence by Lemma 5.14 there is a
path in X 0 from mr/s to mr. This completes the proof. 
Theorem 5.18 ([11, Th. 4.3.12]). Suppose that Hypotheses 3.2, 3.3, and 4.2. If p > 3,
then the graph X 0 is connected.
Proof. Let n1, n2 ∈ N be core vertices. By Corollary 5.11 and Lemma 5.17, there are core
vertices m1,m2 ∈ N with λ(m1) = λ(m2) = λ
∗(1) such that there are paths in X 0 from n1
to m1 and n2 to m2. Since p > 3, there is a path in X
0 from m1 to m2 by Corollary 5.16.
Hence the graph X 0 is connected. 
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Lemma 5.19. Let n ∈ N and q ∈ P with q ∤ n. If n and nq are core vertices and the
localization map H1F(n)(K,A⊗R k)→ H
1
f (Kq, A⊗R k) is non-zero, then the maps
ϕfsq :
⋂r
R
H1F(n)(K,A) ⊗Gn →
⋂r−1
R
H1Fq(n)(K,A) ⊗Gnq
and
vq :
⋂r
R
H1F(nq)(K,A) ⊗Gnq →
⋂r−1
R
H1Fq(n)(K,A) ⊗Gnq
are isomorphisms.
Proof. Note that H1F(n)(K,A) is free of rank r by Remark 5.9. The natural map
H1F(n)(K,A) ⊗R k→ H
1
F(n)(K,A⊗R k)
is an isomorphism by Lemma 3.10 and the fact that
dimkH
1
F(n)(K,A) ⊗R k = r = λ(n) = dimkH
1
F(n)(K,A ⊗R k).
Thus the localization map
H1F(n)(K,A)→ H
1
f (Kq, A)
is surjective since H1f (Kq, A) ⊗R k ≃ H
1
f (Kq, A ⊗R k) and the map H
1
F(n)(K,A ⊗R k) →
H1f (Kq, A⊗R k) is non-zero. Hence, by the global duality, we have a split exact sequence
of free R-modules
0→ H1Fq(n)(K,A)→ H
1
F(n)(K,A) → H
1
f (Kq, A)→ 0
and H1(F∗)q(n)(K,A
∗(1)) = H1F∗(n)(K,A
∗(1)) = 0. Again, by the global duality and the
fact that H1(F∗)q(n)(K,A
∗(1)) = 0, we have a split exact sequence of free R-modules
0→ H1Fq(n)(K,A)→ H
1
F(nq)(K,A)→ H
1
tr(Kq, A)→ 0.
Since the R-modules H1F(n)(K,A) and H
1
F(nq)(K,A) are free of rank r, the maps ϕ
fs
q and
vq are isomorphisms. 
Theorem 5.20. Suppose Hypotheses 3.2, 3.3, and 4.2. Let n ∈ N be a core vertex. If
p > 3, then the projection map
KSr(A,F)→
⋂r
R
H1F(n)(K,A) ⊗Gn; κ 7→ κn
is an isomorphism. In particular, KSr(A,F) is a free R-module of rank one.
Proof. Since n ∈ N is a core vertex, by the global duality, we have a split exact sequence
of free R-modules:
0→ H1F(n)(K,A)→ H
1
Fn(K,A)→
⊕
q|n
H1/tr(Kq, A)→ 0.
Hence, by Hypothesis 4.2, the map∧
q|n
ϕfsq :
⋂r+ν(n)
R
H1Fn(K,A)→
⋂r
R
H1F(n)(K,A) ⊗Gn(7)
is an isomorphism. By using the map Regr : SSr(A,F) → KSr(A,F) and by Theorem
4.6(i), we conclude that the map KSr(A,F)→
⋂r
RH
1
F(n)(K,A) ⊗Gn is surjective.
Let κ ∈ KSr(A,F) with κn = 0. To prove injectivity, we will show that κm = 0 for
any ideal m ∈ N by induction on λ∗(m). If λ∗(m) = 0, then m is a core vertex. Hence
by Theorem 5.18, Lemma 5.19, and κn = 0, we have κm = 0. Suppose that λ
∗(m) > 0
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and κm 6= 0. By Lemma 3.9, we can take an ideal r ∈ N coprime to m such that the
localization maps
H1F(m)(K,A ⊗R k)→ H
1
f (Kq, A⊗R k)
and
H1F∗(m)(K, (A ⊗R k)
∗(1))→ H1f (Kq, (A⊗R k)
∗(1))
are non-zero for any prime q | r and that the sum of localization maps
H1F(m)(K,A⊗R k)→
⊕
q|r
H1f (Kq, A⊗R k)
is injective. Then the map
H1F(m)(K,A)→
⊕
q|r
H1f (Kq, A)
is also injective by using Corollary 5.5 and the injectivity of the maps H1f (Kq, A⊗R k)→
H1f (Kq, A) induced by the map k →֒ R for any prime q ∈ P. By taking the dual of this
map, we see that
0 =
⋂
q|r
ker
(
ϕfsq :
⋂r
R
H1F(m)(K,A) ⊗Gm →
⋂r−1
R
H1Fq(m)(K,A) ⊗Gmq
)
by Corollary 2.6. Hence there is a prime q | r such that ϕfsq (κm) 6= 0, since we suppose
κm 6= 0. Furthermore, we have λ
∗(mq) = λ∗(m)−1 by Proposition 5.7, and so we conclude
that κmq = 0 by the induction hypothesis. By the definition of Kolyvagin system, we have
0 = vq(κmq) = ϕ
fs
q (κm) 6= 0. This is a contradiction. Thus κm = 0. 
Remark 5.21. The proof of Theorem 5.18 is parallel to that of [11, Th. 4.3.12]. However,
the notion of exterior power bidual plays a critical role in the proof of Theorem 5.20,
allowing us to overcome the problem discussed by Mazur and Rubin in [13, Rem. 11.9].
More precisely, it is crucial for the proof of Theorem 5.20 that if κm does not vanish, then
there exists a prime ideal q such that ϕfsq (κm) does not vanish and the corresponding fact
is not true if one defines Kolyvagin systems by using exterior powers rather than exterior
power biduals. This is the reason why Mazur and Rubin could not prove any result that
corresponds to Theorem 5.20.
The following lemma will be used in the proof of Theorem 5.2(iii).
Lemma 5.22. Let n ∈ N . Then for each natural number i one has∑
q∈P, q∤n
Fitti−1R (H
1
F∗(nq)(K,A
∗(1))∗) ⊆ FittiR(H
1
F∗(n)(K,A
∗(1))∗),
with equality if AnnR(H
1
F(n)(K,A)) vanishes.
Proof. Note that, if F satisfies Hypothesis 4.2, then so does F(n). In fact, by Lemma 3.9,
we can take an ideal d ∈ N coprime to n such that H1(F∗)d(n)(K,A
∗(1)) vanishes. Then,
by the global duality, we have an exact sequence
0→ H1Fd(n)(K,A)→ H
1
Fdn(K,A)→
⊕
q|n
H1/tr(Kq, A)→ 0.
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Since H1Fdn(K,A) ≃ R
r+ν(dn) by Remark 4.3 and H1/tr(Kq, A) ≃ R for any prime q | n, we
conclude that H1Fd(n)(K,A) ≃ R
r+ν(d).
Hence we can apply Lemma 4.4 for the Selmer structure F(n) and we have
FittiR(H
1
F∗(n)(K,A
∗(1))∗) =
∑
q∈P, q∤n
Fitti−1R (H
1
(F∗)q(n)(K,A
∗(1))∗).
(Note that S(F(n)) = S ∪ {q | n} and so the primes running in the sum on the right hand
side are restricted to q ∈ P with q ∤ n.) Since the natural maps H1F∗(nq)(K,A
∗(1))∗ →
H1(F∗)q(n)(K,A
∗(1))∗ are surjective, we have∑
q∈P, q∤n
Fitti−1R (H
1
F∗(nq)(K,A
∗(1))∗) ⊆
∑
q∈P, q∤n
Fitti−1R (H
1
(F∗)q(n)
(K,A∗(1))∗).
It is therefore enough to show that if AnnR(H
1
F(n)(K,A)) vanishes, then the reverse
inclusion is also valid.
Under this assumption, there exists an element e of H1F(n)(K,A) with AnnR(e) = 0. Let
x be a generator of R[p]. Then by Lemma 3.9, there is an ideal m ∈ N coprime to n such
that locq(xe) 6= 0 for any prime q | m and H
1
(F∗)m(n)
(K,A∗(1)) = 0. Since H1f (Kq, A) ≃ R,
it follows from the fact that locq(xe) 6= 0 that the map H
1
F(n)(K,A) → H
1
f (Kq, A) is
surjective for any prime q | m. Hence, by the global duality, we have H1F∗(n)(K,A
∗(1)) =
H1(F∗)q(n)(K,A
∗(1)). Therefore we have
H1F∗(nq)(K,A
∗(1)) = H1F∗(n)(K,A
∗(1)) ∩H1F∗(nq)(K,A
∗(1)) = H1(F∗)q(n)(K,A
∗(1)).
Again by Lemma 4.4, we have
FittiR(H
1
F∗(n)(K,A
∗(1))∗) =
∑
q∈P, q|m
Fitti−1R (H
1
(F∗)q(n)(K,A
∗(1))∗)
=
∑
q∈P, q|m
Fitti−1R (H
1
F∗(nq)(K,A
∗(1))∗)
⊆
∑
q∈P, q∤n
Fitti−1R (H
1
F∗(nq)(K,A
∗(1))∗).
This completes the proof. 
Corollary 5.23. For each natural number i one has∑
m∈N , ν(m)=i
Fitt0R(H
1
F∗(m)(K,A
∗(1))∗) ⊆ FittiR(H
1
F∗(K,A
∗(1))∗),
with equality provided that AnnR(H
1
F(n)(K,A)) vanishes for all ideals n in N .
Proof. This result follows directly from Lemma 5.22. 
Proof of Theorem 5.2. Claim (i) follows from Theorem 4.6(i), Theorem 5.20, and the iso-
morphism (7).
To prove claim (ii) it is enough to consider the case that κ is a basis of KSr(A,F). To
do this we fix an ideal n in N and a generator of each Gq and we regard κn as an element
of
⋂r
RH
1
F(n)(K,A). By claim (i), there exists a basis ǫ of SSr(A,F) such that Regr(ǫ) = κ.
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By using Lemma 3.9, we can take an ideal m ∈ N with n | m and H1(F∗)m(K,A
∗(1)) = 0.
Then by global duality, we have an exact sequence
0→ H1F(n)(K,A)→ H
1
Fm(K,A) → X → H
1
F∗(n)(K,A
∗(1))∗ → 0(8)
where X =
⊕
q|nH
1
/tr(Kq, A) ⊕
⊕
q|m
n
H1/f (Kq, A). Note that, under Hypothesis 4.2, the
R-modules X and H1Fm(K,A) are respectively free of ranks ν(m) and r + ν(m). Since ǫm
is a generator of
⋂r+ν(m)
R H
1
Fm(K,A) by Theorem 4.6(i), κn is a generator of the R-module
im
(∧
q|n
ϕfsq :
⋂r+ν(m)
R
H1Fm(K,A) →
⋂r
R
H1F(n)(K,A)
)
by the definitions of Stark system and the map Regr. Hence by Lemma 2.2(ii) and the
exact sequence (8), we have
Fitt0R(H
1
F∗(n)(K,A
∗(1))∗) = im(κn).
Next, we will prove claim(iii). In view of claim(ii) and Corollary 5.23, we only need to
show that AnnR(H
1
F(n)(K,A)) vanishes for any ideal n ∈ N when R is a principal ideal
ring.
Let n ∈ N . Then, by using Lemma 3.9, take an ideal m ∈ N with n | m and
H1(F∗)m(K,A
∗(1)) vanishes. Then we have
rankR(X) = ν(m) < r + ν(m) = rankR(H
1
Fm(K,A)).
Since R is principal, there is an injection
Rr →֒ ker(H1Fm(K,A)→ X) = H
1
F(n)(K,A),
by the elementary divisor theorem. Hence the ideal AnnR(H
1
F(n)(K,A)) vanishes, as re-
quired. 
5.5. Kolyvagin Systems over Gorenstein orders. In this subsection, we use the same
notation as in §4.3. Furthermore, we assume that Hypothesis 4.7 and (T/pmT,F ,Pm)
satisfies Hypothesis 4.2 for any positive integer m.
Let m be a positive integer and n ∈ Nm+1 a core vertex for (T/p
m+1T,F). Then n is
also a core vertex for (T/pmT,F) by Corollary 3.8. Hence in the same way as in §4.3, we
can construct a map
KSr(T/p
m+1T,F)→ KSr(T/p
mT,F).
such that the diagram
SSr(T/p
m+1T,F)

Regr // KSr(T/p
m+1T,F)

SSr(T/p
mT,F)
Regr // KSr(T/p
mT,F)
commutes.
Definition 5.24. We define the module KSr(T,F) of Kolyvagin systems for (T,F) to be
the inverse limit
KSr(T,F) := lim←−
m
KSr(T/p
mT,F).
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The maps Regr : SSr(T/p
mT,F) → KSr(T/p
mT,F) induce a homomorphism (also de-
noted by Regr)
Regr : SSr(T,F)→ KSr(T,F).
By Corollary 3.8 and Theorem 5.2(ii), we have Ii(κ
(m+1))R/(pm) ⊆ Ii(κ
(m)) for any
κ = {κ(n)} ∈ KSr(T,F) and non-negative integer i. Hence we can define an ideal Ii(κ) of
R to be the inverse limit
Ii(κ) := lim←−
m
Ii(κ
(m)).
Theorem 5.25. Suppose that p > 3.
(i) The map Regr : SSr(T,F) → KSr(T,F) constructed above is an isomorphism. In
particular, the R-module KSr(T,F) is free of rank one.
(ii) For each κ in KSr(T,F) one has
I0(κ) ⊆ Fitt
0
R
(
H1F∗(K,T
∨(1))∨
)
,
with equality if κ is a basis of KSr(T,F).
(iii) Fix κ in KSr(A,F). Then for each non-negative integer i one has
Ii(κ) ⊆ Fitt
i
R(H
1
F∗(K,T
∨(1))∨),
with equality if R is a principal ideal ring and κ is a basis of KSr(T,F).
Proof. Claims (i), (ii) and (iii) follow as direct consequences of the respective claims in
Theorem 5.2. 
Remark 5.26. For each κ in KSr(T,F) and each non-negative integer i, Theorem 5.25(i)
allows us to define an ideal of R by setting
I ′i(κ) := Ii(Reg
−1
r (κ)),
where the right hand side is as defined in Definition 4.11. If R is a principal ring and κ
is a R-basis of KSr(T,F), then Theorems 5.25(iii) and 4.12(ii)(c) combine to imply that
I ′i(κ) = Ii(κ) for all i but we do not know if this is true more generally.
6. Euler systems and Kolyvagin systems
In this section, we shall give a natural construction of higher rank Kolyvagin systems
from higher rank Euler systems (see Theorem 6.12 and Corollary 6.13).
By using results in previous sections, we shall then show that higher rank Euler systems
control Selmer modules (see Corollaries 6.15, 6.17 and 6.18).
6.1. Definition. Let K be a number field. Let p be a prime number. Let Q be a finite
extension of Qp, and O the ring of integers of Q. Let Q be a finite dimensional semisimple
commutative Q-algebra. Let R be a semilocal Gorenstein O-order in Q. Let T be a free
R-module of finite rank with a continuous R-linear action of GK . We assume that Sram(T )
is finite, and choose a finite set S of places of K such that
S∞(K) ∪ Sp(K) ∪ Sram(T ) ⊆ S.
For a prime q /∈ S, we set
Pq(x) := det(1− Fr
−1
q x | T
∗(1)) ∈ R[x],
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where T ∗(1) := HomR(T,R(1)). Let K/K be an abelian pro-p extension such that all
infinite places v ∈ S∞(K) split completely in K. We define a set of subfields of K/K by
Ω(K/K) := {F | K ⊆ F ⊆ K, F/K is finite}.
For a field F in Ω(K/K), set
S(F ) := S ∪ Sram(F/K),
GF := Gal(F/K).
In the following, we assume
Hypothesis 6.1.
(i) H1(OF,S(F ), T ) is a reflexive R[GF ]-module for every F ∈ Ω(K/K).
(ii) H0(F, T ) = 0 for every F ∈ Ω(K/K).
Remark 6.2. Since R is a Gorenstein O-order, Hypothesis 6.1(i) is satisfied if and only if
each group H1(OF,S(F ), T ) is free as an O-module. (See [1, Th. 6.2].)
Remark 6.3. When R = O = Zp and T = Zp(1), Hypothesis 6.1(i) is equivalent to
the condition that the p-completion of the unit group O×F,S(F ) is torsion-free for every
F ∈ Ω(K/K). This condition often appears in the context of Stark conjectures, and we
usually choose another set Σ of places to avoid assuming the condition, by considering the
‘Σ-modified unit group’ O×F,S(F ),Σ (see [18], where our Σ is denoted by T ). For a general
p-adic representation T , we can consider the ‘Σ-modified cohomology’ in a similar way
to avoid assuming Hypothesis 6.1(i). For details, see [4, §2.3]. In this article, we do not
consider such modified cohomology theory for simplicity.
The definition of higher rank Euler systems is as follows.
Definition 6.4 ([4, Definition 2.3]). Let r be a non-negative integer. An element
(cF )F ∈
∏
F∈Ω(K/K)
⋂r
R[GF ]
H1(OF,S(F ), T )
is said to be an Euler system of rank r for (T,K) if
CorF ′/F (cF ′) =
 ∏
q∈S(F ′)\S(F )
Pq(Fr
−1
q )
 cF in ⋂r
R[GF ]
H1(OF,S(F ′), T )
for any F,F ′ ∈ Ω(K/K) with F ⊆ F ′, where
CorF ′/F :
⋂r
R[GF ′ ]
H1(OF ′,S(F ′), T )→
⋂r
R[GF ]
H1(OF,S(F ′), T )
is the map induced by the corestriction map.
The set of Euler systems of rank r (for (T,K)) is denoted by ESr(T,K). This has a
natural structure of R[[Gal(K/K)]]-module.
Remark 6.5. If Hypothesis 6.1(i) is satisfied, then we have⋂1
R[GF ]
H1(OF,S(F ), T ) = H
1(OF,S(F ), T )
∗∗ = H1(OF,S(F ), T )
for every F ∈ Ω(K/K), so we can regard an Euler system of rank one as an element
in
∏
F∈Ω(K/K)H
1(OF,S(F ), T ). Thus our definition generalizes the classical definition of
Euler systems given in [19, Def. 2.1.1].
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6.2. The canonical Selmer structure. The canonical Selmer structure Fcan on T (see
[11, Def. 3.2.1]) is the following data:
• S(Fcan) := S∞(K) ∪ Sp(K) ∪ Sram(T );
• for v ∈ S(Fcan),
H1Fcan(Kv , T ) :=
{
ker(H1(Kv , T )→ H
1(Kurv , T ⊗Zp Qp)) if v /∈ S∞(K) ∪ Sp(K),
H1(Kv, T ) if v ∈ S∞(K) ∪ Sp(K).
Here Kurv denotes the maximal unramified extension of Kv.
The significance of this Selmer structure is explained by the following well-known result
(taken from [19, Cor. B.3.5]).
Lemma 6.6. Let c be an Euler system of rank one for (T,K). Assume that K contains a
Zdp-extension of K for some d ≥ 1, in which no finite place of K splits completely. Then
cF belongs to H
1
Fcan
(F, T ) for every F in Ω(K/K).
In practice, one usually takes K to be a sufficiently large abelian pro-p extension. For
later purposes, we now state the usual assumptions on K as an explicit hypothesis.
Hypothesis 6.7. The field K contains K(q) for every q /∈ S and a Zdp-extension of K for
some d ≥ 1, in which no finite place of K splits completely.
Remark 6.8. This hypothesis is included in the definition of Euler systems given in [19,
Def. 2.1.1].
6.3. Kolyvagin derivatives. We review the construction of ‘Kolyvagin derivatives’ in
the higher rank case (see [4, §4.3.1]). We fix M , a power of p. We also fix E ∈ Ω(K/K)
such that E/K is unramified outside S and that K(1) ⊆ E. (Recall that K(1) denotes
the maximal p-extension inside the Hilbert class field of K.) We denote R := R/(M),
R := R[Gal(E/K)], A := T/MT , T := IndGEGK (T ), and A := Ind
GE
GK
(A) = T /MT .
We shall recall some notation from §3.1.2 and set some new notation. We consider the
set P of primes q /∈ S such that
• q splits completely in K(µM , (O
×
K)
1/M )K(1),
• A/(Frq − 1)A ≃ R as R-modules.
Note that P contains that defined in §3.1.2 if we assume Hypothesis 3.2(ii) for A. Let
N = N (P) be the set of square-free products of primes in P. We set
Gq := Gal(K(q)/K(1)) ≃ Gal(E(q)/E),
where E(q) := E · K(q). For n ∈ N , we set K(n) :=
∏
q|nK(q) (compositum) and
E(n) := E ·K(n). We also set Gn := Gal(E(n)/K) and Hn := Gal(E(n)/E). Note that we
have natural identifications
Hn = Gal(K(n)/K(1)) =
∏
q|n
Gq.
For an Euler system c of rank r and n ∈ N , we set
cn := cE(n) ∈
⋂r
R[Gn]
H1(OE(n),Sn , T ),
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where Sn := S ∪{q | n}(= S(E(n))). Fix a generator σq of Gq for each q, and consider the
‘derivative operator’
Dq :=
|Gq|−1∑
i=1
iσiq ∈ Z[Gq].
For n ∈ N , we set
Dn :=
∏
q|n
Dq ∈ Z[Hn].
(We set D1 := 1 for convention.)
Note that the natural ‘mod M ’ map T → T/MT = A induces a map⋂r
R[Gn]
H1(OE(n),Sn , T )→
⋂r
R[Gn]
H1(OE(n),Sn , A).(9)
We explain the construction of this map, since we need Hypothesis 6.1(i) here. We set
H1(T ) := H1(OE(n),Sn , T ) and H
1(A) := H1(OE(n),Sn , A) for simplicity. Also, for the
moment we denoteR[Gn] andR[Gn] simply byR andR respectively (by abuse of notation).
First, note that Hypothesis 6.1(i) implies that
Ext1R(H
1(T ),R) = 0.
(See [4, §A.3].) From this, we see that
H1(T )∗/M = HomR(H
1(T ),R)/M ≃ HomR(H
1(T )/M,R) = (H1(T )/M)∗,
where we abbreviate X/MX to X/M . Since there is a natural map H1(T )/M → H1(A),
we obtain a map
H1(A)∗ → (H1(T )/M)∗ ≃ H1(T )∗/M.
This map induces a map∧r
R
H1(A)∗ →
∧r
R
(H1(T )∗/M) =
(∧r
R
H1(T )∗
)
/M.(10)
Then we obtain (9) as the following map:⋂r
R
H1(T ) → HomR
(∧r
R
H1(T )∗,R
)
= HomR
((∧r
R
H1(T )∗
)
/M,R
)
(10)
→ HomR
(∧r
R
H1(A)∗,R
)
=
⋂r
R
H1(A).
We denote the image of cn under (9) by c¯n. The following is well-known.
Lemma 6.9 ([19, Lem. 4.4.2(i)]). The element Dn · c¯n lies in
(⋂r
R[Gn]
H1(OE(n),Sn , A)
)Hn
.
Proof. We use the identity
(σq − 1)Dq = |Gq| −NGq ,(11)
where NGq :=
∑
σ∈Gq
σ. (This is checked by direct computation.)
We shall show that
(σ − 1)Dn · cn ∈M ·
⋂r
R[Gn]
H1(OE(n),Sn , T )
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for every σ ∈ Hn. We prove this by induction on ν(n). When ν(n) = 0, i.e. n = 1, there
is nothing to prove. When ν(n) > 0, it is sufficient to show that
(σq − 1)Dn · cn ∈M ·
⋂r
R[Gn]
H1(OE(n),Sn , T )
for every q | n (since the augmentation ideal of Z[Hn] is generated by the elements σq − 1
for any q | n). Using (11), we compute
(σq − 1)Dncn = (|Gq| −NGq)Dn/qcn
= |Gq|Dn/qcn − Pq(Fr
−1
q )Dn/qcn/q,
where the second equality follows from the definition of Euler systems. Here we regard cn/q
as an element in
⋂r
R[Gn]
H1(OE(n),Sn , T ) via the restriction map. (To relate the corestriction
map on
⋂r with NGq , a slightly delicate consideration is needed, but we omit the detail.
See [21, Rem. 2.12] concerning this issue.) Note that
Pq(Fr
−1
q )Dn/qcn/q = (Pq(Fr
−1
q )− Pq(1))Dn/qcn/q + Pq(1)Dn/qcn/q,
and that we know by induction hypothesis that the first term in the right hand side vanishes
modulo M . Hence, since both |Gq| and Pq(1) are divisible by M (by the definition of P),
we conclude that (σq − 1)Dncn vanishes modulo M . This proves the lemma. 
One can also show that(⋂r
R[Gn]
H1(OE(n),Sn , A)
)Hn
=
⋂r
R
H1(OE(n),Sn , A)
Hn .
(See [4, Prop. A.4]). Furthermore, under Hypothesis 6.1(ii), we have
H1(OE(n),Sn , A)
Hn = H1(OE,Sn , A) = H
1(OK,Sn ,A)
(see [4, §4.3.1]). Combining these observations with Lemma 6.9, we have proved the
following
Proposition 6.10. Assume Hypothesis 6.1. Then for each n ∈ N one has
κ′(cn) := Dn · c¯n ∈
⋂r
R
H1(OK,Sn ,A).
The element κ′(cn) is called a Kolyvagin derivative.
6.4. Construction of Kolyvagin systems. In this subsection, we modify the Kolyvagin
derivatives (κ′(cn))n to construct a Kolyvagin system. Theorem 6.12 below is the main
result of this section.
We write In for the augmentation ideal of Z[Hn]. We recall that the cyclic subgroup
of I
ν(n)
n /I
ν(n)+1
n generated by
∏
q|n(σq − 1) is a direct summand, and is isomorphic to
Gn :=
⊗
q|nGq:
Gn =
⊗
q|n
Gq
∼
→
〈∏
q|n
(σq − 1)
〉
⊆ I
ν(n)
n /I
ν(n)+1
n
⊗
q|n
σq 7→
∏
q|n
(σq − 1).
41
(See [12, Prop. 4.2].) We often identify Gn with
〈∏
q|n(σq − 1)
〉
. In particular, we
regard a Kolyvagin system for (A,F) (for the definition, see §5.1) as an element in∏
n∈N
⋂r
RH
1
F(n)(K,A)⊗
〈∏
q|n(σq − 1)
〉
.
For q ∈ P, we shall denote Pq(Fr
−1
q ) simply by Pq. If q does not divide n ∈ N , then q is
unramified in E(n), so we can regard Pq ∈ R[Hn]. Furthermore, since Pq(1) ≡ 0 (mod M),
we can regard Pq ∈ R⊗ In/I
2
n , which we denote by P
n
q . (Recall that R := R/(M).)
For n ∈ N , we define an element Dn ∈ R ⊗
〈∏
q|n(σq − 1)
〉
as follows. We write
n = q1 · · · qν (ν = ν(n)). We define
Dn := det

0 P q2q1 · · · P
qν
q1
P q1q2 0 P
q3
q2 · · · P
qν
q2
... P q2q3
. . .
...
...
...
. . .
...
P q1qν P
q2
qν · · · 0
 ∈ R⊗
〈∏
q|n
(σq − 1)
〉
.
(Compare [12, Def. 6.1] and [22, Def. 4.4].) One checks that this does not depend on the
choice of the labeling q1, . . . , qν of the prime divisors of n.
Now we consider the following modification of (κ′(cn))n:
κ(c)n :=
∑
d|n
κ′(cd)⊗∏
q|d
(σq − 1)
Dn/d ∈⋂r
R
H1(OK,Sn ,A)⊗
〈∏
q|n
(σq − 1)
〉
.
(Each κ′(cd) ∈
⋂r
RH
1(OK,Sd,A) is regarded as an element of
⋂r
RH
1(OK,Sn ,A).) One
easily checks that
∑
d|n
κ′(cd)⊗∏
q|d
(σq − 1)
Dn/d = ∑
τ∈S(n)
sgn(τ)κ′(cdτ )⊗
∏
q|dτ
(σq − 1)
∏
q|n/dτ
P qτ(q),
where S(n) is the set of permutations of prime divisors of n, and dτ :=
∏
τ(q)=q q. So one
can also write
κ(c)n =
∑
τ∈S(n)
sgn(τ)κ′(cdτ )⊗
∏
q|dτ
(σq − 1)
∏
q|n/dτ
P qτ(q).
Note that this construction is parallel to that given by Mazur and Rubin in [11, (33) in
Appendix A].
We need the following hypothesis which corresponds to an assumption in [11, Th. 3.2.4].
Hypothesis 6.11. Frp
k
q − 1 is injective on T for every q ∈ P and k ≥ 0.
Now we state the main theorem of this section.
Theorem 6.12. Let r be a positive integer and c ∈ ESr(T,K). Let F := Fcan be the
canonical Selmer structure (see §6.2). Assume Hypotheses 6.1, 6.7 and 6.11. Then, for
every n ∈ N , we have
κ(c)n ∈
⋂r
R
H1F(n)(K,A) ⊗
〈∏
q|n
(σq − 1)
〉
and
vq(κ(c)n) = ϕ
fs
q (κ(c)n/q).
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for every q | n. In particular, κ(c) := (κ(c)n)n ∈ KSr(A,F).
The proof of Theorem 6.12 will be given in the next subsection. For the moment,
however, we use the result to derive several important consequences.
Corollary 6.13. Let r and F be as in Theorem 6.12. Assume Hypotheses 6.1, 6.7 and
6.11. Choose a subfield F of E/K and set AF := Ind
GF
GK
(T/MT ). Then there is a canonical
‘higher Kolyvagin derivative’ homomorphism
Dr = D
F
r : ESr(T,K)→ KSr(AF ,F).
Proof. The construction of Kolyvagin systems given in Theorem 6.12 gives a homomor-
phism
ESr(T,K)→ KSr(A,F); c 7→ κ(c).
The map DFr is obtained by composing this map with the natural map
KSr(A,F)→ KSr(AF ,F)
induced by A(= IndGEGK (T/MT ))→ AF . 
Remark 6.14. Although we take F as a subfield of E/K in Corollary 6.13, this condition
is not essential, since for an arbitrary finite abelian (p-)extension F/K one can take E so
that F ·K(1) ⊆ E by enlarging K and S if necessary. The role of the field E is auxiliary
(in fact, DFr is independent of the choice of E), and so one can think of F in Corollary 6.13
as arbitrary.
Corollary 6.15. Suppose p > 3. Let r be a positive integer, c ∈ ESr(T,K) and F := Fcan.
Choose a subfield F of E/K and set AF := Ind
GF
GK
(T/MT ). Assume Hypotheses 6.1, 6.7
and 6.11, and Hypotheses 3.2, 3.3 and 4.2 for AF and F . Let κ(c) := D
F
r (c) ∈ KSr(AF ,F)
be the Kolyvagin system constructed in Corollary 6.13.
(i) For n in N one has im(κ(c)n) ⊆ Fitt
0
R[GF ]
(H1F(n)∗(K,A
∗
F (1))
∗). In particular, one
has
im(cF ) ⊆ Fitt
0
R[GF ]
(H1F∗(K,A
∗
F (1))
∗).
Here we regard cF ∈
⋂r
R[GF ]
H1(OF,S, T ) as an element in
⋂r
R[GF ]
H1(OF,S , A) ≃⋂r
R[GF ]
H1(OK,S, AF ) by using the natural map (9).
(ii) For every non-negative integer i, we have
Ii(κ(c)) ⊆ Fitt
i
R[GF ]
(H1F∗(K,A
∗
F (1))
∗).
Proof. This follows directly from Theorems 5.2(ii) and (iii), noting that κ(c)1 = cF . 
Remark 6.16. The set P defined in §6.3 for A is in general smaller than the corresponding
set that is defined in §3.1.2 for AF . However, this difference does not matter since, as long
as we can choose a subset of P of positive density as in Lemma 3.9 (by the Chebotarev
density theorem), the theory of Stark and Kolyvagin systems work. We shall implicitly
consider such a smaller set P also in the statements of the results below.
In the following result we recall the ideals I ′i(κ) from Remark 5.3.
Corollary 6.17. Let p, r, F , F and AF be as in Corollary 6.15. For c ∈ ESr(T,K), we set
κ(c) := DFr (c) ∈ KSr(AF ,F). Assume Hypotheses 6.1, 6.7 and 6.11, and Hypotheses 3.2,
3.3 and 4.2 for A and F .
We also consider the following additional hypotheses.
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(a) YK(T ) :=
⊕
v∈S∞(K)
H0(Kv, T
∗(1)) is a free R-module of rank r;
(b) H0(Kv,A
∗(1)) vanishes for each prime v ∈ S \ S∞(K).
Then the following claims are valid.
(i) One has
〈im(cF ) | c ∈ ESr(T,K)〉R[GF ] ⊆ Fitt
0
R[GF ]
(H1F∗(K,A
∗
F (1))
∗),
with equality if hypotheses (a) and (b) are satisfied.
(ii) For each non-negative integer i one has
〈I ′i(κ(c)) | c ∈ ESr(T,K)〉R[GF ] ⊆ Fitt
i
R[GF ]
(H1F∗(K,A
∗
F (1))
∗),
with equality if hypotheses (a) and (b) are satisfied.
(iii) If R[GF ] is a principal ideal ring, then for each non-negative integer i one has
〈Ii(κ(c)) | c ∈ ESr(T,K)〉R[GF ] ⊆ Fitt
i
R[GF ]
(H1F∗(K,A
∗
F (1))
∗),
with equality if hypotheses (a) and (b) are satisfied.
Proof. By Theorems 5.2 and 4.6 (and Remark 5.3), it is sufficient to show that the validity
of the given hypotheses (a) and (b) imply the existence of an Euler system c such that
κ(c) is a basis of KSr(AF ,F), or equivalently, that the homomorphism
DFr : ESr(T,K)→ KSr(AF ,F)
is surjective.
Since the natural map
KSr(A,F)→ KSr(AF ,F)
is surjective (by Theorem 5.2(i) and the argument in the proof of Lemma 4.10(i)), it is
thus enough to show surjectivity of the map
Dr = D
E
r : ESr(T,K)→ KSr(A,F),
or equivalently, surjectivity of the composite
Reg−1r ◦ Dr : ESr(T,K)→ SSr(A,F).
We prove surjectivity of this map by using results of the first and the third author in [4].
To do this we recall that the Selmer structure FS on A that is considered in [4] is defined
by setting
• S(FS) := S;
• for v ∈ S, H1FS (Kv ,A) := H
1(Kv,A).
We also note that the stated hypotheses (a) and (b) above correspond to [4, Hyp. 2.11
and 3.9]. We shall recall some constructions given in [4].
By [4, Th. 2.17], under hypotheses (a) and 6.1, there is a homomorphism
θT,K : VS(T,K)→ ESr(T,K),
where VS(T,K) is the module of ‘vertical determinantal systems’ (see [4, Def. 2.8]). We
define Eb(T,K) := im(θT,K). This is called the module of ‘basic Euler systems’ (see [4,
Def. 2.18]).
By [4, Th. 3.11(ii)], under hypotheses (b) and 3.2, there is an isomorphism
HS(A)
∼
→ SSr(A,FS),
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where HS(A) is the module of ‘horizontal determinantal systems’ (see [4, Def. 3.2]). There
is a natural surjection VS(T,K)→ HS(A) (as in [4, §4.3.2]).
The argument in the proof of [4, Th. 4.16] shows the following diagram is commutative:
Eb(T,K)
Reg−1r ◦Dr // SSr(A,F)

 // SSr(A,FS)
VS(T,K)
θT,K
OOOO
// // HS(A).
≃
77
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
This diagram shows that Reg−1r ◦ Dr is surjective, as required. 
Corollary 6.18. Suppose p > 3. Let r be a positive integer, c ∈ ESr(T,K) and F := Fcan.
Choose a subfield F of E/K and set TF := Ind
GF
GK
(T ). Assume Hypotheses 6.1, 6.7, 6.11
and 4.7 for T and Hypothesis 4.2 for (TF /p
mTF ,F ,Pm) for all positive integers m.
(i) One has im(cF ) ⊆ Fitt
0
R[GF ]
(H1F∗(K,T
∨
F (1))
∨).
(ii) Let κ(c)m := D
F
r (c) ∈ KSr(TF /p
mTF ,F) be the Kolyvagin system constructed in
Corollary 6.13 (with M = pm). We set
κ(c) := (κ(c)m)m ∈ lim←−
m
KSr(TF /p
mTF ,F) = KSr(TF ,F).
Then for each non-negative integer i one has Ii(κ(c)) ⊆Fitt
i
R[GF ]
(H1F∗(K,T
∨
F (1))
∨).
(iii) Assume, in addition, that
⊕
v∈S∞(K)
H0(Kv , T
∗(1)) is a free R-module of rank
r and that H0(Ew, (T/pT )
∨(1)) vanishes for all non-archimedean places w of E
above S. Then for each non-negative integer i one has
〈I ′i(κ(c)) | c ∈ ESr(T,K)〉R[GF ] = Fitt
i
R[GF ]
(H1F∗(K,T
∨
F (1))
∨).
If R[GF ] is a principal ideal ring, then one can replace the ideals I
′
i(κ(c)) by Ii(κ(c))
in this equality.
Proof. Claims (i) and (ii) follow directly from Theorem 5.25(ii) and (iii) (after noting that
I0(κ(c)) = im(cF ).)
In a similar way, since the additional hypotheses in claim (iii) are equivalent to the
validity of the hypotheses (a) and (b) in Corollary 6.17 for the representations T and
IndGEGK (T/pT ) respectively, this claim is a straightforward consequence of Corollary 6.17(iii)
and Remark 5.26. 
Remark 6.19. In results above, we excluded the case p = 3. This is due to the technical
condition on p in Lemma 3.9. However, it is possible to treat the case p = 3, if we assume
that T is not ‘self-dual’. In fact, Mazur and Rubin proved the result corresponding to
Lemma 3.9 in [11, Prop. 3.6.1] under their running hypotheses, one of which is ‘either T
is not self-dual or p > 4’ (see [11, (H.4) in §3.5]).
6.5. The proof of Theorem 6.12. In this subsection, we prove Theorem 6.12.
When r = 1, this result can be proved by using the argument of Mazur and Rubin in
[11, Th. 3.2.4]. More precisely, whilst our setting is more general than that of [11], since
we work over a general number field K and the coefficient ring of T is a general Gorenstein
order, it can be checked that the method of the proof of [11, Th. 3.2.4] also applies in this
more general setting.
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The essential idea is, therefore, to reduce the general case of Theorem 6.12 to the case
that r = 1.
Throughout this subsection, we assume Hypotheses 6.1, 6.7 and 6.11. We remark that
Ψ = (ΨF )F ∈ lim←−
F∈Ω(K/K)
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗
induces a homomorphism
Ψ: ESr(T,K)→ ES1(T,K); (cF )F → (ΨF (cF ))F .
This construction was introduced by Rubin in [18, §6] and also used by Perrin-Riou in [16,
§1.2.3].
The following lemma is a key.
Lemma 6.20. Let n ∈ N . Then, for every Φ ∈
∧r−1
R H
1(OK,Sn ,A)
∗, there exists Ψ ∈
lim←−F
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗ such that for any d | n we have
Φ(κ′(cd)) = κ
′(Ψ(c)d) in H
1
Fn(K,A).
(Note that Ψ(c) ∈ ES1(T,K), and κ
′(Ψ(c)d) denotes the Kolyvagin derivative of the rank
one Euler system Ψ(c).)
Before proving this lemma, we use it to give a proof of Theorem 6.12.
Proof of Theorem 6.12. We first show that, for each n ∈ N , the element
κ(c)n =
∑
d|n
κ′(cd)⊗∏
q|d
(σq − 1)
Dn/d
lies in
⋂r
RH
1
F(n)(K,A)⊗
〈∏
q|n(σq − 1)
〉
. By Proposition 2.4, it is sufficient to show that
(12) Φ(κ(c)n) =
∑
d|n
Φ(κ′(cd))⊗∏
q|d
(σq − 1)
Dn/d ∈ H1F(n)(K,A) ⊗
〈∏
q|n
(σq − 1)
〉
for every Φ ∈
∧r−1
R H
1(OK,Sn ,A)
∗.
By Lemma 6.20, there exists Ψ ∈ lim
←−F
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗ such that
Φ(κ′(cd)) = κ
′(Ψ(c)d)
for every d | n, so (12) follows from the fact that Theorem 6.12 holds for the rank one
Euler system Ψ(c).
Next, we show that
vq(κ(c)n) = ϕ
fs
q (κ(c)n/q)
for every n ∈ N and q | n. As in Definition 5.1, we fix an identification⋂r
R
H1F(n)(K,A) ⊗Gn =
⋂r
R
H1F(n)(K,A)
for each n ∈ N . We note that, by definition,⋂r
R
H1F(n)(K,A) =
(∧r
R
H1F(n)(K,A)
∗
)∗
,
so κ(c)n ∈
⋂r
RH
1
F(n)(K,A) is a map
κ(c)n :
∧r
R
H1F(n)(K,A)
∗ → R.
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We also note that vq(κ(c)n) is the map∧r−1
R
H1F(n)(K,A)
∗ → R; Φ 7→ κ(c)n(vq ∧ Φ).
Since we identify
⋂1
RH
1
F(n)(K,A) = H
1
F(n)(K,A) and regard Φ(κ(c)n) ∈ H
1
F(n)(K,A), we
have
κ(c)n(vq ∧ Φ) = (−1)
r−1vq(Φ(κ(c)n)).
Similarly, ϕfsq (κ(c)n/q) ∈
⋂r−1
R H
1
F(n)(K,A) is the map∧r−1
R
H1F(n)(K,A)
∗ → R; Φ 7→ κ(c)n/q(ϕ
fs
q ∧ Φ) = (−1)
r−1ϕfsq (Φ(κ(c)n/q)).
So, to prove the equality of maps vq(κ(c)n) = ϕ
fs
q (κ(c)n/q), it is sufficient to prove that
they send each Φ ∈
∧r−1
R H
1
F(n)(K,A)
∗ to the same element, namely,
vq(Φ(κ(c)n)) = ϕ
fs
q (Φ(κ(c)n/q))(13)
for every Φ ∈
∧r−1
R H
1
F(n)(K,A)
∗.
By Lemma 6.20, there exists Ψ ∈ lim←−F
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗ such that
Φ(κ(c)n) = κ(Ψ(c))n and Φ(κ(c)n/q) = κ(Ψ(c))n/q,
So (13) follows again from the fact that Theorem 6.12 holds for the rank one Euler system
Ψ(c). 
In the rest of this section we prove Lemma 6.20.
At the outset we fix Φ in
∧r−1
R H
1(OK,Sn ,A)
∗. Then, since the restriction map∧r−1
R[Gn]
H1(OE(n),Sn , A)
∗ →
∧r−1
R
H1(OE,Sn , A)
∗ =
∧r−1
R
H1(OK,Sn ,A)
∗
is surjective (since rings we consider here are self-injective), we can choose a lift Φ˜ ∈∧r−1
R[Gn]
H1(OE(n),Sn , A)
∗ of Φ ∈
∧r−1
R H
1(OK,Sn ,A)
∗.
We regard Φ˜ as an element of
∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗/M via the map∧r−1
R[Gn]
H1(OE(n),Sn , A)
∗ →
∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗/M
induced by T → T/M = A (see (10)). We also have a surjective homomorphism∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗ →
∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗/M,
and we fix a lift Ψn ∈
∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗ of Φ˜ ∈
∧r−1
R[Gn]
H1(OE(n),Sn , T )
∗/M . Then,
since the transition maps of the inverse limit
lim←−
F∈Ω(K/K)
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗
are surjective (by Hypothesis 6.1 and [21, Lem. 2.10]), one can take
Ψ = (ΨF )F ∈ lim←−
F∈Ω(K/K)
∧r−1
R[GF ]
H1(OF,S(F ), T )
∗
such that ΨE(n) = Ψn.
We shall show that this Ψ satisfies the condition in Lemma 6.20, namely that
Φ(κ′(cd)) = κ
′(Ψ(c)d)
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for all d | n.
We first note that
κ′(Ψ(c)d) = Dd · Φ˜d(c¯d) in H
1(OE(d),Sd , A),
where Φ˜d ∈
∧r−1
R[Gd]
H1(OE(d),Sd , A)
∗ is the restriction of Φ˜ ∈
∧r−1
R[Gn]
H1(OE(n),Sn , A)
∗. Hence
one has
κ′(Ψ(c)d) = DdΦ˜d(c¯d) = Φ˜d(Ddc¯d) = Φ(κ
′(cd)),
where the last equality follows from the fact that Φ˜d is a lift of Φ by construction. This
completes the proof of Lemma 6.20.
7. Rubin-Stark elements and ideal class groups
In this final section, we give a straightforward application of our theory in the original
setting considered by Rubin in [18].
In this setting we shall (unconditionally) prove a strong refinement of previous results
of Rubin and of Bu¨yu¨kboduk that were obtained under the assumed validity of Leopoldt’s
Conjecture. In addition, by a slightly more careful application of the same methods one
can also prove much stronger result in this direction (see Remark 7.3 below).
At the outset we fix an odd prime number p (see Remark 6.19). We also fix a number
field K and a homomorphism
χ : GK → Q
×
,
that has finite prime-to-p order. We fix an embedding Q →֒ Qp and set O := Zp[im(χ)].
We write L for the field extension of K that corresponds to ker(χ) and set ∆ := Gal(L/K).
We suppose that all archimedean places of K split completely in L. (In particular, if K is
totally real, then we assume that χ is totally even.)
For a Zp[∆]-module X, we define its ‘χ-part’ by
Xχ := {a ∈ O ⊗Zp X | σ(a) = χ(σ)a for every σ ∈ ∆}.
We note that, since |∆| is prime to p, this module is naturally isomorphic to O ⊗Zp[∆]X,
where O is regarded as a Zp[∆]-algebra via χ.
We write Tχ for a free O-module of rank one upon which GK acts by the rule
σ · a := χcyc(σ)χ
−1(σ)a (σ ∈ GK , a ∈ T ),
where χcyc : GK → Z
×
p denotes the cyclotomic character. This Tχ is usually denoted by
O(1)⊗ χ−1.
Let Fcan be the canonical Selmer structure on Tχ and recall that there is a natural
identification
(14) H1(Fcan)∗(K,T
∨
χ (1))
∨ ≃ (Zp ⊗Z Cl(OL[1/p]))
χ.
Here Cl(OL[1/p]) denotes the quotient of the ideal class group Cl(OL) of L by the subgroup
generated by the classes of all prime ideals that divide p.
We set r := |S∞(K)| and fix a finite set S of places of K such that
S∞(K) ∪ Sram(L/K) ⊆ S.
We always assume that |S| > r. (In particular, if L/K is ramified then we can take
S = S∞(K) ∪ Sram(L/K).)
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We quickly recall some notations from §6.1. We fix a pro-p abelian extension K/K
that is sufficiently large to ensure Hypothesis 6.7 is satisfied (for S ∪ Sp(K)), and we
write Ω(K/K) for the set of subfields of K/K that are finite over K. For a finite abelian
extension F/K we set GF := Gal(F/K) and S(F ) := S ∪ Sram(F/K). For a set Σ of
places of K with S(F ) ⊆ Σ, we denote by ΣF the set of places of F which lie above a
place in Σ. The ring of ΣF -integers of F is denoted by OF,Σ and we write θF/K,Σ(s) for
the Σ-truncated equivariant L-function for F/K (as defined, for example, in [2, §3.1]).
Since p is odd and K/K is a pro-p extension, all places in S∞(K) split completely in
K. We label, and hence order, the places in S∞(K) as {v1, . . . , vr} and for each vi we fix
a place wi of Q that lies above vi. Since |S| > r we can also fix a non-archimedean place
v0 in S and a place w0 of Q lying above v0.
Then for each F ∈ Ω(K/K) and each finite set Σ of places of K with S(F ) ⊆ Σ, the
Dirichlet regulator map induces an isomorphism of R[GLF ]-modules
R⊗Z
∧r
Z[GLF ]
O×LF,Σ
∼
→ R⊗Z
∧r
Z[GLF ]
XLF,Σ
where XLF,Σ denotes the kernel of the map
⊕
w∈ΣLF
Z · w → Z that sends
∑
w aww to∑
w aw.
Under the stated assumptions on S, the functions s−rθLF/K,Σ(s) are holomorphic at
s = 0 (see [23, Chap. I, Prop. 3.4]) and, following Rubin [18], one defines the ‘Rubin-
Stark element’ ηLF/K,Σ to be the unique element of R ⊗Z
∧r
Z[GLF ]
O×LF,Σ that the above
isomorphism sends to
lim
s→0
s−rθLF/K,Σ(s) · (w1 − w0) ∧ · · · ∧ (wr − w0).
If Σ contains Sp(K), then Kummer theory induces canonical isomorphisms
(Zp ⊗Z O
×
LF,Σ)
χ ≃ H1(OLF,Σ,Zp(1))
χ ≃ H1(OF,Σ, Tχ).
(Note that, since [L : K] is prime to p, L is disjoint from K and so one can define the
χ-component of a Zp[GLF ]-module.)
In particular, after fixing an embedding R →֒ Cp we define η
χ
LF/K,Σ
to be the image of
ηLF/K,Σ under the composite
R⊗Z
∧r
Z[GLF ]
O×LF,Σ ⊆ Cp ⊗Zp
∧r
Zp[GLF ]
H1(OLF,Σ∪Sp(K),Zp(1))
→ Cp ⊗Zp
∧r
O[GF ]
H1(OF,Σ∪Sp(K), Tχ)
with the second map induced by the projection
H1(OLF,Σ∪Sp(K),Zp(1))→ H
1(OLF,Σ∪Sp(K),Zp(1))
χ = H1(OF,Σ∪Sp(K), Tχ).
For each F in Ω(K/K) we set S(F )p := S ∪ Sram(F/K) ∪ Sp(K)(= S(F ) ∪ Sp(K)) and
we assume that the group (Zp ⊗Z O
×
LF,S(F )p
)χ is a free O-module.
Under this hypothesis the Rubin-Stark conjecture [18, Conj. B′] predicts that the
element cRSF,χ := η
χ
LF/K,S(F ) belongs to
⋂r
O[GF ]
H1(OF,S(F )p , Tχ) (regarded as a submodule
of Cp ⊗Zp
∧r
O[GF ]
H1(OF,S(F )p , Tχ) via [4, Prop. A.7]).
In addition, if this conjecture is valid for every F in Ω(K/K), then the collection
cRSχ := (c
RS
F,χ)F
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forms an Euler system of rank r for the pair (Tχ,K) (for a proof of this see [18, Prop. 6.1]
or [21, Prop. 3.5]).
By applying Corollary 6.18 in this setting, we can now prove the following result (the
context of which is explained in Remark 7.3 below).
Theorem 7.1. Assume that
(a) χ is neither trivial nor equal to the Teichmu¨ller character, that
(b) no place in Sp(K) splits completely in L/K, and that
(c) either p > 3 or χ2 is not equal to the Teichmu¨ller character.
For each non-negative integer i define an ideal of O by setting
Ii(Tχ) := 〈Ii(κ(c)) | c ∈ ESr(Tχ,K)〉O ,
where κ(c) ∈ KSr(Tχ,F) is the Kolyvagin system constructed from c. Then the following
claims are valid.
(i) For each i one has Ii(Tχ) ⊆ Fitt
i
O((Zp ⊗Z Cl(OL))
χ).
(ii) If no place in S \ S∞(K) splits completely in L/K, then the inclusions in claim
(i) are equalities and there is an isomorphism of O-modules
(Zp ⊗Z Cl(OL))
χ ≃
⊕
i≥0
Ii+1(Tχ)/Ii(Tχ).
(iii) If the Rubin-Stark Conjecture is valid for LF/K for each F in Ω(K/K), then one
has im(ηχL/K,S) ⊆ Fitt
0
O((Zp ⊗Z Cl(OL))
χ).
Proof. At the outset, note that assumption (c) is used simply so that we can include the
case p = 3 (see Remark 6.19).
We next show that the conditions of Corollary 6.18 are satisfied under the hypotheses
given above.
Firstly, under hypothesis (a) above, theO-moduleH1(OF,S(F )p , Tχ) = (Zp⊗ZO
×
LF,S(F )p
)χ
is easily seen to be free for every F in Ω(K/K) and so Hypotheses 6.1(i) is satisfied. We
also obviously have H0(F, Tχ) = 0 and so Hypothesis 6.1(ii) is satisfied.
The field K is chosen so that Hypothesis 6.7 is satisfied and Hypothesis 6.11 is also
trivial in this case.
Hypotheses 4.7(i) and (ii) are trivial since Tχ is of rank one over O (and so one can
take τ = 1). Hypothesis 4.7(iii) also follows from the stated assumption (a): in fact this
is checked in [19, Lem. 3.1.1] (see also [11, Lem. 6.1.5]).
By [11, Cor. 4.1.9(iii)] and [13, Cor. 3.5(ii)], for all positive integers m, Hypothesis 4.2
is satisfied for (Tχ/p
mTχ,Fcan,Pm) since in this case the coefficient ring is O. (Note
that in this case, the hypothesis (b) given above implies that the ‘core rank’ is equal to
r = |S∞(K)|.)
Finally we consider the conditions (a) and (b) in Corollary 6.17. In this setting the
validity of condition (a) follows directly from the assumption that all places in S∞(K)
split completely in L/K.
In addition, if no place in S \ S∞(K) splits completely in L/K, then the O-module
H0(Ew, (Tχ/pTχ)
∨(1)) = H0(Ew,O/(p)⊗ χ)
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is easily seen to vanish for each non-archimedean prime w of E above S ∪Sp(K). (Recall,
from §6.3, that E is a fixed auxiliary field in Ω(K/K) that contains K(1) and is such that
E/K is unramified outside S ∪ Sp(K). For example, one could take E := K(1).)
We have now verified that the hypotheses of Corollary 6.18(i) and (ii) are satisfied
under the given conditions (a), (b) and (c), and that the larger set of hypotheses of
Corollary 6.18(iii) is satisfied if, in addition, no place in S \ S∞(K) splits completely in
L/K.
Next we note that, since χ is both non-trivial and primitive, the natural projection
map (Zp ⊗Z Cl(OL))
χ → (Zp ⊗Z Cl(OL[1/p]))
χ is bijective under the given condition (b).
Therefore the identification (14) implies that H1(Fcan)∗(K,T
∨
χ (1))
∨ = (Zp ⊗Z Cl(OL))
χ .
Given these observations, all of the stated claims follow directly from the result of
Corollary 6.18 and the fact that cRSK,χ = η
χ
L/K,S. 
Remark 7.2. IfK is totally real, then the assumption that places in S∞(K) split completely
in L implies χ is not the Teichmu¨ller character and so the condition in Theorem 7.1(a)
reduces to requiring χ is not trivial. In regard to Theorem 7.1(ii), note that if S =
S∞(K)∪Sram(L/K) (which is permissable if L/K is ramified), then no place in S \S∞(K)
splits completely in L/K. In all cases, it is straightforward to choose a set S that contains
S∞(K) ∪ Sram(L/K) and is such that no place in S \ S∞(K) splits completely in L/K.
Remark 7.3. Theorem 7.1 both refines and extends the results of Rubin in [17] and [18]
and, more recently, of Bu¨yu¨kboduk in [5]. (For example, the main result of the latter
article deals only with the case i = 0 and assumes, amongst other things, that K is
totally real, L/K is unramified at p and, crucially, that Leopoldt’s conjecture is valid.)
In addition, under certain mild additional hypotheses, a more careful application of the
methods used to prove Theorem 7.1 allows one to prove that for a wide range of abelian
extensions L of K the higher Fitting ideals of Zp ⊗Z Cl(OL) as a Zp[Gal(L/K)]-module
are determined by Euler systems of rank r for induced forms of the representation Zp(1).
For brevity, however, we defer further discussion of this result to a subsequent article.
Remark 7.4. The approach used to prove Theorem 7.1 also leads to analogous results
for the twisted representations Tχ(a) := Tχ ⊗Zp Zp(a) for arbitrary integers a. Taken in
conjunction with the known validity of the Quillen-Lichtenbaum conjecture, this in turn
leads to concrete new information about the Galois structure of even dimensional higher
algebraic K-groups.
To be a little more precise, in this setting the Rubin-Stark Euler system cRSχ defined
above can be replaced, modulo the generalized Rubin-Stark conjecture formulated by
Kurihara and the first and third authors in [3, Conj. 3.5(i)], by an Euler system that is
constructed in just the same way after replacing Rubin-Stark elements by the ‘generalized
Stark elements’ ηL/K,S(−a) that are introduced in loc. cit.
The same argument as in the proof of Theorem 7.1 then shows that for any integer
a, and all suitable characters χ of Gal(L/K), the validity of [3, Conj. 3.5(i)] implies
that ideals of the form im(ηL/K,S(−a)
χ) are contained in Fitt0O(H
2(OL,S ,Zp(a + 1))
χ),
respectively in Fitt0O((Zp ⊗Z K2a(OL))
χ) if a > 0.
However, since no essentially new ideas are involved in this argument, we prefer not to
give any more details here.
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