Abstract. The pseudostress-velocity formulation of the stationary Stokes problem allows a Raviart-Thomas mixed finite element formulation with quasi-optimal convergence and some superconvergent reconstruction of the velocity. This local postprocessing gives rise to some averaging a posteriori error estimator with explicit constants for reliable error control. Standard residual-based explicit a posteriori error estimation is shown to be reliable and efficient and motivates adaptive mesh-refining algorithms. Numerical experiments confirm our theoretical findings and illustrate the accuracy of the guaranteed upper error bounds even with reduced regularity. Various a posteriori error estimators for finite element methods or mixed finite element methods for second order elliptic problems have already been studied in [2, 4, 12, 22, 23] and for the Stokes problem in [16, 28] . These estimators are of implicit or explicit type and based on the velocity-pressure formulation of the Stokes problem. On the other hand there is a growing interest in a posteriori error estimators which are completely free of unknown constants and lead to guaranteed upper bounds on the numerical error. See, for example, [15, 1, 29] in this direction.
Introduction.
Adaptive mesh-refining plays an important practical role in accurate calculation of the numerical solutions of partial differential equations, especially when the continuous solutions have local singularities or sharp layers. Adaptive mesh-refining algorithms consist of successive loops of SOLVE, ESTIMATE, MARK, and REFINE. A posteriori error estimators provide quantitative estimates for the actual error and motivate local mesh-refinement. Those are computed from the known values such as the given data of the problem and the computed numerical solutions.
Various a posteriori error estimators for finite element methods or mixed finite element methods for second order elliptic problems have already been studied in [2, 4, 12, 22, 23] and for the Stokes problem in [16, 28] . These estimators are of implicit or explicit type and based on the velocity-pressure formulation of the Stokes problem. On the other hand there is a growing interest in a posteriori error estimators which are completely free of unknown constants and lead to guaranteed upper bounds on the numerical error. See, for example, [15, 1, 29] in this direction.
The stress-velocity-pressure formulation [20] is the original physical equations for incompressible Newtonian flows induced by the conservation of momentum and the constitutive law. Arnold and Falk [3] proposed the pseudostress formulation for the equations of linear elasticity which does not require symmetric stress tensors. This allows for an easy discretization via mixed finite elements developed for scalar second order elliptic equations. Cai, Lee, and Wang [9] exploited the pseudostress-velocity formulation to study least-squares methods for the Stokes system.
Recently, Cai and Wang [11] used the pseudostress-velocity formulation for the mixed discretization of the Stokes system. The pseudostress is nonsymmetric and the approximation of the pressure, the velocity gradient, or even the stress can be algebraically obtained from the approximate value of the pseudostress. In this paper, we establish a priori and a posteriori error estimates for Raviart-Thomas mixed finite element methods for the pseudostress-velocity formulation of the Stokes problem. We design explicit residual-based reliable and efficient a posteriori error estimators with a possible application to adaptive mesh-refining algorithms. Explicit constants for some averaging estimator make this asymptotically exact.
The motivation for the postprocessing to improve the velocity field is its usage in sharp guaranteed error control; this is the subtle point in the a posteriori error analysis of nonconforming or mixed finite element technologies. The numerical experiments of this paper confirm efficiency indices between one and three. To the best of the authors' knowledge, this is the first result on a posteriori error analysis of the mixed FEMs for the pseudostress-velocity formulation of the Stokes problem.
The remainder of this paper is organized as follows: Section 2 starts with the pseudostress-velocity formulation for the Stokes problem while section 3 introduces its mixed finite element approximation. Section 4 establishes some superconvergent local postprocessing of the velocity for all fixed polynomial degrees. Sections 5 and 6 present an a posteriori error analysis for the stress and the velocity errors. In the final section we present numerical experiments to validate the theoretical results of the previous sections and to explore the accuracy of the guaranteed upper error bounds. The a posteriori stress error estimator requires a finite dimensional approximation for actual computation. Numerical realization is discussed with various adaptive strategies for mesh refinement. Then, numerical examples are given with concluding remarks.
We finish this section with notation and function spaces used in this paper. Let V 2 be the set of two-dimensional vectors and M 2×2 the set of 2 × 2 matrices. For v = (v 1 , v 2 ) t , τ = (τ ij ) 2×2 , and σ = (σ ij ) 2×2 , define 
The extended L 2 (Γ) product along the boundary Γ is denoted by the duality brackets ·, · .
For short notation on generic constants C, for any two real numbers or functions or expressions A and B,
The point is that this multiplicative constant C does not depend on the local or global mesh-sizes but may solely depend on domain Ω. Similarly, A ≈ B abbreviates A B A.
Pseudostress-velocity formulation.
Given a bounded simply connected polygonal domain Ω ⊂ R 2 with (connected) Lipschitz boundary Γ filled with a fluid of viscosity ν > 0 and given data f ∈ L 2 (Ω) and g ∈ H 1 (Ω), the stationary Stokes problem for the unknown velocity u, and the pressure p reads
The compatibility conditions read ∂Ω g · n ds = 0 and
Letσ = (σ ij ) 2×2 be the stress tensor and let (u) := 1 2 ∇u + (∇u) t be the deformation rate tensor. The aforementioned Stokes problem is derived from the stress-velocity-pressure formulation, the original physical equations for incompressible Newtonian flow, i.e.,
The elimination of the stress in the above system yields the problem (1). To avoid the difficulties caused by the symmetry constraint of the stress tensor we use the (nonsymmetric) pseudostress σ := −pδ + ν∇u of [9] . Direct algebraic calculations recover the velocity gradient, stress, and pressure; the two formulations are equivalent. For simplicity, we assume that ν = 1 in the Stokes problem (1). The framework of Cai and Wang [11] enables the design of the pseudostressvelocity formulation as follows. Let A : M 2×2 → M 2×2 be the deviatoric operator
Note that Ker(A) = {qδ | q is a scalar function} and Aτ is a trace-free tensor called deviatoric part. The following properties of the operator A are immediate:
The pseudostress σ := −pδ + ∇u allows for the pseudostress-velocity formulation for the Stokes problem (1),
The second equation of (3) is obtained from tr (∇u) = divu = 0 and tr σ = −2p.
The compatibility condition Ω pdx = 0 implies Ω tr σdx = 0.
We have the following well-known regularity results (see [11, 21] ) for sufficiently smooth boundary Γ or for a convex domain. For f ∈ L 2 (Ω), the solutions to problems (1) and (3) 
, and
Hereafter, the Stokes problem is said to be H 2 -regular if estimate (4) holds; H k+2 -regularity is similarly defined via the shift. With V := L 2 (Ω) and
the weak form for the problem (3) reads: Find σ ∈ Φ and u ∈ V such that
This problem has a unique solution from the well-known inf-sup condition in the mixed formulation and the following lemma [7, 8] .
Lemma 2.1. For all τ ∈ Φ, we have
Mixed finite element method.
Let {T h } be a family of shape-regular triangulations of Ω into triangles T of diameter h T . For each T h , denote E h to be the set of all edges of T h . Given T ∈ T h , we let E(T ) be the set of its edges. Further, for an edge E ∈ E(T ), we let t E = (−n 2 , n 1 ) t be the unit tangential vector along E for the unit outward normal n E = (n 1 , n 2 ) t to E. In what follows, h E stands for the length of the edge E ∈ E h . Moreover, we define the jump [w] of w by
where n E points from T + into its neighbor element T − . For an edge E = T + ∩Γ on the boundary, the jump reflects boundary conditions with g and hence [w] E := g − w.
We define the finite element spaces associated with the decomposition of Ω,
where RT k (T ) is the Raviart-Thomas element of index k introduced in [25] , and P k (T ) is the set of polynomials of total degree ≤ k on domain T . We notice that Φ h ⊂ Φ and hence if τ h ∈ Φ h , then τ h has continuous normal components and the constraint Ω tr τ h dx = 0 holds. The mixed finite element methods reads:
By Lemma 2.1 and the discrete inf-sup condition of the RT k element space (cf., [7] ), the discrete problem is well posed and has a unique solution.
We consider an interpolation operator over the space Φ. LetΠ h denote RaviartThomas interpolation operator [7] associated with the degrees of freedom onto
where |Ω| = Ω dx. We notice that Ω (trΠ h τ )dx = 0. Let P h be the L 2 projection onto V h with the well-known approximation property (10)
Then the following two lemmas hold: k = 0 was treated in [11] and k ≥ 1 in [10] .
Remark 3.3. We note that physical quantities such as pressure, gradient velocity, and stress can be expressed as
From these identities, the approximation of the pressure, gradient velocity, and stress can be defined by
Then the following relations hold:
The estimate for P h u − u h 0 in the following theorem allows for the error estimates of the postprocessed velocity below.
Proof. We start with a duality argument. Let (η, z) ∈ Φ × V be the solution to
The convexity of Ω and a priori estimates (4) imply
Since (15) and divΠ h = P h div, we deduce
Subtracting (7)- (8) from (5)- (6) we obtain the error identities
The identities (17), (14), and (18) and the estimates (10)- (11) yield
To analyze the term div(σ − σ h ) 0 , consider divΠ h = P h div and (18). For any w h ∈ V h , this leads to
Lemma 3.2 and the inequalities (16), (19)- (20) lead to
4. Postprocessing. From Remark 3.3, we note that Aσ h = σ h + p h δ is a good approximation of ∇u. This implies an improved approximate solution of the velocity u through local postprocessing in the spirit of Stenberg [26] . Let
We define u * h ∈ W * h on each T with P T = P h | T as the solution to the system
2 with scalar product (∇(·), ∇(·)) T . The Poincaré inequality yields positive definiteness on each triangle and the well-posedness of (21)- (22) follows. Observe from (22) 
From the identity σ = −pδ + ∇u and (22), we obtain the error identity
Then we have from (23) and Schwarz inequality
Since (δ − P T )w = 0 if w ∈ P 0 (T ) 2 , the Poincaré inequality (with Payne-Weinberger constant 1/π) reads
This inequality and the inverse estimate
After squaring and summing over all T ∈ T h , we conclude the proof from Theorem 3.4 and the following estimates:
A posteriori stress error estimation.
In its first part, this section follows the unified approach in [13] to obtain reliable and efficient error estimators. The second part analyzes the constants explicitly and leads to asymptotic exactness in Theorem 5.3.
Recall that ε := σ − σ h and e := u − u h for the unique approximate solution (σ h , u h ) ∈ Φ h ×V h of the mixed finite element methods (7)- (8) . The well posedness of the Stokes system leads to equivalence of errors and residuals. The generic constants, hidden in the equivalence ≈ below, represent the norms of some operators on the continuous level (cf. section 3 of [13] for details and proofs) and are independent of ε, u, v, σ h , f , and f h := P h f , etc.
Theorem 5.1. Given the exact solution σ ∈ Φ and u ∈ g + H 1 0 (Ω) from (5)-(6) and the discrete solution σ h ∈ Φ h and u h ∈ V h from (7)- (8) ,
Proof. The ideas of the proof are contained in [13] and recalled here for the particular situation at hand for convenient reading. The bilinear form from (5)- (6) will be recast into the primal form with the bilinear form
This bilinear form is bounded and symmetric and defines an isomorphism. The Brezzi splitting theorem for the proof of the global inf-sup condition [5, 6, 7] requires the following inf-sup condition on the bilinear form:
The second condition in the Brezzi splitting theorem is the ellipticity of the bilinear form
An integration by parts shows that τ ∈ Z is divergence free, and hence Lemma 2.1 leads to
This completes the proof of the global inf-sup condition on the bilinear form B. Consequently, given the exact solution σ ∈ Φ and u ∈ H 1 0 (Ω) and the discrete solu-
Since divσ = f and divσ h = f h = P h f , an integration by parts leads to
Hence, the square of the dual norm of
This is equivalent to the error norm ε 
Then, the theorem yields
The exact computation of the optimal v ∈ V in μ h is certainly too costly, but any approximation of it will lead to a guaranteed upper error bound. Notice that a Poincaré inequality (with the factor 1/π for convex domains after Payne-Weinberger [24] )
for the higher-order data oscillation (of order k + 2 for piecewise H k+1 data f ) leads to
The choice v = u and the relation ∇u = A σ imply that
Therefore, in view of (26), the estimator μ h is reliable and efficient in the sense of
In the discussion so far, the generic constants are supressed in the notation behind the signs ≈ or . To exploit those constants in the second part of this section, consider the spaces
The orthogonal split
is known from another reformulation of the Stokes equations [19] . 
Numerical values for the inf-sup constant c 0 can be found in the literature [17, 27] . Recall that ε := σ − σ h and that A ε = ∇u − A σ h is its deviatoric part. The second main result of this section is the following estimate which leads to asymptotic exactness of the estimator: (27) η h := min
Indeed, the following estimate implies asymptotic exactness in the sense of:
which is of high order for any sufficiently smooth right-hand side f .
with the scalar product (·, ·) in L 2 (Ω; M 2×2 ) allows a unique Riesz representation a ∈ X in the Hilbert space X with respect to the scalar product (∇·, ∇·) (which is equivalent to the scalar product in H 
The analysis of the first term (A ε, ∇a) involves div a = tr ∇a = 0 and an integration by parts,
Since div σ h = f h is the piecewise polynomial best approximation of f ,
The analysis of the second term involves a test function v ∈ g + H 1 0 (Ω) and utilizes
The last term involves the distributional divergence of A ε − ∇a which equals the gradient of the aforementioned function ω. Therefore and with div g = 0,
The aforementioned estimate of ω 0 with the inf-sup constant c 0 allows for a control of the last term. The combination of the resulting estimate with the previous inequalities leads to
The combination of the two estimates with the orthogonal sum
concludes the proof of the theorem.
Remark that η h ≈ μ h . This follows from the orthogonality of deviatoric and isotropic part of matrices and Pythagoras' theorem (| · | denotes the Frobenius norm for matrices)
The explicit residual-based error estimators can be derived following arguments in the literature [18, 13, 16, 19, 28] . 
.
Local efficiency holds in the sense that, for each T ∈ T
for any edge E ⊂ Γ on the boundary (ω E is one element domain),
with edge oscillations osc(γ,
Proof. For the reliability in view of (26), first note that the Stokes problem with right-hand side (divA(σ − σ h ), 0) instead of (f , g) in (1) leads to some solution
The Stokes equations imply that A(σ − σ h ) − ∇a + bδ is divergence free in the simply connected domain Ω and hence equals some rotation curlr of some function r ∈ H 1 (Ω). The traces in this Helmholtz decomposition
On the other hand, the orthogonality in the Helmholtz decomposition up to boundary terms lead to
Given any weak interpolation r h of r in piecewise affine and globally continuous functions, the divergence of curlr h exists in L 2 (Ω) and vanishes. Hence τ h := curlr h − sδ ∈ Φ h with the real number s := Ω tr curlr h dx/2, leads to (Aε, τ h ) = (e, divτ h ) = 0.
This implies < g, curlr h n >= (Aσ h , curlr h ). Consequently
An elementwise integration by parts leads to the jumps of tangential components t · Aσ h across interior edges of triangles and to the terms t · (∇g − Aσ h ) along the outer boundary. Standard stability and approximation results then conclude the proof of the asserted reliability estimate.
The efficiency follows from the discrete test-function technology due to Verfürth and is standard amongst the experts. The function d :
is a polynomial along an edge E ∈ E h with a quadratic function ψ E defined as the product of the two nodal basis functions of a conforming linear finite element scheme. With curl(Aσ) = 0, one deduces
Some extension operator P ext of the polynomial and an integration by parts separately on the two neighboring triangles of the edge patch ω E = {ψ E > 0} show that the previous integral over the edge E equals
Some stability analysis of the edge-bubble functions as well as of the extension operator leads to
Together with the first asserted efficiency estimate for curl(Aσ h ) L 2 (T ) , this proves the second. Since the remaining details are standard and well known for elliptic PDEs, further details are omitted.
A posteriori velocity error estimation.
A duality technique allows the control of the velocity error e = u − u h via the regularity results (4) . Recall that u * h denotes the postprocessed solution of section 4 and consider e * = u − u * h . The exact solution u and its piecewise polynomial
While the first term on the right-hand side is expected to be of order k + 1, the second may be of higher order. This is seen from the a priori error estimates of Theorem 4.1 and P h u * h = P h u h = u h (provided that the Stokes problem is H k+2 -regular),
The following list of a posteriori error estimates reflects this higher order behavior and the leading first-order term. The smooth right-hand side enters in terms of oscillations of order k + + 1 ≥ k + 2 with = 1 for k = 0 while = 2 for k ≥ 1,
Theorem 6.1. Provided that the Stokes problem is H 2 -regular, it holds that
With C ≈ 1, it also holds that
Proof. In the duality argument, consider the unique solution (η,
of the Stokes equations for three right-hand sides, namely,
with the regularity properties
An integration by parts, (3), and the relation divΠ h = P h div lead to
The identities (7)- (8) and (29) allow the subsequent calculations,
Given any v ∈ g + H 1 0 (Ω), an integration by parts leads to
and hence to
The elementwise Cauchy inequality plus the approximation property z − P h z of order k + 1 leads to
The combination of the established estimates leads to the core estimate of this proof,
In the first case, let E = divη = P h e = divΠ h η be a piecewise polynomial of degree ≤ k. Then, E = P h E and (E − e, E) = 0. Since
the core estimate (32) leads to
This and the regularity estimate (31) prove the assertion (a).
In the second case, let E = divη = e and hence (E − e, E) = 0 and
This and the aforementioned arguments with core and regularity estimate (32)- (31) prove the assertion (b).
In the third case, let E = divη = u − u * h , and notice that
This and the aforementioned arguments lead to assertion (c).
The explicit residual-based error estimators mainly follow from arguments in the literature [18, 13, 16, 19, 28] .
Theorem 6.2. Let u * h be the postprocessed solution of (21)- (22) and let e * = u − u * h for an H 2 regular problem. Reliability holds in the sense of
Local efficiency holds, for each T ∈ T h , in the sense that
h T Aσ h − ∇u * h 0,T h T ε 0,T + e * 0,T
and, for each interior E ∈ E h with edge-patch ω
while, for any edge E ⊂ Γ on the boundary (ω E is one element domain),
Proof. The proof of reliability follows the lines of case (c) in the duality argument of the proof of Theorem 6.1 but does not involve the variable v. Instead, add/subtract the term (∇ h u * h , Π h η − η). An elementwise integration by parts plus a careful rearrangement of the inner element boundary terms leads-in continuation of the aforementioned part (c)-to
Standard arguments on the jump terms lead to the weighted estimators h
Since E = divη = u − u * h is controlled in this setting, one concludes the proof of reliability by elementary algebra.
To prove the local efficiency on some triangle T , we employ some cubic bubble function ψ T as the product of the nodal basis function of all the vertices of T . By some inverse inequality and an integration by parts,
Since Aε T ≤ ε T , some further inverse inequality
leads to the asserted efficiency of the volume contribution
The trace inequality leads, with the piecewise gradient ∇ h , to
The triangle inequality for
This and the previous efficiency on T prove the asserted efficiency of the edge contributions for an interior edge. An exterior edge involves the boundary date g and its approximation g E utilized in the jump terms [u * h ] = u − u * h . With the edge patch ω T which consists of one triangle ω T aligned to the edge E, the trace inequality leads to the above second-to-last displayed estimate. The triangle inequality of the last displayed estimate again concludes the proof as in the case of an interior edge.
Numerical results.
This section presents numerical experiments for the validation of the theoretical results and investigates the accuracy of the guaranteed upper error bounds. We implemented our scheme (7)- (8) with the Raviart-Thomas mixed finite elements for k = 0.
The a posteriori stress error estimator η h of (27) requires a finite dimensional approximation for the actual computation. The numerical realization is addressed in the first subsection and adaptive algorithm follows in subsection 7.2. Numerical examples are given in subsections 7.3 and 7.4 with concluding remarks in the subsection 7.5.
Numerical realization.
The a posteriori stress error estimator η h of (27) from Theorem 5.3 with c 0 = 0.4 [17, 27] utilizes eight different functions v as follows. Let N h be the set of nodes of the triangulation T h and let ϕ z be a nodal basis function of the conforming P 1 -element on node z supported on the patch T h (z) for
Throughout, g h is a continuous piecewise linear polynomial interpolation of g at the boundary nodes N h ∩ ∂Ω. Note that in case of nonvanishing g − g h , the difference results in a perturbation term which can be estimated by some explicit extension to the inside of the triangles along the boundary and then controlled as in [14] . For the examples of this paper, the smooth data result in a higher-order perturbation term which is neglected in the numerical outcome displayed below.
from Theorem 5.3. The form of η v as a sum of two norms (rather than that of two squares) leads to a difficulty in the minimization for v ∈ g h + V (T h ) with
The identity (shown by elementary analysis)
suggests an iterative procedure to compute the minimum (η
and restart with that solution v h . Moreover, η GM red is calculated by the same argument as computing η GM on the updated mesh obtained through red refinement of the given mesh T h . This requires solving a global minimization problem. To reduce computational work for further choices of v, local minimization is based on the patch 
2 )} gives rise to four versions of η LM = η v owing to different continuous piecewise linear polynomials gω z on the boundary ∂ω z of the patchω z . The four choices for the function gω z read
and correspond to
for a boundary node ζ of ∂ω z and T, T ∈ T h (z) with ζ ∈T ∩T . Given any of those four gω z , set
Adaptive mesh refinement.
The following adaptive algorithm is motivated from the a posteriori error bounds of this paper and leads to improved convergence rates.
(a) Start with an initial mesh T 0 , = 0. (b) Solve the discrete problem (7)- (8) specifies data f and g [19] . Figure 2 presents the convergence history of various errors as a function of the number of elements in the case of uniform mesh refinement 
4. which confirms the theoretical findings of this paper. Table 1 for ω = 3π/2, leads to efficiency indices displayed in Table 2 and Figure 4 . Despite the lack of regularity, the postprocessed solution u * h leads to more efficient error control. In this example, the approximation of g by g h appears problematic in the sense that it may not lead to negligible high-order perturbation. We display the convergence history of various errors as a function of the number of elements for uniform (left) and adaptive (right) meshes in Figure 5 (cf. Table 3 ). The superiority of adaptive mesh refinement can be clearly seen in Figure 5 . Then the convergence order for u − u * h 0 from Theorem 4.1 is recovered even for the singular solution. Although the convergence of the adaptive algorithm is not the focus of this paper, all the a posteriori error estimators have been employed for refinement indications in adaptive strategies. Figure 5 (right) displays the result based on the test function v from A(u * h ) as a typical outcome of our other (undisplayed) numerical experiments. In fact, all adaptive algorithms lead to significant improvements of the convergence rate to optimal order. . Although the method and the error estimation in [19] are different, the efficiency indices in subsection 7.3 (resp., subsection 7.4) are about 3 and 2.5 for uniform and adaptive meshes (resp., 2 for both cases) and compare with those of [19] with 3.3 and 3.5 (resp., 3.0 and 3.8).
Reliability constant for the residual-based explicit a posteriori error estimator η Res from Theorem 5.4 is not controlled and therefore η Res does not lead to guaranteed error control.
The superiority of adaptive over uniform mesh refinement is clearly visible in the improved convergence rate for solutions of limited regularity.
