We classify all Q-factorializations of (co)minuscule Schubert varieties by using their Mori dream space structure. This leads to a complete description of IH-small resolutions of (co)minuscule Schubert varieties over any algebraically closed field generalizing results of Perrin for minuscule Schubert varieties in characteristic 0.
Introduction
A fundamental goal of algebraic geometry is to describe birational models with better properties than the average variety. These models should be smooth or at least have mild singularities. A major step towards this goal was the resolution of singularities for any field of characteristic 0 by Hironaka in [Hir64] . For Schubert varieties there are the well known BottSamelson resolutions introduced in [BS58] . They are rational resolutions and lead to a character formula for representations of reductive groups. On the other hand, Zelivinsky constructed IH-small resolutions (see Definition 5.1) in the case of Schubert varieties in Grassmannians and used them to compute Kazhdan-Lusztig polynomials (see [Zel83] ). Sankaran and Vanchinathan obtained similar results in Lagrangian and maximal isotropic Grassmannians in [SV94] and [SV95] .
Many classical results on Schubert varieties in Grassmannians can be generalized to minuscule or cominuscule Schubert varieties (see Definition 3.2). In [Per07] Perrin gives a complete classification of all IH-small resolutions of minuscule Schubert varieties over C. This was done using a connection to the minimal model program: Totaro proved that any IH-small resolution is a relative minimal model in [Tot00, Proposition 8.3]. Perrin was able to classify all relative minimal models of minuscule Schubert varieties. Since most of the results from the minimal model program are only known in characteristic 0, this approach is only valid over the complex numbers.
We will investigate further into the birational geometry of Schubert varieties over an arbitrary algebraically closed field. A Mori-small morphism from a normal and Q-factorial variety to a normal variety is called a Qfactorialization. Our goal is to determine all Q-factorializations of any (co)minuscule Schubert varieties.
In order to handle the occurring combinatorics in the Weyl group Perrin introduced a quiver for each reduced expression (see Definition 3.1). Due to a result in [Ste96] , every reduced expression of a (co)minuscule element is unique up to commuting relations. This implies that there is a unique quiver associated to each (co)minuscule Schubert variety. Moreover, there is an explicit combinatorial description of the quivers of minuscule elements (see Theorem 3.3). This provides a very concrete object to work with. We define a partial ordering on the vertices of the quiver, call the maximal elements peaks and assign each vertex a value called the height.
For each ordering of the peaks, there is a birational projective morphism π : X( w) → X(w) (see Section 3). The varieties X( w) are towers of locally trivial fibrations with fibers being Schubert varieties. This generalizes the Bott-Samelson resolution which is a tower of locally trivial P 1 -fibrations. These varieties X( w) are generally not smooth, but in our case always locally Q-factorial and normal. We prove the following theorem. Theorem 1.1. Let X(w) be a (co)minuscule Schubert variety. Then all Q-factorializations of X(w) are given by the morphisms π : X( w) → X(w) obtained from any ordering of the peaks.
The use of Mori dream spaces is the main ingredient for proving this result. These spaces are tailor-made for running the minimal model program in any characteristic (see [HK00] ). First, we show that the varieties X( w) are indeed Mori dream spaces. More precisely, taking all X( w) for any possible ordering of the peaks leads to all the small Q-factorial modifications defining a Mori dream space. Following [Dem74] and [Per07] , we give explicit descriptions of the nef and effective cones of divisors using the structure of towers of locally trivial fibrations. This is all that is needed to describe the Mori dream space structure. The theorem follows because the morphisms π : X( w) → X(w) are all Mori-small.
Since any IH-small morphism is also Mori-small, classifying all IH-small resolutions of (co)minuscule Schubert varieties over any algebraically closed field becomes a matter of checking which of these Q-factorializations are IHsmall. Zelivinsky for Grassmannians and Perrin for minuscule homogeneous spaces define specific orderings using heights of peaks that are called neat. Generalizing their results we obtain the following theorem. Theorem 1.2. Let X(w) be a (co)minuscule Schubert variety over an alge-braically closed field k. Then the IH-small resolutions of X(w) are exactly given by the morphisms π : X( w) → X(w), where w is obtained from a neat ordering of the peaks and X( w) is smooth.
IH-Smallness can be proved by a direct computation as done in [Per07] for the minuscule case. Note that there is an explicit combinatorial criterion for smoothness of the varieties X( w) (see Section 5).
Section 2 sets up some basic notation. In Section 3 we recall (co)minuscule Schubert varieties and the definition of X( w). Section 4 is concerned with the proof of Theorem 1.1, while Section 5 presents Theorem 1.2.
Notation
Let G be a simple algebraic group over an algebraically closed field k. By T we denote a maximal torus in G and B is a Borel subgroup containing T . The variety X is usually the homogeneous space G/P for a maximal parabolic subgroup P . Furthermore, W shall be the Weyl group of G and R the set of all roots, while S is the set of simple roots corresponding to (B, T ). We denote the set of positive roots by R + , while R − is the set of negative roots. Moreover, l is the length function on W corresponding to S. For root systems we use the notation from [Bou68] .
Preliminaries
In this section we are going to recall quivers corresponding to reduced expressions and define varieties X( w) from a decomposition of these quivers.
Quivers
Let w = (s β 1 , . . . , s βr ) be a reduced decomposition of an element w ∈ W , i.e., r is minimal such that w = s β 1 · · · s βr where s β 1 , . . . , s βr are simple reflections corresponding to β 1 , . . . , β r ∈ S. Whenever it exists, the successor s(i) of an index i ∈ [1, r] is the smallest index j > i such that β i = β j . Similarly, the predecessor p(i) of an index i ∈ [1, r] is the biggest index j < i such that β i = β j . The combinatorics in the Weyl group can be translated into the geometry of the following quiver.
Definition 3.1. The quiver Q w has vertices given by [1, r]. There is an arrow from i to j if β ∨ i , β j = 0 and i < j < s(i) (or i < j if s(i) does not exists). In addition, each vertex has a color via the map [1, r] → S given by i → β i . A partial ordering on Q w is generated by the relations i j whenever there is an arrow from i to j.
Note, that the partial ordering is not the one defined in [Per07] , but the reversed one. This is more natural with respect to all our notation and pictures. The quiver describes a reduced expression up to commuting relations between the simple reflections.
Definition 3.2. Let ω be a fundamental weight corresponding to a simple root α.
(ii) We call ω cominuscule if the fundamental weight ω ∨ corresponding to α ∨ ∈ R ∨ is minuscule.
Equivalently, a fundamental weight ω corresponding to a simple root α is cominuscule if the coefficient of α at the highest root of R is 1. This characterization leads easily to a complete table of all the minuscule and cominuscule weights.
Type Minuscule weights Cominuscule weights
For any (co)minuscule fundamental weight ω we define P ω as the maximal parabolic subgroup corresponding to ω. An element w ∈ W is called (co)minuscule with respect to ω if it is reduced modulo the Weyl group of P ω denoted by W Pω . In this case the Schubert variety X Pω (w) := BwP ω /P ω is also called (co)minuscule. By [Ste96] every (co)minuscule element has a unique reduced expression up to commuting relations. Therefore, we will usually write Q w instead of Q w . The next theorem describes the shape of minuscule quivers. It is proven in [Per07, Proposition 4.1]. The fact that we do not exclude the non-simply laced case hardly changes anything in the proof. As a semisimple linear algebraic group and its dual group have the same Weyl group, the cominuscule case follows immediately.
Theorem 3.3. Let w = (s β 1 , . . . , s βr ) be a reduced expression of an element w in the Weyl group W and ω a fundamental weight. Then w is minuscule with respect to ω if and only if the following three conditions hold.
(i) The element β r is the unique simple root such that β ∨ r , ω = 1.
(ii) Let i ≻ r be a vertex of the quiver such that s(i) does not exist. Then there is a unique arrow from i to a vertex k and we have β ∨ i , β k = −1.
(iii) Let i ≻ r be a vertex of the quiver such that s(i) exists. Then there are two possibilities. Either there are two distinct vertices k 1 , k 2 with an arrow coming from i or there is a unique vertex k with an arrow coming from i. In the first case,
In the second case, β
In the (co)minuscule case the Bruhat order can easily be described on the quiver. Let w ∈ W be any (co)minuscule element. Then we get a subquiver Q w ′ of Q w by removing a maximal vertex. This subquiver corresponds to an element w ′ ∈ W and w ′ ≤ w in the Bruhat order. In fact, these relations generate the Bruhat order (see [Per07, Theorem 3.6] ). This means the Bruhat order equals the weak Bruhat order. Therefore, in order to understand the quivers it suffices to understand the quivers of the maximal elements. This can be obtained via the last theorem. They are simply given by the maximal quivers satisfying the three conditions.
Next, we want to decompose the quiver and define a variety that the BottSamelson resolution factorizes through. Let w ∈ W be a (co)minuscule element. A peak of Q w is a maximal vertex and the set of peaks is denoted by p(Q w ).
Definition 3.4. (i) Let p be a peak in Q w . Then we define the set
The complement is denoted by Q w (p) := Q w \ Q w (p).
(ii) Let p 1 , . . . p s be any ordering of the peaks of Q w . Inductively we define Q 0 := Q w and Q i :
By setting Q w i := Q i−1 (p i ) we obtain a generalized reduced decomposition w = (w 1 , . . . , w s ) of w, where w i is the element of the Weyl group corresponding to the quiver Q w i . This means w = w 1 · · · w s and l(w) =
. We do not draw the direction of the arrows because they all go down. The coloring is given by the projection onto the C 4 , A 5 , and E 6 quivers.
Intermediate Varieties
We will now construct the intermediate variety X( w) corresponding to one of the generalized reduced decomposition w described before. Let P β i be the minimal parabolic subgroup B ∪ Bs β i B corresponding to β i for i ∈ [1, r] and p β i : G/B → G/P β i be the quotient morphism. Its fibers are isomorphic to P β i /B ∼ = P 1 . For any x ∈ G/B we define P(x, β i ) to be p
. Let P β i be the maximal parabolic subgroup containing B corresponding to β i for i ∈ [1, r]. For any x ∈ G/B the map p β i restricted to P(x, β i ) is an isomorphism onto its image which is called P(x, β i ). 
(ii) We define m w (Q w ) to be the union of all the minimal vertices of Q w i for i ∈ [1, s].
(iii) The variety X( w) is defined to be the image of X( w) under the projection
As the Bott-Samelson resolution is given by the projection to the last factor, it is clear that it factorizes through the intermediate variety.
These intermediate varieties have some very nice properties as proven in [Per07, Section 5]. For the special decompositions of the quiver described above it is possible to define them as towers of locally trivial fibrations with fibers being the Schubert varieties corresponding to w i as follows. Let m i be the minimal vertex of the quiver Q w i for i ∈ [1, s]. There are projection f i :
Theorem 3.7. The restriction of f i to the image f i+1 • . . .
• f s ( X( w)) is a locally trivial fibration and the fiber is given by the Schubert variety corresponding to w i . In particular, X( w) is normal.
We can also understand divisors and the Picard group of the intermediate varieties very well. In order to explain this, we need to go back to the Picard group of the Bott-Samelson variety. For any i ∈ [1, r] we define a divisor of the Bott-Samelson variety X( w) by
We denote the class of Z i in the divisor class group by ξ i for any i ∈ [1, r]. Due to [LT04, Proposition 3.5] they form a basis of the cone of effective divisors. They even generate the Chow ring due to [Dem74] , but we will not need this fact.
A basis L 1 , · · · , L r of the nef cone of the Bott-Samelson variety was described in [Per07, Section 2.3]. They are defined as follows. For any i ∈ [1, r] there is a morphism p i : X( w) → G/P β i induced by the projection. As P β i is a maximal parabolic subgroup, the Picard group of G/P β i is generated by a very ample line bundle O(1). We define L i to be the pullback p * i O(1). Similarly, we define line bundles on the intermediate variety. There is a morphism p i : X( w) → G/P β i induced by the corresponding projection for all i ∈ m w (Q w ). We define the sheaf L w i as p * i O(1). For all i ∈ p(Q w ) we denote D i as the pushforward π * (ξ i ). Recall that the divisor class group of a Schubert variety has a basis given by the classes of Schubert divisors, which is also a basis of the cone of effective divisors. The following proposition is a consequence of the structure of the intermediate variety as a tower of locally trivial fibrations (see [Per07] for more details).
Proposition 3.8. The sheaves L w i for i ∈ m w (Q w ) form a basis of the Picard group that generates the nef cone. Moreover, the divisors D i for all peaks i ∈ p(Q w ) form a basis of the divisor class group and the cone of effective divisors. In particular, X( w) is Q-factorial.
The variety X( w) is Q-factorial if and only if the dimension of the space of Q-divisors equals the rank of the Picard group. The proposition says that this happens if and only if the number of peaks is equal to the number of minimal vertices in the decomposition w. This in fact true for all the decompositions described in this chapter because every subquiver Q w i has a unique peak.
The following proposition (see [Per07, Proposition 2.16]) describes the L i in terms of the ξ i and the roots γ i := s β 1 · · · s β i−1 (β i ).
Proposition 3.9. The coefficients λ k i defined by
are given by
A better understanding of the values γ ∨ i , γ j allows for the computation of the line bundles L i . By the definition of L i on the Bott-Samelson variety X( w) the projection formula implies the equality π * L i = L w i . Therefore, the description of L i leads to a description of L w i .
Lemma 3.10. Let w be (co)minuscule and i ∈ Q w . Then the coefficients λ k i for k i are non-negative, i.e.,
is an effective divisor.
Proof. The last proposition shows that it is enough to prove the inequality γ ∨ i , γ j > 0 for any vertices i, j ∈ Q w . This has been done in the minuscule case in [Per05, Proposition 2.11]. As going to the dual group cannot change the sign, the cominuscule case follows by duality.
Q-Factorialization
In this section we describe all Q-factorializations of (co)minuscule Schubert varieties in any characteristic. The proof relies on the theory of Mori dream spaces. For more information on this topic we refer to [HK00] . Recall, that a birational morphism of varieties f : Y → X is called Mori-small if it contracts no divisors.
Definition 4.1. Let X be a normal projective variety. A Q-factorialization of X is a Mori-small birational morphism f : Y → X such that Y is projective, normal and Q-factorial variety.
Theorem 4.2. Let X(w) be a (co)minuscule Schubert variety. Then all Q-factorializations of X(w) are given by the morphisms π : X( w) → X(w) obtained from an ordering of the peaks.
The remainder of this chapter is devoted to proving the theorem. Let w = (w 1 , . . . , w s ) be a generalized decomposition of an element w ∈ W as described in Section 3. By p(Q w ) we denote the set of peaks of Q w . The images of the divisors ( D i ) i∈p(Qw) under the morphism π are exactly the Schubert divisors in X(w). Therefore, the map π is indeed Mori-small. Recall that an intermediate variety is Q-factorial due to Proposition 3.8. This shows that the intermediate varieties are Q-factorializations of the corresponding Schubert variety.
In order to get the converse statement, we look at Mori dream spaces that were introduced in [HK00] . Let X be a projective, normal and Q-factorial variety. A small Q-factorial modification (SQM) of X is a birational map f : X Y inducing an isomorphism in codimension 1 such that Y is again a projective, normal and Q-factorial variety.
Definition 4.3. Let X be a projective, normal and Q-factorial variety. Then X is called a Mori dream space if there is a finite set of SQMs f i : X X i such that (i) the Picard group of X is finitely generated, (ii) the cone Nef(X i ) is polyhedral and generated by finitely many semiample divisors for all i, (iii) the cone of movable divisors Mov(X) is the union of the f * i (Nef(X i )).
These spaces are tailor-made for running the minimal model program regardless of the characteristic of the field. We will only use the following statement from [HK00, Proposition 1.11]. Proof. Properties (i) to (iii) of the definition of a Mori dream space need to be shown. We already proved (i) and (ii) in Proposition 3.8.
For all peaks i ∈ p(Q w ) we identify the divisors D i in X( w) and in X( w j ) via f * j . The proof can be concluded by showing the equalities
The cone of effective divisors is polyhedral with basis given by ( D i ) i∈p(Qw) . Therefore, it is closed in this case which proves Mov( X( w)) ⊂ Eff( X( w)) and Nef( X( w j )) ⊂ Eff( X( w)) for all j.
Let D be any effective divisor in X( w). Then there are coefficients λ p ≥ 0 such that D = p∈p(Qw) λ p D p . We define N := {p ∈ p(Q w ) | λ p = 0}, t := #p(Q w )\N and s := #p(Q w ). We will prove the following by induction on t. For any ordering (p t+1 , . . . , p s ) of N there is an ordering (p 1 , . . . , p s ) of p(Q w ) such that for w j obtained from it, the divisor D is in the cone spanned by (L w j i ) i∈m w j (Qw) . The case t = 0 is obvious. For t > 0 we define
Let i 0 be a minimal vertex of Q ′ . For any ordering as described above the globally generated sheaf L w j i 0 has the same coefficients in the base ( D p ) p∈p(Qw) by Lemma 3.10 and the fact that L w j i 0 is the pushforward of L i 0 . The same lemma also implies the existence of a coefficient µ ∈ Q ≥0 such that
is effective and there is a peak p t such that λ ′ pt = 0. As the inequality t > #{p ∈ p(Q w ) | λ ′ p = 0} holds, we can conclude by induction. This implies the remaining two inclusions Eff( X( w)) ⊂ Mov( X( w)) and Eff( X( w)) ⊂ j Nef( X( w j )).
Theorem 4.2 follows immediately because any Q-factorialization of X(w) provides an SQM to an intermediate variety X( w).
IH-Small Resolutions
In this chapter we show how to derive a classification of all IH-small resolutions of (co)minuscule Schubert varieties from the classification of Qfactorializations. The minuscule case was proven over C in [Per07] .
Definition 5.1. A projective birational morphism π : Y → X between normal varieties is called IH-small if for all k > 0 the following inequality holds.
In addition, if Y is smooth, then π is called an IH-small resolution.
It is easy to see that any IH-small resolution is a Q-factorialization. Therefore, we will only need to know which of the Q-factorialization are smooth and IH-small. In order to check smoothness we can use the following result due to [BP99] .
Proposition 5.2. Let X(w) be any (co)minuscule Schubert variety that is not minuscule in the C n -case. Then X(w) is smooth if and only if it is homogeneous under its stabilizer.
Notice that the only minuscule Schubert varieties in the C n -case are projective spaces which have a bigger general linear group acting on them. The stabilizer in the symplectic group might not be big enough to make the variety homogeneous under its action.
A straightforward proof shows that the stabilizer P w of X(w) is generated by B and the sets Bs α B whenever s α w ≤ w in the Bruhat order of W/W P . As the varieties X( w) are towers of locally trivial fibration with fibers being (co)minuscule Schubert varieties, this can be used to show that X( w) is smooth if and only if every part of the decomposition of Q w corresponds to a smooth Schubert variety.
Definition 5.3. Let w ∈ W be (co)minuscule. A vertex h ∈ Q w is called a hole if it has no predecessor and β h w > w, i.e., gluing β h on top of the quiver Q w still leads to a quiver satisfying the conditions of Theorem 3.3.
Proposition 5.4. A (co)minuscule Schubert variety X(w) is homogeneous under its stabilizer, i.e., smooth, if and only if the quiver Q w has no holes.
This was proven in [Per09, Theorem 0.2] using the result of Brion and Polo. Note that Perrin denotes our holes as essential holes.
Example 5.5. The vertices h 1 , . . . , h 6 are all holes in the following three examples. In fact, none of the corresponding Schubert varieties are smooth.
Recall the definition of the height h(i) of a vertex i of the quiver Q w as the largest integer n such that there is a path consisting of n − 1 arrows from i to the unique maximal vertex in Q w . An ordering of the peaks (p 1 , . . . , p s+1 ) is called neat if h(p i ) ≤ h(p i+1 ) for all i ∈ [1, s]. We should point out that this definition is slightly different to the ones given by Perrin in [Per07] and by Zelivinsky in [Zel83] . They define a few more neat orderings that lead to the same intermediate varieties. This is based on the fact that different orderings might yield the same decomposition of the quiver. We can now show the following theorem.
Theorem 5.6. Let X(w) be a (co)minuscule Schubert variety over an algebraically closed field k. Then the IH-small resolutions of X(w) are exactly given by the morphisms π : X( w) → X(w), where w is obtained from a neat ordering of the peaks and X( w) is smooth.
Proof. The fact that all resolutions coming from such an ordering are IHsmall can be proven as in [SV94] and in [Per07] . We will not repeat the proof. Every IH-small morphism is a Q-factorialization. By Theorem 4.2 we are left to show that the other smooth varieties X( w) do not yield an IH-small resolution. This is done in an explicit construction in the proof of Proposition 7.2 of [Per07] .
Example 5.7. In our standard examples the first decomposition yields a non smooth variety. The second decomposition corresponds to an IH-small resolution. The third decomposition corresponds to a smooth variety, but the decomposition is not neat.
•
