ABSTRACT. Pricing financial or real options with arbitrary payoffs in regime-switching models is an important problem in finance. Mathematically, it is to solve, under certain standard assumptions, a general form of optimal stopping problems in regime-switching models. In this article, we reduce an optimal stopping problem with an arbitrary value function in a two-regime environment to a pair of optimal stopping problems without regime switching. We then propose a method for finding optimal stopping rules using the techniques available for non-switching problems. In contrast to other methods, our systematic solution procedure is more direct since we first obtain the explicit form of the value functions. In the end, we discuss an option pricing problem which may not be dealt with by the conventional methods, demonstrating the simplicity of our approach.
INTRODUCTION
Regime-switching models have been of interest to economists as early as the 1970's, since the parameters describing economic data exhibit changes over periods of time (see, e.g., Hamilton [9] ). For this reason, the regime switching has been incorporated into optimal stopping problems as well, allowing the underlying diffusion to have different parameters that depend on the regime. Such optimal stopping problems have various applications, such as option pricing and real options analysis in corporate finance.
One way of analyzing the value function of the optimal stopping problem with regime-switching is its characterization as a viscosity solution to the associated Hamilton-Jacobi-Bellman equation. For example, Pemy [18] uses this method for the finite time horizon optimal stopping problem of regime-switching Lévy process, while Liu [15] analyses the infinite time horizon state-dependent regime-switching problem. Such studies use numerical schemes to demonstrate the application of the results, but do not offer a universal method to find the value function explicitly. The numerical methods for the evaluation of the value function are discussed in Boyarchenko First draft: November 24, 2017; this version: September 11, 2018 . An early version of this work is circulated under the title "On the optimal stopping problem of linear diffusions in regimeswitching models". The second author is in part supported by JSPS KAKENHI Grant Number JP 17J06948.
and Levendorskiǐ [2] , Huang et al. [10] , Babbin et al. [1] , as well. Another approach is to first guess a solution by constructing an optimal strategy and then prove that the candidate function is indeed a value function (e.g., see Guo and Zhang [8] ). This approach is sometimes called the "guess and verify" method. The success of this method depends on the underlying diffusion process and the reward function of the problem; therefore, there are problems to which this method cannot be applied. Hence the remaining issue is to derive a universal expression of the value function and suggest a technique for explicitly evaluating it for general classes of reward functions and underlying diffusions.
In this paper, we study an infinite time horizon regime-switching optimal stopping problem of an arbitrary continuous reward function that satisfies the linear growth condition, a standard assumption in the literature (see, e.g., Pham [20, Sec. 5.2] ). We reduce this problem to a pair of non-switching ones and evaluate the value functions explicitly. It is worth discussing the idea here. Suppose that we have two regimes i = 1 and i = 2. The state variable X switches from X (1) to X (2) and vice versa (see Section 2 for rigorous problem formulation). We first reduce the problem to a couple of one-dimensional problems without switching (subsection 3.1). It follows that, for each regime, the state space I is split into continuation region C i and stopping region Γ i , i = 1, 2. Then, defining A 1 := Γ 1 ∩ Γ 2 , A 2 := C 1 ∩ Γ 2 , A 3 := C 2 ∩ Γ 1 , A 4 := C 1 ∩ C 2 , we can write
Next, (1) we characterize the value functions of the problem in an explicit way (see subsections 3.2 and 3.3). With the form of the value functions available, we propose a procedure for solving the optimal stopping problem in Section 4. Specifically, based on the result (1), (2) we obtain the value functions in each region A 1 through A 4 as the smallest nonnegative concave majorants in some transformed space: the method for non-switching problems presented in Dayanik and Karatzas [5] . Thanks to (1) and (2), the proof of optimality is greatly reduced: we simply need to check certain geometric properties of the associated functions. Therefore, our method is rather direct and differs from so-called "guess and verify" methods conventional in the literature of regime-switching optimal stopping. Due to the direct nature of our solution, it is free from hard analysis that often requires ingenuity for proving some inequalities which are referred to as the verification lemma (see, e.g., Øksendal [17, Theorem 10.4.1] ). Moreover, the proposed method works for any diffusion whose parameters satisfy Lipschitz and linear growth conditions (Section 2.2) and any continuous reward function satisfying the abovementioned condition. Hence, it can apply to problems that may not be handled by the conventional methods. We demonstrate this in Section 5 with a worked example of capped-call options in the regime-switching model.
It should be noted that the reduction of the regime-switching problem to non-switching ones is also discussed in Le and Wang [13] . They consider a finite time horizon optimal stopping problem for a continuous non-increasing nonnegative convex payoff function with regime-switching geometric Brownian motion (GBM) and break the problem into a sequence of optimal stopping problems of constant-coefficient GBM processes. Le and Wang [13] derive an iterative method for approximating the value function of the original problem. Their method differs from ours in that we transform the original regime-switching optimal stopping problem into a pair of non-switching ones and find a solution explicitly. We emphasize that this is a novel approach. In our study we also treated a broader class of reward functions and underlying diffusions.
2. MATHEMATICAL FRAMEWORK 2.1. Basic facts. Let us consider the probability space (Ω, F , P), where Ω is the set of all possible realizations of the stochastic economy, and P is a probability measure defined on F . We denote by F = {F t } t≥0 the filtration satisfying the usual conditions and consider a regular time-homogeneous diffusion process X adapted to F. Let P x denote the probability measure associated to X when started at x ∈ I . The state space of X is I = (ℓ, r) ∈ R, where ℓ and r are both natural boundaries. That is, X cannot start from or exit from ℓ or r. We assume that X satisfies the following stochastic differential equation:
where B = {B t : t ≥ 0} is a standard Brownian motion and µ : I → R and σ : I → R + satisfy the following Lipschitz and linear growth conditions (see Karatzas and Shreve [12, Theorem 2.9, Chapter 5])
with positive constantsK and K. The second condition is implied by the first one. These conditions ensure the existence and uniqueness of a strong solution given an initial condition. The optimal stopping problem in one dimension is formulated by
where q > 0, τ ≥ 0, S is a set of stopping times of F and h : (ℓ, r) → R is a continuous Borel function on I . To review the general theory for optimal stopping of linear diffusions, we state some fundamental facts: the infinitesimal generator G for a continuous function v of the process X is defined by
where P t is the transition semigroup of X . The equation Gv − qv = 0 has two fundamental solutions: ψ q (·) and ϕ q (·). We set ψ q (·) to be the increasing and ϕ q (·) to be the decreasing solution. They are linearly independent positive solutions and are uniquely determined up to multiplication. It is well known that for H z := inf{t ≥ 0 : X t = z},
For the complete characterization of ψ(·) and ϕ(·), refer to Itô and McKean [11, Section 4.6] . Let us now define
Then F(·) is continuous and strictly increasing. Next, following Dynkin [6] (Section 8 in Appendix), we define concavity of a function with respect to F as follows: A real-valued function u is called F-concave on I if for any 
where F −1 is the inverse of F. Then we have
and finally, when ξ ℓ = ξ r = 0, the optimal stopping and continuation regions are
with the optimal stopping time τ * := inf{t ≥ 0 : X t ∈ Γ}. See Dayanik and Karatzas [5, Propositions 5.12 and 5.13] . Note that for the rest of this article, the term "transformation" should be understood as (2.5).
2.2.
Regime-switching models. Given the probability space, the diffusion in this article is of the form
where η t ∈ {1, 2} is a two-state continuous-time Markov chain adapted to F, independent of B, and has a generator of the form
with λ i > 0, i = 1, 2. We assume that µ(x, i) and σ (x, i) satisfy the Lipschitz and linear growth conditions (2.1) for each i. Then, there exists a unique strong solution X t to the regime-switching differential equation above (Mao and Yuan [16, Theorem 3.13] ). For brevity we will call the diffusion with drift µ(·, i) and diffusion parameter σ (·, i), i = 1, 2, diffusion X (i) when no confusions arise. Then our problem is to solve
Let the stopping and continuation regions be Γ i and C i , respectively. To obtain a concrete result useful in solving real-life problems, we set the following assumptions:
Assumption 2.1.
(1) The reward h is a continuous function that satisfies the linear growth condition: |h(x)| ≤ C(1 + |x|) on I for some strictly positive constant C < ∞. (2) The discount rate q > β , where β is a constant satisfying xµ( Note that our assumptions on the parameters µ(·, i) and σ (·, i) guarantee the existence of such β . In addition, for each i = 1, 2, we have [20] .
For a real value q > 0, let us recall the resolvent operator (2.10)
for a continuous function f . Thanks to Proposition 2.1 together with Assumption 2.1, we ensure that
for V in (2.2). In the next section, we will solve the optimal stopping problem in regime-switching model (2.7) under Assumption 2.1 with the aid of the F-concavity characterization and the variational inequality (2.9) for the value function.
CHARACTERIZATION OF THE VALUE FUNCTION
In this section, we will obtain an explicit form of the value functions of (2.7) in steps. In subsection 3.1, we will rewrite the original problem into a pair of one-dimensional optimal stopping problems, making a quantitative analysis of the value function. We then split the state space I into regions, depending on which regime the state variable lives in and on whether a point in I belongs to continuation region or stopping region. We provide, for each region, the form of the value functions. This is done in subsection 3.2. Finally, in subsection 3.3 we analyze the ODE that arises in one of the regions.
3.1.
Reduction to a pair of one-dimensional problems. We mainly consider v * (x, 1) = sup τ∈S E x 1 [e −qτ h(X τ )] since v * (x, 2) can be handled in the same way. Let us define a Poisson process N 1 = (N 1 t ) t≥0 with rate λ 1 independent of B. The first arrival time of N 1 , denoted by T 1 , has the exponential distribution whose density is
Similarly, we define T 2 as the first arrival time of a Poisson process N 2 with rate λ 2 independent of B and N 1 . Then, T 2 is the exponential random variable with parameter λ 2 independent of B and T 1 . In the sequel, we transform our original problem (2.7) into a pair of optimal stopping problems without regime-switching. For this, we introduce the notationv(·, j) which indicates the optimal value obtained when starting at X T i , i = j (see Lemma 3.1). Later in Proposition 3.1 we will prove thatv(·, j) is the same as v * (·, j). 
] with x evaluated at X T i . Moreover, for each i, the supremum in (2.7) over τ ∈ S is attained when τ is a hitting time of the set {x ∈ I :
Proof. The proof of the linear growth condition is identical to the one in Proposition 2.1. In fact, from (2.8), we have E
Therefore, due to the linear growth of h,
with constant C > 0 which proves the claim. Next, we prove the continuity of v * (x, 1). Due to the Lipschitz and linear growth conditions on the diffusion parameters for each regime, the following holds for all t ≥ 0 (see Pham [20, eq. (1.19) ]): 2 , ∀i and ∀x, y ∈ I . The proof of (3.2) is an immediate application of Itô's formula and Gronwall's lemma and its technique is the same for both regime-switching and non-switching diffusion: the superscripts x and y denote the starting positions. Given that the initial regime is 1, take any sequence (x n ) n∈N in I converging to x and consider random variables Y n := sup 0≤u≤t |h(X
. Therefore, Y n → 0 in probability as n → ∞. Furthermore, since h satisfies the linear growth condition,
with constant C > 0. We have sup
2 )e C ′ t for any x ∈ I with constant C ′ depending on Lipschitz and linear growth conditions of parameters (Mao and Yuan [16, Thm 3.24] ). This implies that (Y n ) is a uniformly integrable sequence and therefore, converges to 0 in L 1 since it also converges to 0 in probability. Since we used an arbitrary t in the definition of Y n , we obtain lim
which proves that v(x, 1) is continuous on I . Finally, we prove the dynamic programming principle. Since we know that the value functions satisfy the linear growth condition, we havev(X T i , j) < ∞ for each j = i; therefore, for any X T i , we can take an ε-optimal stopping time τ ε ∈ S such that E
with ε > 0. To indicate that the choice of τ ε depends on the starting regime and state, we write τ ε (X T i , j). Using the shift operator θ , set τ ′ := τ1l τ<T 1 + (
where τ is an F -stopping time and τ ε denotes the chosen ε-optimal stopping time when the position X T 1 is known. That is,
Since {T 1 ≤ t} ∈ F t , {τ ′ ≤ t} ∈ F t and τ ′ is an F -stopping time. Then, we have
where we used strong Markov property in the second line. Since τ was an arbitrary stopping time, we obtain
Next, we have
due to the definition ofv. Therefore, we obtain
This, together with (3.3), proves the dynamic programming principle (3.1). The linear growth condition, continuity and the DPP hold similarly for v * (x, 2). We have shown that v * (x, i) is a solution to one-dimensional optimal stopping problem (3.1) from which it is obvious that for each i, the optimal τ is a hitting time of the set {x ∈ I : v * (x, i) = h(x)} by invoking Dayanik and Karatzas [5, Proposition 5.13 ] .
In Lemma 3.1 we have shown that the supremum over τ can be taken over first hitting times of X . We proceed further by using the resolvent operator defined in (2.10) (note thatv(·, j) ≥ 0, j = 1, 2) and set
where we use the independence of X t and T 1 for the third equality. Similarly, we define
Since T 1 is exponentially distributed with parameter λ 1 , we can further write the first term in (3.1) as
with the process X (1) having drift µ(t, 1) and diffusion parameter σ (t, 1) since all the realizations are in the set of {ω ∈ Ω : τ(ω) < T 1 (ω)}. Next, in view of (3.4), the second term of (3.1) is simplified to
Note that τ < T 1 in the second term of the fourth row in (3.6). In view of (3.4), −ḡ 1,2 (X (1) 
τ ) is the expectation evaluated by the position of X (1) with drift µ(·, 1) and diffusion parameter σ (·, 1) at the stopping time τ and is the forgone value that one would have obtained if (1) one does not stop at time τ and lets it switch to regime 2 at time T 1 and (2) behaves optimally from time T 1 . By combining the first and the second terms of (3.1) evaluated above and stressing out the fact that this equation is concerned with a hitting time for X (1) , we write
Similarly, we can derive
with τ 2 being a hitting time of the process X (2) with drift µ(·, 2) and diffusion parameter σ (·, 2). Thus far, we have established the coupled optimal stopping problems
See (3.4) and (3.5).
With this reduction complete, we prove the main result of this subsection.
Proposition 3.1. The regime-switching problem (2.7) is equivalent to the following pair of one-dimensional problems
Proof. By the symmetry, it suffices to prove the equivalence of (3.7a) and (3.9a). Set the right-hand side of (3.9a) as J(x, 1). Let the optimal times of (3.7a) and (3.9a) beτ 1 andτ 1 , respectively. By the definition ofv(·, 2) we have J(x, 1) ≤ v * (x, 1) (see Lemma 3.1) . In this proof, we writev 2 (x) :=v(x, 2) and v * (x, 2) := v * 2 (x) for brevity. We will show J(x, 1) ≥ v * (x, 1):
where the inequality in the third line is due to the definition ofτ 1 and the equality in the fifth line holds by the strong Markov property. Since v * (·, 2) is the value function of the original problem (2.7), we have v * (x, 2) ≥v(x, 2). Therefore, we have
which completes the proof.
Remark 3.1. If we assume that the value of q also changes depending on the regime, Proposition 3.1 still holds with q replaced by q 1 in (3.9a) and by q 2 in (3.9b), as long as q i satisfies Assumption 2.1 for each i. All the subsequent analysis in the paper also holds with q replaced by q 1 and q 2 in an obvious way.
3.2.
The form of the value functions. Now we will investigate the state space I = (ℓ, r). We define
Below, we write down the form of the value functions in each region. Each A j may be disconnected; however, the form of the value functions derived below remains true in all parts of A j . Let us denote by G i , i = 1, 2 the generators with drift µ(·, i) and diffusion parameter σ (·, i). First, note that (3.9) has to be solved simultaneously and that the value functions v * (x, i) have different forms in A j , j = 1, 2, 3, 4. Consequently, the reward functions in (3.9) are not continuous on I but are piecewise continuous on each A j . Using this fact, we will prove the following proposition:
where u 1 satisfies
For region A 3 = C 2 ∩ Γ 1 , we replace the roles of i = 1 and i = 2 and u 2 satisfies
In region A 4 = C 1 ∩ C 2 , the value functions are
Proof. The first statement is obvious. The reward function in (3.9a 
whose form is determined later in this proof. For the function M 2 , due to the continuity and nonnegativity of v * (x, 2), we can take a continuous nonnegative function that coincides with v * (x, 2) on A 4 . Consequently, the reward function for v * (x, 1) becomes
therefore, it is not continuous on I . Note that we need to choose M 2 (x) in a way that
. Similarly, we take a continuous nonnegative function M 1 (x) that coincides with v * (x, 1) on A 4 and satisfies λ 2 U (q+λ 2 ) M 1 (x) < ∞, x ∈ I . Let P i t denote the transition semigroup for X (i) . For x, y ∈ I , we have
from which the continuity of the resolvents follows due to the continuity of h and M 2 . Together with the assumed continuity of h, this shows the continuity of the reward functions
satisfies the linear growth condition due to Assumption 2.1. This is because
where C and D are positive constants (see Karatzas 
, we obtain from Proposition 3.1
In A 2 , v * (x, 2) = h(x) and we have (q
where u 2 satisfies (q + λ 2 − G 2 )u 2 (x) = 0 for x ∈ A 3 . This completes the proof for regions A 2 and A 3 .
Finally, for x ∈ A 4 , the value functions can be found as solutions to the following paired optimal stopping problems:
Let us set
We have for i = 1, 2
Furthermore,
where we used the definition ofû 2 (x) and (3.13b) in the last equality. This implies, by the definition ofû 1 (x),
provided that the resolvents can be defined and are finite. Similarly, we obtain
where we used (3.15) in the last equality. For the final equality to hold, in view of (3.12) we need λ 1 U (q+λ 1 )û 2 (x) = 0. Since λ 1 > 0, it follows thatû 2 (x) = 0 for almost every x in region A 4 . But the continuity of v * (x, 2) and hence ofû 2 (x) entails thatû 2 (x) = 0 for all x in region A 4 . The same argument also shows thatû 1 (x) = 0 for all x in region A 4 .
We
and v p i (x) solve (3.14) and (3.16).
3.3.
On the solution of (3.14). Once we solve (3.14) 
The finiteness of the resolvent should be one of the necessary conditions when finding the solution since the value functions are continuous and satisfy the linear growth condition on I . Moreover, (3.17) becomes To describe the solution to (3.14), let us take an example of the regime-switching geometric Brownian motion X t , satifsying dX t = µ η t X t dt + σ η t X t dB t , for our state variable (see Guo and Zhang [8] ). The solution to (3.14) becomes v p 1 (x) = ∑ 4 i=1 k i x β i and β 's are the roots of the equation
While we have four distinct roots β 1 < β 2 < 0 < β 3 < β 4 , we have a restriction: since v
For this function to be finite, we need j 2 (β i ) > 0 for each i. If this condition is violated, then we need to set k i = 0 for i such that j 2 (β i ) < 0. Above, we first found v p 1 (x) and then derived necessary conditions j 2 (β i ) > 0 ∀i. If we had first found v p 2 (x), the necessary conditions would become j 1 (β i ) > 0 ∀i. This means that any solution β must satisfy both j 1 (β ) > 0 and j 2 (β ) > 0.
As it will be proved below, there are only two solutions to j 1 (β ) j 2 (β ) = λ 1 λ 2 that satisfy this condition, and they have opposite signs. Proposition 3.3. For the geometric Brownian motion, j 1 (β ) j 2 (β ) = λ 1 λ 2 from (3.19) has only two solutions (β ), such that j 1 (β ) > 0 and j 2 (β ) > 0. The same is true for any regime-switching diffusion satisfing dX t = µ η t dt + σ η t dB t , where B t is a standard Brownian motion and µ i ∈ R, σ i > 0 are arbitrary constants for i = 1, 2.
Moreover, these two solutions have opposite signs.
Proof. The proof uses the technique from Remark 2.1 in Guo [7] . Let
First, let us find a solution to j 1 
This quadratic equation has two roots · is the area of x where both j 1 (x) > 0 and j 2 (x) > 0 hold. Based on the abovementioned characteristics of f and on the fact that f will cross the horizontal axis only four times, we know that f crosses the horizontal axis only twice on the red area, resulting in two solutions of opposite signs. The proof for the Brownian motion with drift is similar, with j 1 and j 2 adjusted accordingly using (3.14).
Since the two appropriate solutions from Proposition 3.3 have opposite signs, it is intuitive that one of them may be eliminated, depending on the form of A 4 , due to the boundedness condition of value functions on A 4 (e.g., see Guo and Zhang [8] where positive roots are eliminated). The boundedness condition is proved in Proposition 3.4 below. Note that when handling the Ornstein-Uhlenbeck process or its exponential version, the fundamental solutions ϕ q and ψ q are special functions: the parabolic cylinder function and the confluent hypergeometric function of the second kind, respectively (see Lebedev [14, Sects. 10.2 and 9.9]) and therefore it is not easy to compute how many roots of β satisfy j 1 (β ) > 0 and j 2 (β ) > 0 and how many of them should be eliminated. The next proposition overcomes this technical difficulty by first showing that the value functions must be bounded on A 4 for any underlying diffusion X . It then extends the result of Proposition 3.3 ensuring that the solution to (3.18) , in the case where one of the endpoints of A 4 is a natural boundary, is a multiple of only one function; thus, only one weight k needs to be determined. 
surely. Similarly, T 2 < ∞ holds almost surely. By taking sufficiently large b, we can ensure that E
e −qT 2 almost surely and 
METHOD TO FIND OPTIMAL SOLUTION
In Section 3, we characterized the value functions of the problem (2.7) in each region of A j , j = 1, 2, 3, 4 being defined as
Based on this characterization, we will show how to obtain the value functions. Our characterization of the value functions in Section 3 (Proposition 3.2) does not presume any specific order or form of A j , j = 1, 2, 3, 4. Therefore, in case of a complex structure, for example, disconnected stopping regions, every pattern of partitioning the state space I can still be written as combinations of A j . Thus, the necessary and sufficient conditions discussed below, as well as the procedure of estimation, are applicable to all the patterns. [5, Propositions 5.11 and 5.12] with the aid of Proposition 2.1 in each region.
Since we know, from Proposition 3.2, the form of v * (x, i), i = 1, 2 in each region, we can apply the result of F-concavity characterization of Dayanik and Karatzas
Transformation : Let us define as in (2.3)
By the F-concavity characterization of the value function which we briefly reviewed in Section 2, for each i = 1, 2, we need to find the smallest nonnegative concave majorant, denoted by W i (F i (x) ), of the appropriate reward function in the transformed space by F i . Recall (2.5) for this transformation. At the same time, we need to make sure that the necessary conditions in Propositions 4.1 below are satisfied. Let us stress first that this method differs from so-called "guess and verify" method which requires some difficult algebraic computations that are usually problem-specific. In contrast, our method is to find solutions systematically using the geometric argument of concavity.
We analyze the threshold points between regions A j , summarized in Table 1 . The table excludes the thresholds between A 2 /A 3 as well as A 1 /A 4 regions because these thresholds do not exist in our setting as we show below.
First, suppose that A 2 and A 3 are adjacent regions. Since for X (1) , A 2 is a continuation region and A 3 is a stopping region, there exist y ∈ A 2 and z ∈ A 3 such that h(y) < h(z). This in turn contradicts the fact that A 2 is a stopping region and A 3 is a continuation region for X (2) since the reward h is the same. Next, assume that A 4 is adjacent to A 1 region and set the threshold point as s. Without loss of generality, we have v 4 in the neighborhood of s (with x < s). This indicates that the value obtained by waiting is higher for X (1) . In order to have v By symmetry, the thresholds a and b as well as c and d have the same characterization; therefore without loss of generality, we will discuss only a and c. Due to the interacting nature of (3.9), we need to find W 1 (F 1 (x) ) and W 2 (F 2 (x)), together with a and c, simultaneously in their respective transformed spaces. The regions A j may be disconnected, resulting in multiple a and c thresholds; however, the necessary conditions of Proposition 4.1 are the same for any such a and c regardless of their number. In order to analyze the thresholds, we construct the following Tables 2 and 3:   TABLE 2 . The reward function in (3.9a) and the value function v * (x, 1). Note that v p 1 (·) in the last row is the solution to (3.14)
Note that H 1 j , j = 1, 2 in the parentheses (Table 2 ) denote the names of the reward functions transformed by F 1 (x). 
Note also that H 2 j , j = 1, 2, 3 in the parentheses (Table 3 ) denote the names of the reward functions transformed by F 2 (x).
The following proposition is based on Proposition 3.2. 
If h is differentiable everywhere on {x ∈ I : h(x) > 0}, the following condition also needs to be satisfied for optimality:
Conditions (4.4) and (4.5) are equivalent to
Whether h is differentiable or not, we must choose c such that the maximum of H
with some A, B ∈ R to be determined. The threshold a is identified as a point where W (F 1 (a)) = H 11 (F 1 (a) ). Due to the continuity of the value function, the following condition holds at a:
If h is differentiable everywhere on {x ∈ I : h(x) > 0}, the following must also be satisfied for the optimality:
The conditions (4.5) and (4. (3.5) ). The first term is the reward that one obtains when stopping immediately at x. The second term is the discounted value that one can expect when not stopping at x. It can be regarded as the opportunity cost of stopping and hence the first order condition for the optimality is M ′ (x) = 0. For the reward function H 2· (y) in the transformed space, we have
Setting y = F 2 (c), the conditions (4.4) and (4.5) imply (4.6).
The u 1 function solves (3.10) and in view of (2.6),
with some A, B ∈ R to be determined. Hence, W 1 (F 1 (x) ) is in the form of
on F 1 (A 2 ) and majorizes the reward function H 11 . Since point a is the threshold between A 1 and A 2 regions and is in the stopping region of v * (x, 2), the reward function for v * (x, 1) is h(x) − λ 1 U (q+λ 1 ) h(x) in both A 1 and A 2 regions. Hence we can identify the boundary point a by finding the smallest nonnegative concave majorant of
. The condition (4.8) is derived similarly to (4.5).
The following proposition derives the geometric conditions that are sufficient for optimality. This is just to confirm that the value functions are smallest nonnegative concave majorants of respective rewards in each region under necessary conditions. We summarize the procedure for finding the value functions. Procedure :
Proof. It is proved in Proposition 3.2 that in
(1) Given the diffusion, its parameters, and λ i , i = 1, 2, compute (ψ q+λ 1 , ϕ q+λ 1 ), (ψ q+λ 2 , ϕ q+λ 2 ), and F 1 , F 2 . Once one obtains v * (x, 1) and v * (x, 2) that satisfy the conditions in Propositions 3.2 and 4.1 using the method we described, the pair is a solution if conditions (S-1)∼ (S-4) in Proposition 4.2 are satisfied. No proof of the verification lemma (Øksendal [17, Theorem 10.4.1]) for optimality is necessary. We simply need to check conditions (S-1)∼ (S-4) geometrically. To illustrate this, we will solve a real-life problem in the next section.
EXAMPLE
We study an American capped call option on dividend-paying stock (Broadie and Detemple [3] and Dayanik and Karatzas [5] ). The stock price is driven by dX t = (r − δ η t )X t dt + σ η t X t dB t , η t ∈ {1, 2} with constants σ η t > 0, r > 0, and δ η t > 0. The constants r and δ indicate the risk-free interest rate and dividend rate, respectively. This process is a regime-switching geometric Brownian motion with state space I = (0, ∞) and both boundaries are natural. The optimal stopping problem for the perpetual American call option with strike price K ≥ 0 and the cap L > K in regime-switching environment is
under a risk-neutral probability measure with
We can verify that the quantities in (2.4) are finite. It is natural to assume that the drift term r − δ i > 0 for each i.
Step (1): Using the infinitesimal generator G i :=
where γ i,1 < 0 and γ i,2 > 0 for i = 1, 2. These are the roots of the quadratic equation
:
Step (2): By solving (3.14), the value function v * (x, 1) in region A 4 is of the form
where β * is the smaller of the two positive roots of (3.19) with
and k is a constant to be determined. We discard (1) two negative roots since the value function must be bounded when x → 0 and (2) the larger of the positive two roots due to the finiteness condition of the resolvent of v * (x, 1). Note that β * > 1. Indeed, let us set
The continuity of f implies that β * > 1.
Step ( 
The two conditions in (4.6) provide
Suppose that c < L holds. We wish to show that F 2 (c) is the only point that satisfies (4.6). Since D > 0 and k > 0, we see that H 23 (F 2 (x)) < 0 and is decreasing on x ∈ (0, K). We have H 23 (F 2 (K)) < 0 and it suffices to confirm that H ′ 23 (y) vanishes at most two points. The equation H ′ 23 (y) = 0 reduces to
The right-hand side is a constant and it is easily seen that the left-hand side has only one extreme point, which proves that H ′ 23 (y) vanishes at most twice. It would be beneficial that we show graphs in each step. The parameter set here is (r, δ 1 , δ 2 , λ 1 , λ 2 , σ 1 , σ 2 ) = (0.3, 0.2, 0.225, 1, 1, 0.5, 0.3) with K = 5 and L = 15. We find β * = 1.85235 as well as (γ 1,1 , γ 1,2 ) = (−3.1265, 3.3265) and (γ 2,1 , γ 2,2 ) = (−5.7185, 5.0518). From (5.1) we obtain c = 10.8661 < L and k = 0.0770. Figure 2 shows that H 23 (y) is majorized by the horizontal axis and is tangent to it at c. Thus, the smallest nonnegative concave majorant W 2 (y) ≡ 0 and condition (S-2) in Proposition 4.2 is confirmed to be satisfied. When choosing c as a solution to (5.1), we may encounter two types of issues. First, the resulting c may be greater than L since (5.1) does not take the constraint L into consideration. Second, when setting c as a solution to (5.1), the resulting value functions may be infeasible. The feasibility means that for some x 0 ∈ I , v * (x, i) ≤ h(x 0 ) must hold for all x ∈ A 4 , i = 1, 2. We do not encounter these issues when L = 15. We set L = 11.3 in Section 5.1 and demonstrate the solution method for the case when the solution to (5.1) leads to infeasible value functions. The same method can be used when the solution to (5.1) is greater than L.
Let us now come back to the original parameter set where L = 15. We have already identified the threshold c when L = 15 and proved that there is only one point c satisfying (4.6). From Remark 4.1, A 4 is adjacent to A 2 . In the next step we will find the associated point a that separates A 2 and A 1 regions. Let us prepare by setting up Tables 4 and 5 similar to the ones in Section 4.
Let us frist write down: Region
Note that by a direct calculation, we have j 2 (γ 1,2 ) > 0 and j 2 (γ 1,1 ) > 0 which confirms (5.3c) is finite. Figure 3 displays, in the case of L = 15, the reward functions in Table 5 in the transformed space. While we should wait until the next step completes to draw the functions in the right panel (b), we nonetheless show them here together with the left panel for convenience. The left panel (a) focuses on the region y ∈ (0, F 2 (c)) and shows the reward function h(x) − λ 2 U (r+λ 2 ) v p 1 (x) in the transformed space (which is H 23 (y)) and the smallest nonnegative concave majorant W 2 (y) ≡ 0. Hence,û 2 (x) = 0 and
where k and c are given in (5.1). It is confirmed that the region x ∈ (0, c) is a continuation region for diffusion X (2) .
Step (4): This step is concerned with identifying the threshold a. Due to the continuity of v * (x, 1) at x = c, we have
3). Therefore, we need to find the smallest nonnegative majorant line W 1 (y) which passes F 1 (c),
ϕ r+λ 1 (c) and majorizes the first part of H 11 (y):
(b) Fig. 3 . The reward functions (Table 5) because the value function in the transformed space is the smallest nonnegative concave majorant of
and a ≤ L must hold. This function W 1 (F 1 (x)) fulfills the requirement (S-3) in Proposition 4.2. It should be stressed that we find the smallest nonnegative concave majorant of
Refer to Table 4 . The reward at
Computing the difference of the preceding two equations at point c,
where the positiveness is due to c ∈ C 1 and the variational inequality. While this is true in all cases, we state it for this example as well. This means that when we transform the space by using F 1 (·), the point u 1 (c) ϕ r+λ 1 (c) is located above H 11 (F 1 (c)), enabling us to draw the smallest nonnegative concave majorant W 1 (y) from point F 1 (c).
Note that the inflection point of the first part of H 11 (y) isŷ := Table 5 in the region y ∈ [F 2 (c), ∞) for X (2) . The discontinuities occur at y = F 2 (c), y = F 2 (a), and y = F 2 (L). In y ∈ [F 2 (c), F 2 (a)), the function is
where the specific forms of the functions in the numerator are shown in (5.3c) and (5.3d). In y ∈ [F 2 (a), ∞), the function is
where the specific form of the function in the numerator is given in (5.3b). Since both H 21 (y) and H 22 (y) are concave in their respective domains, the smallest nonnegative concave majorants are the functions themselves as desired (see S-4 in Proposition 4.2). That is, [c, ∞) is the stopping region for diffusion X (2) . To confirm that condition S-1 (Proposition 4.2) is satisfied, we need to draw
and see if it is negative on (0, F 1 (c)) so that H 12 (y) is majorized by W 1 (y) ≡ 0 in A 4 . Figure 5 illustrates, in the case of L = 15, the reward functions in Table 4 Note that the line tangent to H 11 (y) is the same as the one shown in Figure 4 . Hence, the smallest concave majorant W 1 (y) is zero on (0, F 1 (c)), the line Ay + B on [F 1 (c), F 1 (a)) and H 11 (y) itself on [F 1 (a), ∞). The discontinuity of H 11 (y) corresponds to point F 1 (L). The continuation region C 1 is (0, c) ∪ [c, a) and the stopping region is [a, ∞). Note further that if there is no tangency point on (F 1 (c), F 1 (L)), then the smallest nonnegative concave majorant W 1 (y) is the line connecting F 1 (c),
ϕ r+λ 1 (c) and (F 1 (L), H 11 (F 1 (L))). In this case, as well, we can find the slope A and the intercept B with a = L (see Section 5.1 where L = 11.3).
Now from Tables 4 and 5 , we obtain 5.1. Binding Constraint. As L becomes small, we need to make sure that the resulting pair (v * (x, 1), v * (x, 2)) in .2) is violated. It follows that v 2 (x, 2; p) is increasing in p. Therefore, we shall choose the largest value of p that assures a feasible solution. Furthermore, p should be such that v * (x, 1) ≥ v * (y, 1) holds for x ≥ y, x, y ∈ A 2 . This means that v * (x, 1) is nondecreasing on A 2 since the stopping region of X (1) is on the right of A 2 and h is nondecreasing. Once we set c to a certain value, it will give us k(c). Using (c, k(c)), we can employ the same procedure as in
Step (4) 
where A ′ and B ′ are the slope and the intercept of the line connecting F 1 (c),
ϕ r+λ 1 (c) and (F 1 (L), H 11 (F 1 (L))). Note that the condition (S-3) in Proposition 4.2 is satisfied. The condition (S-4) in Proposition 4.2 is also satisfied and [c, ∞) is the stopping region for X (2) . The resulting value functions are displayed in Figure 8 .
Remark 5.1. In the end, we comment that it is possible to extend the idea of the paper to the model with more than two (any finite number) regimes given the matrix of transition probabilities. When starting in regime i, the second term in the DPP equation (Lemma 3.1) will involve a weighted sum ofv(·, j) ( j = i) weighted by the indicator that the regime was switched to regime j. While the increased number of regimes will lead to greater number of regions A j , the idea of finding the value functions in each A j is the same as described in Sections 3.2 and 4. ϕ r+λ 1 (c) and (F 1 (L), H 11 (F 1 (L))) for L = 11.3. Since the point L is the absorbing boundary, we only need to consider the region on (0, F 1 (L)). 
