Abstract. We investigate a class of systems of partial differential equations with nonlinear crossdiffusion and nonlocal interactions, which are of interest in several contexts in social sciences, finance, biology, and real world applications. Assuming a uniform "coerciveness" assumption on the diffusion part, which allows to consider a large class of systems with degenerate cross-diffusion (i.e. of porous medium type) and relaxes sets of assumptions previously considered in the literature, we prove global-in-time existence of weak solutions by means of a semi-implicit version of the Jordan-Kinderlehrer-Otto scheme. Our approach allows to consider nonlocal interaction terms not necessarily yielding a formal gradient flow structure.
Introduction
This paper is devoted to the mathematical theory of the system of PDEs with nonlinear crossdiffusion and nonlocal interactions
Here, ρ 1 and ρ 2 are two nonnegative functions defined on R d ×[0, +∞) modelling the densities of two population species. A = A(ρ 1 , ρ 2 ) is a nonlinear function depending on both species. The functions H 1 , H 2 are called self-interaction potentials, in that they model interactions between individuals of the same species, whereas K 1 , K 2 are called cross-interaction potentials since they account for interactions between individuals of opposite species. Models of the form (1) arise in many contexts in biology, socio-economical sciences, and real world applications. The structure in (1) is a natural generalization of the one-species gradient flow ∂ t ρ = div(ρ∇(f (ρ) + W * ρ)), which arises in chemotaxis of cells (see e.g. [35, 32, 7] ), in the description of animal swarming phenomena ( [42, 53, 30, 12] ), in the physics of granular media [54] , in the modelling of pedestrian movements [31] , in geology [6] , in the modelling of opinion formation [52] , and in the modelling of dislocations for crystal defects [50] .
The many-species version (1) is motivated in several contexts. It was derived in the study of bacterial chemotaxis models in which two species compete for one single nutrient, see [20, 29] , see also [46] for applications of such approach to the study of tumor growth. In the modelling of pedestrian movements, the use of a two species model was adopted in [4] to study multi-lane pattern formations. Other nonlocal transport models for pedestrian movements with many species have been studied in [19, 21] . A very interesting framework in which the many species modelling approach (1) is gaining increasing attention in the applied mathematical community is that of opinion formation. A first model considering opinion leaders and followers was introduced in [27] . Later on, improved models were considered in [28, 26] . In population biology, the model derived by Bruna and Chapman in [9] can be considered as a paradigm for other existing models in this context. We also mention here the application of this approach to the modelling of predator-prey dynamics, see e.g. [17, 23] . In quantitative finance, a model of the form (1) can be recovered in the study of socio-economic 1 dynamics of speculative markets with two species of agents (fundamentalists and chartists), see e.g. the book [44] .
Let us now look at the mathematical structure of system (1) a bit more closely. Even at a formal structure level, in the symmetric cross-interaction case K 1 = K 2 = K the system (1) displays a gradient flow structure. More precisely, let
Then (1) can be formally seen as
where the symbols δF δρ 1 and δF δρ 2 denote "functional" derivatives. Such a gradient flow structure is no longer featured in case K 1 = K 2 , since in this case the cross interaction terms in (1) cannot be written with the functional derivative formalism used for the other terms (actually, if K 1 = αK 2 with α > 0 the gradient flow structure can still be achieved by slightly modifying the metric). In order to stick as much as possible to a gradient flow mechanism, one can use some sort of timesplitting argument in which the cross-interaction potentials K 1 * ρ 2 and K 2 * ρ 1 are taken explicit in time. More precisely, set
The object defined in (3) is a relative energy functional, since it computes the energy at the state (ρ 1 , ρ 2 ) "with respect to" the state (ρ 1 ,ρ 2 ), where the latter only affects the cross interaction terms. Then, for a fixed time step ∆t > 0, denoting
is a potential candidate to approximate our system (1) as ∆t ց 0. Indeed, it is very easy to check that the functional derivatives with respect to ρ n+1 1 and ρ n+1 2 in (4) give rise to an approximated version of the right hand side of (1). We will come back to this aspect later on in this paper.
Putting aside the gradient flow structure of (1) for a moment, we observe that the system (1) consists of second order terms, or diffusion terms, and of nonlocal interaction terms. The latter do not constitute a major problem for the existence theory in case the potentials K 1 , K 2 , H 1 , H 2 involved are smooth enough, which in fact will be the case in our paper. The diffusion part is actually the most challenging part of (1), so let us single it out and try to understand its structure in detail. Expanding the terms involving A(ρ 1 , ρ 2 ) in (1) (assume A is smooth enough), we obtain
Hence, system (5) can be potentially seen as a nonlinear parabolic system with a nonlocal perturbation. In fact, (5) features a diffusion matrix
A well understood, by now standard theory developed many decades ago in [38] shows that a global well-posedness result for such a system could be proven if the diffusion matrix D(ρ 1 , ρ 2 ) would be symmetric and positive definite, where D has to be replaced by its symmetric part (D + D T )/2 in case D is not symmetric. However, a simple calculation shows that
which shows that the determinant of (D+D T )/2 may be negative in case A ρ 1 ρ 2 = 0 and |ρ 1 −ρ 2 | ≫ 1, even in cases in which the Hessian of A is positive definite. Roughly speaking, the condition A ρ 1 ρ 2 = 0 means that cross-diffusion may be present, in that each species has a flux component following the gradient of the other species. As it is well-known for instance in the theory of chemotaxis modelling, see e.g. [7] , and in other examples studied previously e.g. [51] , there are cases in which solutions may break down in a finite time if the strict, uniform parabolicity condition
is not satisfied. The main issue with the lack of global existence is related with the need of a priori estimates on the solutions (ρ 1 , ρ 2 ) and its space derivatives. This problem was deeply investigate by Amann in the nineties, see e.g. [1] , and by other authors, see [45, 40] . Alternative concepts of parabolicity have been formulated which still allow to prove a global existence result in significant cases. A relevant example is that of Petrowski's parabolicity, see e.g. [36] . With the notation of (5), such condition requires the existence of a symmetric, positive definite matrix P such that P D T + DP is (symmetric) positive definite. In the simple example of quadratic diffusion A(ρ 1 , ρ 2 ) = ρ 2 1 + ρ 2 2 + ρ 1 ρ 2 , the existence of such a positive definite symmetrizer would imply once again a contradiction if e.g. ρ 1 is close to vacuum and ρ 2 is not (we leave the details to the reader).
The above considerations show that classical parabolic theories fail as long as they do not take into account of the gradient flow structure we outlined above, see e.g. (4) . A general existence theory for (1) with arbitrary cross-diffusion terms is unlikely to be carried out, except perhaps in a measure solution setting. Moreover, even in cases in which the diffusion term A(ρ 1 , ρ 2 ) has a nonnegative Hessian, a general existence theory is not provided by classical parabolic theories. It is, by now, well understood that a gradient flow structure whatsoever must be exploited in order to achieve a satisfactory theory.
With the exception of a recent contribution to this line of research proposed by Jüngel in [34] (see also previous results in [18, 11] ), in which a formal gradient flow formulation provides the estimates needed to prove global existence, most of the current efforts to a global existence theory for crossdiffusion "gradient systems" are based on the 'many species' version of the Wasserstein gradient flow theory of [33, 43, 2, 15] , which essentially allows to make the time-discretization approach of (4) rigorously posed in a variational form using the relative energy functional F in (3). Such an approach has been already successfully used in [24] in the case A ≡ 0, i.e. for a system of nonlocal interaction equations with two species and non symmetric cross-interactions. The first result in which this technique was used with a cross-diffusion term is the one proven in [39] (no interaction terms). Other results [37, 13, 14 ] only apply to diagonal diffusion A(ρ 1 , ρ 2 ) = a 1 (ρ 1 ) + a 2 (ρ 2 ) and in some cases only on bounded domains. A deep result [58] , proven in one space dimension, introduces a notion of displacement convexity in the many species framework and proves an existence result under a uniform convexity assumption on A and in one space dimension.
In our paper, we focus in particular on the case of degenerate diffusion, namely functions A(ρ 1 , ρ 2 ) that behave like power laws ρ , a, b > 0.
(2) Any diffusion function of the form
with m 1 , m 2 > 1 and p a nonnegative, (not necessarily uniformly) smooth, convex function satisfies our set of assumptions as long as p grows slower than ρ
(3) An interesting diffusion function arising in population dynamics (see e.g. [5, 10, 16] ) is A = (ρ 1 + ρ 2 ) 2 . Clearly (see the discussion at the end of this section), this function does not satisfy our set of assumptions. On the other hand, if we perturb it by a power of just one species with an exponent less than 2, namely if we consider
then the above assumptions are satisfied on domains of the form 0 ≤ ρ 1 ≤ R for an arbitrary constant R > 0.
All the interaction potentials H 1 , H 2 , K 1 , K 2 are requested to satisfy
plus the following assumptions (H denotes any of the above four potentials in the next two conditions):
More specific regularity assumptions are required on each potential. The self-interaction potentials H 1 and H 2 satisfy (i = 1, 2):
For the cross-interaction potentials K 1 and K 2 , we additionally require (for i = 1, 2):
(K1) K i and ∇K i are globally Lipschitz on R d . We notice that the symmetry of the potential is only required for the self-interaction potentials, not for the cross-interaction ones. While the assumptions on the interaction potentials are mainly involving some minimal regularity needed to perform suitable estimates, our requirements on the diffusion part amount essentially to assuming that the Hessian of A has a dominant diagonal part with respect to the mixed terms. This models the situation in which the cross-diffusion part is weaker compared to the diagonal diffusion terms, which allows to detect better estimates on each single component.
Our set of assumptions on the diffusion part is somewhat sharp in case one aims at achieving a diffusion-induced regularity provided by the dissipation of the functional F. This fact can be easily seen in the recent [10] , in which discontinuous steady states are generated with A(ρ 1 , ρ 2 ) = (ρ 1 +ρ 2 ) 2 , see similar results in [16] . In those cases, a BV estimate strategy must be developed, but there are no results allowing to do so at the moment for systems like (1). It is worth mentioning that the emergence of discontinuous "segregated" states as those studied in [10] was previously detected in other situations in which nonlinear cross-diffusion couples with lower order effects, such as reaction terms, see e.g. [5] .
The paper is structured as follows. In Section 2 we recall some preliminaries on optimal transport theory needed to perform the Jordan-Kinderlehrer-Otto scheme. In Section 3 we state and prove our existence result, the precise statement of which is provided in Theorem 3.1.
Preliminaries on optimal transport theory
In the following, for a given integer d ∈ N, we shall denote with P(R d ) the space of all probability measures on R d and with P 2 (R d ) the set of all probability measures with finite second moment, i.e.
where
Consider now a measure ρ ∈ P(R d ) and a Borel map T : R d → R n . We denote by T # ρ the push-forward of ρ through T , defined by
Let us recall the 2-Wasserstein distance between
where Γ(µ 1 , µ 2 ) is the class of all transport plans between µ 1 and µ 2 , that is the class of measures γ ∈ P 2 (R 2d ) such that, denoting by π i the projection operator on the i-th component of the product space, the marginality condition
is satisfied. Setting Γ 0 (µ 1 , µ 2 ) as the class of optimal plans, i.e. minimizers of (8), we can write the Wasserstein distance as
Remark 2.1. From the definition of W 2 and from the inequality |y| 2 ≤ 2|x| 2 +2|x−y| 2 it is possible to deduce that
is a complete metric space and it can be seen as a length space (see for instance [2] , [56] , [57] ). For our purpose it is important to recall the definition of λ-geodesically convex functionals in P 2 (R d ) and other related concepts. First of all, a curve µ :
, a constant speed geodesic connecting µ 1 and µ 2 can be written as
Now, let us mention the concept of k-flow, which is linked with the λ-convexity along geodesics.
, the curve t → S t H ρ is absolutely continuous on [0, +∞[ and satisfies the evolution variational inequality (EVI)
for all t > 0, with respect to every reference measureρ
Remark 2.2. Just for the sake of completeness, we specify that saying H admits a k-flow is equivalent to the λ-convexity of H along geodesics, cf. [2, 25, 41] for further details.
The previous definition will be applied in section 3 to the entropy functional H = R d ρ(x) log ρ(x) dx, which possesses a 0-flow S H given by the heat semigroup (cf. [33, 56, 22] ). Indeed, the curve t → η(t) := S t H η 0 solves the heat equation with a given initial datum η 0 ∈ P 2 (R d ) in the classical sense.
Remark 2.3. Since we are dealing with the evolution of two species, we need to work in the product space P 2 (R d ) × P 2 (R d ) equipped with a product metric. We shall denote the elements of a product space using bold symbols, for instance
The Wasserstein distance of order two in the product space is defined as follows
At the end of this section we recall the refined version of the Aubin-Lions Lemma due to Rossi and Savaré [47, Theorem 2].
Theorem 2.1. Let X be a Banach space. Consider
• a lower semi-continuous functional F : X → [0, +∞] with relatively compact sublevels in X;
• a pseudo-distance g : X ×X → [0, +∞], i.e. g lower semi-continuous and such that g(ρ, η) = 0 for any ρ, η ∈ X with F(ρ) < ∞, F(η) < ∞ implies ρ = η. Let U be a set of measurable functions u : (0, T ) → X, with a fixed T > 0. Assume further that
Then U contains an infinite sequence (u n ) n∈N that converges in measure (with respect to t ∈ (0, T )) to a measurableũ : (0, T ) → X.
Existence of solutions
If we do not consider the diffusion in (1), we fall in the case of purely nonlocal interaction systems, already treated in [24] . Summarising, if the cross-interaction potentials are proportional (K 2 = αK 1 , for α > 0), one can use the theory of gradient flows on probability spaces developed in [2] , [3] and [15] for nonlocal interaction equations with one species. Otherwise, a semi-implicit version of the JKO scheme [24] can be adopted to construct solutions in way to stick as much as possible to a variational Wasserstein-based structure, as discussed in the introduction, see (4) . Such procedure consists in freezing the non symmetric part of the system and treat it as an external potential. This strategy will be performed in this section, with the goal of detecting weak solutions for (1).
We now introduce the relative energy functional F.
By abuse of notation, by A(µ 1 , µ 2 ) we mean A evaluated on the Radon-Nicodym derivatives of µ 1 and µ 2 (respectively) with respect to the Lebesgue measure in case both µ 1 and µ 2 are L 1 densities, otherwise A takes the value +∞. With this notation the functional is well-defined since the interaction potentials are continuous and they grow at most quadratically.
We are now ready to state the main result of our paper. 
Then, there exists a weak solution to (1) in the sense of Definition 3.1.
We will prove the result in Theorem 3.1 in the current section. In order to improve the readability we split this section into several subsections, each one corresponding to each step of the proof.
Remark 3.1. Let us set
and
Then, we can rewrite F as the sum of the previous functionals, i.e.
Such a notation clarifies the expression "semi-implicit" used throughout the paper, as the partF is treated implicitly in the JKO scheme as usual, whereas K[µ|ν] contains terms that are treated explicitly in the time-discretization.
Once we have the relative energy functional F, we can develop the semi-implicit JKO scheme in the spirit of [24] . Let τ > 0 be a fixed time step and let ρ 0 = (ρ 0,1 , ρ 0,2 ) ∈ P 2 (R d ) 2 be a fixed initial datum such that F[ρ 0 |ρ 0 ] < +∞. We define a sequence {ρ n τ } n∈N recursively: ρ 0 τ = ρ 0 and, for a given ρ n τ ∈ P 2 (R d ) 2 with n ≥ 0, we choose ρ n+1 τ as follows:
The well-posedness of the sequence (11) can be obtained using the same argument in [15, Lemma 2.3 and Proposition 2.5] for each component, since the interaction potentials have a "suitable" control from below, the diffusive part of the functional is nonnegative and the integrand A is a nonnegative C 2 function.
Remark 3.2. We assume that the interaction potentials are controlled from below by C 1 (1 + |x| α ) for 0 < α < 2 and C 1 < 0. Such assumption implies that, for a given ν ∈ P 2 (R d ) 2 , the functional
is bounded from below if τ is small enough. Indeed, one can use the Hölder and the (weighted) Young inequalities together with Remark 2.1 with ρ and ν, in order to have
for a suitable constant C possibly depending on α. This provides the boundedness from below needed in the well-posedness of the scheme (11).
3.1. Convergence of the scheme. A crucial issue in our paper is proving that an appropriate time-interpolation of the sequence defined by the scheme (11) converges to a weak measure solution of (1) . At this point let us consider the following piecewise constant interpolation defined as follows.
with ρ n τ = (ρ n 1,τ , ρ n 2,τ ) defined in (11). Proof. By the definition of the scheme (11) we have
Reasoning as in [24] , we can use the Lipschitz's hypothesis on K i as follows for i, j = 1, 2, i = j. First we use the symmetry of K to get
is an optimal transport plan connecting ρ n i,τ to ρ n+1 i,τ . Now, due to the Lipschitz condition (K1) we get
for some constant C > 0 independent of τ . Substituting the above estimate into (12), we get
With the notation in Remark 3.1, let us rewrite the previous estimate as
Summing over k from m to n with m < n we get
Thanks to the estimates (14) and (15) we obtain
by using Hölder inequality and (weighted) Young inequality, taking into account that A ≥ 0, the control from below on H i and Remark 2.1. The estimate (16) and Remark 2.1 allow us to conclude that the second moment of ρ τ (t) is uniformly bounded on compact time intervals. Thanks to (14) and (16), we can improve the estimate (15) in the following way:
where C = C(ρ 0 , T, α). Now, let us consider 0 ≤ s < t such that s ∈ ((m − 1)τ, mτ ] and t ∈ ((n − 1)τ, nτ ] (which implies |n − m| < |t−s| τ + 1); by Cauchy-Schwartz inequality, (16) and (17) we obtain
where c is a positive constant. This means that ρ τ is 1 2 -Hölder equi-continuous (up to a negligible error of order √ τ ) and then we obtain the uniform narrow compactness of ρ τ on compact time intervals by using a refined version of Ascoli-Arzelà's theorem (see [2] , Section 3).
Remark 3.3. An important consequence following from (7), (14), and (16) is that
Please notice that all the measures involved in the above calculations are absolutely continuous with respect to Lebesgue measure, which comes as a trivial consequence of the fact that these measures minimize the JKO scheme and therefore the diffusive term of the functional F must be finite.
Flow interchange.
The uniform-in-time narrow convergence of our approximating sequence ρ τ is not strong enough to pass to the limit and get the weak formulation of our system (1). Due to the nonlinearities involved, we need to prove strong compactness in suitable L p spaces for ρ 1 and ρ 2 . This problem can be solved by means of the so-called "flow interchange" technique developed by Matthes, McCann and Savaré ( [41] ) and used later on by several authors. The seminal idea behind this technique is that the dissipation of one functional along the gradient flow of another functional equals the dissipation of the second functional along the gradient flow of the first. By computing variations as solutions to a certain gradient flow, one can use the "Evolution Variational Inequality" (EVI) to obtain refined estimates and the desired compactness. It is well-known that the heat equation can be regarded as a steepest descent of the opposite of the Boltzmann entropy ( [33] ), i.e. R d ρ(x) log ρ(x) dx. This can be easily extended to the multi-species case by reformulating the problem in the product space (
. Hence, the system
can be seen as the gradient flow of the functional
with respect to the 2-Wasserstein distance W 2 . , it comes out that the entropy is controlled from below by the second momentum m 2 (ρ), i.e.
, 1) and C < +∞, depending only on the space dimension d. We will use this inequality in order to have a uniform bound from below for the entropy.
We want to develop the flow interchange strategy using (20) , so the auxiliary functional we are going to use is
As we recalled in the section 2, the entropy functional possesses a 0-flow given by the heat semigroup; therefore, let us consider ν = (ν 1 , ν 2 ) ∈ P 2 (R d ) 2 such that E(ν 1 , ν 2 ) < +∞ and let us denote by S E = (S E 1 , S E 2 ) the 0-flow associated to E. In particular, denoting by
, we have that η(t, ·) = (η 1 (t, ·), η 2 (t, ·)) is the solution at time t of the system (20) coupled with an initial value ν at t = 0. For every ρ ∈ P 2 (R d ) 2 and every given µ ∈ P 2 (R d ) 2 , let us define the dissipation of F along S E by
Theorem 3.2. There exists a constant C depending on T and ρ 0 (not on τ ) such that the piecewise constant interpolation ρ τ satisfies
Proof. From the definition of the sequence {ρ n τ } n∈N , for all s > 0 we have that
which gives, dividing by s > 0 and passing to the lim sup as s ↓ 0,
In the last inequality we have used the well-known equivalence between displacement convexity and the existence of the E.V.I., see e.g. [22] . Now, let us focus on the left hand side of (23) . First of all, note that:
So, let us compute the time derivative inside the above integral, using integration by parts and keeping in mind the C ∞ regularity of the solution to the heat equation:
By using the crucial coerciveness assumption (D3) for the terms involving the diffusion function A and the distributional control of ∆H i and ∆K i in assumption (HK2), we obtain
Note that the reconstruction of the gradient terms in (26) involves powers of order m 1 − 2 and m 2 − 2, and these two exponents may be negative. This is not a problem because S t E ρ n+1 τ solves a decoupled system of heat equations, therefore both components of S t E ρ n+1 τ are strictly positive everywhere. The above inequality, together with (24), implies:
As a consequence of (23) and (27) we obtain that τ C 1 lim inf
2 ∈ L 2 (R d ) for all n ∈ N and for i = 1, 2. Then it is well-known from the heat equation's theory that (S t 2 ; thus, by weak lower semicontinuity we have:
Since x log x < x m for m > 1 and for every x ∈ R + , using Remark 3.3 we immediately get
Moreover, a combination of Remarks 2.1 and 3.4 and the estimate (16) immediately gives a uniform boundedness from below for E[ρ n τ ] (taking into account that the initial condition has finite second moment). If we sum over n from 0 to N − 1, we obtain
which allows us to conclude the proof, since we can use the estimate in Remark 3.3 to get
We now collect the results in Proposition 3.1 and Theorem 3.2 to prove strong L p compactness of ρ τ .
for every T > 0.
Proof. We exploit Theorem 2.1 with
and the functional N defined by
The lower semi-continuity of N on X can be proven by adapting the proof of [25, Lemma A.1] . For any fixed c > 0, let us set
2 ) is continuous and A c = ι(B c ). Every sub-level B c can be easily proven to 13 be strongly relatively compact in L 2 (R d ) in view of Riesz-Frechet-Kolmogorov Theorem, thanks to the uniform continuity estimate
and the uniform integrability at infinity (using Hölder inequality)
, with those requirements implied by the Gagliardo-Nirenberg inequality
which guarantees that η i L p i is finite. Moreover, denoting U := {ρ τ k : k ∈ N}, the hypothesis (10) of Theorem 2.1 is satisfied thanks to the previous Theorem 3.2 and to the τ -uniform approximate Hölder continuity (18) (see [25] ). Hence, we have a subsequence
with values in X) to some limit ρ ′ , which has to beρ due to the narrow convergence of ρ τ k toρ uniformly in time. Actually we can state that the whole sequence {ρ τ k } converges in measure toρ and, as a consequence, we have almost everywhere convergence (up to a subsequence). Using Remark 3.3 and a suitable L p interpolation with respect to t, we obtain the strong convergence of
With the help of some standard interpolation inequalities we can actually improve the integrability exponent for the strong convergence of ρ τ k .
for every T > 0, provided α 1 and α 2 satisfy
with i = 1, 2.
Proof. For simplicity in the notation, we shall denote the subsequence ρ τ k by ρ τ . As a consequence of the previous Corollary and Remark 3.3 we get
14 for σ 1 ≥ m 1 and σ 2 ≥ m 2 . In case one of the two exponents σ i is smaller than m i then we can proceed as follows for an arbitrary ǫ > 0:
and we get the same conclusion as in (32) for all σ 1 , σ 2 > 0. In order to obtain a refined convergence, we use the Gagliardo-Nirenberg inequality
L q , where 1 ≤ q, r ≤ +∞, 0 < θ < 1 and p is such that
, q i = r i = 2, and we get
We observe that requiring θ i < 1 yields no restrictions in case d = 1, 2 and it requires α i <
Clearly, here we are implicitly assuming α i ≥ m i . The strong convergence of ρ i,τ k in L α i for α i < m i is a straightforward consequence of corollary 3.1 and L p interpolation. Using even the Hölder inequality we obtain
Thanks to the result in Theorem 3.2, the first term at the right-hand side above is uniformly bounded. Motivated by ρ i,τ k converging strongly in L m i
x,t toρ i , (32) and (33) imply the assertion provided γ i > 0, which yields the condition (31) above.
3.3. Consistency of the scheme: convergence to weak solutions. We are now ready to deal with the consistency of the scheme, i.e. with proving that the strong limitρ is a weak solution to (1) in the sense of definition 3.1. As usual, see [33] , this task is performed by writing down the Euler-Lagrange equations related to the scheme (11). Proof. We split the proof into several steps to improve its readability.
Step 0: perturbation of the the JKO optimiser. Consider two consecutive steps in the semiimplicit JKO scheme (11), i.e. ρ n τ , ρ n+1 τ , and let us proceed by perturbing the first component of ρ n+1 τ in the following way
where P ε = id + εζ, for some ζ ∈ C ∞ c (R d ; R d ) and ε ≥ 0. From the minimizing property of ρ n+1
We now analyse the several terms contained in (35) .
Step 1: the nonlocal interaction terms. The self interaction term involving H 2 gives a null contribution in the difference
, whereas the H 1 -self-interaction terms give
Now, from the assumptions on H 1 we get
as ε → 0 for all (x, y) ∈ R 2d . By means of Egorov's theorem, for every σ > 0 there exists B σ ⊂ R 2d measurable such that
and the convergence (37) is uniform on R 2d \B σ , while in B σ the control on the gradient |∇H i (x)| ≤ C(1+|x|) in assumption (H1) allows us to neglect the integral on B σ in the limit-integral interchange, so we get
Therefore, by Taylor expansion the last term in (36) can be written as
Let us now compute the terms in
involving the cross-interaction potentials. Once again, as the perturbation of the identity is directed only in the first component, the term involving K 2 cancels out, and we are left with the contribution
where the last step can be justified as before. Notice that no symmetrization can be performed here to compensate a possible discontinuity of ∇K 1 at zero, that is why we need ∇K to be continuous everywhere, which is guaranteed by assumption (K1).
Step 2: the diffusion term. We define B : [0, +∞) 2 → R as
With this notation, the difference between the diffusion terms in (35) can be rewritten as
For simplicity, we shall denote for i = 1, 2,
Hence, the first term of the above difference can be written as follows by using the definition of push-forward, the change-of-variables formula and the Taylor-Lagrange expansion of B of order 2:
Here the remainder term R is defined as follows for intermediate pointsη 1
Recalling the formula det(∇P ε (x)) = 1 + εdivζ(x) + o(ε) and by Taylor expanding (1 − z m 1 /2 ) around z = 1, we easily get
Moreover, we have
2 . Now, we claim that the remainder R goes to zero faster than ε as ε ց 0. This fact can be easily checked in view of the growth conditions (D2), of Lemma A.1 (recall ∇η n+1 i,τ ∈ L 2 in Theorem 3.2) which guarantees that the differences η
i,τ consequence of the Gagliardo-Nirenberg inequality in corollary 3.1, of the Lebesgue dominated convergence Theorem (recalling that ζ ∈ C ∞ c (R d )), and by using CauchySchwarz inequality several times. For the same reason, the term Step 3: the Wasserstein distance terms. For the sake of completeness, we recall the standard computations to deal with the terms in (35) involving the Wasserstein distance. Brenier's Theorem allows to take T := T n+1 n the optimal map between ρ n 1,τ and ρ 1,τ (see [49, 56, 57] ) and then Step 4: Sending ε to zero. Summing up all the contributions, dividing by ε and performing again the same computation with ε ≤ 0, we obtain for ζ = ∇ϕ 
Notice that when ε goes to 0 we have that 
By Taylor expanding ϕ on T (x) and using the definition of push-forward and the Hölder continuity estimate (18), we can rewrite the left-hand side of (41) as Let 0 ≤ t < s be fixed, with h = t τ and k = s τ .
By summing the equation (41), using the chain rule on B, we have which is equivalent to the following due to the definition of piecewise constant interpolation ρ τ :
