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Abstract
This thesis discusses the model calibration for financial assets with mean-reverting
price processes, which is an important topic in mathematical finance.
The first part focuses on the recovery of local volatility from market data for
Schwartz(1997) model. We formulate it as an inverse parabolic problem, and derive
the necessary condition for determining the local volatility under the optimal con-
trol framework. An iterative algorithm is provided to solve the optimality system
and a synthetic numerical example is provided to illustrate the effectiveness.
The second part is devoted to the model parameter calibration and distribution
correction for Hull-White interest rate model. We propose an efficient-yet-precise
calibration technique which uses the analytical tractability of the model. To remove
the occurrence of negative rates, a distribution correction method is proposed based
on weighted Monte-Carlo simulation. Our method has a notable advantage that it
can still preserve the calibration to the market data.
Key Words: Model calibration, Mean-reverting process, Inverse problem, Opti-




Stochastic models for the evolution of the financial assets’ prices are at the core of
the mathematical finance. Pricing of a derivative product begins with a reasonable
modelling of its underlying asset price process.
In the celebrated Black-Scholes model (Black & Scholes (1973)), the price of a
stock S, is assumed to follow the Geometric Brownian motion
dSt = µStdt+ σStdWt, (1.1)
where µ is the drift, σ is the volatility and Wt is a standard Brownian motion.
For other financial asset such as a physical commodity, its spot price exhibits
mean-reverting nature, because of the supply and demand fluctuations and the
fixed costs of adjusting the long-term supply of a commodity or the fixed costs of
shifting consumption from one commodity to another. In this case, a Geometric
Brownian motion as in the Black-Scholes model cannot properly capture its price
behavior, a mean-reverting stochastic process is expected.
A simple mean-reverting model for an asset price is represented by the following
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Ornstein-Uhlenbeck process:
dSt = α(µ− St)dt+ σdWt, (1.2)
where α is the mean-reverting rate, µ is the long-term mean-reverting level, Wt is
a standard Brownian motion and σ is the volatility.
In this model, the price mean reverts to the long-term level µ at a speed given
by the mean-reverting rate α, which is taken to be strictly positive. If the spot
price is above the long-term level µ, then the drift of the spot price will be negative
and the price will tend to revert back towards the long-term level. Similarly, if the
spot price is below the long-term level then the drift will be positive and the price
will tend to move back towards µ. Note that at any point in time the spot price
will not necessarily move back towards the long-term level as the random change
in the spot price may be of the opposite sign and greater in magnitude than the
drift component.
The stochastic models typically incorporate some parameters (e.g. volatility,
mean-reverting rate and long-term mean-reverting level, etc, in the above (1.1) and
(1.2)) that may be constants or deterministic functions. The successful application
of the model in pricing, hedging and other trading activities will critically depend
on how the parameters are specified.
Usually, these parameters are not directly observable in the market. One needs
to estimate the parameters by calibrating the model-produced prices to the ob-
served market prices of actively traded derivatives, such as vanilla European op-
tions. This “mark-to-market” model calibration serves the purpose to make the
pricing and hedging of the over-the-counter exotic derivative assets be within a
consistent framework with the prices of more liquid exchange-traded derivative
assets.
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The recovery of local volatility function from market data is one very important
example of model calibration. In chapter 2 of this thesis, we shall consider this
problem for the Schwartz(1997) mean-reverting underlying process.
Another important example of model calibration is to determine the time-
dependent mean-reverting rate, long-term mean-reverting level as well as volatil-
ity from observable market data in the mean-reverting process. In chapter 3 of
this thesis, we shall address this issue for the Hull-White interest rate model. A
calibration-protecting distribution correction is also proposed to make the model
reasonable.
Chapter 2
Recovery of Local Volatility for
Schwartz(1997) Model
2.1 Local volatility model
A quantity of fundamental importance to the pricing of a financial derivative asset
is the stochastic component in the evolution process of its underlying price, the
so-called volatility, which is a measure of the amount of fluctuation in the asset
prices, i.e., a measure of the randomness. Obtaining estimates for the volatility is
a major challenge in market finance.
As is well known, much evidence suggests that the constant volatility model is
not adequate (cf. Rubinstein (1994); Dupire (1994); Derman & Kani (1994) and
the references therein). Indeed, numerically inverting the Black-Scholes formula
on real market data supports the notion of asymmetry with stock price (volatility
skew), as well as dependence on the time to expiration (volatility term structure).
The challenge is to accurately (and efficiently) model these effects.
4
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A few different approaches have been proposed for modelling the volatility ef-
fects seen in the market. Merton (1976) considered a jump-diffusion process for
the underlying asset. Dupire (1994) and Derman & Kani (1994) made a direct
extension to the Black-Scholes model – instead of assuming volatility to be a con-
stant σ, they assumed that the volatility is a deterministic function of asset price
and time, σ(S, t). Their approach is called “local volatility model”. Finally, there
is a class of “stochastic volatility model”, starting with Stein & Stein (1991) and
Heston (1993), where volatility itself follows a stochastic process.
Among these approaches, local volatility model is the easiest one to implement.
Its advantages over the jump or stochastic model include that, no non-traded source
of risk such as the jump or stochastic volatility is introduced (Dupire (1994)), so
that the “completeness” of the model, i.e., the ability to hedge the derivative using
its underlying asset, is maintained. Completeness is ultimately important since it
allows for arbitrage pricing and hedging (Dupire (1994)).
In recent years, the research on local volatility model has attracted a good
deal of attention in both academic and practical area. Various approaches have
been proposed on how to recover the local volatility function from the most liquid
market data, usually the data used is the market European option price on the asset
(cf. Avellaneda, Friedman, Holmes & Samperi (1997); Lagnado& Osher (1997);
Bouchouev & Isakov (1997, 1999); Jackson, Su¨li & Howison (1999); Coleman, Li
& Verma (1999);Berestycki1, Busca & Florent (2002); Jiang et al (2001, 2003);
Cre´pey (2003); Egger& Engl (2005)and the references therein).
However, all the available research has been done based on a log-normal under-
lying process, which is suitable for equity prices, but not for the mean reverting
asset prices considered here.
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In this chapter, we shall suggest a heuristic approach to recover the local volatil-
ity function from the market data for asset prices which follow a mean-reverting
process. Our basic idea is brought from Jiang et al (2001, 2003) for log-normal
underlyings.
The remaining sections are organized as follows: In section 2, we first set up the
recovery problem, and then reformulate it into a more standard inverse parabolic
problem with terminal observation. In section 3, we derive the necessary condition
that the solution of the inverse problem should satisfy under an optimal control
framework. Computational issues on how to solve the optimality system are de-
scribed in section 4, a synthetic numerical example is provided to illustrate the
effectiveness and accuracy of the proposed algorithm as well.
2.2 Formulation as an Inverse Parabolic Problem
Assume that under a risk-neutral measure the price of the underlying asset follows
a mean-reverting process (Schwartz(1997))
dS = α(κ− lnS)Sdt+ σSdW, (2.1)
The process for the log price X = lnS is of the Ornstein-Uhlenbeck form, i. e.,




The Schwartz(1997) model exhibits mean-reverting feature, which is consistent
with market observation. Moreover, it prevents the underlying price from going
negative.
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Denote by C(S, t;K, T ) the European call option price on the underlying asset
S at time t, with strike price K and expiration T .
From the standard risk-neutral pricing results, under the dynamics (2.1), the
discounted value e−rtC(St, t;K, T ) is a martingale. By using the Itoˆ-Doeblin for-
mula, the differential of this martingale is
d(e−rtC) = e−rt[−rCdt+ Ctdt+ CSdS + 12CSSdSdS]
= e−rt[−rC + Ct + α(κ− lnS)SCS + 12σ2S2CSS]dt+ e−rtσSCSdW.
Setting the dt term in the above to be zero (due to the property of the martin-
gale), we conclude that the option value C(S, t;K, T ) satisfies the following partial
differential equation (cf. Clewlow & Strickland (2000)):
LC ≡ Ct + 12σ2S2CSS + α(κ− lnS)SCS − rC = 0,
C(0, t;K, T ) = 0,
C(S, T ;K, T ) = (S −K)+.
(2.2)
The problem of recovering the local volatility amounts to, in the continuous
time setting, determining the coefficient σ, such that the solution of (2.2) fits the
current market prices of European options at (S∗, t∗) for different strikes K and/or
maturities T . From the mathematical point of view, this is an inverse problem of
partial differential equation (PDE), but it is not a standard one, since it requires
determining the coefficient of the pricing equation from a series of observed values
of the solution corresponding to various parameters K and/or T , at a fixed point
(S∗, t∗). In a standard inverse problem, the coefficient is determined from the
observed values of the solution corresponding to various values of the variables
(S, t), for fixed parameters K and T .
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In the following, we make use of the well-known property of the fundamental
solution and convert the original problem into a standard inverse parabolic problem
with terminal observation, for the case where the local volatility σ is a function of
S only.
Let G(S, t;K, T ) = CKK(S, t;K, T ), directly differentiate on both sides of (2.2),
we have
LG ≡ Gt + 12σ2(S)S2GSS + α(κ− lnS)SGS − rG = 0,
G(0, t;K, T ) = 0,
G(S, T ;K, T ) = δ(S −K) = δ(K − S).
(2.3)
where δ(S −K) is the Dirac delta function concentrated at K.
G(S, t;K, T ), as a function of (S, t), is called the fundamental solution of opera-
tor L. We can show that, G(S, t;K, T ), as a function of (K, T ), is the fundamental
solution of its dual operator, i.e., G satisfies












− rG = 0,
G(S, t; 0, T ) = 0,
G(S, t;K, t) = δ(K − S).
(2.4)








− α(κ− lnK)KUK − rU = 0,
U(S, t; 0, τ) = −e−rτ , U(S, t; +∞, τ) = 0,
U(S, t;K, 0) = −H(S −K) = H(K − S)− 1,
(2.5)
where H is the Heviside function.
Now, recovering σ(S) in (2.2) from the market European option prices C is
equivalent to recovering σ(K) in (2.5) such that U(S∗, t∗;K, τ ∗) = CK(S
∗, t∗;K, τ ∗),
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where τ ∗ = T−t∗ and CK(S∗, t∗;K, τ ∗) is the derivative of C with respect to K ob-
tained from the market price of C. In theory, we need the price of C for all strikes
to compute this derivative, which is not realistic. We shall use some interpolation
on C across the available strikes and then get the derivative.
Perform the following change of variables:




2(K), b(y) = α(y + lnS∗ − κ),
V (y, τ) = erτU(S∗, t∗;K, τ).
Equation (2.5) is then transformed into:





− (a(y) + b(y))Vy,
V (−∞, τ) = −1, V (+∞, τ) = 0,
V (y, 0) = −H(1− ey) = H(y)− 1 =
{ −1 y < 0,
0 y ≥ 0.
(2.6)
Our problem now becomes: to find a(y) such that the corresponding solution
of (2.6), V (y, τ), satisfies
V (y, τ ∗) = V ∗(y),
where V ∗(y) ≡ erτ∗U∗(K, τ ∗) = er(T−t∗)CK(S∗, t∗;K, τ ∗). This is a standard inverse
parabolic problem with terminal observation. Actually we cannot perfectly match
V (y, τ ∗) = V ∗(y), the practical way is to find a(y) such that the square of the
L2 norm of the difference between V (y, τ ∗) and V ∗(y), ‖V (·, τ ∗) − V ∗(·)‖2L2(R), is
minimized.
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2.3 An Optimal Control Framework
Same as many other parameter identification problems, the recovery of the local
volatility function is an ill-posed problem. Reasonable results can only be achieved
via regularization methods (cf. Tikhonov (1963); Cre´pey (2003); Egger & Engl
(2005)).













a ∈ C(R)|0 ≤ a0 ≤ a(y), ay ∈ L2(R)
}
.
In J(a), β, as a weight coefficient, represents the trade-off between the accuracy
and the smoothness of the minimizer, this follows the lines of Tikhonov’s method.
The recovery of the local volatility from the market data is reduced to seeking
for a minimizer of (2.7).
In the following, we shall derive the necessary optimal condition that the min-
imizer should satisfy.
Let a¯ ∈ A be a minimizer. Since A is a convex set, for any h ∈ A and θ ∈ [0, 1],
we have a¯θ = (1− θ)a¯ + θh ∈ A. Then, for any given h ∈ A, the function
j(θ) = J(a¯θ)
is well defined and reaches its minimum at θ = 0, so we must have



















dy |θ=0≥ 0, (2.8)
where V θ(y, τ) is the solution of (2.6) corresponding to a = a¯θ.


















V¯ (y, τ ∗)− V ∗(y)
]
ξ(y, τ ∗)dy + β
∫
R
a¯y(h− a¯)ydy ≥ 0, (2.9)
where V¯ (y, τ) is the solution of (2.6) corresponding to a = a¯.
Let ϕ¯ be the solution of the adjoint equation
L∗ϕ ≡ −ϕτ − (a¯ϕy)y + ((a¯+ b)ϕ)y = 0,
ϕ(±∞, τ) = 0,
ϕ|τ=τ∗ = V¯ (y, τ ∗)− V ∗(y),
(2.10)




















































V¯ (y, τ ∗)− V ∗(y)
]
ξ(y, τ ∗)dy.

































Thus, (2.9) now becomes
∫
R






(ϕ¯− ϕ¯y)(h− a¯)V¯ydτdy ≥ 0 ∀h ∈ A. (2.11)
We have established the following theorem:
Theorem (Optimality condition)
Any minimizer a¯ of (2.7) solves variational inequality (2.11) with V¯ and ϕ¯
respectively satisfying (2.6) and (2.10), corresponding to a = a¯.
Remark Actually, we can prove that any minimizer a¯ is a weak solution to the
following complementarity problem:
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a− a0 ≥ 0,
−ayy + f(y; V¯ , ϕ¯) ≥ 0,
(a− a0)
[












Suppose a¯ ∈ A solves (2.11) and a¯yy ∈ L2(R). Then, a¯ − a0 ≥ 0 and, for any
















It follows from (2.11) that ∫
R
(−a¯yy + f)(h− a¯)dy ≥ 0. (2.13)
Fix any D ⊂⊂ R, let {χn} be a sequence of functions from C∞c (R) such that





1, y ∈ D,
0, otherwise.
Substitute h = a¯+ χn and h = a¯+ χn(a0 − a¯) into (2.13):
∫
R
(−a¯yy + f)χndy ≥ 0,∫
R
(−a¯yy + f)χn(a0 − a¯)dy ≥ 0.
Let n→ +∞, we have ∫
D
(−a¯yy + f)dy ≥ 0, (2.14)
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and ∫
D
(−a¯yy + f)(a0 − a¯)dy ≥ 0. (2.15)
From (2.14) and by the arbitrariness of D, we have




(−a¯yy + f)(a0 − a¯)dy ≤ 0.
This, combined with (2.15) and the arbitrariness of D gives,
(−a¯yy + f)(a0 − a¯) = 0 a.e. in R.
Thus, a¯ is a solution of complementarity problem (2.12).
2.4 Numerical Solution
2.4.1 An iterative algorithm
From the last section, we know that the minimizer a¯(y), together with the corre-
sponding state V¯ (y, τ) and costate ϕ¯(y, τ), satisfies the optimality condition con-
sisting of a state equation, an adjoint equation and a complementarity problem:
CHAPTER 2. RECOVERYOF LOCAL VOLATILITY FOR SCHWARTZ(1997) MODEL15







− (a¯(y) + b(y))V¯y,
V¯ (−∞, τ) = −1, V¯ (+∞, τ) = 0,
V¯ (y, 0) = −H(1− ey) = H(y)− 1 =
{ −1 y < 0,




L∗ϕ¯ ≡ −ϕ¯τ − (a¯ϕ¯y)y + ((a¯+ b)ϕ¯)y = 0,
ϕ¯(±∞, τ) = 0,




a¯− a0 ≥ 0,
−a¯yy + f(y; V¯ , ϕ¯) ≥ 0,
(a¯− a0)
[











We shall use an iterative method to solve the above system and get the nu-
merical solution of a¯(y). The local volatility, σ¯(S), is then obtained by σ¯(S) =√
2a¯(lnS/S∗).
The current underlying price is S∗ and the current time is t∗. We are given the
market option price with respect to different strikes Ki’s for the maturity T . Using
a smooth interpolation along the Ki’s, we get the market price curve C
∗(K) and
thus its derivative curve with respect to K, C∗K(K). Then V
∗(y) is determined by
its definition V ∗(y) = er(T−t
∗)C∗K(S
∗ey).
The iterative procedure to get σ(K) is as follows:
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Step 1 Make an initial guess for a¯(y), say, aold(y). Substitute a¯ = aold into
equation (2.16) and solve for V¯ (y, τ) using a finite-difference method;
Step 2 The difference between V¯ (y, τ ∗) and V ∗(y) gives the terminal condition of
(2.17). With this condition and the guess for a¯ = aold in step 1, we solve
(2.17) for ϕ¯(y, τ) using a finite-difference method;
Step 3 With V¯ (y, τ) and ϕ¯(y, τ), obtain f(y; V¯ , ϕ¯) by numerical integration. Sub-
stitute f(y; V¯ , ϕ¯) into the complementarity problem (2.18) and solve for a new
a¯(y), call it anew(y);
Step 4 Justify the convergence of the iteration. if |anew(y)− aold(y)| is smaller
than some prescribed tolerance , the iteration is terminated. Otherwise, we
use anew(y) as a new guess and return to Step 1 above for another round of
iteration.
In Step 3, the complementarity problem, after a finite-difference discretization,
is solved by the progressive over-relaxation (PSOR) method. A good discussion on
the progressive over-relaxation (PSOR) method can be found in (Cottle, Pang &
Stone (1993)). From the reference we see that our discretized problem satisfies some
nice properties which ensures the suitability of applying the particular progressive
over-relaxation (PSOR) method.
2.4.2 Removing the initial discontinuity
The initial condition in (2.16) is not continuous at y = 0, which may cause oscilla-
tion in the numerical solution. To remove the discontinuity, we employ a solution
of the heat equation with the same initial condition as that in (2.16), which is of
the form






































W (±∞, τ) = 0,
W (y, 0) = 0,
(2.19)
which has a smooth initial condition.
Instead of directly solving for V¯ , we solve for W from (2.19) first and then add
back V0 to get V¯ .
2.4.3 Numerical example
In order to demonstrate the effectiveness and accuracy of the proposed iterative
algorithm. we consider a synthetic example, in which the “true” local volatility is
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assumed to be
σ(S) = −(lnS)3/10 + 0.2,
and the “market data” are taken to be the solution of (2.16) at τ ∗ corresponding
to the “true” volatility.
The other parameters are set to be:
S∗ = 1,





We use a flat line σ(S) ≡ 0.2 as our initial guess.
Figure 2.1 shows the result obtained through our algorithm after 5 iterations.
The blue solid line is the “true” local volatilities and the black dashed line is the
recovered ones from our algorithm. We see that satisfactory result is achieved,
especially at the near-the-money region.
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Figure 2.1: Local volatility fitting result.
2.5 Conclusion
This chapter suggests a heuristic approach to recover the local volatility from
the market data for asset prices which follows a mean-reverting process. To our
knowledge, this is the first time that a local volatility recovery problem is considered
for a mean-reverting underlying process.
We formulate the problem under an optimal control framework and derive the
necessary condition that a minimizer should satisfy. An iterative solving algorithm
is given, where the discontinuity in the initial condition is removed, and a numerical
example is provided.
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Our focus is on suggesting an approach for the reconstruction of local volatility
function; as a future direction of research, we hope to establish a rigorous theoret-
ical ground for this approach, e.g., to investigate the existence and uniqueness of
the minimizer, etc. Moreover, we shall also seek the extension of our discussion to




3.1 Hull-White Interest Rate Model
Interest-rate modelling is one of the most important and theoretically challenging
areas in the mathematical finance arena.
Over the last 30 years, enormous progress has been made in both the empirical
study of interest-rates and the modern theory of bond pricing (cf. Brigo & Mercurio
(2001)).
In the 1980s and early 1990s, the conjecture of rate lognormality (i.e. the log-
arithm of interest-rate is normally distributed, therefore cannot become negative,
and their randomness should be naturally and steadily measured by relative volatil-
ity) enforced the validity and applicability of the Black-Scholes pricing model to
the interest-rate option market.
When it came to 1990s and 2000s, volatilities observed did not confirm this con-
jecture. A weak or absent relation between absolute volatility and rate level in the
21
CHAPTER 3. CALIBRATION FORHULL-WHITE INTEREST RATEMODEL22
empirical study on market data gives a sign of normality rather than lognormality.
Moreover, empirical observation that long rates are less volatile than short rates
also suggests the mean reversion property.
The Hull-White interest rate model was first outlined in the Fall 1994 issue of
Journal of Derivative (Hull & White (1994)). Compared with other interest rate
models, it has the advantages of consistency with market empirical observation
and analytical tractability; this makes it being widely used by practitioners.
This model, in its extended version, assumes that the instantaneous interest
rate follows:
drt = [k(t)− a(t)rt]dt+ σ(t)dWt. (3.1)
Under this process, the rate is normally distributed and is subject to mean reversion
with time dependent mean-reverting rate.
The main advantage of the Hull-White model is its analytical tractability, which
enables the fast computation. We shall make full use of this advantage in later
sections. The basic analytical formulae are listed below:






















The price at time t of a zero-coupon bond paying 1 at time T is
B(t, T ) = exp[−rtC(t, T )− A(t, T )], (3.3)
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where






































The price at time 0 of the caplet with principle 1, expiring at Ti, settled at
Ti+1, with strike LˆTi is










1 + LˆTi(Ti+1 − Ti)



























With all the parameters given, the Hull-White model is analytically tractable.
However, the estimation of the parameters, which is calibrated to the market data
(the market yield curve and the caplet volatility) is rather a challenging task.
The tree method is the most popular methodology used in the model cali-
bration. However, for the Hull-White model, numerical hiccups will occur in the
trinomial-tree implementation. We shall touch this topic in details in section 2.
In view of the problems with tree implementation, in section 3, we shall propose
an easy-to-implement yet precise calibration procedure, which is totally based on
the analytical formulae.
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Another disadvantage of the Hull-White model is that the interest rate may go
negative, which is of course not true in reality. The instantaneous interest rate in
Hull-White model follows a normal rather than a log-normal process. This makes
it possible to go negative with the probability:



























The following figure shows the Monte Carlo simulation paths of the Hull-White
interest rates. A portion of the paths are located in the negative region.
Figure 3.1: Simulation paths demonstrate that rates go to negative.
In section 4, we shall raise an effective distribution correction method, which
removes the negative rates and can still preserve the calibration to market data
meanwhile.
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3.2 Problems with Tree Implementation
Tree is a discrete representation of the distribution inferred by a stochastic differ-
ential equation. In a tree implementation for the Hull-White model, the values on
the nodes of the tree are the ∆t period interest rates. The tree is constructed in
such a way that it approximates the stochastic differential equation (3.1) and can
return the market yield curve and possibly the market caplet volatility data.
In this section, we shall first briefly describe the tree calibration procedure, and
then point out the problem with this approach.
3.2.1 Brief description of tree calibration procedure
Several alternative trinomial trees have been built in literature ( see Hull-White
(1994,2000), Kijima (1994) and Schonbucher (1999) ). In the following, we shall
describe the general tree implementation procedure.
Tree building and calibration to market yield curve
For now we assume that the volatility parameters a(t) and σ(t) have been selected.
Later we shall describe how they are chosen. The implementation process consists
of two steps: Firstly a discrete-time trinomial tree is built for the modified process
r∗t with
dr∗t = −a(t)r∗t dt+ σ(t)dWt,
r0 = 0,
then we shift the tree for r∗t by a suitable time-dependent offset α(t), so that the
resulting tree for rt = r
∗
t + α(t) fits the market yield curve.
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Figure 3.2: Step 1 - Build the tree for r∗t .
Figure 3.3: Step 2 - Shift the tree for rt.
Step1: Building the tree for r∗t
Our first task is to choose the nodes placement. The first node is fixed at the
current time 0 with value 0. At each later time step tn = n∆t, n = 1, . . . , N ,
nodes are placed at 0,±∆r∗n,±2∆r∗n, . . .. The notation (n, j) denotes the node at
t = n∆t with value r∗n,j = j∆r
∗
n. Usually we choose a uniform time step size ∆t,
this is for the convenience of pricing a cap or a swap, where payments are made
regularly. For the step size ∆r∗n, we require it to incorporate the time dependency
in the volatility parameter σ(t), e.g., ∆r∗n = σ(tn)
√
3∆t or ∆r∗n = maxtσ(t)
√
3∆t.
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Next we choose the branching types and branching probabilities through the
tree, so that at every node of the tree, we are mimicking the continuous diffusion
process as closely as possible.





n+1,p−1 in the next time step, with probabilities pu, pm and
pd respectively. Here pu, pm, pd and the index p are yet to be determined. The
branching probabilities are chosen such that the expected change and the variance








n,p+1 − r∗n,j)2 + pm(r∗n,p − r∗n,j)2 + pd(r∗n,p−1 − r∗n,j)2
−(pu(r∗n,p+1 − r∗n,j) + pm(r∗n,p − r∗n,j) + pd(r∗n,p−1 − r∗n,j))2
= σ2(tn)∆t,
and p is chosen such that our branching probabilities are non-negative.
Figure 3.4: Examples of possible branching types.
Step2: Adjusting the tree for rt
Now that the tree for r∗t has been constructed, it must be converted to the tree
for rt via




such that the initial market yield curve B(0, tn), n = 1, . . . , N is recovered.
Define Πn,j to be the value at time 0 of a contingent claim paying 1 at node





where the sum is over all the nodes (n,k) which are the predecessors of (n + 1, j)
and Pn,kj is the branching probability from (n, k) to (n+ 1, j).
The tree can now be adjusted through a forward induction process:
At n = 0:
we immediately have Πn,j = 1 and α(0) = −Bmarket(0,∆t)∆t .
Induction n→ n+ 1:
Assume the tree has been adjusted up to time step n, i.e., α(tk) have been
known for all k ≤ n, then α(tn+1) can be obtained from the following:











Calibration to market caplet volatility data
Calibration to the market caplet volatility data is not as convenient to implement
on a tree as the calibration to the market yield curve described above. To do the
calibration, we need to assume parametric forms of a(t) and σ(t) and set a starting
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Each iteration involves a numerical procedure similar to step1 and step2 above.
3.2.2 Problems with tree implementation
Figure 3.5 below gives a 10-year Hull-White tree which has been calibrated to the
market data. We can see that branching types such as (b) and (c) in figure 3.4 are
forced to be adopted at many nodes to ensure nonnegative branching probabilities.
This blocks the natural “growth” of a tree and yield an unnatural tree pattern, in
which the rate may not be able to go upper or lower. This shows that the tree
calibration technique usually fails to give a reasonable result.
From the figure, we can also see clearly that the nodes of the tree cannot avoid
going to negative.
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Figure 3.5: An example of tree implementation.
Moreover, as described in last subsection, calibration to market caplet volatility
data involves solving a minimization problem iteratively, which is not computation-
ally efficient.
3.3 Calibration based on analytical formulae
In view of the problems with tree implementation, we now turn to calibrate the
parameters k(t), a(t) and σ(t) from the market data totally based on analytical
formulae.
Both Shreve (1997) and Cousot have mentioned about the analytical calibration
procedure before. Shreve (1997) assumed that we have the market data of B(0, T )
for all T ∈ [0, T ∗] and the parameters are differentiable functions of t, then the
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value of the parameters can be obtained by doing differentiation and solving certain
ordinary differential equation. Cousot derived the analytical formulae for bonds
and caplet volatilities and mentioned that, in principle, calibration can be done
by equating the analytical formulae to the market data. For implementation, he
provided one on the simple case that mean-reverting rate a(t) is zero and the other
parameters are piecewise constant.
Here we propose an easy-to-implement yet precise calibration procedure, where
no differential equation needs solving. Our only assumption is that k(t), a(t) and
σ(t) are in the form of step functions, i.e.
k(t) = ki, for ti ≤ t < ti+1, i = 0, ..., N,
a(t) = ai, for ti ≤ t < ti+1, i = 0, ..., N,
σ(t) = σi, for ti ≤ t < ti+1, i = 0, ..., N.
This step function assumption makes the computation in the analytical formula
simpler. This simplification makes our subsequent calibration procedure “exact”,
in the sense that no more numerical approximation is involved.
Detailed description of the calibration algorithm is provided in the following.
Basically it involves two separate steps: The first step is to calibrate a(t) and σ(t)
to the market data of caplet volatilities. The second step is to calibrate k(t) to the
yield curve, with a(t) and σ(t) given in the previous step.
3.3.1 Step1 - Calibration to the caplet volatilities
In this step, our inputs are the market Black volatilities of the at-the-money caplets
Caplet(ti), i = 1, . . . , N + 1, our outputs are ai and σi, i = 0, . . . , N.
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The payoff of a caplet with principle 1, expiring at time ti, settled at time ti+1
is
(Lti − L¯ti)∆ti at ti+1,
where Lti is the simply compounded spot interest rate on [ti, ti+1) and L¯ti is the
strike. Here we set the strike particularly to be
1
1 + L¯ti∆ti




i.e., we are dealing with an at-the-money caplet.
The above payoff at ti+1 is equivalent to
B(ti, ti+1)(Lti − L¯ti)∆ti, i.e.,
1
1 + Lti∆ti
(Lti − L¯ti)∆ti at ti.




B¯(ti, ti+1)− B(ti, ti+1)
]+
.
Consequently, our caplet can be viewed as a portfolio of European put options on
zero-coupon bond B(ti, ti+1) with strike B¯(ti, ti+1).
The analytical formula for B(ti, ti+1) is (cf. (3.3))
B(ti, ti+1) = exp[−r(ti)C(ti, ti+1)−A(ti, ti+1)],
where
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Thus the pricing formula for the European put bond option on zero-coupon bond
B(ti, ti+1) with strike B¯(ti, ti+1) is
B(0, ti)
[







Now we are given the market Black volatilities for at-the-money caplets with
principle 1, expiring at time ti, settled at time ti+1, for 1 ≤ i ≤ N + 1. We first
use Black-Schole formula to transfer the market Black volatilities into the market
caplet prices. Multiplying by proper coefficients, we get the market prices of bond
options. Then We reverse the bond option formula to get the market implied
variance v(ti). Finally, we solve (3.5) to get our ai−1 and σi−1, i = 1, . . . , N + 1.
Thanks to the assumption that k(t), a(t) and σ(t) are in the form of step

























































ak∆tk , if aj = 0.
Based on the above calculated formula for v(ti)
2, moving forward from i = 1
to i = N + 1, we can solve for σi−1, 1 ≤ i ≤ N + 1.
3.3.2 Step2 - Calibration to the yield curve
In this step, our input are the market value of B(0, ti), i = 1, . . . , N + 1 and
ai, σi, i = 0, . . . , N obtained from Step1, our output is ki, i = 0, . . . , N .
From (3.3), the analytical value at time 0 of a zero-coupon bond paying $1 at
time T is
B(0, T ) = exp[−r(0)C(0, T )−A(0, T )],
where
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Again, due to the assumption that k(t), a(t) and σ(t) are in the form of step
functions, the integrations in the above formulae can be calculated. To be more
precise,
















































































































































































ap∆tp , if ak = 0.
We now equate the analytical formula to the market term structure to do the
calibration:
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Bmarket(0, ti) = exp[−r(0)C(0, ti)− A(0, ti)], 1 ≤ i ≤ N + 1.
We have already known ai and σi, 0 ≤ i ≤ N . Moreover, we use the average
rate over the interval [0, t1), to approximate the instantaneous rate at time 0, r(0),
i.e.,
r(0) ≈ −ln(B(0, t1))
∆t0
.
Moving forward from i = 1 to i = N + 1, we can uniquely obtain the value of
ki−1, 1 ≤ i ≤ N + 1.
The following several figures show an example on the calibration procedure us-
ing the market data of US dollar on 14/07/2005.
Figure 3.6: Market caplet volatilities.
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Figure 3.7: Market yield curve.
Figure 3.8: Calibration to market caplet volatilities with a(t) = 0.7.
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Figure 3.9: Calibration to market yield curve.
3.4 Distribution Correction for Negative Rate Re-
moval
After all the parameters have been calibrated to the market data, we can now
use the Hull-White model with the calibrated parameters to generate paths of
interest rate process. However, as seen in section 3.1, a portion of the paths will
have negative values, which is not realistic. Many practitioners just use a simple
absorption method – whenever a negative rate has occurred, it is simply truncated
to zero. Such treatment actually changes the distribution of the model and violate
the previous calibration to the market data.
In this section, we raise a two-stage distribution correction method, which re-
moves the negative rates and, most importantly, can still preserve the calibration
to market data.
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In the first stage, a pool of Monte Carlo simulation paths without occurrence of
negative rates is generated based on the parameters obtained from the calibration.
To achieve the “no occurrence of negative rates”, we simply do the ordinary sim-
ulation first, then retain those paths with no negative rates in the pool and throw
away the rest paths. This pool will be used as a “prior” for the correction.
Note that in the traditional Monte Carlo simulation, each path is assigned a
uniform probability weight, which is 1/M for a pool of M paths. However, here
in our second stage, we will accomplish the distribution correction by assigning
different probability weight pi to each individual path i in the pool. The probability
weights are selected in such a way that, the resulted distribution (with non-uniform
weights) is as close to the prior distribution (with uniform weights) as possible, and
at the same time it preserves the previous calibration to the market yield curve and
caplet volatility data. In the following subsections, we describe our methodology
in details.
3.4.1 Approach one
Our first approach selects the probability weights by minimizing the Kullback-
Leibler relative entropy (cf. Avellaneda, Buff, Friedman, Grandchamp, Kruk &
Newman (2001)) of the non-uniformly weighted distribution with respect to the























n , n = 1, . . . , N + 1,
(3.6)
where i = 1, · · · ,M denote the indices for all the paths without occurrence of
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negative rate, XBn,i is the value of the zero-coupon bond paying 1 at time tn on
path i and CBn is the market value of it, X
C
n,i is the price of the at-the-money
caplet with principle 1, expiring at tn, settled at tn+1, on path i and C
C
n is the
market price of this caplet, 1 ≤ n ≤ N + 1.













measures the deviation of our corrected distribution from the prior. If the relative
entropy is small, the distribution is “close” in distance to the prior. Minimizing
it meets our requirement of finding an “as close as possible” distribution to the
prior. The two constraints ensure that our resulting distribution still calibrates to
the market data. Moreover, the above formulation does not admit negative prob-
abilities.
However, as the number of paths M is usually very big, say, 10000, solving the
above formulated problem involves large scale nonlinear optimization tool, which
is not favorable in practice.
3.4.2 Approach two
In view of the above solving difficulty, we modify our objective function to avoid
involving iterative large scale nonlinear optimization tool:


























n , n = 1, . . . , N + 1.
(3.7)
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This is a quadratic programming problem (QP) with only equality constraints.
If the constraint matrix X has a full row rank, then there is a unique minimum.
The KKT condition of the above QP is
















Solving the above linear system, we get the unique minimum:
P¯ = XT (XXT )−1b.
Thus










In our above formulation, we have omitted two important constraints:
M∑
i=1
pi = 1, (3.8)
and
pi ≥ 0, i = 1, ...,M. (3.9)
For (3.8), we observed that when it is added to the optimization problem, very
unstable numerical solution will be generated. The reason is as follows:
Consider the first equality constraint in (3.6), where n = 1. It says that we
need to preserve the calibration to the market zero-coupon bond price with shortest
maturity, B(0,∆t). When ∆t is small, the randomness in the interest rate will not
be too much. Therefore, the value of B(0,∆t) produced by each path is within a
very small derivation to the value seen in the market. This makes the first equality
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constraint in (3.6) be very similar to the constraint (3.8) in magnitude. If we
simultaneously include both constraints, the computer will “view” them as two
linearly dependent constraints, due to the machine round-off error.
In fact, we do not need to include (3.8) in the formulation, it is almost per-
fectly satisfied (verified by our numerical experiment) by the calibration to the zero
coupon bond of the shortest maturity.
Adding (3.9) essentially increases the difficulty in solving the optimization prob-
lem, because it brings in inequality constraints. For (3.9), we employ a practical
solution, which goes “from optimal to feasible”:
Step 1 Find the solution to the optimization problem by solving the linear system
of the KKT condition.
Step 2 Discard those paths bearing negative probabilities. (This action is the
same as forcing these paths to have zero probabilities, so that the nonnegative
constraint is imposed.)
Step 3 If no path is discarded in Step 2, i.e., all the paths have got non-negative
probabilities, we stop; otherwise, return to Step 1, solve the optimization problem
again on the remaining paths.
We found that the above iterative algorithm normally stops after several iter-
ations, which results in a non-empty set of paths, with each having nonnegative
rates on all nodes and nonnegative weights.
The following figure gives the non-uniformly weighted Monte Carlo simulation
paths after correction.
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Figure 3.10: Simulation paths after distribution correction.
3.4.3 Comparison of the corrected distribution and the
original distribution
Distribution plot
Figure 3.11 plots the distribution of our corrected model(the 3rd row), the original
Hull-White model(the 1st row) and the modified original model with occurred
negative rates simply truncated to zero (the 2nd row). We can see that, as time
proceeds, the original model will go negative; the simple modification with the
negative rates truncated to zero will generate an unnatural distribution with very
high probability imposed on the value 0.
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Figure 3.11: The corrected model vs the original Hull-White model.
Example: Pricing of an exotic swap
To further compare the corrected model and the original Hull-White model, we
consider a pricing of an exotic swap.
The exotic swap has the following payoff structure:
Pay: max(a− bLˆ, 0),
where
Case 1: Lˆ = L, the Hull-White short rate without distribution correction,
Case 2: Lˆ = L+ = max(L, 0), the original Hull-White short rate with negative
rates simply truncated to zero,
Case 3: Lˆ = Lm, the Hull-White short rate after our distribution correction.
Receive: Lˆ.
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In the first scenario shown in figure 3.12 with a moderate value of b, we see that
using the simple modification to the original Hull-White short rate with negative
rates truncated to zero does not produce a reasonable result.
Figure 3.12: Pricing of exotic swaption - Scenario 1
In the next scenario shown in figure 3.13, the value of b is amplified. we now
see that the difference between the corrected model and the original Hull-White
model is getting larger.
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Figure 3.13: Pricing of exotic swaption - Scenario 2
3.5 Conclusion
In this chapter, we have discussed the model calibration for Hull-White interest
rate model and its enhancement. We first pointed out that the tree calibration
technique, though enjoy its popularity among the practitioners, will result in an
unnatural evolution pattern and cannot prevent the interest rates going to negative.
We then propose an efficient yet precise calibration technique which makes full
use of the analytical tractability of Hull-White model. Finally, to remove the
occurrence of negative rates, a distribution correction method is raised, which is
formulated in an practical-to-solve manner and has a notable advantage that it
can still preserve the calibration to market data. The techniques proposed in this
chapter are all implementable at low cost and numerical examples are provided.
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