Many people who have visual disturbance, called as "low vision", such as old sight and cataract feel inconvenient in daily life. For example, climbing stairs, walking the street, reading information on a newspaper or a book, etc.. Especially, they have a difficulty to read characters without using optical aids. In this paper, we propose a novel algorithm to transform a character appearance for compensating the differences of visual perception such as blurring. In the proposed method, characters in an image are transformed into the characters which can be recognized with ease according to pre-learning rules. In the experiments, we apply the proposed method to various characters and fonts. The experimental results show the effectiveness of proposed method.
Introduction
In recent years, the number of weak eyesight people including mild low-vision, such as presbyopia and cataracts, has been increased. There are various definitions of weak eyesight. In general, "low vision" means (1) corrected both eyesight is 0.05 to 0.3, (2) though there are restrictions on daily life and learning, the people with visual impairment other than visual acuity can do visual activities. The definition (1) means that using braces, such as glasses or contact lenses, vision doesn't improve enough. Blindness means corrected both eyesight is below 0.05.
The weak eyesight has to live with inconvenience, in a lot of situations e.g. climbing stairs, walking the street, reading information including route maps and signs at public places, such as stations and airports. Figure 1 shows the comparison of the legibility with respect to character size and font. The difficulty of recognition varies according to the structure and thickness, the size of characters.
To solve these problems, the daily life support systems by wearable computing is studied and developed. Various research and development has been proceeding because of minimization of component and performance improvement in recent years. For example, Tanaka et al. [1] have proposed assistive technologies for transmitting voice to the user recognizes the characters. However, unlike such as the paper, and to recognize the character of any information that is present in daily life there is a technical challenge. Sakamaki et al. [2] have proposed a system to be used for visual support image enlargement technology. We have proposed wearable vision aid system employing eye expression recognition [3] . This system recognizes user's act of squinting by using a wearable camera, and displays the scaled view image to the user. Those are the approaches of increasing the visibility of the user by presenting enlarged visual information. However, consideration of "visibility of the user" that cannot be realized with simple enlargement is not made, since the previous image enlargement technologies have been developed for the purpose of maximum reproducibility.
In this paper, we propose a novel algorithm to transform a character appearance for compensating the differences of visual perception, e.g. blurring, visual field limitation, etc.. In the proposed method, characters in an image are transformed into the characters which can be recognized with ease according to pre-learning rules.
Proposed Method
There are individual differences in appearance of weak eyesight depending on the symptoms. We focus attention on the defocus, such as myopia (shortsightedness), hyperopia (farsightedness) or presbyopia. Figure 1 is obtained by simulating the characteristics. This example shows that even if the sighted people can read characters, those could not be able to read in low vision. Even when presented with expansion, there may be difficult to read by the font type. In this way, it is insufficient to only make the presentation of a simple extension image for partially sighted. Those expansions in consideration for "visibility" and structure transformation of character are required.
In this study, we assume proposed method will be implemented to the vision support system using a wearable camera. A transformed character image by proposed method is presented for user using AR (Augmented Reality) technology. Figure 2 shows the overview of proposed method and system. In the proposed method, a skeleton of the character is extracted by applying the thinning process on the character image. Next, skeleton images are transformed based on pre-learning rules. Finally, transformed character images are presented for a user by AR system. The detail of these processes is described in Sec. 2.1 and 2.1.
Character Skeleton Extraction
In this section, we describe skeleton extraction of input character image as a pretreatment for structure transformation. The skeleton of character is obtained as its thinning image. Generally, the characters have a wide variety of characteristics, such as size and font, thickness, in the living environment. In order to deal with diversity of these characters, the thinning process is used in this study. The otiose information of character, such as the thickness or the decoration, is lost by the thinning process. By learning the structure transformation processing for this skeleton image, the proposed method may have applicability to the characters of the type and font thickness different.
First, the input character image is binarized for value "0" or value "255". Then, the binarized image is thinned. Figure 3 shows the skeleton of the characters as the result of thinning.
Structure Transformation Based on Pre-Learning
In this section, the structure Transformation process for the character skeleton image obtained by thinning. In order to reflect the characteristics of the thickness or font type that the user feels to be "easy to read", let the user select the character from same characters on various fonts. The parameter of structure transformation is learned using it. The detail of these processes is described in Sec. 2.2.1 and 2.2.2.
Pre-Learning
In this section, we describe the learning of structure transformation parameter based on the sensitivity of the user. In pre-learning, first, the user choose the ideal appearance character image about recognition on each characters. Thus, bad appearance character images about recognition are obtained as a result this process. Then, the bad appearance character's skeleton could be obtained by thinning of those. The learning image set is made from those image pairs. Figure 4 shows the build process of the learning image data set.
Next, the vector data set for learning is made from this image data set. Figure 5 shows the build process of the learning vector data set. A pair of vector data, and , is obtained by raster scanning on skeleton image and ideal appearance image. Thus, skeleton character image vector data and ideal character image vector data are (= × ) dimensional vector data, when the patch size is × .
In this paper, the relasionship between and is learned with ridge regression. In this ridge regression, a projection parameter matrix representing the relationship between the vector data pairs is obtained as a matrix to minimize the diagonal elements of the following equation:
This objective function is obtained by adding a regularization term to the least squares method in the regression analysis. The purpose of this restriction is to be constant below a certain sum of squares parameter. Therefore, an estimated matrix of a projection parameter matrix can be obtained as following equation:
Here, let = [ 1 , 2 , … , ] be the matrix consist of ideal appearance vector data, let = [ 1 , 2 , … , ] be the matrix consist of skeleton character image vector data, let be an identity matrix of size D, let α ≥ 0 be the complexity parameter.
Structure Transformation
In this section, the details of the structure of the character conversion process is described. In this process, the input character image is skeletonized in advance. First, input vector data ( = 1, … , ) are obtained from an input skeleton image by raster scanning along with learning process. Then, the ideal character structureŝ are estimated from each input vector data as following equation:
Here, ̂ is a projection parameter matrix obtained in Sec. 2.2.1. Then, an output image is reconstructed from the estimated vectorŝ ( = 1, … , ) . The estimated value substitutes the corresponding point on an output image. Finally, the Transformed character image is obtained as binarized image of the output image.
Experimental Results and Discussions
In this section, we apply the proposed method to the various character images, to verify its effectiveness. Figure  6 , 7, and 8 are the result of applying the proposed method to Hiragana "れ", "ほ", and "を". As shown those figures, thickness of the characters in transformation results are almost the same despite the input characters have various thickness. However, there are some hollowing places in Fig.4 Build process of learning image data set. each character. This is presumably because it does not perform learning good. For patch learning, it occurs that some vector data include almost no character skeleton. In this paper, we introduce "filling" process to before final output. Thus, those hollowing place could be filled. Figure 9 shows the result of a document image, and Fig. 10 shows the comparison of simple enlarged images for a blur of the "visibility". Figure 10 is obtained by simulating the appearance of partially sighted by the Gaussian filter. As can be seen from Fig. 9 , the filling process is functioning effectively. Further, as shown in Fig.  10 (b) , it can be seen that clear, easily recognizable and clearly character who has been subjected to structural transformations.
Conclusions
We propose a novel algorithm to transform a character appearance for compensating the differences of visual perception. In the proposed method, characters in an image are transformed into the characters which can be recognized with ease according to pre-learning rules. We apply the proposed method to various characters and fonts. The results show the effectiveness of proposed method. In the future, we would like to study the presentation method of the processing result to respond to various symptoms, such as "field of view is narrow", and, the various parameter automatic setting methods such as patch size on learning.
