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Abstract
A new approach for modelling time that does not rely on the concept of a clock is proposed. In order
to establish a notion of time, system behaviour is represented as a joint progression of multiple
threads of control, which satisfies a certain set of axioms. We show that the clock-independent time
model is related to the well-known concept of a global clock and argue that both approaches estab-
lish the same notion of time.
1 Introduction
Though there is no accepted definition of the term real-time, there are at least four characteristics of
real-time systems commonly agreed on:
• Timeliness: Real-time systems have to perform their functions on time, i.e. have to be predictable
in timing behaviour.
• Reactiveness: Real-time systems normally exhibit ongoing interaction with some environment,
often occurring in an asynchronous and unpredictable manner.
• Concurrency: Real-time systems often require concurrent processing to keep pace with the simul-
taneous activities of the embedding environment.
• Distribution: Real-time systems, as in the case of communication systems, are often inherently
distributed.
Throughout this report we exclusively focus on the timeliness aspect when talking about real-time.
Existing Formal Description Techniques (FDTs) such as Estelle [13] or SDL [19] provide powerful
modelling concepts to support distribution, concurrency, and reactiveness, the timeliness issue, how-
ever, is often neglected. Ideally one would wish for a possibility to track time utilization during sys-
tem specification and design. Beginning with the global timing requirements, the impact of design
decisions on timing behaviour should be understandable.
The broad variety of present techniques to cope with timeliness ranges from queueing [15] and
scheduling theory [14] to simulative techniques. The problem with these approaches lies in the con-
struction of a separate mathematical or computer-executable model. However, it should be possible
to argue within the same formalism also used for system specification. [4], [11], and [10] are exam-
ples of simulative and stochastic approaches already dealing with that problem. The advantage is
obvious, because then we have a better chance to be sure that no assumptions about the considered
system are ignored or smuggled into the argumentation. We take that risk whenever an extra model-
ling of timing behaviour is necessary.
Though FDTs are sometimes extended by the means of tools and methodologies to alleviate the
timeliness problem (e.g., [3], [21], and [20]) this is not achieved in a strictly formal but a pragmatical
way.
As a prerequisite, a sufficient time semantics is needed for any formal treatment of real-time sys-
tems. Therefore several time extensions of existing models of computation (such as finite automata)
2were proposed in the literature. In [2], a real-time system is modelled as a tuple S = (S, P, µ , T) with
a set S of system states, a set P of observables, a labelling function µ from S to 2P, and a set T of
timed state sequences. Each possible behaviour of the system is represented by a timed state
sequence τ∈T, which associates system states with time instants. Timed automata [1] generalize
finite state machines over infinite strings and are additionally restricted by timing constraints. Actu-
ally a timed automaton operates with a finite set of real valued clocks that proceed jointly as time
elapses. A state transition may reset some of the clocks. The point is that each state puts certain con-
straints on the clock values and the automaton is only allowed to reside in a particular state as long as
these constraints are met. As a result, valid state transition sequences are associated with time inter-
val sequences, which determine the allowed duration of stay for individual states. Another definition
of a timed automaton is given in [17]. There a timed automaton generalizes the formalism of an
I/O automaton [18] by restricting the times at which state transitions may occur with lower-bound
and upper-bound requirements. Informally speaking, the requirements assert that a state transition
cannot be taken unless it has been continuously enabled for a number of time units equal to the lower
bound and must have been taken before the upper bound expires. Consequently, state transition
sequences are associated with sequences of time instants, determining when transitions are taken. In
[12] the timed communicating state machine model equally applies these lower-bound and upper-
bound requirements. Other approaches, based, for instance, on petri nets, process algebras, or tempo-
ral logic, are also discussed in the literature [5].
There is one point all these approaches have in common: they describe the system state as a func-
tion of time and therefore employ the concept of a clock. We call this kind of time modelling clock-
dependent. This report investigates the question whether clock-dependence is the only possibility for
time modelling, and actually proposes a time model, that does not rely on a clock.
This report is organized as follows. After a general motivation, Section 2 introduces a clock-inde-
pendent model of time in three steps. As a starting point, a computational model is presented, which
reflects the minimum set of requirements necessary to establish a notion of time. Afterwards we
introduce implicit coupling as a general means for modelling time. Finally, we define a set of axi-
oms, which specialize implicit coupling to a sound time model. Section 3 relates the clock-independ-
ent time model to the well-know concept of a global clock, and we argue that both approaches
establish the same notion of time.
2 Clock-independent modelling of time
The timing concepts referenced in Section 1 describe the system state as a function of time. In case
of concurrent systems with multiple threads of control, it is generally possible to eliminate the time
variable as the following analogy from mechanics illustrates. Imagine two physical processes, a pen-
dulum and the free fall of a mass (Figure 1). From physics, we may derive formulas to describe their
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Fig. 1:  two physical processes
3state variables (x-, y-coordinates and velocity) as functions of time. This is analogous to the timing
concepts referenced in Section 1. Alternatively, we may express the state (set of state variables) of
the pendulum as a function of the state of the falling mass and vice versa, if we only know the initial
or another arbitrary pair of coinciding states of the two physical processes. Though this transforma-
tion eliminates the time variable, the system description (the set of functions mentioned above) itself
is certainly not timeless. The description only makes no use of an auxiliary measuring process, for
instance, an oscillating crystal, which plays the role of a clock. While the clock-dependent descrip-
tion relates the progression of an imaginary clock with the progression of each physical process (e.g.,
after t1 ticks of the clock, the falling mass will reach point (x1, y1) ), the clock-independent descrip-
tion relates the progression of the two physical processes directly (e.g., when the pendulum reaches
(x1, y1) the first time, this will coincide with the falling mass located at (x2, y2) ).
In the following, we apply this analogy to yield a new semantic model for the specification of
concurrent real-time systems.
2.1 Model of computation and implicit coupling
This report does not propose a time extension of an existing model of computation (e.g., communi-
cating automata or petri nets). Rather, we investigate clock-independent modelling of time in gen-
eral. Therefore we employ a very simple model of computation, which reflects the minimum set of
requirements necessary to establish a notion of time. Note, that this model is certainly not suited or
intended for functional aspects of concurrent systems.
Essentially the computational model provides an abstraction (called execution in this report) for
the multiple threads of control executed by the processes of a concurrent system. Strictly speaking,
executions only represent sections between possible waiting points of a thread of control, where the
thread of control may be delayed because of causal dependencies on external events such as message
arrival. Formally, an execution is defined as a totally ordered and dense set (continuum) of states.
Apart from being uniquely named, states are not further characterized. Note, that in this context exe-
cutions are threads of control with not only discrete observable states, as normally considered.
Though irrelevant for the specification of the functional behaviour of computing systems1, we need
this concept for the foundation of asynchronous processing and dense time. It is worth mentioning,
that the total order of an execution models the causal dependency relation between states.
A concurrent system comprises multiple processes, where each possible run of a process yields an
element of a set of possible threads of control. Therefore we model a concurrent system as a set of
executions, representing those sections of the possible threads of control, which are not delayed.
Definition 2.1 A concurrent system C is given by a set of executions Ei, where an execution Ei is
defined by a totally ordered and dense set of states with a start state sinit = min{Ei}. Additionally
states are unique, i.e. the following holds: ∀ i, j, t, u. i ≠ j ∧ t ∈ Ei ∧ u ∈ Ej ⇒ t ≠ u .
For later usage we introduce some additional notations. We assume a function e, which yields the
corresponding execution for any state, i.e. e(t) = Ei iff t ∈ Ei (as states are unique e is well-defined).
Additionally <e(s) denotes the total order of the execution e(s) ∈ C.
As already mentioned the definition of a concurrent system (our model of computation) is quite
simple, because we stripped off all the details of a real system, that are not necessary to establish a
notion of time. The concurrent mechanical system of the pendulum and the falling mass, for
instance, may be modelled by two executions representing the two trajectories through the state
space of x- and y-coordinates. According to our analogy, a notion of time can be established if we
introduce functions from the states of one execution to the states of the other, and vice versa. We call
1. adequate observable parts of the universe abstract from physical continuity
4two executions with those functions defined implicitly coupled and generalize implicit coupling to
arbitrary concurrent systems (as defined in Definition 2.1).
Definition 2.2 An implicitly coupled concurrent system is given by a pair (C, M), where C denotes
a concurrent system according to Definition 2.1, and M denotes a set of coupling functions
ms, t : e(s) → e(t), ∃ Ei, Ej ∈ C . s ∈ Ei ∧ t ∈ Ej ∧ i ≠ j.
The reader may wonder whether the functions ms, t should better be indexed by executions instead of
states. We employ the latter version, because we need to identify more than one function for each
pair (Ei , Ej) of executions in C. As Definition 2.2 even allows an arbitrary set of functions for each
pair of executions, implicit coupling of a concurrent system is not sufficient for establishing a sound
notion of time. In addition, the set M of functions ms, t has to be constrained (Section 2.2).
2.2 Axiomatic description of a real-time system
Roughly speaking, implicit coupling must enforce a joint progression of a set of executions as illus-
trated in Figure 2, where executions are vertical lines with the minimum state located at the top.
Nonterminating executions (i.e. executions where no maximum state exists) are indicated by an
arrowhead. Therefore Figure 2 shows one terminating and two nonterminating executions on the left
side. In the middle the same executions are shown together with some selected argument-value pairs
of certain coupling functions. These coupling functions make the three executions to jointly progress
in the following way:
• The executions start together.
• Eventually E1, E2, and E3 will jointly reach the states s1, t1, and u1, respectively.
• Afterwards E1, E2, and E3 will jointly reach s2, t2, and u2 , and so on.
• Finally E3 will finish at u4 , just when E1 and E2 coincide with s4 and t4 .
• It is not shown how E1 and E2 will continue.
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Fig. 2:  joint progression of three executions
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5This kind of joint progression is suitable to establish a notion of time, while the behaviour shown on
the right side of Figure 2 is counterintuitive: on the one hand does the coincidence of the states s2, t3,
and u3 in conjunction with the coincidence of the states s3, t2, and u2 violate causal dependency. On
the other hand does the coincidence of the states s4, t4, u4, and s5 imply that E1 proceeds without time
consumption from s5 to s4. In the following, we present a necessary and sufficient set of axioms con-
straining the possible sets of coupling functions of an implicitly coupled concurrent system, thus
leading to a sound notion of time. Note, that we use the following conventions: any variables that
appear with no quantifiers are assumed to be universal variables with global scope, and undefined
predicates evaluate to false.
Definition 2.3 A real-time system T is an implicitly coupled concurrent system (C, M), where M
meets the following axioms:
1.1: ms, t ∈ M ⇒ ∃ u. (ms, t(u) = min{e(t)} ∨ ms, t(min{e(s)}) = u)
1.2: ms, t ∈ M ∧ (max{e(s)}↓ 1 ∨ max{e(t)}↓) ⇒ ∃ u. (ms, t(u) = max{e(t)} ∨ ms, t(max{e(s)}) = u)
1.3: u <e(s) v <e(s) w ∧ ms, t(u)↓ 2 ∧ ms, t(w)↓ ⇒ ms, t(v)↓
1.4: ¬ max{e(s)}↓ ∧ ¬ max{e(t)}↓ ∧ ∃ u. (ms, t(u)↓ ∧ u <e(s) v) ⇒ ms, t(v)↓
2.1: ms, t ∈ M ⇒ ms, t(s) = t
2.2: e(s) ≠ e(t) ⇒ ms, t ∈ M
2.3: ms, t(u) = v ⇒ ms, t = mu, v
3: u <e(s) v ∧ ms, t(u)↓ ∧ ms, t(v)↓ ⇒ ms, t(u) <e(t) ms, t(v)
4: ms, t(u) = v ⇒ mt, s(v) = u
5: ms, t(u) = v ∧ mt, r(v) = w ⇒ ms, r(u) = w
Note, that coupling functions between executions neither need to be total nor surjective, as Figure 3
illustrates. But Axioms 1.1 - 1.4 assert certain other properties concerning the domain and the range
of coupling functions. In particular, at least one of the two start states has to be mapped (Axiom 1.1).
1. Means: for e(s) a maximum state is defined. In other words, the execution e(s) terminates.
2. Means: ms,t (u) is defined.
Fig. 3:  legal coupling functions
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6The same applies to the final states, if existent (Axiom 1.2). Because of Axiom 1.3, domains have to
be dense, where Axiom 1.4 asserts that domains are unbounded in the case of nonterminating execu-
tions. Together with Axioms 3 and 4, domains and ranges have to be left-closed intervals in the case
of nonterminating executions and closed intervals otherwise. The end-points of an interval are given
by the argument-value pairs containing the mapped start and final states (see Figure 3 for the case of
terminating executions).
Axioms 2.1 - 2.2 allow an infinite number of different coupling functions between any pair of
executions Ei and Ej , where each pair of states must be mapped by at least one of these coupling
functions. Each pair of states will even be mapped by at most one coupling function, as Axiom 2.3
identifies two functions, if they share at least one mapped pair of states. If the start states do not coin-
cide (i.e. they are not mapped) for a certain coupling function, we call the corresponding executions
to be out of phase for that coupling function. As a consequence, each coupling function between the
same pair of executions represents another phase displacement in the joint progression of the two
executions. Different phase displacements for the three executions of Figure 2 are shown in Figure 4.
It is important that implicit coupling preserves causal dependency, which is guaranteed by
Axiom 3. Additionally this axiom implies injective functions such that the inverse function exists,
where Axiom 4 even states that the inverse coupling function must be contained in M. That is, func-
tions between the same executions (no matter, which execution is domain or range) are equal (mod-
ulo inversion), if they share at least one coincident pair of states. Therefore coincident pairs may be
illustrated by bidirectional arrows in Figure 3.
This kind of equivalence is generalized for the case of more than two executions by the Transitiv-
ity-axiom 5. Figure 5 gives an example. Part (a) shows a selection of mapped states for a sample set
of executions. The domain and range end-points are mapped by solid lines. The dashed lines are
additional coincident pairs, consistent with the above mentioned axioms. The application of the tran-
sitivity-axiom demands the existence of other mapped states partly shown in Figure 5(b). As a result
we have the following joint progression of the executions E1 - E4:
• E3 starts first.
• When E3 reaches u1, E2 begins processing with t1.
• E2 and E3 jointly reach t2 and u2 respectively, when E1 starts work with s1.
• Similarly E4 is set in motion at state v1, just when E1, E2 and E3 coincide with s2, t3, and u3,
respectively, and so on.
Fig. 4:  different phase displacements between the executions of Figure 2
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7The point is, that given one coincident tuple of states (e.g. (s2, t3, u3, v1) ) together with the validity
of Axiom 5, M enforces a unique joint progression of the executions E1 - E4.
As mentioned above, for every pair of executions M contains several functions. However, those
functions only differ in phase displacement, while the joint progression of the executions was care-
fully constrained to establish a sound notion of time. The joint progression is dependent, for
instance, on the chosen implementation or hardware platform. Any change of these conditions
results in a new set of coupling functions.
With a given set of coupling functions any possible behaviour of the real-time system is given by
a joint progression of the executions with a fixed phase displacement.
3 Relation to the concept of a global clock
In the following, we construct a global clock from a real-time system (as defined in Definition 2.3).
Therefore we introduce an operator seq(E1, E2), which yields a new execution by connecting E1 and
E2 in series. The point is, that iterative application of this operator yields a cyclic execution, that can
be used for „time measuring“.
Definition 3.1 Let E1 and E2 denote executions, where E1 has a final state. The sequence operator
seq(E1, E2) yields a new execution E3, where:
• E3 = E1‘ ⁄ { max{E1‘} } ∪ E2‘ 1
• ∀s‘, t‘ ∈ Ε3 . s‘ <E3 t‘ ⇔ (s ∈ E1 ⁄ { max{E1} } ∧ t ∈ E2) ∨ s <E1 t ∨ s <E2 t
According to Definition 3.1 the states of E3 are given by joining the states of E1, E2 , and identifying
max{E1} with min{E2}. Furthermore the total order <E3 preserves the orders <E1, <E2 and s‘ <E3 t‘
1. In order to preserve uniqueness of states, naming conflicts must be resolved. Throughout this report we will use primed
identifiers for this purpose. Therefore Ei‘ denotes the set of primed states in Ei .
Fig. 5:  illustration of Axiom 5
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8holds for all states s‘, t‘ corresponding to E1 ⁄ { max{E1} } and E2, respectively. In our computational
model a state is just a conceptual entity, and each pair of executions may be sequenced. When apply-
ing the model, the states are more specifically characterized, and only executions Ei and Ej , where
the final state of Ei and the start state of Ej are „semantically identical“, are suited to be sequenced.
With Definition 3.1 we may extend a given real-time system T= (C, M) by adding sequences of
executions. Thereby the coupling functions concerning a sequenced execution E3 = seq( E1, E2) are
already determined by the coupling functions between E1 and E2, respectively and the other execu-
tions in C.
Lemma 3.2 Given a real-time system T = (C, M) and an execution E3 =seq(E1, E2), where
E1, E2 ∈ C, it follows that T‘ = (C ∪ {E3}, M ∪ Y) is a real-time system iff the following holds:
y ∈ Y iff
• y implicitly couples E3 with some execution in C
and
• if the mapped interval of E3 consists of states all corresponding to either E1 or E2, y is iden-
tical (modulo renaming) with a coupling function m r,s of the execution, which is exclusively
contained in the mapped interval of E3
and
• if the mapped interval of E3 consists of states corresponding to both E1 and E2, y is the
union (modulo renaming) of a coupling function m t,u of E1 and a coupling function mv,w of
E2 , where m t,u(max{E1}) equals mv,w(min{E2}) .
Figure 6 gives an example for a derived coupling function between an execution Ei and a sequenced
execution E3 = seq(E1, E2). We illustrate the two cases, where the mapped interval of E3 only con-
sists of states corresponding to E1 (Figure 6(a) ) and where the mapped interval of E3 contains states
corresponding to both E1 and E2 (Figure 6(b) ).
With Lemma 3.2 we can incorporate a global clock into a given real-time system T = (C, M). As
a starting point, we select an arbitrary execution in C as a reference which we call tick. Furthermore,
we inductively define an execution clockn for every natural number n, which we add to T (according
to Lemma 3.2 we yield a new real-time system).
Definition 3.3 Given an execution tick of a real-time system, clockn (n ∈ N) is defined as follows:
Actually, an execution clockn of the real-time system plays the role of a global clock with a lifetime
of n ticks. For „time measuring“ we determine a certain time function timeEi(n): N → Ei for each exe-
cution Ei ∈C . A time function timeEi(n) yields the reached state of Ei „after n ticks“ of some clockm
(m ≥ n), assumed Ei and clockm start together. Figure 7(a) shows the details for determining
timeE1(1) - timeE1(6), timeE2(1) - timeE2(5), and timeE3(1) - timeE3(4) for the concurrent system of
Figure 2. In order to determine timeE1(i) and timeE2(i) for i > 6 some clockm with m > 6 is needed.
The point is, that the time functions timeEi even are a clock-dependent substitute for the clock-
independent coupling functions M of a real-time system (at least to some extent). That is, if we are
only interested in argument-value pairs and phase displacements lying apart an integer multiple of a
tick, we have the full information at hand. For the case of the concurrent system of Figure 2 coupling
functions can be derived from time functions as illustrated in Figure 7(b). It follows, that coupling
{clockn = tick, n = 1seq(tick, clockn-1), n > 1
9functions must only map pairs of states that lie an equal number of ticks apart. For instance, in
Figure 7 timeE1(3) and timeE2(1) as well as timeE1(6) and timeE2(4) are mapped, because the number
of ticks between timeE1(3) and timeE1(6) equals the number of ticks between timeE2(1) and
timeE2(4). For a valid coupling function this must hold for each pair of argument-value pairs.
As a result we conclude that implicit coupling and the concept of a global clock establish the
same notion of time. Note, that we only constructed a discrete clock. However, one can extend this
concept to a continuous clock, where a refinement of a tick is achieved by „iterative bisection“. As a
result we get analogous functions to timeEi , however, with the real numbers as domain. Additionally
Fig. 6:  implicit coupling between Ei and a sequenced execution E3 = seq(E1, E2)
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Fig. 7:  incorporation of a discrete clock for the executions of Figure 2
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the continuous time functions build an equivalent substitution for the coupling functions M of a real-
time system.
4 Summary
We proposed implicit coupling as a general means to establish a notion of time. Thereby a system is
viewed as a set of executions with the ability to jointly progress, following certain laws. These laws
are represented by a set of coupling functions between each pair of executions. It is a crucial point,
that those coupling functions only differ in phase displacement and keep consistent otherwise. Any
change in mutual progression speed, possibly caused by varying hardware platforms or faster algo-
rithms, has to be modelled with a different set of mappings. We have shown that the clock-independ-
ent time model is related to the well-known concept of a global clock, and argued that both
approaches establish the same notion of time.
The suggested time model is intended to be applied to the development of real-time communica-
tion systems with formal methods. Though there are enormous research activities in the field of
Quality of Service (QoS) architectures, QoS provision, QoS control, and QoS management (e.g., [6],
[9], [8], [7], [16]) description techniques lack an adequate support to employ these concepts. The
proposed time model has to demonstrate its value when integrating these concepts.
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