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Abstract
The Volume-of-Fluid (VOF) is one of the most widely used methods for interface tracking in the simulation of multi-ﬂuid ﬂows.
The interface between diﬀerent ﬂuids is generated from the volume fraction scalar ﬁelds, which account for the ratio of volume of
each ﬂuid in each control volume. Then, an advection equation is solved to obtain the new distribution of the ﬂuids after momentum
is applied. Since this is a time-consuming process, parallelization techniques play an essential role.
In the VOF approaches most of computing cost of the algorithm is concentrated in operations with the cells that form the
interface, i.e. the cells in which coexist diﬀerent ﬂuids. When the interface is not homogeneously distributed throughout the domain,
the standard domain decomposition strategy results in an unbalanced partition. A possible strategy to overcome this limitation is
to adapt the domain decomposition to the interface distribution, however, this approach presents a number of drawbacks mainly
related to the dynamic location of the interface. In this paper a new strategy, based in a load balancing process complementary to
the domain decomposition, is presented with the aim to overcome the limitations of standard domain decomposition based approaches.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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Nomenclature
A surface area (m2)
C volume fraction
n face normal
t time (s)
u velocity (m/s)
V volume (m3)
ρ density (kg/m3)
Superscripts
n time level
Subscripts
f face
k cell
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1. Introduction
Multi-ﬂuid ﬂows are present in many industrial processes. Examples are, hydrodynamic applications, ﬂuid-fuel
interactions in enhanced oil extraction, injection inside combustion engines, mixture of polymers, or emulsions in food
manufacturing. When the interaction is between immiscible ﬂuids, the problem reduces to an interface tracking process.
There are many interface tracking methods classiﬁed in diﬀerent main groups [1], which basically depend on the type
of grid technique being used:
• Fixed-grid: the interface cuts across a static grid. Examples are the Continuum Advection [2], Level-Set [3] and
Volume-of-Fluid [4, 5] methods.
• Moving-grid: the grid is deformed with the interface movement. An example are the Lagrangian [6, 7] methods.
• Grid-free: no grid is needed. Examples are the Particles [8] and the Marker [9] methods.
Among the diﬀerent existing methods, the Volume-of-Fluid (VOF) is one of the most widely used in computational
ﬂuid dynamics for the simulation of multi-ﬂuid ﬂows [10, 11]. Two important strengths of the VOF are the mass
conservation and also the capability of representing sharp ﬂuid interfaces including breakdowns.
In general, VOF methods are time consuming because imply complex geometrical routines. Therefore, it is of
great interest to parallelize its execution. One of the challenging aspects for the parallelization is that most of the
computational work is concentrated in the interface cells. Consequently, when the interface is not homogeneously
distributed throughout the domain, standard domain decomposition strategies produce imbalanced partitions that limit
the parallel performance [12]. A possible strategy to overcome this limitation consists in adapting the domain partition
to the interface distribution. Such approach has been proposed in diﬀerent manners, examples are Walshaw et al. [13]
and Fortmeier and Bucker [14]. However, it presents a number of drawbacks: i) the distribution of the interface may
not be known a priori; ii) the distribution may vary during the simulation, having to readapt the domain partition and
redo all preprocessing calculations; iii) in a multi-physics problem, the particular partition adjusted to perform well on
VOF solvers may not be suitable for other parts of the algorithm such as the momentum solver [15].
Other parallelization strategies to solve multi-ﬂuid ﬂows have been reported in the literature. For example, a solution
that adapts the domain partitions to the interface in a multilevel approach, using a coupled Level-Set/Volume-of-Fluid
method, was presented by Sussman [16]. This strategy, however, suﬀers also a signiﬁcant degradation when the
interface changes its position in large proportions. Another strategy, presented by Watts et al. [17], is based on tracking
the interface by a Direct Simulation Monte Carlo (DSMC) method [18] and balancing the load between processors by
means of a vector load technique. This idea presents some similarities with the strategy here presented but is designed
to be implemented on meshless discretizations.
In this paper a new strategy, based in a load balancing process complementary to the domain decomposition, is
presented with the aim to overcome the limitations of standard domain decomposition based approaches. In the next
section, the main ideas of the VOF method are overviewed. Our parallelization strategy is explained in detail together
with some numerical experiments in Section 3. Finally, ongoing enhancements are outlined in Section 4.
2. Volume-of-Fluid method
The unit step function, Ck(x), used to discriminate the presence of ﬂuid k in any position, is deﬁned as
Ck(x) =
{
1 if there is ﬂuid k
0 otherwise, (1)
where x is a position in the space. Thus, the volume fraction of the kth ﬂuid within a general volume, V , can be
calculated as
Ck =
∫
Ck(x)dV∫
dV
. (2)
Consequently, the absolute value of the volume occupied by ﬂuid k within V is Vk = CkV .
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Interface tracking methods evolve Ck in time by solving an advection equation. The k′th volume fraction function
obeys the conservation equation:
∂Ck
∂t
+ ∇· (Cku) = 0, (3)
where we have assumed uk = u. In particular, Eq. 3 is discretized as
Cn+1k −Cnk +
1
Vc
∑
f
δVnk, f = 0, (4)
where Vc represents the volume of cell c, the superscript n refers to the discrete time level, and Vnk, f is the volumetric
ﬂow across face f for the kth ﬂuid. VOF methods geometrically calculate Vk, f in two diﬀerent steps: i) the interface is
reconstructed by a geometric surface in accordance to the volume fraction values ( in this paper the Youngs method [19]
is used); ii) the volume ﬂuxes Vnk, f are evaluated by intersecting the polyhedron that represents the total volumetric ﬂow
through face f , with the part of the control volume that corresponds to ﬂuid k after the interface reconstruction. Note
that the total volumetric ﬂow is deﬁned as
δVf = u f · n f A f δt =
∑
k
δVk, f , (5)
where u f , n f , Af and δt correspond to face velocity, the unit-outward normal, the surface and the length of the time
step, respectively. For an extended development of the VOF method the reader is referred to Liovic et al. [5].
In Algorithm 1 the main steps of the time-integration process for a VOF multi-ﬂuid ﬂow simulation are outlined.
Algorithm 1 Multiphase solver: Volume-of-Fluid and Momentum
1: Cnk initialization
2: for i = 0 to numIte do
3: VOF iteration
4: Reconstruction
5: Advection
6: Momentum iteration
7: ρn+1 =
∑
k Cn+1k ρk
8: Momentum
9: end for
3. Parallelization strategy
The imbalanced situation that comes out when the interface is not homogeneously distributed throughout the domain
is represented in Figure 1. Work load is concentrated in the interface cells in which coexist diﬀerent ﬂuids. For these
cells the interface must be ﬁrst reconstructed, ﬁnding a geometrical approximation according to the volume fraction
coeﬃcients, and then transported according to the ﬂow momentum by means of the advection equation (3), obtaining
as a result the new volume fraction values.
In order to balance the work load, the reconstruction and advection tasks are distributed among all parallel processes
engaged in the solution of the ﬂow. This distribution is not based on the initial domain decomposition used for the
Navier-Stokes calculations. The problem is indeed considered as a list of independent tasks, one for each interface cell,
that are homogeneously distributed among all the parallel process engaged. It is worth noting that the initial distribution
is taken into account on the load balancing process in order to minimize data transfers. Since the domain decomposition
is not respected, when a task is transported from one parallel process to another, all discrete data (including geometric
information) required to perform the task must be also transported. The tasks distribution is performed separately for
both the reconstruction and advection processes, the reason is that, when performing the advection for one interface
cell, it is required the reconstructed interface from all its neighbor cells, but those neighbors might not be solved by the
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Fig. 1. Imbalanced initial situation, the interface between ﬂuids is not homogeneously distributed throughout the domain.
same parallel process. Therefore, a second level of data transfer would be necessary in this case. In order to avoid such
a complicated communication scheme, it has been preferable for us to separate both stages.
In detail, the balancing process is composed of ﬁve steps:
1. Determine loads: a global MPI allgather communication is necessary to obtain the initial load of each parallel
process.
2. Deﬁnition of communication scheme: each parallel process runs a sequential algorithm to determine the new
distribution of tasks and the communication scheme required. This algorithm it replicated on each parallel
process but its cost is almost negligible.
3. Distribution: communication process to distribute the data according to the scheme determined in the previous
step, this distribution is performed by means of point-to-point communications between diﬀerent parallel
processes. Buﬀers are used to group all data to be communicated between two parallel processes.
4. Resolution: each parallel process solves its assigned tasks, external tasks (i.e. tasks owned initially by other
parallel processes) are solved ﬁrst in other to sent the outgoing result as fast as possible to the owner processor.
5. Collect: the processes that have sent part of their tasks to others, receive the solution back and store it in the
corresponding memory space.
This balancing process is used for both the reconstruction and advection stages, the only diﬀerence between them is
that for the advection algorithm the data requirements to perform each task are much higher and, therefore, so it is the
messages’ load.
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Fig. 2. Comparison of the standard domain decomposition approach with the balancing strategy presented in this paper. Left: speedup of balancing
vs standard strategy for two diﬀerent initial interface distributions. Right: strong speedup for both strategies.
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In Figure 2 illustrative results are shown comparing the performance of the standard domain decomposition with the
balancing approach being presented here. The test case is a translation of eight identical spheres of radius 0.125 placed
within a 1x1x1 cubic domain. The direction of the translation is deﬁned by the constant vector vT = 1/
√
3(1, 1, 1). The
cube is discretized by means of an unstructured mesh with about 0.5 M unknowns. Two diﬀerent conﬁgurations are
used for the position of the spheres: i) homogeneously distributed throughout all the domain, referred to as (Cube 8/8),
ii) homogeneously distributed within one quarter of the domain (Cube 2/8). In all cases there are only about 18000
interface cells.
Tests were performed in the TGCC Curie Fat nodes which are based in Intel Nehalem-EX X7560 eight-core
processors and are interconnected by means of an InﬁniBand QDR Full Fat Tree network.
In the left part of Figure 2 is depicted the speedup achieved when using the new approach instead of the standard
domain decomposition, for diﬀerent numbers of CPUs and the two sphere distributions described above. Our approach
outperforms around 3 times the standard one. Results are similar for both sphere distributions. For larger number of
CPUs, subdomains become smaller making the initial imbalance less dependent to the global interface distribution. In
the right part of Figure 2 is shown the acceleration obtained when increasing the number of CPUs with both methods
for the Cube 8/8 interface distribution. This second test shows that, in addition of being faster, the balancing approach
here proposed shows a better strong speedup.
4. Further enhancements
The balancing approach here presented, consistently outperforms the standard domain decomposition strategy in
all the numerical experiments performed. However, some ongoing reseach is being done in order to improve the
performance of our method. On the one hand it has been observed that the tasks that are transported between parallel
processes have a not-negligible additional cost, produced by the pack and unpack operations, that should be taken into
account when determining the distribution. An additional imbalance is produced because is not taken into account that
the advection stage has not the same cost in all the cells of the discretization, this aspect is also being reﬁned in order to
achieve all the potential performane from the balancing strategy.
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