Combustion instability in gas turbines is often mitigated using fuel staging, a strategy where the fuel is split unevenly between different nozzles of a multiple-nozzle combustor. This work examines the efficacy of different fuel staging configurations by comparing axisymmetric and non-axisymmetric fuel staging in a four-around-one model gas turbine combustor. Fuel staging is accomplished by increasing the equivalence ratio of the center nozzle (axisymmetric staging) or an outer nozzle (nonaxisymmetric staging). When the global equivalence ratio is φ = 0.70 and all nozzles are fueled equally, the combustor undergoes longitudinal, self-excited oscillations. These oscillations are suppressed when the center nozzle equivalence ratio is increased above φ Staging = 0.79. This bifurcation equivalence ratio varies between φ Staging = 0.86 and φ Staging = 0.76 for the outer nozzles, and is attributed to minor hardware differences between each nozzle. High speed CH* chemiluminescence images in combination with dynamic pressure measurements are used to determine the instantaneous phase difference between the heat release rate fluctuation and the combustor pressure fluctuation throughout the combustor. This analysis shows that the staged flame has similar phase relationships for all staging configurations. It is found that axisymmetric staging can be as effective as nonaxisymmetric staging; however, the aforementioned hardware * Address all correspondence to jxo22@psu.edu variations can impact both the bifurcation equivalence ratio and the effectiveness of staging.
INTRODUCTION
Combustion instability is a potential issue for gas turbines operating at lean-premixed conditions. Combustion instability occurs when heat release rate oscillations couple with acoustic oscillations in a feedback loop [1] , and is undesirable in engines because it reduces engine operability, increases emissions, and, in rare cases, results in catastrophic hardware failure [1, 2] . It can be suppressed by passive techniques such as Helmholtz resonators or active techniques such as fuel flow modulation, but passive techniques are generally preferred in industry for their robust-ness [2] . Fuel staging, which is when the fuel is distributed unevenly between different nozzles of a multiple nozzle combustor, is a common passive method of suppressing instabilities [1] [2] [3] [4] [5] [6] .
The primary effect of fuel staging is the redistribution of heat release, and Li et al. [7] recently conducted a computational study that examined the effect of non-axisymmetric heat release rate distributions on self-excited instabilities in a Rijke tube. They modeled the circumferential non-uniformity using a sine function and a parameter, α, to control the "strength" of the non-uniformity. They found that the magnitudes of the instability growth rates decreased with increasing α, indicating that increasing the amount of non-uniformity in the heat release helps to stabilize the combustor. They suggested that the formation of vortical waves may be partially responsible for the stabilizing effect they noted. Recent work by Samarasinghe et al. [8] proposed a mechanism for how axisymmetric staging suppresses self-excited instability in more realistic combustor configurations. Their study utilized a five nozzle, four-around-one configuration can combustor, the same configuration used in the present work. Fuel staging was accomplished by increasing the center nozzle equivalence ratio. They found that fuel staging altered the phase relationships between the staged flames and the outer flames, resulting in destructive interference that suppressed the instability.
Fuel staging in gas turbines may be conducted in an axisymmetric [3] or non-axisymmetric manner [4, 5] . Bulat et al. [3] used a control algorithm to vary the fuel splits between main fuel and pilot fuel in an axisymmetric manner to suppress longitudinal instabilities in a Siemens gas turbine. They found that fuel staging successfully suppressed instability at different operating conditions, which increased the operability of the engine while simultaneously decreasing emissions. Cohen et al. [5] used nonaxisymmetric fuel splits in order to suppress an azimuthal instability in an annular combustor. They used a reduced-order model to determine the optimal fuel staging distribution for instability suppression. They noted that the heat-release coupling, which is controlled by the fuel staging, was skew-symmetric, where increasing the damping of one mode decreased the damping of the other mode. They devised an optimal non-axisymmetric staging strategy by decreasing the damping of the quieter mode to increase the damping of the louder mode. These previous studies show that both axisymmetric and non-axisymmetric fuel staging can be used to suppress instabilities, depending on the nature of the instability.
The studies by Bulat [3] et al., Cohen [5] et al., and Davis and Black [6] indicate that the fuel staging splits in actual engines are varied in a fundamentally unsteady manner. Depending on the timescale and direction of this unsteady change, nonlinear behaviors such as triggering [9] or hysteresis [10] may occur. Recent work by Culler et al. [11] considered the effect of timevarying axisymmetric staging on self-excited instabilities using the same multiple nozzle combustor in the present work. Their study specifically examined the effect of impulse (very fast) transients in staging equivalence ratio on the onset and decay of combustion instability. They found that the end states of the transient, quantified by the RMS of the combustor pressure fluctuations, only depended on the staging equivalence ratio. However, the time it took for the combustor to become stable or unstable depended on both the staging amount and the transient direction (fuel addition or removal). It is unclear if these transient end states are dependent on the symmetry (or lack of thereof) of the fuel staging injection location.
It is evident from the literature that both axisymmetric and non-axisymmetric fuel staging can be effective in suppressing combustion instability. However, it is still an open question as to whether or not one staging strategy is more effective than the other in realistic combustor configurations. The present work seeks to answer this question by comparing the effectiveness of axisymmetric and non-axisymmetric staging on suppressing selfexcited longitudinal instabilities in a can combustor. The "efficacy" is quantified using three metrics: the RMS amplitude of the combustor after fuel staging is applied, the amount of time it takes for the stability transition to occur, and the damping rate of the combustor when fuel staging is applied, which is a measure of the stability margin at a given staging condition. The rest of the paper is organized as follows. First, the experimental setup of the multi-nozzle can combustor is described. Next, the data analysis techniques are described. Finally, the characteristic times, damping rates, and instantaneous phase difference images are compared between the staging configurations.
EXPERIMENTAL SETUP AND METHODS
A schematic of the multi-nozzle combustor is shown in Fig. 1a ; the experimental details are more extensively described in previous work [11, 12] . The combustor burns a preheated, premixed mixture of natural gas and air at atmospheric pressure. The combustor liner is a quartz tube that permits full optical access. Air is supplied from an in-house compressor and preheated using a 50kW process air heater. The air flow rate is metered using a Sierra Instruments 780S mass flow meter and controlled using needle valves. The main and staging natural gas flowrates are measured using Telledyne-Hastings HFM-301 and HFM-201 flowmeters, respectively. The combustor contains five fuel nozzles based on industrial hardware; a simplified nozzle cutaway is shown in Figure 1b . Each nozzle consists of an annulus for the premixed fuel and air, an annulus for the staging fuel, a swirler, and a centerbody. The bulk flow velocity variation in each nozzle is less than 8%; this is due to small variations in the manufacture of each nozzle. Fuel staging is accomplished by injecting a small amount of extra fuel in the fuel staging annulus while simultaneously decreasing the premixed fuel flowrate. This staging fuel mixes with the main flow through upstream-facing holes in the swirler, and previous work [13] indicates this extra fuel is well mixed by the nozzle exit. While there is a slight increase (no more than 4.2%) in the global equivalence ratio when staging fuel is added, the primary effect of fuel staging is a redistribution of fuel rather than an increase in thermal power.
The staging fuel is controlled using a Humphrey ProControl PC3 proportional control solenoid valve, which in turn is controlled using LabView and a constant-current analog circuit. This system allows the amount of staging fuel (staging amplitude), the timescale of fuel change (transient duration), and direction (fuel increase or decrease) to be controlled. In this study, we consider changes in staging amplitude and direction, where the commanded valve opening time is held constant at 1 ms.
Axisymmetric (center nozzle) and non-axisymmetric (outer nozzle) configurations are considered in this work. These configurations are shown in Fig. 2 . The outer nozzles are labeled 1-4 (red text). For axisymmetric staging, the center nozzle equivalence ratio is varied during the transient, as shown Fig. 2a . For the non-axisymmetric staging case, the equivalence ratio of one of the four outer nozzles is varied. It was found that Nozzles 2, 3, and 4 had transition timescales and damping rates similar to the center nozzle for a given φ Staging , while Nozzle 1 had longer transition timescales and lower damping rates. The discussion focuses on the comparing and contrasting the behavior of nonaxisymmetric staging in Nozzles 1 (outlier case) and 2 (representative case) to the axisymmetric staging in the center nozzle. We consider staging amplitudes of φ Staging = .80, φ Staging = .85 and φ Staging = 0.90.
Diagnostics
K-type thermocouples monitor centerbody and dump plane temperatures. A water-cooled, recess-mounted PCB dynamic pressure transducer mounted on the dump plane measures the combustor pressure fluctuation amplitudes at a data acquisition rate of 16,384 Hz. The combustor pressure data are high-pass filtered to retain all frequencies above 10 Hz. [14, 15] . High-speed CH* chemiluminescence images are obtained using a Photron SA4 high speed camera coupled with an Invisible Vision UVi 1850-10 intensifier, a Nikon AF Micro-Nikkor 60mm f/2.8 lens, and a 432±5 nm bandpass filter. Images are captured at 4000 frames per second for one or two seconds.
Data Screening
The instability onset and decay process is stochastic, and a small percentage of cases do not show clear stability transitions. We limit the characteristic times and damping rates calculations to the cases that show a clear transition. In this work, unstable operation is defined as having an RMS pressure amplitude greater than 0.07 PSI (0.483 kPa), which is 0.5% of the mean combustor pressure. The combustor pressure must additionally have a peak power spectral density amplitude 30 times greater than the average amplitude of all other frequencies to ensure the instability is tonal. These criteria remove 14% of onset transitions and 16% of decay transitions. A fuel-staging amplitude is considered in-effective when more than 50% of the tests at a given equivalence ratio fail to suppress the instability using these two criteria.
DATA PROCESSING

Characteristic Time Calculation
A system transitioning from a limit cycle to a stable fixed point or vice-versa shows a two-asymptote structure, and the transition timescale between asymptotes is an important characterization metric. For acoustic systems that exhibit oscillatory behavior at a narrow-band, dominant frequency, the envelope of the pressure fluctuations is the best way to isolate the behavior of the asymptotes and the transition time between them. The pressure envelope is obtained by taking the magnitude of the analytic signal, z(t), in the same method described in previous work [11] . The analytic signal is shown in Eq. 1, which has been shown by Gabor [16] to be equivalent to Eq. 2 as long as the timescale of the phase variations is shorter than the timescale of the amplitude fluctuations [17] .
The pressure signal envelope is modeled using the logistic equation shown in Eq. 3. The logistic equation is an unambiguous way of modeling a two-asymptote transition.
In Eq. 3, A is the limit cycle amplitude, B the staged-stable amplitude, t 0 the curve center, and k, the exponential rise or decay factor; the curve is symmetric relative to t 0 . There are a number of features that make Eq. 3 a good model for this system. First, the sigmoid nature of the curve captures the dualasymptote behavior of a combustor transitioning to or from stability. Second, the initial growth or decay rate is approximately exponential, which is consistent with the behavior of a damped acoustic oscillator. Finally, Eq. 3 can be used to define an unambiguous characteristic transition time. The characteristic time equation is shown by Eq. 4, and is obtained by solving
The fractional decay amplitude is 2e, and using this value is similar to approximating the logistic fit as the piecewise fit of two exponentials and determining the resulting time constant.
The value of k depends on transient direction; therefore, the absolute value in Eq. 4 ensures the characteristic time is always positive. Figure 3 provides a graphic illustration of the logistic model applied to an axisymmetric staging instability decay transition in (a) and an axisymmetric staging instability onset transition in (b). The combustor pressure trace is in blue and the model fit, obtained from least-squares nonlinear regression of the pres- In all cases the model is fit to the data for 4 seconds, or approximately 65,000 data points. The fit parameters do not have a strong dependence on fit start time or initial parameter guesses as long as the fit algorithm converges. However, to reduce any statistical bias, the start time of the fit is adjusted on a case-by-case basis to ensure the instability transition happens near the middle of the fit time. The built-in function nlinfit() in MATLAB R2015a is used for the fitting.
Combustor Damping Calculation
In addition to understanding the timescale of stability transitions between the staging configurations, we also compare the relative stability margins using the combustor damping rates [18, 19] . The physical effect of damping is to de-correlate fluctuations at one time with those at a later time. As such, systems that exhibit larger overall damping will have fluctuations that are correlated for shorter lengths of time. This oscillation correlation time is proportional to the inverse of the damping rate, and it is this proportionality that allows the total system damping to be related to the system damping rates. Combustor damping rates are calculated using the method described by Stadlmaier et al. [19] , and is only briefly summarized here. This method, which is based on the method proposed by Lieuwen [18] , assumes that the acoustic pressure inside of a combustor is due to the superposition of I nonlinearly-interacting oscillators [18] [19] [20] . The motion of these oscillators is governed by a second order system in η, which is written as Eq. 5 for a linearly stable system [19] .
In Eq. 5, i is the current mode, η i the modal amplitude, ν i the net damping rate, ω i the angular frequency, and finally ζ (t) the stochastic driving. Using Eq. 5, it can be shown that the autocorrelation of the pressure is related to the damping rate as shown in Eq. 6 [19, 21] .
In Eq. 6, ACF is the autocorrelation function and τ Lag is the current autocorrelation lag of the pressure fluctuation. The right hand side of Eq. 6 is fit to the autocorrelation of the pressure fluctuation in the time domain in order to extract the damping rate. Bayesian network analysis, which uses Markov Chain Monte Carlo methods to numerically simulate probability distributions for each parameter based on the given data, is a robust way of fitting nonlinear equations to data. The software package JAGS [22] is used for the fitting. A single oscillator frequency is used in this work as this combustor exhibits a single dominant instability frequency around 530 Hz. The net damping rate is obtained from ν from the fit of Eq. 6 to a 1 second autocorrelation of the pressure during the staged-stable portion of the transient as shown in 3. Tests with synthetic data indicate a fit length of 10 cycles is optimal for the dominant instability frequency and damping rates examined in this work.
Instantaneous Phase Difference Images
The Rayleigh index, described by Eq. 7, is an important metric that characterizes the propensity of combustion systems to undergo instability. In Eq. 7, T is the period of an acoustic oscillation, Ω the flame integration volume, p ( x,t) the combustor pressure as a function of time and space, andq ( x,t) the heatrelease rate as a function of time and space. Positive Rayleigh index values indicate that energy is added to the acoustic field, while negative Rayleigh index values indicate energy is removed from the acoustic field. The sign of the Rayleigh index is determined by the relative phase difference between p ( x,t) anḋ q ( x,t). A drawback of the Rayleigh index approach is that it requires accurate relative measurements of the heat release rates. While chemiluminescence intensity is proportional to heat release rate, the constant of proportionality depends on the local equivalence ratio [14] , and this dependence makes it difficult to determine relative heat release rates in configurations where the equivalence ratio is spatially non-uniform. However, since the sign of the Rayleigh index is determined by the phase relationships between p andq , and the relative phase relationships are insensitive to local variations in equivalence ratio [23] , instantaneous phase difference images may be used to determine the regions of the combustor that drive and damp the instability.
Instantaneous phase difference images are obtained using a method similar to Kheirkhah et al. [23] and described in more detail in previous work [11] . A ±25Hz bandpass filter centered at the dominant instability frequency is applied to the combustor pressure and each pixel of the CH* chemiluminescence image in the frequency domain. Note that this band-pass fluctuation image is also used to calculate the RMS and phase images presented in Fig. 8 . The CH* image is downsampled to half of its original resolution to increase the signal-to-noise ratio and decrease processing time before the bandpass filter is applied. Next, the analytic signal is computed for the filtered data and the instantaneous phase angle Φ(t) obtained by taking the angle between real and imaginary parts of the analytic signal. Finally, the magnitude of the instantaneous phase difference between p' anḋ q , |Φ(p ) − Φ(q )|, is obtained by subtracting the instantaneous phase angle of p from each downsampled pixel in the chemiluminescence image.
RESULTS
Nozzle Characterization
While the nozzles are nominally identical, there are small differences in the bulk velocity and fuel convection time due to manufacturing differences. These differences are characterized in this section so they do not confound the comparison of axisymmetric to non-axisymmetric staging shown later. The bulk velocity variations between nozzles is shown in Table 2 . The differential pressure is measured across the swirler and empirically calibrated to yield bulk velocity. Table 2 reports the percent difference in bulk velocities relative to the center nozzle and the actual ∆P value. Nozzle 2 has the largest difference in velocity relative to the center nozzle at 8%. This difference does not appear to be significant, however, as analysis of the staged-stable pressure amplitudes, characteristic decay timescales, and damping rates show the behavior of nozzle 2 is not statistically significantly different from the behavior of the center nozzle. Table 3 shows the percent difference in characteristic fuel convection time for each nozzle relative to the center nozzle. The characteristic convec- tion time is obtained using an infrared absorption measurement conducted at equivalent non-reacting conditions. An equation of the same form as Eq. 3 is fit to the infrared signal, and a characteristic time obtained using an analogous form of Eq. 4. For reference, the characteristic fuel convection times range from 14 to 25 ms for the test conditions shown. Nozzle 3 tends to have the greatest difference in fuel convection timescale relative to the center nozzle. Despite this difference, Nozzle 3 has very similar stability transition timescales and damping rates to the center nozzle. This similarity suggests these differences in convection timescales are not significant.
Bifurcation Equivalence Ratio
The bifurcation equivalence ratio is defined as the staging equivalence ratio where at least 90% of the staging attempts result in the combustor transitioning from an unstable limit cycle to a stagedstable condition. As a result, staging equivalence ratios greater than the bifurcation equivalence ratio will almost always stabilize the combustor. The bifurcation equivalence ratio was determined by conducting unstable-to-stable transients using staging equivalence ratios ranging from 0.75 to 0.86 in 0.01 increments, where 0.01 is the uncertainty of our measurement in equivalence ratio. At least four ensembles of the equivalence ratio sweep were conducted for each nozzle. Although the five injectors are nominally identical, we find variations in the bifurcation equivalence ratio for each injector. Table 4 contains a summary of the bifurcation equivalence ratio and shows that it differs for each nozzle. Nozzles 2 and 3 exhibit bifurcation equivalence ratios similar to the center nozzle. This similarity suggests that non-axisymmetric staging can be as effective as axisymmetric staging. The difference in performance of Nozzles 1 and 2 is likely driven by minor variations in the staging fuel mixing or staging fuel circuit dynamic response between the nozzles, as the characterization suggests that the nozzle-to-nozzle differences in bulk velocity and fuel convection timescales are not significant.
Comparison of p' RMS Amplitudes
The p RMS amplitudes before and after the transient are compared to determine how well different staging strategies reduce the instability amplitude. Figure 4a shows the p RMS amplitudes before and after the transient for axisymmetric staging, Fig. 4b for non-axisymmetric Nozzle 1 staging, and Fig. 4c for nonaxisymmetric Nozzle 2 staging. In these and all subsequent box- [24] . This conservative confidence interval includes the uncertainty involved in comparing different sample sizes [24] . Red crosses denote outliers, which are defined using the standard convention of 1.5 times the inner quartile range (IQR). The numbers at the top show the number of ensembles for each condition. The staging effectiveness is evaluated by comparing the unstable combustor amplitudes to the staged-stable amplitudes. The red dotted line shows the delineation between stable and unstable pressure amplitudes. The RMS pressure is calculated using two seconds of pressure data both before and after the transient. When a logistic fit to the pressure time series was possible, the before transient RMS is taken starting at t 0 − 3τ − 2 seconds and the after transient RMS was taken starting at t 0 + 3τ. When a logistic fit was not possible, the before transient region was defined as starting 2.75 seconds before the valve actuation and the after transient region defined starting 0.75 seconds after the valve actuation time. These offsets prevent averaging over the pressure change during the transient. Figure 4a indicates that all three equivalence ratios are effective at suppressing the instability, as all of the staged pressure amplitudes ((D,S),(O,S)) are stable and all un-staged pressure amplitudes ((D,U),(O,U)) are unstable. In contrast, φ Staging = 0.80 for non-axisymmetric staging cases in Figs. 4b and 4c fail to reliably suppress the instability as the median p RMS amplitude is unstable during the staged part of the transient ((D,S),(O,S)). Although Nozzle 2 in Fig. 4c fails to suppress the instability at φ Staging = 0.80, the median staged p RMS amplitude is lower than the median staged p RMS amplitude for Nozzle 1 staging in Fig. 4b . Furthermore, when the Nozzle 2 equivalence ratio is greater than the bifurcation equivalence ratio, the staged-stable amplitude is not significantly different from axisymmetric staging at the same equivalence ratio.
Comparison of Characteristic Times
The previous section focused on the asymptotic behavior of the transients by comparing the differences in p RMS amplitudes before and after staging. The current section examines the characteristic decay and rise timescales for different staging configurations and equivalence ratios. Figure 5a shows boxplots of . The yaxis shows the characteristic time, computed using Eq. 4, and the x-axis shows the staging equivalence ratio. The y-limits in Fig. 5 have been scaled to highlight the differences in the boxplots; this scaling hides one outlier for φ Staging = 0.80 in Fig.  5a and two outliers for φ Staging = 0.85 in Fig. 5c . Figure ? ?
shows that the non-axisymmetric Nozzle 1 staging case in Fig.  5b has a longer median decay time at a given equivalence ratio than axisymmetric staging in Fig. 5a or non-axisymmetric right staging in Fig. 5c . In contrast, the median decay timescales for axisymmetric center staging in Fig. 5a and non-axisymmetric Nozzle 2 staging in Fig. 5c are nearly the same. This suggests that non-axisymmetric and axisymmetric staging behave similarly during a transient, which is congruent with the fact that they can be equally effective at suppresing the instability. Additionally, non-axisymmetric Nozzle 1 staging in Fig. 5b exhibits more variability than the other configurations. This higher variation is consistent with the higher p RMS variation noted in Fig.  4b , and is likely due to a difference in the mixing of the staging fuel or the response of the fuel circuit within the nozzle, as mentioned previously. Figure 6 shows boxplots of the characteristic rise time for axisymmetric staging in Fig 6a, non-axisymmetric Nozzle 1 staging in Fig. 6b , and non-axisymmetric Nozzle 2 staging in Fig. 6c . The y-axis shows the characteristic rise time, in milliseconds, computed using Eq. 4, and the x-axis shows the staging amplitude. overlap. However, comparing the onset time in Fig. 6 to the decay time in Fig. 5 shows the characteristic rise times are significantly longer than the characteristic decay times at a given staging equivalence ratio and configuration. The instability rise cases also have larger IQR's, indicating that the instability rise cases are more variable than the instability decay cases at a given equivalence ratio and configuration. These results are consistent with rise rates obtained in a previous work [11] , and suggest that the instability growth process is largely independent of the initial staging condition. The longer, more variable timescales for the instability rise cases are consistent with the idea that combustion instabilities grow from stochastic perturbations to the flame that eventually couple with the combustor acoustics.
Comparison of Damping Rates
In addition to knowing the staging effectiveness, quantified by the reduction in instability amplitude, and the timescale of instability transition, quantified by the characteristic transition time, it is important to know the relative stability margin of the combustor for each staging strategy. A good way to quantify the stability margin is to compute the combustor damping rates, as higher damping rates indicate larger stability margins [18, 19] . Figure 7a shows boxplots of the damping rate for axisymmetric staging, Fig. 7b shows boxplots of the damping rate for nonaxisymmetric Nozzle 1 staging, and Fig. 7c shows boxplots of the damping rate for non-axisymmetric Nozzle 2 staging. The y-axis shows the damping rate, in radians/s, while the x-axis shows the staging equivalence ratio and direction. The median staged-stable damping rates for axisymmetric staging in Fig. 7a are not statistically significantly different from the median damping rates for non-axisymmetric Nozzle 2 staging in Fig. 7c . This mirrors the results in the pressure amplitude section, and suggests that in general, axisymmetric staging can be as effective as non-axisymmetric staging.
However, there is a significant difference between median damping rates for axisymmetric staging in Fig. 7a and nonaxisymmetric Nozzle 1 nozzle staging in Fig. 7b , where Nozzle 1 staging is less effective than center nozzle staging. The analysis in the nozzle characterization section suggests the reduced effectiveness is not due to different nozzle bulk velocity or fuel convection times, as nozzles that have larger differences in bulk flow velocity and convective time still behave similarly to the center nozzle. We suspect the difference is in the mixing of the staging fuel, the response of the staging fuel line to the instability, or some combination of the two in Nozzle 2. This highlights the importance of considering nozzle-to-nozzle hardware variations when determining the efficacy of different staging strategies. Finally, Fig. 7 suggests the damping rate for φ Staging = 0.90 does depend on transient direction, where decay cases show less variable and larger median damping rates than onset cases. The greater variability in the initial, staged-stable p RMS noted in Fig.  4b for the axisymmetric φ Staging = 0.90 case is likely due to the increased variability in damping rate, as the staged-stable pressure amplitude is dependent on the damping rate [20] . At this point it is not clear why this dependence of damping rate on transient direction is only evident for the highest staging equivalence ratio. It is possible the φ Staging = 0.90 is rich enough that it begins to destabilize the combustor, as the stability map shows increasing instability amplitudes with increasing equivalence ratios at this inlet velocity and preheat temperature.
Time-Averaged Flame Structure Comparison
The flame structures are analyzed in the following sections. Figure 8 shows time-averaged flame structure for each staging configuration. Following the approach of Samarasinghe et al. [8] , the flame structure is decomposed into mean, RMS, and phase images filtered at the instability frequency. The first column shows the time-averaged flame structure of an unstable flame with φ = 0.70 and no staging, the second column shows axisymmetric staging at φ Staging = 0.85, the third column shows non-axisymmetric Nozzle 1 staging with φ Staging = 0.90, and the fourth column shows non-axisymmetric Nozzle 2 staging with φ Staging = 0.85. The number at the bottom of the image corresponds to the outer nozzle number as shown in Fig. 2 . The first row shows the time-averaged CH* chemiluminescence signal, the second row shows the RMS of the fluctuations normalized by the time-averaged CH* chemiluminescence for each pixel, and the third row shows the phase of the fluctuations at the dominant instability frequency. The colorbar for the unstable RMS image ranges from 0 to 50 % of the mean, while the colorbars for the staged-stable RMS images range from 0 to 25 % of the mean; these ranges are chosen to highlight differences in the structure of the RMS images. Figures 8a,b ,c, and d show the highest heat release is concentrated in the flame interaction regions. When the flame is unstable in Figure 8a , the high heat release region is fairly broad. This region becomes slightly narrower when axisymmetric fuel staging is applied in Fig. 8b, suggesting is the left flame. However, the general similarity in structure between RMS images for staged-stable conditions is remarkable given the differences in time-averaged flame structures between the configurations.
The final comparison is made for the phase images in the third row. When the combustor is unstable in Fig. 8g , horizontal bands of constant phase are visible, indicating a convective instability as has been reported previously [8] . The horizontal bands of constant phase are significantly disrupted for axisymmetric staging in Fig. 8h and non-axisymmetric Nozzle 2 staging in 8l, where the structure of the phase image is largely incoherent. Much of this apparent incoherency is due to low signal-to-noise ratios caused by low fluctuation amplitudes, as the instantaneous phase comparisons in Fig. 10 show more clear structure. The left side of the non-axisymmetric Nozzle 1 staging phase in Fig. 8i shows structure similar to the unstable phase in Fig. 8i while the right side shows a discontinuity in the bands of constant phase above the staged flame. The clearer phase structure in Fig. 8k is likely due to the larger pressure fluctuation amplitude.
The time-averaged flame structure is examined in more detail using slices from a tomographic reconstruction of the flame, where the grey squares at the bottom of the image indicate the location of the dump plane. The reconstructions are obtained by calculating the inverse Radon transform using a filtered back projection algorithm as described in Refs. [12] and [25] . Figure 9 shows slices of CH* chemiluminescence taken through the center of the center nozzle and nozzles 3 and 1. For the center staging case in Fig. 9a , the flame stabilizes in both the inner and outer shear layers. In contrast, the non-axisymmetric staging case in Fig. 9b shows the flame stabilizes in the inner shear layer only. It is surprising that non-axisymmetric and axisymmetric staging can be equally effective yet have different flame stabilization mechanisms. Future work will examine these differences using OH-PLIF measurements. Figure 10 shows snapshots of the |Φ(p ) − Φ(q )|, the magnitude of the instantaneous phase difference between pressure and heat release rate fluctuations, taken at different non-dimensional times during the transient for representative axisymmetric staging in Fig. 10a , non-axisymmetric Nozzle 1 staging in Fig. 10b , and non-axisymmetric Nozzle 2 staging in 10c. The combustor pressure time trace is shown at the bottom of each figure, where the black lines show the instant of each |Φ(p ) − Φ(q )| snapshot relative to the pressure. The evolution of the instantaneous phase image for axisymmetric staging in Fig. 10a has been discussed in more detail in a previous publication [11] ; only the main features are highlighted here. Long before the start of the transient in Fig. 10a (i) the heat release rates and pressure fluctuations are in-phase throughout much of the center of the combustor, as indicated by the large dark blue region. As the transient progresses to the beginning of the pressure decay in Fig. 10a (ii), out-ofphase structures begin to appear in the center of the combustor in the flame interaction region. These out-of-phase structures grow throughout the transient until they displace much of the region that was formerly in-phase, as illustrated by the large yellow regions visible at the end of the transient in Fig. 10a(vi) . This destructive interference between pressure and heat release is responsible for suppressing the instabilities during axisymmetric staging. Figure 10b shows snapshots of the instantaneous phase between p andq for a representative φ Staging = 0.90 Nozzle 1 staging. This equivalence ratio is chosen because it is above the bifurcation equivalence ratio and has a more similar damping rate and final p RMS amplitude to the other staging cases, and better shows the changes in instantaneous phase relationships during the transient. The initial phase distribution before the transient in Fig. 10b(i) very much resembles the phase distribution before the axisymmetric staging transient in Fig. 10a(i) . This similarity makes sense, as the initial self-excited instability state is similar for all staging configurations. The phase distribution changes little until Fig. 10b(iii) , the halfway point of the transient decay. At this point, the left-side of the combustor has begun to go out-of-phase while the center region and the right, staged side of the combustor remain predominantly in-phase. The general structure of the in-and out-of-phase regions closely resemble the phase image previously shown in Fig. 8(i) .
Comparison of Instantaneous Phase Images
The difference between the phase relationships in the right nozzle and the rest of the combustor is most striking at the end of the transient in Fig. 10b(v) . The right, staged nozzle shows alternating bands of in-and out-of-phase oscillations, while the center and left side of the combustor do not. The alternating pattern in the staged nozzle resembles the pattern in the axisymmetric staged nozzle at the same non-dimensional time in Fig. 10a(v) , suggesting that effect of staging on flame structure is similar for both nozzles. It should also be noted that the non-axisymmetric Nozzle 1 staging decay occurs over a longer timescale than the axisymmetric staging decay and exhibits more intermittency, as the pressure amplitude increases again by the end of the transient in Fig. 10b(vi) . This increase is caused by small, stochastic variations of the phase relationships in Nozzle 1, which cause weaker destructive interference and lead to larger pressure fluctuation oscillations. Figure 10c shows instantaneous phase difference snapshots for Nozzle 2 staging. In this view, the staged flame is on the left of the image. The evolution of the instantaneous phase difference structure in Nozzle 2 closely resembles the structure in Nozzle 1, suggesting that non-axisymmetric fuel staging has similar effects on each flame. Future work will in- vestigate these dynamics in more detail using OH-LIF. We suspect the efficacy of different fuel staging configurations is strongly dependent on the instability mode shape. The longitudinal instability is nominally axisymmetric at this condition, and this axisymmetry is likely why axisymmetric staging can be as effective as non-axisymmetric staging. When the instability mode is not axisymmetric, it is likely that a nonaxsymmetric staging strategy can be designed to better suppress the instability, as Cohen et al. [5] did. This work also highlights the importance of considering nozzle-to-nozzle variations, as these variations can confound effects. In particular, we find the bifurcation equivalence ratio is very sensitive to these potential differences. However, when staging is sufficient to suppress the instability (greater than the bifurcation equivalence ratio), we find the staged-stable p RMS and damping rates in general do not have a statistically-significant dependence on the staging configuration. Nozzle 1 staging behaves as an outlier case, and its unique behavior is likely due to a difference in the mixing of the staging fuel or the response of the staging fuel circuit in that nozzle.
CONCLUSIONS
This work has compared the effect of fuel staging configuration on longitudinal, self-excited instabilities in a multiple-nozzle can combustor. In general, non-axisymmetric staging can be as effective as axisymmetric staging. However, small hardware variations between nozzles can affect the bifurcation equivalence ratio. These changes in the bifurcation equivalence ratio can make staging configurations appear less effective; however, both axisymmetric and non-axisymmetric staging configurations exhibit similar staged-stable p RMS and damping rates for a given equivalence ratio greater than the bifurcation equivalence ratio. This result is surprising given that the time-averaged flame shapes are very different between axisymmetric and non-axisymmetric staging configurations. Future work will investigate these different flame shapes using OH-LIF. Finally, this work highlights the importance of considering hardware variations among nominally identical nozzles in a multiple nozzle combustor.
