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STABILITE´ ORBITALE
POUR LE SYSTE`ME DE VLASOV-POISSON GRAVITATIONNEL
[d’apre`s Lemou-Me´hats-Raphae¨l, Guo, Lin, Rein et al.]
par Cle´ment MOUHOT
INTRODUCTION
Cet expose´ est consacre´ aux avance´es mathe´matiques re´centes sur un proble`me ce´le`bre
de l’astrophysique, la stabilite´ de mode`les galactiques. La question se formule tre`s sim-
plement : si l’on conside`re un ensemble d’un tre`s grand nombre d’e´toiles en interaction
gravitationnelle (1) dont la cohe´rence est assure´e par leur attraction re´ciproque et que
l’on conside`re en premie`re approximation comme un syste`me ferme´, quelles sont les
re´partitions statistiques stables au cours du temps ? Autrement dit, quelles sont les
configurations de galaxies observables dans notre univers ? On ne´glige ici les effets re-
lativistes et on se place dans le cadre de la me´canique classique.
Ce proble`me semble a` premie`re vue tout autant insoluble que le proble`me a` N corps
de Newton. Comment formuler des pre´dictions a` long terme sur un syste`me de 1011
corps (2) alors meˆme que l’on ne sait pas re´soudre de manie`re satisfaisante le proble`me
a` 3 corps ! C’est ici que la me´canique statistique entre en jeu. En suivant les ide´es de
Maxwell et de Boltzmann, on peut tenter de de´crire de manie`re statistique l’e´volution
de nos N corps lorsque N tend vers l’infini et que les corps sont suffisamment ≪ peu
corre´le´s ≫, a` travers une e´quation aux de´rive´es partielles non-line´aire sur la re´partition
d’un corps typique.
Cette approche a d’abord e´te´ applique´e aux cas de gaz collisionnels pour donner
la ce´le`bre e´quation de Boltzmann. Cependant, les collisions entre e´toiles dans une ga-
laxies sont quasi-absentes et l’interaction se fait essentiellement a` distance via le champ
gravitationnel. Dans les anne´es 1910 et 1930, Jeans puis Vlasov de´couvrent comment
effectuer la limite N → +∞ dans ce cas ≪ non-collisionnel ≫ afin d’obtenir des e´quations
aux de´rive´es partielles non-line´aires dites de ≪ champ moyen ≫. La plus ce´le`bre d’entre
elles est l’e´quation de Vlasov-Poisson, dont nous allons e´tudier ici la version gravita-
tionnelle (8)-(9). Cette e´quation de transport non-line´aire de´crit avec une excellente
pre´cision l’e´volution de syste`mes stellaires sur de grandes e´chelles de temps.
1. Le roˆle joue´ par les plane`tes dans la dynamique est ne´glige´ au premier ordre car leurs masses
sont bien plus petites que celles des e´toiles.
2. C’est l’ordre de grandeur du nombre d’e´toiles dans notre galaxie.
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Ainsi, lorsque le nombre de corps est grand et que les corre´lations sont faibles, on peut
espe´rer formuler des pre´dictions de stabilite´ a` partir de l’e´tude de l’e´quation de Vlasov-
Poisson. C’est le physicien russe Antonov [An1, An2] qui, le premier, de´couvre com-
ment re´soudre le proble`me de la stabilite´, mais uniquement dans un cadre line´arise´. Il
de´montre ainsi la stabilite´ line´arise´e des mode`les galactiques sphe´riques et monotones en
l’e´nergie microscopique pour des petites perturbations. Cependant, l’e´quation de Vlasov-
Poisson est re´versible en temps, non dissipative, et ses solutions montrent des oscillations
en temps grand ; rien ne garantit a priori que l’e´tude de stabilite´ line´arise´e d’Antonov
implique la stabilite´ non-line´aire recherche´e. C’est ce proble`me mathe´matique que nous
appellerons conjecture de stabilite´ non-line´aire a` la Antonov. Durant les cinquante
dernie`res anne´es, l’analyse mathe´matique des e´quations cine´tiques de Boltzmann et
Vlasov a connu un fort de´veloppement. Cette conjecture de stabilite´ non-line´aire a e´te´
re´cemment de´montre´e par Lemou, Me´hats et Raphae¨l [LMR6, LMR8, LMR9], suivant
des travaux pre´curseurs de Dolbeault, Guo, Hadzˇic´, Lin, Rein, Sa´nchez, Soler, Wan,
Wolansky ainsi que Lemou, Me´hats et Raphae¨l [Wa1, Wo-i, Wa2, Gu1, Gu2, Gu3, Gu4,
GR1, GR2, DSS, SS, Ha, GR3, GL, LMR1, LMR3, LMR4].
Dans cet expose´, nous proposerons tout d’abord dans la section 1 une introduction
mathe´matique au proble`me, en expliquant l’origine du syste`me de Vlasov-Poisson gravi-
tationnelle a` partir du proble`me a` N corps. Nous rappellerons ensuite dans la section 2
les principales proprie´te´s mathe´matiques de ce syste`me d’e´quations. Puis nous aborde-
rons dans la section 3 la re´solution du proble`me line´arise´. Enfin nous traiterons dans
la section 4 de la question de la stabilite´ non-line´aire. Nous retracerons l’histoire des
diffe´rentes me´thodes mathe´matiques de´veloppe´es pour attaquer ce proble`me, puis nous
de´taillerons le the´ore`me central du travail [LMR9] de Lemou, Me´hats et Raphae¨l, en
donnant un sche´ma de´taille´ de preuve. Nous conclurons finalement avec des commen-
taires et questions ouvertes.
L’auteur remercie Y. Guo, P.-E. Jabin, M. Lemou, F. Me´hats, Z. Lin, P. Raphae¨l
et J. Soler pour les e´changes par courriel ou discussions durant la pre´paration de cet
expose´, ainsi que S. Martin pour ses relectures et commentaires sur ce texte.
1. PROBLE`ME A` N CORPS ET SYSTE`ME DE VLASOV-POISSON
1.1. Le proble`me a` N corps de Newton
On e´crit le proble`me a`N corps, pour des interactions binaires et sans champ exte´rieur,
et en normalisant toutes les masses a` 1 :
(1) 1 ≤ i ≤ N,


x′i(t) = vi(t) =
∂H
∂vi
(X(t), V (t)),
v′i(t) = −
∑
i 6=j
∇xψ(xi − xj) = −
∂H
∂xi
(X(t), V (t))
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ou` ψ est le potentiel de l’interaction. Ces e´quations sont e´crites sous forme hamiltonienne
pour le hamiltonien
(2) H(X, V ) =
N∑
i=1
|vi|
2
2
+
∑
i<j
ψ(xi − xj)
ou` X = (x1, . . . , xN), V = (v1, . . . , vd) et chaque xi, vi ∈ R
3.
Meˆme si ce syste`me d’e´quations diffe´rentielles ordinaires non-line´aires couple´es peut
eˆtre aussi bien utilise´ pour de´crire l’e´volution d’objets infiniment petits, comme des
mole´cules ou infiniment grands, comme des e´toiles, nous parlerons ici de point de vue
microscopique et trajectoriel et nous appellerons ψ le potentiel d’interaction microsco-
pique et H le hamiltonien microscopique.
1.2. La limite de Vlasov ou limite ≪ de champ moyen ≫
Si l’on conside`re l’e´volution de la distribution f (N) = f (N)(t, X, V ) de nos N corps
dans l’espace des phases, des positions et vitesses, on obtient l’e´quation de Liouville a`
N corps, qui est le point de vue statistique sur ce syste`me :
(3) ∂tf
(N) +
N∑
i=1
(
∂H
∂vi
·
∂f (N)
∂xi
−
∂H
∂xi
·
∂f (N)
∂vi
)
= ∂tf
(N) +
{
f (N), H
}
= 0
ou` {·, ·} de´signe le crochet de Poisson sur (R3)N × (R3)N :
{f (N), g(N)} = ∇Xf
(N) · ∇V g
(N) −∇Xg
(N) · ∇V f
(N).
Les solutions sont donne´es par f (N)(t, X, V ) = f (N)(S−t(X, V )) ou` St de´signe le flot
solution des e´quations de Newton.
Cette re´solution par la me´thode des caracte´ristiques implique la conservation du signe
de f (N) :
f (N)(0, X, V ) ≥ 0 =⇒ f (N)(t, X, V ) ≥ 0
mais aussi, du fait que le jacobien de St vaut 1 pour tout t
(3), de la masse∫
(R3×R3)N
f (N)(t, X, V ) dX dV =
∫
(R3×R3)N
f (N)(0, X, V ) dX dV
et plus ge´ne´ralement de toute ≪ fonctionnelle de Casimir ≫∫
(R3×R3)N
C
(
f (N)(t, X, V )
)
dX dV =
∫
(R3×R3)N
C
(
f (N)(0, X, V )
)
dX dV
pour C ∈ C1(R+,R+), C(0) = 0. Une fonctionnelle de Casimir de´signe pour un syste`me
hamiltonien une fonctionnelle qui annule le crochet de Poisson avec toute autre fonc-
tionnelle le long des trajectoires (voir par exemple [Ar1, Ar2]).
3. Ce qui est une version du ce´le`bre the´ore`me de Liouville dans ce contexte.
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Afin de comprendre l’e´volution a` travers un syste`me re´duit, on introduit la distribu-
tion d’une particule f = f (1) :
f(t, x, v) :=
∫
(R3×R3)N−1
f (N)(t, X, V ) dx2 dx3 . . . dxN dv2 dv3 . . . dvN
qui est donne´e par la marginale de la distribution comple`te a` N corps f (N). On calcule
alors l’e´quation ve´rifie´e par cette distribution a` une particule
(4)
∂f
∂t
+ v · ∇xf − (N − 1)
∫
R3×R3
∇xψ(x− y) · ∇vf
(2)(x, y, v, v∗) dy dv∗ = 0.
Cette e´quation de´pend bien suˆr de la seconde marginale (distribution a` deux parti-
cules)
f (2)(t, x1, x2, v1, v2) :=
∫
(R3×R3)N−2
f (N) dx3 dx4 . . . dxN dv3 dv4 . . . dvN
qui contient de l’information sur les corre´lations du syste`me. De la meˆme fac¸on, on
pourrait de´finir les k-marginales f (k) pour 1 ≤ k ≤ N , et l’ensemble des e´quations
couple´es sur toutes ces marginales constitue la hie´rarchie BBGKY (Bogoliubov-Born-
Green-Kirkwood-Yvon).
La limite de champ moyen consiste :
– d’une part a` conside´rer que chaque interaction binaire est d’ordre O(1/N), soit
ψ = ψN =
ψ¯
N
,
ce qui signifie que l’influence d’une e´toile sur une autre e´toile est ne´gligeable a`
l’e´chelle de l’ensemble de la galaxie, mais que l’action de l’ensemble de la galaxie
sur une e´toile donne´e est d’ordre O((N − 1)/N) = O(1) ;
– d’autre part a` conside´rer que
(5) f (2) ∼ f × f lorsque N →∞,
hypothe`se que l’on appelle proprie´te´ de chaos dans ce contexte, et qui traduit des
corre´lations faibles dans le syste`me.
Si l’hypothe`se (5) reste vraie au cours du temps lorsqu’elle est ve´rifie´e au temps
initial, on parle de ≪ propagation du chaos ≫. De´montrer cette proprie´te´ est un proble`me
mathe´matique ouvert dans le cas de l’interaction gravitationnelle (mais e´galement pour
l’interaction de Coulomb re´pulsive entre particules de meˆme charge) ; nous renvoyons a`
[Do, BH, HJ1, HJ2] pour des re´sultats partiels sur ce sujet.
Sous re´serve de l’hypothe`se d’e´chelle sur ψN et de la propagation du chaos, on obtient
l’e´quation ferme´e suivante sur la distribution f dans la limite N → +∞ :
(6)
∂f
∂t
+ v · ∇xf −
∫
R3×R3
∇xψ¯(x− y) · ∇vf(x, v) f(y, w) dy dw = 0,
que l’on peut re´e´crire en
(7)
∂f
∂t
+ v · ∇xf −
(∫
R3
∇xψ¯(x− y)
(∫
R3
f(y, v∗) dv∗
)
dy
)
· ∇vf(x, v) = 0.
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1.3. Le syste`me de Vlasov-Poisson gravitationnel
Lorsque le potentiel microscopique correspond aux interactions gravitationnelles
ψ¯(x) = −1/(4π|x|), on obtient ainsi le syste`me de Vlasov-Poisson gravitationnel :
(8)
{
∂tf + v · ∇xf −∇xφf · ∇vf = 0, t ∈ R+, x ∈ R
3, v ∈ R3,
f(t = 0, x, v) = fin(x, v)
ou` l’on de´finit le champ moyen gravitationnel φf (de´pendant de la fonction f) par
(9) ρf (t, x) :=
∫
R3
f(t, x, v) dv et φf(t, x) := −
1
4π|x|
∗ ρf .
Observons que le champ φf se re´sout par l’e´quation elliptique de Poisson
(10) ∆xφf = ρf
ce qui confe`re son nom au syste`me de Vlasov-Poisson.
On voit ici le caracte`re fondamental du syste`me de Vlasov-Poisson. Dans le cas
d’interactions a` distance (par opposition aux me´canismes de collision), il est a` la
me´canique classique statistique ce que les e´quations de Newton sont a` la me´canique
classique.
1.4. Le proble`me de stabilite´ d’un point de vue statistique
On peut maintenant reformuler la question de la stabilite´ des galaxies dans le cadre
du syste`me de Vlasov-Poisson. Cela rejoint l’une des premie`res questions que l’on se
pose face a` une e´quation aux de´rive´es partielles : quelles sont les solutions stationnaires
de ce syste`me et, parmi ces dernie`res, lesquelles sont stables ou instables ?
De nouveaux aspects mathe´matiques diffe´rents de l’analyse des e´quations de Newton,
et sur lesquels nous reviendrons plus loin, surgissent alors : quelles notions de solution
utiliser pour l’e´quation ? Quels espaces fonctionnels utiliser ? Quelle re´gularite´ pour ces
solutions ?
Puisque nous sommes partis des e´quations de Newton, il est le´gitime de se de-
mander quel serait l’impact en retour d’un the´ore`me de stabilite´ sur le proble`me a`
N corps. C’est une question difficile et mal comprise a` l’heure actuelle. Nous pouvons
ne´anmoins avancer deux principes : d’une part, cela de´pend fortement des re´ponses
donne´es aux proble`mes ouverts de limite de champ moyen et propagation du chaos et,
d’autre part, cela de´pend vraisemblablement e´galement de l’espace fonctionnel dans
lequel les re´sultats de stabilite´ sont obtenus. Dans cet expose´, nous nous inte´resserons
a` des voisinages de stabilite´ pour des espaces des Lebesgue ; ces derniers sont peut-eˆtre
trop peu re´guliers pour espe´rer en de´duire des informations sur le proble`me a` N corps.
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2. PROPRIE´TE´S DU SYSTE`ME DE VLASOV-POISSON
Nous allons tout d’abord rappeler les proprie´te´s mathe´matiques e´le´mentaires des
e´quations (8)-(9).
2.1. E´nergie microscopique et hamiltonien
Les e´quations de Newton pre´servent le hamiltonien microscopique H de´fini par (2) :
∀ t ∈ R, H(St(X, V )) = H(X, V ).
En inte´grant ceci contre la distribution initiale de nos N particules f (N) (e´quation de
Liouville) et en divisant par N (pour e´viter la divergence de l’e´nergie lorsque N tend
vers l’infini), on obtient la conservation statistique du hamiltonien microscopique
∀ t ∈ R,
∫
(R3×R3)N
H(X, V )
N
f (N)(t, X, V ) dX dV =
∫
(R3×R3)N
H(X, V )
N
f (N)(0, X, V ) dX dV.
Dans la limite de champ moyen, cette e´galite´ implique la conservation au cours du
temps de la quantite´
H(f) =
∫
R3×R3
|v|2
2
f(t, x, v) dx dv +
∫
R3×R3
φf(t, x)
2
f(t, x, v) dx dv
que l’on appellera hamiltonien (macroscopique) du syste`me de Vlasov-Poisson. Remar-
quons le facteur 1/2 devant φf qui rappelle que notre e´quation sur la distribution a` une
particule f est la ≪ trace ≫ d’un syste`me a` N particules avec interaction binaire. Cette
fonctionnelle se re´e´crit en utilisant l’e´quation de Poisson (10) sur φf :
(11) H(f) =
∫
R3×R3
|v|2
2
f(t, x, v) dx dv −
∫
R3×R3
|∇xφf(t, x)|
2
2
dx dv.
On voit ici la possibilite´ de transferts d’e´nergie entre e´nergie cine´tique et gravitation-
nelle. De plus, le caracte`re attractif de l’interaction se traduit par le fait que ces trans-
ferts peuvent ≪ diverger ≫ : la fonctionnelle H conserve´e est la somme de deux termes
de signe oppose´ qui peuvent potentiellement diverger tout en s’e´quilibrant, ce qui est
une source de difficulte´s mathe´matiques.
Notons enfin que l’e´quation de Vlasov de champ moyen (8) peut eˆtre interpre´te´e
comme l’e´quation de Liouville sur une particule associe´e a` l’hamiltonien microscopique
de champ moyen
E = Ef(t, x, v) =
|v|2
2
+ φf(t, x)
sous la forme
∂tf + {f, Ef} = 0
ou` {·, ·} de´signe ici le crochet de Poisson sur R3 × R3 :
{f, g} = ∇xf · ∇vg −∇xg · ∇vf.
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Remarquons qu’il n’y a plus le facteur 1/2 devant l’e´nergie potentielle dans la de´finition
de Ef : la cause en est que l’on conside`re ici une particule e´voluant dans un champ moyen
donne´ en ≪ oubliant ≫ la non-line´arite´.
2.2. Fonctionnelles de Casimir et e´quimesurabilite´
L’e´quation de champ moyen (8) est associe´e aux solutions (dites caracte´ristiques) du
syste`me diffe´rentiel 

x′(t) = v(t) =
∂Ef
∂v
,
v′(t) = −∇xφf(x(t)) = −
∂Ef
∂x
.
Ces courbes de´pendent bien suˆr de la solution elle-meˆme, mais cela montre que
l’e´quation d’e´volution (8) est une dynamique de re´arrangement de la distribution f ,
qui pre´serve le signe, mais aussi toutes les fonctionnelles de Casimir∫
R3×R3
C (f(t, x, v)) dx dv =
∫
R3×R3
C (f(0, x, v)) dx dv
pour C ∈ C1(R+,R+), C(0) = 0. Cet ensemble de lois de conservation peut eˆtre
synthe´tiquement exprime´ par la proprie´te´ suivante : la solution reste pour tout temps
e´quimesurable a` sa donne´e initiale
∀ t ≥ 0, ∀ s ≥ 0, |{|f(t, x, v)| ≥ s}| = |{|fin(x, v)| ≥ s}| ∈ R+ ∪ {+∞}
ou` |O| de´signe la mesure de Lebesgue d’un ensemble mesurable O ⊂ R3 × R3.
Nous sommes donc en pre´sence d’un syste`me dynamique en dimension infinie
posse´dant une infinite´ non de´nombrable de contraintes : le hamiltonien macroscopique
H(f) et l’e´quimesurabilite´.
2.3. Lien entre invariants et hamiltonien : une ine´galite´ d’interpolation clef
Comme nous l’avons vu, l’e´nergie totale du syste`me H(f) est la diffe´rence de deux
termes positifs que nous noterons
H(f) = Hcin(f)−Hpot(f).
Une difficulte´ e´vidente sera alors de controˆler ces deux formes d’e´nergie se´pare´ment. A`
cette fin, il est possible d’interpoler l’e´nergie potentielle a` partir de l’e´nergie cine´tique
et d’un espace de Lebesgue Lp, dont la conservation est assure´e par l’invariance des
fonctionnelles de Casimir. On peut ainsi montrer les ine´galite´s fonctionnelles suivantes.
Proposition 2.1. — Pour tout p ∈ [1,+∞], on a l’estimation d’inte´grabilite´ de la
densite´ spatiale
‖ρf‖
L
5p−3
3p−1 (R3)
≤ C‖f‖
2p
5p−3
Lp(R6)Hcin(f)
3p−3
5p−3
avec dans le cas limite p = +∞
‖ρf‖L
5
3 (R3)
≤ C‖f‖
2
5
L∞(R6)Hcin(f)
3
5 ,
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pour une certaine constante C > 0.
On en de´duit le controˆle suivant de l’e´nergie potentielle pour p > pc = 9/7
Hpot(f) ≤ C‖f‖
7p−9
6(p−1)
L1(R6)‖f‖
p
3(p−1)
Lp(R6)Hcin(f)
1
2
pour une certaine constante C > 0.
De´monstration. — Pour p > 1 et R > 0, on de´compose l’inte´grale de la densite´ spatiale
ρf en ∫
R3
f dv =
∫
|v|≤R
f dv +
∫
|v|>R
f dv
≤ ‖f‖Lpv
(∫
|v|≤R
dv
) (p−1)
p
+R−2
∫
R3
f |v|2 dv
≤ ‖f‖Lpv
(
4πR3
3
) (p−1)
p
+R−2
∫
R3
f |v|2 dv.
En optimisant le parame`tre R, on obtient
∫
R3
f dv ≤ C‖f(x, ·)‖
2p
(5p−3)
Lp(R3)
(∫
R3
f |v|2 dv
) (3p−3)
(5p−3)
et on en de´duit par ine´galite´ de Cauchy-Schwarz
‖ρf‖
L
(5p−3)
(3p−1) (R3)
≤ C
(∫
R3
‖f(x, ·)‖
2p
(3p−1)
Lp(R3)
(∫
R3
f |v|2 dv
) (3p−3)
(3p−1)
dx
) (3p−1)
(5p−3)
≤ C‖f‖
2p
(5p−3)
Lp(R6)Hcin(f)
(3p−3)
(5p−3) ,
ce qui conclut la preuve de la premie`re ine´galite´.
On veut maintenant controˆler le champ φf . En raisonnant heuristiquement, l’ine´galite´
de Sobolev et la re´gularite´ elliptique de l’e´quation de Poisson impliqueraient
‖∇xφf‖L2(R3) ≤ C‖∇xφf‖W 1,6/5(R3) ≤ C‖ρf‖L6/5(R3).
La fonction ∇xφf n’est pas dans l’espace W
1,6/5(R3) ; cependant on a bien l’ine´galite´
‖∇xφf‖L2(R3) ≤ C‖ρf‖L6/5(R3) en utilisant la formule ∇xφf = (x/(4π|x|
3)) ∗ ρf et
l’ine´galite´ de Hardy-Littlewood-Sobolev [LL, Theorem 4.3]. De manie`re alternative,
il est possible de montrer que ∇xφf ∈ W˙
1,6/5 (l’espace de Sobolev homoge`ne) au moyen
du controˆle sur le laplacien de φf et de la the´orie de Caldero´n-Zygmund, puis d’utiliser
l’ine´galite´ de Gagliardo-Nirenberg-Sobolev pour conclure.
En combinant ces deux pre´ce´dentes ine´galite´s, on obtient
Hpot(f) = ‖∇xφf‖
2
L2(R3) ≤ C‖ρf‖
2
L6/5(R3).
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Afin d’estimer ce membre de droite on effectue l’interpolation suivante : pour
p > pc = 9/7, on a (5p− 3)/(3p− 1) > 6/5 et
‖ρf‖L6/5(R3) ≤ ‖ρf‖
(7p−9)
(12p−12)
L1(R3) ‖ρf‖
(5p−3)
(12p−12)
L
(5p−3)
(3p−1) (R3)
≤ ‖f‖
(7p−9)
(12p−12)
L1(R6) ‖ρf‖
(5p−3)
(12p−12)
L
(5p−3)
(3p−1) (R6)
.
On combine alors toutes les ine´galite´s pre´ce´dentes pour obtenir (toujours lorsque
p > pc)
Hpot(f) ≤ C‖f‖
7p−9
6(p−1)
L1(R6)‖f‖
p
3(p−1)
Lp(R6)Hcin(f)
1
2
ce qui termine la de´monstration de la seconde ine´galite´.
Remarquons que l’e´nergie potentielle peut eˆtre ainsi controˆle´e par interpolation entre
les invariants du syste`me et l’e´nergie cine´tique, avec une puissance strictement infe´rieure
a` 1 de l’e´nergie cine´tique (plus pre´cise´ment 1/2 dans notre cas). Par analogie avec les
e´quations aux de´rive´es partielles dispersives et en particulier l’e´quation de Schro¨dinger,
dans le cas d’une telle e´quation ou` le hamiltonien est compose´ de deux termes de signe
oppose´ qui peuvent diverger tout en s’e´quilibrant, on parle d’e´quation focalisante ; et
lorsque l’on peut e´tablir un tel controˆle de l’e´nergie potentielle, on parle d’e´quation
sous-critique. Lorsqu’un tel controˆle est possible mais avec une puissance 1 de l’e´nergie
potentielle, on parle d’e´quation critique. Lorsqu’un tel controˆle n’est possible qu’avec
une puissance strictement plus grande que 1, on parle d’e´quations sur-critiques, pour
lesquelles on s’attend en ge´ne´ral a` des phe´nome`nes d’explosion en temps fini.
Dans le cas du syste`me de Vlasov-Poisson en dimension 3 qui est sous-critique,
comme le sugge`re le re´sultat que l’on vient d’e´tablir, la difficulte´ principale pour mon-
trer des proprie´te´s de stabilite´ est le controˆle de l’e´nergie cine´tique. Nous renvoyons a`
[LMR1, LMR2, LMR4, LMR5, LMR7] pour une e´tude syste´matique de la formation de
singularite´s dans des cas critiques (dimension 4 ou dimension 3 relativiste), ainsi que
pour des commentaires plus pre´cis sur le paralle`le avec les e´quations de Schro¨dinger.
Ces mode`les critiques n’ont toutefois pas d’interpre´tation claire au niveau physique.
Nous nous concentrerons dans cet expose´ sur les re´sultats qui concernent le syste`me
(8)-(9) en dimension 3.
2.4. La the´orie de Cauchy
La the´orie de Cauchy est relativement de´veloppe´e pour cette e´quation non-line´aire.
C’est meˆme l’un des rares syste`mes non-line´aires fondamentaux de la physique pour
lequel on sait construire des solutions globales et uniques sans hypothe`se perturbative
en dimension 3. Il est facile de se convaincre des points suivants :
– on souhaite montrer une re´gularite´ suffisante sur le champ de force moyen pour pou-
voir de´finir des courbes caracte´ristiques pour les e´quations diffe´rentielles ordinaires
correspondantes et e´tablir des controˆles sur ces dernie`res ;
1044–10
– cette re´gularite´ sur le champ de´pend du controˆle sur des moments en vitesse∫
f |v|k dx dv de la solution, donc en de´finitive du comportement de la distribu-
tion pour les grandes vitesses.
Le controˆle de ces ≪ particules a` grandes vitesses ≫ a finalement e´te´ obtenu de deux
manie`res diffe´rentes il y a une vingtaine d’anne´es. D’une part, Pfaffelmoser [Pf] a
de´couvert comment propager en temps une borne sur la taille du support de la solu-
tion, ce qui implique le controˆle recherche´ et permet de construire des solutions globales
C1 a` support compact. D’autre part et inde´pendamment, Lions et Perthame [LP] ont
de´couvert comment propager en temps des bornes directement sur les moments en vi-
tesse de toute solution dans L∞ et de hamiltonien borne´, ce qui leur permet de construire
des solutions uniques et globales dans L1((1 + |v|k) dx dv) ∩ L∞ pour k suffisamment
e´leve´, modulo une hypothe`se assez faible de re´gularite´ initiale sur la densite´ spatiale
ρin. Nous renvoyons ensuite aux articles [Sc1, BR, Ho-ii, Wo-ii, Ro, GJP, Lo, MMP, Pa]
pour les de´veloppements ulte´rieurs de ces the´ories.
Par ailleurs, sous des hypothe`ses plus faibles sur les donne´es initiales
fin ≥ 0, fin ∈ L
1 ∩ L∞(R6), |v|2 fin ∈ L
1(R6),
des solutions faibles globales ont e´te´ construites par Arsen’ev [Ar] (voir e´galement
[IN, HH]) ; cependant leur unicite´ reste ouverte. Ces solutions sont e´galement des solu-
tions renormalise´es au sens de DiPerna-Lions [DL1, DL2] et on peut leur associer des
caracte´ristiques ge´ne´ralise´es au sens de DiPerna-Lions [DL3]. Elles sont continues en
temps a` valeur dans L1(R6) et ve´rifient l’ine´galite´ suivante
∀ t ≥ 0, H(ft) ≤ H(fin)
(la conservation exacte du hamiltonien est ouverte). Les the´ore`mes de Lemou, Me´hats
et Raphae¨l que nous pre´senterons dans la dernie`re section ont pour objet ces solutions
faibles.
2.5. L’e´tude des solutions stationnaires
Nous cherchons maintenant les solutions stationnaires du syste`me (8)-(9). Il en existe
en fait une infinite´, dont nous ne connaissons et ne savons caracte´riser de manie`re
satisfaisante qu’une petite partie. Une telle solution f 0 doit ve´rifier{
∀ x, v ∈ R3, v · ∇xf
0 −∇xU(x) · ∇vf
0 = 0,
∀ x ∈ R3, ∆xU = ρf0 .
On voit que la premie`re e´quation incite a` conside´rer une fonction f 0 ne de´pendant
que des invariants du mouvement du syste`me diffe´rentiel x′′(t) = −∇xU , au moins si
ce dernier est comple`tement inte´grable. Cependant, on ne connaˆıt rien a priori sur ce
syste`me diffe´rentiel, puisqu’il de´pend de la solution f 0 recherche´e elle-meˆme.
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2.5.1. Le the´ore`me de Jeans. — On sait ne´anmoins re´soudre ce proble`me dans le cas
de solutions stationnaires dites a` ≪ syme´trie sphe´rique ≫. Cela correspond a` l’invariance
de la solution stationnaire par les rotations du re´fe´rentiel, soit
∀ (x, v) ∈ R6, f 0(Ax,Av) = f 0(x, v)
pour toute matrice 3× 3 orthogonale A. Cela implique donc que f 0 = f 0(|x|, |v|, x · v).
Les e´quations du mouvement

x′(t) = v,
v′(t) = −∇xU = −
x
|x|
U ′(|x|)
posse`dent alors toujours (c’est-a`-dire inde´pendamment de f 0) un invariant supple´-
mentaire, en plus de l’e´nergie :
d
dt
(x(t) ∧ v(t)) = v(t) ∧ v(t)−
U ′(|x|)
|x|
x(t) ∧ x(t) = 0.
Le syste`me est alors comple`tement inte´grable (l’espace des phases posse`de trois degre´s
de liberte´), et l’on peut montrer que les e´quilibres s’e´crivent sous la forme
(12)


f 0(x, v) = f 0(|x|, |v|, x · v) = F (E,L) ,
E(x, v) := Ef0(x, v) =
|v|2
2
+ φf0(t, x),
L(x, v) := |x ∧ v|2.
C’est le the´ore`me de Jeans [Je1, Je2] applique´ aux syste`mes sphe´riques (voir la dis-
cussion [BT, section 4.4]). Un cadre et une de´monstration mathe´matiques rigoureux
peuvent eˆtre consulte´s dans [BFH], fonde´s sur la re´solution des e´quations diffe´rentielles
non-line´aires radiales correspondantes.
Lorsque F = F (E) ne de´pend que de E, on parle de mode`les sphe´riques isotropes,
et lorsque F = F (E,L), on parle de mode`les sphe´riques anisotropes. Ces termes s’ex-
pliquent par le fait que la matrice (tenseur) de dispersion en vitesse
1
ρf
∫
R3
vivjF (E,L) dv, 1 ≤ i, j,≤ 3
est un multiple de la matrice identite´ lorsque F = F (E) alors que, par exemple, ses com-
posantes diagonales sont diffe´rentes lorsque F = F (E,L) de´pend de L (cf. a` nouveau,
ici et pour la suite de cette section, [BT, section 4.4]).
Dans le cadre de tels syste`mes a` syme´trie sphe´rique, l’e´quation fondamentale qui
gouverne les e´quilibres de syste`mes stellaires est
(13) ∆xφ = ρ =⇒
1
r2
(
r2φ′
)′
=
∫
R6
F
(
|v|2
2
+ φ, |x ∧ v|2
)
dx dv.
C’est une e´quation elliptique que l’on peut voir comme une e´quation non-line´aire sur le
potentiel φ e´tant donne´ le profil de l’e´quilibre sphe´rique F , ou bien comme une e´quation
non-line´aire sur F e´tant donne´ φ.
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2.5.2. Les mode`les polytropiques. — Supposons tout d’abord F = F (E) isotrope, et
partons de la formule la plus simple pour obtenir un profil F a` support compact, c’est-
a`-dire une fonction puissance tronque´e :
(14) f(x, v) = F (E) = CF (E0 −E)
n
+, n ∈ R,
ou` z+ := max{z, 0} de´signe la partie positive d’un re´el z ∈ R, et CF est une constante
donne´e. Un calcul e´le´mentaire montre que, par re´solution de l’e´quation (13), la densite´
spatiale associe´e est
ρ = cn(E0 − φ)
n+3/2
+
avec une constante cn finie si n > −1 et la formule simple lorsque n ≥ 0 :
cn := CF
23/2πn!
(n+ 3/2)!
.
On voit ainsi que ces mode`les ne peuvent jamais eˆtre re´partis de manie`re homoge`ne car
une densite´ spatiale constante impliquerait n = −3/2. L’e´quation obtenue alors sur le
potentiel est l’e´quation dite de Lane-Emden
1
r2
d
dr
(
r2
d
dr
φ
)
= cn(E0 − φ)
n+3/2
+ .
On parle de mode`les polytropiques car la distribution spatiale est alors la meˆme que
pour un gaz auto-gravitant ve´rifiant la loi de pression des gaz polytropes p = cste ργ
avec γ = 1 + 1/(n+ 3/2). Le cas n > 7/2 conduit a` des solutions de masse infinie et a`
support non compact en ajustant le parame`tre E0. L’e´quation sur le potentiel n’admet
pas de solution simple en terme de fonctions e´le´mentaires en dehors du cas n = −1/2
(e´quation line´aire de Helmhotz). Le cas limite n = 7/2 est inte´ressant car on obtient
une masse finie mais un support non compact ; c’est le mode`le dit de Plummer.
2.5.3. Le mode`le de King. — D’apre`s les observations, l’e´nergie est tre`s concentre´e au
centre des galaxies. Cela incite a` conside´rer de grandes valeurs de n dans le mode`le
polytropique. Conside´rons ainsi tout d’abord formellement le cas limite ≪ n = ∞ ≫.
Bien suˆr les e´quations que nous avons utilise´es pour trouver la solution stationnaire
ci-dessus ne font plus sens, mais si on suit le paralle`le avec les gaz auto-gravitants,
cela doit correspondre au cas d’un gaz ve´rifiant la loi de pression p = cste ργ avec
γ = 1, c’est-a`-dire un gaz isotherme. En suivant les conside´rations usuelles de me´canique
statistique, on obtient des distributions de loi exponentielle. C’est le mode`le dit de la
sphe`re isotherme. Il est cependant de masse infinie et de support non compact. La
litte´rature physique a donc introduit [Ki] la troncature suivante
(15) f = F (E) =
(
eE0−E − 1
)
+
que l’on appelle mode`le de King. Ce mode`le reproduit les fortes valeurs d’e´nergie ob-
serve´es pour les petits rayons, tout en e´tant compatible avec les contraintes de masse et
support. Ce mode`le sera l’un des protagonistes principaux des travaux mathe´matiques
re´cents, car c’est peut-eˆtre le mode`le sphe´rique isotrope le plus important d’un point de
vue physique, et l’e´tude de sa stabilite´ e´chappe aux techniques variationnelles fonde´es
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sur les fonctionnelles d’e´nergie-Casimir. Une des re´ussites marquantes du programme
de recherche de Lemou, Me´hats et Raphae¨l est d’obtenir dans [LMR9] la stabilite´ de
ces mode`les pour des perturbations ge´ne´rales.
Remarquons ici que l’on voit apparaˆıtre en filigrane un phe´nome`me myste´rieux, a`
savoir le fait que les e´quilibres sont analyse´s par des conside´rations de me´canique sta-
tistique collisionnelle, soit irre´versible. Comprendre pourquoi cette de´marche produit
des re´sultats corrects, au moins partiellement, rejoint la question fondamentale de com-
prendre comment les galaxies se ≪ thermalisent ≫ sans collision. C’est l’objet des the´ories
d’amortissement et de relaxation violente initie´es par Lynden-Bell [L-B1, L-B2].
2.5.4. Autres mode`les. — Si l’on se prescrit au de´part la densite´ spatiale et que l’on
cherche a` calculer F , on obtient la formule dite de Eddington [Ed], dont les deux
mode`les ce´le`bres qui en sont issus sont le mode`le dit R1/4 et l’isochrone d’He´non. Le
cas anisotrope est moins clair, mais l’on peut citer le mode`le dit d’Osipkov-Merritt qui
ge´ne´ralise le mode`le R1/4, ainsi que le mode`le dit de Michie qui ge´ne´ralise le mode`le de
King (nous renvoyons a` [BT, Chapitre 4]).
2.6. La conjecture de stabilite´ pour les mode`les sphe´riques
Nous devons d’abord discuter de la notion de stabilite´ utilise´e. Au vu des invariants
du syste`me (fonctionnelles de Casimir et hamiltonien macroscopique), il est naturel de
mesurer la stabilite´ de la manie`re suivante : pour tout ε > 0, il existe η > 0 tel que
(16) D(fin, f
0) :=
∥∥fin − f 0∥∥L1(R6) + ∣∣H(fin)−H(f 0)∣∣ ≤ η
=⇒ ∀ t ≥ 0, D(ft, f
0) ≤ ε.
(Les fonctionnelles de Casimir sont correctement capture´es par les espaces de Lebesgue
en terme de distance, et le choix de L1(R6) semble arbitraire, mais sera de toute fac¸on
comple´te´ plus loin par une hypothe`se de borne L∞(R6).)
Cependant, il faut tenir compte du groupe de syme´tries du syste`me d’e´volution et
voir si ces dernie`res sont ≪ capture´es ≫ par la distance utilise´e pour mesurer la stabilite´.
Il s’ave`re que le syste`me de Vlasov-Poisson (8)-(9) admet un large groupe de syme´tries :
si f(t, x, v) est solution, alors pour tous t0 ∈ R, x0 ∈ R
3, λ0 ∈ R
∗
+, µ0 ∈ R
∗
+
g(t, x, v) :=
µ0
λ20
f
(
t + t0
λ0 µ0
,
x+ x0
λ0
, µ0 v
)
est encore solution, et on a e´galement l’invariance par translation galile´enne (ce qui ne
fait que traduire sur ce mode`le statistique l’invariance galile´enne correspondante de la
me´canique classique) : si f(t, x, v) est solution, alors pour tout v0 ∈ R
3
g(t, x, v) := f(t, x+ tv0, v + v0)
est encore solution. Il est clair que la ≪ distance ≫ utilise´e D est e´galement invariante
par ces transformations lorsque λ0 = µ0 = 1. Nous devons donc reformuler la stabilite´
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de la manie`re suivante : il existe une fonction de translation z = z(t) ∈ R3 telle que
(17) D(fin, f
0) ≤ η =⇒ ∀ t ≥ 0, D(ft, f
0(· − z(t), ·)) ≤ ε.
C’est la notion de stabilite´ orbitale. Ajoutons que, dans le cas de perturbations a` syme´trie
sphe´rique, le parame`tre z(t) est ne´cessairement toujours nul.
Pour les solutions stationnaires a` syme´trie sphe´rique, il est tre`s largement discute´
dans la litte´rature physique [BT] que la stabilite´ est lie´e a` la monotonie par rapport a`
l’e´nergie microscopique E = Ef0(x, v). Plus pre´cise´ment, on peut formuler les conjec-
tures suivantes :
Conjecture 2.2. — Les galaxies f 0 = F (E,L) a` syme´trie sphe´rique anisotropes et
de´croissantes (∂EF < 0 sur le support de F ) sont orbitalement stables par perturbation
a` syme´trie sphe´rique pour le syste`me d’e´volution (8)-(9).
Conjecture 2.3. — Les galaxies f 0 = F (E) a` syme´trie sphe´rique isotropes et
de´croissantes (∂EF = F
′ < 0 sur le support de F ) sont orbitalement stables par
perturbation ge´ne´rale pour le syste`me d’e´volution (8)-(9).
Les conjectures correspondantes pour le proble`me line´arise´ ont e´te´ de´montre´es dans
les anne´es 1960 et 1970 a` la suite des travaux fondateurs d’Antonov [An1, An2], mais
leur re´solution pour la dynamique non-line´aire correcte vient d’eˆtre obtenue par Lemou,
Me´hats et Raphae¨l respectivement dans les articles [LMR8] et [LMR9] (nous renvoyons
e´galement a` [GL] pour une re´ponse partielle importante sur la conjecture 2.2). Nous
nous concentrerons sur la re´solution de la conjecture 2.3 (article [LMR9]), tandis que
nous renvoyons a` [LMR8] pour la re´solution de la conjecture 2.2, qui implique les meˆmes
ide´es essentielles. Et lorsque ne´cessaire, nous illustrerons les me´thodes et re´sultats avec
les deux mode`les principaux : mode`les polytropiques (14) et mode`le de King (15).
Ajoutons enfin qu’en l’absence de syme´trie sphe´rique de la solution stationnaire, la
question de la stabilite´ est ouverte, meˆme pour le proble`me line´arise´.
3. LE PROBLE`ME LINE´ARISE´
3.1. La dynamique line´arise´e
Il est possible d’adopter une vision ge´ome´trique de l’espace des solutions du syste`me
(8)-(9) en terme de structure de Poisson, avec les invariants de´finissant une feuille
symplectique. Nous n’en aurons pas besoin dans cet expose´, et nous renvoyons aux
re´fe´rences [We-i, YMC, MP1, MP2] et [AM, p. 302] pour des approfondissements sur
cet aspect. Nous mentionnerons uniquement la notion de perturbation dynamiquement
accessible qui a joue´ un roˆle dans le de´veloppement de la the´orie perturbative.
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Si l’on conside`re une solution stationnaire f 0(x, v) on peut line´ariser le syste`me (8)-(9)
autour de cette solution f = f 0 + ε h pour obtenir l’e´quation line´aire suivante
(18)


∂th+ v · ∇xh−∇xφf0 · ∇vh = ∇xφh · ∇vf
0, t ∈ R+, x ∈ R
3, v ∈ R3,
h(t = 0, x, v) = h0(x, v),
ρh(t, x) :=
∫
R3
h(t, x, v) dv et φh(t, x) := −
1
4π|x|
∗ ρh.
Il est aise´ de construire des solutions re´gulie`res uniques et re´soudre le proble`me de
Cauchy pour ce syste`me d’e´quations aux de´rive´es partielles line´aires, par des me´thodes
de point fixe et en utilisant l’ine´galite´ d’interpolation fondamentale de la proposition 2.1.
On peut re´e´crire ce syste`me d’e´volution de manie`re plus compacte en
(19)
{
∂th + {h,Ef0} = ∇xφh · ∇vf
0,
h(t = 0, x, v) = h0(x, v).
Il est important de remarquer que la fluctuation h n’est en ge´ne´ral pas positive
et que la structure hamiltonienne de l’e´quation (8) n’a pas surve´cu au processus de
line´arisation. Le syste`me line´arise´ (18) en he´rite toutefois la proprie´te´ suivante. Si l’on
de´finit une perturbation initiale dynamiquement accessible comme e´tant cre´e´e a` partir
de f 0 par un hamiltonien exte´rieur donne´ H¯ext, on obtient formellement
f = f 0 + ε h+O(ε2) et H = Ef0 + ε H¯ext avec h|t=0 = 0.
Le premier ordre de line´arisation en ε de l’e´quation sur h donne
∂th +
{
f 0, H¯ext
}
= O(ε)
et on obtient finalement ht ∼ t
{
f 0, H¯ext
}
en temps petit. Ce dernier terme joue le
roˆle de la direction de de´rivation dans le processus de line´arisation. On montre alors
dans la proposition suivante que la forme ht = {gt, f
0} est pre´serve´e au cours du temps
pour l’e´quation line´arise´e (18) sur h, soit que l’on peut restreindre l’e´quation line´arise´e
a` l’≪ espace tangent ≫ des conservations hamiltoniennes, i.e., de la feuille symplectique.
Proposition 3.1. — Si g est une solution (re´gulie`re) de l’ e´quation ge´ne´ratrice sui-
vante {
∂tg + {g, Ef0} = φ{g,f0},
g|t=0 = gin,
alors h = {g, f 0} est une solution re´gulie`re de (19).
Remarquons de`s lors, ce qui nous sera utile par la suite, qu’il est e´quivalent de chercher
une solution sous la forme h = {g, f 0} ou sous la forme h = {g, Ef0} : il suffit en effet
de multiplier g dans la premie`re forme par 1/F ′(Ef0) pour obtenir la deuxie`me.
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De´monstration. — On calcule l’e´quation d’e´volution sur ht := {gt, f
0} :
∂th = {∂tg, f
0} = −{{g, Ef0}, f
0}+ {φh, f
0}
= {{Ef0 , f
0}, g}+ {{f 0, g}, Ef0}+ {φh, f
0}
ou` l’on a utilise´ l’identite´ suivante sur le crochet de Poisson
{{A,B}, C}+ {{B,C}, A}+ {{C,A, }, B} = 0.
On utilise alors {Ef0 , f
0} = 0 (par de´finition d’une solution stationnaire), et {φh, f
0} =
∇xφh · ∇vf
0, ce qui permet de conclure a`
∂th+ {h,Ef0} = ∇xφh · ∇vf
0
qui est bien l’e´quation recherche´e, avec la donne´e initiale hin = {gin, f
0}.
3.2. E´nergie libre du proble`me line´arise´
Dans le cas de mode`les sphe´riques, l’article [KO] a pour la premie`re fois propose´
une e´nergie libre pre´serve´e au cours de l’e´volution par le syste`me de Vlasov-Poisson
line´arise´ dans le cas d’interactions de Coulomb, pour les plasmas. Cette fonctionnelle
sera ensuite adapte´e au cas gravitationnel du syste`me (18) par Antonov [An1, An2], et
ce dernier l’utilisera pour formuler un crite`re de stabilite´. Nous ne pre´sentons ici que
le cas isotrope f 0 = F (E) pour simplifier l’exposition et nous rappelons la notation
E = Ef0(x, v).
Proposition 3.2. — La quantite´
F(h) = −
∫
R3×R3
|h|2
F ′(E)
dx dv −
∫
R3
|∇xφh|
2 dx
est conserve´e par les solutions re´gulie`res du syste`me (18) dont le support est inclus dans
le support de F ′.
Le quotient |h|2/F ′(E) doit ici eˆtre compris comme e´tant e´gal a` ze´ro lorsque les
nume´rateurs et de´nominateurs s’annulent.
De´monstration. — On souhaite diffe´rencier en temps l’expression de F(h). On calcule
d
dt
∫
R3×R3
|h|2
F ′(E)
dx dv = −2
∫
R6
{h,E} h
F ′(E)
dx dv + 2
∫
R6
∇xφh · ∇vf
0 h
F ′(E)
dx dv
= −2
∫
R6
{h,E} h
F ′(E)
dx dv + 2
∫
R6
v · ∇xφh h dx dv
puis on remarque que {
1
F ′(E)
, E
}
= −
F ′′(E)
F ′(E)2
{E,E} = 0
et ainsi par inte´gration par parties
2
∫
R6
{h,E} h
F ′(E)
dx dv =
∫
R6
{h2, E}
F ′(E)
dx dv = −
∫
R6
h2
{
1
F ′(E)
, E
}
dx dv = 0
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d’ou`
d
dt
∫
R3×R3
|h|2
F ′(E)
dx dv = 2
∫
R6
v · ∇xφh h dx dv.
On calcule par ailleurs
d
dt
∫
R3
|∇xφh|
2 dx = 2
∫
R3
∇x
∂
∂t
φh · ∇xφh dx = −2
∫
R3
∂
∂t
∆xφh φh dx
= −2
∫
R3
∂
∂t
ρh φh dx = −2
∫
R3
(∫
R3
∂
∂t
hdv
)
φh dx dv
= 2
∫
R6
v · ∇xhφh dx dv = −2
∫
R6
v · ∇xφhh dx dv.
La somme de ces deux dernie`res e´quations fournit le re´sultat.
3.3. Interpre´tation variationnelle de l’e´nergie libre
Quelle est l’origine de cette e´nergie libre et surtout quel est son lien avec le hamiltonien
du proble`me non-line´aire ? Si l’on compare le hamiltonien en deux fonctions diffe´rentes
f 0 et f on obtient par un calcul e´le´mentaire la formule
(20) H(f) = H(f 0) +
∫
R6
(
|v|2
2
+ φf0
)
(f − f 0) dx dv −
1
2
∫
R3
|∇xφf −∇xφf0 |
2 dx.
En effet∫
R6
(
|v|2
2
+
φf
2
)
f dx dv =
∫
R6
(
|v|2
2
+
φf0
2
)
f 0 dx dv
+
∫
R6
(
|v|2
2
+ φf0
)
(f − f 0) dx dv +
∫
R6
(
1
2
φff − φf0(f − f
0)−
1
2
φf0f
0
)
dx dv
= H(f 0)+
∫
R6
E(f −f 0) dx dv−
∫
R3
(
1
2
|∇xφf |
2 −∇xφf0 · ∇xφf +
1
2
|∇xφf0 |
2
)
dx dv
d’ou` le re´sultat.
Il est clair cependant qu’aucune fonction f 0 ne peut constituer un point critique de H
a` cause de la partie line´aire en (f − f 0) dans la formule (20) ci-dessus, qui n’est jamais
l’application nulle. Cela s’explique par les invariants du syste`me. Pour y reme´dier,
une ide´e introduite par Arnold [Ar1, Ar2, Ar3] dans les anne´es 1960 dans le cas de
l’e´quation d’Euler incompressible bidimensionnelle, est de conside´rer une fonctionnelle
dite d’e´nergie-Casimir qui combine le hamiltonien et une fonctionnelle de Casimir bien
choisie. Cette ide´e resurgira plus loin lorsque nous aborderons la stabilite´ non-line´aire.
On se donne alors une fonctionnelle d’e´nergie-Casimir ge´ne´rale de´finie par une fonc-
tion C : R+ → R+ avec C(0) = 0 :
HC(f) := H(f) +
∫
R6
C(f) dx dv,
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et l’on cherche a` ajuster la fonction C afin que cette fonctionnelle admette bien f 0
comme point critique. Par un calcul e´le´mentaire et en de´veloppant HC autour de f
0 on
obtient
HC(f) = HC(f
0)+
∫
R6
(
|v|2
2
+ φf0 + C
′(f 0)
)
(f−f 0) dx dv−
1
2
∫
R3
|∇xφf−∇xφf0|
2 dx
+
1
2
∫
R6
C′′(f 0)(f − f 0)2 dx dv + . . .
=: HC(f
0) +DHC(f
0)[f − f 0] +
1
2
D2HC(f
0)[f − f 0] + . . .
On voit alors que le choix formel
C′(f 0) = −E = −
(
|v|2
2
+ φf0
)
permet d’annuler la partie line´aire et d’obtenir exactement
D2HC(f
0)[f − f 0] = F(f − f 0).
En effet puisque f 0 = F (E) ne de´pend que de E on a
C′(F (E)) = −E =⇒ C′′(F (E))F ′(E) = −1 soit C′′(F (E)) = −
1
F ′(E)
.
On peut donc interpre´ter cette e´nergie libre comme la hessienne de la fonctionnelle
d’e´nergie-Casimir au point f 0, pour une contrainte C correctement choisie en fonction
de f 0.
3.4. Premie`re approche na¨ıve de la stabilite´ line´aire par interpolation
Donnons tout d’abord une approche ≪ na¨ıve ≫ de la stabilite´ qui rappelle l’ine´galite´
d’interpolation de la proposition 2.1 pour l’e´quation non-line´aire. On peut en effet
interpre´ter a` nouveau la fonctionnelle F comme une e´nergie que l’on de´compose en
deux termes positifs :
F(h) = Fcin(h)− Fpot(h) avec
Fcin(h) := −
∫
R3×R3
|h|2
F ′(E)
dx dv, Fpot(h) :=
∫
R3
|∇xφh|
2 dx
et l’on cherche a` controˆler la partie Fpot a` partir de Fcin dans une estimation sous-
critique. La proposition suivante est inspire´e de [BMR].
Proposition 3.3 ([BMR]). — Si la solution stationnaire f 0 ve´rifie
(21)
∫
R6
F ′(E) dx dv < +∞
alors
Fpot(h) ≤ C‖h‖
2/3
L1(R6)‖ρh‖
1/3
L∞(R3)Fcin(h)
1
2
et l’on peut de´montrer la stabilite´ dans un espace de solutions tel que ρh ∈ L
∞(R3).
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La preuve de l’ine´galite´ fonctionnelle est imme´diate, et le re´sultat de stabilite´ line´aire
en de´coule une fois les solutions correctement construites. Malheureusement l’hypothe`se
(21) ne permet pas de traiter les mode`les physiques les plus inte´ressants. Il va donc falloir
se tourner vers une estimation globale de F sans de´composition ; autrement dit, une
estimation de convexite´ sur la fonctionnelle d’e´nergie-Casimir HC.
3.5. L’ine´galite´ de coercitivite´ d’Antonov
Antonov [An1, An2] propose alors de conside´rer la fonctionnelle F dans son ensemble,
et de montrer qu’elle est positive, une fois restreinte aux perturbations dynamiquement
accessibles h = {g, f 0}. Pour eˆtre exact, l’argument (formel) original d’Antonov n’est
pas fonde´ sur les perturbations dynamiquement accessibles, mais sur une de´composition
de la perturbation en partie paire et partie impaire par rapport a` la variable de vitesse.
Nous renvoyons e´galement aux travaux ulte´rieurs dans la litte´rature physique qui ont
de´veloppe´ l’ide´e d’Antonov [DFB, DF, SdFLRP, KS, PA].
L’argument historique d’Antonov consiste a` conside´rer une solution h du proble`me
line´arise´ (19) puis a` la de´composer en partie paire et partie impaire par rapport a` la
variable de vitesse v, soit h = h1 + h2 avec
h1(x, v) =
1
2
(h(t, x, v) + h(t, x,−v)) , h2(x, v) =
1
2
(h(t, x, v)− h(t, x,−v)) .
On obtient ainsi formellement les deux e´quations couple´es suivantes{
∂th1 + {h2, E} = 0,
∂th2 + {h1, E} = ∇xφh1 · ∇vf
0.
Puis en remplac¸ant le terme h1 dans la deuxie`me e´quation, on de´duit l’e´quation de
pulsation suivante sur h2
(22) ∂2tth2 = {{h2, E}, E} − ∇xφ{h2,E} · ∇vf
0.
Par analogie avec l’e´quation diffe´rentielle y′′ = λy, on voit que, si l’ope´rateur du membre
de droite est ne´gatif, on espe`re obtenir des solutions oscillantes borne´es (ce qui justifie
le terme de ≪ pulsation ≫).
On calcule alors l’e´nergie de ce syste`me.
Proposition 3.4. — On suppose F ′ < 0 sur son domaine, et h ∈ C∞c une solution
de (22) a` support inclus dans celui de F ′. Alors h ve´rifie
d
dt
(
−
∫
R6
|h|2
F ′(E)
dx dv −
∫
R6
|{h,E}|2
F ′(E)
dx dv −
∫
R3
|∇xφ{h,f0}|
2 dx
)
= 0
soit
d
dt
(
−
∫
R6
|h|2
F ′(E)
dx dv + F({h, f 0})
)
= 0.
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De´monstration. — En inte´grant contre ∂th/F
′(E) l’e´quation de pulsation on obtient∫
R6
∂2tth
∂th
F ′(E)
dx dv =
d
dt
1
2
∫
R6
|∂th|
2
F ′(E)
dx dv
pour le premier terme, puis∫
R6
{{h,E}, E}
∂th
F ′(E)
dx dv
= −
∫
R6
{h,E}
{∂th,E}
F ′(E)
dx dv = −
1
2
d
dt
∫
R6
|{h,E}|2
F ′(E)
dx dv
pour le deuxie`me terme ou` l’on a utilise´ une inte´gration par parties et le fait que
{1/F ′(E), E} = 0, et enfin pour le dernier terme
−
∫
R6
∇xφ{h,E} · ∇vf
0 ∂th
F ′(E)
dx dv = −
∫
R6
{φ{h,E}, E}∂th dx dv
=
∫
R6
φ{h,E}{∂th,E} dx dv =
∫
R3
φ{h,E}∂tρ{h,E} dx
= −
∫
R3
∇xφ{h,E} · ∇x∂tφ{h,E} dx = −
1
2
d
dt
∫
R3
|∇xφ{h,E}|
2 dx.
On obtient le re´sultat souhaite´ en combinant les trois pre´ce´dentes e´galite´s.
On voit donc que, de`s lors que l’on sait montrer la positivite´ de l’e´nergie libre sur les
perturbations admissibles {h2, f
0} issues d’une fonction h2 impaire, on peut en de´duire
l’impossibilite´ d’instabilite´s sur la composante impaire h2 puisque l’on a alors la somme
de deux termes positifs qui est conserve´e au cours du temps. C’est le crite`re de stabilite´
d’Antonov [An1]. Le reste de l’argument de [An1] est moins clair en ce qui concerne
le controˆle de la composante paire h1, et semble conditionne´ a` certaines hypothe`ses ad
hoc pour e´viter la possibilite´ d’instabilite´s avec une croissance polynomiale en temps.
Dans l’article suivant [An2], Antonov donne une preuve de cette proprie´te´ cruciale de
positivite´ de F({h2, E}) avec h2 impaire, en re´solvant le proble`me de minimisation
associe´.
Nous allons maintenant pre´senter les analyses mathe´matiques re´centes de ces ques-
tions. Tout d’abord, nous pre´sentons un e´nonce´ et une preuve e´le´gante issue de [GR3] de
la coercitivite´ de´couverte par Antonov, i.e., la positivite´ de l’e´nergie libre sur les fonc-
tions de la forme {h2, f
0} avec h2 impaire. Du fait de l’importance de cette proprie´te´
d’un point de vue historique, ainsi que pour la gene`se des re´sultats dont il est question
ici, nous pre´sentons une preuve de´taille´e. Une autre approche de cette proprie´te´ et de
sa preuve, de´veloppe´e dans [LMR8, LMR9], sera discute´e dans la section 4.
Proposition 3.5 ([GR3]). — On suppose F ′ < 0 sur le domaine de f 0, et h ∈ C∞c a`
support inclus dans celui de F ′, a` syme´trie sphe´rique et impaire par rapport a` la variable
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de vitesse. Alors on a
(23) F({h, f 0}) ≥ −
∫
R6
F ′(E)
(
|x · v|2
∣∣∣∣
{
h
x · v
, E
}∣∣∣∣
2
+
φ′f0(r)
r
|h|2
)
dx dv ≥ 0
ou` r = |x| et φ′f0(r) de´signe la de´rive´e radiale de φf0 = φf0(r).
De´monstration. — Observons tout d’abord que, pour un mode`le sphe´rique f 0 = F (E),
les fonctions φf0 et ρf0 sont radialement syme´triques, et on a
∆xφf0 = ρf0 =⇒
1
r2
[
r2φ′f0(r)
]′
= ρf0(r)
d’ou`, en inte´grant de 0 a` r, on obtient
∀ r > 0, φ′f0(r) =
1
r2
∫ r
0
r2∗ρf0(r∗) dr∗ ≥ 0
et le potentiel cre´e´ par la solution stationnaire f 0 est croissant. On de´duit donc
imme´diatement la positivite´ du membre de droite dans la proposition.
Rappelons la formule de l’e´nergie libre
F({h, f 0}) := −
∫
R3×R3
|{h, f 0}|2
F ′(E)
dx dv −
∫
R3
|∇xφ{h,f0}|
2 dx.
Nous allons tout d’abord controˆler par au-dessus l’oppose´ du second terme. On observe
d’une part que la syme´trie sphe´rique de h implique imme´diatement celle de φ{h,f0}, et
d’autre part que∫
R3
{h, f 0} dv =
∫
R3
(
∇xh · ∇vf
0 −∇vh · ∇xf
0
)
dv
= ∇x ·
(∫
R3
h∇vf
0 dv
)
= ∇x ·
(∫
R3
vF ′(E)h dv
)
.
Par conse´quence, en utilisant a` nouveau ∆xφ = r
−2[r2φ′]′, on obtient
φ′{h,f0}(r) =
1
r2
∫ r
0
(∫
R3
{h(x∗, v), f
0(x∗, v)} dv
)
r2∗ dr∗
=
1
4πr2
∫
|x|≤r
∇x ·
(∫
R3
vF ′(E)h dv
)
dx =
1
4πr2
∫
|x|=r
∫
R3
(
x · v
|x|
)
F ′(E)h dv dω(x)
ou` dω de´signe la mesure uniforme sur la sphe`re, et dans la premie`re ligne |x∗| = r∗.
Puis, l’inte´grande est a` nouveau invariant par rotation sur la variable x et on en de´duit
∀ |x| = r, φ′{h,f0}(r) =
∫
R3
(
x · v
|x|
)
F ′(E)h dv.
On aboutit au controˆle suivant sur le second terme de l’e´nergie libre par ine´galite´ de
Cauchy-Schwarz :∫
R3
|∇xφ{h,f0}|
2 dx ≤
∫
R3
(
−
∫
R3
(
x · v
|x|
)2
F ′(E) dv
)(
−
∫
R3
F ′(E)|h|2 dv
)
dx.
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E´tudions plus pre´cise´ment la premie`re inte´grale en v du membre de droite. En chaque
point x, on de´compose orthogonalement la variable v en
v =
(
x · v
|x|
)
x
|x|
+
(
x ∧ v
|x|
)
=: v||
x
|x|
+ v⊥, v|| ∈ R, v⊥ ∈ R
2
et
−
∫
R3
(
x · v
|x|
)2
F ′(E) dv = −
∫
R2
∫
R
v2||F
′
(
|v|||
2
2
+
|v⊥|
2
2
+ φf0
)
dv|| dv⊥
= −2
∫
R2
∫
R+
v2||F
′
(
v2||
2
+
|v⊥|
2
2
+ φf0(r)
)
dv|| dv⊥
= 2
∫
R2
∫
R+
F
(
v2||
2
+
|v⊥|
2
2
+ φf0(r)
)
dv|| dv⊥ =
∫
R6
f 0(x, v) dx dv = ρf0(r).
On a donc
∫
R3
|∇xφ{h,f0}|
2 dx ≤ −
∫
R6
F ′(E)ρf0(r)|h|
2 dx dv.
On calcule maintenant le carre´ du crochet de Poisson suivant
|{h, f 0}|2 =
∣∣∣∣
{
h
(x · v)
(x · v), f 0
}∣∣∣∣
2
=
∣∣∣∣(x · v)
{
h
(x · v)
, f 0
}
+
h
(x · v)
{
(x · v), f 0
}∣∣∣∣
2
= (x · v)2
∣∣∣∣
{
h
(x · v)
, f 0
}∣∣∣∣
2
+
(
h
(x · v)
)2 ∣∣{(x · v), f 0}∣∣2 + 2h{ h
(x · v)
, f 0
}{
(x · v), f 0
}
= (x · v)2
∣∣∣∣
{
h
(x · v)
, f 0
}∣∣∣∣
2
+
{(
h
(x · v)
)2
(x · v){(x · v), f 0}, f 0
}
−
(
h2
(x · v)
){
{(x · v), f 0}, f 0
}
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ce qui donne, lorsque l’on inte`gre contre 1/F ′(E) :
∫
R6
|{h, f 0}|2
F ′(E)
dx dv =
∫
R6
(x · v)2
F ′(E)
∣∣∣∣
{
h
(x · v)
, f 0
}∣∣∣∣
2
dx dv
+
∫
R6
1
F ′(E)
{(
h
(x · v)
)2
(x · v){(x · v), f 0}, f 0
}
dx dv
−
∫
R6
1
F ′(E)
(
h2
(x · v)
){
{(x · v), f 0}, f 0
}
dx dv
=
∫
R6
(x · v)2F ′(E)
∣∣∣∣
{
h
(x · v)
, E
}∣∣∣∣
2
dx dv
+
∫
R6
{(
h
(x · v)
)2
(x · v){(x · v), f 0}, E
}
dx dv
−
∫
R6
F ′(E)
(
h2
(x · v)
){
{(x · v), E}, E
}
dx dv.
Le deuxie`me terme du membre de droite s’annule par inte´gration par parties, et comme
{
{(x · v), E}, E
}
= −(x · v)φ′′f0(r)− 3
(x · v)
r
φ′f0(r)
= −
(x · v)
r2
(
φ′′f0(r)r
2 + 2φ′f0(r)r
)
−
(x · v)
r
φ′f0(r)
= −
(x · v)
r2
(
r2φ′f0(r)
)′
−
(x · v)
r
φ′f0(r) = −(x · v)ρf0(r)−
(x · v)
r
φ′f0(r),
on obtient pour le troisie`me terme
−
∫
R6
F ′(E)
(
h2
(x · v)
){
{(x · v), E}, E
}
dx dv =
∫
R6
F ′(E)h2
(
ρf0 +
φ′f0
r
)
dx dv
et donc
−
∫
R6
|{h, f 0}|2
F ′(E)
dx dv = −
∫
R6
(x · v)2F ′(E)
∣∣∣∣
{
h
(x · v)
, f 0
}∣∣∣∣
2
dx dv
−
∫
R6
F ′(E)h2
(
ρf0 +
φ′f0
r
)
dx dv.
On conclut la preuve en combinant cette e´galite´ avec l’ine´galite´ pre´ce´dente sur∫
R3
|∇xφ{h,f0}|
2 dx.
3.6. Une ine´galite´ de coercitivite´ pre´cise´e a` la Weinstein pour les polytropes
Pour conclure cette section, nous allons maintenant conside´rer le mode`le polytropique
(14) et pre´senter l’analyse line´arise´e rigoureuse effectue´e dans [LMR3]. Nous renvoyons
a` la section suivante pour la caracte´risation variationnelle des polytropes de [LMR4] qui
est utilise´e pour montrer la positivite´ au sens large de la fonctionnelle d’e´nergie libre
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du proble`me line´arise´, et nous montrons comment les auteurs de [LMR3] en de´duisent
une ine´galite´ de coercitivite´ pre´cise´e.
Nous pre´sentons ce re´sultat et une e´bauche de preuve car cette dernie`re contient
l’une des ide´es de la me´thode non-line´aire de [LMR9] : l’ine´galite´ de coercitivite´ sur
l’ope´rateur de Schro¨dinger (28) ci-dessous, qui sera utilise´e pour pouvoir traiter les
perturbations non radiales dans le cas non-line´aire. Ce travail est inspire´ de l’e´tude
par Weinstein [We-ii-1, We-ii-2] dans les anne´es 1980 de la stabilite´ des solitons pour
l’e´quation de Schro¨dinger.
On conside`re une solution stationnaire polytropique (14) avec n = 1/(p − 1) et
E0 = −1 :
(24) f 0 = F (E) = (−1 −E)1/(p−1)+ =
(
−1−
|v|2
2
− φf0
)1/(p−1)
+
pour p > pc = 9/7 supe´rieur strictement a` l’exposant critique que nous avons de´ja` ren-
contre´ dans l’ine´galite´ d’interpolation de la proposition 2.1, ce qui redonne exactement
la condition n < 7/2. On de´finit l’ope´rateur
Mh =
(
−
h
F ′(E)
+ φh
)
1K
restreint au support K de f 0. Il est clair que
〈Mh, h〉L2(R3×R3) = F(h)
et que cet ope´rateur line´aire est syme´trique dans L2(K, dµ) avec la mesure de re´fe´rence
µ = 1/|F ′(E)|. On peut donc reformuler la question de controˆler par en-dessous l’e´nergie
libre en un controˆle de coercitivite´ sur l’ope´rateur M.
Tout d’abord, nous admettons ici la positivite´ (au sens large)M≥ 0 de cet ope´rateur
pour des perturbations qui ne modifient pas le hamiltonien :
h ∈ L2(K, dµ) avec
∫
R6
hE dx dv =
∫
R6
h
(
|v|2
2
+ φf0
)
dx dv = 0.
Cette positivite´ de´coule de la caracte´risation variationnelle de la proposition 4.1 par
saturation d’ine´galite´ de Sobolev de la section suivante.
Une fois cette positivite´ acquise, en s’inspirant de [We-ii-1], Lemou, Me´hats et Ra-
phae¨l quantifient la coercitivite´ de l’e´nergie libre de la manie`re suivante.
Proposition 3.6. — Pour pc < p < +∞, la forme quadratique h 7→ 〈Mh, h〉 est
continue et auto-adjointe sur L2(K, dµ), et il existe une constante δ ne de´pendant que
de p telle que
(25) 〈Mh, h〉 ≥ δ
∫
K
h2
|F ′(E)|
−
1
δ
[(∫
R6
hE dx dv
)
+
3∑
i=1
(∫
R6
xih dx dv
)2]
.
On retrouve le re´sultat pre´ce´dent (avec cependant une constante non constructive)
lorsque h = {g, E} et g impaire en v, mais l’analyse du de´faut de coercitivite´ pour les
perturbations qui ne sont pas sous cette forme est ici plus pre´cise.
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E´bauche de preuve. — On va raisonner par l’absurde. On de´finit Z l’ensemble des fonc-
tions h ∈ L2(K, dµ) telles que∫
R6
hE dx dv =
∫
R6
x1h dx dv =
∫
R6
x2h dx dv =
∫
R6
x3h dx dv = 0.
On sait par la caracte´risation variationnelle de la proposition 4.1 que 〈Mh, h〉 ≥ 0 pour
h ∈ Z. On suppose alors que
I := inf
h∈Z, ‖h‖L2(K,dµ)=1
〈Mh, h〉 = 0.
E´tape 1 – Construction d’un minimiseur. On conside`re une suite minimisante hn ∈ Z.
Par compacite´ faible, quitte a` extraire, la suite hn converge faiblement vers une fonction
h∞ dans L
2(K, dµ). Par ellipticite´ de l’e´quation de Poisson, on a la convergence forte
de ∇xφhn dans L
2(R3). De par la normalisation, on a
〈Mhn, hn〉 = 1− ‖∇xφhn‖
2
L2(R3) → 0
d’ou` ‖∇xφh∞‖L2(R3) = 1 et la limite h∞ n’est pas nulle.
E´tape 2 – Le minimiseur est dans le noyau de M. Par la me´thode des multiplicateurs
de Lagrange, on de´duit du proble`me de minimisation sous contraintes ci-dessus que
Mh∞ ∈ Vect
{
h∞
|F ′(E)|
, x11K , x21K , x31K , E1K
}
.
En conside´rant les inte´grations deMh∞ contre successivement h∞, ∂x1f
0, ∂x2f
0, ∂x3f
0
et x · ∇vf
0 − 2v · ∇vf
0, on annule chacun des coefficients dans la de´composition selon
cette famille vectorielle, et on de´duit finalement que Mh∞ = 0.
E´tape 3 – E´tude du noyau de M. On montre que
KerM = Vect
{
∂x1f
0, ∂x2f
0, ∂x3f
0
}
.
L’inclusion de ces trois vecteurs dans le noyau de M provient simplement de la
de´rivation par rapport a` x1, x2 et x3 de l’e´quation de´finissant la solution stationnaire
(26) 0 = ∂xi
(
(f 0)p−1 +
|v|2
2
+ φf0 + 1
)
1K =
(
1
F ′(E)
∂xif
0 + φ∂xif0
)
1K .
Pour l’inclusion re´ciproque, on conside`re l’e´quation
(27)
h
F ′(E)
= φh
sur K, et l’on en de´duit l’e´quation re´duite suivante sur le potentiel par inte´gration en
vitesse
∆xφh = ρh =
∫
R3
h dx dv =
∫
R6
F ′(E)φh dx dv.
Si l’on de´finit le potentiel effectif
Vf0 := −
∫
R3
F ′(E) dv,
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on fait donc apparaˆıtre une e´quation de Schro¨dinger stationnaire
(28) Aφh := (∆x + Vf0)φh = 0.
Le noyau de cet ope´rateur A est alors e´tudie´ de manie`re fine par de´composition selon
les harmoniques sphe´riques, avec pour re´sultat
Ker(A) = Vect {∂x1φf0 , ∂x2φf0, ∂x3φf0} .
On de´duit donc que φh ∈ Vect {∂x1φf0, ∂x2φf0 , ∂x3φf0}, puis en utilisant (27) et (26)
que h ∈ Vect {∂x1f
0, ∂x2f
0, ∂x3f
0}.
E´tape 4 – Conclusion. Puisque h ∈ Z, en inte´grant la relation line´aire h ∈
Vect {∂x1f
0, ∂x2f
0, ∂x3f
0} contre x1, x2 et x3, on obtient successivement que tous
les coefficients de la combinaison line´aire sont nuls, soit h = 0, ce qui aboutit a` une
contradiction.
Mentionnons qu’au moyen de cette ine´galite´ de coercitivite´, Lemou, Me´hats et Ra-
phae¨l de´montrent ensuite dans [LMR3] un the´ore`me de stabilite´ line´arise´e qui e´nonce
que, pour toute donne´e initiale dans un ≪ espace d’e´nergie ≫ (correspondant au proble`me
de minimisation non-line´aire), le semi-groupe line´arise´ croˆıt au plus en O(t2). Ils donnent
e´galement une de´composition de l’espace L2(K, dµ) qui localise plus pre´cise´ment les
modes de croissance alge´brique.
4. LA STABILITE´ NON-LINE´AIRE
Nous allons maintenant suivre le cheminement des diffe´rents travaux sur la stabilite´
non-line´aire. En dehors du dernier travail [LMR9] que nous de´taillerons, nous donnons
seulement les e´tapes principales.
4.1. Premie`res approches variationnelles
Le grand succe`s de ce programme conduit par diffe´rents groupes inde´pendants est
la preuve de la stabilite´ de tous les mode`les polytropiques discute´s pre´ce´demment. Les
ingre´dients communs a` ces diffe´rentes approches sont :
(a) la caracte´risation de la solution stationnaire f 0 e´tudie´e comme un e´tat fondamental
(≪ ground state ≫) d’un proble`me de minimisation de la forme
(29) min
V(f)=cstes
U(f)
pour une certaine fonctionnelle U et un ensemble de contraintes V, qui sont
pre´serve´es par l’e´volution non-line´aire ;
(b) la preuve d’une proprie´te´ de se´paration des e´tats fondamentaux : la solution
stationnaire f 0 est isole´e parmi les minimiseurs du proble`me de minimisation
pre´ce´dent ;
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(c) la compacite´ des suites minimisantes, qui repose souvent sur une technique de
concentration-compacite´ [Li1, Li2], sachant que la compacite´ doit eˆtre obtenue
dans un sens assez fort pour permettre d’obtenir a` la limite une solution station-
naire du syste`me ;
(d) la preuve de la stabilite´ est alors fonde´e sur un raisonnement par l’absurde : on
conside`re une suite minimisante qui ne reste pas proche de la solution station-
naire f 0, puis en appliquant (c) on aboutit, a` la limite, a` un e´tat stationnaire qui
minimise le proble`me (29) mais qui est diffe´rent de f 0, ce qui contredit (a)-(b).
L’ide´e d’utiliser une fonctionnelle d’e´nergie-Casimir bien choisie et d’e´tudier ses points
critiques et sa convexite´ a e´te´ introduite pour les e´quations d’Euler incompressibles en
dimension 2 par Arnold [Ar1, Ar2, Ar3], et elle a ensuite e´te´ applique´e avec succe`s aux
e´quations de Vlasov-Poisson pour les plasmas dans [HMRW, Re1] (voir e´galement les
re´fe´rences incluses dans [HMRW] pour les travaux ante´rieurs de physique sur la stabilite´
formelle pour les plasmas, ainsi que [Gu1, Gu2] pour des travaux mathe´matiques dans
le cas de plasmas magne´tiques).
En ce qui concerne le syste`me de Vlasov-Poisson gravitationnel, le premier travail
pre´curseur en ce sens est duˆ a` Wolansky [Wo-i] : ce dernier caracte´rise l’e´quilibre comme
le minimiseur d’une fonctionnelle d’e´nergie-Casimir
min
‖f‖L1=1 & f≥0
HC(f) avec HC(f) = H(f) +
∫
R6
C(f) dx dv.
Cette approche a e´te´ de´veloppe´e de manie`re syste´matique par Guo et Rein [Gu3, GR1,
Re2] et a permis d’obtenir la stabilite´ des polytropes (14) pour 0 < n ≤ 3/2. Les cas
3/2 < n ≤ 7/2 ont ensuite e´te´ e´tudie´s dans [Gu4, GR2, RG, Sc2, Ha]. En particulier
les articles [Gu4, GR2] modifient le proble`me variationnel de la fac¸on suivante :
minH(f) sous les contraintes f ≥ 0,
n
n + 1
‖f‖
1+1/n
L1+1/n(R6)
+
(
7
2
− n
)
‖f‖L1(R6) = M.
Paralle`lement et de manie`re le´ge`rement diffe´rente a` ces travaux, Dolbeault, Sa´nchez
et Soler [DSS] introduisent ensuite un proble`me de minimisation diffe´rent du type
minH(f) sous les contraintes f ≥ 0, ‖f‖L1(R6) =M, ‖f‖L∞(R6) ≤ 1.
Ce proble`me de minimisation se re´e´crit de manie`re e´quivalente et naturelle par satu-
ration d’ine´galite´ fonctionnelle de type Poincare´ reliant l’e´nergie potentielle, l’e´nergie
cine´tique, et les normes utilise´es :
min
Hcin(f)
Hpot(f)
sous les contraintes f ≥ 0, ‖f‖L1(R6) =M, ‖f‖L∞(R6) ≤ 1.
Cette approche a permis de traiter le cas formel limite n = 0 dans (14) (en plus de cas de
polytropes anisotropes que nous n’e´voquons pas ici). Sa´nchez et Soler [SS] ont ensuite
ge´ne´ralise´ cette approche a` un espace de contrainte ‖f‖L1(R6) = M et ‖f‖Lp(R6) ≤ 1,
et ont pu montrer la stabilite´ au sens de la distance L1(R6) pour les polytropes (14)
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avec 0 ≤ n < 7/2. (4) Un des apports de ces travaux semble conceptuel : montrer que le
proble`me variationnel sous-jacent est relie´ a` des ine´galite´s de type Sobolev optimales.
Simultane´ment, Lemou, Me´hats et Raphae¨l [LMR1, LMR4] caracte´risent les poly-
tropes a` partir d’une ine´galite´ de type Sobolev optimale correspondant aux ine´galite´s
d’interpolation de l’e´quation non-line´aire. Le proble`me de minimisation en terme de
fonctionnelle d’e´nergie et d’espace de contraintes est e´quivalent a` celui conside´re´ par
Sa´nchez et Soler. Mais ils font ainsi le lien avec l’ine´galite´ d’interpolation de la proposi-
tion 2.1, et ils effectuent aussi un retour conceptuel a` la me´thode originelle de Cazenave
et Lions [CL] pour l’e´tude de la stabilite´ des solitons par concentration-compacite´ pour
l’e´quation de Schro¨dinger.
Ils de´montrent la proposition suivante, que nous avons de´ja` e´voque´e et utilise´e dans
l’e´tude line´arise´e pour la preuve de la proposition 3.6.
Proposition 4.1 ([LMR1, LMR4]). — Soient p ∈]pc,+∞[ et f
0 un polytrope de´fini
par (24). Alors le proble`me de minimisation
min
f∈E, f 6=0
‖|v|2f‖θ1L1(R6)‖f‖
θ2
Lp(R6)‖f‖
θ3
L1(R6)
‖∇xφf‖2L2(R3)
avec θ1 =
1
2
, θ2 =
p
3(p− 1)
, θ3 =
(7p− 9)
6(p− 1)
(le dernier coefficient est bien positif du fait que p > pc = 9/7) est atteint sur la famille
a` quatre parame`tres
γf 0
(
x− x0
λ
, µv
)
, γ ∈ R∗+, λ ∈ R
∗
+, µ ∈ R
∗
+, x0 ∈ R
3.
En proce´dant selon les grandes lignes de la strate´gie de´crite plus haut, les auteurs
de´montrent ensuite dans [LMR4] la stabilite´ des polytropes (14) pour 0 < n < 7/2.
Cette approche variationnelle a pu traiter de manie`re satisfaisante les mode`les po-
lytropiques. Elle semblait cependant impuissante a` traiter des mode`les plus ge´ne´raux,
et en particulier le mode`le de King. La difficulte´ est que pour les types de proble`mes
de minimisation que l’on vient d’e´nume´rer, la proprie´te´ de se´paration des e´tats fonda-
mentaux (b) de´crite plus haut n’est en ge´ne´ral plus ve´rifie´e, sans meˆme parler de la
proprie´te´ (c) de compacite´ des suites minimisantes.
4.2. Approche directe non-variationnelle par line´arisation
Il existe essentiellement deux manie`res d’aborder la question de la stabilite´ d’un
syste`me d’e´volution non-line´aire : d’une part l’approche variationnelle ou` l’on exprime
la solution stationnaire comme solution d’un proble`me de minimisation qui est invariant
le long de l’e´volution, et d’autre part l’approche ≪ directe ≫ par line´arisation et controˆle
du reste. Nous allons maintenant parler des travaux s’inscrivant dans cette dernie`re
approche.
4. Nous renvoyons e´galement au travail [CSS] qui e´tudie selon une strate´gie proche les proprie´te´s
de stabilite´ orbitale pour l’e´quation de Nordstro¨m-Vlasov dans un cadre relativiste.
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Dans le cas de cette approche directe, il faut tout d’abord quantifier pre´cise´ment les
proprie´te´s de stabilite´ du syste`me line´arise´. L’ine´galite´ de coercitivite´ d’Antonov (23)
est un point de de´part naturel pour cela. Cependant il faut ensuite surmonter deux
difficulte´s importantes :
– il faut controˆler les termes d’ordre supe´rieur ou e´gal a` trois dans le de´veloppement
de Taylor de la fonctionnelle d’e´nergie-Casimir au voisinage de la solution station-
naire f 0 conside´re´e ;
– et l’autre difficulte´ est que l’ine´galite´ de coercitivite´ d’Antonov (23) n’est valide
que pour les perturbations dynamiquement accessibles de la forme h = {g, f 0}, et
que l’on souhaiterait s’affranchir de cette restriction.
La premie`re tentative d’utiliser cette approche remonte a` Wan [Wa1] mais la preuve
semble incomple`te. La deuxie`me tentative du meˆme auteur [Wa2] est plus aboutie mais
semble reposer sur une hypothe`se non re´aliste de positivite´ de la fonctionnelle F pour
toute perturbation h qui exclut la plupart des mode`les physiques.
Le premier article traitant du mode`le de King, et suivant cette approche directe, est
duˆ a` Guo et Rein [GR3]. Les ingre´dients cle´s de ce travail sont :
– la de´finition d’une classe de perturbation a` syme´trie sphe´rique
Sf0 =
{
f ∈ L1(R6), f = f(E,L) ≥ 0 tel que
∀ C ∈ C2(R2+) avec C(0, L) ≡ ∂1C(0, L) ≡ 0, ∂
2
1C borne´, alors∫
R6
C(f, L) dx dv =
∫
R6
C(f 0, L) dx dv
}
qui est : d’une part stable par le syste`me d’e´volution non-line´aire du fait que L est
conserve´ le long des trajectoires et donc les fonctionnelles
∫
R6
C(f, L) dx dv sont des
invariants du syste`me et, d’autre part, incluse dans les perturbations de la forme
h = {g, f 0} (ce dernier point est de´montre´ en re´solvant le syste`me diffe´rentiel
ordinaire associe´) ;
– la de´monstration par contradiction d’une proprie´te´ de convexite´ stricte de la fonc-
tionnelle d’e´nergie-Casimir H au voisinage de f 0 :
H(f)−H(f 0) ≥ C0‖∇xφf −∇xφf0‖
2
L2(R3)
pour une constante C0 > 0 et avec
d(f, f 0) := H(f)−H(f 0) + ‖∇xφf −∇xφf0‖
2
L2(R3) assez petit.
Il y a deux limitations importantes dans les re´sultats ainsi obtenus. D’une part les
perturbations conside´re´es sont restreintes a` la classe Sf0 , qui est ≪ trop petite ≫, et en
particulier incluses dans l’ensemble des fonctions e´quimesurables a` f 0. D’autre part, on
aimerait bien suˆr s’affranchir totalement de la contrainte de syme´trie sphe´rique pour
ces perturbations.
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La premie`re de ces limitations a ensuite e´te´ leve´e dans le travail [GL] de Guo et Lin.
Ils de´montrent ainsi la stabilite´ du mode`le de King par petite perturbation a` syme´trie
sphe´rique. Les e´le´ments principaux de leur travail sont les suivants.
– Ils conside`rent la fonctionnelle d’e´nergie-Casimir
HC(f) = H(f) +
∫
R6
C(f) dx dv avec C(f) := (1 + f) ln(1 + f)− 1− f
et la distance associe´e
dC(f, f
0) := HC(f)−HC(f
0) + ‖∇xφf −∇xφf0‖
2
L2(R3).
– Afin de montrer la coercitivite´ de cette fonctionnelle d’e´nergie-Casimir au voisinage
de f 0 sans faire apparaˆıtre de termes d’ordre supe´rieur, ils font appel a` une ine´galite´
de dualite´ convexe e´le´mentaire mais astucieusement utilise´e, qui permet de controˆler
par en-dessous
HC(f)−HC(f
0) ≥ cste
(∫
R3
|∇xφf−f0 |
2 dx+
∫
R6
F ′(E)|φf−f0 −Pφf−f0 |
2 dx dv
)
−
∫
R3
|Pφf−f0 |
2 dx − . . .
ou` les trois points de´signent des termes controˆlables par les invariants du syste`me,
et l’ope´rateur P est le projecteur sur le noyau de D := v ·∇x−∇xφf0 ·∇v (c’est un
ope´rateur de moyennisation sur chacun des tores invariants du flot comple`tement
inte´grable associe´ a` cet ope´rateur de transport).
– Malheureusement le terme ne´gatif −
∫
R3
|Pφf−f0 |
2 dx dans l’e´quation ci-dessus
semble difficilement controˆlable, aussi les auteurs ont-ils l’ide´e d’approcher
l’ope´rateur P par une suite bien construite d’ope´rateurs Pℓ de rang fini, et de
remplacer P par Pℓ dans l’argument ci-dessus. Le terme ne´gatif −
∫
R3
|Pℓφf−f0|
2 dx
est alors facilement controˆlable en utilisant un nombre fini de fonctionnelles de
Casimir invariantes.
– Enfin il reste a` e´tudier la coercitivite´ du terme(∫
R3
|∇xφf−f0 |
2 dx+
∫
R6
F ′(E)|φf−f0 − Pφf−f0 |
2 dx dv
)
.
Cette dernie`re implique sans mal une estimation de coercitivite´ du meˆme terme
avec Pℓ a` la place de P, pour ℓ assez grand. Cela revient a` e´tudier la positivite´ de
l’ope´rateur
Aφ = −∆xφ+
∫
R3
F ′(E)(φ−Pφ) dv
agissant uniquement sur le potentiel φ. En remarquant simplement que
Im(1− P)⊥Ker(D) et Ker(D) = Im(D)⊥,
on de´duit facilement que (φ − Pφ) = {h, f 0} avec h impaire, ce qui permet d’ap-
pliquer l’ine´galite´ de coercitivite´ d’Antonov (23), et de conclure.
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Ce travail inte´ressant semble pouvoir se ge´ne´raliser a` des mode`les sphe´riques
de´croissants plus ge´ne´raux que le mode`le de King. La seconde limitation de cette
me´thode, c’est-a`-dire le fait de ne conside´rer que des perturbations a` syme´trie
sphe´rique, semble par contre plus se´ve`re. Un des apports principaux du travail [LMR9],
que nous allons maintenant discuter, est de s’eˆtre affranchi de cette limitation.
4.3. Nouvelle approche variationnelle par re´arrangement
Apre`s ce de´tour par une approche non-variationnelle, nous allons maintenant revenir
a` une approche variationnelle, mais sous un angle nouveau. On voit qu’un de´faut de
l’approche variationnelle par e´nergie-Casimir est qu’elle semble impuissante a` reformuler
sous forme de proble`me de minimisation certains mode`les stationnaires de´croissants.
Cependant, dans le meˆme temps, l’approche directe par line´arisation semble limite´e
par l’ine´galite´ de coercitivite´ d’Antonov elle-meˆme et par les difficulte´s inhe´rentes aux
controˆles des termes d’ordre supe´rieur dans le de´veloppement du hamiltonien.
Le travail [LMR7] constitue une premie`re avance´e en introduisant l’ide´e d’exploiter
les proprie´te´s d’e´quimesurabilite´ du flot : meˆme si la proprie´te´ de se´paration des e´tats
fondamentaux n’est pas ve´rifie´e pour le proble`me de minimisation avec un nombre
fini de contraintes, l’e´quimesurabilite´ de la solution a` sa donne´e initiale permet de
prouver dans certains cas une proprie´te´ de se´paration locale. Finalement dans les travaux
[LMR8, LMR9], Lemou, Me´hats et Raphae¨l re´solvent comple`tement ces contradictions.
Ils prouvent le the´ore`me suivant dans le cas de mode`les sphe´riques isotropes.
The´ore`me 4.2 ([LMR9]). — Soit f 0 = F (E) ≥ 0 une solution stationnaire continue,
non nulle, a` support compact, du syste`me (8)-(9), pour laquelle il existe E0 < 0 tel que
F (E) = 0 pour E ≥ E0, F est C
1 sur ]−∞, E0[ et F
′ < 0 sur ]−∞, E0[.
Alors f 0 est orbitalement stable au sens suivant : pour tous M > 0 et ε > 0 il existe
η > 0 tel que, pour toute donne´e initiale
fin ∈ E := {g ≥ 0, g ∈ L
1 ∩ L∞(R6), |v|2g ∈ L1(R6)}
telle que
‖fin − f
0‖L1(R6) ≤ η, H(fin) ≤ H(f
0) + η, ‖fin‖L∞(R6) ≤ ‖f
0‖L∞(R6) +M,
alors toute solution faible issue de cette donne´e initiale ve´rifie
∀ t ≥ 0,
∫
R6
∣∣(1 + |v|2)(f(t, x, v)− f 0(x− z(t), v))∣∣ dx dv ≤ ε.
Avant de de´tailler la preuve, donnons les ide´es essentielles :
– en s’inspirant d’ide´es introduites dans la litte´rature physique [Ga, L-B3, WZS, Al]
les auteurs de´montrent que le hamiltonien posse`de une proprie´te´ de monotonie par
rapport aux re´arrangements selon l’e´nergie microscopique ;
– apre`s ce re´arrangement, on est alors ramene´ a` un proble`me variationnel de mini-
misation sur le potentiel gravitationnel uniquement, pour lequel la solution station-
naire est bien un minimum isole´ ;
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– enfin pour ce proble`me de minimisation re´duit, ils de´montrent une ine´galite´ de
coercitivite´ d’Antonov ge´ne´ralise´e dans ce contexte, et font le lien entre la partie
radiale de cette ine´galite´ et une ine´galite´ de type Poincare´ ;
– la fin de la preuve est base´e sur un argument de compacite´ pour des suites mini-
misantes ≪ ge´ne´ralise´es ≫ dont le re´arrangement selon l’e´nergie microscopique est
une suite minimisante pour le proble`me re´duit sur le champ gravitationnel, et la
compacite´ est extraite a` partir de la coercitivite´ de l’e´tape pre´ce´dente.
Ce travail met donc a` jour une nouvelle structure variationnelle ≪ cache´e sous les
re´arrangements selon l’e´nergie microscopique ≫, pour laquelle l’approche variationnelle
est bien plus simple et naturelle. Il re´ve`le e´galement le lien entre la coercitivite´ de
ce proble`me de minimisation re´duit et un proble`me d’ine´galite´ fonctionnelle de type
Poincare´.
4.3.1. Re´arrangement selon l’e´nergie microscopique. — Rappelons tout d’abord la no-
tion classique de re´arrangement syme´trique (voir par exemple [LL, Chapitre 3]). E´tant
donne´ un ensemble A ⊂ R6 mesurable, on de´finit son re´arrangement syme´trique A∗
comme e´tant la boule ouverte centre´e en ze´ro et de meˆme volume que A (pour une
norme donne´e sur R6). E´tant donne´e une fonction f ≥ 0 inte´grable sur R6, on de´finit
alors son re´arrangement syme´trique f ∗ comme e´tant la fonction positive sur R6 dont
les ensembles de niveau supe´rieur sont obtenus par re´arrangement syme´trique des en-
sembles de niveau supe´rieur correspondants de f , ce qui donne la formule suivante par
inte´gration par tranche
f ∗(x, v) =
∫ +∞
0
1∗{f≥s} ds avec 1
∗
A = 1A∗ .
La fonction f ∗ est alors radialement syme´trique, de´croissante, et e´quimesurable a` f .
Rappelons la proprie´te´ e´le´mentaire suivante sur les re´arrangements syme´triques.
Lemme 4.3. — Pour f ≥ 0 inte´grable sur R6 on a∫
R6
f ∗(x, v)|(x, v)|R6 dx dv ≤
∫
R6
f(x, v)|(x, v)|R6 dx dv
ou` |(x, v)|R6 de´signe la norme conside´re´e sur R
6.
De´monstration. — La preuve est tre`s simple, nous la rappelons pour e´clairer la suite.
Pour deux ensembles mesurables A,B ⊂ R6 de volume fini avec |A| ≤ |B| (l’autre cas
e´tant syme´trique), on a∫
R6
1A1B dx dv = |A ∩ B| ≤ |A| = |A
∗| = |A∗ ∩B∗| =
∫
R6
1∗A1
∗
B dx dv.
Or pour s ≥ 0 donne´ on a 1∗|(x,v)|
R6≤s
= 1|(x,v)|
R6≤s
, et on de´duit en utilisant la pre´ce´dente
ine´galite´ et en inte´grant par tranche∫
R6
f1|(x,v)|
R6≤s
dx dv ≤
∫
R6
f ∗1|(x,v)|
R6≤s
dx dv.
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Puisque
∫
R6
f dx dv =
∫
R6
f ∗ dx dv on en de´duit∫
R6
f ∗1|(x,v)|
R6>s
dx dv ≤
∫
R6
f1|(x,v)|
R6>s
dx dv.
En inte´grant finalement selon s ∈ [0,+∞[, on en de´duit le re´sultat.
On introduit maintenant de manie`re similaire le re´arrangement selon l’e´nergie mi-
croscopique
Eφ :=
(
|v|2
2
+ φ(x)
)
d’un potentiel donne´ φ sur R3 de la manie`re suivante. E´tant donne´ un ensemble A ⊂ R6
mesurable on de´finit A∗φ son re´arrangement selon l’e´nergie microscopique Eφ comme
e´tant la ≪ boule d’e´nergie ≫ ouverte
A∗φ = {(x, v) | Eφ(x, v) < EA}
avec EA choisi tel que |A
∗φ| = |A|. Il est facile de voir que
E → |{(x, v) | Eφ(x, v) < E}|
est une bijection de [minEφ, 0[ sur R+. E´tant donne´e une fonction f ≥ 0 inte´grable
a` support compact sur R6, on de´finit alors f ∗φ son re´arrangement selon l’e´nergie mi-
croscopique Eφ comme e´tant la fonction positive sur R
6 dont les ensembles de niveau
supe´rieur sont obtenus par re´arrangement selon l’e´nergie microscopique des ensembles
de niveau supe´rieur correspondants de f :
f ∗φ(x, v) =
∫ +∞
0
1∗φ{f≥s} ds avec 1
∗φ
A = 1A∗φ.
La fonction f ∗φ est alors une fonction de Eφ, a` support compact, de´croissante en l’e´nergie
microscopique Eφ, et e´quimesurable a` f . On a la proprie´te´ suivante qui rappelle le lemme
e´le´mentaire ci-dessus, et dont nous nous servirons par la suite :
Lemme 4.4. — Pour f ≥ 0 inte´grable a` support compact sur R6 on a∫
R6
f ∗φ(x, v)Eφ(x, v) dx dv ≤
∫
R6
f(x, v)Eφ(x, v) dx dv.
De´monstration. — En raisonnant comme pre´ce´demment on a∫
R6
1A1B dx dv ≤
∫
R6
1∗φA 1
∗φ
B dx dv.
D’ou`, pour s ∈ [−minEφ, 0[, puisque 1
∗φ
Eφ(x,v)≤s
= 1Eφ(x,v)≤s, en inte´grant par tranche∫
R6
f1Eφ(x,v)≤s dx dv ≤
∫
R6
f ∗φ1Eφ(x,v)≤s dx dv
et puisque
∫
R6
f dx dv =
∫
R6
f ∗φ dx dv on en de´duit∫
R6
f ∗φ1Eφ(x,v)>s dx dv ≤
∫
R6
f1Eφ(x,v)>s dx dv.
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En inte´grant finalement selon s ∈ [−minEφ, 0[, on obtient∫
R6
f ∗φ (Eφ(x, v)−minEφ) dx dv ≤
∫
R6
f (Eφ(x, v)−minEφ) dx dv
d’ou` le re´sultat.
On va par la suite utiliser le re´arrangement de f selon l’e´nergie microscopique cre´e´e
par la fonction f elle-meˆme, que nous noterons fˆ = f ∗φf avec, comme pre´ce´demment,
φf = −(1/(4π|x|)) ∗ ρf . On voit que l’on obtient ainsi une ope´ration de re´arrangement
f → fˆ tre`s fortement non-line´aire. Remarquons imme´diatement que la solution station-
naire sphe´rique est un point fixe de ce re´arrangement non-line´aire : fˆ 0 = (f 0)∗φf0 = f 0.
4.3.2. Monotonie du hamiltonien et hamiltonien re´duit. — On de´finit la fonctionnelle
Jf∗(φ) := H(f
∗φ) +
1
2
‖∇xφ−∇xφf∗φ‖
2
L2(R3)
et on montre la proprie´te´ de monotonie suivante.
Proposition 4.5. — Si l’on conside`re f ∈ E et fˆ = f ∗φf , alors
H(f) ≥ Jf∗(φf) ≥ H(fˆ)
avec e´galite´ si et seulement si f = fˆ .
E´bauche de preuve. — La preuve repose sur le lemme pre´ce´dent. Par un calcul que nous
avons de´ja` fait
H(f) = H(g) +
1
2
‖∇xφf −∇xφg‖
2
L2(R3) +
∫
R6
(
|v|2
2
+ φf (x)
)
(f − g) dx dv
pour deux fonctions f, g ∈ E , d’ou` avec g = fˆ :
H(f) = Jf∗(φf) +
∫
R6
(
|v|2
2
+ φf(x)
)
(f − fˆ) dx dv
et l’on conclut graˆce au lemme pre´ce´dent applique´ a`∫
R6
(
|v|2
2
+ φf(x)
)
(f − fˆ) dx dv ≥ 0.
Le cas d’e´galite´ se traite en e´tudiant le cas d’e´galite´ dans l’ine´galite´ de monotonie du
re´arrangement selon l’e´nergie microscopique.
Il s’ave`re que la diffe´rence Jf∗ − Jf0 est facilement controˆlable par des normes sans
de´rive´e :
Jf∗(φ)− Jf0(φ) ≥ −‖φf‖L∞(R3)‖f
∗ − (f 0)∗‖L1(R6),
et l’on ainsi peut se contenter d’e´tudier la coercitivite´ de la fonctionnelle Jf0 . Nous
noterons J (φ) := Jf0(φ) et nous appellerons cette fonctionnelle hamiltonien re´duit ;
elle n’agit que sur le potentiel φ.
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4.3.3. Ine´galite´ de coercitivite´ d’Antonov ge´ne´ralise´e pour le hamiltonien re´duit. —
On va maintenant e´tudier les proprie´te´s de convexite´ de J au voisinage de φf0 , et
ainsi montrer que φf0 est un minimum local de J . On de´finit un espace de potentiels
admissibles
X :=
{
φ ∈ C0(R3) | φ ≤ 0, lim
∞
φ = 0, ∇xφ ∈ L
2(R3), inf
x∈R3
(1 + |x|)|φ(x)| > 0
}
.
On peut alors montrer la proposition suivante.
Proposition 4.6. — Il existe des constantes c0, δ0 > 0 et une application continue
φ → zφ de H˙
1(R3) (l’espace de Sobolev homoge`ne) dans R3 telles que pour φ ∈ X tel
que
inf
z∈R3
[
‖φ− φf0(· − z)‖L∞(R3) + ‖∇xφ−∇xφf0(· − z)‖L2(R3)
]
< δ0
alors
J (φ)− J (φf0) ≥ c0‖∇xφ−∇xφf0(· − zφ)‖L2(R3).
E´bauche de preuve. — On de´compose la de´marche en plusieurs e´tapes.
E´tape 1 : De´veloppement de Taylor. La premie`re phase calculatoire est d’e´crire le
de´veloppement de Taylor a` l’ordre 2 de J avec un reste controˆle´ explicitement :
J (φ)−J (φf0) =
1
2
D2J (φf0)(φ−φf0 , φ−φf0)+o
(
‖φ− φf0‖L∞(R3)
)
‖∇xφ−∇xφf0‖
2
L2(R3)
avec le terme d’ordre 1 qui s’annule et
D2J (φf0)(h, h) :=
∫
R3
|∇xh|
2 dx−
∫
R6
|F ′(E)|
[
h(x)− (Ph)(x, v)
]2
dx dv
ou` l’on rappelle que, sans autre pre´cision, E = Eφf0 = (|v|
2/2 + φf0(x)), et la projec-
tion P est de´finie par
(Ph)(x, v) :=
∫
R3
(
|v|2
2
+ φf0(x)− φf0(y)
)1/2
+
h(y) dy
∫
R3
(
|v|2
2
+ φf0(x)− φf0(y)
)1/2
+
dy
.
C’est un ope´rateur de projection sur les fonctions de E uniquement. Dans le cas radial
on retrouve ainsi l’ope´rateur de projection sur le noyau de l’ope´rateur v ·∇x−∇xφf0 ·∇v
que nous avons de´ja` rencontre´ dans le travail [GL].
E´tape 2 : Ine´galite´ d’Antonov ge´ne´ralise´e. Si l’on de´finit
Lh = −∆xh−
∫
R3
|F ′(E)|(1− P) dv
on obtient
〈Lh, h〉L2(R3) = D
2J (φf0)(h, h)
et l’on rame`ne le proble`me a` l’e´tude de l’ope´rateur L ; on a alors la proposition suivante.
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Proposition 4.7. — L’ope´rateur L est positif, c’est une perturbation compacte du
laplacien sur H˙1(R3), son noyau est donne´ par
Ker(L) = Vect {∂x1φf0, ∂x2φf0 , ∂x3φf0}
et on a donc
∀h ∈ H˙1(R3), 〈Lh, h〉L2(R3) ≥ c0‖∇xh‖
2
L2(R3) −
1
c0
3∑
i=1
(∫
R3
h∆x(∂xiφf0) dx
)2
pour une certaine constante c0 > 0.
On de´compose h en partie radiale et comple´mentaire orthogonal
h = h0 + h1, h0 ∈ H˙
1
rad(R
3), h1 ∈
(
H˙1rad(R
3)
)⊥
.
La positivite´ selon la composante h1 est plus simple a` traiter car Πh1 = 0 et son e´tude
se rame`ne donc a` celle de l’ope´rateur de Schro¨dinger A que nous avons de´ja` e´tudie´ plus
haut dans la preuve de la proposition 3.6. Le noyau Ker(L) de l’e´nonce´ s’en de´duit en
particulier.
Sur la composante radiale h0 on a l’ine´galite´
∀h ∈ H˙1rad(R
3), h 6= 0, 〈Lh, h〉L2(R3) > 0.
Cette proprie´te´ peut se de´montrer comme dans la preuve de Guo et Lin [GL] que nous
avons discute´e pre´ce´demment a` la sous-section 4.2, en montrant qu’elle se re´duit a`
l’ine´galite´ de coercitivite´ d’Antonov de´montre´e a` la proposition 3.5.
Lemou, Me´hats et Raphae¨l proposent une autre preuve inte´ressante de cette proprie´te´
et de la proposition 3.5, en faisant le paralle`le avec la de´monstration d’une ine´galite´ de
type Poincare´. Ils adaptent la strate´gie de preuve de Ho¨rmander [Ho-i-1, Ho-i-2], et
utilisent une ine´galite´ fonctionnelle de type Hardy.
Donnons l’ide´e ge´ne´rale de cet argument. On introduit l’ope´rateur suivant sur les
fonctions radiales, exprime´ dans les variables E et r :
Tf(E, r) =
1
r2
√
2(E − φf0(r))
∂rf =
1
r2|v|
∂rf,
et on ve´rifie que Ph = 0 implique h = T h˜ pour un certain h˜. On calcule alors par
inte´gration par parties et ine´galite´ de Cauchy-Schwarz (un argument d’approximation
supple´mentaire est ne´cessaire, que nous n’e´voquons pas ici)
∫
R6
|F ′(E)|(h−Ph)2 dx dv ≤ ‖∇xh‖L2(R3)
(
3
∫
R6
ρf0(r)
h˜2
4r4(E − φf0(r))2
|F ′(E)| dx dv
)1/2
.
On montre alors l’ine´galite´ de type Hardy suivante(
3
∫
R6
(
ρf0(r) +
(φf0)
′(r)
r
)
h˜2
4r4(E − φf0(r))2
|F ′(E)| dx dv
)
≤
∫
R6
|F ′(E)||T h˜|2 dx dv,
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ce qui, combine´ avec l’ine´galite´ pre´ce´dente, donne
‖∇xh‖
2
L2(R3)−
∫
R6
|F ′(E)|(h−Ph)2 dx dv ≥ 3
∫
R6
(φf0)
′(r)
r
h˜2
4r4(E − φf0(r))2
|F ′(E)| dx dv
et conclut la preuve de positivite´. L’ine´galite´ de Hardy se de´montre en remarquant que
(T h˜)2 = T
(
h˜21h˜2T h˜2
)
−
T 2h˜2
h˜2
h˜2 avec h˜ = h˜1h˜2,
puis
−
T 2h˜2
h˜2
=
3
4r4(E − φf0(r))2
(
ρf0(r) +
φf0(r)
r
)
pour h˜2 = r
3(2(E − φf0(r)))
3/2.
E´tape 3 : Traitement du noyau par modulation. On ajuste finalement la fonction de
translation zφ au moyen d’un the´ore`me des fonctions implicites pour annuler les de´fauts
de coercitivite´, i.e., les termes ne´gatifs dans la proposition ci-dessus.
4.3.4. Compacite´ des suites minimisantes et re´solution de la conjecture. — On peut
montrer la compacite´ de certaines suites minimisantes ge´ne´ralise´es fn au sens suivant.
Proposition 4.8. — Si fn ∈ E ve´rifie
sup
n≥0
inf
z∈R3
[
‖φfn − φf0(· − z)‖L∞(R3) + ‖∇xφfn −∇xφf0(· − z)‖L2(R3)
]
< δ0
et
lim
n→∞
‖f ∗n − (f
0)∗‖L1(R6) = 0, lim inf
n→∞
H(fn) ≤ H(f
0),
alors
lim
n→∞
∫
R6
∣∣(1 + |v|2)(fn(x, v)− f 0(x− zφfn , v))∣∣ dx dv = 0.
E´bauche de preuve. — La preuve est faite en deux e´tapes. Tout d’abord le controˆle de
coercitivite´ pre´ce´dent implique sans difficulte´s que
lim
n→∞
‖∇xφfn −∇xφf0(· − zφfn )‖L2(R3) = 0.
Ensuite on note f¯n(x, v) = fn(x + zφfn , v) et l’on revient au hamiltonien complet en
utilisant l’identite´
H(f¯n)−H(f
0) +
1
2
‖∇xφf¯n −∇xφf0‖L2(R3) =
∫
R6
Eφf0 (f¯n − f
0) dx dv.
A` partir des hypothe`ses et de la convergence de´ja` de´montre´e, on a

lim sup
n→∞
(
H(f¯n)−H(f
0)
)
= lim sup
n→∞
(
H(fn)−H(f
0)
)
≤ 0,
‖∇xφf¯n −∇xφf0‖L2(R3) = ‖∇xφfn −∇xφf0(· − zφfn )‖L2(R3) → 0,
et on en de´duit
lim sup
n→∞
∫
R6
Eφf0 (f¯n − f
0) dx dv ≤ 0.
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L’hypothe`se (fn)
∗ → (f 0)∗ implique par ailleurs
lim
n→∞
∫
R6
Eφf0 (f
0 − f¯
∗φf0
n ) dx dv = 0
d’ou` l’on de´duit
lim sup
n→∞
∫
R6
Eφf0 (f¯n − f¯
∗φf0
n ) dx dv ≤ 0.
De par la monotonie du re´arrangement
∫
R6
Eφf0 (f¯n − f¯
∗φf0
n ) dx dv ≥ 0, on en de´duit
finalement
lim
n→∞
∫
R6
Eφf0 (f¯n − f¯
∗φf0
n ) dx dv = 0.
Il suffit ensuite de montrer que la saturation de cette ine´galite´ de re´arrangement, com-
bine´e a` l’hypothe`se (fn)
∗ → (f 0)∗ implique que
lim
n→∞
‖fn − f
0‖L1(R6) = 0.
En combinant cette convergence avec l’hypothe`se de limite supe´rieure sur le hamiltonien
ainsi que la convergence du potentiel, on obtient finalement la convergence de l’e´nergie
cine´tique
lim
n→∞
∫
R6
|v|2fn dx dv =
∫
R6
|v|2f 0 dx dv
ce qui conclut la preuve de la proposition 4.8.
La fin de la preuve du the´ore`me 4.2 se fait ensuite en combinant la proposi-
tion 4.8, l’ine´galite´ d’interpolation de la proposition 2.1, ainsi que la contractivite´ du
re´arrangement syme´trique ‖f ∗ − (f 0)∗‖L1(R6) ≤ ‖f − f
0‖L1(R6).
5. CONCLUSION ET PROBLE`MES OUVERTS
Ce proble`me de stabilite´ des galaxies est un exemple inte´ressant de recherche
mathe´matique nourrie par une question concre`te pose´e par la physique the´orique. Nous
essayons pour terminer de soulever quelques questions ouvertes d’ordre mathe´matique,
en sugge´rant des liens avec d’autres travaux.
Tout d’abord, la premie`re question naturelle du point de vue de la pertinence physique
des re´sultats est de quantifier la taille du voisinage de stabilite´ orbitale. Cela paraˆıt
maintenant une taˆche plus abordable avec la nouvelle the´orie de Lemou, Me´hats et
Raphae¨l ; il s’agit essentiellement de rendre explicites, ou tout au moins constructives,
les constantes de coercitivite´ dans les ine´galite´s fonctionnelles utilise´es.
L’autre question naturelle est de sortir du cadre strictement monotone pour la solu-
tion stationnaire f 0(E). Par exemple, nous pouvons de´ja` nous demander si, au niveau
des solutions stationnaires, localement au voisinage d’une solution orbitalement stable,
il est possible de de´montrer un the´ore`me de parame´trisation bijective des solutions sta-
tionnaires par les conservations du syste`me, dans le meˆme esprit que le travail re´cent
de Choffrut et Svera´k [CS] sur l’e´quation d’Euler incompressible en dimension 2.
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Cependant, nous pourrions nous attendre plus ge´ne´ralement, au niveau dynamique,
a` la stabilite´ orbitale autour d’une solution stationnaire ≪ presque ≫ monotone, et donc
proche des solutions orbitalement stables que nous avons e´tudie´es. Une premie`re taˆche
serait ici de clarifier au niveau mathe´matique les instabilite´s cre´e´es par des perturbations
non radiales de mode`les sphe´riques anisotropes.
Les me´thodes variationnelles semblent ne´anmoins trouver leur limite, et cela soule`ve
la question de revenir a` nouveau a` une approche directe par line´arisation. Cela nous
ame`ne e´galement a` faire une autre remarque importante sur les travaux que nous avons
pre´sente´s : ceux-ci n’utilisent pas la dynamique proprement dite de l’e´quation, mais
uniquement ses invariants. Meˆme si les re´sultats obtenus sont dynamiques, le cœur
conceptuel de ces me´thodes n’utilise pas la dynamique. C’est une force de ces approches,
qui leur confe`re une grande robustesse pour traiter des mode`les ge´ne´raux et manipuler
des solutions tre`s faibles, mais c’est e´galement une faiblesse de`s lors que l’on sort d’un
cadre parfaitement variationnel.
Par conse´quent, il serait inte´ressant d’explorer les dialogues possibles avec les re´sultats
de stabilite´ non-line´aire obtenus dans [MV]. Ces derniers re´sultats utilisent des espaces
fonctionnels tre`s re´guliers, c’est donc en ce sens l’extreˆme oppose´ des me´thodes de
stabilite´ orbitale que nous avons pre´sente´es. En particulier, cela implique qu’il faut
≪ traquer ≫ les oscillations du syste`me dans les estimations de re´gularite´, alors que les
espaces de Lebesgue utilise´s dans les the´ories de stabilite´ orbitale ne ≪ voient ≫ pas les
oscillations de la variable de vitesse produites par le me´lange de phase. Les hypothe`ses
sur les donne´es initiales sont donc bien plus fortes, mais cela permet e´galement d’obte-
nir une information plus pre´cise sur le comportement asymptotique du syste`me, et de
montrer la stabilite´ non-line´aire autour de solutions stationnaires line´airement stables,
mais qui ne ve´rifient pas un proble`me variationnel.
Les re´sultats de [MV] s’appliquent a` l’e´quation de Vlasov-Poisson gravitationnelle,
mais uniquement dans le cas non physique d’un domaine pe´riodique en espace. Le cas
d’un syste`me auto-gravitant qui ≪ cre´e sa propre ge´ome´trie ≫ et son propre confinement
au cours du temps repre´sente un de´fi probablement difficile mais aussi tre`s inte´ressant
pour cette approche par line´arisation : a` l’inverse de [MV] ou` ≪ l’amortissement Lan-
dau ≫ produit une convergence vers ze´ro du champ moyen asymptotiquement, on ne
connaˆıt plus ici a` l’avance quelle doit eˆtre la limite du champ moyen lorsque t→ +∞.
Un de´fi conceptuel similaire se pose pour l’e´quation d’Euler incompressible en dimen-
sion 2 ainsi que pour l’e´quation de Vlasov-Poisson avec un confinement magne´tique.
Pour terminer, nous mentionnerons le proble`me inte´ressant, mais probablement pour
le moment hors d’atteinte tant que les questions pre´ce´dentes et la limite de champ moyen
ne sont pas mieux comprises, de faire le lien entre les re´sultats de stabilite´ obtenus pour
l’e´quation de Vlasov-Poisson gravitationnelle, et les re´sultats de stabilite´ asymptotique
(on pense par exemple a` la the´orie KAM) pour le proble`me a` N corps, dans la limite
N →∞.
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