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ANDERSON LOCALIZATION AND LIFSHITS TAILS FOR
RANDOM SURFACE POTENTIALS
WERNER KIRSCH AND SIMONE WARZEL
ABSTRACT. We consider Schro¨dinger operators on L2(Rd) with a random potential con-
centrated near the surface Rd1 ×{0} ⊂ Rd. We prove that the integrated density of states
of such operators exhibits Lifshits tails near the bottom of the spectrum. From this and
the multiscale analysis by Boutet de Monvel and Stollmann [Arch. Math. 80 (2003) 87]
we infer Anderson localization (pure point spectrum and dynamical localization) for low
energies. Our proof of Lifshits tail relies on spectral properties of Schro¨dinger operators
with partially periodic potentials. In particular, we show that the lowest energy band of
such operators is parabolic.
CONTENTS
1. Introduction 1
1.1. Model 1
1.2. Main results 4
2. Existence of the integrated density of surface states 6
2.1. Nonisotropic exponential decay of eigenfunctions 7
2.2. Proof of Theorem 1.3 9
2.3. Appendix: Variational estimate 11
3. Partially periodic Potentials 12
3.1. Basic properties 12
3.2. Gap estimate 13
3.3. Appendix: Parabolicity of the ground-state band 15
4. Proof of Lifshits tails 16
4.1. Upper bound 17
4.2. Lower bound 18
5. Proof of localization 19
Acknowledgment 20
References 20
1. INTRODUCTION
1.1. Model. We consider random Schro¨dinger operators
H(V ) := −∆+ V (1.1)
on the Hilbert space L2(Rd) of complex-valued, square-integrable functions on Rd with
d ≥ 2. These operators are supposed to model non-interacting electrons in a (possibly
imperfect) d-dimensional crystal with additional random impurities on the d2-dimensional
1
2 WERNER KIRSCH AND SIMONE WARZEL
surface (or: interface) Rd1 × {0} ⊂ Rd = Rd1 × Rd2 . Accordingly, the potential consists
of three parts
V := Ub + Vb + Vs. (1.2)
The first part is supposed to model the perfect crystal. Our assumptions on this non-random
part Ub : Rd → R of the bulk potential are:
B1 1. Ub is periodic with respect to translations of the (sub)lattice Zd1 :
Ub(x1 + i, x2) = Ub(x1, x2)
for all x1 ∈ Rd1 , x2 ∈ Rd2 and all i ∈ Zd1 .
2. Ub ∈ K(Rd) ∩ L2loc(Rd).
For the definition and properties of the Kato class K(Rd), see [Sim82]. Since B1.2 guar-
antees that H(Ub) = −∆+ Ub is self-adjoint and lower bounded on L2(Rd), the bottom
of its spectrum can be set to zero by a suitable shift in the energy:
3. inf specH(Ub) = 0 [wlog]
As Ub is only required to be Zd1 -periodic, it models not only situations for which the
surface is embedded in in a single crystal but also those for which Rd1 × {0} acts as an
interface between two different crystals. We may even take Ub very large (but bounded)
on one side of the interface, such that this side becomes almost impenetrable for electrons.
Both parts of the crystal may (or may not) contain impurities giving rise to a non-
negative random bulk potential, which is defined on some complete probability space
(Ωb,Ab,Pb). Its realizations are denoted by Vb : Rd → [0,∞[ and we will suppose
throughout:
B2 1. Vb is ergodic with respect to translations of the (sub)lattice Zd1 .
2. 0 ≤ Vb ∈ L2unif(Rd).
3. There exists κb > 0 such that for all ε > 0 small enough:
Pb
{
1
|Λ|
∫
Λ
Vb(x) dx < ε
}
≥ εκb|Λ|
for all Λ :=
[ − L2 , L2 ]d1 × [ − c2 lnL, c2 lnL]d2 ⊂ Rd with large enough
volume |Λ| := Ld1(c lnL)d2 and all c > 0.
Here the third assumption basically ensures that the probability of Vb being tiny on an arbi-
trarily large set around the interface is positive. Examples of random potentials fullfilling
this assumption are many positive alloy-type random potentials (cf. [Kir89, CL90, PF92]).
We also note that Vb is allowed to vanish identically.
The main emphasis in this paper lies on the presence of a random surface potential,
which is defined on some complete probability space (Ωs,As,Ps). We will choose its
realizations Vs : Rd →]−∞, 0] to be of alloy type
Vs(x) :=
∑
i∈Zd1
qi f(x1 − i, x2) (1.3)
where we write x = (x1, x2) ∈ Rd1 × Rd2 . The couplings {qi}i∈Zd1 are independent,
identically distributed random variables with common distributionP0 and f : Rd → [0,∞[
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is called single-site potential. Moreover we assume the {qi} to be independent of Vb.
Throughout this paper we impose the following assumptions:
S1 1. suppP0 is compact and contained in ] − ∞, 0[, it is not concentrated in a
single point and if qmin := inf suppP0 then qmin < 0.
2. There is some κs > 0 such that for all ε > 0 small enough:
P0([qmin, qmin + ε]) ≥ εκs .
S2 1. f is non-negative, positive on a non-empty open set.
2. f ∈ ℓ1(Lp(Rd)) with p ≥ 2 and p > d
The local regularity assumption 2. on f can be relaxed to p ≥ max(2, d2 ) for a substantial
part of this paper. However, for technical reasons we need the stronger condition close to
the boundary of regions where we have to impose boundary conditions.
In particular, S1 and S2 together with
S3 infx1∈Rd1 Us(x1, x2)→ 0 as |x2| → ∞.
ensure that the partially periodic potential Us : Rd → R given by
Us(x) := qmin
∑
i∈Zd1
f(x1 − i, x2) (1.4)
is uniformly locally p-integrable, Us ∈ Lpunif(Rd) ⊂ K(Rd) with p as in S2.
Under the above assumptions the random Schro¨dinger operator H(V ) is almost surely
essentially self-adjoint on C∞0 (Rd), the space of arbitrarily often differentiable functions
with compact support (cf. [KM83b]). Moreover, Zd1 -ergodicity of V on the product mea-
sure space (Ωb × Ωs,Ab ⊗ As,P) with P := Pb ⊗ Ps, guarantees the validity of (cf.
[KM82b, EKSS90])
Proposition 1.1. Under assumptions B1–B2 and S1–S3 the spectrum of H(V ) is almost
surely non-random. The same applies to the pure point, the singular continuous and the
absolutely continuous part of specH(V ).
From B2 and S1/2 it follows that inf specH(V ) ≥ inf specHper =: E0, where we
introduce the Zd1 -periodic background operator
Hper := −∆+ Ub + Us (1.5)
on L2(Rd). Using techniques developed for bulk random potentials [Kir89, CL90, PF92],
it is not hard to show that the above lower bound is actually an equality. However, the
following proposition can also be viewed as a corrollary to Theorem 1.4 below.
Proposition 1.2. Under assumptions B1–B2 and S1–S3 we have inf specH(V ) = E0.
In the present paper we will always assume:
S4 E0 = inf specHper < 0
[
= inf specH(Ub)
]
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It can be shown that E0 < 0 if qmin < q(d2) where q(d2) = 0 for d2 = 1 and d2 = 2, but
negative in higher dimension (cf. [RS78, Thm. XIII.11/12]). Basically, S4 gurantees that
all eigenstate ψE of H(V ) corresponding to negative eigenvalues E < 0 are concentrated
near the internal surface,
sup
x1∈Rd1
|ψE(x1, x2)| ≤ Ce−γ|x2| (1.6)
for some constants γ, C > 0 (see Theorem 2.2 below). Moreover, these surface states
are energetically separated from the spectrum of H(Ub + Vb), which occurs above zero.
However, we would like to warn the reader that, in contrast to what the symbols suggests,
even H(Ub) may have (generalized) eigenstates which are concentrated near Rd1 × {0}
(for a discussion see [DS78], and also [EKSS90]).
1.2. Main results. Under assumptions B1–B2 and S1–S4 we first prove the existence of
the integrated density of surface states (IDSS) for negative energies, that is, below the
spectrum of the bulk operator (cf. S4). For its definition we set
SL := ΛL × Rd2 with ΛL :=
[
−L
2
,
L
2
]d1
and L ∈ N, (1.7)
a strip around the x2-direction. At our convenience and when it does not cause confusion,
we will also write H := H(V ) and drop the dependence on the potential. Accordingly,
we denote by HXSL(V ) =: H
X
SL
the operator (1.1) restricted to L2(SL) with X-boundary
conditions at ∂SL, where X = D or X = N stands for Dirichlet respectively Neumann
boundary conditions. Its eigenvalue-counting function
N
(
HXSL , E
)
:= #
{
n ∈ N0 | En
(
HXSL
) ≤ E} (1.8)
is called the reduced-volume IDSS. Here we introduce the notationE0(A) ≤ E1(A) ≤ . . .
for the eigenvalues of a self-adjoint operator A in increasing order and counted according
to multiplicity and set En(A) = inf specessA if A has at most n − 1 eigenvalues below
its essential spectrum. Thanks to B1 and S3 and the Weyl theorem [RS78, Thm. XIII.14],
the essential spectrum of HNSL(V ) ≤ HDSL(V ) is contained in [0,∞[, so that (1.8) is well
defined for negative energies E < 0.
The following theorem allows us to define the IDSS N(E) := NX(E) for all E < 0 as
the (unique left-continuous) infinite-volume limit of their reduced-volume counterparts.
Theorem 1.3. Under assumptions B1–B2 and S1–S4 the limit
NX(E) := lim
L→∞
N
(
HXSL(V ), E
)
Ld1
, E < 0, (1.9)
exists and is almost surely non-random for both X = D and X = N . Moreover,
ND(E) = NN (E) for all E < 0 except for countable many.
The IDSS was first rigorously examined in [EKSS88, EKSS90] and further investigated
in [JMP98, Cha99, KS00, KS01, Bo¨c03]. These authors defineN in slightly different ways
and consider the IDSS at all energies by subtracting the IDSS of the bulk operator. We will
discuss this issue in Section 2 and show that, below zero, these alternative definitions give
the same quantity as the limit in (1.9) as long as f has compact support in x2-direction (cf.
(2.3) below; an assumption made in all of the above mentioned works).
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The two main purposes of this paper are to prove that N(E) exhibits Lifshits tails near
E = E0 and to conclude Anderson localization therefrom. Our first result concerns the
Lifshits tails for rapidly decaying f in the sense of
S5 f(x1, x2) ≤ f0 |x1|−d1−2 for some constant f0 and |x1| large.
Here the additional local assumption 2 on f is mainly of technical origin.
Theorem 1.4. Under assumptions B1–B2 and S1–S5 we have
lim
E↓E0
ln | lnN(E)|
ln(E − E0) = −
d1
2
. (1.10)
We can also handle single-site potentials f which decay slower than |x|−d1−2. In fact,
replacing the decay requirement in S5 by
S5’ There exist constants fu,f0 > 0 and a non-empty open Borel set F2 ⊂ Rd2
such that fu |x1|−α1F2(x2) ≤ f(x1, x2) ≤ f0 |x1|−α for some d1 < α ≤
d1 + 2, large |x1| and all x2 ∈ Rd2 .
[Here 1F denotes the characteristic function of a (Borel) set F .]
we obtain
Theorem 1.5. Under assumptions B1–B2 and S1–S5’ we have
lim
E↓E0
ln | lnN(E)|
ln(E − E0) = −
d1
α− d1 . (1.11)
The proof of both theorems basically follows old strategies developed in [KS86, Mez87,
KW03] for bulk tails. At its core, however, lie some new results on partially periodic poten-
tials, which are presented in Section 3. These results are interesting in their own and their
proof relies on a method of seperable comparison potentials developed in Subsection 3.2.
We finally remark that an analysis of the Lifshits tails for discrete surface operators was
given in [KK]. This paper also deals with the case E0 = 0, a case we can not handle here.
Localization of surface states by (alloy-type) random surface potentials is discussed in
detail in [BS03], which has been the main motivation of the present paper. In fact, in case
Ub = Vb = 0 and under the assumption that P0 is Ho¨lder continuous
S6 There exist constants C, µ > 0 such that P0([a, b]) ≤ C (b − a)µ for all
a < b.
and the additional assumption that P0([qmin, qmin + ε]) decays sufficiently fast at qmin =
inf suppP0, Boutet de Monvel and Stollmann [BS03] prove spectral and dynamical local-
ization. Theorem 1.4 allows us to obtain their result for the present model without this
additional decay assumption on P0.
Theorem 1.6. Suppose assumptions B1–B2 and S1–S6 hold. Then
a) there exists an energy E1 > E0 such that almost surely H(V ) has pure point
spectrum in [E0, E1] with exponentially decaying eigenfunctions.
b) there exists an energy E1 > E0 such that in I = [E0, E1] we have:
E
(
sup
t>0
∥∥∥|x|p eitH(V )PI(H(V )) 1K∥∥∥
)
< ∞ (1.12)
for any compact set K ⊂ Rd. [Here E denotes expectation with respect to P =
Pb ⊗ Ps and PI(H) stands for the spectral projection of H associated with I .]
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Let us finally remark that there is a vast literature on the spectral structure of Schro¨dinger
operators with random surface potentials, which mostly deals with the discrete case (see
[JMP98, JM99, CS00, JL00, JL01] and references therein). The only works other than
[BS03, BKS] (and the present paper) investigating continuum models are [HK00, BSS].
In case Ub = Vb = 0 they show the presence of absolutely continuous (bulk) spectrum at
non-negative energies [HK00, Thm. 4.3] and the absence of absolutely continuous spec-
trum at negative energies in case d1 = 1 [BSS, Thm. 4.1].
2. EXISTENCE OF THE INTEGRATED DENSITY OF SURFACE STATES
The IDSS was first introduced in [EKSS88, EKSS90] as a distribution (of order at most
3). In particular in case Ub = Vb = 0, the authors proved that the limit
ν(ϕ) := lim
L→∞
1
Ld1
tr [1CL [ϕ(H(Vs))− ϕ(−∆)] 1CL ] (2.1)
of expanding cubes CL = [−L2 , L2 ]d defines a non-random linear functional ν on ϕ ∈
C∞0 (R). Actually [EKSS90] considered the interface between two different random po-
tentials and [KS00] remarked that the method in [EKSS90] can be used for surface poten-
tials as well. The renormalization term ϕ(−∆) in (2.1) is needed to counterbalance the
first term which diverges as soon as ϕ has support inside the spectrum of −∆. This term
is not needed below 0 = inf spec(−∆), in fact, it vanishes there. Hence ν(ϕ) ≥ 0 for
ϕ ≥ 0 having support below zero, so that ν restricted to Borel subsets of ] − ∞, 0[ is a
non-negative measure.
Kostrykin and Schader [KS00, KS01] defined the IDSS in a slightly different way. They
look at the operator H
(
Vs1CL
)
= −∆+ Vs1CL with the potential cut off outside the cube
CL and proved that
lim
L→∞
1
Ld1
tr
[
ϕ
(
H
(
Vs1CL
))− ϕ(−∆)] (2.2)
exists and agrees with ν(ϕ) as in (2.1). For this Kostrykin and Schrader assumed that Vs is
of the form (1.3) with f compactly supported in x2-direction, that is,
supp f ⊂ Rd1 × [− L,L]d2 (2.3)
for L large enough. They also proved regularity properties of ν inside spec(−∆) = [0,∞[
which improved the results from [EKSS90] considerably.
It is not hard to see that that the (non-negative) distribution function ν( ] −∞, E]) for
E < 0 corresponding to Kostrykin-Schrader’s definition (2.2) and hence to (2.1) coincides
with the IDSS defined through the limit in (1.9),
N(E) = NX(E) = ν( ]−∞, E]) (2.4)
for all E < 0 except countably many. In fact, by Neumann-Dirichlet-bracketing ([RS78,
Prop. 3 on p. 269] or [KM82a]) we have HNSL(Vs)⊕HN∁SL(0) ≤ H(Vs1SL) ≤ HDSL(Vs)⊕
HD
∁SL
(0), which gives
N
(
HDSL(Vs), E
) ≤ N(H(Vs1SL), E) ≤ N(HNSL(Vs), E), (2.5)
because N
(
HN
∁SL
(0), E
)
= 0 for E < 0.
Remark 2.1. Definition (2.1) as well as definition (2.2) cannot be used if 0 ∈ suppϕ and
in case f decays in x2-direction slower than |x2|−2. Instead of Vs let us take a non-random
potential W ≤ 0 which depends only on x2 and decays slowly. Then the operator H(W )
separates into the free Laplacian in x1-direction and the operator−∆+W in x2-direction.
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The latter has infinitely many eigenvalues below zero (cf. [RS78, Thm. XIII.82]). Hence
the ϕ(−∆)-term in (2.1) (or in (2.2)) has no chance to smooth out the singularity at 0
originated by those eigenvalues.
2.1. Nonisotropic exponential decay of eigenfunctions. An important ingredient in our
proof of Theorem 1.3 will be the exponential decay of eigenfunctions along the x2-direction,
which correspond to eigenvalues below inf specH(Ub) = 0 and in particular below the
essential spectrum of HXSL(V ). We remark that similar steps were used in proofs in [Bo¨c03,
BK].
Theorem 2.2. Suppose assumptions B1.2–3, B2.2, S1.2 and S2–S4 hold and let η < 0.
There are constantsC, γ > 0 such that for bothX = D andX = N , everyL ∈ [1,∞] and
every L2(SL)-normalized eigenfunction ψE of HXSL(V ) corresponding to an eigenvalue
E ≤ η one has
sup
x1∈[−
L
2
,L
2
]d1
|ψE(x1, x2)| ≤ C e−γ|x2| (2.6)
for |x2| large.
Proof. Since ψE is an eigenfunction, we have ψE = exp
[−t(HXSL(V )− E)]ψE for all
t ≥ 0. Using the Feynman-Kac-formula (cf. [Sim79]) we write the semigroup as an inte-
gral over Brownian paths β : [0,∞[→ SL, which start at x ∈ SL for t = 0 and have either
absorbing boundary conditions (in case X = D) or reflecting boundary conditions (in case
X = N , see [BR81, Thm. 6.3.12]) at ∂SL. Denoting the corresponding Wiener measure
by pXx , we have
|ψE(x)| ≤
∫
exp
[∫ t
0
(
E − V (β(s))) ds] ∣∣ψE(β(t))∣∣ pXx (dβ). (2.7)
To estimate the integral from above we first observe that B2.2, S1.2 and S2 with (1.2)
implies V ≥ Ub + Vs and that
Vs(x1, x2) ≥ qmin
∑
i∈Zd1
f(x1 − i, x2) = Us(x1, x2) ≥ inf
x1∈Rd2
Us(x1, x2). (2.8)
By S3 this term goes to zero as |x2| → ∞, so that E − Vs(x1, x2) ≤ η2 < 0 for |x2|
large enough. We therefore split the β-integration into an integration over Ω1 :=
{
β |
sup0≤s≤t |β2(s)− x2| < |x2|2
}
and its complement. Taking |x2| large, we thus have
|ψE(x)| ≤ et
η
2
∫
Ω1
exp
[
−
∫ t
0
Ub(β(s)) ds
] ∣∣ψE(β(t))∣∣ pXx (dβ)
+
∫
∁Ω1
exp
[∫ t
0
(
E − U(β(s))) ds] ∣∣ψE(β(t))∣∣ pXx (dβ) (2.9)
where we introduced the abbreviation U := Ub + Us in the last term.
Dropping the restriction to Ω1, the first Wiener integral in (2.9) defines the ultracon-
tractive semigroup exp
[ − tHXSL(Ub)] from L2(SL) to L∞(SL). In fact, the integral is
estimated by
sup
x∈SL
(
e−tH
X
SL
(Ub)
∣∣ψE ∣∣) (x) ≤ ∥∥e−tHXSL(Ub)∥∥2,∞ ∥∥ψE∥∥2 ≤ C. (2.10)
Here we have introduced ‖ · ‖p,q for the norm of a bounded operator from Lp(SL) to
Lq(SL). The second is valid for t ≥ 1 and follows from B1.2–3 and Lemma 2.3 below.
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Using the Cauchy-Schwarz inequality and E ≤ 0, the second Wiener integral in (2.9)
is bounded from above by
pXx
(
∁Ω1
) 1
2
(∫
exp
[
−2
∫ t
0
U(β(s)) ds
] ∣∣ψE(β(t))∣∣2 pXx (dβ)
) 1
2
. (2.11)
The Wiener integral in (2.11) defines an ultracontractive semigroup exp [ − tHXSL(2U)],
which is bounded from L1(SL) to L∞(SL) according to Lemma 2.3 below. In fact, the
integral is bounded from above by1
sup
x∈SL
(
e−tH
X
SL
(2U)
∣∣ψE |2)(x) ≤ ∥∥e−tHXSL(2U)∥∥1,∞∥∥ψE∥∥22 ≤ C exp [tυ] (2.12)
where υ := | inf specH(2U)| < ∞. We finally note that the first factor in (2.11) is
exponentially small in |x2|. Since ∁Ω1 only involves β2, its pXx -measure equals its Wiener
measure px on Brownian path β, which start at x ∈ Rd and wind through in all of Rd.
Using Levy’s maximal inequality [Sim79, Eq. (7.6’)] (for the last d2 components β2 :
[0, t]→ Rd2 of Brownian motion) we have
pXx
(
∁Ω1
)
= p0
(
sup
0≤s≤t
|β2(s)| ≥ |x2|
2
)
≤ 2 p0
(
|β2(t)| ≥ |x2|
2
)
≤ 4 e− |x2|
2
32t (2.13)
Gathering terms and choosing t = max{|x2|/32
√
υ, 1}, we obtain the desired result. 
The above proof made use of the following lemma, which in case X = D is well-known
in the theory of Schro¨dinger semigroups [Sim82] (see also [BHL00, Eq. (2.40)]). As we
could note find the result for X = N , we include it for the reader’s convenience.
Lemma 2.3. Let W : Rd → R with W+ ∈ Kloc(Rd) and W− ∈ K(Rd), where
W±(x) = sup{±W (x), 0}. Then the semigroup exp[ − tHXSL(W )] is bounded from
Lq(SL) to L∞(SL), q ∈ {1, 2}, and there is some constant C such that∥∥e−tHXSL(W )∥∥
q,∞
≤ C exp[− t inf specH(W )] (2.14)
for all L ∈ [1,∞], all t ≥ 1 and both X = D and X = N .
Proof. The semigroup property and duality implies that∥∥e−tHXSL(W )∥∥
1,∞
≤ ∥∥e− t2HXSL(W )∥∥
2,∞
∥∥e− t2HXSL(W )∥∥
1,2
=
∥∥e− t2HXSL(W )∥∥2
2,∞
(2.15)
It therefore remains to investigate exp
[− tHXSL(W )] from L2(SL) to L∞(SL). Using the
semigroup property again we find∥∥e−tHXSL(W )∥∥
2,∞
≤ ∥∥e−τHXSL(W )∥∥
2,∞
∥∥e−(t−τ)HXSL(W )∥∥
2,2
≤ ∥∥e−τHXSL(W )∥∥
2,∞
exp
[− (t− τ) inf specHXSL(W )] (2.16)
for every 0 < τ < t, which gives the exponential factor in (2.14) since inf specHXSL(W ) ≥
inf specH(W ). In case X = D a finite, L-independent upper bound on the first factor
in (2.16) is provided by
∥∥e−τH(W )∥∥
2,∞
≥ ∥∥e−τHDSL(W )∥∥
2,∞
, since the Dirichlet semi-
group is increasing in the domain. In case X = N we first note that the integral kernel
1Note that the constants in (2.10) and (2.12) differ; we will nevertheless subsequently use the same symbol
C for occurring constants.
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eτ∆
N
SL (x, y) of the semigroup generated by the Neumann Laplacian can be explicitely
computed using the known [RS78, p. 266] eigenfunctions of ∆NΛL . It is bounded according
to
eτ∆
N
SL (x, y) ≤ (4πτ)− d2
(
1 + (4πτ)
1
2
)d1
exp
[
−|x2 − y2|
2
4τ
]
(2.17)
for all L ∈ [1,∞]. Since W− is infinitesimally form bounded with respect to the Neu-
mann Laplacian, for every ε > 0 there is an L-independent constant Cε > 0 such that〈
ψ,HNSL(W )ψ
〉 ≥ 〈ψ,HNSL(−W−)ψ〉 ≥ (1−ε)∥∥∇ψ∥∥22−Cε ‖ψ‖22 for allψ ∈W 1,2(SL).
The assertion
∥∥e−HDSL(W )∥∥
2,∞
≤ C, then follows from (2.17), the above lower bound and
[Dav89, Thm. 2.4.6 and Cor. 2.4.3], which relates the ultracontractivity of semigroups to
the form of their generators. 
2.2. Proof of Theorem 1.3. Our first step will be the proof of the existence and non-
randomness of the infinite-volume limits in Theorem 1.3.
Proposition 2.4. The limit in (1.9) exists and is almost surely non-random for both for
X = D and X = N .
Proof. The stochastic process N(HXSL(V ), E) indexed by cubes ΛL ⊂ Rd1 (cf. (1.7)) is
superadditive forX = D and subadditive forX = N . We may therefor apply the Akcoglu-
Krengel ergodic theorem [AK81, Kre85] (see also [KM82a]), since V is Rd1-ergodic and
E
[
N
(
HXS1(V ), E
)]
is finite, in fact uniformly bounded. 
To actually prove that ND = NN requires a little more work. We even introduce
additional quantities which could also be used to define the IDSS (cf. Theorem 2.6 below).
While we employ them mainly as auxiliary tools, we believe that they are interesting in
themselves. We set
ΛL,M :=
[
−L
2
,
L
2
]d1
×
[
−M
2
,
M
2
]d2
(2.18)
and let HX,YL,M (V ) =: H
X,Y
L,M (we again drop the dependence on the potential at our con-
venience) be the operator (1.1) restricted to L2(ΛL,M ) where X and Y refer to either
Dirichlet or Neumann boundary conditions. In particular, HX,YL,M has X-boundary condi-
tions on ∂ [−L2 , L2 ]d1×]−M2 , M2 [d2 and Y -boundary conditions on ]−L2 , L2 [d1×∂ [−M2 , M2 ]d2 .
Our first step is to compare the eigenvalue counting function of HXSL with that of H
X,D
L,M .
Lemma 2.5. Let η < 0 and L ≥ 1. There exist constants α, M0, C > 0 such that
N
(
HX,DL,M , E
) ≤ N(HXSL , E) ≤ N(HX,DL,M , E + CLd1e−αM) (2.19)
for both X = D and X = N , all M ≥M0 and all E ≤ η.
Proof. The first inequality follows from Neumann-Dirichlet-bracketing. In fact, HXSL ≤
HX,DL,M ⊕HX,DSL\ΛL,M and consequently
N
(
HXSL , E
) ≥ N(HX,DL,M , E)+N(HX,DSL\ΛL,M , E) ≥ N(HX,DL,M , E). (2.20)
To prove the second inequality in (2.19) we take a complete set ψE0 , . . . , ψEr of L2(SL)-
normalized eigenfunction of HXSL with eigenvalues E0 ≤ · · · ≤ Er ≤ E ≤ η and use
them to construct approximate eigenfunction of HX,DL,M . For this purpose we choose a
smooth characteristic function 1˜M ∈ C∞(Rd) of the set Λ˜M := Rd1 ×
[ − M2 , M2 ]d2 ,
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which has the property that 1˜M (x) = 0 for x ∈ ∂Λ˜M , 1˜M (x) = 1 for x ∈ Λ˜M−1 and
‖∇1˜M‖∞, ‖∆1˜M‖∞ < C for some constant C.
According to Theorem 2.2 each ψEj is exponentially decaying such that there are con-
stants α, M0 > 0 to ensure∣∣〈1˜M ψEj , 1˜M ψEk〉− δjk∣∣ ≤ CLd1e−αM (2.21)
for all j, k ∈ {0, 1, . . . , r} and all M ≥ M0. For the same reason and since 1˜MψEk
complies with Dirichlet boundary conditions, we also have∣∣∣〈1˜MψEj , HX,DL,M 1˜M ψEk〉− Ej δjk∣∣∣ ≤ CLd1e−αM . (2.22)
In fact, this inequality follows from the eigenvalue equation and the product rule, which
yield
HX,DL,M 1˜M ψEk = Ek 1˜M ψEk − ψEk ∆1˜M − 2
(∇1˜M)·(∇ψEk), (2.23)
together with (2.21) and a local gradient estimate [CFKS87, Lemma 2.6]. By choosingM0
large enough, the upper bound in (2.19) is a consequence of Lemma 2.9 below. 
The above lemma implies
Theorem 2.6. For all but countably many E < 0 and any ̺ > 0:
lim
L→∞
1
Ld1
N(HX,DL,L̺, E) = N
X(E) (2.24)
for both X = D and X = N .
Proof. By Proposition 2.4 and the lower bound in (2.19) we have
NX(E) = lim
L→∞
1
Ld1
N
(
HXSL , E
) ≥ lim sup
L→∞
1
Ld1
N
(
HX,DL,L̺, E
)
. (2.25)
Using the upper bound in (2.19), we may further estimate
lim inf
L→∞
1
Ld1
N
(
HX,DL,L̺, E
) ≥ lim inf
L→∞
1
Ld1
N
(
HXSL , E − CLd1e−αL
̺)
≥ lim inf
ε↓0
NX(E − ε). (2.26)
The last inequality follows from Proposition 2.4 and the fact that N
(
HDSL , E
)
is non-
decreasing in E. Since NX is nondecreasing, it is continuous at all E < 0 with the
exception of at most countably many points. 
We are now ready to complete the proof of Theorem 1.3.
Proposition 2.7. ND(E) = NN(E) for all E < 0 except at most countably many.
Proof. We let E < 0 and use a Laplace transform estimate [KM82a, Lemma 3.3]∫ E
−∞
[
N
(
HN,DL,L̺, E
′
)−N(HD,DL,L̺, E′)] dE′ ≤ eE tr[e−HN,DL,L̺ − e−HD,DL,L̺ ]
≤ eE
(
tr e−H
N,D
L,L̺
(qU)
) 1
q
(
tr
[
e∆
N,D
L,L̺ − e∆D,DL,L̺
]) 1
p (2.27)
where 1 ≤ p, q ≤ ∞ with 1p + 1q = 1. By assumptions B1, S2 and S3 we have U := Ub +
Us ∈ Lpunif(Rd), such that the first trace involving−∆+ qU is bounded by CLd1L̺d2 . By
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a direct computation [RS78, p. 266] the second trace in (2.27) is bounded by CLd1−1L̺d2 ,
so that (2.27) is actually bounded by a constant times
eE L
d1
q L
d2 ̺
q L
d1−1
p L
d2 ̺
p ≤ eELd1+̺d2− 1p . (2.28)
Choosing ̺ < 1pd2 the exponent in the right-hand side is less than d1. Dividing by L
d1
and taking the limit L→∞ shows that the right-hand side of (2.27) tends to zero. Thanks
to positivity, L−d1 times its integrand therefore tends to zero for almost all E′ ≤ E. By
Theorem 2.6 this proves the assertion. 
Remark 2.8. We finally remark that the same method of proof also shows that the infinite-
volume limit ofHX,NL,L̺ (instead ofHX,DL,L̺) would again giveNN(E) = ND(E). Moreover,
a close look at the arguments used in the proof of Theorem 2.2 shows that an analogous re-
sult holds for the eigenfunctions of HX,YL,M . More precisely, for η < 0 there exists constants
M0, C, γ > 0 such that for everyL ≥ 1, every M ≥M0 and everyL2(ΛL,M )-normalized
eigenfunction ψME of H
X,Y
L,M corresponding to an eigenvalue E ≤ η one has
sup
x1∈[−
L
2
,L
2
]d1
|ψME (x1, x2)| ≤ Ce−γ|x2|, (2.29)
for all |x2| ≤M/2.
2.3. Appendix: Variational estimate. The following lemma has been used in the proof
of the upper bound in Lemma 2.5. It seems to be folklore in Hilbert space theory. However,
as we could not find it in the literature, we include it for the reader’s convenience (see also
[Bo¨c03] for a similar result).
Lemma 2.9. Let n ∈ N and ϕ1, . . . , ϕn ∈ H be in the domain domA of a self-adjoint
operator A, which acts on a (separable) Hilbert space H. Suppose there are constants
α1 ≤ · · · ≤ αn ≤ α such that
|〈ϕi, ϕj〉 − δi,j | ≤ ε1 and |〈ϕi, Aϕj〉 − αjδi,j | ≤ ε2 (2.30)
for all i, j = 1, . . . , n. If ε1 is small enough, then N
(
A, α+ε21−ε1
) ≥ n.
Proof. It is well known (cf. [BS87, Thm. 6 in Ch. 9]) that the eigenvalue-counting function
is given by
N(A,α′) = sup
V⊂domA
{
dimV | 〈φ,Aφ〉 ≤ α′〈φ, φ〉 for all φ ∈ V} (2.31)
in terms of a supremum of the dimensions of all linear subspaces V in the domain of A.
If ε1 is small enough, then ϕ1, . . . , ϕn span a subspace Vn of dimension n. Moreover,
for every φ ∈ Vn there exist (non-unique) coefficients c1, . . . , cn ∈ C such that φ =∑n
j=1 cjϕj . Thanks to (2.30) one has
〈φ, φ〉 ≥
n∑
j=1
|cj |2 −
n∑
j,k=1
|cj ||ck| |〈ϕi, ϕj〉 − δi,j | ≥ (1− ε1)
n∑
j=1
|cj |2 (2.32)
and similarly
〈φ,Aφ〉 ≤
n∑
j=1
αj |cj |2+
n∑
j,k=1
|cj ||ck| |〈ϕi, Aϕj〉 − αjδi,j | ≤ (α+ ε2)
n∑
j=1
|cj |2. (2.33)
Setting α′ = (α+ ε2)/(1− ε1) completes the proof. 
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3. PARTIALLY PERIODIC POTENTIALS
In this section we analyze operators
Hper = −∆+ U (3.1)
on L2(Rd) with a partially periodic potential, that is, U : Rd → R with the property
U(x1 + i, x2) = U(x1, x2) (3.2)
for all i ∈ Zd1 . Throughout this section we assume U ∈ K(Rd) ∩ L2loc(Rd), which is
implied, for example, by assumptions S2,S3.
This ensures that H(U) is essentially self-adjoint on C∞0 (Rd) (cf. [CFKS87]). Examples
of partially periodic potentials are fully periodic ones, “surface periodic” potentials as
in (1.4) or, more interestingly, commensurable combinations as in (1.5). Aspects of the
spectral (in particular: scattering) theory of such potentials are studied in [DS78].
3.1. Basic properties. Analogous to the fully periodic case [RS78, Ch. XIII.16] we can
(partially) Floquet-Bloch decompose Hper into a family of reduced operators hθ indexed
by θ ∈ [−π, π[d1 , the (partial) Brillouin zone. We define hθ as the differential operator
(3.1) acting on L2(S1) with θ-periodic boundary conditions on ∂S1. Denoting by ej ,
j ∈ {1, . . . , d1}, the canonical unit vectors of the subspace Rd1 × {0} ⊂ Rd, we thus
require for functions in the domain of the Laplacian in (3.1):
ϕ(x + ej) = e
i θj ϕ(x)
∂ϕ
∂xj
(x+ ej) = e
i θj
∂ϕ
∂xj
(x) (3.3)
if both x and x + ej belong to S1. Defining a unitary operator U : L2(Rd) → (2π)−d1∫⊕
[−π,π[d1L
2(S1) dθ by setting
(Uψ)θ (x) :=
∑
n∈Zd1
e−iθ·n ψ(x1 + n, x2) (3.4)
for functions ψ in the Schwartz space S(Rd) and unitarily extending to all of L2(Rd), we
then obtain [DS78, Sec. 5] (see also [RS78, Thm. XIII.97] and [Cha00, Sec. 2] for the
discrete case)
Proposition 3.1. Under assumption P1 the operatorHper is unitarily equivalent to a direct
integral of operators,
U Hper U−1 =
∫ ⊕
[−π,π[d1
hθ
dθ
(2π)d1
. (3.5)
The only substantial difference to the fully periodic case (as in [RS78, Ch.XIII.16]) is
the fact that the operators hθ have essential spectrum.
Remark 3.2. Analogous to the fully periodic case one can show that hθ is unitarily equiv-
alent to h0 − 2iθ · ∇ + |θ|2 defined on the domain of h0 (cf. (3.3)). Analytic pertubation
theory [RS78, Thm. XII.8] then guarantees that t 7→ E0(htθ) is analytic in a complex
neighborhood of [0, 1] ∋ t for every θ. In particular, E0(hθ) = inf spechθ is a (simple)
eigenvalue if and only if E0(h0) is a (simple) eigenvalue.
Proposition 3.3. The infinum E0 of the spectrum of Hper agrees with the infinum E0(h0)
of the spectrum of h0. Moreover, if E0(h0) belongs to the discrete spectrum of h0, it is a
simple eigenvalue and its eigenfunction can be chosen to be positive.
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Proof. The semigroup e−th0 is positivity improving hence there is a nonzero distributional
solution of the equation
h0u = E0(h0)u (3.6)
on the ”torus” Rd/Zd1 , which is everywhere non-negative by Allegretto-Piepenbrink the-
ory (see [Sim82, Thm. C.8.1] and its proof)). The periodic extension of u gives a distri-
butional solution of Hperu = E0(h0)u which is everywhere nonnegative. Hence, again
by Allegretto-Piepenbrink,E0(h0) ≤ E0. The reverse inequality is obvious from Proposi-
tion 3.1.
If E0(h0) is an eigenvalue of h0, the nondegeneracy follows from the fact that e−th0 is
positivity improving (see [RS78, Thm. XIII.45(a)]). 
We found it worthwhile to notice that the band function θ 7→ E0(hθ) corresponding to
the lowest eigenvalue of hθ is parabolic in the sense of
Theorem 3.4. Under assumptions P1–P2 The ground-state band of Hper obeys
C |θ|2 ≤ E0(hθ)− E0(h0) ≤ |θ|2 (3.7)
for some C > 0 and all θ ∈ [−π, π[d1 .
This theorem is not needed in the following. It serves as another application of the
method of separable comparison potential introduced in the next subsection. We give its
proof in Subsection 3.3
3.2. Gap estimate. In this section we prove a lower bound on the gap of Hper on L2(SL).
It is a key ingredient in our proof of Lifshits tails in Section 4, in which we have to restrict
the operator Hper to strips SL and special Robin boundary conditions, which we dubbed
Mezincescu boundary conditions in [KW03].
To introduce Mezincescu boundary conditions we additionally assume U ∈ Lploc(S)
for some neighborhood S ⊂ Rd of ∂S1 and some p > d. This is guaranteed by S2.
We note that it is only here where we use that p > d instead of p > d/2. This ensures
[Sim82, Thm. C.2.4] that the ground state ψ0 of Hper can be chosen not only positive and
Zd1-periodic (cf. Proposition 3.3) but also continuously differentiable in a neighborhood
of ∂SL for every L ∈ N. We set
χ(x) := − 1
ψ0(x)
∇n ψ0(x) for x ∈ ∂SL, (3.8)
where ∇n denotes the outer normal derivative at the boundary ∂ SL of the strip SL, and
define the operator Hχper,L as the restriction of (3.1) to L2(SL) with Mezincescu boundary
conditions
∇n ϕ(x) = −χ(x)ϕ(x) for x ∈ ∂SL (3.9)
in the domain of the Laplacian (for details of the definition of −∆χSL via quadratic forms,
see [Mez87] and [KW03, Sec. 3.1]). This choice of boundary conditions ensures that
inf specHχper,L = inf specHper = E0 (3.10)
for all L ∈ N. Since (3.10) is in general wrong for the operator HNper,L with Neumann
boundary consditions, Mezincescu boundary conditions were introduced in [Mez87] to be
able to extend the result in [KS86].
The result which plays a crucial role in our Lifshits-tail estimate is the following lower
bound for the gap of Hχper,L.
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Theorem 3.5. Under assumptions P1–P3 the lowest and second lowest eigenvalue of
Hχper,L obey
E1
(
Hχper,L
)− E0(Hχper,L) ≥ CperL2 (3.11)
for some Cper > 0 (which depends on U ) and L ∈ N large enough.
Proof. We will prove this theorem in a number of steps. First, we assume that the partially
periodic potential U does not depend on x1.
Lemma 3.6. If U is independent of x1, then (3.11) holds with Cper = π2.
Proof. Since U is independent of x1, the eigenvalue problem separates. Moreover, the
ground state ψ0 of Hper is independent of x1, so that Mezincescu and Neumann boundary
conditions agree in the present case. The eigenvalues of Hχper,L are given by the sum
of the eigenvalues of the Neumann (=Mezincescu) Laplacian −∆NΛL on L2(ΛL) and the
negative eigenvalues of H2 := −∆Rd2 + U on L2(Rd2). By a direct computation [RS78,
p. 266] one has E0
(−∆NΛL) = 0 and E1( −∆NΛL) = π2L−2. Moreover, P2 implies that
E0(H2) = E0(h0) is an eigenvalue of H2 such that E1(H2) − E0(H2) ≥ C for some
C > 0. For large L, we thus have
E0(H
χ
per,L) = E0
(
H2
)
and E1(Hχper,L) = E0
(
H2
)
+ π2L−2, (3.12)
which gives (3.11). 
To extend the above proposition to the general case of Theorem 3.5, we proceed as
follows. We let ψ0 be the positive, L2(S1)-normalized ground state of Hper and set
ψ0(x2) :=
∫
Λ1
ψ0(x1 + ξ, x2) d ξ. (3.13)
Note that ψ0 : Rd →] 0,∞[ does not depend on x1, since ψ0 is Zd1 -periodic by Proposi-
tion 3.3. Moreover one has
Proposition 3.7. There are positive constants C1, C2 > 0 such that
C1 ψ0(x2) ≤ ψ0(x1, x2) ≤ C2 ψ0(x2) (3.14)
for all x1 ∈ Rd1 and x2 ∈ Rd2 .
Proof. By periodicity we may assume that x1 ∈ Λ1. Since ψ0 is positive and solves the
Schro¨dinger equation Hperψ0 = E0ψ0, we may apply Harnack’s inequality [AS82] (see
also [CFKS87, Thm. 2.5] and for explicit constants [HK90]) to obtain:
C1 ψ0(x
′
1, x2) ≤ ψ0(x1, x2) ≤ C2 ψ0(x′1, x2) (3.15)
for all x1, x′1 ∈ Λ1. Since the local Kato norms of U ∈ K(Rd) are uniformly bounded, the
constantsC1, C2 are independent of x2. Hence integration over x′1 ∈ Λ1 yields (3.14). 
We may now introduce an averaged potential U : Rd → R corresponding to U by
U(x2) :=
∫
Λ1
U(x1, x2)ψ0(x1, x2) dx1∫
Λ1
ψ0(x1, x2) dx1
(3.16)
which does not depend on x1 by construction.
Lemma 3.8. Assumptions P1 and P3 hold for U .
Proof. Both assertions follow from the bound |U(x2) ≤
(
C2/C1)
2
∫
Λ1
|U(x1, x2)| dx1,
which results from (3.16) and Proposition 3.7. 
RANDOM SURFACE POTENTIALS 15
By calculating the d-dimensional distributional Laplacian of ψ0 and using the fact that
Hper ψ0 = E0 ψ0, we reveal that
∆ψ0(x) =
∫
Λ1
∆ψ0(x1 + ξ, x2) d ξ
=
∫
Λ1
[
U(x1 + ξ, x2)− E0
]
ψ0(x1 + ξ, x2) d ξ
= U(x2)ψ0(x)− E0 ψ0(x). (3.17)
Hence Hper ψ0 = E0 ψ0, so that ψ0 is the positive ground state of Hper := −∆+U with
the same eigenvalue E0 as for Hper. Moreover, denoting by h0 the operator −∆ + U on
L2(S1) with periodic boundary conditions on ∂S1, the positivity and Zd1-periodicity of
ψ0 and (3.17) imply that E0 is the lowest eigenvalue of h0. We summarize our findings in
Proposition 3.9. One has E0 = inf specHper = inf spech0. Moreover, inf spech0 is a
(simple) eigenvalue of h0 with corresponding eigenfunction ψ0 ∈ L2(S1).
We may therefore apply Lemma 3.6 to obtain
E1
(
H
χ
per,L
)
− E0
(
H
χ
per,L
)
≥ π2 L−2 (3.18)
where χ is defined as in (3.8) with ψ0 replaced by ψ0. The proof of Theorem 3.5 is now
completed by using Proposition 3.7 and the comparison theorem for gaps of Schro¨dinger
operators [KS87, Thm. 1.4]. For its application we note that Hχper,L as well as H
χ
per,L may
be realized as Dirichlet forms. In particular, one has
E1
(
Hχper,L
)− E0(Hχper,L) = inf {∥∥∇ϕ∥∥2ψ0,L | ∥∥ϕ∥∥2ψ0,L :=∫
SL
|ϕ(x)|2ψ0(x)2dx = 1 and
∫
SL
ϕ(x)ψ0(x)
2dx = 0
}
(3.19)
where the infimum ranges over the domain of the Dirichlet form ‖∇ϕ‖2ψ0,L on the weighted
Hilbert spaceL2(SL, ψ20dx), and similarly forH
χ
per,L. Proposition 3.7 and [KS87, Thm. 1.4]
therefore yield
E1
(
Hχper,L
)− E0(Hχper,L) ≥
(
C1
C2
)2 [
E1
(
H
χ
per,L
)
− E0
(
H
χ
per,L
)]
(3.20)
which together with (3.18) finshes the proof of Theorem 3.5. 
3.3. Appendix: Parabolicity of the ground-state band. Our goal in this supplementary
subsection is to prove Theorem 3.4. Let ψ0 be the positive, L2(S1)-normalized ground
state function of h0 and introduce the subspace
Hθ :=
{
ϕ ∈ L2(S1, ψ20 dx) : For all j = 1, . . . , d1:
ϕ(x+ ej) = e
iθj ϕ(x) if both x and x+ ej belong to S1
} (3.21)
of the weighted Hilbert space L2(S1, ψ20 dx), which is equipped with the norm
‖ϕ‖θ :=
(∫
S1
|ϕ(x)|2 ψ0(x)2 dx
)1/2
. (3.22)
Similarly as in the fully periodic case [KS87, Eq. (2.3)] one can show that
E0(hθ)− E0(h0) = inf
{‖∇ϕ‖2θ | ‖ϕ‖θ = 1} . (3.23)
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Here the infimum is taken over all functions in domain {ϕ ∈ Hθ | ∇ϕ ∈ Hθ} of the
Dirichlet form in the right-hand side. As far as the upper bound in (3.7) is concerned, we
use ϕ(x) = exp(iθ · x1) as a variational function in (3.23) to obtain
E0(hθ)− E0(h0) ≤ |θ|2. (3.24)
For a proof of the lower bound in (3.7) we note that the gap of the reduced operator hθ ,
which corresponds to −∆+ U on L2(S1) with averaged potential (3.16) and θ-boundary
conditions on ∂S1, can be realized as a Dirichlet form similarly to (3.23). One only has
to replace ψ0 by ψ0 in the definition of Hθ . We may thus employ Proposition 3.7 and the
comparison theorem for gaps [KS87, Thm. 1.4] to estimate
E0(hθ)− E0(h0) ≥
(
C1
C2
)2 [
E0
(
hθ
)− E0(h0)] . (3.25)
By the separability of the eigenvalue equation for hθ one can compute explicitly E0
(
hθ
)−
E0
(
h0
)
= |θ|2, θ ∈ [−π, π[d1 , since |θ|2 is lowest eigenvalue of the Laplacian −∆ on
L2(Λ1) with θ-periodic boundary conditions on ∂Λ1. This completes the proof of Theo-
rem 3.4. 
4. PROOF OF LIFSHITS TAILS
The proof of Theorems 1.4 and 1.5 basically follows the lines of reasoning in [KS86,
Mez87, KW03]. We therefore try to be as brief as possible and only focus on the main
changes due to the surface nature of the random potential.
The main ingredient of our proof are bounds on the IDSS, which go back to [KM83a,
Sim85]. The lower bound employs the reduced-volume IDSS corresponding to Dirichlet
boundary conditions. The upper bound involves the reduced-volume IDSS correspond-
ing to HχSL(V ) on L
2(SL) with Mezincescu boundary conditions (3.8) on ∂SL. More
precisely, we take the positive ground state ψ0 of Hper for the definition of (3.8) and im-
pose boundary conditions (3.9) on functions in the domain of (1.1). Both reduced-volume
IDSS’s are further estimated along the line in [KM83b, KS86] to yield
Proposition 4.1. Let L ∈ N. Under assumptions B1 and B2.1-2., S1.1 and S2.1, we have
1
Ld1
P
{
E0
(
HDSL(V )
)
< E
} ≤ N(E) (4.1)
≤ 1
Ld1
N
(
Hχper,L, E
)
P
{
E0
(
HχSL(V )
)
< E
}
for all E < 0.
To obtain a lower respectively upper bound on the quantities in (4.1), we construct an
upper respectively lower bound on the lowest eigenvalue of HDSL respectively H
χ
SL
. For
this purpose we decompose the given Schro¨dinger operator
H(V ) = Hper + Vb +W (4.2)
into the periodic background operator (1.5), the non-negative bulk random potential Vb and
a non-negative alloy-type surface potential given by
W (x) :=
∑
j∈Zd1
ρj f(x1 − j, x2), ρj := qj − qmin (4.3)
RANDOM SURFACE POTENTIALS 17
4.1. Upper bound. The main ingredient herefore is Temple’s inequality. Its applicability
heavily relies on the lower bound (3.11) for the gap of the periodic background operator
Hχper,L.
Lemma 4.2. Let L ∈ N and assume there is some function 0 ≤WR ∈ L∞(ΛL) and some
Borel set F2 ⊂ Rd2 such that
W (x) ≥WR(x1) 1F2(x2), and sup
x1
WR(x1) ≤ Cper
3L2
(4.4)
where Cper is the constant in (3.11). Then there is some C > 0 such that
E0
(
HχSL(V )
) ≥ E0 + C
Ld1
∫
ΛL
WR(x1) dx1. (4.5)
Proof. By virtue of B2 and (4.4) the lowest eigenvalue of Hper + WR1F2 on L2(SL)
with Mezincescu boundary conditions on ∂SL is a lower bound on E0
(
HχSL(V )
)
. The
former may be lower bounded with the help of Temple’s inequality [RS78, Thm. XIII.5].
Choosing ψ0 ∈ L2(SL) as the variational function, where ψ0 is the L2(SL)-normalized
ground state of Hper, and using Hχper,Lψ0 = E0 ψ0, we obtain
E0
(
HχSL(V )
) ≥ E0 + 〈ψ0,WR 1F2 ψ0〉+
〈
WR1F2ψ0,WR 1F2 ψ0
〉
E1
(
Hper,L
)− E0 + 〈ψ0,WR 1F2 ψ0〉 (4.6)
provided the denominator is positive. But this follows from Theorem 3.5 and assump-
tion (4.4) which imply that the denominator is bounded from below by 2Cper/3L2. As-
sumption (4.4) also ensures that the numerator is bounded from above by 〈ψ0,WR1F2ψ0〉
Cper/3L
2 so that
E0
(
HχSL(V )
) ≥ E0 + 1
2Ld1
∫
SL
WR(x1) 1F2(x2)ψ0(x1, x2)
2dx1dx2. (4.7)
The proof is completed with the help of the lower bound in (3.14). 
In order to be able to apply the above lemma, we distinguish to cases:
Quantum case: Assumption S5 is valid.
Classical case: Assumption S5’ is valid.
In the quantum case we use the fact that there is a constant 0 < fu < 1 and two Borel sets
F1 ⊂ Λ1 and F2 ⊂ Rd2 such that f(x) ≥ fu1F1(x1)1F2(x2). Accordingly,
WR(x1) := fu
∑
j∈Zd1
min
{
ρj ,
Cper
4L2
}
1F1(x1 − j) (4.8)
satisfies (4.4). We may now proceed as in [KS86, Prop. 3] (see also [KW03, Lemma 4.4])
and estimate the integral in (4.5) in terms of fu, the Lebesgue measure of F1 and∑
|j|∞<
L
2
min
{
ρj ,
Cper
4L2
}
≥ Cper
4L2
#
{
|j|∞ < L
2
| ρj ≥ Cper
4L2
}
. (4.9)
Choosing L proportional to (E − E0)−1/2 with a suitable proportionality constant, the
probability in right-hand side of (4.1) is therefore estimated from above as follows
P
{
E0
(
HχSL(V )
)
< E
} ≤ P{#{|j|∞ < L
2
| ρj ≥ Cper
4L2
}
< Ld1
}
≤ exp [−CLd1] (4.10)
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where the last inequality stems from the fact that the set is a large deviation event. Rein-
serting the defining relation of L to E, we thus obtain an upper bound on N , which proves
one of the estimates constituting (1.10).
In the classical case we pick L = 1 and set
WR := fu
∑
|j|>R
min
{
ρj , 1
} 1
|x1 − j|α (4.11)
which satisfies (4.4) by taking R > 0 small enough. The integral in (4.5) is then estimated
by
∫
ΛL
WR(x1) dx1 ≥ CR−α
∑
R<|j|<2Rmin
{
ρj , 1
}
. Choosing Rα−d1 proportional to
E − E0 with a suitable proportionality constant we thus obtain
P
{
E0
(
HχSL(V )
)
< E
} ≤ P{R−d1 ∑
R<|j|<2R
min
{
ρj, 1
}
< c
}
≤ exp [−CRd1] . (4.12)
Here the last inequality uses the fact that we may choose c small, such that the last set is
a large deviation event. In total we thus have proved an upper bound on N , which proves
one of the estimates constituting (1.11).
4.2. Lower bound. The desired upper bound on the lowest eigenvalue of HDSL(V ) is ba-
sically a consequence of the Rayleigh-Ritz principle and some elementary estimates in
[KW03]. We summarize these inequalities as
Lemma 4.3. Let β := max
{
1, 2α−d1
}
. There are constants γ, c, C > 0 such that
E0
(
HDSL(V )
) ≤ E0 + ∑
|j|∞<Lβ
ρj +
C
Ld1
∫
ΛL,M
Vb(x) dx + e
−γM +
c
L2
(4.13)
for all L and M large enough.
Proof. We pick as the variational function the positive, Zd1 -periodic ground-state ψ0 of
Hper corresponding to E0 = inf specHper times a smooth cutoff in order to comply with
Dirichlet boundary conditions. Analogously as in [KW03, Lemma 5.1] the Rayleigh-Ritz
principle then yields the upper bound
E0
(
HDSL(V )
) ≤ E0 + C L−d1 ∫
SL
(
W (x) + Vb(x)
)
ψ0(x)
2dx + cL−2 (4.14)
where c, C > 0 are some constants. The L−2-term stems from localizing the function ψ0
to SL. Using the upper bound in (3.14), we estimate the integral
∫
SL
W (x)ψ0(x)
2dx ≤
C22
∫
SL
W (x)ψ0(x2)
2dx. Denoting f1(x1) :=
∫
Rd2
f(x1, x2)ψ0(x2)
2 dx2, we may fur-
ther estimate∫
SL
W (x)ψ0(x2)
2dx ≤ ‖f‖1
∑
|j|∞<Lβ
ρj + |qmin|
∑
|j|∞≥Lβ
∫
|x1|∞<L
f1(x1 − j)dx1. (4.15)
Assumption S5 or S5’ on f implies f1(x1) ≤ f0 |x1|−max{d1+2,α} such that the inequality
[KW03, Eq. (27)] bounds the second term on the right-hand side of (4.15) by a constant
times Ld1L−βmax{d1+2,α} ≤ Ld1L−2.
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To estimate the second part of the integral in (4.14) we employ the exponential bound
(2.6), which is valid for ψ0 since Theorem 2.2 covers the case Vs = Vb = 0 and L = ∞.
Picking a cuboid (2.18) with M large enough, we obtain∫
SL
Vb(x)ψ0(x)
2dx ≤ ‖ψ0‖2∞
∫
ΛL,M
Vb(x) dx + C
2
∫
SL\ΛL,M
Vb(x) e
−2γ|x2| dx. (4.16)
The last term yields the exponential term in (4.13), since Vb ∈ L1unif(Rd). 
We now pick M = 2γ lnL and L proportional to (E −E0)−1/2 and estimate the proba-
bility on the left-hand side in (4.1) with the help of Lemma 4.3. Choosing the proportion-
ality constant appropriately this yields
P
{
E0
(
HDSL(V )
)
< E
} ≥ P{ ∑
|j|∞<Lβ
ρj +
C
Ld1
∫
ΛL,M
Vb(x) dx <
2C
L2
}
≥ Ps
{
ρ0 ≤ C
n0L2+βd1
}n0Lβd1
Pb
{ 1
Ld1
∫
ΛL,M
Vb(x) dx ≤ 1
L2
}
≥
(
C
n0L2+βd1
)κsn0Lβd1 ( 1
L2
)κsLd1Md2
. (4.17)
Here the second inequality uses the independence of Vb and the random variables (ρj)j∈Zd1
and the fact that there is some constant n0 > 0 such that the number of lattice site j ∈ Zd1
with |j|∞ < Lβ can be bounded from above by n0Lβd1 . The third inequality rephrases
parts of assumptions B2 and S2. Inserting the defining relation of L to E and noting that
β ≥ 1, we have thus proved that
lim inf
E↓E0
ln |lnN(E)|
ln(E − E0) ≥ −
β d1
2
= −max
{
d1
2
,
d1
α− d1
}
(4.18)
which together with the lower bounds (4.10) and (4.12) completes the proof of Theorem 1.4
and 1.5. 
5. PROOF OF LOCALIZATION
Localisation for random surface potentials was proved by Boutel de Monvel and Stoll-
mann [BS03] under the assumptions S1-S4 and S6 with Ub = Vb ≡ 0. Moreover those
authors had to impose a further condition on P0, the distribution of the qi, namely:
P0([qmin, qmin + ε]) ≤ Cετ (5.1)
for ε > 0 and some τ > 0. Boutel de Monvel and Stollmann use (5.1) as an input for
their multiscale analysis. In fact, (5.1) allows them to do the initial scale estimate. Those
authors remark that a Lifshits tail estimate would allow them to drop assumption (5.1). In
this section we briefly explain how one can do the localization proof using the results of
the previous sections without assuming (5.1). Our multiscale analysis follows the lines of
[BS03, Sto01, KSS98a, KSS98b]. The reader is referred to those works for details. We
will mainly sketch a few differences.
It is customary to use (bounded) cubes [−L2 , L2 ]d as building blocks for multiscale anal-
ysis. However, to emphasize the underlying geometry of our problem, we suggest to use
strips SL := [−L2 , L2 ]d1 × Rd2 instead.
For simplicity, we suppose in what follows that the bulk random spectrum Vb vanishes.
With a little more effort one could handle the general case using the same technique.
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One of the key ingredients of multiscale analysis is a form of the Wegner estimate which
we prove as in [BdMS03].
Proposition 5.1. For E > 0 and ε > 0 we have
P
(
σ(HDSL) ∩ ]E − ε, E + ε[ = ∅
) ≤ CL2d1εµ. (5.2)
[Here the exponent µ was defined in S6 and the constant C may depend on E, but not on
L or ε.]
For a proof we refer to [BS03] and [Sto00]. Our Wegner estimate above has an up-
per bound of order L2d1 which suffices to prove Anderson localization. However, to prove
Ho¨lder continuity of the integrated density of surface states we would need a bound propor-
tional to Ld1 . We believe that such a bound can be done using more elaborated techniques
as in [CHN01, CHKN02, KS01] for example.
The second input to multiscale analysis is an initial scale estimate. To do the initial scale
estimate Boutel de Monvel and Stollmann use the additional assumption (5.1). We base
our initial scale estimate on the Lifshitz tails result of the previous chapter, thus avoiding
any additional assumption like (5.1).
Proposition 5.2. There exists E1 > E0, and L1 ∈ N and a constant C, such that
P
{
E0
(
HDSL(V )
)
< E
} ≤ Ld1e−C(E−E0)d1/4 (5.3)
for all L ≥ L1 and E ≤ E1 we have.
Proof. This follows directly from the lower bound in (4.1) together with the Lifshits asymp-
totics (1.10) in Theorem 1.4. 
The induction step of the multiscale analysis is done along the usual lines (see [BS03]
and [Sto01] for details).
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