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Abstract—The problem where a tropical cyclone intensifies
dramatically within a short period of time is known as rapid
intensification. This has been one of the major challenges for
tropical weather forecasting. Recurrent neural networks have
been promising for time series problems which makes them
appropriate for rapid intensification. In this paper, recurrent
neural networks are used to predict rapid intensification cases
of tropical cyclones from the South Pacific and South Indian
Ocean regions. A class imbalanced problem is encountered which
makes it very challenging to achieve promising performance. A
simple strategy was proposed to include more positive cases for
detection where the false positive rate was slightly improved.
The limitations of building an efficient system remains due
to the challenges of addressing the class imbalance problem
encountered for rapid intensification prediction. This motivates
further research in using innovative machine learning methods.
Index Terms—Cooperative neuro-evolution, recurrent neural
networks, back-propagation through time, rapid intensification,
tropical cyclones.
I. INTRODUCTION
Rapid Intensification (RI) occurs when a tropical cyclone
intensifies dramatically within a short period of time [1]. RI
remains as one of the major challenges in tropical weather
forecasting [2], [3], [4]. This challenge is partially due to lim-
ited understanding of the physical mechanisms in the change
in the wind intensity of tropical cyclones [2], [5]. It has been
reported that warm ocean temperatures and warm-ocean eddies
influence the RI of tropical cyclones [6], [7]. An assessment on
the relationship between sea surface temperature and cyclone
wind-intensity revealed no direct relationship in 50 % of the
cases studied [8]. A comprehensive review has been presented
with a focus on RI [4] that considered the relationship of
different types of cloud formations for cyclogenesis. Expert
systems that feature computational intelligence methods have
been deployed for automatic identification of weather systems
[9] and modelling [10], [11], hence, they form major motiva-
tion for tackling RI.
Neural networks are computational intelligence methods
that have gained recognition in application to time series
prediction [12], [13], [13], [14]. They have been involved
in cyclone prediction and modelling, however, they are not
as popular in weather prediction systems when compared
with statistical counterparts [15], [16], [10]. Although there
has not been a comprehensive study, the back-propagation
neural network has been applied for cyclone track prediction
[17]. Related techniques have also been used in the area of
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cyclogenesis to predict tropical disturbances that developed
into tropical storms [18].
Recurrent neural networks (RNNs) are dynamical systems,
which makes them suitable for modelling temporal sequences
[19]. Backpropagation-through-time (BPTT) which employs
gradient descent has been widely used for training RNNs [20],
[21], [22].
The forecast of the behaviour of cyclones is considered
extremely important for avoiding casualties and mitigating
damage to property [23], [24]. Cyclones behave differently
in different ocean basins, hence meteorological offices around
the world adapt to a combination of techniques to predict
several interrelated features that include tracks, intensity, and
accompanying rainfall [23], [25]. There has been a number
of cyclone track prediction methods and models developed
for various ocean basins [25]. Coevolutionary RNNs have
been applied for cyclone track and wind intensity prediction
problem for the South Pacific Ocean with promising results
[26], [27], which motivates their application to the problem of
RI.
There has been devastating impact in the countries that fall
in the path of rapidly intensifying tropical cyclones. There has
not been much work done to predict RI cases, which could
be very useful in cyclone disaster management systems. A
study of the factors that cause rapid intensification is also very
important in order to make a robust prediction. Recently, RI
was approached for modelling using coevolutionary recurrent
neural networks on assumption that RI cases have been pre-
viously detected [28].Modelling RI refers to the ability of the
prediction model to precisely give the value for intensification,
i.e. by how many knots will the cyclone intensify in next
24 hours. Although there exists a number of challenges for
modelling, however, detection is the most challenging as the
number of cases are very small when compared to the entire
dataset of cyclones that occurred in the particular region. This
issue will be highlighted in this study and the challenges of
detection will be given.
In this paper, an assessment is presented for the duration of
the cyclones, the number of RI cases and relationship of the
duration with the number of RI cases for the South Pacific and
the South Indian Ocean regions. Recurrent neural networks are
trained using back-propagation-through-time [20] to predict
the occurrence of RI.
The rest of the paper is organised as follows. Section 2
gives a background of cyclones and RNNs. In Section 3, the
proposed framework is presented, while Section 4 presents the
experiments and results. Section 5 concludes the paper with
the discussion of future work.
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2II. MYTHOLOGY: RECURRENT NEURAL NETWORKS FOR
RAPID INTENSIFICATION
A. Background
Neural networks used for time series prediction are mainly
characterized into feedforward and recurrent architectures
[29]. Feedforward networks have one or more hidden layers
that propagate information to the output layer. In contrast to
feedforward networks, RNNs are dynamical systems whose
next state and output depends on the current network state
and input; this makes them suitable for modelling temporal
sequences. The Elman RNN is a popular and efficient archi-
tecture that employs context units to store the output of the
state neurons from the computation of the previous time steps
[19]. Each layer contains neurons that propagate activation
from one layer to the next by computing a transfer function
of their weighted sum of inputs. The context layer is used
for computation of present states as they contain information
about the previous states as shown in Figure ?? which is
designed for the RI problem. The goal of the context layer
is a mechanism to transfer information from the previous time
step to the future step when presented with data from the
present time step. The dynamics of the change of hidden state
neuron activation’s in Elman RNN is given by Equation (1).
yi(t) = f
 K∑
k=1
vik yk(t− 1) +
J∑
j=1
wij xj(t− 1)
 (1)
where yk(t) and xj(t) represent the output of the context state
neuron and input neurons, respectively. vik and wij represent
their corresponding weights; i represents the number of input
neurons while j and k represents the number of hidden and
context layer neurons, respectively. f(.) is a sigmoid transfer
function. Time (t) refers to each data point of the time series
sample used for prediction.
Neural networks learn by training on data using an al-
gorithm that modifies the weights as directed by a learning
objective for a particular application. The dataset is usually
divided into a training set and a testing set. The goal of
learning is to find the set of weights of the neural network
on the given training data in order to achieve maximum
performance on unseen data. This is done by adjusting the
weights in the network according to a learning rule until a
certain criterion is met, which is usually expressed in terms
of the network output error or cost function.
B. Proposed methodology
Rapid intensification is defined by an increase in wind
intensity by 30 knots within 24 hours [30]. A system is needed
that can detect and predict the occurrence of RI in the next
24 hours. We use the RNN to predict the occurrence of RI
from past cases. This can be viewed as a boolean classification
problem where a decision is made (positive or negative).
An overview of the RNN with the training data and the
respective training algorithms is given in Figure 1.
The cyclones used in this study are taken from the South
Pacific and South Indian Ocean region [31]. The dataset con-
tains times series information about the wind intensity, month,
and track information in terms of longitude and latitude. The
wind intensity for each cyclone is first analysed by a simple
rule where a change within 24 hours is monitored for every
point in the time series. If the wind intensity is greater than
or equal to 30 knots within 24 hours, then the case is marked
as positive, otherwise, it is negative. Note that each data point
in the time series represents cyclone behavior taken at every
six hours for regular intervals. Therefore, 30 hours of data is
used for prediction.
The detection of RI is implemented using the following
strategies. In Strategy I, all the positive cases are captured with
RI greater than or equal to 30 knots and negative otherwise.
Strategy II considers positive cases with RI greater than or
equal to 10 knots and negative otherwise.
Table I shows that the number of positive cases of RI is a
small portion when compared to negative cases, hence this is
a class imbalance problem [32].
TABLE I
DETECTION OF RAPID INTENSIFICATION
Region Dataset No. Positive No. Negative Total
South Pacific Training Set 155 4798 4953
Testing Set 7 2002 2009
South Indian Training Set 190 6887 7077
Testing Set 70 6676 6746
RNNs can be trained with the principle of the delta learning
rule. The general idea behind the delta learning rule is to
use gradient descent to search the hypothesis space of the
weight vectors and find the weights that best fit the set of
training examples. Gradient descent is one of the most widely
used RNN training in the implementation as backpropagation-
through-time (BPTT) [20].
Alg. 1 BPTT for Training Elman RNNs
Initialise the RNN weights with small random numbers in range
[-0.5, 0.5]
for each Epoch until termination do
for each Sample do
for n Time-Steps do
Forward Propagate
end for
for n Time-Steps do
i) Backpropagate Errors using Gradient Descent
ii) Weight update
end for
end for
end for
The BPTT algorithm unfolds a recurrent neural network in
time into a deep multilayer feedforward network and employs
the error backpropagation for weight update as shown in
Algorithm 12. When unfolded in time, the network has the
same behaviour as a recurrent neural network for a finite
number of time steps.
III. ANALYSES, EXPERIMENTS AND RESULTS
This section presents analyses, experiments and results
using RNNs for prediction RI cases in tropical cyclones. The
3Fig. 1. Backpropagation through-time used for training Elman RNN on the RI cases from the time series data.
Smart Bilo: computational intelligence framework implemen-
tation of BPTT for RNN is used for the respective experiments
[33].
A. Cyclone Dataset Analyses
The Southern Hemisphere tropical cyclone best-track data
from Joint Typhoon Warning Center recorded every 6-hours
is used as the main source of data [31]. We consider only the
austral summer tropical cyclone season (November to April)
from 1980 to 2013 data in the current study as data prior to the
satellite era is not reliable due to inconsistencies and missing
values. The South Indian basin domain is taken to be from 0-
30◦S, 30◦E-130◦E and South Pacific domain is from 0-30◦S,
130◦E-130◦W.
The original data of tropical cyclone wind intensity in the
South Pacific [31] was divided into training and testing set as
follows:
• Training Set: Cyclones from 1985 - 2005 (219 Cyclones)
• Testing Set: Cyclones from 2006 - 2013 (71 Cyclones)
In the case for South Indian Ocean [31], the details are as
follows:
• Training Set: Cyclones from 1985 - 2001 ( 285 Cyclones)
• Testing Set: Cyclones from 2002 - 2013 ( 190 Cyclones
)
Figures 2 and 3 show the details of the duration of each
cyclone in the training and test dataset for different cyclones
given by their identification number (ID) on the x-axis. Note
that each point of duration in the y-axis represents 6 hours.
The second y-axis in the histogram
shows the number of cases of RI for each of the correspond-
ing cyclones. These figures show the relationship between the
number of cases of RI with their duration given by a number
of hours. It is observed that in several cases,
the number of cases of RI does not directly relate to the
duration of the cyclone. For instance, as shown in Figure 6 (b),
Cyclone ID 20 has cyclone duration of about 50 × 6 hours.
It contains about 6 cases of intensification whereas Cyclone
ID 5 has a duration of 30 × 6 hours, which contains about 9
cases.
The number of RI cases in the South Indian Ocean is more
than the South Pacific for both the training and testing dataset.
This is due to the fact that the number of cyclones in the South
Indian Ocean is more than the South Pacific.
B. Detection of Rapid Intensification
The detection problem can be viewed as a classification
problem that involves time series as input and a decision by
the RNN whether it is a case of RI. The RNN is defined with
the topology where 1 neuron is used in the input layer and 1
in the output layer. The RNN unfolds for k time steps which
are fixed at 5, this corresponds to the data points captured in
30 hours.
The extracted dataset is composed of positive and negative
cases of RI in the training and test set as shown in Table I. The
results for the detection (positive and negative cases) of RI in
the South Pacific and South Indian Ocean region are given
in Table II. Note that the results are given for two different
strategies (Strategy I and II) which use 5 and 10 hidden
neurons, respectively. In Strategy I, the distinction between
positive and negative cases are made when rapid intensification
is by 30 knows. This results in a highly unbalanced datasets
which makes detection of true positives very difficult. Hence,
Strategy II is used where the distinction between positive
and negative cases is when rapid intensification is by 10
knots. In Strategy II, we achieve a bit poorer generalisation
performance when compared to Strategy I, however, there is
better detection of rapid intensification cases as shown by rate
of true positives in Tables III - VI. These tables report the best
result from the 30 experimental runs. The receiver operating
characteristic (ROC) further describes the behaviour of the
RNN detection system for Strategy II from best experimental
run given in Figure 4. We note that the results show that the
RI problem is very challenging and there is a need to improve
the performance for detection of true positives with innovative
strategies in learning unbalanced data sets.
TABLE II
DETECTION OF RI
Problem Strategy Percentage (Test)
South Indian I 97.390 ± 0.008
South Indian II 81.736 ± 0.219
South Pacific I 97.214 ± 0.013
South Pacific II 79.779 ± 0.169
C. Discussion
After extraction of the cases for RI, it was determined that
the detection problem features a class imbalanced problem that
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Fig. 2. South Pacific: Number of RI cases and duration of each cyclone over the cyclone identification number (ID). Each point of cyclone duration in
y-axis represents 6 hours. Note that for certain cyclones, there are no cases of RI.
TABLE III
STRATEGY I CONFUSION MATRIX FOR SOUTH PACIFIC
Predicted
Positive Negative Total
Actual Positive 0 7 7Negative 2 1999 2001
Total 2 2006 2008
TABLE IV
STRATEGY I CONFUSION MATRIX FOR INDIAN OCEAN
Predicted
Positive Negative Total
Actual Positive 0 70 70Negative 7 6669 6676
Total 7 6739 6746
TABLE V
STRATEGY II CONFUSION MATRIX FOR SOUTH PACIFIC
Predicted
Positive Negative Total
Actual Positive 50 308 358Negative 66 1452 1518
Total 116 1760 1876
TABLE VI
STRATEGY II CONFUSION MATRIX FOR INDIAN OCEAN
Predicted
Positive Negative Total
Actual Positive 381 837 1218Negative 316 4835 5151
Total 697 5672 6369
featured more than 98 % negative cases when RI of 30 knots
was considered as Strategy I. Hence, Strategy II gathered more
positive cases where RI of more than 10 knots was considered
as positive. This lead to the RNN with more true positive cases
when compared to Strategy I. However, the quality of detection
becomes an issue when the difference between negative and
positive cases is lowered from 30 to 10 knots.
Furthermore, BPTT has shown that the track of the cyclone
is an important factor for modelling RI. The track information
makes modelling RI a multi-variate time series problem. The
comparison of the RNN performance with some of the promi-
nent backpropagation algorithms from the literature shows that
it is promising for the modelling phase. The experiments only
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Fig. 3. South Indian Ocean: Number of RI cases and duration of each cyclone over the cyclone identification number (ID). Each point of cyclone duration
in y-axis represents 6 hours. Note that for certain cyclones, there are no cases of RI.
considered 5 data points which are taken every 6 hours and
spans for 30 hours. Better convergence could be obtained when
more data points are available, i.e if cyclone readings are taken
every 2 or 3 hours. Therefore, the proposed approach has faced
the challenge of performing when given with limited data.
IV. CONCLUSIONS AND FUTURE WORK
This study first presented an analyses of RI cases in the
South Pacific and South Indian Ocean region over the last three
decades where it was shown that the number cases does not
depend on the duration of the cyclone. The extraction of rapid
intensification for the detection stage reported a class imbal-
anced problem that led to high rate of false positives. A simple
strategy was proposed to include more positive cases for
detection where the false positive rate was slightly improved.
The limitations of building an efficient system remains due
to the challenges of addressing the class imbalance problem
encountered for rapid intensification prediction. This motivates
further research in using innovative machine learning methods.
The prediction system could be improved further when
more data is available. In addition, other factors such as
the sea surface temperature, humidity and pressure levels
could be incorporated to check if they contribute towards
RI. These could further help in challenges to deal with the
class imbalanced problem in the detection stage. Although
RNNs were primarily used as the main model for detection,
there is further scope for other learning algorithms. Further
improvements for the detection stage could consider the use
of ensemble methods such as bagging and boosting.
In future work, the proposed system can be used for
cyclones and hurricanes in the rest of the regions such as the
Atlantic Ocean. Machine learning paradigms such as transfer
learning and multi-task learning could be used for improve-
ment as a wide range of cyclone data from different regions
are available that have distinct features in terms cyclone
category, duration and decade or year of occurrence. Real-time
implementation can be deployed through cloud computing
infrastructure for computation and web services for mobile
applications for disaster management.
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