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Abstract 
In Computable Analysis each computable function is continuous and computably invariant, i.e. 
it maps computable points to computable points. On the other hand, discontinuity is a sufficient 
condition for non-computability, but a discontinuous fknction might still be computably invariant. 
We investigate algebraic conditions which guarantee that a discontinuous tknction is sufficiently 
discontinuous and sufficiently effective such that it is not computably invariant. Our main theorem 
generalizes the First Main Theorem of Pour-El and Richards (cf. [20]). We apply our theorem to 
prove that several set-valued operators are not computably invariant. @ 1999-Elsevier Science 
B.V. All rights reserved 
Keywords: Computability and non-computability in analysis; Continuity 
I. Introduction 
In the model of computability of Computable Analysis, as introduced by Grzegorczyk 
and Lacombe (cf. [8,17]) and further developed by Pour-El and Richards, Friedman 
and Ko, Kreitz and Weihrauch and others (cf. [ 10,20,27]) each computable function is 
continuous. Consequently, a lot of operations fail to be computable, simply because they 
are discontinuous. For instance, the operator’ of differentiation d : C %[O, l] -+ W[O, 11, 
f H f’ is discontinuous w.r.t. the usual topology of uniform convergence on %[O, I] 
and hence non-computable, i.e. there is no uniform algorithm which, given a program 
of a continuously differentiable function f as input, computes a program of f’. In this 
case it makes sense to ask, whether at least f’ is computable for each computable and 
continuously differentiable f. A negative answer to this question has been given by 
Myhill (cf. [18]). 
Let us formalize this situation. Suppose, X, Y are topological spaces with reasonable 
computability structures. We will call an operator F : LX --+ Y computably invariunt, 
if and only if F maps the subset X, 2 X of computable points to the subset Y, & Y 
* E-mail: vasco.brattka@fernuni-hagen.de. 
’ We use the notation F : C X -+ Y for partial functions with domain dam(F) GX. 
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of computable points, i.e. F(X,) C Y,. We can immediately conclude the following 
implications: 
F continuous -+ F computable + F computably invariant. 
Now, the question arises, how continuity and computable invariance are related. On 
the one hand, a constant function f : [w --t R with a non-computable value shows that 
continuity does not imply computable invariance. On the other hand, the characteristic 
function f : R -+ (0, 1) of a non-trivial subset A 2 R shows that computable invariance 
does not imply continuity. 
Nevertheless, in almost all natural cases it appears that non-computable operators are 
also discontinuous and not computably invariant. Typically, it is very easy to prove 
that an operator is discontinuous and hence non-computable, but it is more complicated 
to prove that it is not computably invariant. The classical example of the operator of 
differentiation illustrates this situation. 
In this paper we will show that an operator which is sufficiently discontinuous and 
sufficiently effective in a certain sense is not computably invariant. In Section 2 we 
will express this sufficient condition for computable non-invariance in the following 
way: 
C <F + F is not computably invariant, 
where C is a certain discontinuous operator and < is a computable reducibility for 
functions. More precisely, C : NN 4 N’ is defined by 
C(p)(n) := 1 else I 0 if (X)p(k)=n + 1, 
for all p E NN, n E N, i.e. C is the operator which translates an enumeration p of a set 
A 2 N into a characteristic function of A. 2 So, on the one hand the topological part of 
the reduction C <F implies that F is at least as discontinuous as C and on the other 
hand the computable part of the reduction C <F implies that F is sufficiently effective 
such that it can be used to translate enumerations into characteristic functions. 
We claim, that in almost all non-trivial natural situations, where it can be shown 
that an operator F is not computably invariant, the proof implicitly contains a proof 
of C <F. For instance, this is the case with Myhill’s proof of the computable non- 
invariance of the operator of differentiation d, i.e. implicitly C <d is proved. Hence, 
the situation resembles the situation in classical recursion theory, where by many-one 
reduction K <,,, A of the self-applicability problem K the non-recursiveness of a large 
class of natural sets A C_ N can be shown. In classical recursion theory this method fails 
for simple sets, in our case the constant function with non-computable value is an easy 
*The operator C, reducibilities < and corresponding hierarchies have been investigated for different 
purposes in [9, 19,22,24,25]. In [l] we have shown that C is complete w.r.t. to a topological version of 
< in the class of F,-measurable functions in Baire’s space N”. 
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example of a function for which our method of proving computable non-invariance 
fails. 
The main theorem of this paper in Section 3 is concerned with algebraic properties 
of operators F in metric spaces which are sufficient to conclude C 6 F. A special case 
of our properties is given by the First Main Theorem of Pour-El and Richards (cf. [20]) 
which deals with closed linear operators on Banach spaces. In Section 4 we prove that 
the assumptions of this theorem also guarantee C <F. Especially, this gives a partial 
answer to the open problem no. 7 of Pour-El and Richards (cf. [20]). 
The necessity to have a theorem that implies C <F for a larger class than closed 
linear operators F in Banach spaces lies in the fact that many interesting operations 
are not of this type. In Section 5 we will illustrate this with operators on the space 
x([w) of non-empty compact subsets of the real line. For instance, it is easy to see that 
the boundary operator 8 : 2 X( 53’) ---f X( R),A H A4 is discontinuous w.r.t. to the usual 
topology induced by the Hausdorff metric on xx(R), i.e. it is also non-computable. 
Furthermore, with the help of our main theorem one can easily prove that 8 is not 
computably invariant, i.e. there is a recursive compact sets A C [w with a non-recursive 
boundary &4. In Section 5 we prove that several other set-valued operators are not 
computably invariant. 
2. Preliminaries 
In this section we will define some basic notions. First, we need computable metric 
spaces (cf. [26,4]). 
Definition 2.1 (Computable metric space). (X, d, a) is called computable metric space 
if and only if 
(1) d:XxX-tR is ametric onX, 
(2) a : N AX is a function such that range(a) is dense in X, 
(3) do (a x a) : N2 t R is computable. 
Especially, each computable metric space is separable. Sometimes, we will say by 
abuse of notation that X (or (X,d)) is a computable metric space if CL and d (or K) 
is fixed or out of consideration. One can precisely define computable operations and 
computable points in computable metric spaces via Cauchy representations (cf. [26,27]) 
or equivalently recursive operations and recursive points via recursion operators (cf. 
[3,4]). We will omit these definitions and refer the reader to the references. As a further 
notion we will need computable Banach spaces which additionally have computable 
vector space operations. 
Definition 2.2 (Computable Banach space). (X, I( I(, +, .,a) is called computable Ba- 
nach space if and only if 
(1) I] ~]:X-+lRisanormonX, 
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(2) (X,d,a) is a computable complete metric space, where d(x, y) := 11x - y]] for all 
X,YEX, 
(3) (X, +, -) is a computable vector space over [w, i.e. the vector space operations 
+ :XxX-+X and .: [w xX--+X are computable. 
For short, we will say that X or (X, 11 11, +, .) . IS a computable Banach space. Addi- 
tionally, we need computable groups which will be defined only for metric spaces. 
Definition 2.3 (Cmzputuble group). Let X be a computable metric space. Then (X, +) 
is called computable group if and only if 
(1) (X, +) is a group, 
(2) the addition + : X x X +X, (x, y) H x + y is computable, 
(3) the inverse mapping - : X -+X,x H -x is computable. 
Now we will define the central notion of this paper: 
Definition 2.4 (Computable invariance). Let X, Y be computable metric spaces and let 
XC C X and Y, C Y be the subsets of computable elements. Then f : c X -+ Y is called 
computably invariant if and only if f (XC) & Y,. 
Now, we can define several reducibilities for functions. These reducibilities have 
been already considered in other investigations (cf. [l, 19,22,24,25]). For the rest of 
this section let X, Y, U, V be computable metric spaces and let f : &X -+ Y, g : G U + V 
be mappings. 
Definition 2.5 (Reducibility). Let 
(1) f < 1 g : ti (3 computable A,B)(Vx E dom( f)) f(x) = BgA(x), 
(2) f < 2 g : H (3 computable A, B)(Vx E dom( f )) f(x) = B(x, gA(x)), 
where A:cX+U and B:cVAY (B:cXx V + Y respectively) denote functions. 
One could also consider a more general Turing reducibility for functions, defmed by 
f < T g : w f is {g}-recursive, 
where f is called {g} -recursive if and only if it can be generated from some basic 
operations extended by g with the help of finitely many applications of the recursion 
operators (cf. [3,4]). But Turing reducibility is out of the scope of this paper. 
One easy basic observation for this paper is that computable invariance is preserved 
by reducibility from the right to the left. 
Lemma 2.6 (Reducibility and computable invariance). For i E { 1,2} 
f <i g and g computably invariant + f computably invariant. 
Proof. Follows immediately, since computable functions are computably invariant. 0 
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As a consequence we can express our sufficient condition for computable non- 
invariance with help of the operator C : N N --t IV”, defined in the introduction. For 
that, we consider Baire’s space N” as a computable metric space in the usual way 
(cf. [26]). 
Lemma 2.7 (Sufficient condition for computable non-invariance). For i E { 1,2} 
C <i f + f not computably invariant. 
Proof. We only have to show that C is not computably invariant. But this follows 
immediately, since there is a computable p E N” such that K={n:@k)p(k)=n + 1) 
for some recursively enumerable but non-recursive set K 5 N. Thus, C(p) is the char- 
acteristic function of K and hence non-computable. 0 
3. Computable transformation spaces 
In this section we will provide an algebraic condition for functions f in computable 
metric spaces with an additional algebraic structure that is sufficient for the reduc- 
tion C di f. Intuitively, such a reduction means that we can use f to translate an 
enumeration p of a subset A C N into a characteristic function C(p) of A. 
The idea is to encode the “characteristic value” of each n E N, which describes 
whether n E A or not, by the help of a point of discontinuity x, of f. For that, a 
sequence (xi)iE~ which converges effectively to x, such that the sets {f (xn) :n E N} 
and {f (xm)} are sufficiently separated, will be used. To n we will associate 5, := Xk 
if k is the first value with p(k) = n + 1 and if no such position k exists, <,, :=x,. Our 
algebraic structure will guarantee that there exists a suitable point of discontinuity for 
each n and it will allow to combine the corresponding values 5, to one point x := C li. 
The algebraic structure will be given by the following definitions. 
We will use some technical notations: for each function T : CX x N -+ Y we will 
write for short T,(x):=T(x,n) for all xEX,nEN. If +:CXxX-+X is an 
operation and (~,)~e+, a sequence in X then we will write ‘&xi for the iterated 
operation (. ..(((Xj + Xj+l) + Xj+z) + Xj+j)... + Xk) with kaj. If there is a neutral 
element 0 w.r.t. + and k < j then we define cfzjjxi := 0. We will use the abbrevia- 
tion Crj xj := limn__ Cyzj xi. Correspondingly, we use n as notation for a second 
iterated operation . : c X x X +X. 
Definition 3.1 (Transformation space). A tuple (X,d, +, T,D) is called computable 
transformation space if and only if 
(1) (X, d) is a computable complete metric space, 
(2) +: 2X xX+X is a computable operation, 
(3) T: C X x N -+X is a computable operation, 
(4) sn := c%, Ti(xi) exists for each n E N and d(s,,sk)<2-k for all n>k and both 
for each sequence (xi)i E N in D CX. 
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The next definition introduces homomorphisms of transformation spaces. If f is a 
discontinuous function between transformation spaces, then the homomorphism prop- 
erty will guarantee the existence of sufficiently many points of discontinuity and it 
guarantees that f is algebraically well-behaved in a certain sense. 
Definition 3.2 (Homomorphism of transformation spaces). Let 3=(X, dx, ., T, Dx), 
??I = (Y, dy, +, S, Dy ) be computable transformation spaces. Then f : C X --) Y is called 
a homomorphism of !E to % if and only if nrO Ti(xi) E dom( f) and 
f zzzS,f (xi) 
for all sequences (x,)+N in Dx, such that (f (x,)),EN is a sequence in Dr. 
The previous definition can be generalized to k-ary functions f straightforwardly. 
The following definition describes a property of transformation spaces that will allow 
to retrieve the characteristic function C(p) from the value C Si f (xi) = f (n Ti(xi)). 
We will distinguish two cases. By B(x, E) := {y EX : d(x, y) <E} we denote the open 
balls, by B(x, E) the corresponding closed balls in metric spaces (X, d). 
Definition 3.3 (Reversible transformation spaces). Let % = (X, d, +, T,D) be a com- 
putable transformation space, let DO, D1 C: D with DO rl D1 = 0 and let x E D, 6 2 E > 0. 
(1) 
(2) 
(3) 
X is called reversible w.r.t. {Do,Dl} if and only if there is a computable test 
function z : GX x N + N such that 
for all sequences (Xi)i E N in DO U D1 and n, k E N with it = k. 
% is called strongly reversible w.r.t. {Do,D1} if and only if there is a com- 
putable test function z : 2X x N ---f N such that condition (*) holds for all se- 
quences (Xi)icN in DoUDl,nEN and k=O. 
X is called (strongly) reversible in (x, E, 6) if and only if 3 is (strongly) reversible 
w.r.t. {B(x, E),D \ B(x, 6)). 
In the case of reversibility one can think of crk Ti(xi) as a “stack memory” which 
allows to find the i with x, E Di only for the top element x, with n = k while in the 
case of strong reversibility x2, Ti(xi) behaves like a “random access memory” which 
allows to find the i with xn E Di for all n. 
The following theorem shows that a homomorphism of suitable transformation spaces 
together with a suitable sequence (x,)~~N which converges effectively to a point of 
discontinuity xoo of f, fulfills C <i f. 
Theorem 3.4 (Computable non-invariance of homomorphisms). Let 37 =(X, dx, ., T, 
Dx), 94 = (Y, dy, t, S, Dy ) be computable transformation spaces with a homomorphism 
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f : CX + Y. Let (x,),,~N be a computable sequence in Dx and let Do,Dl 2 Dy be 
such that 
(a) dx(x,,xk) <2-k for all n>k and x, := lim,,,x, E Dx, 
(b) f(x,,)EDO for all nEN and f(xW)ED1. 
Then the following holds: 
(1) If Y is strongly reversible w.r. t. {Do,Dl}, then C 6 1 f. 
(2) If Y is reversible w.r. t. {Do,Dl}, (Y,+) is a computable group, ( f(xn))nEN is a 
computable sequence, and f (x,) a computable point in Y, then C ~2 f. 
In both cases f is not computably invariant. Moreover, there exists a computable 
x EX, depending only on SF and (x,),,~N such that f(x) E Y is non-computable. 
Proof. Since X is complete x, exists. Define t : NN x N +X by 
if k = min{m : p(m) = n + 1) exists 
else 
for all pE NN and nE N. Since (x~)~~N is a computable sequence and dX(xk,x,)<2-k 
for all k E N, 5 is computable. Since % is a computable transformation space and 
(<n(P)kN is a sequence in Dx for all PE NN, s : N” x N -+X, defined by sn(p):= 
nF=, T&(p) exists for all p E N”, nEN and dx(s,(p),sk(p))<2-k for all n>k. 
Since T, 5,. are computable, s is computable and hence A : NN +X defined by 
A(P) := J@wdp)=L~o 6&(p) 
for all p E N” is computable too. By (b) (f (xn))nEN is a sequence in Dy and 
f(xco)ED~, thus (ftn(p)h is a sequence in Dy for all p E N” too. Since f 
is a homomorphism A(p) E dom( f) for all p E N”. 
(1) Let Y be strongly reversible w.r.t. {Do,Dl} and let r : C Y x FV --t N be the corre- 
sponding computable test function. Define B : C Y + N’ by B(y)(n) := z(y, n) for 
all y E Y and n E IV. Then B is computable and since f is a homomorphism we 
obtain 
BfA(pM) = ~(fA(p),n) 
=zn (f (!JEti(P)) 
=zri ( gsiftiCP)) 
= 0 iffUp)EDo 
1 1 if IMP> E Dl 
= 0 if (3k)bz(p)=xk 
1 if L(P) =x, 
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=C 0 if (3k)p(k) = n + 1 1 else 
= C(p)(n) 
for all pE N”, nEN, i.e. Cdrf. 
(2) Now, let g be reversible w.r.t. {Ds,D1} and let T : C Y x N --) FV be the cor- 
responding computable test function. Furthermore, let (Y, +) be a computable 
group, and let ( ~(x,)&QJ, f(~~) be computable. Define B : c N” x Y -+ kJ”, 
u:~N”xYxN-+Yrecursivelyby 
( n-1 &P, y)(n) := zn Y - c Gh(P, VI i=O > 
{ 
fCX$[p(k) = i+ll) 
ui(P2Y):= fcxool 
if B(P, v)(i) = 0, 
else 
for all p E N”, y E Y, n,i E N. Since (Y, +) is a computable group, (~(x~)))~~N, 
f(x,) are computable and r, S are computable, B, u are computable too. 
Inductively, one can prove that B(p, fA( p))(i) = 0 implies the existence of 
@[p(k)=i + l] for all iE N and hence (p,fA(p))Edom(B) for all PEN”. 
Furthermore, by induction one cm show ui(p, fA(p)) = fci(p) for all p E N” 
and iE N. 
Since f is a homomorphism and (Y, +) is a group 
n-1 
= g Sifti( 
i=n 
for all p E N N and n E kJ. Correspondingly to (1) we obtain 
n-l 
B(P,_/-~P))(~) = G fA(P) - zs si”i(P7fA(P)) 
> 
=rn ( gsifti(P)) 
= C(P)@) 
for all pE N”, nEN, i.e. C<2 f, 
Now, there is a computable sequence p E N” which enumerates a non-recursive set, 
i.e. C(p) is non-computable. Since the definition of A does depend only on ?E and 
(&)nW, the same holds for x := A(p). Since A is computable, x is computable too. 
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Since C(p) = BfA( p) (C(p) = B( p, f_4( p)) respectively) is non-computable, and B is 
computable, f(x) = f_4( p) must be non-computable. 0 
From the proof one recognizes that in case (2) the computability of the group 
(Y, +) and the computability of the sequence ( ~(x,))~~N is needed to access the “stack 
memory” C Sifti. Obviously, the theorem can be generalized to k-ary functions f. 
4. Computable Banach spaces 
In this section we will show that for each Banach space there is an induced reversible 
transformation space structure. Each closed and linear operator is a homomorphism of 
transformation spaces. Last not least, we will prove that the presumptions of the First 
Main Theorem of Pour-El and Richards (cf. [20]) imply the presumptions of our Main 
Theorem 3.4 and hence C <z f. Thus, our theorem of Section 3 is a generalization of 
the non-trivial direction of the First Main Theorem. 
Lemma 4.1 (Induced transformation space). Let (X, I( 11, +, .) be a computable Bunach 
space. Then !E=(X,~~X-~~~,+,~-“-~ .x,3(0,1)) is a computable transformation space 
which is reversible in (0, i, 5). 
Proof. For each sequence (x,)~~N in B(O, 1) yn := cb, 4-‘-‘xi exists and for all n > k 
llyn - _V/(jJ = /[ i$14-iP’Xi~~ <4-k-1 <2-k. 
Hence X is a computable transformation space. Now, define r : gX x N --t N by 
i 
0 if llxll< ;4++l, 
r,(x):= 1 if llxjl> +4-“-i, 
t else 
for all i EX, n E N. Obviously, r is computable. Since 
Iliz 4-“Xil/ Gizl 4-‘-l = y, 
we obtain for each sequences (x,)~~N in {n : I/XII <b} u {x : s <[lx/l < 1) and n E N 
Hence z is a computable test function for 5? and X is reversible w.r.t. (B(0, $B(O, l)\ 
B(O, $)}, i.e. !K is reversible in (0, i, 6). 0 
The transformation space introduced in this lemma will be called the induced trans- 
formation space of the Banach space X. Especially, 9 := ([w, Ix - yl,4-“-1x, [-1, 11) is 
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a computable transformation space which is reversible in (0, i, 2). It is easy to see that 
each closed linear operator in Banach spaces is a homomorphism of the corresponding 
induced transformation spaces. 
Lemma 4.2 (Induced homomorphism). Let X, Y be computable Banach spaces with 
induced computable transformation spaces %‘, Y. If f : G X + Y is a closed linear 
operator, then f is a homomorphism of 55” to Y. 
Proof. Let (x,)~~N be a sequence with (Ix~(] < 1 and \\f(x,)II <1 for all nE N. Since 
f is linear, f (44’-‘xi) =qPiel f (xi) for all i E N. Since X’, Y are computable trans- 
formation spaces, CFs 4-i-1xi, as well as Cr, 4-‘-l f (xi) exist. Since f is closed, 
Cr, 4-‘-‘xi E dom( f) and 
f ( z4-i-1X,) =E 4-‘-l f (xi) 
i=O 
follows. Thus, f is a homomorphism of X to Y. 0 
Now we will prove that our Theorem 3.4 is a generalization of the non-trivial di- 
rection of the First Main Theorem of Pour-El and Richards (cf. [20]). Especially, the 
presumptions of the First Main Theorem do even imply C < 2 f. 
Theorem 4.3 (Computable non-invariance of unbounded linear operators). Let X, Y 
be computable Banach spaces and let f : LX 4 Y be a closed linear and unbounded 
operator. Let (e,)neN be a computable sequence in dam(f) whose linear span is 
dense in X and let (f (e,))nEN be computable in Y. Then C <2 f. Especially, f is 
not computably invariant. 
Proof. Let !X‘, Y be the computable transformation spaces induced by X, Y. Since f is 
closed and linear, f is a homomorphism of X to Y. It is easy to see, that (Y, +) is 
a computable group since Y is a computable Banach space. To apply Theorem 3.4 
it remains to construct a suitable sequence (x,),,~N. 
This can be done correspondingly to the proof of the First Main Theorem in [20]: 
since the linear span of (e,),,cN is dense in X and f : 2X 4 Y is closed and un- 
bounded, f has to be unbounded on the linear span of (en)nErm. Hence, we can find 
a computable sequence (bn)nEN, consisting of finite rational linear combinations of 
(e&N such that (jf(bk)jl>2k+11JbkI( for all kE N. Since f is linear and (f(e,))nEN 
is computable, (f (bn))nEN is a computable sequence too. Let x,, := bn/lIf(b,)II. Then 
ll~k]l<2-~-’ and (lf(xk)l( = 1 for all kE N. Especially, (f(xn))nEN is a computable 
sequence. Furthermore, for n> k 
llxn - xkll d IIx,II + llxtfll <2-k 
and II f (xn)ll = 1 while II f (limn+,oo~,)]I = I] f (O)]] = 0. Thus, by Theorem 3.4 C <2 f 
follows. 0 
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So, in contrast to the general situation of Theorem 3.4, in the special case of closed 
linear and unbounded operators in Banach spaces there is a canonical sequence (x~)~~N 
which converges effectively to 0 such that {f(xn) : n E N} and (0) are sufficiently 
separated. 
In [20] it has been shown, that several unbounded closed and linear operators f from 
analysis and physics, like the operator of differentiation d, fulfill the presumptions of 
the previous theorem. Hence we can conclude C 62 f for all those operators. 
5. Operators on the space of compact subsets 
In this section we will apply our Main Theorem 3.4 to several set-valued operators. 
Moreover, we will prove the computable non-invariance of further operators by reduc- 
tion. We will start with introducing the space of compact subsets (for this topic cf. 
[4,5, 14,28,29]). Let 
,X(X) := {A C X : A non-empty and compact) 
for each X 2 R. Let dA : Ii2 -+ R, x H infaEA (x-a] be the distance function of A E X(R) 
and let dx(R) : ,X(R) x X(R) ---f X(R) be the Hausdor- metric on X(W), defined by 
&(n)(U):=max ;tt!dB(a),;Ff:dA(b) 
C > 
for all A,B E X(R). Furthermore, consider the transformation t : R x N -+ R, (x, n) I-+ 
(x/4”+’ ) + (l/2”+’ ) and the corresponding induced transformation on sets 
Let Z := [0, l] be the unit interval and let Z,, := T,(Z) for all IZ E IV. Now we can define 
a computable transformation space on X(W). For that, (X(li2),d~(~)) can be consid- 
ered as a computable complete metric space in the usual way. The computable “points” 
K E ,X(W) are just the non-empty recursive compact sets K G R, i.e. the compact sets 
with computable distance function. 
Lemma 5.1 (Transformation space of compact subsets). X := (X(R), dx(w), U, T, 
X(Z)) is a computable transformation space which is strongly reversible in (Z, f, f ). 
Proof. The union X(R) x X(R) + X(R), (A,B) HA U B is a computable operation. 
It is easy to see that T is a computable operation too. Now, let (A,)nE~ be a sequence 
in x(Z). Then (G(&)),EN is a locally finite sequence of pairwise disjoint compact 
sets, i.e. B, := IJT’, T&Ii) is a compact set too. Furthermore, 
for all IZ > k. Thus X is a computable transformation space. 
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Fig. 1. The transformed intervals In = T,(I). 
Now we have to show that there is a computable test function r : & .X(R) x N + N 
w.r.t. (I, 3, k). Define r by 
for all A E X(R), n E N. Then r is computable and for all sequences (An)nE~ in 
if supxEIn44(x) < &TT, 
if supxEInd4(x) > &T, 
else 
B(1, i) U X(I) \&I, i) we obtain 
for all 12 E N. Thus X is strongly reversible in (I, f , i ). 0 
The next proposition shows, that many set-valued operators are homomorphisms of 
the defined transformation spaces in a natural way. For that, let 2 denote the closure, 
A the interior, aA the boundary, and A’ the derived set (of accumulation points) of 
A. Furthermore, let ,u be the usual Lebesgue measure on the real numbers. 
Proposition 5.2 (Set-valued homomorphisms). The following operators are homomor- 
phisms of the corresponding computable transformation spaces: 
(1) z: ~X(R)~X(R), A-2, 
(2) a : c X(R) + X(R), A H aA, 
(3) d: ~X(R)~X(iR), A-A’, 
(4) n: cX(R)xX(R)-+X(R), (A,B)wAnB, 
(5) ,u:X-(R)+ R, AH/L(A). 
Furthermore, C < 1 F holds for each of these operators F. Especially, none of these 
operators is computably invariant. 
Proof. First, we prove that 8 is a homomorphism of 2” to K Let (A,)nE~ be a se- 
quence in X(Z) such that (aA,)nEN is a sequence in Z(Z) too. Since (T’(An))nG~ is 
a locally finite sequence of pairwise disjoint compact sets, UFO Z(Ai) E dam(a) and 
i.e. a is a homomorphism of AC to X. The operators z,d can be treated correspondingly. 
Now, let (A,)nE~, (B,)nE~ be sequences in X(I) such that (A, fl Bn)nE~ is a sequence 
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in X(I) too. Since G%Ad)n~~, VX&)h are locally finite sequence of pairwise 
disjoint compact sets, UF, (7;(Ai), z(&)) E dam(n) and 
(~(Ai)fl~(Bi))= c z(AillBj)p 
i=O 
i.e. n is a homomorphism of X x X to X. Now, let (&),+rm be a sequence in X(Z). 
Then (P(&))~EN is a sequence in I. Since (Tn(A,))nE~ is a locally finite sequence of 
pairwise disjoint compact sets, Uro Z&4i) E dam(p) and 
i.e. p is a homomorphism of X to 9. 
Now, to apply Theorem 3.4 we have to construct suitable sequences converging 
to points of discontinuity. Let J,, := [0, +] U {k/2”+’ : k = 0,. . . ,2”+‘} and J,’ := [0, +] U 
{k/3”+l : k = 0,. . . ,3”+‘}. Then (Jn)nE~, (J,‘)nE~ are computable sequences in X(Z) 
which converge to I. Furthermore, dx(~)(J,, Jk) d l/(2 . 2k+1) ~2~~ and dxc~,(J,‘, JL) d 
l/(2 . 3k+1 ) ~2~~ for all iz > k. We obtain 
(1) 
(2) 
(3) 
(4) 
(5) 
and 
z(Jn) = [0, +] for all n E N and l(Z) =Z, 
a(J,) = (0, $} U (Jn \ [0, f]) for all II E N and a(Z) = (0, I}, 
d(Jn) = [0, f] for all II E N and d(Z) = Z, 
J,,nJ,‘=[O,$]U{l} for all HEN andZnZ=Z, 
p(Jn)=+ for all HEN and p(Z)=l. 
&_cw)(Z, [O, +I>= $ > i, and &(R)V,{O, 4} U(J,\W, +I))< f < 4, &c(R#, (0, I})= 
i, &(n)(Z, [0, $1 U { 1)) = $ > i. Thus, by Theorem 3.4 C< 1 F for each of these ;>: 
operators F E {z, d, d, 0, p} follows. 0 
A careful look at the proof shows, that we have used one transformation space &‘” and 
one sequence (Jn)nE~ simultaneously for all operators 1, &d,,u. Hence by Theorem 3.4 
we can conclude the following corollary. 
Corollary 5.3. There is a recursive compact set A C [0, l] such that neither 1, nor 
the boundary aA, nor the derived set A’ are recursive compact sets, nor the measure 
p(A) is a computable real number. 
Now we will illustrate how one can use the method of reduction to prove that further 
set-valued operators are not computably invariant. These operators are not homomor- 
phisms of the introduced transformation space X 
Proposition 5.4 (Not computably invariant set-valued operators). The following oper- 
ators are not cornputablv invariant: 
(1) c: cX(Z)--t-.X(Z),- A-2, 
(2j D: cx(R)x.x(R)+x-(R), (A,@-A\, 
(3) A: C~([w)xX(~)--,X([w), (A,B)w(A\B)u(B\A). 
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Proof. (1) One can deduce from the previous proposition that I’ := E IX(J) also is not 
computably invariant. Since 
- 
&4)=&@-&~(A) 
for all A E X(I), it follows r’ = c2. Hence, c2 and thus c is not computably invariant. 
(3) Since 
c(A)=AC=(I\A)U(A\I)=d(l,A) 
for all A E X(I), it follows c < 1 A. Thus, A is not computably invariant. 
(2) Since 
-- 
A(A,B)=(A\B)u(B\A)=A\BuB\A 
for all A, B E .X(R), it follows A < 1 (D x D). Hence, D x D and thus D are not com- 
putably invariant. ??
Finally, we will introduce another transformation space structure on the space %‘(I) of 
continuous functions which is different from the induced transformation space structure 
of %?(I) from Section 4, but which is even strongly reversible. Therefore, consider the 
usual metric de(l) : V(I) x V(I) -+ R of uniform convergence on ‘%(I), defined by 
&Yl)(f, 9) := sup If(x) - &)I 
XEI 
for all f,g E %(I). Furthermore, consider the transformation t on the real numbers, de- 
fined at the beginning of this section. Let S : G %(I) x N -+ %‘(I) be the transformation, 
defined by 
&(f)(x) := 
i 
&fot;‘(x) if xEZ, 
o 
else 
for all f~~~(l):={f~~(I):f(O)=f(l)=O,~Jf~~<1}, HEN and x~l. Then we 
obtain 
Lemma 5.5 (Transformation space of continuous functions). W := (W(1), d%(l), +, S, 
%70(I)) is a computable transformation space which is strongly reversible in (0, i, i). 
Proof. (GT?(I),&(~)) can be considered as a computable complete metric space in the 
usual way. Then + is a computable operation. It is easy to see that S is a computable 
operation too. Now, let (fn)nE~ be a sequence in Q&(Z). Then gn := Cy=, &(f;:) E %0(l) 
for all n E N and since (Sn(fn))nE~ is a sequence of functions with pairwise disjoint 
support we obtain 
for all n > k. Thus 98 is a computable transformation space. 
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Now we have to show that there is a computable test function r : 2 W(I) x N 4 N 
w.r.t. (0, i, i). Define r by 
r,(f) := 
i 
0 if supxGG If(x)1 < &, 
1 if supxEr, If(x)1 > &i, 
7 else 
for all f E %?(I), n E kI. Then z is computable and for all sequences (fn)nE~ in B(0, i) U 
go(l) \ @O, i) we obtain 
for all n E N. Thus Q? is strongly reversible w.r.t. (0, i, $). 0 
One can use this strong reversible transformation space for a direct proof of C < 1 d 
for the operator of differentiation d (cf. [19,22]). We will prove that the support 
operator and the zero operator are homomorphisms of computable transfotmation spaces 
and thus they are not computably invariant. 
Proposition 5.6 (The support and zero operators). The following operators are homo- 
morphisms of transformation spaces: 
(1) supp: E~(Z)-+X(Z), f ++supp(f):= f-‘{o}c, 
(2) zero : C W(Z) -+ X(Z), f H f-‘(O). 
Furthermore, C d 1 supp and C d 1 zero. Especially, supp, zero are not computably in- 
variant. 
Proof. Let (fn)nEN be a sequence in %(I) such that (supp(fn))nEN is a sequence in 
X(Z). Since (Sn(fn))nEN is a sequence of functions with pairwise disjoint non-empty 
supports, CF0 Si(f;:) E dom(supp) and 
suPP 
( ) 
lgOS,(J) = E suPP(&(fi)) = IG0 K(s”PP(fi))7 
i=O 
i.e. supp is a homomorphism of %? to K 
For the zero operator we consider a modification of X. Define the transformation 
T’ : X(R) x N -+ N by T,‘(A) := T,(A) UD where D :=I \ (Uro Zi). Since D E X(Z) is 
computable, it is easy to see that T’ is computable. One can prove that the correspond- 
ing modified transformation space X’ is strongly reversible in (I, k, i ), correspondingly 
to X Now, let (fn)nEN be a sequence in %(I) such that (zero(f,)),Ewi is a sequence 
in X(Z). Again, CEO Si( fi) E dom(zero) and 
i.e. zero is a homomorphism of w to 3”‘. 
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Fig. 2. The rational polygon f,, 
Now, to apply Theorem 3.4 we have to construct suitable sequences converging to 
points of discontinuity. For that, let (fn)nE~ be a sequence of rational polygons, such 
that f,, is defined by the vertices 
Then (fn)nE~ is a computable sequence in %0(I) which converges to a function 
f E %?a(l) such that 
for all IZ >k. We obtain 
(1) supp(f,)= LO, 11 and suppCff)= P, ;I, 
(2) zero(f,) = (0, 1) and zero(f) = (0) U [i, l] 
and d~(n)(l, [0, i]) = i > i, dx(n)(l, (0, l}) = $ > i, and dx(n)(Z, (0) U [i, 11) = $ cf. 
Thus, by Theorem 3.4 C d 1 F for F E {supp, zero} follows. 0 
Again, a careful look at the proof shows, that we have used one transformation space 
%? and one sequence (fj) simultaneously for both operators supp and zero. Hence by 
Theorem 3.4 we can conclude the following corollary. 
Corollary 5.7 (Support and Zero). There is a computable function f E??Q(I) such 
that neither f-‘(O) nor f-l (0)” is a recursive compact set in X(I). 
6. Conclusion 
In this paper we have investigated methods to prove the computable non-invariance 
of operators F. We have expressed a sufficient condition for computable non-invariance 
by C ~2 F. In this situation F is discontinuous and at most F,-measurable. It would 
be an interesting question, how non-computable operators could be classified precisely 
in Borel’s hierarchy. 
Furthermore, we have investigated an algebraic condition for operators F in metric 
spaces which implies C <2 F. We have applied the corresponding Theorem 3.4 to 
several set-valued operators. It would be a further interesting question whether there 
are more general or more suitable conditions which also imply C 6 2 F. 
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Moreover, we have shown that our algebraic condition is a generalization of the 
First Main Theorem of Pour-El and Richards (cf. [20]). Especially, C <2 F holds for 
all those closed linear and unbounded operators F of analysis and physics which fulfill 
the additional condition of the First Main Theorem. 
A further topic of interest is the polynomial-time invariance of operators. For sev- 
eral operators F Ko and others (cf. [6, 10-131) have constructed polynomial-time com- 
putable points x such that F(x) is not even computable. Since there is no well-developed 
general theory of complexity in metric spaces, it is quite difficult to modify Theorem 
3.4 in this direction. But if we assume that (l&d, +, T,D) is a computable transforma- 
tion space such that there is a reasonable notion of complexity for X and D is compact, 
then we have uniform complexity bounds for functions on D. If, furthermore, T and + 
are polynomial-time computable in a certain sense, then it should be possible to derive 
a polynomial-time version of Theorem 3.4. 
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