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Abstract. Knowledge distillation has emerge as a promising technique
for compressing neural networks. Due to the capacity gap between a
heavy teacher and a lightweight student, there exists a significant per-
formance gap between them. In this paper, we see knowledge distillation
in a fresh light, using the knowledge gap between a teacher and a stu-
dent as guidance to train a lighter-weight student called res-student.
The combination of a normal student and a res-student becomes a new
student. Such a residual-guided process can be repeated. Experimental
results show that we achieve competitive results on the CIFAR10/10,
Tiny-ImageNet, and ImageNet datasets.
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1 Introduction
As deep learning goes deeper, state-of-the-art neural networks [13] [15] [32] im-
prove performance, and yet demand more and more computational resources.
While models with large capacity achieve high accuracy, they are impractical for
resource-limited devices such as embedded systems. Knowledge distillation (KD)
has emerged as a compression technique where an analogy of the teacher-student
relationship is used to describe how knowledge is distilled from a powerful yet
heavy network to a lightweight network by adding a loss term that encourages
the student to mimic the teachers behavior.
Due to the capacity gap between a heavy teacher and a lightweight student,
there is still a significant performance gap between them. Existing KD meth-
ods have made efforts to modify the loss term to improve the student’s perfor-
mance [7,29,35,39]. However, it is hard to strike a balance between performance
and computational resources by these method.
In this paper, we see knowledge distillation in a fresh light, using the knowl-
edge gap between a teacher and a student as guidance. The key idea of our
framework is straightforward: after establishing a suitable student network, we
train another lightweight network, named res-student, to learn the knowledge
gap, or residual, between the teacher and the student. The combination of the
student and the res-student is a new student where the res-student corrects the
error of the former student. This process can be repeated with a new res-student
to learn the knowledge gap between the teacher and the new student. We ana-
lyze the effectiveness of this idea and use informativeness (the metrics recently
proposed) to visualize the bridging gap process.
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Furthermore, we argue whether it is necessary that every test sample use
all student networks because for the samples that the first student network has
given a high confidence, we observe that the other student networks have little
contribution. Inspired by this observation, we introduce an ensemble strategy to
select which samples need using more student network and have a more accurate
prediction.
We carry out experiments on several standard benchmarks. We achieve com-
petitive performance with 19.61%, 19.22%. 44.36%, and 44.32% of the teacher’s
FLOPs for CIFAR10, CIFAR100, Tiny-ImageNet, and ImageNet respectively.
The experimental results show that our strategy is generic to knowledge distil-
lation methods.
Our contributions in this paper are summarized as follows:
– We design a successive error reduction learning method that uses a series of
small networks to learn from the teacher network efficiently.
– we introduce a selecting sample embedding strategy to lower the cost of
additional student network and design the whole multiple stage training
process with advanced NAS-based architecture.
– We evaluate our method on different datasets and perform detailed exper-
iments that showcase the importance of each part of the framework. Our
framework is also designed to be usable jointly with the latest knowledge
distillation methods.
2 Related work
Knowledge distillation. Bucila˘ et al. pioneered the idea of transfering the
knowledge from a cumbersome model to a small model [6]. Hinton et al. have
popularized this idea by the concept of knowledge distillation (KD), in which a
student neural network is trained with the benefit of the soft targets provided by
teacher networks [14]. Compared to traditional one-hot label, the output from
teacher network contains more information about the fine-grained distribution
of data, which helps the student achieve better performance. KD is used in
many different fields, such as Visual Question Answering [27], video task [10]
etc. Also, there have been works exploring variants of knowledge distillation.
Firstly, many works have focused on improving the information propagation
way [30] [37] [29] [33] [36] in order to teach the student better. Secondly, the
effect of different teacher is also researched. [1] [31] [39] [20] With the help of
many teachers, the student is improved a lot. In [17], the authors use NAS
to learn the knowledge from different teacher. Recently, several papers focus
on multiple stage KD. In [26], several Teacher Assistant networks are used to
transfer the knowledge from teacher more softly and effectively. In [8], the block
of student is distilled one by one.
In our framework, we mainly focus on how to use a priori of the gap between
the teacher and the first well-trained students and bridge it. Inspired by the idea
of [26], we use a series of students compared with its TAs and use the second
and more students to present the gap.
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Additionally, Neural Architecture Search (NAS) is also a hot topic from NAS-
Net [41] to now and has developed a lot of methods [23] [40] [3] [5]. In [24] [22] [21],
searching space is modeled as a continuous space and it is possible to combine
with KD. In [25], authors use NAS to make student learn the knowledge of ar-
chitecture from other network. This idea is also considered in our pipeline and
we have some discussion on it.
Ensemble methods. Bagging, also called bootstrap aggregating, is an algo-
rithm to improve the total generalization performance by combining several dif-
ferent models [4]. Strategies to combine those models such as averaging and
majority voting are known as ensemble methods. Ensembles of models perform
at least as well as each of its ensemble members [19]. Ensembles have been
studied extensively for improving model performance. [12] [9] [28] There are sev-
eral research directions: introducing different regularization and augmentation,
reducing training time [34] and saving test time [6]. We adopt ensembling to
reduce our cost at test time. In our work, the models are not the same equal
status and they are trained one by one. We always use the first trained student
network, but it is unnecessary to use the others in any situation that will lead
to more cost. We make a strategy to decide when we need to use the second or
more student network(s).
3 Residual-Guided Knowledge Distillation
In this section, we present our residual-guided distillation framework in detail.
First, we formulate the problem. Second, we describe our residual-guided distil-
lation method.
3.1 Background and Notations
We first describe a general formulation of knowledge distillation, and then in-
troduce the residual-guided knowledge distillation in this formulation.
We define a teacher network T as a function T = f(x,wT , αT ), where x is an
input image, wT is the weights of T , and αT is its architecture parameters, e.g.
ResNet-110. Similarly, S = f(x,wS , αS) denotes a student network. For conve-
nience, a network and its logits are used interchangeably. The goal of knowledge
distillation is to learn wS so that the results of student network S are as close
as possible to the teacher network T .
Classic knowledge distillation from a teacher is done in two steps. First, the
student architecture αS is determined (e.g. ResNet-20). Then, wS is optimized
by
argmin
wS
N∑
i=1
LKD
(
f(xi, wS , αS), f(x
i, wT , αT )
)
, (1)
where xi is an input image in a dataset with N training samples and LKD is
defined as
LKD(S, yi, T, τ, t) = τ · t2 · L(σ(S
t
), σ(
T
t
)) + (1− τ) · LCE(σ(S), yi), (2)
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where yi is the label of the input image xi, σ is the softmax function, LCE is
the conventional cross-entropy loss function, τ and t are scalar hyperparameters
and L is the loss between the student logits and the teacher logits, eg, Kullback–
Leibler divergence loss, L2 distance loss, etc.
The optimized wS from Eq. (1) makes the predictions obtained from S =
f(x,wS , αS) as close to those obtained by T = f(x,wT , αT ) as possible, but we
still observe a gap ∆ between the teacher and student logits:
∆ = T − S, (3)
which is what we use residual-guided distiilation to reduce as follows.
3.2 Residual-Guided Learning
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Fig. 1. Our framework.
We propose a novel framework distilling knowledge from a teacher network in
a residual-guided fashion: we use the difference between a teacher and a student
as guidance. Given a teacher network, we first train a student network by classic
knowledge distillation. Then, we introduce another student, called res-student,
to learn their difference. After that, we combine the original student and the res-
student to form a new student. This process can be repeated to futher bridge
the gap. Fig. 1 shows our framework.
Formally, we replace the student network S with a set of n student networks
{Si}ni=1 such that Si is a function Si = f(x,wSi , αSi) where wSi represents the
weights of the network and αSi its architecture.
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These networks will be trained in stages. In the first stage, S1 will be trained
in the classic knowledge distillation fashion with T as the teacher network. After
the training, we can calculate the gap ∆1 = T−S1 which is then used in training
S2. Similarly, for each following stage i+1, we use the gap from the current stage
∆i as the teacher network:
∆i = T −
i∑
j=1
Sj (4)
Because we want the logits of Si+1 close to ∆i, we minimize L2 distance loss
between these two items.
Evaluating. During the evaluation, we use all the student networks trained in
all stages. We feed every network the input image independently and sum their
logits to obtain the final logits:
Sfinal =
n∑
i=1
Si (5)
NAS-Assisted architecture. Furthermore, when we use a new student net-
work to bridge the gap to the teacher. It is better to use NAS to get the architec-
ture of the new student network instead of handcrafted one. When we use NAS,
we also use the same knowledge distillation loss function in the search stage to
find the suitable architecture.
Termination condition. From our idea of residual-guided knowledge distilla-
tion, we let the latter network bridge the gap between the teacher network and
the former student network(s). We define the energy of the logits (before softmax
layer) that similar with the one in physics:
E =
classes∑
i=1
(logitsi)
2 (6)
On the one hand, we use this metric in order to measure the contribution of
different student networks in the final result because we use the sum of them
finally. On the other hand, we want to observe how much the current student
networks mimic the teacher one and when the current student networks have
learned the most of teachers (we set 95% as energy), we stop the training process.
3.3 Plug-and-Play Strategy
When we have stopped the training process, we begin to the optimize the strategy
that we use the networks. We define the final output as:
output = S1 +
n∑
i=2
δi(S1,2,···,(i−1), THi−1) · Si (7)
S1 and Si is the output of corresponding networks and δi() is a function which
value is either 0 or 1. For δi(), We compare max(softmax(S1+
∑i−1
j=2 δj ·Sj)) and
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THi−1 (when i = 2, compare max(S1) and TH1), if THi−1 is larger that means
the confidence of the final prediction is still high enough and we should use more
student network and δi() = 1. if THi−1 is equal or smaller, the confidence is
enough and δi() = 0.
The last question is to determine the threshold THi that means we should
know how much confidence is enough. We deal with this problem by observing
the change of performance on validation datasets (sampled from training set).
We decrease the threshold from 1 to 0 with small step (e.g. 0.01). When the
performance start decreasing, we think the threshold is too small and use the
value of threshold current plus step as THi. For example, we first use network S1
and S2 in all validation sample and calculate the performance ERROR1+2. With
TH1 decreasing, the less and less frequent we use S2 and the final performance
start getting worse. When the error rate is more than 1.05 · ERROR1+2. We
stop the process and set TH1 as the threshold+ 0.01.
3.4 ResKD: The Whole Framework
When faced with a knowledge distillation problem, our first step is to train a
student network S1 (which can be hand picked or searched and S1 mainly decides
the performance and cost level of the final networks) and use the teacher network
T as the guiding influence. The second step consists of adding another student
S2 that will learn from the residual ∆1 = T−S1 that is incurred by the difference
between T and S1. Both the architecture and operation parameters are learned
in this step. After S2 trained, we compare the energy of S1 + S2 with Ts. If S1
+ S2 have mimicked the most part, we stop the training process or we go ahead
to find S3, S4 etc. After the training process, we apply our embedding strategy
to our student networks and find the value of threshold numbers. Additionally,
our pieline can jointly use with other advanced knowledge distillation strategy
such as DML in Sec 4.2. Algorithm 1 illustrates this described process.
4 Experiments
In this section, we firstly introduce the datasets and protocol we used in Sec
4.1. We do ablation study in Sec 4.2 to evaluate the two parts of our strategy
independently and show results on more datasets in Sec 4.3.Also, we do some
discussion in Sec 4.4.
4.1 Datasets and Protocol
For hardware environment, we train all of our models on a server with 4 NVIDIA
GTX 1080Ti.
CIFAR-10/100. CIFAR-10/CIFAR-100 is a labeled subset of the 80 million
tiny images dataset for object recognition.CIFAR-10/CIFAR-100 contains 60000
32 × 32 RGB images in 10/100 classes, with 5000 images per class for training
and 1000 images per class for testing.On CIFAR-10 and CIFAR-100, our data
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Algorithm 1: RG-KD
Input : Training set {(xi, yi)}Ni=1 and teacher network T=(αT , wT ).
Output: number of student networks n,a set of trained student networks
{Si}ni=1, a set of threshold value TH1, TH2 · · ·THn−1
1 set Teacher(x) = f(x, αT , wT ) and i = 0;
2 while < 95% energy is represented do
3 i = i+ 1 Initialize Student Parameters(wSi , αSi);
4 execute the search period to learn αSi and wSi from Teacher;
5 Reinitialize Parameters(wSi)
6 execute the fine tuning period to learn the final values for the parameters
wSi from Teacher;
7 Si = (αSi , wSi)
8 Teacher(x) = Teacher(x)− f(x, αSi , wSi);
9 end
10 n = i and Scurrent = S1
11 for j = 1, · · · , n− 1 do
12 for THj decreases from 1 to 0, step = 0.01 do
13 if Scurrent and Sj+1 using threshold i doesn’t have comparable
performance with Scurrent + Sj+1 then
14 THj = THj + 0.01, exit for
15 end
16 end
17 renew Scurrent as Scurrent and Sj+1 using threshold THj
18 end
Return: The parameters of the series of neural networks {Si}ni=1 and a set of
threshold value TH1, TH2 · · ·THn−1.
preprocessing is the same in : 4 pixels are padded on each side, a 32 × 32 crop
is randomly sampled from the padded image or its horizontal flip. For testing,
we only evaluate the single view of the original 32 × 32 image. When we train
ResNet [13] series networks, we used the same hyper-parameter as we replicate
the common result with SGD-Momentum strategy baselines. In detail, we set the
momentum to 0.9 and set the weight decay to 0.0001, following a standard learn-
ing rate schedule that from 0.1 to 0.01 at 60% (CIFAR-10)/50%(CIFAR-100)
training and to 0.001 at 80% (CIFAR-10)/75%(CIFAR-100). We use 250/200
epochs on CIFAR-10/ CIFAR-100 respectively.
Tiny-ImageNet. Tiny-ImageNet is an image classification dataset which has
about 100000 training images and 10000 validation images with 200 classes. It is
more difficult than CIFAR-100.On Tiny-ImageNet, we do random resized crop to
224×224 first, apply random horizontal flip and normalize them in the end. For
testing, we only resizethe pictures to 224 × 224. We also used the same hyper-
parameter as we replicate the common result with SGD-Momentum strategy
baselines. In detail, we set the momentum to 0.9 and set the weight decay to
0.0001, following a standard learning rate schedule that from 0.1 to 0.01 at 40th
epoch, to 0.001 at 80th epoch and to 0.0001 at 120th epoch. For the network that
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given by neural architecture search, we use the similar setting as [21]. We set
the momentum to 0.9, set the weight decay to 0.0003, we use the Cosine Power
Annealing learning rate schedule to control the learning rate from 0.1 to 0.0001.
We use 63 epochs in all. For simplicity, we use the architecture proposed by [21]
for ImageNet.
ImageNet. ImageNet is an image classification dataset which has about 1.2M
training images and 50K validation images with 1000 classes. On ImageNet, we
do random resized crop to 224 × 224 first, apply random horizontal flip and
normalize them in the end. For testing, we only resizethe pictures to 224× 224.
When we train ResNet series networks, we used the same hyper-parameter as we
replicate the common result with SGD-Momentum strategy baselines. In detail,
we set the momentum to 0.9 and set the weight decay to 0.0001, following a
standard learning rate schedule that from 0.1 to 0.01 at 30th epoch, to 0.001 at
60th epoch and to 0.0001 at 80th epoch. For the network that given by neural
architecture search, we use the same setting as we do in Tiny-ImageNet one.
When we embed a new network to the existing networks, we first use all
networks for every sample and observe the performance. Secondly, we begin to
choose the threshold. We do as the latter part of Algoithm 1 and set comparable
performance as the error rate growth around relatively 1% (e.g.28% to 28.28%).
4.2 Ablation Study
Residual-guided learning. We validate the benefit of using our multiple-stage
residual-guided knowledge distillation compared with normal embedding strat-
egy. Firstly, we compare our framework with the same network with one stage
knowledge distillation. We do this experiment on CIFAR-10. In Table 3, T means
we use ResNet-110 with SGD-M as the teacher network in this experiment. S1-
SGD means we use ResNet-20 with SGD-M as one of the baselines. S1-KD means
we use ResNet-20 with classic knowledge distillation as the first student network.
embedding and trained together use the same architecture as the one that our
gradual knowledge distillation use in evaluating (feed ResNet-14 and ResNet-20
the input image independently and sum their logits), but their training strategy
is different.embedding means training ResNet-14 and ResNet-20 independently
and using the sum of their logits in evaluating.trained together means training
the whole architecture together and using it for evaluating.
From the result in the Table 3, the results of last three rows share the same
network architecture, have different training strategy and is better than the
baselines. Furthermore, Our strategy also show better performance than the
other two, because of using a second network to bridge the gap between the
teacher.
In Table 2, we let number of stages grow and observe the performance. 110-
SGD(T), 20-SGD and 20-KD(S1) means the same as the ablation experiments.
The expression of X-Y-Z-W means we use ResNet-X as S1, use ResNet-Y as S2,
use ResNet-Z as S3 and use ResNet-W as S4. We can know that the performance
improves with the number of stages growing in both datasets.
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Table 1. Performance of ResNet series networks on CIFAR-100 using different KD
strategy
Method performance parameters(M) FLOPs
T 72.44 1.734 255M
S1-SGD 68.82 0.276 41M
S1-KD 70.13 0.276 41M
S1 + S2-KD 72.01 0.454 68M
S1 + S2-KD(strategy) 71.82 0.454 49M
S1-DML 68.29 0.276 41M
S1 + S2-DML 70.05 0.454 68M
S1 + S2-DML(strategy) 69.92 0.454 51M
Table 2. Comparison on ResNet series for more stages residual-guided knowledge
distillation on CIFAR-10/100
Method performance parameters(M) FLOPs
110-SGD(T) 94.19/72.44 1.728/1.734 255M/255M
20-SGD 91.8/68.822 0.273/ 0.276 41M/41M
20-KD(S1) 92.76/70.13 0.273/0.276 41M/41M
20-14 93.5/72.01 0.442/ 0.454 68M/68M
20-20 93.57/72.22 0.539/0.551 82M/82M
20-14-14 93.79/72.42 0.615/0.632 94M/94M
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Plug-and-play strategy. We valid this part on CIFAR-100. We use ResNet-
110 as teacher network and ResNet-20 as S1 and ResNet-14 as S2. According
to fig. 2 (b), the red line show the test performance (with the right y axis)
and the blue one show the validation performance (with the left y axis). We
can observe the change of performance with changing threshold clearly and it is
easy to know that the tendency of test performance is the same as the one of
validation performance. It is reasonable that we use the validation performance
to decide the value of threshold and it can be expected that the value of threshold
is also effective on test set. Furthermore, we research the change of error rate
and calculating cost reduction of S2. According to Fig 2 (a), we can observe
that we can earn a considerable saving of calculating cost with the cost of little
performance.
Table 3. Comparison on ResNet series for residual-guided knowledge distillation on
CIFAR-10/100
Method(CIFAR-10/100) performance FLOPs
T 94.19/72.44 255M/255M
S1-SGD 91.82/68.82 41M/41M
S1-KD 92.76/70.13 41M/41M
embedding 93.35/70.41 68M/68M
trained together 93.18/70.85 68M/68M
Ours 93.53/71.82 50M/49M
4.3 More Datasets
To evaluate our whole pipeline, we use all our modules to observe the perfor-
mance on several datasets and observe the performance. On CIFAR-100, we
use both normal knowledge distillation and DML as the knowledge distillation
method and we only use normal knowledge distillation on ImageNet and Tiny-
ImageNet for validation. For each result in Table 1 and 4, we can see that our
pipeline improves the performance with little extra cost.
in Table 1, T means we use ResNet-110 with SGD-M as the teacher network
in CIFAR-100 experiment. S1-SGD means we use ResNet-20 with SGD-M as one
of the baselines. S1 means we use ResNet-20 with classic knowledge distillation
as the first student network. S1 + S2 means student network one is ResNet-20
and the second one is ResNet-14. KD and DML indicate the knowledge distil-
lation method. KD means the normal one and DML means the DML strategy.
(strategy) means using the embedding strategy we propose.
in Table 4 , T means we use ResNet-50 with SGD-M as the teacher network
in Tiny-ImageNet and ImageNet experiments. S1-SGD means we use ResNet-
18 with SGD-M as one of the baselines. S1-KD means we use ResNet-18 with
classic knowledge distillation as the first student network. S1+S2 means student
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network one is ResNet-18 and the second one is a NAS-based architecture (that
we will show in Supplementary material). (strategy) means using the embedding
strategy we propose. We use normal knowledge distillation here.
Table 4. Performance on Tiny-ImageNet/ImageNet
Method(Tiny/ImageNet) performance parameters(M) FLOPs
T 29.58/24.50 23.81/ 24.37 4110M/4113M
S1-SGD 33.68/30.84 10.76/11.15 1819M/1820M
S1-KD 32.10/29.98 10.76/11.15 1819M/1820M
S1+S2 29.68/28.56 16.21/16.60 1830M/1831M
S1+S2(strategy) 29.92/28.84 16.21/16.60 1823M/1823M
4.4 Discussion
Different loss functions. To validate our pipeline can fit normal loss function
in knowledge distillation loss, we use Kullback-Leibler divergence loss instead of
L2 distance loss and observe the results on CIFAR-10. In Table 5, we can learn
that Kullback-Leibler divergence loss work as well as the L2 distance loss.
Different KD methods. To validate the compatibility of our framework and
other advanced knowledge distillation method, we use attention transfer and our
residual-guided module jointly. The result is shown in Table 5.
Table 5. Comparison on ResNet series for L2 and KL loss on CIFAR-10
Method performance parameters(M) FLOPs
110-SGD(T) 94.19 1.728 255M
20-SGD 91.82 0.273 41M
20(L2) 92.99 0.273 41M
20(KL) 92.76 0.273 41M
20-14(L2) 93.13 0.442 68M
20-14(KL) 93.56 0.442 68M
20-20(L2) 93.30 0.539 82M
20-20(KL) 93.57 0.539 82M
20-20-20(L2) 93.92 0.809 123M
20-20-20(KL) 93.93 0.809 123M
20-DML(S1) 92.76 0.273 41M
20-14-DML 93.35 0.442 68M
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5 Analysis: Why Residual-Guided Learning Work
In our loss function, there are two items: the common CE loss and the loss
between T and S. The CE loss item is always necessary because this item guide
the network to approach the true direction during training process and in this
part, we try to shed some light on why and how our residual-guided module
helps the training process.
5.1 Theoretical Analysis
Firstly, we should find a suitable way to quantified representation the gap be-
tween T and S. Inspired by [38], because the training data contribute to opti-
mization via gradients, so we measure the informativeness of training examples
by analyzing their resulting gradients. The gap of informativeness for a train-
ing example between S and T in iteration t with input image xi (θ are trained
parameters in S) is defined as:
gap info(xi, S, T, t) = ‖∇θtL(S(xi), T (xi))‖2 (8)
However, computing this distribution of gradient norm directly is compu-
tationally prohibitive. Instead, we need to estimate the upper bound ˆgap info
for gap info firstly. As the beginning, we should find a proper expression for
the trained student network S. Just as [18], for simplicity, we use mutli-layer
perceptron without bias as the model to create our notation system. Although
our notations describe only MLPs without bias, our analysis holds for any affine
transformation followed by a Lipschitz continuous non-linearity. Therefore, our
reasoning can naturally extend to CNNs.For simplicity, we omit the superscript
t when no ambiguity is made that means for a common iteration situation in
train process. Let θ(l) ∈ RMl×Ml−1 be the weight matrix for layer l and σ(l)() be
a Lipschitz comtinuous activation function,then we have
x(0) = xi,
h(l) = θ(l)x(l−1),
x(l) = σ(l)(h(l)),
f(x, θ) = x(L)
(9)
For a certain layer l and a certain sample xi, we have:
Σ
′
l (h
(l)) = diag(σ
′(l)(h
(l)
1 ), σ
′(l)(h
(l)
2 ) · · · · · · , σ
′(l)(h
(l)
Ml
)) (10)
Π(l) = Σ
′
L(h
(l))
L−1∏
i=l
Σ
′
i(h
(i))θTi+1 (11)
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L is the loss function L(S(xi), T (xi)) in Eq. (8). The gap infol is the informa-
tiveness of the parameters in layer l and it can be expressed as:
gap infol = ‖(Π(l)∇x(L)L)(x(l−1))T ‖2
≤ ‖(Π(l)‖2‖(x(l−1))T ‖2‖∇x(L)L)‖2
(12)
Various weight initialization [11] and activation normalization techniques [16], [2]
uniformise the activations across samples. As a result, the variation of the gra-
dient norm is mostly captured by the gradient of the loss function with respect
to the pre-activation outputs of the last layer of our neural network. Conse-
quently we can derive the following upper bound to the gradient norm of all the
parameters. Supposed that Cmax is a constant:
gap info ≤ Cmax‖∇x(L)L‖2 (13)
Based on Eq. (13), we set:
ˆgap info = Cmax‖∇x(L)L‖2 (14)
For our method, we use L2 distance loss function to measure the difference
between current student network and current gap:
L = (S − T )2 (15)
We calculate the first derivative of our loss function:
∇x(L)L = 2(S − T ) (16)
According to Eq. (16) and (13) and set C1 = 2Cmax, we have the upper
bound of S1, S2, S3, Sn in residual knowledge distillation. S
∗
i is the result that
the Si has been optimized well:
ˆgap infos1 = C1‖S1 − T‖2
ˆgap infos2 = C1‖S2 − (T − S∗1 )‖2
ˆgap infos3 = C1‖S3 − (T − S∗1 − S∗2 )‖2
· · · · · ·
(17)
With proper optimization for S2, we have the best S
∗
2 . The best S
∗
2 is better
than other value of S2 include that S2 always equals 0.
ˆgap infos2 ≤ C1‖0− (T − S∗1 )‖2
≤ ˆgap infos1
(18)
We rewrite Eq. (18) and get similar conclusion of other equations, and set∆i ≥ 0:
ˆgap infos1 =
ˆgap infos2 +∆1
ˆgap infos2 =
ˆgap infos3 +∆2
· · · · · ·
ˆgap infosn−1 =
ˆgap infosn +∆n−1
(19)
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We add all the equations in Eq. (19):
ˆgap infos1 =
ˆgap infosn +
n−1∑
i=1
∆i (20)
S∗i is the best result of optimizing Si to approach T−
∑i−1
j=1 Sj , so we suppose
that when we have optimized S∗i , ˆgapinfosi has changed to ki(T −
∑i−1
j=1 Sj) and
ki ∈ (0, 1). In this constraint, ˆgap infosi can be rewrited as:
∆i = ki ˆgap infosi−1 , ki ∈ (0, 1) (21)
When the Si becomes weaker, the ki becomes larger and the network Si bridge
the gap better. Also the ˆgap infosi can be rewrited as:
ˆgap infosi =(
i∏
j=2
(1− kj))(T − S∗1 ),
kj ∈ (0, 1)
(22)
We can learn that the final performance of the all i student networks is depended
on the expression ability of the each one and the number of student networks. In
Sec 4.2, we will show some results that how the choice of each student network
and the number of student networks affect the final performance.
Additionally, for common loss function, we can also use our strategy. We can
first use the Taylor expansion of vector functions around point T to approximate
the first-order derivative of logits and have a linear expression of the ˆgap info
and then use the similar process previously mentioned. To validate this gen-
eralization, we also use Kullback-Leibler divergence loss in our pipeline in Sec
4.2.
5.2 Empirical Analysis
We empirically verify the suppose in Sec 3.2 that the expression ability of student
networks will influence the gap info. We observe the average gap info and the
average logits distribution samples that any our residual-guided model predicts
correctly and S1 gives the wrong prediction. We do this test on CIFAR-10 and
choos ResNet-110 as the teacher network and Resnet-20 as the S1. When we
focus on S3, we set Resnet-20 as S2 and observe how different student network
S3 affects the final performance.
When comes to the difference among the number of student networks, the
results are shown in Table 6. When we use a second student network S2 to bridge
the gap between T and S1, the output of S1 + S2 is more similar to the output
of T (the average second norm to T is less) and the gap info is smaller than S1
one. Similarly, when we use S3, the output of S1 + S2 + S3 is more likely to T
and the gap info continues decreasing. When we use ResNet-20 for S1,S2 and
S3, the gap info is about the half of S1.
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Fig. 3. (a)the distribution of one, two and three student network compared with
the teachers. (b) the distribution of different student network S2 compared with the
teacher’s when S1 is the same. (c) the distribution of different student network S3
compared with the teacher’s when S1 and S2 are the same.
We rerank the logits of every sample and calculate the average logits also on
the samples that any our residual-guided model predicts correctly and S1 gives
the wrong prediction, we can directly observe the result according to Fig 3 (a).
In this figure, we can learn that with the more student networks is, the more
likely the final logits distribution is compared with the distribution of teacher
network’s.
network performance L2 to T gap info/C1 to T bridging % to S1 bridging % to S2 − 20
T 94.19 - - - -
S1 93.06 0.90 1.73 - -
S2 − 20 93.35 0.61 1.37 20.96 -
S2 − 14 93.27 0.74 1.53 11.44 -
S2 − 8 93.03 0.82 1.64 5.56 -
S3 − 20 93.95 0.37 0.89 48.67 35.06
S3 − 14 93.84 0.43 1.03 40.44 24.65
S3 − 8 93.55 0.49 1.15 33.48 15.85
Table 6. Gap info of different student network(s) to T
When comes to the comparison between among different latest student net-
works, the results are shown in Table 6, When we use two student network, differ-
ent S2 can cause very different performance. When we use ResNet-20, ResNet-14,
ResNet-8 to for S2, the degree of bridging gap ranges from 5.56 to 20.96. When
we use ResNet-20 as S2 and use three different CNNs as S3 like former situation,
the degree of bridging gap ranges from 33.48 to 48.67.
We also rerank the logits of every sample and calculate the average logits
also on the samples that any our residual-guided model predicts correctly and
S1 gives the wrong prediction, we can easily find that the better the new student
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network is, the closer output of student networks to T according to Fig 3 (b)
and (c).
6 Conclusion
We studied an under-explored yet important field in Knowledge Distillation of
neural networks. We showed that bridging the gap between student and teacher
networks is a key to imporve knowledge distillation and better the new student
network is, more the gap is bridged. we propose our Residual-Guided Auto-
Distillation framework ot realize this strategy. We validate the effectiveness of
our approach in various datasets and studied its properties both empirically and
theoretically.
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