Abstract. Classification rule mining is an important function of data mining, and is applied in many data analysis tasks. The classification rule mining algorithm based-on ant colony optimization (ACO) is researched in this paper. Some improvements are implemented based on existing research to enhance classification predictive accuracy and simplicity of rules. Multi-population parallel strategy is proposed, the cost-based discretization method is adopted, and parameters in the algorithm are adjusted step by step. With these improvements, performance of the algorithm is advanced, and classification predictive accuracy is enhanced. Finally, SIMiner, a self-development data mining software system based on swarm intelligence, is applied to experiment on six data sets taken from UCI Repository on Machine Learning. The results illuminate the algorithm proposed in this paper has better performance in predictive accuracy and simplicity of rules.
Introduction
Classification is a primary task of data mining, and is an important content of databased learning in the real world. For example, identifying credit level of credit card users, diagnosing some kind of disease of a patient, etc, these are all processes of classification. In data mining, classification is defined as the process that building the model to describe and distinguish data class or concept, and using it to identify data whose class is unknown into appropriate data class [1] . Common classification methods include decision trees, neural network, genetic algorithm, and naive Bayes classification, etc [2] . Different methods achieve different models. As a comprehensible model, classification rules are usually used. A classification rule is generally expressed with IF-THEN rule, as follows: IF <term1 AND term2 AND ……> THEN <consequent>. Each term of the condition is a triple <attribute, operator, value>. The rule consequent is the result of classification, i.e. the value of class attribute.
Ant colony optimization (ACO) is a metaheuristic algorithm inspired with collective foraging behavior of ant colony in real world. Due to the good robusticity and flexibility for searching solution, it has been applied in the traveling salesman problem (TSP), quadratic assignment problem, graph coloring, job-shop scheduling, sequential ordering, and vehicle routing [3] . Ant-Miner, an ACO-based algorithm for data mining, is proposed in [12] , and is compared with CN2, a well-known data mining algorithm for classification. In this paper, some improvements of Ant-Miner algorithm are implemented based on existing research to enhance predictive accuracy and simplicity of rules. Multipopulation parallel strategy is proposed, the cost-based discretization method is adopted, and parameters in the algorithm are adjusted step by step. For evaluating the new algorithm, called ACO-Miner, we applied SIMiner, a self-development data mining software system based on swarm intelligence, to experiment on some data sets taken from UCI Repository on Machine Learning. The results illuminate ACO-Miner has better performance in predictive accuracy and simplicity of rules than Ant-Miner and CN2.
The rest of this paper is organized as follows. Section 2 presents artificial ants and ACO algorithm briefly. Section 3 discusses the Ant-Miner algorithm and represents improvements of Ant-Miner algorithm, i.e. the ACO-Miner. Section 4 reports experiment results and compares with Ant-Miner and CN2. Finally, Section 5 concludes the paper and points expectation for future research.
Artificial Ants and ACO Algorithm
The primary ideas of ACO algorithm are inspired from ant colony in real world, including: 1) collaborative individuals compose the swarm; 2) pheromone trail is used for communication through the local environment; 3) the shortest path is discovered by a series of behaviors of collaborative individuals; 4) the random decision strategy based on local information is adopted, without transcendental knowledge.
On the other hand, artificial ants in ACO algorithm have several characteristics which real ants do not have, namely: 1) artificial ants move in a discrete space; 2) artificial ants have interior status and have the memory about past behaviors; 3) artificial ants release pheromone according to the quality of solution which they discovered; 4) the time spent by artificial ants on releasing pheromone depends on certain problem which is solved, it can not correspond to the behaviors of real ants usually; 5) ACO adopts some extra abilities of artificial ants, such as local optimization, looking forward, looking backward, and global monitor, to improve the efficiency of the whole system. These characteristics are just used in Ant-Miner algorithm. But Ant-Miner algorithm only adopts the basic concepts of ACO algorithm. The introduction of some new concepts can enhance the performance of Ant-Miner algorithm. So we propose ACO-Miner algorithm for improving the performance of algorithm. Adjust Min_cases_per_rule with a certain step; for (p = 1; p < No_ant_populations; p++) j = 1; /* convergence test index */ Initialize all trails with the same amount of pheromone; for (i = 1; i < No_ant_in_each_populations p , j < No_rules_converg; i++) Ant i starts with an empty rule and incrementally constructs a classification rule R i by adding one term at a time to the current rule until Min_cases_per_rule is not satisfied or each term is used; Prune rule R i ; Update the pheromone of all trails by increasing pheromone in the trail followed by Ant i (proportional to the quality of R i ) and decreasing pheromone in the other trails (simulating pheromone evaporation); if (R i is equal to R i-1 )/*update convergence test */ j++; else j = 1; Choose the best rule R best among all rules R i constructed by all the ants in all the populations; Add rule R best to DiscoveredRuleList; TrainingSet = TrainingSet-{set of cases correctly covered by R best }; end end end At first, the Ant-Miner algorithm is introduced as follow.
General Description of Ant-Miner
Each iteration of the outer loop, i.e. while loop, of Algorithm I discovers one classification rule, and this rule is added into the list of discovered rules. Then the cases that covered by this rule are removed for training set, until the number of uncovered cases is bigger than Max_uncovered_cases.
Each iteration of the interior loop, i.e. for loop, of Algorithm I consists of three steps, including rule construction, rule pruning, and pheromone updating.
1. Rule construction. An ant adds one term at a time into the rule, which it is constructing, according to the value of heuristic function and the amount of pheromone, until 1) any another term to be added into the rule would make that the number of cases covered by this rule is smaller than Min_cases_per_rule, or 2) all attributes have already been used by this ant.
2. Rule pruning. Rule R i constructed by Ant i is pruned in order to remove irrelevant terms. One term is removed at a time from the rule, and the change of the quality of this rule is computed. Then the term, which makes the greatest improvement of the quality of this rule, is removed. This process is repeated until there is only one term in this rule or there is no term whose removal will improve the quality of this rule.
3. Pheromone updating. The amount of pheromone in each trail is updated, increasing the pheromone in the trail followed by Ant i according to the quality of rule R i and decreasing the pheromone in the other trails to simulate the pheromone evaporation.
Each of iteration of interior loop corresponds to the behavior of one ant. After one ant finished this process, another one starts, until all ants have finished or the current Ant i constructed a rule that is exactly the same as the rule constructed by the previous No_rules_converg -1 ants.
When all the interior loops are completed, the best rule among the rules constructed by all ants is added into the list of discovered rules, and a new iteration of the outer loop starts with reinitializing the same amount of pheromone in all trails.
Pheromone Updating
In the beginning of each of iteration of the outer loop, all trails are initialized with the same amount of pheromone. The initial amount of pheromone is defined as follow.
where a is the total number of attributes and b i is the number of possible values that can be taken on by attribute A i .
Pheromone updating is based on two basic ideas: 1) the amount of pheromone in each term occurring in the rule which discovered by current ant should be increased in proportion to the quality of the rule; 2) the amount of pheromone in each term that does not occur in current rule should be decreased to simulate pheromone evaporation.
The quality of a rule is defined as
where TP (true positives) is the number of cases that are covered and whose class is predicted correctly by the rule, FP (false positives) is the number of cases that are covered and whose class is predicted falsely by the rule, FN (false negatives) is the number of cases that are not covered but that have the class predicted by the rule, TN (true negatives) is the number of cases that are not covered and that do not have the class predicted by the rule. τ . This is proved as follow.
The summation of increasing pheromone is equal to the summation of increasing pheromone of term ij occurring in current rule R i , i.e. ) i.e. the amount of pheromone in this term is increased;
( )
For enhancing predictive accuracy and simplicity of rules, ACO-Miner improves Ant-Miner algorithm with the following three aspects.
Multi-population Parallel Strategy
Ant colony in ACO-Miner is divided into some populations. These populations are parallel and run separately. This strategy can avoid dependence on initial term due to the random choice of term at the beginning of interior loop. Each population has the same amount of ants, searches rules in current training set separately, and has its own list of amount of pheromone and list of discovered rules respectively. When the interior loop of each population is completed, all of the rules in every list are ordered by the quality of the rules. Then the best rule with the highest quality is added into the final list of discovered rules.
The number of ant populations is greater, the dependence on initial term is smaller, but the cost of computing is bigger. The number of ant populations can be adjusted according to the number of cases in training set.
Adjusting Parameters Step by Step
In ACO-Miner, the minimum number of cases covered per rule (Min_cases_per_rule) is a variable. It is set a bigger value at the early phase (e.g. 1/20 of the number of cases in training set), and is set a smaller value at the late phase (e.g. 1/50 of the number of cases in training set). During this process, it is decreased step by step. On one hand, setting a bigger value at the early phase can reduce the time of computing and enhance the running efficiency of the algorithm. On the other hand, decreasing the value of Min_cases_per_rule properly can discover new rules more effectively and make more cases in the training set covered.
Adopting the Cost-Based Discretization Method
The cost-based discretization method, proposed in [16] , is adopted in ACO-Miner algorithm to replace the C4.5-Disc discretization method used in Ant-Miner algorithm. In practical application, the essentiality of different attributes is discriminating. For example, in the analysis of customer loyalty, the duration of customer relationship keeping has higher essentiality than the time since recently buying. The cost of misclassification is diverse for different attributes. The method proposed in [16] introduces the concept of misclassification cost, puts appropriate weights to different attributes, and make the result of discretization more reasonable.
Experimental Results
For evaluating the performance of ACO-Miner, we apply SIMiner, a selfdevelopment data mining software system based on swarm intelligence, to experiment on six data sets taken from UCI Repository on Machine Learning. The main characteristics of these data sets are summarized in Table 1. ACO-Miner has five user-defined parameters, namely:
1) the number of ant populations (No_ant_populations); 2) the number of ants in each population (No_ant_in_each_populationsp); 3) the maximum number of uncovered cases in the training set (Max_uncovered_cases); 4) the minimum number of cases per rule (Min_cases_per_rule); 5) the number of rules used to test convergence of the ants (No_rules_converg). The values of these five parameters will be given according to different experiments. The ten-fold cross-validation method is taken in all the following experiments. All the following experiments are implemented with SIMiner, a data mining software system based on swarm intelligence developed by our own with Java.
SIMiner consists of three main modules, i.e. data preprocessing module, classifying module, and clustering module. Some data mining methods based on swarm intelligence, including ACO-Miner and Ant-Miner, are implemented in classifying module and clustering module. These two modules are extensible by jointing other algorithm. The first two modules are used in our experiments.
The data sets are preprocessed using this module, including filling the missing values, discretizing the continuous attributes, and generating the subsets for ten-fold cross-validation. Once the data sets are ready, the mining of classification rules with ACO-Miner can be implemented using classifying module.
Comparing ACO-Miner with Ant-Miner and CN2
We have evaluated the performance of ACO-Miner by comparing it with Ant-Miner and CN2. The five parameters are set as follows: 1) No_ant_populations = 3; 2) No_ant_in_each_populationsp = 3000; 3) Max_uncovered_cases = |TrainSet|/30; 4) Min_cases_per_rule = |TrainSet|/30; 5) No_rules_converg = 10.
where |TrainSet| is the number of cases in initial train set but not current train set. The results comparing the predictive accuracy are reported in Table 2 . From table 2, we can find that in three out of the six data sets the predictive accuracy of ACO-Miner is the highest. In the other three data sets it is the second one. These results indicated that ACO-Miner is competitive with Ant-Miner and CN2 with respect to predictive accuracy, even better than the other two algorithms in some domains. The results comparing the simplicity of the rules are reported in Table 3 . Table 3 . Simplicity of the rules of ACO-Miner, Ant-Miner, and CN2
Number of rules Data Set
ACO-Miner
Conclusion
This paper has proposed an algorithm for classification rules discovery called ACOMiner. It is based on the ACO algorithm, a swarm intelligence algorithm, and the Ant-Miner algorithm, an algorithm for classification rules mining. In ACO-Miner algorithm, multi-population parallel strategy is proposed, the cost-based discretization method is adopted, and parameters in the algorithm are adjusted step by step. With these improvements, performance of the algorithm is advanced, and predictive accuracy is enhanced than Ant-Miner. SIMiner, a data mining software system based on swarm intelligence developed by our own with Java, is applied to evaluate the performance of the ACO-Miner algorithm. Six data sets taken from UCI Repository on Machine Learning have been used in our experiments. The results illuminate that the algorithm proposed in this paper has better performance in predictive accuracy and simplicity of rules.
In the future research, SIMiner need be improved further, and more data mining algorithms should be integrated in. On the other hand, the performance of ACO-Miner should be enhanced by other kinds of heuristic function and pheromone updating strategy, and the applications of ACO-Miner in other domains should be researched.
