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RESUME 
Depuis quelques annees, revolution de la legislation en matiere de responsabilite elargie 
des producteurs et la prise de conscience que la valeur ajoutee restante des produits en 
fin de vie peut etre exploitee ont incite les industriels a investir dans le domaine de la 
refection. La refection est le terme standard qui designe a la fois le processus de 
restauration d'un produit durable endommage partiellement, ou en totalite. Cette 
restauration a pour but de lui rendre ses conditions initiales d'apparence et de 
performance, ou de l'ameliorer au regard de besoins technologiques dans le but de 
prolonger sa duree de vie. 
Ce memoire de maitrise s'interesse a la gestion de la refection des biens d'equipements 
dans un systeme hybride de reparation et de refection avec approvisionnement non 
fiable. Ces systemes partagent leurs ressources manufacturieres entre la refection des 
equipements en fin de vie, dont le retour est planifie, et la reparation des equipements 
suite a des defaillances majeures, effectuee en priorite. La refection consiste en reparer 
ou remplacer un composant usage, avec des couts et des durees d'execution differentes. 
Dans la pratique, le choix entre reparer et remplacer depend de l'etat du composant, du 
niveau de l'inventaire d'equipements remis a neuf et de la disponibilite en pieces de 
rechange. 
Nous avons restreint notre etude au cas d'un systeme traitant un seul type d'equipements 
et pour lesquels le choix de reparer et de remplacer est toujours possible. De plus nous 
avons envisage que l'approvisionnement en pieces de rechange n'est pas fiable, en 
proposant deux modeles : le cas ou la disponibilite des pieces de remplacement est une 
contrainte exterieure, caracterisee par une probability de disponibilite, et le cas ou les 
pieces de remplacement sont fournies par un approvisionnement avec delais de livraison 
stochastique, considere dans le systeme et controle conjointement avec la refection. 
Notre objectif est de determiner une politique de controle de la refection, et de 
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l'approvisionnement pour le second cas, qui minimisent le cout moyen total sur le long 
terme. Nous proposons pour la refection une politique de controle sous-optimale dans la 
famille des politiques a seuils critiques et, dans le cas ou l'approvisionnement est 
controle, un modele a « point de commande-quantite de commande ». 
Les travaux realises dans le cadre de ce memoire sont articules autour de trois articles 
soumis a des revues scientifiques : 
"Optimization of the control policy for a stochastic remanufacturing system 
with unreliable replacement parts supply ", soumis a International Journal of 
Simulation and Process Modeling - Inderscience Publishers. Cet article aborde 
le modele avec probabilite de disponibilite des pieces de remplacement et 
propose une methode de resolution basee sur la simulation. 
"Control of a repair and overhaul system with probabilistic parts availability", 
accepte par Production Planning & Control - Taylor & Francis. Cet article 
aborde egalement le modele avec probabilite de disponibilite des pieces de 
remplacement et propose une resolution analytique du probleme d'optimisation. 
Nous validons les resultats obtenus a l'aide du modele de simulation de 1'article 
precedent. 
"Joint hybrid repair and remanufacturing systems and supply control", soumis a 
International Journal of Production Research - Taylor & Francis. Cet article 
propose d'optimiser conjointement refection et approvisionnement. Une 
approche de resolution basee sur la simulation, les plans d'experiences et la 
methode des surfaces de reponse est introduite. 
L'utilisation de l'approche par simulation et de l'approche analytique permet de 
quantifier les effets des differents parametres de couts et de l'approvisionnement non 
liable sur les politiques de controles proposees et ainsi d'avoir une meilleure 




During the past few years, the evolution of the extended producer responsibility 
legislation and the awareness that the added value of end of life products can be 
recovered has encouraged firms to invest in remanufacturing activities. Remanufacturing 
is defined as the restoration of a worn-out item to a standard as close as possible to its 
original condition in appearance, performance and life expectancy. Remanufacturing 
provides the opportunity to extend the item's lifetime and update it with more modern 
technology. 
This master's thesis examines the control of a hybrid repair and remanufacturing system 
with unreliable replacement parts supply. This kind of system shares a common pool of 
skilled resources for remanufacturing worn equipments at the end of their expected life 
and repairing equipments following severe failures, which takes precedence over 
remanufacturing. Remanufacturing can be executed at different rates and costs, 
corresponding to different replacement and repair modes. In practice, managers have to 
decide whether to repair or replace worn-out components, depending on the specific 
condition of each component, the level of the serviceable inventory of equipments and 
the availability of replacement parts. 
Our study concentrates on the remanufacturing control problem of one product, with the 
assumption that its conditions don't have any impact on the choice of repairing or 
replacing it. We considered an unreliable supply and formulated two models: a model 
with a probabilistic availability of replacement parts and a model where the supply 
process, with random lead times, is considered and controlled. Our objective is to 
determine a control policy for remanufacturing, combined with the supply control in the 
second model, that minimizes the average total cost over an infinite horizon. We 
proposed, for the remanufacturing activities, a sub-optimal control policy based on 
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inventory thresholds triggering the use of the remanufacturing modes and "a reorder 
level-reorder quantity" supply policy in the second model. 
Development works are got onto three papers submitted to specialised journals: 
"Optimization of the control policy for a stochastic remanufacturing system 
with unreliable replacement parts supply ", submitted to International Journal 
of Simulation and Process Modeling - Inderscience Publishers. This paper 
deals with the model of probabilistic availability of replacement parts and 
proposes a simulation approach to solve the optimization problem, 
"Control of a repair and overhaul system with probabilistic parts availability", 
accepted by Production Planning & Control - Taylor & Francis. This paper 
also deals with the model of probabilistic availability of replacement parts. An 
analytical solution is derived. Validation of this approach is obtained by 
comparing our results with the results obtained with the simulation approach of 
the previous article. 
- "Joint hybrid repair and remanufacturing systems and supply control", 
submitted to International Journal of Production Research - Taylor & Francis. 
A joint remanufacturing and supply policy is proposed. A resolution approach 
combining simulation, experimental design and response surface methodology 
is applied to obtain a sub-optimal control policy. 
Using the analytical and the simulation approach, the effect of the different cost 
parameters and the effect of an unreliable supply on the control policies were quantified 
and analysed. These results provide a better understanding of unreliable supply on 
remanufacturing. 
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1 
INTRODUCTION 
La refection se definie comme la reparation d'un equipement endommage, partiellement 
ou en totalite, en vue de lui rendre ses conditions initiales d'apparence et de 
performances ou bien de l'ameliorer, au regard de besoins et technologies entre-temps 
eprouves, afin de prolonger sa duree de vie. La refection boucle le cycle de vie d'un 
produit et permet de le reintroduire dans un nouveau cycle de vie. 
De nombreux avantages directs et indirects decoulent de la reutilisation de produits 
usages en tant qu'alternative a la fabrication de produits neufs, tels que la diminution des 
dechets rejetes, la diminution de l'energie utilisee, l'economie du cout d'achat d'un 
nouveau produit ou bien de la destruction d'un ancien. La refection est ainsi un 
formidable moyen de diminuer les couts, et done ainsi d'ameliorer la productivite d'une 
entreprise, en plus d'etre un geste environnemental. 
Une fois recupere, un produit est disassemble, nettoye et subit une inspection afin de 
verifier la valeur ajoutee restante et la pertinence de la refection par rapport a la mise en 
rebut des composants en termes de standards minimums a respecter. D'autre part, la 
possibilite de changement technologique apporte au produit d'un cycle de vie a l'autre 
modifie la proportion de composants reutilisables. Ainsi les industries de refection 
doivent en complement acquerir de nouveaux composants pour satisfaire la demande en 
nouveaux produits. La phase d'inspection fournit egalement un diagnostic sur les 
operations de refection, specifiques a chaque composant et sous-ensemble, a effectuer en 
aval. On effectue ensuite ces taches de reparation et de remplacement en tant que telles, 
puis l'assemblage et l'inspection finale. 
Le flux de produits usages recuperes se caracterise par une importante incertitude sur la 
quantite et la qualite des produits. En consequence, les travaux de refection se 
distinguent des operations de fabrication par leur grande variabilite. En effet, la quantite 
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de travail et done les delais et couts de refection dependent de l'etat de chaque 
composant et du mode de refection choisi. Dans ce contexte de processus d'execution 
complexes et stochastiques, les techniques classiques utilisees dans le controle des 
operations de fabrication ne sont pas adequats pour traiter l'execution des operations de 
refection. II y a done un besoin critique d'apporter de nouvelles approches de gestion 
pour repondre aux besoins specifiques d'une industrie de la refection en pleine 
croissance, notamment pour les biens d'equipements. 
Nous nous interessons a la refection des biens d'equipements, qui correspondent a des 
investissements majeurs, et qui sont la plupart du temps remis a neuf et reutilises par les 
memes entreprises. La refection de biens d'equipements a ainsi adopte une organisation 
proche des domaines de la maintenance et des services, qui sont integres dans une 
gestion globale du cycle de vie du produit. Le principal objectif recherche est alors de 
maintenir un nombre d'equipements utilisables superieur au niveau de service requis 
dans l'entreprise en utilisant les memes ressources manufacturieres pour effectuer la 
maintenance ou la refection des equipements usages et en envisageant le remplacement 
de certains composants. 
Dans ce travail de recherche, nous proposons une demarche de controle de Fexecution 
des operations de reparation et de refection d'un produit unique dans un systeme en 
boucle fermee. Au sein d'un tel systeme, nomme systeme hybride de reparation et de 
refection, un bien d'equipement est utilise, puis subit des operations de maintenance, en 
cas de defaillance majeure, et de refection en fin de vie pour etre reintroduit dans un 
nouveau cycle de service. Ces operations de maintenance et de refection utilisent les 
memes ressources. Le systeme alterne done entre des operations de refections, 
considerees comme des actions planifiees et controlables, et des operations de reparation 
d'equipements, considerees comme non planifiables et non controlables et dont 
l'urgence impose une priorite de traitement sur la refection. Nous cherchons une 
politique de controle des operations de refection afin d'assurer un nombre suffisant 
d'equipements en service avec un cout minimum. Pour cela, nous proposons differentes 
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strategies predefmies de refection, qui different en termes de cout et de delai 
d'execution, depuis une simple remise en etat a un remplacement complet. La 
problematique est la suivante : comment effectuer un choix dynamique de strategie de 
refection afm de minimiser les couts d'operation et d'inventaire et de remplacement ? 
Des travaux precedents, tel que Gharbi, Pellerin et Sadr (2008) et Pellerin, Sadr, Gharbi 
et Malhame (2008) ont contribue a apporter une reponse en utilisant une politique 
d'execution se basant sur des seuils critiques d'inventaire d'equipements utilisables 
declenchant l'utilisation des modes de refection {Multiple Hedging Point policy -
MHPP). lis ont en outre propose d'une part une methode de determination experimental 
de la valeur de ces seuils basee sur un plan d'experience, une modelisation par 
simulation et la methode des reponses de surface, et d'autre part une methode de 
determination analytique. Cependant, la strategie de remplacement utilisee ne prend pas 
en compte la possibility de rupture du stock de pieces de remplacement qui peut se 
produire dans les chaines d'approvisionnement reelles. Dans notre approche nous 
proposons d'inclure rincertitude sur le reapprovisionnement dans notre politique de 
gestion des systemes hybrides de reparation et de refection, dans un premier temps en 
considerant une probabilite de disponibilite des pieces de remplacement, et dans un 
second temps en traitant la gestion de l'inventaire de pieces de remplacement. 
Les travaux presentes dans ce memoire s'articulent autour de trois articles scientifiques, 
"Optimization of the control policy for a stochastic remanufacturing system with 
unreliable replacement parts supply", puis "Control of a repair and overhaul system with 
probabilistic parts availability" et "Joint hybrid repair and remanufacturing systems and 
supply control", presentes respectivement dans les chapitres 3, 4 et 5. 
Ce memoire se decompose ainsi: 
Le chapitre 1 presente une revue de litterarure pertinente permettant de 
positionner la recherche effectuee par rapport aux travaux precedents et actuels 
dans le domaine de la refection et de 1'approvisionnement non liable. 
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Le chapitre 2 est une synthese des travaux menes dans le cadre de cette 
recherche et constitue ainsi un fil conducteur coherent des articles scientifiques 
par rapport aux objectifs de la recherche. La demarche de l'ensemble du travail 
de recherche et l'organisation generale du memoire sont aussi presentees. 
Le chapitre 3 est un article scientifique qui integre une probabilite de 
disponibilite des pieces de remplacement aux modeles existants de resolution 
par simulation du probleme de controle optimal des systemes hybrides de 
reparation et de refection. 
Le chapitre 4 etend les resultats du chapitre 3 en proposant une resolution 
analytique du probleme de controle des systemes hybrides de reparation et de 
refection sous la meme contrainte de probabilite de disponibilite des pieces de 
remplacement. Cet article scientifique presente en outre les difficultes et les 
limites de la resolution analytique pour des modeles d'optimisation de systemes 
plus complexes. 
Le chapitre 5 est un article scientifique qui propose d'optimiser conjointement 
le controle de systemes hybrides de reparation et de refection et le controle de 
l'approvisionnement en pieces de remplacement. L'approche utilisee se base 
sur la methode resolution numerique proposee dans le chapitre 3. 
- Le chapitre 6 apporte des details complementaires sur l'aspect methodologique 
et theorique des deux approches de resolution utilisees dans ces travaux. 
- Le chapitre 7 presente une discussion generale de la methodologie employee et 
des resultats des travaux de recherche par rapport a la revue critique de la 
litterature. 
La conclusion resume les resultats et la contribution du memoire et introduit les 
perspectives de recherches supplementaires qu'ouvre cette etude. 
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CHAPITRE 1 : REVUE DE LITTERATURE 
L 'objectif de cette revue de litterature est de positionner notre 
problematique parmi les travaux de recherche actuels. Ce 
memoire etant presente par articles, nous referons le lecteur aux 
chapitres 3, 4 et 5 qui contiennent des revues de litteratures 
specifiques a chaque article scientifique. Ce chapitre presente 
les concepts de controle des systemes de refection, en particulier 
pour les systemes hybrides de reparation et de refection, et 
aborde le concept de reapprovisionnement nonfiable. 
1.1 Description des systemes de refection 
1.1.1 Definition de la refection 
Dans un premier temps, il convient de defmir clairement le domaine de la refection 
autour duquel les travaux effectues dans ce memoire sont centres. La refection est une 
des activites de la logistique inverse (Reverse Logistics), que Ton peut defmir comme 
« le processus de planifier, implanter et controler le flux efficient et rentable de matieres 
premieres, stocks d'en-cours, produits finis et d'informations utiles du lieu de 
consommation au lieu d'origine dans le but de recuperer la valeur ou d'eliminer de 
maniere approprie» (Rogers et Tibben-Lembke 1998). La Figure 1.1 presente le 
diagramme de flux de la logistique inverse, qui s'articule autour des activites suivantes : 
- la reutilisation directe du produit apres nettoyage et travaux mineurs de 
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Figure 1.1 Les Differentes activites de recuperation de la logistique inverse 
la reparation, qui consiste a remettre en etat un produit defectueux avec une 
perte possible de qualite, 
le recyclage (recycling), qui represente la collecte et la conversion d'un produit 
ou d'un materiau usage en matiere premiere pour etre utilise dans la fabrication 
d'un produit completement nouveau, 
la refection (remanufacturing), telle que definie par Cox et Blackstone (2002), 
qui est le terme standard designant a la fois le processus et l'environnement 
manufacturier dans lequel on restaure un produit durable endommage 
partiellement, ou en totalite. Cette restauration a pour but de lui rendre ses 
conditions initiales d'apparence et de performance, ou afin de l'ameliorer au 
regard de besoins technologiques dans le but de prolonger sa duree de vie. 
D'autres termes sont utilises en anglais pour la refection, telles que 
refurbishing, reconditioning, rebuilding. 
1.1.2 Les avantages apportes par la refection 
La refection se justifie economiquement par la volonte de recuperer la valeur ajoutee 
restante d'un produit endommage sous la forme de couts de main d'oeuvre, materiau, 
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energie et de production initialement apportes a la confection du produit et qui restent 
apres un cycle de vie. Pour autant, chaque produit endommage ne sera pas remis a neuf, 
il sera souvent elimine {disposal) ou revendu sur un autre marche, comme le recyclage. 
L'essentiel de l'approche de selection reside dans l'estimation de la valeur ajoutee du 
cout des travaux de refection a effectuer, des couts de stockage et de collecte, a 
comparer avec l'achat simple d'un nouveau produit et l'elimination d'un ancien produit. 
Ce processus s'applique sur chaque composant d'un produit endommage. On pourra 
aboutir ainsi a un produit hybride, melange de nouveau et ancien composants. 
La refection represente aujourd'hui une des plus importantes opportunites 
d'amelioration de la productivite (Giuntini et Gaudette, 2003). UU.S. environmental 
protection agency (EPA) indique que l'industrie de la refection represente un chiffre 
d'affaire annuel de 53 milliards $ par an, emploie directement ou indirectement pres de 
500,000 travailleurs au sein de 73,000 entreprises et est en constante croissance (EPA, 
1997 ; EPA, 1998). En proposant des produits remis a neuf a des prix inferieurs aux prix 
d'un produit neuf, de l'ordre de 30 a 40% (Fargher, 1997), les entreprises de refection 
attirent des clients pour qui le prix du produit neuf est prohibitif et augmentent ainsi la 
taille du marche. 
Remettre a neuf ou acheter des produits refectionnes est egalement considere comme 
une activite majeure de prevention du gaspillage en materiau et energie. Pour les seules 
economies d'energie, on estime a 15 milliards $ par an la somme epargnee par la 
reutilisation en evitant le traitement et la production a partir de materiaux bruts (EPA, 
1998). Une etude recente (Mayers, 2007) rapporte egalement que la legislation de plus 
en plus contraignante dans de nombreux pays, notamment en Europe, impose la 
responsabilite du financement et de la gestion de la recuperation, du traitement et du 
recyclage et des produits en fin de vie {extended producer responsability). Les 
entreprises manufacturieres traditionnelles sont done encouragees a mettre en place des 
strategies de recuperation des materiaux et produits en fin de vie et a investir dans la 
refection. L'amelioration de l'image environnementale d'une entreprise a aussi un 
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impact marketing qui permet indirectement aux entreprises d'augmenter leur part de 
marche face aux concurrents. 
1.1.3 Le cycle de vie d'un produit remis a neuf 
Nous presentons a la Figure 1.2 le cycle de vie d'un produit remis a neuf. La premiere 
etape consiste a collecter les produits usages aupres de leurs utilisateurs et de les faire 
converger au point de refection, ce qui exige la constitution d'une chaine de logistique 
inverse. La refection englobant un large panel de sequence d'operations, de la reparation 
mineure aux complexes programmes de mise a niveau technique (Pellerin, 1997), nous 
presentons ici le scenario typique du processus de refection : 
le demontage complet d'un produit retourne, qui fournit les partis et 
composants qu'il faudra remettre a niveau. Thierry, Salomon, Van Nunen et 
Van Wassenhove (1995) identifierent quatre niveaux de desassemblage 
possible d'un produit: produit, modules, composants et materiaux, 
- une inspection est effectuee pour determiner la pertinence d'une refection par 
rapport au rejet en fonction de l'etat et de la valeur intrinseque restante et ainsi 
classer les composants. L'inspection fournit egalement des informations 
essentielles aux operations en aval, tel qu'un diagnostic des operations de 
refection a effectuer pour chaque composant et la quantite de pieces neuves a 
acquerir pour completer au besoin le flux de produits remis a neuf ou remplacer 
les composants rejetes, 
le nettoyage, la remise a niveau puis le test des composants acceptes. Les 
operations de refection sont souvent effectuees dans un atelier multigamme 
(job-shop), etant donne le besoin de machines polyvalentes et de flexibilite. 
Chaque piece ayant vecu un cycle d'utilisation et done une usure differente, les 
operations de refection se caracterisent par leur grande variability, 
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Fin du cycle de 
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Figure 1.2 Cycle de vie d'un produit remis a neuf 
1'assemblage de composants et sous-ensembles « comme neufs » et neufs. Les 
produits sont ensuite disponibles pour etre utilises. 
La quantite et la qualite des produits endommages a reparer ou remplacer etant par 
nature variables, voire aleatoires, le flux de produits «remis a neuf» est complete par 
racquisition de nouveaux produits afin de satisfaire la demande. Le produit rentre 
ensuite dans un reseau de distribution classique pour etre vendu ou loue au client 
utilisateurs. Le produit est utilise en service et subit des operations de maintenance 
jusqu'a sa fin de vie. Entre chacune de ces etapes, les systemes de refection doivent en 
outre stocker et gerer une variete importante de types de pieces : les produits avant 
refection (cores), les pieces de rechange, les produits neufs, les produits finis et en cours 
de production (WIP). 
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1.1.4 Les caracteristiques des produits remis a neuf 
Lund (1998) a identifte les principaux criteres pour remettre a neuf un produit. Celui-ci 
doit avoir les caracteristiques suivantes : 
etre un bien durable, 
etre victime d'une defaillance durant son fonctionnement, 
etre standardise et avoir des composants interchangeables, 
avoir une valeur ajoutee restante importante, 
le cout pour obtenir (acquisition, transport, stockage,...) un produit defaillant 
est faible par rapport a la valeur ajoutee restante, 
sa technologie est stable durant plus d'un cycle de vie, 
- le consommateur est conscient que des produits remis a neuf sont disponibles, 
ceci assurant des debouches suffisants pour rendre la refection viable. 
II est egalement important que le produit soit demontable. La phase de demontage n'est 
pas seulement l'inverse de la phase d'assemblage. En effet la plupart des produits, meme 
dans le secteur de la refection, n'ont pas ete concus pour etre demontes et il faut faire 
appel a la retro-ingenierie (reverse engineering) afin de definir des sequences de 
demontage. Le produits qui ne sont pas concus pour etre demontes ont ainsi des plus 
importants taux de rebut lors du demontage et done de remplacement par la suite. 
Giuntini et Gaudette (2003) ont distingues les biens de consommation des biens 
d'equipement parmi les produits remis a neuf. Les biens de consommation sont 
generalement reintroduits dans le meme marche apres refection en tant que nouveau 
produit, alors que les biens d'equipement sont la plupart du temps remis a neuf par les 
proprietaries initiaux, etant des actifs importants de l'entreprise. Cela a un impact direct 
sur l'organisation d'un systeme de refection. En effet, la structure de la chaine de 
collecte est un element pivot dans l'organisation des systemes de refection des biens de 
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consommation, alors que les systemes de refection de biens d'equipement sont souvent 
associes au service de maintenance et d'entretien, et de maniere plus globale sont 
integres dans des programmes de gestion du cycle de vie. 
1.2 La complexity des operations de refection 
Guide (2000) a identifie un certain nombre de caracteristiques qui compliquent 
significativement les activites de planification et de controle des activites de refection, a 
savoir: 
- le besoin d'un reseau de logistique inverse. Les accords d'achats avec reprise, 
les mesures d'incitation et la location (leasing), ainsi qu'une localisation 
optimale des centres de retours, en s'appuyant par exemple sur le reseau de 
distribution ou des intermediaires, permettent d'ameliorer la fiabilite des retours 
de produits. Les couts de transport variables selon les distances du client au 
centre de retour ainsi que le stockage de differents produits retournes, de 
differentes qualites, sont des facteurs compliquant la gestion du retour des 
produits usages, 
- rincertitude dans la frequence, la quantite et la qualite" des retours des produits 
retournes. Chaque produit ayant vecu une utilisation differente et ayant subi des 
defaillances propres a cette utilisation, les systemes de refection n'ont 
quasiment aucun controle sur la quantite, la qualite et la frequence des retours 
de produits endommages. Le degre de changements technologiques influence 
egalement la proportion de produits reutilisables, 
- la necessite de balancer les retours avec la demande. Ce probleme est lie a la 
difficulte de planifier les retours de produits en fin de vie. Les entreprises 
cherchent a synchroniser la demande en produits remis a neuf et les retours afin 
de minimiser les couts d'inventaires et les penalites de retard. Ceci exige une 
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coordination etroite entre les differents secteurs au sein du systeme de refection. 
Un excessif retour de produits endommages est stocke en attendant une 
refection ulterieure ou bien vendu ou mis au rebut, alors qu'un retour 
insuffisant est compense par l'acquisition de pieces de remplacement. Cette 
caracteristique a done egalement une influence sur la gestion des matieres et la 
planification des ressources, 
- le demontage des produits retournes; Outre 1'importance en amont de concevoir 
des produits demontables, les sequences de demontage obligent les entreprises 
de refection a effectuer de la retro-ingenierie. De plus, les operations de 
demontage ont une variabilite de duree importante qui complique 1'allocation 
des ressources, la gestion des materiaux, l'ordonnancement et la planification 
des taches, 
- les composants soumis a des restrictions; Lorsque l'utilisateur reste proprietaire 
du produit qu'il retourae, sans etre celui qui en assure la refection, le retour du 
meme produit apres refection est requis. Dans ce cas, les systemes de refection 
emploient une strategic de fabrique sur demande {make-to-order) dans laquelle 
demande et retour sont correles, assurant la fiabilite des retours mais ne 
permettant pas un horizon important pour l'acquisition de pieces de 
remplacement. En outre, rendre le meme produit apres refection exige le 
comptage, l'etiquetage et le suivi des composants et done impose une charge 
importante aux systemes d'information, 
- les problemes d'acheminement stochastique des produits pour les operations de 
refection et les durees d'execution tres variables; II existe une succession 
maximale d'operations qu'un produit endommage subira pour etre remis a neuf. 
Chaque produit ne necessite qu'une partie de ces operations, qui constituent en 
fait le pire des scenarii, en fonction du degre de degradation specifique a son 
utilisation. Le nettoyage et le reassemblage sont des taches souvent connues a 
l'avance, alors que les operations de remise a neuf et done l'acheminement 
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dans un atelier multi-gamme, la duree de refection, et les ressources necessaires 
sont assimiles a des phenomenes stochastiques, rendant complexe la 
planification de la production, l'ordonnancement et la gestion de l'inventaire. 
La coordination des activites (desassemblage, reparation, acquisition, 
reassemblage, etc..) est primordiale. Le desassemblage ne fournit par exemple 
pas un seul composant mais plusieurs simultanement. La capacite de l'outil de 
reparation, generalement multi-gamme, ou parfois servant egalement comme 
ressource de production de nouveaux produits, est egalement un element 
important a considered 
Ainsi, on constate que le domaine de la refection possede de nombreuses caracteristiques 
qui compliquent les activites de controle et de planification rendus ainsi plus complexes 
que pour les systemes manufacturiers traditionnels. L'importance economique de la 
refection en termes de taille et de croissance oblige pourtant la recherche et la mise en 
place de reponses aux problemes souleves precedemment, ce que nous presentons dans 
la section suivante. 
1.3 Axes de recherche specifique a la refection 
L'engouement suscite pour la gestion ecologique de la chaine de logistique (Green 
Supply-Chain Management GrSCM) s'est manifeste au travers des nombreux travaux 
scientifiques paras ces dernieres annees. Srivastava (2007) propose une excellente revue 
de litterature des travaux menes ces dernieres annees et apporte une classification aux 
differents problemes entourant la GrSCM, schematise sur la Figure 1.3 : 
la gestion de la fin de vie du produit {waste management), qui englobe 
1'elimination, la reduction des dechets a la source et la prevention de la 
pollution, 
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la conception ecologique (green design), qui aborde la conception respectueuse 
de l'environnement (environmentally conscious design, ECD) et l'analyse du 
cycle de vie (life-cycle assessment/analysis, LCA). L'ECD propose de 
remplacer des materiaux potentiellement nocifs, d'evaluer le degre de 
recyclabilite et d'envisager le desassemblage du produit. La LCA est un 
processus pour determiner et evaluer les consequences sur l'environnement, la 
sante au travail et les ressources liees a un produit dans toutes les phases de sa 
vie, de 1'extraction des matieres premieres jusqu'a la reutilisation ou 
1'elimination, 
- la conception d'un reseau de distribution inverse, qui etudie l'analyse des flux 
de produits recuperet, la conception d'un reseau logistique de recuperation, les 
interactions avec la logistique avancee (forward logistics). Nous sommes 
interesses dans ce memoire par les biens d'equipement, done de valeur restante 
relativement importante, que les utilisateurs sont plus enclins a retournes en fin 
de vie que les produits de consommation et qui sont par ailleurs souvent remis a 
neuf par les proprietaries et utilisateurs. Nous ne developperons done ce point 
que de maniere succincte, 
les operations de fabrication ecologiques et de refection (green manufacturing 
and remanufacturing), qui s'interesse au controle des stocks (inventory control) 
et a la planification et controle de la production (production planning and 
control), notamment dans le cas de la refection. 
Fleischmann, Bloemof-Ruwaard, Dekker, van der Laan, van Numen et van Wassenhove 
(1997) et Gungor et Gupta (1999) proposerent egalement une revue de litterature 
specifique au domaine de la logistique inverse, s'articulant autour de la distribution 
inverse, du controle des stocks et enfm de la planification et gestion de la production. 
La planification de la production dans le domaine de la refection aborde d'une part a la 
selection des operations de refection a mener, principalement les operations de 
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Figure 1.3 Les Principaux domaines de recherche associes a la refection 
techniques d'ordonnancement. Dans un premier temps, il faut selectionner le niveau de 
desassemblage (produit, module, composant ou materiel) et les operations de reparation, 
desassemblage, nettoyage a mener. L'idee est de trouver un compromis entre les couts 
de reparation et de desassemblage et la valeur ajoutee restante des composants 
recuperes. Johnson et Wang (1995) et Penev et de Ron (1996) erudierent ainsi un modele 
permettant de definir la sequence optimale de desassemblage {Disassembly Process 
Plan). Nous orientons le lecteur vers Lambert (2003) et Lambert et Gupta (2005) pour 
une revue de litterature plus detaillee de ce theme, englobant des methodes de 
determination du graphe de desassemblage, les limitations topologiques, geometriques et 
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techniques qui permettent de reduire le nombre d'operations de desassemblage 
realisables et enfm les techniques de determination de la sequence optimale. 
Les techniques d'ordonnancement utilisent par exemple l'approche MRP {Material 
Requirement Planning), qui constitue un ensemble de procedures transformant les 
previsions de demande des produits en calendrier des besoins en composants, utilisant 
une nomenclature inversee {reverse Bill of Material). Citons notamment Panisset (1988), 
Flapper (1994) et Taleb et Gupta (1997). Afin de controler le flux de composants au 
niveau des ateliers {shop floor), Guide, Kraus et Srivastava (1997) etudierent differentes 
politiques de relachement du desassemblage a 1'atelier {disassembly release 
mechanisms) et differentes priorite dans le controle des files d'attentes des postes de 
travail {dispatching priorities rules) avec un modele de simulation. Guide, Srivastava et 
Spencer (1997) aborderent l'impact de 1'incertitude des acheminements dans les ateliers 
de travail sur les techniques de planification de la capacite. Guide (1996) proposerent 
d'utiliser le concept de cadence-tampon-lien {drum-buffer-rope). 
1.4 Gestion de l'inventaire et de la production appliquee a la refection 
Comme nous avons pu voir dans la section precedente, la refection est une alternative 
interessante a la production de nouveaux produits. Neanmoins les incertitudes sur la 
frequence, la quantite et la qualite des retours de produits endommages, l'obligation de 
remplacer une partie des composants demontes, ainsi que la variabilite des operations de 
refection a mener pour leur redonner des standards semblables aux produits neufs posent 
des contraintes importantes aux industriels. Ceux-ci doivent completer la refection avec 
l'acquisition exterieure ou la production en interne de composants ou produits afin de 
repondre a la demande de produits finis. 
Nous presentons sur la Figure 1.4 la structure typique d'un systeme hybride de 

















Figure 1.4 Structure d'un systeme hybride de production / refection 
decrit par Fleischman et al. (1997). Un tel systeme doit repondre a la demande en 
produits neufs et re9oit des produits usages provenant du marche. De maniere generate, 
le modele est compose de deux inventaires : l'inventaire de produits retournes et 
l'inventaire de produits finaux disponibles pour le service. Neanmoins lorsque le delai 
de refection est nul, ou dans le cas de reutilisation directe des produits retournes, ces 
deux inventaires coincident. L'objectif, d'un point de vue gestion de l'inventaire et de la 
production est alors de controler les ordres de production/commande et le processus de 
refection afin de garantir un niveau de service requis et/ou de minimiser les couts fixes 
et variables du systeme. La coordination entre l'acquisition exterieure, ou la production, 
et la refection rend le probleme comparable a un systeme a deux modes 
d'approvisionnements avec la propriete qu'un des deux modes, la refection, est 
prioritaire mais n'est pas entierement controlable. Afin de prendre en compte la 
possibilite de rejeter un exces de produits retournes, 1'elimination (disposal) est souvent 
consideree. Un autre element difficile a cerner reside dans la dependance entre la 
demande en produits neufs et le retour des produits usages, pour lequel le systeme n'a 
18 
aucun controle. Nous presentons dans les sections qui suivent une revue de differents 
papiers avec les hypotheses, modeles et politiques de controle abordes. 
1.4.1 Modele deterministe 
Dans un premier temps, nous nous interessons au modele deterministe, c'est-a-dire dans 
lequel toutes les donnees, tels que la demande et le retour de produits usages, sont 
connus avec certitude dans le temps. L'objectif est de trouver un compromis entre les 
couts fixes de reparation et de production et les couts variables d'entreposage. En ce 
sens, la formule basique EOQ {economic order quantity) de la theorie classique permet, 
avec des modifications, d'aborder le probleme. Schrady (1967) etudia un modele 
statique de systeme de refection, et proposa une politique de controle qui alterne entre un 
ordre de production et plusieurs ordres de refection de lots fixes dont il determine les 
valeurs optimales. Nahmias et Rivera (1979), puis Koh, Hwang, Sohn et Ko (2002) ont 
generalise le modele en abordant une contrainte de taux de reparation finis et Mabini, 
Pintelon et Gelders (1998) au cas de plusieurs types de produits partageant les memes 
ressources. Cependant ces travaux ne considerent pas le controle de la proportion de 
produits retournes et de la proportion de produits elimines. D'autres travaux ont utilise 
ces parametres comme variables de decision supplementaires (Richter, 1996; Dobos et 
Richter, 2004). Plus recemment, Dobos et Richter (2006) ont etendu le probleme au cas 
de qualite des pieces retournes non parfaites, qui impose de ne pas pouvoir reutiliser tous 
les produits en fin de vie. 
Un autre courant de la litterature s'est interesse aux modeles dynamiques, pour lesquels 
la demande est deterministe et variable dans le temps, suivant, par exemple, un cycle 
saisonnier. lis etudierent des problemes de dimensionnement des tailles de lots 
dynamiques, comparables au modele de gestion de l'inventaire et de planification de la 
production propose de Wagner et Within (1958). Richter et Sombrutzki, (2000) et 
Richter et Weber (2001) proposent des modeles avec l'hypothese que le nombre de 
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retours est suffisant pour traiter la demande sans delai, ne necessitate done pas de 
fabriquer des nouveaux composants. Beltran et Krass (2002) proposent un modele dans 
lequel les produits retournes peuvent etre reutilises directement, sans refection, et sont 
done abordes comme des demandes negatives. Teunter, Bayindir et Van den Heuvel 
(2006) etudient la determination des lots dynamiques de produits a remettre a neuf et a 
fabriquer, sans considerer d'option d'elimination, et proposent des heuristiques pour 
approximer la politique optimale. 
Minner et Kleber (2001) ont etudie un modele dynamique et continu, sans delais ni 
commandes en retard (backlogging) en utilisant la theorie du controle. II s'agit alors de 
determiner le taux de refection, de production et de disposition qui minimisent le cout 
total sur un horizon de temps fini, en considerant des couts lineaires. Kiesmuller, Minner 
et Kleber (2000) et Kiesmuller (2003) ont etendu respectivement ces travaux en 
considerant la possibilite de commandes en retard, puis des delais de fabrication et de 
refection positifs et constants. Kleber, Minner et Kiesmuller (2002) ont egalement 
etendu les travaux de Minner et Kleber (2001) en considerant un systeme de refection 
repondant a des demandes multiples correspondant a plusieurs families d'un meme 
produit de base. 
Rubio et Corominas (2008) proposerent d'etudier un modele dans lequel les capacites de 
production et de refection sont flexibles et peuvent etre adaptees, en investissant un 
certain cout, pour atteindre un objectif de « zero inventaire », dans un environnement de 
production allegee {lean production) ou juste a temps (JIT). lis montrerent ainsi, au 
contraire des papiers precedents tels que Richter (1996) et Dobos et Richter (2004), qui 
utilisent une approche EOQ, que des strategies mixtes de production et de refection 
peuvent etre optimales, par opposition aux strategies pures (i.e. allocation de toutes les 
ressources a la refection ou a la production). 
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1.4.2 Modele stochastique 
Les modeles deterministes sont utiles en tant que premiere approche pour comprendre 
les interactions entre refection et production. Neanmoins les modeles stochastiques sont 
plus proches de la realite et permettent une meilleure comprehension du comportement 
du systeme. Les demandes et retours sont considered comme des evenements 
stochastiques et la plupart du temps independants. Nous suivrons la traditionnelle 
classification des modeles stochastiques en separant les modeles avec examen 
periodique {periodic review) des modeles avec examen continu {continuous review). 
L'objectif est de trouver la politique optimale qui minimise le cout total moyen a long 
terme par unite de temps. 
1.4.2.1 Modeles a examen periodique 
Dans les modeles a examen periodiques, les inventaires sont observes a chaque periode 
de temps et une decision est alors prise de commander, effectuer la refection ou eliminer 
certains produits. Simpson (1978) presenta les premieres recherches abordant les 
systemes stochastiques de recuperation a deux echelons faisant face a des demandes et 
retours stochastiques. Le probleme est de trouver un compromis entre les economies que 
permettent la reutilisation de produits usages et les couts additionnels de stockage, en 
considerant des couts purement lineaires et sans delais d'execution. II montra 
l'optimalite, pour une periode de temps fini {n periodes), d'une politique simple de 
controle basee sur trois parametres commandant l'acquisition, l'elimination et la 
reparation {purchase-up-to level, scrawn-down-to level et repair-up-to level) en utilisant 
la programmation dynamique. Kelle et Silver (1989) formulerent un probleme de 
reutilisation de containers dans lequel demandes et retours sont explicitement 
independants, en considerant des couts fixes de production, sans delai de production ni 
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option d'elimination. Le probleme stochastique est ramene a un probleme deterministe 
de determination de taille de lots dynamiques. 
Indefurth (1997) a etendu les travaux de Simpson (1978) en montrant l'optimalite de 
cette politique dans le cas de delais fixes et identiques de refection et d'acquisition. Dans 
le cas de delais de refection et d'acquisition differents, 1'augmentation du nombre de 
dimensions du processus de Markov sous-jacent empeche la determination de la 
politique de controle optimale. Afin de calculer de maniere simple les valeurs optimales 
des parametres de la politique de controle proposee par Inderfurth (1997), Kiesmuller et 
Scherer (2003) proposerent deux techniques d'approximation. 
Fleischmann et Kuik (2003) ont analyse un modele sans option d'elimination, en 
considerant des couts d'acquisition non lineaires et des delais nuls. lis ont montre que le 
probleme est equivalent a un probleme de gestion d'inventaire classique avec demandes 
positives ou negatives. En utilisant la theorie des processus de decision Markovien 
(Markovian decision process), ils montrerent qu'une politique d'approvisionnement (s, 
S) de produits neufs pour completer les retours stochastiques est optimale. Ils ont 
egalement fournis une methode de determination des valeurs optimales de s et S basee 
sur la theorie classique du controle. 
Le cas de delais de refection et de fabrication differents, plus complique, a egalement ete 
aborde dans la litterature. Mahadevan, Pike et Fleischmann (2003) proposerent une 
politique periodique de controle a flux pousse (periodic review push policy control) 
pour un systeme de refection avec delais de refection et de fabrication differents, sans 
elimination. Cette politique indique quand effectuer la refection de tous les produits 
retournes en stock (quel intervalle de temps entre chaque ordre de refection) et combien 
de nouveaux produits il faut fabriquer (order up to policy). Ils proposerent egalement 
plusieurs heuristiques simples de determination des valeurs optimales des parametres, 
qui sont plus pratiques que celles issues de la formulation Markovienne. Kiesmuller et 
Minner (2003) et Kiesmuller (2003) etudierent un systeme identique en utilisant une 
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politique de controle basee sur deux parametres {produce-up-to level et 
remanufacturing-up-to level) et utiliserent une heuristique encore plus simple s'inspirant 
de la methode news-vendor. Neanmoins, aucun des deux papiers ne montre Foptimalite 
de la politique utilisee. 
Une partie de la litterature s'est egalement interesse aux modeles avec dependance entre 
retours et demandes. En effet, dans le cas de produits vendus mais retournes aux 
fabricants, ou dans le cas de produits loues {leasing, rental), il existe un lien entre 
demandes et retours. Cohen, Nahmias et Pierskalla (1980) etudierent ainsi un modele 
dans lequel une partie fixe des produits utilises est retournee apres un delai fixe et peut 
etre reutilisee directement, sans option d'elimination, en complement de la production de 
nouveaux produits (sans delais de production). Une politique periodique de production a 
recouvrement calendaire {prder-up-to policy) est optimale dans le cas d'un sejour sur le 
marche d'une periode et une methode heuristique est fournie pour determiner la valeur 
optimale du stock cible. Kiesmuller et Van der Laan (2001) etendirent le modele 
precedent au cas d'un delai de production constant et non nul et utiliserent une approche 
basee sur les chaines de Markov pour determiner la valeur optimale du stock cible, sans 
toutefois demontrer l'optimalite d'une telle politique (order-up-to policy). . Buchanan et 
Abad (1998) modifierent le modele de Kelle et Silver (1989) en considerant que les 
retours correspondent a chaque periode a une proportion aleatoire du nombre de produits 
en utilisation. lis proposent une politique optimale de controle de la production en 
utilisant la programmation dynamique. Nakashima, Arimitsu, Nose et Kuriyama (2004) 
etudierent un systeme de refection dans lequel une proportion fixe des produits usages 
est retournee et entierement remise a neuf au bout d'une periode, l'autre partie etant 
eliminee. lis determinent par iteration, en utilisant egalement un modele markovien, le 
nombre optimal de nouveaux produits a fabriquer dans chaque periode. 
Tang et Grubbstrom (2005) appliquerent une politique de fractionnement de la demande 
par cycle entre refection et acquisition (dual sourcing policy) dans le cas de demandes et 
de retours deterministes et de delais stochastiques de refection et de fabrication. Une part 
23 
fixe de la demande est satisfaite par la refection et l'autre part par la fabrication. II s'agit 
alors de determiner la longueur du cycle de commande, pendant laquelle un ordre de 
refection et un ordre de fabrication sont lances, et la longueur du delai planifie, de sorte 
que le cout total (stockage et commande) soit minimal. lis montrent que cette politique 
de fractionnement apporte une reduction du cout dans le cas ou le cout de commande 
jointe est inferieur a la somme des couts de commande de la refection et de la 
fabrication. 
1.4.2.2 Modeles a examen continu 
Les modeles a examen continu, c'est-a-dire dans lesquels le temps et la politique de 
controle sont continus, ont egalement suscite l'attention de nombreuses recherches. Ces 
modeles proposent generalement de trouver les parametres optimaux, sans montrer 
l'optimalite de la politique proposee. Le critere de performance utilise est le cout total 
moyen a long terme par unite de temps en regime stationnaire, qui est calcule a partir de 
la theorie des files d'attente. 
Heyman (1977) considera un systeme a echelon unique avec les hypotheses suivantes : 
delais de refection et d'acquisition exterieur nuls, aucun cout fixe d'acquisition, pas de 
couts de retards (backorder cost), demandes et retours caracterises par des quantites et 
intervalles entre evenements stochastiques. II proposa une politique optimale simple qui 
consiste a eliminer les produits retournes si l'inventaire depasse un certain niveau. II 
donna une expression exacte du niveau optimal d'elimination dans le cas ou les 
demandes et les retours ont une distribution de Poisson et une methode d'approximation 
pour des distributions generates. Muckstadt et Isaac (1981) ont etudie un systeme 
similaire avec des delais fixes, des couts fixes d'acquisition, une cadence de retour 
inferieure a la demande, mais sans option d'elimination. lis proposent dans le cas d'un 
modele a un echelon (l'inventaire de produits disponibles) une politique de controle 
approchee, composee d'une politique d'acquisition exterieure « point de commande-
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quantite de commande » (s, Q) tandis que les produits retournes sont remis a neuf des 
que possible. Dans le cas d'un modele a deux echelons (inventaires de produits 
disponibles et de produits retournes), refection et acquisition sont commandes par des 
politiques (s, Q). lis proposent une procedure d'approximation pour determiner les 
valeurs optimales du parametre s et Q. 
Van der Laan, Dekker, Salomon et Ridder (1996) proposerent une autre procedure 
d'approximation dans le cas d'un seul echelon et de delais exponentiellement distribues 
et montrerent que 1'elimination est necessaire pour ne pas avoir des couts d'inventaires 
trop eleves mais complique le modele et 1'optimisation. Leurs travaux comportent 
egalement une procedure heuristique d'approximation plus efficace que celle de 
Muckstadt et Isaac (1981). Van der Laan, Dekker et Salomon (1996) comparerent 
differentes strategies d'elimination pour un systeme a deux echelons et montrerent qu'il 
est plus avantageux de decider en fonction du nombre de produits a remettre a niveau, 
caracterise par la capacite TV de la file d'attente de l'atelier de refection, et de la position 
finale d'inventaire, caracterisee par le seuil s<j au-dela desquels on elimine les retours, 
soit une politique (s, Q, sj, N). Ouyang et Zhu (2006) observerent que le cycle de vie 
d'un produit dans le cadre de la refection se divise en trois phases. Lors du debut du 
temps de vie des produits, le taux de retour est faible et il n'y aucun retours de produits 
et done aucune refection. Puis en milieu de vie la demande excede le retour de produits 
et il faut combiner refection de produits retournes et acquisition ou production pour 
satisfaire cette demande. Enfin en fin de vie le taux de retour est plus important que le 
taux de demande, impliquant que le systeme de refection ne peut pas traiter tous les 
retours. lis remarquent que peu de travaux se sont interesses a cette derniere phase dans 
laquelle l'option d'elimination est incontournable. lis proposerent une politique (s, Q, s<j) 
qui ameliore les resultats obtenus par Muckstadt et Isaac (2001) dans le cas d'un taux de 
retours important. lis utilisent une methode de recherche par quadrillage et de simulation 
pour trouver les parametres optimaux. 
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Van der Laan et Salomon (1997) etudierent un systeme a deux echelons avec des delais 
de production et de refection fixes et proposent de coordonner production, refection et 
elimination a l'aide de strategies a flux pousse (push strategy) ou a flux tire (pull 
strategy). La strategie a flux pousse est caracterisee par le quadruplet (sm, Qm, Qr, sj), 
telle que la refection se produit des que le stock de produits retournes atteint Qr, la 
production de nouveaux produits est commandee par une politique «point de 
commande- quantite de commande » (sm, Qm) base sur le stock final de produits finis et 
Felimination est utilisee lorsque le stock final atteint le niveau sj. La strategie a flux tire 
est compose de cinq parametres (sm, Qm, sr, Sr, sj), telle que la refection a lieu lorsque le 
stock final descend sous le seuil sr et que le stock de produits retournes est suffisamment 
important pour amener le stock de produits finis a Sr, les politiques de production et 
d'elimination sont identique a la strategie precedente, avec (sm < sr). Les deux politiques 
suggerent que la refection est prioritaire sur la production de nouveaux produits. Meme 
s'il n'est pas montre que ces politiques sont optimales, elles sont simples a calculer et 
utilisees dans la pratique. lis montrerent que le choix de l'une ou de l'autre depend des 
parametres de couts utilises. Ainsi la strategie a flux tire est preferable seulement si le 
cout de stockage des produits retournes est suffisamment inferieur a celui des produits 
finaux, sinon la strategie a flux pousse est plus avantageuse. Van der Laan, Salomon et 
Dekker (1999) ont etudie un modele similaire, avec des delais stochastiques de 
fabrication et de refection, mais sans option d'elimination. lis observerent notamment les 
effets des delais sur le cout final dans le cas de politique a flux tire et a flux pousse. 
L'option d'elimination est parfois considered dans les travaux precedemment cites. 
Teunter et Vlachos (2002) expliquerent cette option rend plus complexe le controle et 
Fanalyse des systemes de refection, mais permettrait des reductions de couts. lis 
proposent un systeme similaire a celui de Van der Laan et Salomon (1997) et etudient 
l'impact de 1'elimination d'une partie des produits retournes sur une politique periodique 
a flux poussee, en considerant un cout d'elimination lineaire (positif ou negatif). lis 
concluent que l'elimination n'est en general pas necessaire, sauf pour des articles peu 
demandes dans le cas ou la refection est au meme cout que l'acquisition plus 
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1'elimination, ou dans le cas cm les taux de retour est important. Pince, Gurler et Berk 
(2008) etudierent le cas de couts d'elimination non lineaire pour un systeme avec 
reutilisation directe des produits retournes et done un seul echelon. lis montrent que 
1'elimination conduit a une reduction de couts dans le cas de taux de retours importants, 
meme pour un taux de demande important, et dans le cas de taux de retours moderes, si 
la demande est tres variable. 
Fleischmann, Kuik et Dekker (2002) ont considere le controle d'un systeme basique de 
production, sans eliminations, avec reutilisation directe des retours de produits et delai 
de production constant. lis constatent en effet que peu de travaux montrent l'optimalite 
de la politique utilisee et traitent plutot de la determination des parametres optimaux 
ainsi que de rinfluence des differents parametres sur le politique utilisee. Retours et 
demandes sont represented par des processus de Poisson independants. Le probleme est 
ramene a un probleme classique de gestion d'inventaire et ils demontrent l'optimalite 
d'une politique de reapprovisionnement (s, Q) et apportent un algorithme de 
determination des valeurs optimales. 
Aras, Boyaci et Verter (2004) ont etendu le modele de Van der Laan et Salomon (1997) 
en introduisant l'hypothese que les produits retournes n'ont pas tous la meme qualite et 
par consequent pas des taux et couts de refection identiques. Ils abordent ainsi une des 
caracteristiques majeures de la refection, a savoir, la variabilite de la qualite des retours, 
presentes dans la section precedente. Ils utiliserent une strategic a flux tire et le principe 
de priorisation de la refection, e'est-a-dire que la refection doit etre effectuee sur les 
produits retournes ayant la meilleure qualite, et etudierent les conditions pour lesquelles 
cette categorisation mene a des economies pour les systemes hybrides de refection et 
fabrication. 
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1.4.3 Similitudes avec les systemes de reparation 
Les systemes de reparation considerent la reparation d'un produit defectueux ainsi que le 
remplacement par des pieces de rechange (spares) en dernier recours. II s'agit 
typiquement d'equipements dispendieux, de longue duree et dont la reparation est moins 
chere que le remplacement. Ces systemes ont trouve leur application premiere dans le 
domaine militaire, avec par exemple le modele multi-echelon METRIC developpe par 
Sherbrooke (1968), puis dans le domaine commercial avec l'essor de la gestion des 
services {service management) et des activites de soutien au client (customer support), 
dont la reparation et la maintenance (Amini, Retzlaff-Roberts et Bienstock, 2005). Le 
but de la reparation est de redonner aux produits defectueux des conditions de 
fonctionnement, avec perte possible de qualite, au contraire de la refection. Les pieces 
defaillantes sont tant que possible reparees et par la suite entrent dans le stock de pieces 
de rechange. Le probleme des systemes de refections se pose generalement sous cette 
forme : quel est le niveau de stockage optimal des pieces entre des entrepots avances et 
un depot central qui repare les unites defaillantes provenant des entrepots avances et 
repond au besoin en pieces de remplacement ? L'objectif habituel est de minimiser le 
cout, maximiser la disponibilite des produits, ou inversement de minimiser les penuries 
et retards. 
Fleischmann et al. (1997) indique que les systemes de reparation se distinguent des 
systemes de recuperation, presentes precedemment, de deux manieres. En premier lieu 
les pieces retournees sont immediatement remplaces par des nouvelles et done chaque 
retour declenche simultanement une demande. Les retours ne se traduisent done pas par 
une augmentation de l'inventaire. Les retours et les demandes sont parfaitement correles, 
contrairement aux systemes de recuperation dans lesquels balancer demandes et retours 
est un probleme. En second lieu, le systeme de reparation fonctionne essentiellement en 
boucle ferme avec un nombre de produits constant. Nous invitons le lecteur a consulter 
Cho et Parlar (1991) et Kennedy, Patterson et Fredendall (2002), qui apportent chacun 
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une vue d'ensemble et une classification differente des travaux abordant les systemes de 
maintenance, dont une partie sur la gestion d'inventaire des systemes de reparation, et 
Guide et Srivastava (1997), qui fournissent une revue de litterature plus specifique aux 
systemes de reparation. 
1.5 Refection et maintenance des biens d'equipement 
La plupart des travaux publies jusqu'ici dans le domaine de la refection et de la 
logistique inverse portent sur les biens de consommation. La refection des biens 
d'equipement constitue la plus mature, concentre la majorite des depenses investis et est 
la plus prometteuse des forme de refection. Elle n'a pourtant pas recu la meme attention 
de la part des scientifiques (Giuntini et Gaudette 2003). 
1.5.1 Caracteristiques des systemes de refection de biens d'equipement 
Les organisations de refection des biens d'equipements partagent de nombreux objectifs 
et moyens avec les departements maintenance et service, qui sont integres dans des 
programmes de gestion du cycle de vie du produit {product life cycle management ou 
PLM). Le PLM permet de gerer toutes les informations du produit, de la creation du 
design, en passant par la fabrication, la mise en service, la maintenance, jusqu'au retrait 
du service et 1'elimination. Les biens d'equipement sont la plupart du temps remis a 
niveau pour etre reutilises par les utilisateurs initiaux durant un nouveau cycle. 
L'objectif principal commun de la refection et de la maintenance est de maintenir un 
nombre d'equipements en service superieur au niveau requis pour garantir des 
performances d'utilisation suffisantes a un coiit minimum. Les depots d'ateliers 
militaires sont des exemples classiques d'organisations qui effectuent des taches de 
refection de composants, de sous ensembles et de produits complets, et des taches de 
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maintenance qui ne peuvent etre effectues par le service maintenance des bases 
militaires (Pellerin et al. 2008). On retrouve des structures similaires dans le domaine du 
transport pour la maintenance des equipements vitaux. On definit par systemes hybrides 
de reparation et de refection les organisations qui effectuent la double mission de reparer 
et remettre a niveau des equipements avec les memes ressources manufacturieres afin de 
repondre a une demande de biens d'equipements a mettre en service. La Figure 1.5 
presente un tel systeme hybride de reparation et de refection. 
Les systemes hybrides de reparation et refection de biens d'equipements font face d'une 
part au flux d'equipements arrivant a leur fin de vie prevue, retires du service et dont on 
a planifie la refection, et d'autre part au flux d'equipements en service endommages 
suite a une defaillance majeure. Le systeme hybride de reparation et de refection doit 
ainsi traiter des retours previsibles, done deterministes et planifiables, d'equipements a 
remettre a neuf, et des retours aleatoires, done non planifiables, d'equipements a reparer. 
De plus, ces derniers doivent etre traites en priorite afin de les remettre rapidement en 
service. Dans la pratique, le destin des equipements retournes est decide, apres 
inspection, par des techniciens, en fonction de l'etat de chaque equipement retourne. On 
opte pour la refection si ces techniciens jugent qu'il y a une forte probabilite que 
l'equipement va durer jusqu'a la prochaine opportunite de refection. Une fois la 
refection choisie, les gestionnaires ont le choix de reparer ou remplacer tout ou partie de 
l'equipement. Mise a part la qualite specifique de chaque piece, choisir entre la 
reparation et le remplacement repond a une logique de cout et de duree : reparer coute 
moins cher que remplacer, mais prend plus de temps. Le gestionnaire peut ainsi adapter 
la proportion de pieces remplacees et la proportion de pieces reparees, done le taux de 
production du systeme afin de repondre a la demande d'equipements remis a neuf. Par 
exemple, la reparation est preferable car moins couteuse lorsque le surplus 
d'equipements, correspondant a la difference entre l'inventaire de biens d'equipements 
remis a neuf et la demande de biens d'equipements remis a neuf, est a un niveau 
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Figure 1.5 Systeme hybride de reparation et de refection 
d'equipements diminue et s'approche du niveau nul. II est a noter que chaque penurie de 
biens d'equipement oblige les entreprises a louer des biens d'equipements 
supplementaires ou a annuler certaines operations, entrainant des couts importants. 
Contrairement aux systemes hybrides de production et de refection adaptes aux biens de 
consommation, presentes dans les sections precedentes, 1'elimination des produits 
retournes n'obeit pas a la meme logique dans le cas de biens d'equipements. En effet 
l'elimination est considered lorsque le taux de retour de produits est plus important que 
la capacite du processus de refection et qu'il faut en consequence eviter un cout de 
stockage excessif des produits retournes non encore traites en en eliminant une partie, 
sachant que ces produits ont une valeur relativement faible. A l'oppose, les biens 
d'equipement etant des investissements majeurs, souvent strategiques, l'elimination 
s'accompagne du remplacement du meme bien dans le but de satisfaire rapidement la 
demande d'equipements disponibles pour assurer un certain niveau de service. Le 
nombre total de biens d'equipements dans un systeme hybride de reparation et refection 
reste ainsi constant dans le temps et le systeme fonctionne done en boucle ferme. 
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1.5.2 Le controle des systemes hybrides de reparation et refection 
La reparation des biens d'equipements retournes suite a des defaillances techniques 
majeures a priorite sur la refection (reparation ou remplacement) des biens 
d'equipements, dont le retour a ete planifie et occupe l'ensemble des ressources du 
systeme pour un temps aleatoire, dependant de l'etat specifique du bien d'equipement 
abime. Les gestionnaires n'ont par consequence pas de controle sur l'execution, et done 
la duree, de ces reparations. Parallelement, le systeme de refection ne peut repondre a la 
demande en biens d'equipement a mettre en service et le stock de biens d'equipement 
disponible diminue, jusqu'a ce que les ressources soient reaffectees a la refection, une 
fois la reparation non planifiee terminee. Le controle des operations de refection est 
done d'autant plus important. 
Le choix des operations de refection dans le contexte des systemes hybrides de 
reparation et de refection, et par consequent la duree et la planification de ces taches 
depend de : 
la condition particuliere de chaque composant retourae, 
- du mode de refection choisi (reparation ou remplacement). 
Comme enonce precedemment, le choix entre refection et reparation depend du risque 
de ne pas satisfaire le niveau de service requis pour effectuer les operations. Ce risque 
est mesure par le surplus d'equipements de biens d'equipements remis a neuf et 
disponible pour le service, qui correspond a la difference entre le niveau de cet 
inventaire et demande en biens d'equipement a mettre en service. D'autre part, 
l'utilisation du mode « remplacement des biens d'equipement» necessite la disponibilite 
des pieces de remplacement. 
Dans ce contexte de processus complexe et stochastique, il y a un besoin critique de 
developper des outils de gestion qui permettent de traiter plusieurs types de retours 
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d'equipements et plusieurs modes de refection. Les problematiques soulevees par le 
controle des systemes hybrides de reparation et de refection sont les suivantes : 
- Comment tirer avantage de la possibilite d'executer des operations de refection 
a differents taux afin de minimiser les couts globaux de refection et 
d' exploitation ? 
- Ou bien, en d'autres termes, comment choisir de maniere optimale les niveaux 
de reparation et de remplacement lors de la refection ? 
1.6 Modeles de systemes hybrides de reparation et refection dans la litterature 
Pellerin et al. (2008) et Gharbi et al. (2008) ont propose une approche analytique pour 
controler un systeme hybride de reparation et de refection d'un unique type 
d'equipement en boucle ferme, tel que presente a la Figure 1.6. Les ressources 
manufacturieres traitent les retours planifies d'equipements arrivant en fin de vie et les 
retours non planifies des equipements endommages a la suite d'une defaillance majeure. 
Le systeme est configure pour pouvoir au moins traiter la demande d en equipements a 
mettre en service. Les hypotheses suivantes sont utilisees : 
- Le systeme a la possibilite d'effectuer la refection des equipements en fin de 
vie selon trois modes d'execution (a = 0, 1, 2), caracterises par un taux et un 
cout de refection notes respectivement ua et c«. On distingue un mode de 
reparation (a = 0), un mode de reparation accelere (a = 1) et un mode de 
remplacement (a = 2), tels que (uo < ui < u2), (u0 = d) et (co < c; < ci). Le 
mode de refection n'influence pas la qualite finale, l'equipement remis a neuf 
ayant la meme qualite qu'un equipement neuf. De meme l'etat des equipements 
retournes n'influe pas sur le choix du mode d'execution. On ne considere ni les 
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Figure 1.6 Probleme de controle d'un systeme hybride de reparation et refection 
Le nombre total d'equipements dans le systeme, constitue des equipements 
utilisable et des equipements non utilisables, reste constant dans le temps. 
L'elimination d'un equipement est compense par l'acquisition d'un equipement 
neuf (i.e., remplacement), 
Le systeme de refection fournit un inventaire d'equipements utilisables, designe 
par x, qui repond a la demande d'equipements a mettre en service. Lorsque cet 
inventaire est insuffisant, 1'organisation subit des couts supplementaires 
importants lies a l'annulation d'operations ou a la location exterieure 
d'equipements, representes par c. De meme, on considere un cout a payer pour 
maintenir l'inventaire a un niveau superieur au niveau de service requis, 
represente par c+, 
Le systeme devant effectuer avec les memes ressources refection de produits 
retournes en fin de vie et reparation de produits a la suite d'une defaillance 
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majeure, la priorite est donne a cette derniere afin de remettre la plus 
rapidement possible en service les equipements endommages. Ainsi le systeme 
execute alternativement refection et reparation durant des periodes consideres 
comme aleatoires, correspondant a des durees entre defaillances majeures et a 
des durees de reparation. De plus, Finventaire de produits utilisables decroit 
avec la demande en equipements a mettre en service pendant les periodes de 
reparation, etant donne qu'il n'est plus approvisionne en equipements remis a 
neuf. 
L'objectif est de trouver la politique de controle, c'est-a-dire le taux de refection, qui 
minimise le cout moyen total de refection, de stockage et de rupture de stock. lis 
formulerent le probleme comme un probleme de controle a plusieurs niveaux et 
proposerent une politique sous-optimale, en s'inspirant des similarites entre le controle 
stochastique des systemes manufacturiers flexibles (flexible manufacturing systems, ou 
FMS), que nous presentons dans la section suivante. 
1.6.1 Similitude avec les systemes manufacturiers flexibles 
Un systeme de production flexible {Flexible Manufacturing Systems, FMS) est un 
systeme capable de produire une variete de type de composants, en quantite variable. 
Dans la pratique, un tel systeme est compose de machines a commande numerique, liees 
entre elles par un transporteur automatique de materiaux et controlees par ordinateur. 
Les matieres premieres sont chargees manuellement dans le systeme et sont traitees par 
plusieurs machines differentes, subissant des operations complexes sans intervention 
humaine. Une fois que les operations associees a un type specifique de piece ont ete 
effectuees, la piece est transportee a une station ou elle est dechargee manuellement. 
Habituellement, un composant requiert plusieurs operations differentes, avec plusieurs 
alternatives differentes pour chacune d'entre elles. Les systemes flexibles 
manufacturiers sont ainsi flexibles au niveau de la quantite et de la diversite des 
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composants a fabriquer, et egalement du fait des pannes de machines, qui limitent la 
capacite du systeme. 
1.6.1.1 Controle stochastique des FMS 
Le probleme de l'optimisation des performances de ces systemes est particulierement 
difficile a aborder (Older et Suri 1980). Le probleme de planification des FMS 
demanderait par exemple une quantite non raisonnable de calcul, considerant les 
possibilites de machines et de gammes de production alternatives et les complications 
associees aux pannes de machines. Une autre approche consiste a construire un modele 
analytique du comportement d'un FMS, puis a optimiser ce modele, plus tractable, en 
fonction des parametres de decision. Ainsi, on identifie un etat de defaillance du systeme 
par un ensemble de machines en panne et un modele stochastique de panne de machines 
est construit (ou, de maniere equivalente, un modele des transitions entre differents etat 
de defaillance). 
En posant l'hypothese qu'un modele analytique de prediction de la performance du 
systeme pour un etat de defaillance fixe et pour des parametres d'entree donnes puisse 
etre developpe, le probleme d'optimisation de l'esperance mathematique de la 
performance se reduit a un probleme de controle stochastique. La plupart des travaux 
portant sur le controle optimal du cheminement des FMS ont utilise des processus de 
Markov pour modeliser les changements de l'etat de defaillance du systeme. Older et 
Suri (1980) ont ete les premiers a formuler un probleme de controle stochastique en se 
basant sur les resultats de Rishel (1975) sur la theorie du controle des systemes avec 
perturbations a sauts de Markov (jump Markov disturbances). Les politiques de controle 
developpees dans ce contexte s'articulent autour du maintien d'un certain niveau de 
produits finis afm de limiter les penuries de materiel lors de 1'arret du systeme. La 
variable de decision courante est le taux de production, qui influence le niveau 
d'inventaire de produits finis. L'objectif est de choisir un taux de production admissible 
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qui minimise les couts de stockage/retard et de production et satisfait la demande en 
produits finis. La difficulte majeure reside dans le manque de methode efficace pour 
resoudre ce probleme d'optimisation, caracterise par des equations de Hamilton-Jacobi-
Bellman (HJB) stochastiques. Kimemia et Gerschwin (1983) etudierent un FMS 
constitue de plusieurs machines dedies a la production de plusieurs pieces. lis 
formulerent ce probleme comme un probleme de programmation dynamique et 
montrerent que resoudre 1'equation HJB pour chaque etat du systeme revient a resoudre 
des programmes lineaires, connaissant la fonction de valeur. Ce programme lineaire est 
de la forme : 
minimiser VJ(x, CX)u, sous les contraintes u e Q(a) (1) 
Ou x est le niveau d'inventaire de produits finis, a l'etat de la machine, VJ(x,OC) est le 
gradient de la fonction de valeur et Q.(a) est l'ensemble convexe des taux de production 
possibles dans l'etat a. Ainsi, la politique de controle optimale u (x,a,t) a pour valeur 
un des points extremes de Q,(a) si le gradient VJ(x, Ot) existe. Pour chaque etat a, une 
politique optimale divise l'espace d'etat forme par x en regions dans lequel le taux de 
production est constant. 
1.6.1.2 Politique de controle a seuils critiques 
Kimemia et Gerschwin (1983) introduisirent le concept de politique a seuils critiques 
(hedging points policy). Le seuil critique, qui correspond au minimum deJ(x,(X), est le 
niveau de surplus optimal qui permet de faire face aux futures restrictions de capacites 
causes par les pannes de machines. Akella et Kumar (1986) ont etudie le cas d'un 
systeme a deux etats (en marche ou en panne) dedie a la production d'un type unique de 
produit et dont les pannes et reparations sont decrites par un processus de Markov 
homogene. lis ont montre analytiquement qu'une politique a un seuil est optimale et en 
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ont determine la valeur. Leur analyse est assez compliquee, en abordant pourtant un cas 
simple. Bielecki et Kumar (1987) proposerent une autre approche : en admettant que le 
seuil critique est connu, il est possible de calculer la densite de fonction du surplus x et 
la fonction de masse pour le seuil critique. La valeur optimale du seuil critique est 
ensuite obtenue en trouvant le minimum du cout moyen par unite de temps parmi toutes 
les valeurs possibles du seuil critique. Cette approche a ensuite ete etendue aux systemes 
FMS a plus de deux etats dedies a un produit unique (Sharifnia 1988). L'objectif est de 
trouver le seuil optimal pour chaque taux de production. 
Cependant, les travaux cites ci-dessus sont restreints par la taille du systeme (nombre de 
machines et/ou de types de produits limites) et par les hypotheses de taux de demandes 
constants et de distributions de durees de reparations et de pannes exponentielles. 
Lorsque ces hypotheses sont relachees, le modele n'est plus markovien et n'est plus 
decrit par la theorie classique du controle (Kenne et Gharbi 2000). De nombreux auteurs 
se sont penches sur ces extensions. Boukas et Haurie (1990) ont par exemple etudie le 
cas ou durees de reparations et durees entre pannes sont dependantes de l'age de la 
machine. Dans ce cas, il est possible d'ameliorer la disponibilite des machines par la 
maintenance preventive, ajoutant par contre des variables d'etat et des espaces 
supplementaires dans la chaine de Markov. II est egalement possible d'ameliorer la 
disponibilite des machines, done les performances globales du systeme, par l'utilisation 
de la maintenance corrective, qui donne des conditions d'optimum plus faciles a 
resoudre (Kenne, Boukas et Gharbi 2003). Feng et Yan (2000) ont pour leur part 
contribue a l'etude des systemes de production avec machines non fiables repondant a 
des demandes stochastiques. Hajji, Gharbi et Kenne (2004) ont considere le cas ou le 
changement de type de produits fabriques s'accompagne d'un delai et d'un cout de mise 
en route pour chaque machine. lis developperent done une politique de mise en route en 
plus de la politique de production. De plus, dans le cas de systemes a plusieurs machines 
dediees a la production de plusieurs types de produits, la dimension des equations HJB 
devient tres grande et ne permet pas de determiner de maniere simple la politique de 
controle optimale (Gharbi et Kenne 2003). 
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1.6.1.3 Approche de resolution basee sur la simulation 
Plusieurs de ces ouvrages ont utilisee une approche interessante afin de contourner la 
difficulte ou l'impossibilite de resoudre les equations HJB, done de trouver la valeur de 
fonction optimale et la politique de controle associee. Cette approche se base sur 
l'utilisation d'une methode d'approximation de la valeur de fonction pour trouver la 
structure approchee de la politique de controle. Gharbi et Kenne (2003) ont par exemple 
applique la methode iterative de Kushner (Kushner et Dupuis 1992) qui permet 
d'approximer la fonction valeur pour plusieurs combinaisons de variables d'etat et done 
de mailler l'espace d'etat. Pour chacun de ces points, les parametres de la politique de 
controle associee sont egalement fournis et il est possible de construire la structure de la 
politique de controle optimale. Dans un second temps, de nombreux auteurs ont applique 
une approche heuristique pour trouver les valeurs optimales des parametres de la 
politique de controle trouvee precedemment. Kenne, Gharbi et Boukas (1997), puis 
Kenne et Gharbi (1999) et Kenne et Gharbi (2000) ont ainsi developpe l'approche 
presentee par le diagramme de la Figure 1.7 et expliquee ci-dessous : 
- formulation du probleme de controle : a partir de la theorie du controle, le 
probleme de controle optimale stochastique est formule. Une representation 
mathematique du systeme est fournie avec des hypotheses. L'objectif de l'etude 
est presente, a savoir determiner les variables de controle (i.e., le taux de 
production) qui minimise le critere de performance (i.e., le cout moyen total), 
- approche analvtique: en utilisant une approche analytique, les conditions 
d'optimalite sont decrites par des equations HJB. La fonction de valeur, qui 
represente le cout total, est solution des equations HJB et la politique de 
controle associee est optimale, 
- Structure de la politique de controle optimale : les equations HJB ne pouvant 
etre resolues analytiquement, une methode numerique, par exemple la methode 
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Figure 1.7 Approche de eommande basee sur la theorie du controle, la simulation et les plans 
d'experiences 
iterative de Kushner, est appliquee pour trouver la structure approchee de la 
politique de controle. Cette politique de controle est constituee de parametres 
de controle, par exemple les seuils critiques, 
- modele de simulation : Les parametres de la politique de controle sont utilises 
comme variable d'entrees d'un modele de simulation qui evalue les 
performances du systeme. Pour des variables d'entrees donnees, le cout moyen 
total correspondant est obtenu par la simulation, 
- plan d'experiences: a partir des couts moyens obtenus pour differents 
parametres de controle lors d'un serie de tests de simulation, l'influence des 
facteurs (i.e., les parametres de controle) et de leurs interactions est quantifiee a 
l'aide d'une analyse ANOVA, 
- methode des surfaces de reponse : la methode des surfaces de reponse apporte 
la relation entre le cout moyen total et les facteurs et interactions significatifs. 
Le modele de regression est utilise pour trouver les valeurs des parametres de la 
40 
politique de controle qui minimisent le cout moyen total. La politique 
correspondante est une approximation de la politique de controle optimale. 
1.6.2 Application du concept de seuils critiques au controle des systemes hybrides 
de reparation et de refection 
Dans le probleme de controle developpe par Pellerin et al. (2008) et par Gharbi et al. 
(2008) pour les systemes hybrides de reparation et de refection, l'etat du systeme est 
decrit a tout instant par le niveau d'inventaire disponible et par l'etat du processus 
manufacturier. Ce dernier peut etre classifie entre «refection des retours planifies 
d'equipements», note par £ = 1 et «reparation des retours non planifies 
d'equipements », note par <f = 2. Par analogie avec un FMS a deux etats (en marche et en 
panne), le processus de transition d'un etat a l'autre peut etre modelise par une chaine de 
Markov irreductible a temps continu avec des taux de transition constant, tel que 
represents sur la Figure 1.8. 
Pellerin et al. (2008) et Gharbi et al. (2008) poserent le probleme de maniere identique 
au probleme de controle des FMS et proposerent d'utiliser une politique de controle 
sous-optimale dans la famille des politiques a seuils critiques, tel que : 
«(*,£) = 
u0 si x — Zj et £ = 1 
u, si z1 < x < z, et £ — 1 
u2 si x<z2etg = l ' 
0 si £ = 2 
Lorsque le systeme manufacturier traite le retour planifie d'equipements a remettre a 
neuf (£ = 1), le taux de refection est fixe a uo = d quand l'inventaire d'equipements est 
au niveau zj. Ce taux est accelere a la cadence uj (mode de reparation accelere) si le 
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Figure 1.8 Representation des retours planifies et non planifies par une chaine de Markov a deux 
etats 
niveau d'inventaire descend en dessous de z/, puis a la cadence U2 (mode de 
remplacement) si le niveau d'inventaire descend en dessous de z .̂ Cette politique est 
ainsi totalement decrite par deux seuils critiques (z;, zi), dont il faut determiner les 
valeurs optimales. Pellerin et al. (2008) proposent une methode analytique, alors que 
Gharbi et al. (2008) proposent une approche combinant simulation, plans d'experience et 
methode des surfaces de reponse. 
Bien que permettant de modeliser et d'etudier le comportement d'un systeme partageant 
ces ressources entre refection et maintenance de biens d'equipement, ces travaux se 
basent sur plusieurs hypotheses qui reduisent leur application dans des cas pratiques. 
Notamment, le modele suppose que le mode de remplacement s'accompagne d'un 
approvisionnement fiable en pieces de rechange, en omettant les situations 
d'indisponibilite des pieces de rechange, et done d'impossibilite d'application du mode 
de remplacement, rencontrees dans la realite. Nous presentons dans la section suivante 
plusieurs ouvrages portant sur cette problematique et sur la possibilite d'integrer ces 
situations dans un environnement de production. 
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1.7 Gestion de l'approvisionnement en pieces de remplacement 
1.7.1 Introduction a la gestion de l'inventaire 
L'utilisation du mode de remplacement dans les travaux de Pellerin et al. (2008) et 
Gharbi et al. (2008) est conditionnee par la disponibilite de pieces de remplacement. 
L'acquisition de ces pieces de remplacement exige une politique de gestion de 
l'inventaire devant faire face a un certain nombre d'incertitude sur la livraison. 
La Figure 1.9 represente la structure la plus simple rencontre dans la gestion de 
l'inventaire, a savoir la gestion de l'inventaire d'un type unique de produits dans un seul 
lieu d'entreposage. L'inventaire est au centre des activites d'approvisionnement et de 
demandes. Les premieres englobent la production, le transport, et toutes autres activites 
qui ajoutent du stock a l'inventaire, alors que les activites de demandes englobent les 
activites qui soustraient des produits de l'inventaire. Dans la plupart des situations la 
coordination directe entre approvisionnements et demandes n'est pas possible et 






Figure 1.9 Modele simple de systeme d'approvisionnement 
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pouvoir repondre a la demande et eviter les interruptions de flux. A l'inverse, garder un 
stock trop important entraine des immobilisations inutiles de capitaux et des couts de 
stockage importants. 
1.7.2 Incertitudes dans les modeles d'approvisionnement 
De maniere generate, le processus de demande est caracterise par une demande reguliere 
ou irreguliere {smooth or lumpy demand), des variations de la demande dans le temps 
(par exemple des demandes saisonnieres), des variations aleatoires done non previsibles. 
Dans notre cas, la demande correspond au remplacement d'equipements lorsque le mode 
de remplacement est execute. Autrement, cette demande est nulle (mode de 
remplacement ou bien systeme traitant les retours non planifiees). Ainsi la demande est 
stochastique, est fonction de la politique de controle utilisee par le systeme hybride de 
reparation et de refection et fonction de la chaine de Markov decrivant l'etat du systeme. 
Elle sera constante pendant certaines periodes et nuls pendant d'autres. 
L'approvisionnement, pour sa part, se caracterise par des economies d'echelle dans 
l'approvisionnement, des limites de capacites, des delais de reponse et une qualite des 
produits imparfaite. Des pannes inattendues chez le fournisseur, des ajustements de 
processus, des greves, etc... peuvent etre a l'origine d'incertitudes dont l'etude constitue 
une branche importante de l'analyse des problemes stochastiques d'inventaire (Gullii, 
Ornal et Erkip, 1999). Ces incertitudes peuvent se traduire par une incertitude dans le 
delai de livraison, la quantite, la qualite ou le prix des produits livres ou peuvent au 
contraire venir de Facquereur (demande stochastique). Plusieurs types de modeles 
stochastiques ont ete abordes dans la litterature : 
- incertitude dans la duree de livraison, modalise, par exemple, par des delais 
stochastiques (He, Kim et Hayya, 2005; Bookbinder et £akanyildirim, 1999) ou 
par des fenetres de livraison (Guiffrida et Nagi, 2006), 
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- incertitudes dans la quantite ou la qualite des produits livres. On distingue les 
cas de rendement aleatoire (random yield), lorsque la quantite commandee et la 
quantite livree different (Henig, Mordechai, Gerchak et Yigal, 1990), en cas de 
la capacite aleatoire, lorsque la capacite du fournisseur est aleatoire (Ciarallo, 
Akella et Morton, 1994). II existe aussi des modeles avec disponibilite 
aleatoire du fournisseur (Gullii et al., 1999; Parlar et Perry, 1995, 1996; Parlar, 
1997), pour lesquels le fournisseur est soit disponible, soit indisponible pendant 
des durees de temps aleatoire, 
- Incertitude dans le prix d'acquisition. Le cout d'acquisition d'une commande a 
l'autre peut differes du fait de la concurrence entre plusieurs fournisseurs 
concurrents qui proposent des prix et des delais differents (Tajbakhsh, Lee et 
Zolfaghari, 2005). 
Nous nous interessons au cas le plus commun, celui de delais stochastiques. Dans ce cas, 
il existe un delai aleatoire entre la decision issue du controle et les effets, pendant 
laquelle la demande peut soit etre connue (demande deterministe), soit inconnue 
(demande stochastiques). La demande pendant le delai (lead time demand), et plus 
exactement l'ecart-type de la demande pendant le delai, est un indicateur des risques de 
degradations liees a ces incertitudes, par exemple un risque plus important de ruptures 
de stock et la necessite d'un niveau de stock moyen important. Lors de ces ruptures de 
stock, dans le systeme hybride de reparation et de refection etudie, l'inventaire de pieces 
de remplacement est indisponible et on ne peut pas utiliser le mode de remplacement. 
Les seuls modes disponibles sont alors ceux ne necessitant aucune piece de rechange, 
c'est-a-dire les modes de reparation. Ce scenario, ou les modes de reparation se 
substituent au mode de remplacement, correspond a un scenario de pertes de ventes (lost 
sales), qui, avec le cas de retards possibles (backloggs), est une des deux approches 
traitees dans la litterature lorsqu'il y a des ruptures de stock. 
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1.7.3 Politiques cT approvisionnement avec pertes de ventes 
Hadley et Within (1963) ont, les premiers, formule le probleme de reappro visionnement 
avec perte de ventes pour des delais constants et une demande stochastique. lis 
montrerent que les equations exactes sont plus difficiles a determiner pour les pertes de 
ventes que pour le cas de retards possibles (backorders). En effet, la position de 
l'inventaire juste apres la reception d'une commande depend, dans le cas de retards 
possibles, de la position de l'inventaire juste avant la reception et de la distribution de la 
demande pendant le delai d'appro visionnement. Dans le cas de pertes de ventes, la 
position d'inventaire avant la passation de commande affecte les ventes qui pourraient 
etre perdues et ceci influence la position d'inventaire apres la commande. Ainsi, si il a 
pu etre montre que pour des retards de vente, des delais fixes et une demande suivant un 
processus de Poisson, une politique de commande (s, S) est optimale (Zipkin 2000), on 
ne peut par contre montrer que les politiques (s, S), ou meme (s, Q) sont optimales pour 
les pertes de ventes (Hill and Johansen 2006). 
De nombreuses hypotheses ont ete posees pour faciliter la formulation du probleme de la 
determination de la politique optimale pour le scenario avec pertes de ventes : 
- les quantites commandes sont de taille unitaire ((s, Q = 1) ou (S - 1, S), 
- delai de livraison nul, 
- pas plus d'une commande en meme temps. 
Bensoussan, Crouhy et Proth (1983), Shreve (1976) et Cheng et Sethi (1999) ont montre, 
pour des modeles a examen periodiques, l'optimalite des politiques (s, S) dans le cas de 
delais de livraison nuls pour une demande stochastique, en utilisant la propriete de K-
convexite et la programmation dynamique. De meme, dans le cas d'une seule commande 
a la fois, Hill and Johansen (2006) ont montre que pour des examens periodiques et 
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continus, et avec un delai d'approvisionnement fixe, les politiques (s, S) et (s, Q) ont un 
cout proche de la politique optimale. 
Une grande partie de la litterature a porte son intention sur la determination des 
politiques optimales dans la famille des lois (s, S) et (s, Q), etant donne leur simplicite 
d'application. Le probleme revient alors a trouver les parametres optimaux s* et S* ou 
s* et Q*. Cependant, l'expression du cout total n'est pas toujours disponible ou est 
difficile a utiliser et il faut alors faire appel a des methodes d'approximations et a des 
heuristiques (Hadley et Within, 1963). Pour des politiques a examen periodiques avec 
delai constant, Morton (1971), Nahmias (1979) et Van Donselaar, Kok et Rutten (1996) 
ont propose des heuristiques myopes (on regarde l'optimal pour un horizon de quelques 
periodes) et Johansen (2001) une procedure iterative, avec l'hypothese de cout de 
passation de commande negligeable et plusieurs demandes pouvant avoir lieu 
simultanement. Johansen et Hill (2000) apporterent une procedure pour le cas ou la 
demande suit une fonction de distribution continue et qu'une seule commande est faite a 
la fois. Dans le cas de politiques a examen continu, la contrainte de n'avoir pas plus 
d'une commande en meme temps est communement utilisee. Hadley et Within (1963) 
proposerent une formulation exacte du cout moyen total par unite de temps avec une 
politique (s, Q) et une heuristique dans le cas de demandes suivant un processus de 
Poisson et avec des delais constants. Ce modele a ete enrichi etendu ensuite au cas de 
delais stochastiques par Buchanen et Love (1985) pour les distributions Erlang, 
Johansen et Thorstenson (1993) pour des distributions Gamma, Mohebbi et Posner 
(1998) ajouterent le cas de delais hyper-exponentiels et pour une demande suivant 
processus de Poisson compose. Notons que lorsqu'il est optimal d'avoir un niveau de 
service eleve, c'est-a-dire une proportion de clients effectivement servis, les hypotheses 
de perte de ventes et de retards donnent des resultats quasiment identiques. On peut alors 
utiliser les politiques d'approximation developpees pour le cas de retards (Johansen et 
Thortenson, 1993). 
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Ces travaux, qui visent a chercher les politiques optimales dans la famille des politiques 
(s, S) ou (s, Q), ont en outre permis les effets des incertitudes dans le delai en 
determinant les politiques optimales pour differentes moyennes et ecart-types du delai 
ou de la demande pendant le delai. De maniere generate, une plus grande incertitude de 
ce delai, representee par son ecart-type, entraine une hausse de la valeur du point de 
reapprovisionnement, de la quantite de reapprovisionnement et du covit total de la 
politique optimale. 
1.7.4 Politiques de contrSle conjointes 
De recents travaux ont montre que controler conjointement la production et 
l'approvisionnement procure de meilleure performance en terme de cout moyen total 
que lorsque ces deux problemes sont abordes de maniere separee (Lee 2005). Dans le 
domaine de la maintenance, la litterature utilise l'hypothese que lorsqu'un composant 
doit etre remplace, une piece de rechange est toujours immediatement disponible. Ceci 
implique que soit ces composants sont suffisamment standardises pour que Findustriel 
puisse facilement s'en procurer de nouveaux composants prets a l'usage aupres d'un 
fournisseur, soit qu'ils sont si peu couteux que Ton peut en garder un stock important 
pour faire face a d'eventuels pannes. Cependant, pour des composants couteux et 
personnalises et pour lesquels le delai d'acquisition est non negligeable, il faut porter 
attention a la gestion de l'approvisionnement. Ainsi, Brezavscek et Hudoklin (2003), 
Huang, Meng et Liu (2008) ont propose des modeles de maintenance preventive incluant 
une politique d'approvisionnement periodique, avec respectivement des delais constants 
et des delais stochastiques. 
Hajji, Gharbi et Kenne (2008a, 2008b) ont pour leur part etudie l'optimisation conjointe 
de la politique de controle de la production et de la politique d'approvisionnement en 
matieres premieres d'un systeme FMS a trois niveaux. lis poserent le probleme 
mathematiquement en utilisant la programmation dynamique et montrerent l'existence et 
48 
Punicite d'une politique optimale conjointe, qui est solution d'equations HJB non 
resolvables. En utilisant la methode de Kushner pour trouver, par iterations successives, 
les parametres de la politique pour chaque etat du systeme, c'est-a-dire le taux de 
production pour repondre a la demande des clients et les quantites d'approvisionnement 
en matieres premieres, ils montrerent que la politique optimale est une combinaison 
modifiee d'une politique a seuil (HPP) pour la production et une politique 
d'approvisionnement (s, Q). En approximant cette politique par une politique simplified 
basee sur les politiques HPP et (s, Q), done controle par trois parametres, Hajji et al. 
(2008b) utiliserent une combinaison de simulations, plan d'experiences et methodes de 
reponse de surface. 
1.8 Conclusions 
Dans cette revue de litterature ont ete abordees les caracteristiques generates de la 
refection, la complexity des operations de refection, les principaux axes de recherches 
specifiques a la refection, avec notamment la gestion de l'inventaire et de la production, 
la refection des biens d'equipements en interaction avec la maintenance, la gestion de 
l'approvisionnement et enfin les politiques de gestion conjointes. Chacun des articles 
presentes dans ce memoire propose egalement une revue de litterature plus specifique a 
leur contenu. 
II apparait que la refection est un secteur en expansion presentant de formidables 
opportunites, mais dont l'etude est limitee par certaines caracteristiques. De plus, la 
refection de biens d'equipement, qui coexiste souvent avec le departement de la 
maintenance au sein des organisations industrielles, a recu moins d'attention que celle 
des biens de consommation. Des travaux precedents ont etudie des modeles de systemes 
hybrides de refection et de reparation dans lequel refection et maintenance partagent 
alternativement le meme outil industriel. Le but etait de determiner le taux de refection 
afin de minimiser le cout total et de repondre a la demande en produits remis a neuf, 
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dans un contexte stochastique d'interruptions de la refection pour la reparation non 
prevue d'equipements tombes en pannes. Ces travaux considerent que le remplacement 
de biens d'equipement dans le cadre de la refection se base sur un approvisionnement 
parfait. II nous semble pourtant interessant d'etendre leur etude en modelisant cet 
approvisionnement, qui dans la realite n'est jamais regulier, pour mieux comprendre les 
effets sur les systemes hybrides de reparation et de refection. 
Dans les chapitres suivants nous presentons notre approche, qui se base notamment sur 
les modeles, formulations mathematiques et outils de resolution presentes dans ce 
chapitre. 
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CHAPITRE 2 : SYNTHESE 
Ce chapitre presente la demarche de I 'ensemble du travail de 
recherche et I'organisation generale du document, autour des 
trois articles de revues scientifiques. 
La premiere section presente les problematiques rencontrees au 
cours de I 'etude et les limites que nous avons fixe. La seconde 
section decrit les demarches et objectifs que nous avons suivis. 
Les differents modeles choisis pour notre etude font I'objet de la 
troisieme section. La derniere section decrit les outils de 
resolution que nous avons appliques. 
2.1 Problematiques 
Comme presente dans la revue de litterature, l'essor des activites de refection, en 
particulier des biens d'equipements, rend critique le besoin de developper des outils 
fiables, concrets et adaptes afin de pouvoir controler les activites de refection avec les 
contraintes et complexites que nous avons egalement abordes precedemment. Ces 
caracteristiques, telles que 1'incertitude sur la quantite et la qualite des retours pour les 
systemes hybrides de refection et de production, ou l'incertitude sur le partage des 
ressources entre refection et maintenance pour les systemes hybrides de reparation et de 
refection, ont obliges les scientifiques a developper des modeles simples comportant un 
nombre important d'hypotheses simplificatrices. 
Les travaux presentes dans ce memoire s'articulent autour de la refection des biens 
d'equipements au sein d'une organisation qui partage ses ressources avec la reparation 
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prioritaire et urgente d'equipements suites a une defaillance majeure. Les depots 
d'atelier militaire sont un exemple concret de tels organisations qui appliquent des 
programmes planifies de refection de materiels militaires et effectuent egalement des 
reparations d'equipements suites a des defaillances majeures qui ne peuvent etre traites 
dans les bases militaires. Dans ce contexte, les modeles de systemes hybrides de 
reparation et de refection proposes dans la litterature (Pellerin et al., 2008; Gharbi et al., 
2008) ont abouti a des politiques de controle de la refection qui determinent quel mode 
de refection utiliser parmi des modes predefinis. Ces modes, de la reparation au 
remplacement, sont modelises par des couts et taux d'execution differents. Pourtant, le 
remplacement de composants necessite 1'existence d'un inventaire et d'un 
approvisionnement soumis dans la realite a des incertitudes qui rendent cet inventaire 
momentanement indisponible. II existe un besoin majeur de rendre ce modele plus 
proche de la realite en relachant l'hypothese d'approvisionnement parfait et en 
incorporant une modelisation de ces incertitudes. 
Pellerin et al. (2008) et Gharbi et al. (2008) suggerent d'appliquer le mode de 
remplacement lorsque l'inventaire d'equipements disponibles est en dessous d'un certain 
seuil, afin d'eviter des penalites de retards appliques si l'inventaire ne peut plus 
satisfaire la demande en equipement remis a neuf. Cependant, en cas de penurie de 
pieces de rechange, le mode de remplacement ne peut etre utilise pour executer la 
refection des equipements et la reparation se substitue done au remplacement. Bien que 
moins dispendieuse, la reparation a une cadence plus petite que le remplacement et 
augmente dans ce cas les risques de retards et done de penalites. Comment la politique 
de controle de la refection et le cout total d'operation devraient reagir aux penuries de 
pieces de remplacement ? 
Les modeles de gestions de systemes hybrides de reparation et de refections proposes 
par Pellerin et al. (2008) et Gharbi et al. (2008) etant base sur la theorie de la gestion des 
FMS, il faut egalement prendre en consideration les limites rencontrees dans ce 
domaine. En effet, les travaux sur la gestion de la production des FMS proposent de 
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resoudre analytiquement et de maniere optimale uniquement des modeles simples ou 
non complexes et utilisent des outils numeriques pour les modeles plus compliques. Les 
limites de la resolution analytique etant atteintes, comment modeliser 
l'approvisionnement et quelles methodes de resolution utiliser si on relache l'hypothese 
d'approvisionnement parfait dans les systemes hybrides de reparation et de refection ? 
Inclure un modele de l'approvisionnement en pieces de remplacement dans les modeles 
de systemes hybrides de reparation et de refection devrait permettre de mieux 
comprendre et done mieux prevoir les effets de l'approvisionnement en pieces de 
rechange, et notamment des periodes d'indisponibilite, sur la politique de refection et le 
cout total du systeme. Repondre a ces problematiques est done un des enjeux de ce 
memoire. 
2.2 Demarche et objectifs de recherche 
L'objectif principal de ce memoire est d'inclure l'etude de l'approvisionnement en piece 
de rechange au controle de la refection dans un systeme hybride de refection et de 
reparation tel que defini par Pellerin et al. (2008) et Gharbi et al. (2008). Pour cela nous 
avons mene nos travaux dans deux directions differentes pour modeliser 
l'approvisionnement, ce qui menent a construire des politiques de controle differentes et 
a utiliser des methodes de resolution differentes. L'objectif etant de definir une politique 
de gestion qui minimise le cout moyen total par unite de temps sur un horizon de temps 
infini. 
2.2.1 Probabilite de disponibilite des pieces de rechange 
Dans un premier temps, nous avons suppose que l'approvisionnement etait exogene, 
e'est-a-dire que nous ne pouvions le controler, mais que nous possedons l'information 
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sur la disponibilite des pieces de rechange. Ainsi, l'approvisionnement intervient dans le 
modele de systeme hybride de reparation et de refection par 1'intermediate d'une 
probability de disponibilite des pieces de remplacement qui indique a chaque instant, de 
maniere binaire, si l'inventaire est disponible ou non. 
Cette modelisation de l'approvisionnement est justifiee par le fait que dans de nombreux 
cas, les politiques de controle de l'approvisionnement utilisent comme indicateur de 
performance, outre le cout total d'acquisition, de stockage et de retards, la probabilite 
moyenne sur long terme d'indisponibilite de l'inventaire. D'autre part, l'inventaire de 
pieces de rechange peut egalement etre utilise pour la maintenance des equipements de 
service et il est alors plus pratique de le considerer exterieur a notre systeme. Enfin, nous 
verrons dans les sections suivantes qu'une telle representation de l'incertitude de 
l'approvisionnement permet une resolution mathematique du probleme d'optimisation 
de la politique de controle de la refection. 
2.2.2 Inventaire de pieces de rechange et gestion de l'approvisionnement avec delai 
de livraison stochastique 
Dans un second temps, nous avons suppose que nous pouvions controler l'inventaire de 
pieces de rechange, qui est alimente par des commandes aupres d'un fournisseur et qui 
fournit les pieces necessaires au mode de remplacement du systeme de refection. 
L'objectif est alors de proposer conjointement une politique de controle de la refection et 
une politique d' approvisionnement en pieces de rechange qui soit optimale en terme de 
cout moyen total sur long terme. 
Avec la politique de controle etudiee precedemment, le mode de remplacement est 
inactif lorsque le mode de reparation est utilise pour la refection et lorsque les ressources 
manufacturieres sont requisitionnees lors de defaillances majeurs et imprevues 
d'equipements en service. Dans ces conditions, maintenir un inventaire trop important 
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de pieces de remplacement pendant ces periodes d'inaction entraine des couts de 
stockage inutiles. A l'inverse, lors de penurie de pieces de rechange, les reparations se 
substituent aux remplacements, entrainant une augmentation du risque de ne pas 
repondre a la demande en equipements a mettre en service et done une augmentation du 
cout moyen sur le long terme. Une politique d'approvisionnement adequate ferait un 
compromis entre disponibilite des pieces de rechange et cout de stockage et egalement 
couts d'acquisition. 
Nous proposons une politique de commande par lot aupres d'un fournisseur, avec des 
couts fixes et variables de commande. Une commande est recue apres un delai de 
livraison aleatoire, caracterisant les incertitudes de production et de logistique 
rencontrees par le fournisseur. La politique de gestion de l'approvisionnement repond a 
la question « Quand et combien commander de pieces de remplacement ?», qui s'ajoute 
ainsi a la problematique de gestion du taux de refection du systeme de reparation et de 
refection. 
2.3 Definitions des modeles 
Dans cette section sont presentes les hypotheses et notations appliquees a notre etude. 
Ces definitions sont en outre rappelees dans chacun des articles avec les particularites 
propres aux deux modeles d'approvisionnement utilises. 
La Figure 2.1, completee par la Figure 2.2 et la Figure 2.3, represented respectivement 
le probleme de gestion du systeme hybride de reparation et de refection avec 
approvisionnement avec les deux representations de l'approvisionnement. 
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Figure 2.1 Probleme de controle de la refection avec approvisionnement 
Nous posons les definitions suivantes pour les deux modeles : 
x(t) surplus d'equipements a l'instant t (une valeur positive represente l'inventaire, 
tandis qu'une valeur negative represente une rupture de stock). x(t) est remplace 
par X2(t) pour le second modele d'approvisionnement; 
u(t) taux de refection a l'instant t; 
SL niveau de service (par exemple le nombre minimum d'equipements en service 
pour assurer les activites de l'organisation); 
d taux de demande; 
c cout par equipement par unite de temps de penalite a payer pour ne pas satisfaire 
le niveau de service, c est remplace par cj pour le second modele 
d' approvisionnement; 
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c cout par equipement par unite de temps a payer pour maintenir l'inventaire 
d'equipement a un niveau superieur au niveau de service; c+ est remplace par 
C2+ pour le second modele d'approvisionnement; 
uo taux minimum de refection (mode de reparation standard); 
ui taux intermediate de refection (mode de reparation accelere); 
U2 taux maximum de refection (mode de remplacement); 
Co cout par unite de temps d'execution du mode de reparation standard; 
cj cout par unite de temps d'execution du mode de reparation accelere; 
C2 cout par unite de temps d'execution du mode de remplacement; 
a mode de reparation; 
£ etat du systeme de refection (£ = 1, traitement des retours planifies 
d'equipements a remettre a neuf; £ = 2, traitement des retours non planifies 
d'equipements a la suite d'une defaillance majeure); 
X12 taux de transition entre l'etat 1 et 2 (taux entre deux occurrences de retours non 
planifies); 
X21 taux de transition entre l'etat 2 et 1 (taux de reparation des equipements 
retournes apres des defaillances majeures); 
zi, Z2 seuils critiques d'inventaire; 
J(x,a) cout total sur un horizon infini; 
Nous considerons un systeme hybride de reparation et de refection traitant deux flux 
d'equipements identiques usages avec les memes ressources manufacturieres pour 
repondre a la demande en equipements : 
Le retour des equipements dont on a planifie la refection au bout de leur duree 
de vie; ce flux est considere comme previsible, 
Le retour d'equipements endommages suite a une defaillance majeure et 
retournes pour etre repares. 
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Le processus de transition d'un etat a l'autre peut etre modelise par une chaine de 
Markov irreductible a temps continu avec des taux de transition constant, Xn and X21. 
Notons par M = {1,2) les valeurs possibles de cet etat. 
Les reparations ont priorite sur la refection. Les defaillances etant par nature aleatoires, 
le gestionnaire n'a aucun controle sur la duree de reparation et lorsqu'elles arrivent, les 
ressources sont requisitionnees pour leur reparation. Ne pouvant repondre a la demande 
en equipements a mettre en service, le niveau d'inventaire d'equipements disponibles 
pour le service diminue. 
La refection des retours d'equipements usages a remettre a neuf peut s'effectuer par des 
operations de reparation ou de remplacement. Le gestionnaire peut choisir parmi trois 
modes de refection predefinies, caracterises par un taux et un cout d'execution (ua, ca), 
tels que (uo < uj < ui) et (c0 < cj < ci). De plus, le remplacement requiert la disponibilite 
de pieces de rechange, dont 1'information est fournie de maniere differente selon les 
modeles. Le cout de remplacement par equipement inclue le cout d'acquisition, le cout 
d'operation et les couts eventuels d'elimination. Les couts de penalite lorsque 
l'inventaire est dessous du niveau de service correspondent a des frais d'annulation 
d'operation ou de location d'equipements sont tels que c{> C2+. 
La flotte globale d'equipements, composee des equipements en service, de ceux 
disponibles et de ceux indisponibles (en refection ou en reparation), reste constante dans 
le temps. Toute acquisition d'equipement est contrebalancee par l'elimination d'un 
equipement (mode de remplacement). De plus, la qualite des equipements apres 
refection est constante et independante du mode de refection utilise. 
Dans les sections suivantes sont egalement proposes les definitions et notations 
specifique a chaque modele. 
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2.3.1 Modele avec probabilite de disponibilite des pieces de rechange 
Definitions et notations supplementaires : 
p probabilite de disponibilite des pieces de rechange; 
P etat de l'inventaire de pieces de rechange (fi = 1, inventaire disponible ; /? = 2, 
penurie de pieces de rechange); 
Les couts associes a 1'approvisionnement et au stockage des pieces de rechange sont 
exterieurs au systeme etudie et ne sont pas considered dans le probleme de controle. 
La dynamique du systeme est gouvernee par l'equation suivante : 
x = u(t,4,a,fi)-d \/t>0,ae{0,l,2},^eM,/3e{\,2} 
(1) 
x(0) = x0 
Ou u(t,<z,(X,j3) designe le taux de refection dans le mode a, dans l'etat du systeme de 
refection £, et avec l'etat de l'inventaire de pieces de rechange p. xo designe le stock 
initial. 
L'objectif est de minimiser le cout moyen total par unite de temps de refection et 
d'inventaire/retard sur un horizon infini, utilise comme critere de performance du 




J *(*K)-<ft|x(0) = x0,f(0)=£o * 0 
(2) 
avec g(x(t),u(t,£,a,fi))=c+ • x+(t) + c~ • x~(t) + S^ -ct -u{t,£,ij) 
Ou g(x(t),u(t,£)) represente le cout instantane total de refection et de stockage/retard, 
Sai correspond au symbole de Kronecker, x = max ( 0, x) et x = max( 0,—x). 
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Figure 2.2 Modele d'approvisionnement avec probability de disponibilite des pieces de rechange 
2.3.2 Modele d'approvisionnement avec gestion de l'inventaire de pieces de 
rechange 
Definitions et notations supplementaires : 
x; (/) niveau d'inventaire du stock de pieces de rechange (X\{i) ^ 0); 
C2+ cout par equipement par unite de temps a payer pour maintenir l'inventaire de 
pieces de rechange a un niveau positif; 
K cout de passation de commande; 
6i temps de reception de la icme commande; 
Qi taille du lot de la icme commande; 
T delai stochastique de livraison; 
Afin d'alimenter l'inventaire de pieces de rechange, des commandes doivent etre placees 
aupres d'un fournisseur. Chaque commande se fait par lot de taille Qt, avec un cout fixe 
de commande (K) et un cout par piece commandee, integre dans le cout d'execution du 
mode de remplacement cU2. Cette commande est par la suite recue a l'instant 6t apres un 
delai stochastique T. Les cotits de stockage sont tels que C2+ > cj+. 
La dynamique du systeme est gouvernee par les equations suivantes : 
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(3) 
x2(t) = u(t,^,a)-d Vf>0,ae{0,l,2},£eM 
x2(0) = x2 
xl(t) = -u(t^,2)-Sa2 Vte %0Mlae {0,l,2},£e M 
xl(0) = x] 
xl(O+) = xl(0n + Qi i=l..N 
Ou xi et X2 designent les stocks initiaux, Of et 0,-+ correspondent aux limites positives et 
negatives de l'instant de reception de la z'emc commande. 
L'objectif est de minimiser le cout moyen total par unite de temps de refection, de 
commande, d'inventaires et de retard sur un horizon infini en fonction du taux de 
refection et de la sequence de commande O- = \{OQ , Q0), \Ox, Q\ ),.••}. On note : 
J(x„ x2, u, 6, Q, £) = lim JT(xx, x2, u, 6, Q, £) 
JT(xl,x2,u,d,Q,£) = 
1 
g(xx,x2, u)-dt + > K 




+ • x2 +c2 -x2 +dai-cui-u{t,£,x2) 
Ou g(x x,x2, w) represente le cout instantane total de refection, de stockages et de retard, 
cua le cout de refection au taux ua, x / = max(0,x /) et xj~ = max(0,-xy) 
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Figure 2.3 Modele d'approvisionnement avec gestion de I'inventaire de pieces de rechange 
2.3.3 Politiques de controle proposees 
Pour chacun des modeles ont ete propose une politique de controle dans la famille des 
politiques a plusieurs seuils critiques (MHPP) delimitant les regions d'utilisation de 
chaque mode d'execution. Nous renvoyons aux articles scientifiques presentes aux 
chapitres 3,4 et 5 pour des details sur le choix de la structure des politiques choisies. 
Pour le modele de systeme de reparation et refection avec probabilite de disponibilite de 
pieces de rechange, nous suggerons une politique de controle basee sur des seuils 






si x < z 2 e t { £ = l;yff = 2}; 




Cette politique suggere que lorsque le systeme traite la demande planifiee d'equipements 
a remettre a neuf, le choix du mode est le suivant : lorsque I'inventaire d'equipements 
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disponibles est superieur a zi, aucun equipement n'est remis a neuf car le niveau 
d'inventaire est suffisamment eleve. Si l'inventaire est au niveau zj, la refection 
s'effectue selon le mode de reparation basique au taux u0 = d. Lorsqu'une defaillance 
majeure survient, les ressources sont allouees a la reparation de l'equipement defaillant 
et le taux de refection devient ainsi nul. Le niveau d'inventaire d'equipements 
disponibles diminue alors en suivant la demande d. Si l'inventaire descend sous zj, la 
refection est acceleree au taux uj. Si l'inventaire descend sous le niveau zj, deux 
situations sont possibles : si l'inventaire de pieces de rechange n'est pas nul (ft = 1), la 
refection est effectuee avec le mode de remplacement U2, sinon la refection s'effectue 
selon le taux de refection maximale ne necessitant pas de pieces de rechange, done uj. 
Pour le modele de systeme hybride de reparation et de refection couple a la gestion de 
l'approvisionnement et de l'inventaire en pieces de rechange avec delai stochastique de 
livraison, nous suggerons d'utiliser de maniere jointe une politique de controle a 
plusieurs seuils critiques (MHPP), semblable a celle presentes ci-dessus, et une politique 
d'approvisionnement (s, Q). Cette politique d'approvisionnement, connue sous le terme 
de politique d'acquisition exterieure « point de commande - quantite de commande », 
suppose que lorsque le stock de pieces de rechange descend sous le niveau s, un lot de 
taille Q de nouvelles pieces est commandees aupres d'un fournisseur. La politique de 
controle conjointe proposee est done : 
uQ si x2 = Zj et t, = 1 
Wj si z 2 <x2 < Z ] , ^ = 1 
ousi JC2 < z 2 , Xj = 0 e t ^ = l; 
u2 si x2 < z2, Xj > 0 et £ = 1 
0 sinon 
u(xl,x2,g) = < 
(6) 
\Q si x, <s 
0 sinon 
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Nous constatons que ces deux politiques sont interreliees. En effet, la politique de 
controle de la refection depend du niveau d'inventaire en pieces de rechange X2, controle 
par la politique d'approvisionnement exterieur. A l'inverse, la dynamique du systeme, 
presentee a la section 2.3.2, indique que la demande en pieces de rechange depend de 
l'etat du systeme de refection (X2, £). 
2.3.4 Optimisation 
Nous cherchons pour les deux modeles la politique optimale ayant la structure presentee 
a la section precedente. Le probleme d'optimisation revient ainsi a determiner pour le 
modele d'approvisionnement avec probabilite de disponibilite en pieces de rechange les 
valeurs des seuils critiques (zi, zi) qui minimisent le cout moyen total par unite de temps 
sur le long terme defini precedemment. Pour le second modele, dans lequel nous 
proposons de gerer la disponibilite de ces pieces de rechange, il s'agit de trouver les 
valeurs optimales des parametres (z], Z2, Q, s) qui minimisent le meme cout. 
2.4 Outils de resolution 
Afin de resoudre le probleme d'optimisation, nous suggerons d'obtenir la relation entre 
le cout moyen total par unite de temps sur le long terme et les parametres de la politique 
de controle issue de la structure choisie. Cette relation donne l'expression du cout en 
fonction des parametres de controle qu'il suffit ensuite de minimiser pour obtenir les 
parametres et le cout optimaux. 
Nous presentons en outre de maniere plus precise dans le chapitre 6 les aspects 
methodologiques relatifs a la resolution analytique et a la resolution par simulation 
appliquees dans la resolution des problemes d'optimisation presentes ci-dessus. 
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2.4.1 Resolution analytique 
Dans le chapitre 4, la modelisation de 1' approvisionnement en pieces de rechange par la 
probabilite de disponibilite en pieces de rechange nous permet de trouver 1'expression 
analytique du cout en fonction de (z;, zi) pour une probabilite p fixee. Pour cela, nous 
avons besoin de la probabilite de masse en z; et les densites de probabilite de x dans les 
regions z2 < x < Zj et x < z2 en regime stationnaire, que nous obtenons en resolvant un 
systeme d'equations. Ce systeme d'equations est compose des equations partielles 
differentielles du premier ordre « forward » de Kolmogorov, decrivant revolution des 
densites de probabilites dans le temps, des equations aux limites et des equations de 
normalisation. L'expression du cout J en fonction de (z;, zi) est convexe et il existe 
ainsi un unique cout minimum J*(zj, zi) en (z/* zj*). 
2.4.2 Resolution par simulation 
Dans les chapitres 3 et 5 sont presentes une methode de resolution numerique 
respectivement pour le modele avec probabilite de disponibilite des pieces de rechange 
et pour le modele avec gestion de 1'appro visionnement. 
Cette methode de resolution numerique est basee sur la determination de l'expression de 
la variable de sortie J en fonction des variables d'entree (zj, zi) dans le premier modele, 
puis (zj, Z2, Q, s) dans le second, a l'aide de simulations. En construisant un modele de 
simulation du systeme hybride de reparation et de refection et de l'approvisionnement 
dans le cas d'un exemple avec des valeurs numeriques pour les parametres de couts, 
d'occurrence et de duree de traitement des retours non planifies d'equipements 
defaillants, et en effectuant plusieurs experiences en suivant un plan d'experiences 
choisi, on peut quantifier les effets des variables d'entrees et de leurs interactions sur le 
cout total a l'aide d'outils statistiques (analyse de la variance, ANOVA). On obtient 
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ensuite une estimation du cout en fonction des facteurs, c'est-a-dire des variables 
d'entree et des interactions significatives, puis la valeur optimale de ces facteurs a l'aide 
de la methode des reponses de surface. 
2.4.3 Validation 
En appliquant l'approche de resolution par simulation et plans d'experience au probleme 
d'optimisation avec le modele avec probabilite de disponibilite de pieces de rechange 
avec les memes parametres (i.e., couts et durees entre retours d'equipements defaillants 
et de leurs reparations) et les memes variables d'entree (zj, zi) que ceux utilisees par 
Pellerin et al. (2008), nous obtenons un cout total proche a 0.09 % du cout qu'ils 
obtiennent dans le cas d'une probabilite p = 1. Cette comparaison, detaillee dans le 
chapitre 3, confirme la validite du modele de simulation que nous avons developpe et 
l'interet d'appliquer l'approche de resolution par simulation a notre modele avec 
approvisionnement non fiable. 
Dans le chapitre 4, l'approche analytique utilisee pour obtenir l'expression du cout 
moyen total sur le long terme en fonction des parametres de controle (zj, z2) et les 
valeurs optimales (J*, zj * z^*), est comparee aux resultats obtenus par simulation dans 
un exemple. Les parametres d'entree sont fixes a (zy* z^*) et nous observons la variable 
de sortie qu'est le cout total, que nous comparons a la valeur obtenue avec l'approche 
analytique. Les resultats tres proches que nous avons observes attestent de la validite de 
l'approche analytique et permettent de faire un lien entre les deux methodes de 
resolution abordees dans ces travaux. 
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2.5 Analyse des resultats 
Les applications numeriques proposees dans les chapitres 3, 4 et 5 et qui servent de 
support a notre recherche possedent des parametres identiques a ceux utilises par 
Pellerin et al. (2008) (couts de stockage, retards, refection, durees de refection, 
d'occurrence entre retours d'equipements non planifies et de reparation de ces 
equipements). Ces donnees sont derivees de l'etude d'une organisation militaire de 
refection basee a Montreal, Canada, apres modification sans perte d'applicability pour 
raisons de confidentialite. 
Ces chapitres presentent egalement des analyses de sensibilite, d'une part a la variation 
des parametres de couts, et d'autre part a la variation de l'incertitude de 
l'approvisionnement, c'est-a-dire dans le premier modele une variation de la probabilite 
de disponibilite des pieces de rechange et dans le second modele une variation des 
moments de distribution de probabilite du delai de reception des commandes. Ces 
analyses de sensibilite ont permis de quantifier les effets de legeres variations de 
parametres sur le cout total J* et les seuils critiques optimaux (z; * z^*). Les directions et 
l'amplitude des variations du cout et des seuils critiques se sont revelees globalement 
conformes a ce qu'on pouvait s'attendre et montrent la robustesse des politiques de 
controle utilisees. Ces analyses de sensibilites apportent ainsi une meilleure 
connaissance sur le comportement du systeme avec les politiques de controle proposees. 
2.6 Conclusion 
Ce travail de recherche nous a permis de repondre aux problematiques de controle de la 
refection avec approvisionnement non fiable dans le cadre de systeme de refection de 
biens d'equipements partageant ses ressources manufacturieres avec la reparation 
d'equipements defaillants suite a des defaillances majeurs. Nous avons explore deux 
modeles qui different selon que Ton considere la gestion de l'approvisionnement comme 
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une contrainte exterieure ou comme un processus supplemental a controler 
conjointement a la refection. Pour chacun de ces modeles, une structure de politique de 
controle derivee des politiques de controle a seuils critiques a ete proposee. L'objectif 
est de trouver la meilleure politique en termes de cout moyen total sur le long terme par 
unite de temps, ce qui revient a determiner la valeur optimale des parametres de la 
politique de controle choisie. Nous avons propose pour cela une approche de resolution 
analytique et une approche de resolution par simulation que nous avons appliquees a des 
exemples. Ces modeles, politiques de controle et approches de resolution sont l'objet des 
chapitres suivants. 
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CHAPITRE 3 : OPTIMIZATION OF THE CONTROL POLICY FOR 
A STOCHASTIC REMANUFACTURING SYSTEM WITH 
UNRELIABLE REPLACEMENT PARTS SUPPLY 
Auteurs: Francis Berthaut, Robert Pellerin et Ali Gharbi 
Soumis a International Journal of Simulation and Process Modeling 
Editions Inderscience Publishers 
Ce chapitre presente la premiere partie du travail de recherche 
dont I 'objectif est de developper un modele de systeme hybride 
de reparation et de refection avec probability de disponibilite 
des pieces de remplacement et de proposer une politique de 
controle prenant en compte ce parametre. Ce chapitre decrit et 
valide le modele de simulation developpe qui serf de support a 
la resolution numerique du probleme d"optimisation de la 
politique de controle. 
Les Annexes D et E contiennent respectivement le modele de 
simulation et les resultats experimentaux. 
Abstract: 
Productivity improvement and Environmental legislation increasingly incite 
manufacturers to invest in remanufacturing activities. However, production planning and 
control activities for remanufacturing are more complex to address than in traditional 
manufacturing. We consider the control of a stochastic manufacturing system executing 
capital assets repair and remanufacturing in a closed-loop system. A simple sub-optimal 
control policy in class of multi hedging point policy is proposed. This policy consists in 
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inventory thresholds triggering the use of different predefined repair and replacement 
strategies, depending on the replacement parts availability. This paper focuses on 
estimating the optimum control policy parameters in terms of total cost by means of 
simulation tools. A flexible combined discrete event and continuous modelling is 
introduced and simulation experiments are conducted for a numerical example in order 
to achieve a close approximation of the optimal policy. 
Keywords : 
repair; overhaul; remanufacturing; unreliable supply; control theory; hedging point 
policy; simulation; response surface methodology. 
3.1 Introduction 
Remanufacturing is defined as the restoration of an item to a standard as close as 
possible to its original condition in appearance, performance and life expectancy (Cox et 
al., 1995). This process can also be known as rebuild, major overhaul or refurbishing. 
Remanufacturing differs from other forms of reuse: recycling permits the conversion of 
collected materials into raw materials to be manufactured into a completely new product, 
while remanufacturing restores durable products for a similar use. Hence, 
remanufacturing is the process of recovering the added value of worn products in the 
form of materials, energy and labour. Remanufacturing provides the opportunity to 
extend the product's lifetime and update it with more modern technology. 
Nowadays the remanufacturing industry is a significant and growing sector, with more 
than 73,000 firms representing $53 billion in yearly sales in the United States (U.S. 
Environmental Protection Agency, EPA, 1997). Remanufacturing contributes to waste 
prevention and increase in productivity, by reducing material requirement and 
acquisition costs. Another indirect benefit of remanufacturing initiatives is the 
improvement of the environmental image for firms and its impact on customers and 
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market shares. Since the early 1990's, firms within the European Union face extended 
producer responsibility legislation acts that force them to finance and organize the 
return, treatment and recycling of their products at end of life (Mayers, 2007). These 
incentives will encourage firms to invest in material recovery and remanufacturing 
activities. 
In this paper, we focus on capital assets, which represent a major investment for most 
organizations and for which remanufacturing is a viable cost-cutting opportunity. Capital 
assets are mostly remanufactured and reused by the original product owners. This 
special feature leads the capital assets remanufacturing sector to adopt an organization 
that often coexists with maintenance and service organizations, which are integrated 
through product life cycle management programs (Pellerin et al., 2008). Defence 
maintenance depots represent classic examples of such organizations. 
Consequently, we propose a remanufacturing system, called hybrid repair and 
remanufacturing system that is designed to fulfil two types of returned worn products. 
On the one hand, foreseeable returned products, at the end of their expected life, can be 
remanufactured to begin a new life cycle. On the other hand, unplanned major 
equipment failures have to be repaired. Based on organizations' current practices, we 
assume that priority is given to unplanned (emergency) repairs as the equipment must be 
put back in service as quickly as possible. For this reason all remanufacturing resources 
are preempted to treat equipment failures. As the repair process is much shorter than the 
remanufacturing process and as the set-up cost is relatively low, this rule is applied to 
reduce the non-availability of equipment, which is already configured to meet specific 
operation needs. The main objective is to maintain a number of serviceable items above 
the operating firm's service levels at a minimal cost. For this purpose, we consider a 
stock of serviceable capital goods, which responds to the demand of capital goods put 
into service and which is fed by the remanufacturing process outputs. 
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Remanufacturing can take two forms: repairing components or replacing them by new 
ones. As the repair process is a major overhaul, one can assume that the desired quality 
of the equipment is the same and thus does not affect potential product failure rate. 
These two modes only differ in terms of cost and production rate: although repairing a 
component costs less than replacing it, it is more time consuming. This choice only 
depends on the condition of the returned items, the level of the serviceable capital assets 
inventory and the availability of replacement parts. For example, managers will typically 
choose to repair most components when the equipment surplus, which is equal to the 
difference between the serviceable equipments inventory and the equipments needs, 
exceeds the sufficient minimum level (Gharbi et al., 2008). Serviceable equipment 
demand backlog is permitted and incurs penalty costs for the operating firm. 
We also assume that equipment disposal is not allowed. Consequently, the equipment 
fleet, which corresponds to the total amount of serviceable and non-serviceable 
equipment, remains constant. From the use to the repair and remanufacturing process, 
capital assets evolve in a closed-loop system, in which the initial item is reinserted after 
its life cycle as a "new one". Note that capital assets are rarely disposed in practice as 
the acquisition costs of capital goods are very high. For less expensive products, disposal 
is often considered to discard products that do not meet quality requirements or to avoid 
returned products holding costs. We refer the readers to Teunter and Vlachos (2002) for 
a discussion on the necessity of a disposal option in remanufacturing systems. 
The problem is a complex one to address because of the variability of the returned 
product flow and because of the stochastic operating process, which is specific to major 
maintenance tasks (Gharbi et al., 1999). Simulation tools provide an interesting 
opportunity to represent such a system and, based on well-designed experiments, the 
system behaviour and performances can be evaluated. Until now, several authors have 
studied inventory control policies that aim at finding the optimal stock levels of a 
product that responds to the stochastic demand of the same product for a periodic review 
(Mahadevan et al., 2003, Toktay et al., 2000). Few researchers consider a stochastic 
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repair process, except for papers relevant to production planning and control that use 
discrete events simulation (Villeneuve et al., 1998, Duffuaa and Andijani, 1999). These 
models are not efficient to define control policies aimed at managing inventory 
thresholds that trigger the execution of repair or replacement modes and therefore the 
remanufacturing timeframes. In addition, these thresholds are often set by managers 
according to their own judgment. In such a context, there is a critical need to develop 
control policies that optimally define the use of different remanufacturing modes and 
that consider the availability of replacement parts. 
The paper is organized as follows. Our approach is summarized in section 2. Section 3 
presents the statement of the remanufacturing problem and we develop a sub-optimal 
control policy in section 4. Section 5 presents our resolution approach based on 
simulation experiment that is applied in section 6 on a numerical example. Finally 
section 7 outlines our main results and possible directions for future research. 
3.2 Our approach 
We propose a simulation-based approach that evaluates the behaviour of the hybrid 
repair and remanufacturing system. A suboptimal control policy based on inventory 
thresholds triggering the use of predefined repair and replace modes is considered. A 
simulation modelling is developed using the Visual SLAM language. We carried out 
simulation experiments to measure the performance of the system in terms of incurred 
average long-run cost per unit of time and find the inventory thresholds for which this 
cost has been minimized. This resolution approach is similar to the works of Gharbi et 
al. (2008), which addressed the multiple repair rate control problems of remanufacturing 
systems, and solved the problem in the case of one product type. Nevertheless, the main 
assumption they made is that replacement parts are constantly available. Our main 
contribution is to relax this assumption by considering a probabilistic availability of 
replacement parts that model material starvation or unreliable supply lead times and that 
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restrains the replacement parts use. We conclude that our approach provides a simple 
dynamic control policy that is easy to implement and reduces the total average cost, as 
compared to current practices. 
3.3 Problem statement 
The remanufacturing activities are divided into different tasks, from the collection of 
worn products, the remanufacturing processes, the manufacturing of new parts or 
products to complete the remanufacturing products flow, to the distribution of the new 
and "as new" items (Figure 3.1). A typical remanufacturing facility consists of several 
distinct sub-systems (Fleischmann et al., 1997 : 
- Disassembly, testing and sorting parts and components. This first step provides 
important information for the purchase of new parts and products to complete 
the remanufacturing. 
- Cleaning, refurbishing and testing of the acceptable returned products. The 
outputs of these operations are "as new" components. 
Reassembly of the parts, with a mix of new and recovered components. The 
products are then ready to be placed in the serviceable product inventory that 
can also be fed by a supply of newly manufactured products. 
Many characteristics significantly complicate production planning and control of 
remanufacturing activities (Guide, 2000): the uncertain timing, quantity and condition of 
returned products, the need to balance returns with demand, the requirement for a 
reverse logistics network and the problem of stochastic routings for materials intended 
for remanufacturing operations and highly variable processing times and costs. The 
entire lifecycle of remanufactured products can be affected by these complicating 
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Figure 3.1 Cycle of life of a remanufactured product 
remanufacturing activities, including forecasting, design of reverse logistics 
(Fleischmann et al., 1997, Savaskan et al., 2004), operations planning and scheduling 
(Guide, 2005), and inventory control (Van der Laan and Salomon, 1997; Kiesmuller, 
2003). 
We address the remanufacturing problem with a production control point of view. Thus, 
detailed scheduling is not a prime concern and the remanufacturing process is treated in 
a rather aggregate way, characterized by time and cost parameters. 
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3.3.1 Model assumptions and notations 
We consider a hybrid repair and remanufacruring system of a single product type, as 
depicted in Figure 3.2. The problem we address is a problem of allocation of 
manufacturing resources in order to treat the planned flow of equipment that is returned 
at their end of life. This foreseeable flow is disturbed by the unplanned flow of worn 
equipment due to major failures that takes precedence over the planned demand, in order 
to put them back into service as quickly as possible. 
During the unplanned flow overhaul, the surplus inventory of serviceable equipment 
decreases in order to fulfil the demand, while it is not supplied by the remanufacruring 
products output. 
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Figure 3.2 Remanufacturing Control Problem 
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Let us define the following notations : 
x(f) equipment surplus at time t; a positive value of x(t) represents inventory, while a 
negative value represents backlog; 
u(t) control remanufacturing rate at time t; 
SL service level (i.e. the number of serviceable equipment required to support the 
operations of the organization); 
d demand rate; 
c cost to be paid per equipment per unit of time for failing to meet the service 
level; 
c+ cost to be paid per equipment per unit of time for keeping inventory at a higher 
level than the service level; 
uo minimum repair rate (repair policy); 
ui intermediate repair rate (inspect and repair policy); 
U2 maximum repair rate (replacement policy); 
Co cost per unit of time when repairing at the minimum rate; 
cj cost per unit of time when repairing at the intermediate rate; 
C2 cost per unit of time when repairing at the maximum rate; 
X12 unplanned demand arrival rate; 
X21 unplanned demand processing rate; 
zi, Z2 inventory thresholds; 
J(x,a) long run average cost function; 
a remanufacturing mode when the system is on functional mode; 
<f state of the remanufacturing system; 
p probability of availability of replacement parts; 
/? availability mode of replacement parts; 
The system capacity is initially designed to be able to at least produce at the expected 
demand rate d so as to guarantee feasibility (u(t) = UQ= d, x(f) = zi). The planned and 
unplanned demand inter-arrival times Xji1 and hi1 are exponentially distributed. When 
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the amount of serviceable equipment is insufficient to meet the constant demand, penalty 
costs c" are charged by having to cancel operations or renting equipment (c+ < c). 
Managers can treat the planned flow of worn parts with three different predefined 
remanufacturing modes: an emergency mode (a = 2), an intermediate repair mode (a = 
1) and a regular repair mode (a = 0), with different rates (uo <uj < ui) and different costs 
(co < cj < ci). Set-up and switching costs are not significant as technicians who perform 
the remanufacturing process can easily move from one apparatus to another. The 
emergency mode consists of replacing all the returned items. We restrain the 
replacement policy by integrating the case of replacement unavailability. Thus, we 
define a probabilistic availability of replacement parts that indicates whether the 
replacement mode can be used (fi =1) or not (fi =2) every time replacement is required. 
3.3.2 Dynamics of the remanufacturing problem 
The state of the system at time t is described by the following variables: 
- A continuous part that describes the cumulative surplus level, measured by x(t). 
A discrete part that describes the remanufacturing system state. This state can 
be described at time t by the random variables £(t) with value in M - {l,2}, 
such as : 
fl producing planned demand 
[2 producing unplanned demand 
The planned and unplanned demands occurrence can be modelled by an irreducible, 
continuous time, two-state Markovian chain with the transition rates Xn and X21. 
The dynamics of the stock level x(t) is given by the following equations : 
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x(t) = u(t,Z,a,P)-d, x(0) = x0, \/t>0, o e {0,1,2}, £ G M , fte{l,2},
 ( 1 ) 
Where w(?,^,a,|3) denotes the remanufacturing rate in mode a, in the system state £ and 
with the replacement parts status /?. 
3.4 Remanufacturing Control policy formulation 
Our production control problem can be presented from this point of view: how can one 
take advantage of the possibility of executing remanufacturing process at different rates 
and costs in order to minimize remanufacturing and operating costs? 
This problem has many similarities with the flow rates control of one part through a 
Flexible Manufacturing Systems (FMS) with unreliable machines having two or more 
states (fully up, fully down and intermediate state). Kimemia and Gerschwin (1983) 
showed that the optimal production rate is governed in each machine state by a simple 
buffer level, called the hedging point. Within such a policy, a non-negative product 
surplus, corresponding to the optimal inventory level, is maintained to face prospective 
backlogs caused by machine failures. Akella and Kumar (1986) established the formula 
of the hedging point in the case of a one part, two-state systems (machine up or down). 
Bielecki and Kumar (1988), and Sharifnia (1988) used a simpler approach to solve the 
same problem and to extend it to multiple machine states systems. This approach is 
based on the calculation of the steady state probability of the distribution to find the 
optimum hedging points. However, for too-complex systems or for non-Markovian 
model (non-exponential failure and repair time distributions and/or random demand 
rates) the optimal control model cannot be described by the classical theory. Indeed, 
there is a lack of efficient methods to analytically solve the optimization problem, which 
rests on complex coupled Hamilton-Jacobi-Bellman (HJB) equations. 
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Kenne and Gharbi (2004) introduced an approach combining simulation modelling, 
regression analysis and analytical control theory to tackle the control problem of such 
systems. They provided a sub optimal solution in class of hedging point policy This 
control policy stipulates that when the machine is up, the process is operated at the 
maximum rate as long as the current level surplus is below the mode-dependent hedging 
level (z«), at the demand rate if it is equal and at zero if it is above that level. 
This multi-threshold-based control policy was applied to the hybrid repair and 
remanufacturing control problem (Pellerin et al., 2008). For this control problem, the 
unplanned flow of returned items has the same disturbing role as the machine 
breakdowns. The objective is to find the optimum remanufacturing rate u(.) for each 
system state £ and surplus x(t), so as to minimize the long-term average surplus cost per 
unit of time presented below : 
J* = lim —E 
i _ r vo+T rt0+r 
I G(x,u)-dt\ 
'o (2) 
with G(x(t),u(t,£,a,f})) = c~ -x~(t) + c+ -x+(t) + ca -u{t,^,a,P) 
Where 2i | / |x0 ,a0] denotes the expectation operator conditional on initial condition 
(x(0) = xo, ot(0) = ao), x+ - max(0,x) and x~ = max(-x,0). 
Consequently, we propose for our problem a sub-optimal control policy based on two 
hedging points (zj, 22) that uses a framework similar to the one presented by Sharifnia 
(1988) and Pellerin et al. (2008). However, our control policy differs from theirs by the 
replacement part availability condition on the replacement mode, as presented below : 
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w z 1 > Z 2 (*><r,^)= 
u0 if x(t) - Zj and C=1 
ux if z2 < x(t)< Zj and £" = 1 
if x(t)< z2 and {C = %p = 2\ (3) 
w2 if x(t)< z2 and {C = 1; ft = l} 
0 Vxandf = 2 
The modified multiple-hedging-point-policy presented above entails that as unplanned 
demand occurs (£ = 2), remanufacturing resources are preempted until this demand can 
be satisfied. Consequently, planned demand is not satisfied and the amount of 
serviceable equipment x(t) decreases. As x(t) drops below zj, the remanufacturing 
process is accelerated to rate uj. When x(t) drops below Z2, two different scenarios can 
occur: if replacement parts are available (fi- I), then the replacement mode is applied to 
the system and thus the remanufacturing rate is further accelerated to rate U2 in order to 
prevent the surplus level from crossing over a negative value and triggering backlog 
costs. On the other hand, if replacement parts are unavailable (/? = 2), the 
remanufacturing system must repair the worn parts instead of replacing them and thus 
the remanufacturing rate remains at the rate uj. Figure 3.3 displays the dynamics of the 
serviceable equipment inventory according to the aforementioned remanufacturing 
control policy. 
We assume that for given planned and unplanned demand occurrence times, given repair 
duration statistics and given probabilistic availability of replacement parts, the hybrid 
repair and remanufacturing system is capable of meeting the demand in the long run. In 
other words, if we remanufacture at maximum possible rate in each system state, then 
the serviceable inventory level will exceed the demand rate, so there will be a strictly 
long term trend in x(7).As mentioned by Sharifnia (1988), x(t) will be stationary and the 
right-hand side of (2) will converge to a unique limit for given hedging points (27, zi). 
Assuming the convexity property of the cost to be paid, we conclude the existence and 
uniqueness of a solution to this control problem. 
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Figure 3.3 Evolution of the serviceable equipment inventory x(t) 
Finally, once the optimum hedging points (27*, z^*) are known, namely the levels that 
minimize the average surplus cost per unit of time J*, then the optimum policy is 
completely determined. 
3.5 Estimation of the optimum control policy 
3.5.1 Simulation assisted resolution approach 
The resolution of the hybrid repair and remanufacturing system control problem with 
probabilistic availability of replacement parts required the determination of the optimum 
82 
values of the hedging points. Bielecki and Kumar (1988) proposed a simple analytic 
approach for solving the single-product two machine-state FMS problem. Assuming the 
hedging points are known, they calculate the steady-state probability density function of 
the surplus inventory and the probability mass at each hedging point. As the long-term 
average cost per unit of time can be formulated as a function of these terms, the 
optimum hedging points are then found by minimizing the average cost over all the 
possible values of the hedging points. This analytic approach was extended to the more 
than two machine states problem (Sharifnia, 1988) and to solve the hybrid repair and 
remanufacturing system control problem, assuming a reliable replacement supply by 
Pellerin et al. (2008). 
The simulation approach consists in estimating the relationship between the incurred 
cost and the threshold stock levels, considered as control factors. We developed a 
simulation model where the hedging points (zj, zi) are the input variables and the 
incurred cost the output variable. A set of experiments is conducted to collect the values 
of the incurred cost for different pairs (zy, zi) and a regression analysis is then applied on 
the collected data. 
3.5.2 Simulation model 
A simulation model was developed using the Visual SLAM simulation language and the 
AWESIM software. Visual SLAM is a simulation language for modelling discrete, 
continuous systems or a combination of both (Pritsker and O'Reilly, 1999). The main 
advantage of this language is to provide frameworks for different modelling worldviews. 
For process orientation, Visual SLAM can model a network structure, which consists of 
specialized symbols called nodes and branches to pictorially represent a system, 
especially a discrete one. On the other hand, the modeller will prefer an event orientation 
for continuous systems. The events, the differential and difference equations, which 
describe the dynamic behaviour of the state variables and the potential changes of the 
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system when an event occurs, can be coded in Visual SLAM or C procedures. 
Therefore, the AWESIM simulation support system provides efficient tools for running 
simulation model and for data collection and analysis. 
The proposed simulation model consists of several networks and user routines, each of 
them describing a specific task of the system modelling. Figure 3.4, Figure 3.5, Figure 
3.6 and Figure 3.7 present a block diagram representation of these networks developed 
with the Visual SLAM language. 
State equations C insert 
The state equations (1) are defined as a C language insert. They describe the serviceable 
inventory level x(t) as a function of the remanufacturing rate, set by the control policy, 
and the demand rate. 
Simulation control 
Initially, we define the values of the remanufacturing control policy (z;, Z2) for which the 
simulation run is conducted and the values of parameters of the system, such as the 
remanufacturing rates, the mean values of the exponential distributions of the planned 
and unplanned demand rates, the demand rate of serviceable items. The maximum and 
minimum time step specifications for integration of the cumulative variables are also 
defined. At the end of the production horizon T°°, which is the time to reach the steady 
state, the simulation program is stopped and the incurred cost for a given pair (zj, zi) is 
exported. 
Remanufacturing process block-diagram 
On Figure 3.4, a block test checks the proposition P(.), which corresponds to u(.) = 0 
(i.e. x(i) > zj according to equation (3) or "the remanufacturing system treats the 
unplanned flow of worn parts"). If the proposition P(.) is true, the message is routed to 
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the WAIT block, until the remanufacturing system treats the planned demand and x(t) < 
If u(.) ^ 0, the message corresponds to a remanufacturing order, then x(t), the cumulative 
variables (i.e. the cumulative probability of each remanufacturing mode) and 
consequently the estimated total cost are updated according to the equations (1) and (2) 
in the UPDATE INVENTORY and UPDATE COST block after the time step duration 
defined by the TIME ADVANCE blocks. The cumulative variables are integrated using 
the Runge-Kutta-Fehlberg (RKF) method as presented in Pritsker and O'Reilly (1999). 
The message is then routed to the initial block test. The time step is given by the TIME 
ADVANCE block, depending on discrete event scheduling (planned and unplanned 
demands), continuous variable threshold crossing events and time step specifications. 
Control policy block-diagram 
The control policy presented in the previous section is defined by the output of a FLAG 
block (Figure 3.5). Whenever one of the thresholds is crossed by x(i), observation nodes 
raise a flag. The remanufacturing rate u(.) is then set according to equation (3), 
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Figure 3.5 Control policy block-diagram 
Unplanned and planned demand occurrence times block-diagram 
Initially, a message representing an unplanned and planned sequence is created at the 
BEGIN block as illustrated in Figure 3.6. The PLANNED DEMAND and 
UNPLANNED DEMAND blocks sample the times to fail and times to remanufacture 
the unplanned flow of worn parts from their respective probability distributions. This 
block-diagram provides the system state changes (discrete events) and thus x(/) and the 
incurred cost must be updated. 
Replacement parts availability block-diagram 
The replacement parts supply availability is checked in the region x(t) < Z2 at each time 
step (the time step is set to his minimum value), as presented in Figure 3.7. For each 
time step, the replacement part is either available or unavailable until the next time step 
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Figure 3.7 Replacement parts availability block-diagram 
(see the TIME ADVANCE block). Once x(t) crossed positively 12, we stop checking the 
replacement parts availability at each time step (WAIT block). 
3.5.3 Data collection and statistical analysis 
Two independent variables (z/, zi) and one dependent variable (the total cost JSim*) are 
investigated through a set of simulation experiments. These independent variables are 
set to different values and the corresponding total cost Jsim* is collected for each 
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experiment. We analyse this data collection by means of statistical analysis tools. The 
reader is referred to Gharbi and Kenne (2003) for more details on this approach. 
Assuming the convexity property of the long run average cost per unit of time, a second 
order model is considered to estimate the cost function, as presented below. The third-
order interactions and all other effects were ignored or added to the error e : 
Cost- fi0 +pn • z7 +fi12 • z2 +p21 • Zj
2 +p22 • z2 +p3J •z1-z2 +e (4) 
Firstly, a multi-factor analysis of the variance (ANOVA) provides the effects of the 
main factors and interactions on the dependent variable. From this analysis, we eliminate 
from the second-order model the parameters associated with the non-significant factors 
(p-value > 0.05). 
Secondly, response surface methodology is applied to estimate the unknown parameters 
of the second-order model (Montgomery, 2001). Consequently, the estimated values of 
the cost for any combination of (zj, zi) are known and we can deduce the estimated 
values of the pair (zj*, Z2*) and of the optimum cost •/,,„,*, for which the cost function 
Cost is minimized. As mentioned before, once the values of the hedging points are 
known, the sub-optimal control policy is entirely known. 
3.6 Numerical application of the control policy with the simulation model 
We suggest the use of a numerical application with the same remanufacturing and 
storage parameters than the model presented by Gharbi et al. (2008). However the model 
that we present diverges from the aforementioned paper since we consider an unreliable 
replacement parts supply, characterized by the probabilistic replacement parts 
availability. 
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3.6.1 Numerical values of the illustrative example 
Let us consider the data parameters of the Table 3.1 for our illustrative example. Note 
that X12'' and X21'' follow exponential distributions. 
We aim to evaluate the influence of the probabilistic replacement parts availability on 
the optimum values of the hedging points and the associated optimum average cost. 
Thus, we conduct a set of experiments with different probabilistic replacement parts 
availability and analyse the collected data. Each simulation was run during 200,000 units 
of time to ensure that the steady state of the cost was reached. Figure 3.8 presents the 
estimated trajectory of x(f) in function of the simulation time for parameters (z; = 25.35, 
z2 = 4.88 and^ = 0.8). 
Table 3.1 Constant data parameters for the numerical example 































Figure 3.8 Trajectory of x(t) with zi = 25.35, z2 = 4.88 and SL = 0) 
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3.6.2 Validity of the remanufacturing system modelling 
We carried out a first set of simulation experiments using the simulation framework 
presented in the previous sections with the same simulation parameters as the numerical 
example of Pellerin et al. (2008). In other words, we setp = 1 (i.e. the replacement mode 
is always available) and used the analytic optimal values of (z/, z2) that they found as 
inputs of our first simulation experiments. 
We conduct 10 replications in order to achieve 95% confidence intervals for the cost 
values: 
m±, .J'2"* 
n-i,i-- v n 
Where J(n) and S (ri) are respectively the average total cost and the standard 
deviation obtained with n replications, t e denotes the student coefficient function of 
B-1,1 
2 
n and 0, where (1- 6>) is the confidence level (set at 95%). 
Table 3.2 synthesizes the comparison of the incurred cost Jstm* ($), obtained by running 
our simulation model, with the long run average cost per unit of time Jana* ($) found 
through an analytical approach by Pellerin et al. (2008). It highlights that for the same 
optimum thresholds, our simulation results are close to the analytical approach results 
Table 3.2 Comparison of the simulation and analytical results for the basic case/7 = 1 
T * r<m / * fd\ 950//° conflcience Relative 
Zl z2 Jsim W -Jana W intervals error 
24.28 3.82 1227.48 1228.61 1225,95 1229,01 0.09% 
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(relative error of 0.09% and J*anai falls in the confidence interval). This test validates our 
proposed simulation modelling that is further run for different values of the probabilistic 
replacement parts availability p. 
3.6.3 Sensitivity analysis with different probabilistic replacement parts availability 
To illustrate the effect of the replacement parts availability, we conducted a sensitivity 
analysis with different probabilistic availability p. For each case, a set of simulation 
experiments was run and data collected in order to perform statistical analysis as 
presented in the previous section. In Figure 3.9, the response surface of the incurred cost 
for the case/? = 0.7 is presented. It follows from the figure that the optimal values of zj* 
and Z2* are respectively 26.53 and 5.93. Table 3.3 summarizes the sensitivity of the 
control policy with regard to the replacement parts availability in terms of incurred cost 
and hedging points. 
10 15 20 25 30 35 40 
Figure 3.9 Cost response surface with/; = 0.7 
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As expected, when the replacement part availability decreases (resp. increases), the 
incurred cost and the hedging points levels increase (resp. decreases). This observation 
shows how the remanufacturing system reacts to counterbalance the disturbance caused 
by the unreliability of the replacement parts inventory. Indeed, a decrease (resp. 
increase) of the replacement parts availability leads to a decrease (resp. increase) of the 
average remanufacturing rate over a long period of time. As a result, the optimum 
hedging point level (z;*, Z2*) becomes higher in order to avoid backlogs and to increase 
the possibility of call upon the replacement mode. Consequently, the serviceable 
inventory is more often in the region of x(t) < Z}*, where the costs (i.e. backlog costs, 
remanufacturing cost per unit of time) are higher and thus the incurred cost is higher for 
a lower replacement parts availability/?. 
3.7 Conclusions and further works 
In this paper, we introduced a simulation-based approach for estimating a sub-optimal 
control policy for stochastic hybrid repair and remanufacturing systems subject to 
replacement parts supply unreliability. Indeed, remanufacturing activities are 
considerably more complex to manage than traditional manufacturing activities, because 
of unique conditions and the uncertain quality and quantity of each returned worn item. 
We focus on capital assets remanufacturing and consider a closed-loop system for 
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modelling the flow of items, from the use to the repair or remanufacturing activities. 
Based on stochastic control theory, we formulate the control problem as a multi-level 
control problem and a sub-optimal control policy was developed. According to this sub-
optimal policy, two inventory thresholds trigger the use of each predefined modes, from 
repair to replace the worn items, depending on the replacement parts availability. We 
developed a combined discrete-continuous simulation model of the remanufacturing 
system under study and of the control policy. Simulation runs were conducted in order to 
evaluate the total cost in function of the thresholds and therefore the optimum values of 
the control policy. 
These results suggest that remanufacturing firms should consciously consider various 
predefined repair and replacement strategies when planning remanufacturing programs. 
Even though the hedging points based policy is easy to implement in practice, we made 
many assumptions that will have to be relaxed in further research. Different leads can be 
considered in the future, such as introducing a random demand rate and non-exponential 
unplanned and planned flow occurrence times, or considering a replacement parts supply 
control policy. To that purpose, the combined discrete-continuous simulation approach 
proposed in this paper provides flexible and simple tools in order to evaluate more 
complex and more complicated systems, for which optimal control parameters may be 
difficult to calculate analytically. 
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CHAPITRE 4 : CONTROL OF A REPAIR AND OVERHAUL 
SYSTEM WITH PROBABILISTIC PARTS AVAILABILITY 
Auteurs: Francois Berthaut, Robert Pellerin et Ali Gharbi 
Accepte par Production Planning & Control 
Editions Taylor & Francis 
Dans ce chapitre, nous etudions le meme probleme de controle 
que dans le chapitre precedent, a savoir celui d'un systeme 
hybride de reparation et de refection avec probability de 
disponibilite des pieces de remplacement. Nous proposons un 
developpement mathematique debouchant sur Vexpression 
analytique du cout total en fonction de la politique de controle 
proposee. L'optimisation est ensuite effectuee en trouvant 
mathematiquement les valeurs des parametres de cette politique 
qui minimisent le cout total. Les resultats sont compares aux 
resultats obtenus par simulation et ainsi valides. 
En complement, le chapitre 6 apporte une demonstration 
mathematique des equations utilisees et les Annexes B et C 
presentent respectivement la procedure de resolution analytique 
et les resultats pour plusieurs exemples. 
Abstract: 
We consider the control of a remanufacturing system executing capital assets repair and 
remanufacturing in a single system. It is assumed that the production system responds to 
planned demand at the end of the expected life cycle of each individual piece of 
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equipment and unplanned demand triggered by a major equipment failure. The difficulty 
of controlling this type of production resides in the variable nature of the 
remanufacturing process, the possibility of using different replacement and repair 
strategies, and the probabilistic availability of spare parts. We formulate this problem as 
a multi-level control policy based on inventory thresholds triggering the use of different 
execution modes and propose a suboptimal policy. Determination of the control policy 
parameters is based on parameter optimization of analytical expressions and a simulation 
approach was used to validate our analytical results. Hence, we show that we can 
provide a feasible control policy for repair and overhaul systems under probabilistic 
replacement parts availability. 
Keywords : 
Control, repair, overhaul, remanufacturing, unreliable supply, hedging point policy. 
4.1 Introduction 
Remanufacturing is defined as the restoration of an item to standard as close as possible 
to its original condition in appearance, performance and life expectancy (Cox and 
Blackstone 1995). In this paper, we focus on capital assets which are mostly rebuilt to be 
reused by the initial product owners. The capital assets remanufacturing sector has 
adopted a specific organization model, which often coexists with maintenance and 
service organizations and are integrated through product life cycle management 
programs. Defence maintenance depots represent classic examples of such 
organizations. In these systems, the initial equipment is maintained through its life and 
remanufactured after its useful life. The equipment is then reintroduced as a new one. 
The main objective of the maintenance and remanufacturing organization is to maintain 
the number of serviceable items above the operating firms' service levels. As such, 
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Figure 4.2 Hybrid Repair / Remanufacturing system 
the organization must manage a common pool of skilled resources for addressing 
planned and unplanned demands. The planned demand is the foreseeable return of 
equipment to be remanufactured at the end of the expected life of each individual piece 
of equipment, so it is deterministic and can be planned, whereas the unplanned demand 
is triggered by a major equipment failure and must be processed according to priority. 
The emergence of remanufacturing has recently prompted researchers to address 
remanufacturing operation issues. Many characteristics significantly complicate 
production planning and control of remanufacturing activities (Guide, 2000): the 
uncertain timing, quantity and condition of returned products, the need to balance 
returns with demand, the requirement for a reverse logistics network and the problem of 
stochastic routings for materials intended for remanufacturing operations and highly 
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variable processing times and costs. More precisely, the inventory control approach 
generally considers remanufacturing processes integrated in a single production 
environment, such as depicted in Figure 4.1 (Fleischmann et al., 1997). Managers can 
fulfill the demand either by ordering raw materials externally or fabricating new 
products, or by overhauling used products and bringing them back to "as-new 
condition". Detailed scheduling of the process is not a prime concern; the recovery 
process is treated in a rather aggregate way, characterized by time and cost parameters. 
In this context of hybrid production/remanufacturing systems, inventory management 
aims to control two different inventory positions and synchronize external component 
orders and internal recovery activities to guarantee a required service level at a minimum 
cost. For stochastic models, where demands and returns are stochastic variables, 
quantitative models use PUSH and PULL policies for both continuous and periodic 
reviews (Van der Laan et al. 1997; Kiesmuller, 2003), depending on the priority given to 
the remanufacturing or manufacturing process. We propose in this paper another 
framework for repair/remanufacturing system (Figure 4.2), previously considered by 
Gharbi et al. (2008), where the uncertainty of the return is characterized by planned and 
unplanned returns, which are treated in the same execution system. Remanufacturing 
activities are disturbed by the occurrence of equipment failures that must be repaired 
right away. This feature calls for a different control approach. This leads to the adoption 
of different remanufacturing rates, so different repair strategies to insure an optimal 
serviceable inventory level. They considered predefined strategies that differ in terms of 
cost and remanufacturing rates, from full repair strategy to full replacement strategy. 
In practice, once renewal is decided after the inspection of worn parts, managers must 
decide whether to repair the component or to replace it by a new one. Although repairing 
a component usually costs less than replacing it, it takes more time. The choice between 
both strategies depends on the required service level, the serviceable equipment 
inventory and the availability of replacement parts. Indeed, managers can control the 
parts replaced ratio and the parts repaired ratio, so control the production rate of the 
hybrid repair and remanufacturing system. For example, when the equipment surplus, 
100 
which is equal to the difference between the serviceable equipment inventory and the 
equipment needs, exceeds the sufficient minimum level, remanufacturing organizations 
will typically choose to repair most components (Gharbi et al., 2008). 
The main assumption made in the previous paper is that the system will never be starved 
and thus is based on a reliable supply of raw material. Indeed, the replacement activities 
are only described by time and cost to replace and do not include the possibility of 
replacement parts starvation or supply delay times. These assumptions could simply not 
be realistic and must be relaxed to extend these policies to more practical stochastic 
remanufacturing systems. The main contribution of this paper is to develop a control 
policy for hybrid repair and remanufacturing systems that integrates the replacement 
unavailability case. Thus we define a probabilistic availability of replacement parts that 
indicates whether the replacement strategy can be used every time replacement is 
required. This parameter provides a good indicator of the disturbance triggered by 
replacement parts unavailability. 
The hybrid repair and remanufacturing systems control problem share many similarities 
with the production control problem of one product type manufactured by single or 
multiple parallel unreliable machines having two or more states (up, down, intermediate 
states). Older and Suri (1980) presented a model for FMS (flexible remanufacturing 
systems) with unreliable machines whose failures and repairs are described by certain 
homogeneous Markov process. Kimemia and Gershwin (1983) also considered these 
kinds of systems. An interesting result of the related research is the concept of hedging 
point policy (HPP). Within such a policy, a non-negative production surplus of part 
types, corresponding to the optimal inventory levels, is maintained to face future 
backlogs caused by machine failures. The production rate of the system is simply 
controlled by the inventory position. An exact solution was found under some restrictive 
hypotheses and for small size systems (Akella and Kumar, 1986; Bielecki and Kumar, 
1988; Sharifnia, 1988). The main difficulties are that for too complex systems or for 
non-Markovian model, the optimal control model can not be described by classical 
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control theory or there is a lack of efficient methods for analytically solving the 
optimization problem. In order to face these difficulties, Gharbi and Kenne (2003) 
described an approach combining a discrete event simulation modelling, regression 
analysis and analytical control theory that provided a suboptimal control policy in class 
of hedging point policy. The approach consists of estimating the significant effects of 
control variables, which parameterize the hedging point policy, determined by an 
experimental design. The relationship between incurred cost and input factors is 
obtained by a response surface model. We propose a suboptimal policy, called multiple 
hedging point policy (MHPP) in order to address the hybrid repair and remanufacturing 
control problem. This policy is based on inventory thresholds and on the probabilistic 
replacement parts availability, triggering the use of each execution mode. These modes 
correspond to predefined repair and replacement strategies, with different production 
rates and costs. In this, we want to analytically determine the hedging points in order to 
minimize the long term average cost per unit of time. 
The remainder of this paper is structured as follow. We first formulate the 
remanufacturing control production and develop the control policy in Section 2. In 
Section 3, the development of our analytical approach is presented. A numerical 
example is provided and used to validate the model with a simulation approach similar 
in Section 4. Finally, the paper ends with some concluding remarks in Section 5. 
4.2 Problem statement 
4.2.1 Model assumptions and notations 
The system that we consider is a closed-loop hybrid repair and remanufacturing system 





















Figure 4.3 Remanufacturing control problem 
system is said to be closed-loop because the operating firm controls both serviceable and 
non-serviceable equipments. Since disposal is not allowed, except when equipment is 
replaced, the total amount of equipments in the system remains constant. The system 
tries to meet a given constant planned demand rate and an unplanned demand rate. This 
unplanned demand, triggered by a major equipment failure, is described by a stochastic 
variable and must be processed according to priority in order to put failed equipment 
back in service as quickly as possible. 
Let us define the following notations : 
x(t) equipment surplus at time t; a positive value of x(t) represents inventory, while a 
negative value represents backlog; 
u(t) control remanufacturing rate at time t; 
SL service level (i.e. the number of service-able equipment required to support the 
operations of the organization); 
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d demand rate; 
c cost to be paid per equipment per unit of time for failing to meet the service 
level; 
c+ cost to be paid per equipment per unit of time for keeping inventory at a higher 
level than the service level; 
uo minimum repair rate (repair policy); 
uj intermediate repair rate (inspect and repair policy); 
ii2 maximum repair rate (replacement policy); 
Co cost per unit of time when repairing at the minimum rate; 
ci cost per unit of time when repairing at the intermediate rate; 
C2 cost per unit of time when repairing at the maximum rate; 
2.12 unplanned demand arrival rate; 
X21 unplanned demand processing rate; 
zi, Z2 optimal inventory thresholds; 
J(x,a) long run average cost function; 
a reparation mode when the system is on functional mode; 
£ state of the remanufacturing system; 
p probability of availability of replacement parts; 
P availability mode of replacement parts; 
The system is initially designed (uo - d; x(t) = zi) to be able to at least produce at the 
expected demand rate d so as to guarantee feasibility. As long as the resources are 
devoted to unplanned demand, the amount of serviceable equipment x(t) decreases in 
order to balance the planned demand that is no longer satisfied. Moreover, demand 
backlog is permitted but incurs an additional cost for the operating firm (c+ < c). 
Managers of the remanufacturing system have the possibility to choose to repair or 
replace the worn equipment for executing the planned demand. We propose three 
different predefined strategies: an emergency mode (a = 2), an intermediate mode 
(a = 1) and a regular mode (« = 0), in order to execute the process at three different rates 
(uo < it] < ui) and with different costs (co < ci < ci). These modes are associated to 
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different tasks, from repair operations (a = 0, 1) to full replacement operations (a = 2). 
As mentioned previously, the purpose of this paper is to introduce the case of 
unavailability of replacement parts stock (/? = 2), which is represented by the 
constraining probability of availability of replacement parts (p). Each time managers 
execute the remanufacturing operations with the replacement mode, the unavailability of 
replacement parts is checked and whether replacements parts are unavailable, the system 
must operate in the intermediate mode (a = 1). As a matter of fact, the execution of the 
planned demand and the occurrence of replacement parts unavailability disturb and limit 
the application of a control policy. 
4.2.2 Control policy structure 
The states of the remanufacturing system can be classified as "producing planned 
demand", denoted by £ = 1 and as "producing unplanned demand", denoted by £ = 2. 
This process could be modeled as an irreducible continuous time, two-state Markovian 
chain with time-variant transition rates (Xn and X21). Pellerin et al. (2008) have shown 
the similarity of this problem with the production control problem of one product 
manufactured by one unreliable machine having two states (up and down). 
Kimemia and Gershwin (1983) have shown that solving the HJB (Hamilton-Jacobi-
Bellman) coupled equations for the optimum production policy can be reduced to the 
solution of linear programs, provided the minimum value function is known for each 
machine mode : 
Minimize VJ(x,a)u subject to we Q(cc) (1) 
whereVJ(x,a) is the gradient of the minimum value function and Q.(a) is the convex 
set of processing rate possibilities in machine mode a. 
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Sharifnia (1988) has proposed to find the optimum production rate ua, for each machine 
state a and surplus level x(t), so as to minimize the average surplus cost per unit of time 
presented below : 





where g(x) is the cost of maintaining a surplus x for one time unit, E[ lx0,a0 j is the 
expectation operator conditional on initial condition, x+(t) = max(O.x) and 
x~(t) = max(0,-x) are respectively the positive and negative part of the 
inventory/backlog surplus at t. 
The solution of this problem can be obtained from the linear program (1). Since we are 
using the average cost criterion (J*), the functions J(x,a) will be the value functions. 
Since x is a scalar, £2(a) is the positive segment of the real line bound by the maximum 
remanufacturing rate ua in mode a : 
Q(a) = [0,ua) 
For analytical tractability, a near optimal hedging point policy is considered. Sharifnia 
(1988) has proposed a multiple hedging point policy (MHPP) that suggests there should 
be several mode-dependent hedging points in surplus space. The target is to maintain a 
critical inventory level for each mode of the production system by operating at the 
maximum rate ua when the surplus level is below the mode-dependent hedging level z„, 
at zero if it is above that level and at the demand rate if it is equal. 
Using the same structure as the MHPP model for the hybrid repair and remanufacturing 
system described earlier and in order to measure production system vulnerability by 
means of inventory closeness to a shortage, the cost of maintaining the 
inventory/shortage x(t) for one unit of time takes the following form : 
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g(x) = c+x+(t) + c x (t) +Ind{a = i}-Cj-itj (3) 
where Ind{.} is the indicator function. The optimal model is obtained by minimizing the 
total cost of the remanufacturing rate and serviceable equipment inventory/backlog such 
as proposed in (2). 
The optimal solution of the control problem is therefore determined by minimizing the 
total cost J*. Pellerin et al. (2008) proposed a suboptimal control policy characterized by 
a pair of thresholds (zj, zi). Within such a policy and for the treatment of planned 
demand, the remanufacturing processing rate is equal to the demand rate (iio = d) when 
the serviceable equipment inventory is equal to zy, is accelerated to ui \iz2 ^ x(t) < zj, 
and further accelerated to rate uj \ix(i) drops below Z2. In the current case, namely with 
the eventuality of a replacement parts stock shortage, the use of the replacement strategy 
is conditional on the availability of replacement parts (/? = 1), according to the 
probability of availability p . Indeed, the replacement strategy is available in the region 
Z2 < x(t) <zj for /? = 1 and so is applied to the system in order to avoid backlogs. On the 
other hand, if the replacement parts are unavailable (fi = 2), the maximum 
remanufacturing rate is then uj (uj > UQ). According to the before-mentioned suboptimal 
policy, the remanufacturing system should be the processed at the maximum rate for 
x(t) < z2, so at the intermediate repair rate uj. As a result, we propose the following 
suboptimal control policy that considers the replacement parts issue, based on the 
analogy with Pellerin et al. ( 2008) : 
u0 if x(t) = Zj and Q = \ 
w, if z2 < x(t)< z, and C — 1; 
uZhZ2(x,CJ3) = \ ifx(t)<z2md{C = l;/3=2}, (4) 
, ifx^<z2and{C = l;/?=l}, 
VxandC = 2; 
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S ervic e able e quip ment level 
A: Critical serviceable inventory reached and maintained, B: Unplanned repair period, 
C: Normal execution process, D: accelerated execution process withDi (replacement 
parts not available) and Da (replacement parts available). 
Figure 4.4 Evolution of the serviceable equipment inventory x(t) 
Figure 4.4 shows the dynamics of the serviceable equipment inventory controlled 
according to the remanufacturing control policy presented above. As unplanned demand 
occurs, remanufacturing resources are preempted until the demand is satisfied. 
Consequently, planned demand is not satisfied and the amount of serviceable equipment 
x(t) decreases. As x(t) drops below z;, the remanufacturing process is accelerated to rate 
it]. When x(t) drops below z2, if replacement pieces are available (ft = 1), the 
remanufacturing process is further accelerated to rate 112, to prevent the surplus level 
from crossing over a negative value or else remains at the rate u; (fi = 2). 
We shall assume a feasibility condition for the hybrid repair and remanufacturing system 
for the given planned demand rate, the unplanned demand occurrence, the repair 
duration statistics and the probabilistic availability of replacement parts. In this sense, if 
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we remanufacture at maximum possible rates in each system state, then the demand can 
on average be met, so there will be a strictly positive long term trend in x(t). As 
mentioned by Sharifnia (1988), the smallest hedging point, ẑ , will be recurrent and, 
since the two hedging points are finitely separated, it follows that all the hedging points 
will be recurrent and x(t) will be stationary. Moreover the control policy will induce a 
fixed long term cost independent of initial conditions for fixed critical levels zy and z.?. 
4.3 Analytic Resolution and Optimization 
To find the optimum hedging points, we follow the approach proposed by Bielecki and 
Kumar (1988). This approach consists in using the critical levels zy and Z2 as given and 
calculating the average cost per period as a function of these tentative values. The 
optimum hedging points are then found by minimizing the average cost function. As 
shown in Figure 4.4, the surplus space is divided in two open regions associated with 
repair execution modes a = 1 and a = 2 : 
Rx={xeR\z2<x<zl] 
R2 = {xeR\x<z2} ^ ' 
The derivation of the average cost function requires determining the steady-state density 
functions both in Rj and R2 and the steady-state probability mass at the boundary x = zy. 
We derive the forward Kolmogorov equations that describe the evolution of the density 
functions. These equations are a mixture of first-order differential and linear equations. 
Using appropriate boundary and normalization conditions, these equations are solved 
and used to derive the expression of the objective function as a function of the critical 
levels (zj, Z2). The probability mass and probability density function definitions, the 
equations used to describe the system dynamics and the solution are detailed in the 
Appendix A with the equations A.l to A.9. Finally, the average cost per unit of time is 
given by: 
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J\z1,z2) = c~- E(x~) + c
+- E(x+) + c0-d-P*
s +cx-uv Vf"-dx 
(6) 
+ (P • c2- u2 + (1 - p) • c, • ux). I
 2 f£ • flk 
The optimal values of the hedging levels can now be determined by minimizing this cost 
function. 
4.4 Illustrative Case 
This section presents the collect and analyses of data from a real case, the parameters of 
which were modified to avoid propriety issues. The value of the hedging point policy 
(zi% Z2*) will be obtained by minimizing the cost function (see the previous section). To 
confirm the validity of the analytical approach, we will carry out a set of experiments 
and compare the analytical results to the simulation results, applied to this numerical 
example. 
4.4.1 Numerical Example 
As an illustrative example, we consider the following numerical values for the basic 
case : 
- Planned demand rate : a constant demand inter-arrival 1/d with d = 20; 
- Unplanned demand times : 
Time between unplanned demand arrivals is exponentially 
distributed with the rate parameter A, 12 = 4. 
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Processing time of unplanned demand is exponentially distributed 
with the rate parameter X 21 =10. 
- Repair rates and production costs per unit of time associated with the 
predefined execution modes : 
uo - d = 20; ui ~ 25; U2 = 40; 
- c0 = 20; cj = 40; c2= 100; 
- Inventory surplus and Backlog costs per unit of time : c+ = 10; c = 100; 
- Probabilistic availability of replacement components : p = 0.95; 
We aim to provide a rational methodology for setting the two thresholds defined by our 
control policy, the emergency level {7.2), and the normal serviceable equipment level (zy), 
based on the before-mentioned data. 
The transition and velocity matrices are obtained from the example data as defined by 
(A.l) in Appendix A : 
A = 
- 4 4 
10 - 1 0 v,= 
0 
-20 
V2 = 0.95 • 
20 0 
0 - 2 0 
+ (1-0.95)-
5 0 






We can find the probability functions in regions Rj and R2 from the equation (A.2) in 
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Solving the systems of linear equations composed of the boundary conditions set (A.3), 
(A.4), (A.5), (A.6) and (A.7) presented in Appendix A, P", / , " ( z , ) , 
fu (zi) i fix (zi) a nd fS (z2)are determined. We then calculate the cost function with 
(A.9) by substituting the steady-state probability functions and the probability masses at 
the hedging points by the functions presented in (7): 
J(zl,z2)--
+ 
-1019.05+4.63779 IQ-».e-«-»um-*2 (Zj _ Z j + 4 ) 
-1+2.02667 e0-3(z'-Z2) -0.164999-(z, - z 2 ) 
225.150-e(a3zi"°-5922z2) +(20.267-z2 +2343.34>
0-3(z ' 'Z2) 
- 1 +2.02667-e°-3(Z|-Z2) - 0.164999-(z, - z 2 ) 
-10-z1-2.00341(T
7-z2 




-1+2.02667-e03(z'"Z2) -0.164999-(z, -z 2 ) 
The graphic of the total cost (8) in Figure 5 indicates the convexity of the cost function 
and the existence of an optimum couple (z;, z^). The optimal values (J*, z;*, Z2*) are 
obtained by minimizing the total cost function (8): the optimal values of z;* and z^*, 
located in 24.50 and 4.03, lead to a total average cost of $1,230.74. 
In practice, the suboptimal control policy to be applied to the current hybrid repair and 
remanufacturing system can be summarized as follows : 
, ifx(r)=25andC = l; 
! if4<x(^<25 andC = l; 
u*(x,£fi) = { ifx^<4and{C = l;,tf = 2}; (9) 
u2 if x(t) < 4 and {C -1; p = l}, 
0 Vx and Q-2\ 
The control policy that we present suggests that one should adopt a normal repair 
execution process when the serviceable equipment inventory is 25. When this inventory 
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Figure 4.5 Total cost as a function of hedging points zi and z2 
is between 4 and 25, the intermediate execution process should be used. Under the value 
4, a replacement remanufacturing process should be adopted if replacement parts are 
available. 
4.4.2 Validation of the analytical technique with a simulation technique 
To crosscheck the validity of the solution, a simulation model that combines discrete-
continuous changes describing the dynamics of the system presented in Figure 1, was 
developed using the Visual SLAM language (Pritsker and O'Reilly, 1999). This model 
consists of several networks and user routines, each of which describes a specific task in 
the system: demand generation, control policy, states of the system, inventory 
control, ..., etc. Our model is derived from the simulation model presented by Gharbi et 
al. (2008), in which the networks were modified to consider the probabilistic availability 
of replacement parts and the control policy in the region R2 (x(t) < zi). For the basic case, 
the values of the suboptimal thresholds found with the analytical approach (z; * = 24.50, 
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Z2* = 4.03) were used as input to the simulation model. We conduct simulation 
f 
experiments to achieve a 95% confidence interval for the cost values 
obtained using n - 10 replications for each case. 
An)±t ,,a 
S2(n) 
« - u - V n j 
A set of numerical examples was also considered to measure the sensitivity of the 
control policy obtained with respect to the probabilistic replacement parts availability p 
and to cost parameters (c+, c, Co, cj, ci). The variations are compared in the next section 
to the basic case. 
4.4.3 Sensitivity analysis 
A first set of experiments is considered to measure the sensitivity of the control policy 
with respect to the probabilistic availability of replacement components. These data 
were obtained under the same conditions as the basic case. The variations of the 
probabilistic availability of replacement components (p) and the results of the analytical 
(J*ana) and simulation (J*Sim) approaches are presented in Figure 4.6 andFigure 4.7. 
Table 4.1 shows consistency between the variations of each parameter of the 





































































































remanufacturing system (i.e., c+, c, co, cy, c2) and the optimal hedging levels of the 
inventory equipment. All cost values obtained by our analytical resolution fall in the 
95% confidence interval of the cost values obtained by simulation and the relative errors 
are low, which confirms the validity of the analytical approach. 
In Table 4.1, as c+ increases (resp. decreases), the optimal values zj* and z2* decrease 
(resp. increase) to reduce (resp. avoid) inventory costs. Similarly, zj* and z2* increase 
(resp. decrease), as c increases (resp. decreases), to reduce backlog costs. The variation 
of the replacement cost per unit of time c2 influences the stock level z/* more than Z2*: 
by increasing the level z; * when c2 increases, the system adapts itself by enlarging the 
region Rj (z2 < x(t) < zj) and so increases the stationary probability of being in Rj and 
decreases the stationary probability of being in R2, where the remanufacturing cost is 
higher. 
1225 
1220 4- • • 1 1 1 ! - I 1 
0,7 0,75 0,8 0,85 0,9 0,95 1 
Probabilistic availability of replacement parts 
Figure 4.6 Evolution of the corresponding cost J* for different availability cases 
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i z2* 
" — — • ' 
zl* 
— * SS l^ _• 
• — • — — ^ 
• 
• — ™ _ # 
0,7 0,75 0,8 0,85 0,9 0,95 1 
Probabilistic availability of replacement parts 
Figure 4.7 Evolution of the Multi Hedging Point Policy (z*, Z2*) for different availability cases 
Figure 4.6 andFigure 4.7, it is interesting to note that when the probabilistic availability 
p decreases (resp. increases), the average total cost per unit of time over an infinite 
horizon increases (resp. decreases), while the stock levels (z/*, Z2*) increase (resp. 
decreases). Indeed, when the replacement components are less available, demand can 
less be processed at the maximum rate U2. The consequence is a tendency to increase the 
stock levels in order to counteract the lack of replacement components and avoid further 
backlog costs. Nevertheless, the surplus level is most often in the region Rj (x(t) < zi) 
where the repair cost is higher. 
These results are coherent and show that the disturbance triggered by the unavailable 
replacement components is balanced and the system control policy is robust. 
4.5 Concluding remarks 
In this paper, we have studied the production control problem for multiple production 
rate remanufacruring systems and solved the problem in the case of one product type. 
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For this reason a suboptimal control policy, described by two thresholds, was proposed. 
This control policy manages the choice between repairing and replacing worn 
equipment, so manages the production rate and the cost per unit of time, as a function of 
the surplus inventory, in order to minimize the total cost. The availability of replacement 
components is a constraint that limits the replacement use. In order to validate our 
approach, simulation experiments were conducted, the results of which were compared 
to the analytically obtained results. We conclude that the Multi Hedging Point Policy 
(MHPP) can be extended to the remanufacturing systems that consider the replacement 
parts stock as a constant parameter. 
We suggest that the multiple hedging point policy, used in this paper, should be applied 
to control the production of hybrid repair and remanufacturing systems. Nevertheless, 
the model used by the analytical approach is constrained by a number of assumptions 
that need to be relaxed to extend the practical use of the proposed control policy. 
Consequently, the classical control theories limits are reached and simulation techniques 
give an approximate solution, are more flexible, and enable to consider more complex 
parameters. 
In conclusion, the proposed approach is a response to the need to develop efficient 
control policies to face the highly stochastic nature of the remanufacturing sector. 
Further research based on a combination of simulation methodology, experimental 
design and response surface methodology would certainly contribute to extend the 
multiple hedging point policy to more complex systems. Thus, the replacement parts 
inventory should be included and controlled in the hybrid repair and remanufacturing 
systems. For instance, a classical inventory model of order-quantity/order point type (s, 
Q) should be considered and coupled with the suboptimal control policy proposed in this 
paper. The main difficulty will then be to tackle the issue of discrete and continuous 
events with the impulsive control theory and to propose a combined control policy with 
parameters (s, Q, zj, zi). 
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4.6 Appendix A : Forward Kolmogorov equations and long-term average cost 
calculation 
The repair strategy is implemented according to a normal execution mode (a = 1) in 
region Rj (z^ < x < zj), and an emergency execution mode (a = 2) at maximum rate 112 in 
region R2 (x < z£)\ this holds as long as the demand process is in the planned state (£ = 1) 
and as replacement parts are available (fi = 1). Otherwise, if <f = 2 (unplanned demand 
state), the repair rate drops to zero as all resources are dedicated to servicing the 
unplanned demand, and if £ = 1 and /? = 2 (replacement parts inventory shortage), the 
demand process is executed at the intermediate rate uj. Thus, designating by v^ the 
(constant) rate of increase of serviceable equipment in repair mode a (region Ra) and 
demand state <f, we can write for a = 1, 2, £= 1,2 and/? = 1, 2 : 
v ^ = M l . [ l n d { ^ = l}-Ind{>9 = 2}] 
+ ua • [lnd{<f = 1} • Ind{^ = 1}] - d A. 1 
Where Ind{}is the indicator function. 
Furthermore, we define : 
VaS = diaSs=\,2 \yacp J a = 1, 2, ^ = 1, 2, 
Va = diag4=x2[vaC ] = p • Val + (1 - p) • Va2 a = 1, 2, 
fai(7,t)dy = Pr[(r<xi t )<y + dy)f](£(t) = /)] ye Ra,i =1,2, 
A = 
An An 
A2x A, 21 
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fai(.x) = hmt_tBBfai(x,t) a =1,2, /=1,2, 
fali.X,i) 
P (t) = ?r[(x(t)=z)n(C(t) = l)}, 
It is possible to show, based on Theorem 1 in Malhame and Boukas (1991) that hybrid 
probability density functions fa (x, /) evolve according to the following Forward 
Kolmogorov partial differential equations : 
-^ffoiM =~Va '-fcfa(X>t) + AT -fai^) xe Ra,a= 1,2, A.2 
The above equations are complemented by the following differential equation boundary 
conditions : 
- Differential equation for P (t), the probability mass at hedging level z;: 
- P r i (/) = - V PZ] (0 + vn •/n (z,V) 
Boundary condition at z;: 
yi,2-PZl(t)-vn-fn(z;,t) = o 
Boundary conditions at critical level z2 (flux 
*V/,(z2
+) = » V / 2 ( z 2 - ) ) : 
V i i - / i i ( ^ 2 » 0 - V 2 i - / 2 l ( ^ , 0 = 0 
v 1 2 - / l 2 ( z 2 ' 0 - V 2 2 - / 2 2 (
Z 2 ' 0 = 0-






/j (x, t) = 0 Vx > Zj 
A.6 
lim /2(x,?) = 0. 
In order to compute the steady-state probability density functions and steady-state 
probability mass at z/, it is enough to consider (A.2) to (A.6) in the steady state, 
complemented with the normalization equation below (for total probability): 
A2l pz
s;+Pf£(x)-dX+ f7»(x). A = - ^ 
Jz2 J-°° /L- + 
/M2 "^^21 
A.7 
Pf£(x)-dx+ p/2(x).A = —4 2 
^12 "*" ^21 
Pss ,f£f(x), a =1,2, i =1, 2, can now be found by solving the systems of linear 
z i 
equations composed of (A.2) to (A.7). It is then possible to compute the mean of x+ (t) 
and x~(i) as : 
4 * + ( 0 ] = V ^ + Px-\f™(x,t)+f£(x,t)\clx+ Fx-\f£(x,t) + f£(x,t)]dx 
' Jz2 JO 
A.8 
E[x-(t)]= (° ^•[/•2
JT(x,0 + / 2 2 ( ^ 0 k -
Finally, by substituting (A.8) in (2), the average cost per unit of time is obtained as : 
J*(zj,z2) = c~- E(x~) + c






The last three terms in (A.9) represent the cost of remanufacturing at hedging level zy 
and in regions R] and R2 respectively. The optimal values of the hedging levels can now 
be determined by minimizing this cost function. 
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CHAPITRE 5 : JOINT HYBRID REPAIR AND 
REMANUFACTURING SYSTEMS AND SUPPLY CONTROL 
Auteurs: Francis Berthaut, AH Gharbi et Robert Pellerin 
Soumis a International Journal of Production Research 
Editions Taylor & Francis 
Ce chapitre aborde le controle conjoint d'un systeme hybride de 
reparation et de refection et de I 'approvisionnement en pieces de 
remplacement. Cet approvisionnement est caracterise par un 
delai de livraison stochastique. Nous proposons une politique de 
controle combinant seuils critiques (MHPP) pour le controle de 
la refection et «point de commande-quantite de commande » 
(s, Q) pour Vapprovisionnement. Le probleme d'optimisation des 
parametres de controle est effectue par une approche de 
resolution numerique combinant simulation, plan d'experiences 
et outils statistiques. 
Les Annexes D et F presentent respectivement les modeles de 
simulation et les resultats experimentaux. Le chapitre 6 
developpe les aspects methodologiques de I 'approche utilisee. 
Abstract: 
The control of a stochastic manufacturing system that executes capital asset repairs and 
remanufacturing in an integrated system is examined. The remanufacturing resources 
respond to planned returns of worn-out equipments at the end of their expected life and 
unplanned returns triggered by major equipment failures. Remanufacturing operations 
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for planned demand can be executed at different rates and costs corresponding to 
different replacement and repair modes. The replacement components inventory is 
provided by an upstream supply with random lead times. The objective is to determine a 
control policy for both the supply and remanufacturing activities that minimizes the 
average repair/replacement, acquisition and inventory/shortage total cost over an infinite 
horizon. We propose a sub-optimal joint remanufacturing and supply control policy, 
composed of a multi-hedging point policy (MHPP) for the remanufacturing stage and an 
(s, Q) policy for the replacement parts supply. The MHPP is based on two inventory 
thresholds that trigger the use of predefined remanufacturing modes. Control policy 
parameters are obtained combining analytical modelling, simulation experiments and 
response surface methodology. The effects of different lead time distributions, means 
and variances are tested and a sensitivity analysis of cost parameters is conducted to 
validate the proposed control policy. We also show that our policy leads to a significant 
cost reduction as compared to a combination of an hedging point policy (HPP) and an (s, 
Q) policy. 
Keywords : 
stochastic optimal control; remanufacturing; overhaul; unreliable supply; hedging point 
policy; simulation; 
5.1 Introduction 
Remanufacturing is defined as the restoration of a product to a standard as close as 
possible to its original condition in appearance, performance and life expectancy (Cox et 
al., 2002). This article focuses on capital goods, which are mostly rebuilt for the purpose 
of being reused by the initial product owners. This type of remanufacturing coexists with 
maintenance and service organisations and is integrated through product life cycle 
management. Thus, capital goods are used, then repaired or remanufactured in an 
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integrated system to be reinserted into a new life cycle. The system must fulfil, with the 
same skilled resources, both planned remanufacturing orders and unplanned repairs. The 
processing of unplanned repairs has priority over the processing of planned 
remanufacturing orders. 
The primary objective of this hybrid repair and remanufacturing system is to maintain 
the level of serviceable capital goods above the operating firm's level in order to ensure 
sufficient operating performances at the lowest cost. We aim to control the level of the 
serviceable equipments by controlling the remanufacturing process of the system. In 
practice, managers have to decide whether to repair or replace worn-out equipments. 
Even though replacing a component is less time consuming than repairing it, it usually 
costs more and replacement parts shortages prevent managers from using the 
replacement mode. For example, when the equipment surplus exceeds a sufficient 
minimum level, the remanufacturing organizations will typically choose to repair most 
components, whereas replacing prevailed in emergency case to accelerate the 
serviceable equipment supply (Gharbi et al. 2008). Therefore, during an overhaul, the 
choice of operations depends on the required service level, the current level of the 
serviceable inventory and on the availability of replacement parts. It is important to note 
that the serviceable inventory is not fed by the remanufacturing system during the 
unplanned repair and consequently decreases with demand and that serviceable stock 
shortages will result in additional costs. Furthermore, the replacement parts 
replenishment may also undergo uncertainties on the lead time supply. The formulation 
of this problem is complex because of the specific conditions of each worn-out 
component, of the stochastic operating process and of the uncertainties in the supply. 
Within this context, it is critical to develop an optimal control policy that will jointly 
control the remanufacturing and replenishment processes. 
Our paper describes a control approach to jointly optimize the hybrid repair and 
remanufacturing system control policy and the supply policy. Detailed scheduling of the 
process is not a prime concern. The repair and replacement processes are treated in an 
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aggregate way, characterized by rates and costs. The problem is formulated as a multi-
level control problem and a sub-optimal combined policy is proposed. This policy is 
described by inventory thresholds (zy, z£) which trigger the use of the repair or 
replacement modes and by a reorder level-reorder quantity (s, Q) policy for the 
replacement parts supply. These parameters describe the entire control policy and a 
simulation based experimental approach is used to achieve a close approximation of this 
optimal control policy for a numerical example with random lead times. 
The following article begins with a literature review in the area of stochastic optimal 
control problem for remanufacturing systems (Section 2). The hybrid repair and 
remanufacturing problem is then presented and a control policy developed in Section 3. 
A resolution approach based on a simulation model, experimental design and response 
surface methodology is detailed in Section 4. Then, in Section 5, we present our 
experimental results with an illustrative example in order to study the behaviour of the 
proposed control policy in presence of stochastic lead times. Finally we conclude by 
summarizing the main results and highlight possible directions for further research in 
Section 6. 
5.2 Literature review 
Reuse opportunities allow managers to consider remanufacturing as an alternative to 
manufacturing. However, the interaction between these two supply chains limits the 
effectiveness of traditional management methods. The emergence of remanufacturing 
has recently prompted researchers to address remanufacturing operation issues. The 
reader is referred to Fleischman et al. (1997), Guide and Jayaraman (2000) and Rubio et 
al. (2008) for an overview of the remanufacturing literature. More precisely, the 
production and inventory control approach generally considers systems where 
remanufacturing processes are integrated in a single production environment (Inderfurth 
et al., 2001; Van der Laan and Salomon, 1997; Van der Laan et al., 1999), whereby 
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managers can fulfil demand by ordering raw materials externally and manufacturing new 
products, or by overhauling used products and bringing them back to "as new 
conditions". Within this context of hybrid production/remanufacturing systems, the 
objective is to control two different inventory positions and to synchronize external 
component orders and internal recovery activities at a minimum cost. For stochastic 
models, where the demand and returns are stochastic variables, PUSH, PULL or DUAL 
sourcing policies have been investigated for both periodic (Kiesmuller, 2003) and 
continuous reviews (Zanoni, Ferretti and Tang, 2006; Van der Laan et al., 1999). The 
latter article also studied the effects of lead time duration and variability on the total 
expected cost in remanufacturing and manufacturing processes. 
The following article proposes a different framework for repair/remanufacturing systems 
for capital goods, where repair and replacement are treated in the same execution system 
and with the same pool of resources. This leads to the adoption of different 
remanufacturing rates to keep an optimal serviceable inventory level. 
As the hybrid repair and remanufacturing processes respond to both planned and 
unplanned return flows of worn-out capital goods, similarities are observed with the 
stochastic optimal control problem of Flexible Manufacturing Systems (FMS). Kimemia 
and Gerschwin (1983) introduced the concept of hedging point policy (HPP) to control 
the flow rates of parts through a manufacturing system prone to machine failures and 
repair cycles defined by Markov chains. Within such a policy, a non negative production 
surplus of part types, corresponding to an optimal inventory level, is maintained to 
compensate for future backlogs caused by machine failures. The production rate of the 
system is simply controlled by the inventory level. Gharbi et al. (2008) provided an 
approach to solve the hybrid repair and remanufacturing systems control policy problem, 
based on the multi-hedging point policy (MHPP) theory, as in Sharifnia (1988). The 
serviceable inventory controls the remanufacturing rate by repairing or replacing (a 
faster process) a worn-out component in order to minimize the remanufacturing and 
inventory/shortage cost per unit of time over an infinite horizon. An important 
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assumption made in the previous paper is that the replacement components are always 
available. To fill this gap and study the effects of an unreliable supply on the MHPP, 
Berthaut et al. (2008) introduced a constraining probabilistic availability of replacement 
parts that indicates whether the replacement components can be used every time 
replacement is required. However, the system did not consider a supply control policy. 
Recent research has shown that integrated control systems that combine manufacturing 
and raw material procurement give better performance in terms of average total cost than 
when control is performed separately (Lee, 2005). Similarly, Brezavscek and Hudoklin 
(2003), Huang et al. (2008) included spare provisioning policy in preventive 
maintenance models and Hajji et al. (2008a, 2008b) developed an integrated production 
and supply policy for a three stages flexible manufacturing system. Since the solution of 
the problem is difficult, the latter article proposed a numerical approach that led to a 
modified and simplified policy that combines an (s, Q) policy and HPP and adopted a 
simulation based experimental approach to achieve a close approximation of this control 
policy. 
Moreover, shortages in material capacity of the supplier, unexpected breakdowns, 
process adjustments, strikes, etc., make the treatment of supply uncertainty an important 
issue in the analysis of stochastic inventory problems (Gullu et al., 1999). This 
uncertainty takes the form of a stochastic lead time in our problem. During replacement 
parts stock outs, demand from the remanufacturing stage cannot be met by the 
replacement mode and consequently the repair mode is executed. Such a situation 
whereby the demand not immediately met is lost is known in the supply control field as 
the lost sales scenario. The lost sales scenario for stochastic supply problem is more 
difficult to model and has received less attention than backorders case (Hadley and 
Within, 1963). Bensoussan et al. (1983), Cheng and Sethi (1999) proved the optimality 
of {s, S) type policies for periodic review inventory problem with lost sales and 
stochastic demand, using a dynamic programming approach and the concept of K-
convexity. In the context of continuous review, inventory systems with lost sales are in 
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general intractable and neither an (s, S) nor an (s, Q) policy will be optimal. 
Nevertheless, best policies among (s, S) and (s, Q) have a cost which is generally close 
to that of the optimal policy (Hill and Johansen, 2006), assuming a compound Poisson 
demand, fixed lead times and at most one order can be outstanding at any given time. 
The variable lead time case has been investigated, among others, by Mohebbi and 
Posner (1998) and Johansen and Thortensen (1993), who presented an exact cost 
minimization formulation for an (s, Q) policy. Determination of the control parameters 
is then achieved through a minimization procedure or heuristics, such as the well-known 
Hadley and Within iterative procedure. They studied the effects of the lead time 
variability on the control policy parameters and on the associated cost. In addition, (s, S) 
and (s, Q) policies are attractive to managers due to their simplicity and ease of 
implementation. 
The main contribution of the present paper is to jointly solve the control problems 
associated with hybrid repair and remanufacturing systems and replacement parts supply 
in a two-echelon system. We formulate the problem as a multi-level control problem and 
propose in the next section a multi-hedging point policy based on two thresholds and an 
(s, Q) policy to control the remanufacturing and supply processes. 
5.3 Problem Statement 
5.3.1 Model assumptions and notations 
The system studied (Figure 5.1) consists of an integrated hybrid repair and 
remanufacturing system and an unreliable upstream supplier. The entire system faces a 
single product type demand. The system must meet a demand of serviceable equipments 
by treating planned and unplanned returns. The planned returns are defined as the 
foreseeable returns of used equipments at the expected end of life and are disturbed by 
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Figure 5.1 Joint Remanufacturing and replenishment activities control problem 
the unplanned returns that are triggered by major equipment failures and that must be 
processed right away. When an unplanned return occurs, all remanufacturing resources 
are preempted to treat it, while the serviceable equipment level decreases with 
equipment demand. Managers of the remanufacturing system choose to repair or replace 
parts of the worn-out equipments for executing the planned demand. The replacement 
depends on the replacement parts inventory, and thus indirectly depends on the supply 
policy. When the replacement is executed, the level of the replacement parts inventory 
decreases. Whether the replacement parts inventory is starved, replacing is not yet 
available until the reception of a previously placed order and repair mode is executed 
instead. 
The remanufacturing system is designed to perform three different execution modes, 
noted by CC e {0,1,2} and described by a cost per unit of time cua and a repair rate ua, as 
follows : 
- a repair mode, characterized by (uo, cuo); 
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an accelerated repair mode, characterized by (uj, cuj), with u\ > uo and cv] > cuo\ 
a replacement mode, characterized by (112, cui), with U2 > ui and cU2 > cuj, and 
by the replacement parts consumption. Note that the replacement part 
acquisition cost is included in cU2. 
In order to ensure the feasibility of the replacement mode in the long run, managers have 
to supply the replacement parts inventory by ordering a Q, lot of replacement parts with 
an ordering cost K. This order is then delivered at instant 6t after a stochastic delay r. 
The replacement parts holding cost per unit of time is cj+. 
When the number of serviceable equipment is insufficient, the operating firm is 
significantly penalized by having to cancel operations or renting equipments, ci denotes 
the cost to be paid per equipment per unit of time for failing to meet the service level. 
Similarly, C2+ denotes the cost for keeping inventory at a higher level than the service 
level. These backlog and holding costs are such that ci > C2+ > cj+. 
The state of the system at time t can de described by the three following components : 
- a continuous part which describes the cumulative surplus level (inventory if 
positive, backlog if negative), measured by X2(t) ; 
- a piecewise continuous part which describes the replacement parts level and 
measured by x;(t). This part faces a continuous downstream demand (i.e., 
replacement rate of the remanufacturing system) and an upstream supply. When 
x/(t) is equal to zero, the remanufacturing system cannot perform any 
replacement. Let L be the capacity constraint of the replacement part inventory. 
a discrete part which describes the state of remanufacturing system. This state 
can be classified as "producing planned demand", denoted by £ = 1, or 
"producing unplanned demand", denoted by £ = 2. This process could be 
modeled as a continuous time Markov chain, with time-invariant transition 
rates li2 and^y-
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The following differential equations give the dynamic of the stock levels x;(t) and jt^t): 
x2(t) = u(t,a)-d , x2(0) = x2, Vf >0 
Xj(t) = -u(t,2)• Ind{a = 2} , xx(0) = xit Vf e \dit6M[ 
x1(e;)=x](en+Qi /= IJV
 (1) 
f •, \\ if a = m 
Where//? d {a = m\= < 
[0 otherwise 
Where xi, X2 denote the initial stock levels, d denotes the demand rate, u(t, a) the 
remanufacturing rate control in mode a, 0t and 6i denote the left and right boundaries 
of the ith receipt instant. 
5.3.2 Remanufacturing and supply policies formulation 
The problem formulated in the previous section is similar to the stochastic optimal 
control of manufacturing systems facing an unreliable upstream supply. Hajji et al. 
(2008a) considered this class of systems by a three stages flexible manufacturing system 
responding to a one part type demand. This system was composed of an unreliable 
manufacturing system and of an unreliable supplier, both of which are subjected to 
availability and unavailability periods. In order to hedge against supply and capacity 
shortage, the raw material inventory xj and the final products surplus X2 have to be 
maintained at excess levels. The decision variables were the production rate u(.) when 
the manufacturing system is up and a sequence of supply orders denoted by 
Q, = {(0O,QQ),(O1,Q1),...\, where Qt is the order quantity received at time 6t. The 
objective was to find the optimum decisions (Q, «(.)) that minimize the total cost J(.), 
which includes the manufacturing, inventory, backlog and supply costs over an infinite 
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horizon for each system state and inventory levels. Once formulated as a dynamic 
programming problem, the problem led to the value function given by : 
v(x1?x2,£)= inf J(xl,x2,u,Q,& (2) 
{Q.,u)z.A V ' 
where f is the state of the system (i.e., the availability state). 
Hajji et al. (2008a) were able to establish that the value function is a viscosity solution of 
Hamilton-Jacob-Bellman equations that cannot be solved analytically. Since the joint 
production and supply policy is obtained when the value function is known, Hajji et al. 
(2008a) applied a numerical approximation method based on the Kushner iterative 
algorithm (Kushner and Dupuis, 1992) in order to estimate the value function for 
discrete values of the state variables (x;, x ,̂ £)• By observing separately the 
corresponding production and supply policies for the different systems states, they 
approximated the joint optimal control policy by a combination of a modified state 
dependent multi level base stock policy (MBSP) for the remanufacturing stage, and a 
state dependent (s, Q) supply policy. However, Hajji et al. (2008b) proposed a simplified 
approximation governed by a hedging point policy (HPP) and an (s, Q) type policy, such 
that: 
Umax-Ind{{ = \} if x2<Z 
u(.) = < d-Ind{£=\} if x2—Z 
0 if x2>Z 
\Q if xM)<s 
[0 otherwise 
With 0<Z ; s<Q<L;s>0 
Where Umax is the maximum production rate and <f = 1 denoted the system state 1 
(manufacturing system available). 
(3) 
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In this paper, the objective is to determine a control policy (Q, w(.)) that minimizes the 
following average expected cost per unit of time over an infinite horizon : 
J{xx ,x2,u, 6, Q, a) = lim JT (xx ,x2,u, 6, Q, a) 
1 i r .»_ , T ~1 i=N \ 
With JT(xl,x2,u,0,Q,a) = -E g(xl,x2,u)-dt +\K 
(4) 
Where N:dN_x<T<dN 
and g{xx{t) jc2{t)i(t,a))= c^ -xx
+ +c2
+ -x2 +c2~ -x2~ +cua -u(t,a) 
Where g(.) denoted the instantaneous cost of maintaining the inventory/shortage xj(i) 
and x2(t) per unit time, Xj
+ =max(0 ,x ; ) , x~ =max(0,-j:y.) and cu is the cost of 
remanufacturing at rate u(.). 
This paper aims to transpose the joint production and supply policy of Hajji et al. 
(2008b) to the hybrid repair and remanufacturing systems presented in the previous 
section. The main difference between these problems is that instead of two different 
modes (uo, cuo) and (112, cui), the flexibility of the remanufacturing processes allows us to 
consider an additional repair mode (uj, cui), which does not consume any material of the 
replacement parts inventory. The control policy will be affected in two ways. First, the 
remanufacturing process will be managed by a multi-hedging point policy (MHPP), 
composed of two thresholds that trigger the execution of the three remanufacturing 
modes, as proposed in Gharbi et al. (2008). Then, the joint production policy and supply 
presented above entails, in the case of raw material starvation, that the production rate is 
stopped until the reception of a previously placed order. When the replacement parts 
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inventory drops to 0 in our remanufacturing system, the replacement mode cannot be 
executed and the subsequent maximum rate (the accelerated repair rate) is applied, as it 
does not require any material to be available. Concerning the replacement parts supply, 
we also adopt a classical (s, Q) policy to control the replenishment. Such a policy should 
improve the cost performance as compared to a single hedging point policy with two 
execution modes, which will be showed on a numerical case in the last section. Indeed, 
the accelerated repair mode is less expensive than the replacement mode {cuj < cui) when 
the serviceable equipment inventory is plenty, and postpones possible serviceable 
equipment shortages, and thus additional costs (ci > C2+), in the case of replacement 
parts unavailability (jc;(t) = 0). Consequently a more appropriate joint remanufacturing 
and supply control policy is proposed below : 
w0 if x2(t) = Zj and£ = 1 
ux if z2<x2(t)<ziand£ = l 
u(x,g) = \ orif x2(^)<z2andx1(/) = 0and<f = 1 
u2 if x2(t) < z2 andxj(/) > 0 a n d £ = 1 
0 V x a n d £ = 2 (5) 
[0 otherwise 
With the constraints : 0 < z 2 <zx ;U0 = d; s<Q<L;s>0 
The remanufacturing and supply policies presented above are interrelated. Indeed, the 
MHPP part depends on the replacement parts availability (x;(t) > 0). In a similar manner, 
the differential equations (1), that depicts the system dynamics, highlight the influence 
of the remanufacturing states fa, 0 o n t n e demand of replacement parts, thus on the 
replacement parts level. 
Figure 5.2 shows the dynamics of the serviceable equipments and replacement parts 
inventories controlled according to the joint remanufacturing and supply control policy. 
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Figure 5.2 Evolution of the serviceable equipment inventory X2(t) and of the replacement parts 
inventory -V/(r) under the joint remanufacturing and supply policy 
As unplanned demand occurs, the remanufacturing resources are preempted to address 
that demand and consequently the amount of serviceable equipments X2(t) decreases 
until the demand is satisfied. Then, as X2(t) drops below z\, the remanufacturing process 
is accelerated to rate wy. When xa(t) drops below z2, if replacement parts are available 
(x;(t) > 0), the remanufacturing process is further accelerated to rate 112, to prevent the 
136 
surplus level from crossing over a negative value or else remains at rate uj (for x;(t) = 0). 
When xi(i) crosses the level s, an order of Q replacement parts is placed and received 
after a delay r. During this delay, if x/(f) decreases to zero, then the replacement mode 
would not be available until the reception of the order. Note that the replacement parts 
inventory remains constant when the replacement mode is not used (^(t) > Z2 or £, = 2). 
Once the values of (z;, Z2, Q, s) are determined, the control policy is completely defined. 
These four control policy parameters have to be chosen in order to minimize the total 
cost defined in equation (4). 
5.4 Simulation Resolution and Optimization 
Within the sphere of control theory, especially for systems with multiple stochastic 
elements such as remanufacturing systems, optimal solutions are often difficult to 
calculate and/or are obtained under strict conditions limiting their application in real 
cases. Numerical methods or simulation tools are often effective approaches to 
understand the behaviour of a system and to obtain a close approximation of the optimal 
control policy. Thus, based on the work of Kenne and Gharbi (1999), we introduce a 
resolution approach that combines the descriptive capacities of conventional simulation 
models with analytical models, experimental design and response surface methodology 
techniques. The values of the control policy parameters are obtained by minimizing the 
total cost incurred by the simulation runs. 
5.4.1 Resolution Approach 
The first step consists of representing the remanufacturing and supply processes control 
problem through a stochastic optimal control model based on control theory. The 
objective of this approach is to obtain the control variables, namely the repair rates (w„) 
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and the supply parameters, in order to improve the response variable (i.e., the incurred 
total cost). The problem is then structured as a near optimal control policy for the hybrid 
repair and remanufacturing system and for the replenishment as presented in the 
previous section. This policy consists in defining the thresholds (zj, zi) associated with 
the predefined remanufacturing modes, and in defining the (s, Q) type policy parameters. 
A simulation model is developed to describe the dynamics of the system under the 
control policy parameterized by (zj, Z2, s, Q). These four factors and the related incurred 
cost are respectively considered as inputs and output of the model. 
The experimental design approach defines how the control factors can be varied in order 
to determine the effects of the main factors, their quadratic effects and their interactions 
(i.e., analysis of variance or ANOVA) on cost with a minimal set of simulation 
experiments. In the next step, the response surface methodology is used to obtain the 
relationship between the incurred cost and the significant main factors, quadratic effects 
and interactions. With a proof similar to Hajji et al. (2008a) it can be shown that the 
value function is convex. For this reason, we choose a second-order model as regression 
model for constructing the cost value and aim to find its unknown parameters. The 
model is then optimized by minimizing the estimated cost in order to determine the best 
values of the factors, here called (z;*, z^*, s*, Q*), and the optimal cost value J* for 
executing our joint policy. 
5.4.2 Simulation model 
A simulation model that combines discrete-continuous changes was developed using the 
Visual SLAM language (Pritsker, 1999). This model consists of several networks and 
user routines, each of which describes a specific task in the system (demand generation, 
control policy, states of the system, threshold crossing of inventory variables..., etc). We 
adopt a schematic representation of the model in Figure 5.3 to facilitate understanding 
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Figure 5.3 Diagram of simulation model 
(1) The INITIALIZATION block initializes the values of the joint remanufacturing 
and supply policy (zj, Z2, s, Q), for which the simulation ran is conducted and the 
values of parameters of the system, such as the remanufacturing rates, the 
planned and unplanned demand occurrences, the demand rate of serviceable 
items, the supply lead time. 
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(2) The UNPLANNED-PLANNED DEMAND OCCURENCES block performs the 
arrival of a planned flow of equipments to be remanufactured and the arrival of 
an unplanned return of equipments to be repaired at each Xn1 units of time. The 
REPAIR block will then treat this unplanned demand {hi'1 units of time). Note 
that when unplanned demand occurs, the remanufacturing resources are 
preempted until this demand is satisfied. Planned demands are therefore not 
fulfilled during this period and the surplus level decreases. 
(3) The CONTROL POLICY block provides the remanufacturing rates and the 
supply orders (refer to equation (5)). Observation networks raise a FLAG 
whenever inventory levels cross one of the control policy thresholds (zj, Z2 and 
s). 
(4) The STATE EQUATIONS are the equations (1) expressed by a C language 
insert and networks. This block performs the remanufacturing activities of 
equipments depending on the remanufacturing rates and the supplies set by the 
control policies. 
(5) The TIME ADVANCE block change the current time according to a time step. 
Visual SLAM uses an algorithm to change the values of the discrete event 
scheduling (demand and unplanned demand rates) and continuous variables 
threshold crossing events. 
(6) The UPDATE REPLACEMENT PARTS INVENTORY xj and UPDATE 
SERVICEABLE INVENTORY x2 blocks trace the real-time variations of xj (t) 
and X2 (t). The surplus level varies as equipments are remanufactured or as a 
demand arrival occurs, whereas the replacement parts inventory level varies as 
replacement parts are consumed or as ordered items are delivered. 
(7) The UPDATE INCURRED COST block calculates the average total costs. This 
cost consists of the inventory/backlogs costs, which depends on the inventory 
levels, the remanufacturing costs and the replacement parts ordering costs. 
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The simulation runs until the current time T„ow reaches the simulation horizon Tsim, 
which is the time needed to reach the steady state. 
5.5 Numerical Examples 
For the following example, simulation runs are carried out and steady state cost data are 
collected for specific combinations of (zy, z?, s, Q). Assuming that an optimal solution of 
the stochastic problem described in section 3 exists and taking into account the 
convexity property of the cost function, three levels were required for each independent 
variable to obtain a convex estimated cost function. For these reasons, a 34 experimental 
design and a second-order response surface model were proposed. We plan to 
demonstrate that this approach is efficient and robust by studying the total cost when 
using the proposed control policy under different conditions. First exponential supply 
lead times are considered and a sensitivity analysis of cost parameters is detailed. Then 
the effects of different lead time distributions, means and variances on the optimal 
control policy and on the total cost are broached. Finally the control policy is compared 
to the combined hedging point and (s, Q) policy. 
5.5.1 Basic case 
In an illustrative example the following numerical values are considered : 
(1) planned demand rate: a constant demand inter-arrival 1/d with d = 20 units per 
month; 
(2) unplanned demand times : 
. the time between unplanned demand arrivals is exponentially distributed with 
the rate parameter Xjj1, with Xn = 4 per month; 
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• the processing time of unplanned demand is exponentially distributed with the 
rate parameter X21'1, with X21 = 10 per month; 
(3) remanufacturing rates (units per month )and costs (K$ per unit) associated with 
the predefined execution modes : 
• uo = d= 20; u; = 25; U2~ 40; 
. cu0 = 20; cu] = 40; cu2 =100; 
(4) inventories surplus and backlog costs (K$ per unit per month) : C2 =10; c2 = 
100; c7
+ = 4; 
(5) replacement parts ordering costs : K = 200 K$ per order; 
(6) the order lead time is a random variable. In the next sections we will study 
different time distributions, whereby // is the mean and a the standard deviation. 
For the basic case, an exponential lead time distribution with the rate parameter 
Xi = 0.25 per month (jii = 01 = 4) is presented. 
In each case, five replications were conducted for each combination of factors (i.e., 34 x 
5 simulation runs). To ensure that the total cost reaches a steady state, the duration of 
simulation Tsim was set at a value of 1,000,000 months for each replication. 
The statistical analysis of the simulation data consists of a multifactor analysis of 
variance (ANOVA). This is accomplished using a statistical software application 
(STATISTICA) to determine the effects of the four independent variables (zy, Z2, s, Q) 
on the dependent variable (incurred cost J). We present in the Table 5.1 the ANOVA 
table of the total cost for the basic case. The effects of the main factors, their interactions 
and their quadratic effects on the dependent variable were observed. The factors, the 
quadratics effects and the interactions were considered significant at p < 0.05. An R-
squared adjusted value of 0.9521 for exponentially distributed lead times, as shown in 
the ANOVA table, implies that 95.21% of the total variability is explained by the model 
(Montgomery, 2001). The residual versus predicted value plots and normal probability 


























































































R2 (adj.) = 95.21% 
plots were used to verify the homogeneity of the variances and the residual normality, 
respectively. It can be concluded that the model composed of the main factors, their 
quadratic effects and their interactions (except zj.s) fit the basic case data. 
We assume that there exists a function \\r of (zj, Z2, s, Q) that provides values of the 
average cost corresponding to any combination of input factors : Cost =V(zuz2,Q,s). The 
function y/(.) is called the response surface function. The non significant effect 
(p > 0.05), the third-order interactions and all other effects were ignored or added to the 
error s. The estimated second-order model in the basic case with standardized factors is 
given by: 
Cost (caseI) = 1564.99-7.803 -zx -14.97 -z2 -66 .16-0-34 .39 .s 
+ 7.177• z2 +18.27 -z 2 +66.17 Q2 +23.65-s2 
- 8.625-z, -z2 +4.321 -z, Q + 27.21 -z2 -g + 24.55-z2 S + 62.UQ-s + £ 
(6) 
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Figure 5.4 Cost response surfaces for an exponential lead time distribution and (zj* - 48.33, 
z2* = 10.74, s* = 32.19, Q* = 84.61) 
The projection of the corresponding cost response surfaces onto two-dimensional planes 
are presented in Figure 5.4. The minimum of the total cost function, J* - $1,546.65, is 
located at zj* = 48.33, z2* = 10.74, s* = 32.19, Q* = 84.61. As each response surface 
displays the value of the total cost in function of two of the input factors (the others 
being fixed at their optimal values), six plots are required for four factors. These values 
are the sub-optimal control policy parameters defined in the previous sections and which 
should be applied to the remanufacturing and supply processes. 
5.5.2 Sensitivity analysis of cost parameters 
Another set of experiments is considered to measure the sensitivity of the near-optimal 
joint remanufacturing and supply control policy with respect to the cost parameters. 
Table 5.2 highlights the consistency between the variation of each cost parameters (i.e., 
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cj , c{, cuo, c„i, cU2 for the hybrid repair and remanufacturing system and c; and K for 
the supply), tested through eleven cost configurations, and the optimal parameters (zy*, 
Z2*, s*, Q*) for the exponentially distributed lead time case. Results obtained, and 
discussed below are coherent and confirm our expectations. J* denotes the incurred cost 
for the optimal values (z;*, z^*, s*, Q*). 
Before analyzing the variation of each cost parameter, it is noted that the order point and 
the order quantity evolve in opposite directions for every variation of cost parameters. 
Indeed, the optimal supply policy is a compromise between : 
- the need for low holding costs, especially when the serviceable inventory is in 
the region X2(t) > Z2, where the replacement parts stock level remains constant 
and triggers holding costs, 
- the need for maintaining a critical availability of replacement parts for the 
remanufacturing stage to prevent the serviceable equipment backlogs. 
For this reason, if Q decreases (resp. increases), then s increases (resp. decreases) to 
ensure a proper availability of replacement parts (resp. to prevent holding costs from 
increasing). Hajji et al. (2008b) reported the same opposite directions in a sensitivity 
analysis for the joint production and supply control of FMS. 
• Variation of the serviceable inventory cost C2 : 
When the serviceable inventory cost increases (resp. decreases), the hedging points 
levels decrease (resp. increase), which is intuitively predictable. At the same time, the 
remanufacturing stage is more subject to backlogs (resp. less), thus the replacement 
mode, which is the fastest mode, must be more reliable. Consequently s* increases (resp. 
decreases) and Q* decreases (resp. increases). 
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• Variation of the replacement cost cU2: 
When the replacement cost increases (resp. decreases), the replacement strategy is less 
profitable (resp. more profitable) and the control policy give special weight to the 
accelerated repair mode (resp. replacement mode). Thereby the accelerated repair 
region, which is bounded by z; and z2, enlarges and thus zj* increases and z2* decreases. 
Concerning the supply parameters, the amount of needed replacement parts decreases 
(Q* is then lower), and the s* increases to keep an appropriate availability of the 
replacement parts inventory. 
Variation of the replacement parts inventory cost ci+ : 
When the replacement parts inventory cost increases (resp. decreases), the system reacts 
by lowering the average replacement inventory level (resp. increases). As a result, the s* 
is lower (resp. higher) and a higher Q* is required (resp. lower). A lower average 
replacement inventory level also means a lower availability, thus more uncertainty for 
the remanufacturing stage, which is counterbalanced by higher hedging points. 
• Variation of the order cost K: 
When the order cost increases (resp. decreases), Q* increases (resp. decreases) and s* 
decreases (resp. decreases). Indeed a higher order cost incites fewer frequent orders but 
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an increasing number of new replacement parts per order to decrease the acquisition cost 
per equipment unit. This effect must be balanced by a lower order point in order to 
maintain a proper average replacement parts inventory level. The influence on the 
hedging point levels is weak. 
5.5.3 The effects of lead time on the control policy 
5.5.3.1 General lead time mean results 
The influence of lead time distributions on the optimal parameters of the control policy 
is examined using gamma, normal, log-normal time distributions instead of exponential 
time distribution. The former distributions are often encountered in the literature to 
represent stochastic lead times (Bookbinder and £akanyildirim, 1999; Song and Yao, 
2002; Bagchi, 1987; Van der Laan et al., 1999). For the normal distribution, a modified 
normal distribution that only provides positive values of lead times is used. In order to 
compare these different lead time distributions, the same mean and standard deviation 
are used in all distributions (// = a = 4) and simulation experiments are conducted with 
the cost parameters of the basic case. 
The convexity property holds and then there exists a set of factors (z/, z?, s, Q) that 
minimizes the total cost for the tested lead time distributions. In all cases, a multifactor 
analysis of variance (ANOVA) was conducted and lead to R-squared adjusted values 
close to 0.95. The residual analysis completed these studies and confirmed the adequacy 
of the second order model. As shown in Table 5.3, the optimal values zj*, Z2*, s*, Q*) 
and the total cost obtained with different lead time distributions are close to the values 
obtained numerically with the exponential distribution. 
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Table 5.3 Estimated best values for different lead time distributions, with (ju = <T = 4) 






































5.5.3.2 The effects of the lead time mean 
Several researchers have investigated the effects of lead time mean and variability on the 
cost performance. Generally, a higher average lead time as well as higher lead time 
variability of a supplier would cause a higher level of inventory, and thus higher holding 
and total cost. A large part of the literature is focused on quantifying the effects of lead 
time on the optimal inventory costs and policy decision variables in stochastic inventory 
models (among others, Mohebbi and Posner, 1998; Song, 1994; He et al., 2005), 
considering the lead time as an exogenous variable. Note that variance reduction is also 
a common theme in several theories, including total quality management (TQM) and 
just-in-time (JIT). However, few papers have considered the effects of lead time in a 
remanufacturing environment. Van der Laan, Salomon and Dekker (1999), under PUSH 
and PULL strategies and Tang and Grubbstrom (2005), for a cycle ordering policy, 
studied the impact of stochastic remanufacturing and manufacturing lead times in a 
hybrid production/remanufacturing system. 
For the hybrid repair and remanufacturing presented in this paper, a set of experiments 
was conducted in order to study the impact of lead time mean and variance on the 
proposed control policy. Under the gamma distribution to model the lead time, we used 
the same approach and experimental design to test the control policy with respectively 
different lead time means and variance factors (defined as the ratio a/ju). 
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The effects of the lead time mean on the optimal values of the control parameters and on 
the total cost are presented in Figure 5.5. As the lead time mean increases, the reorder 
point s* and the average replacement parts inventory level increase to avoid replacement 
part starvation and thus to avoid serviceable equipments stock outs, whereas the other 
control parameters (zy*, Z2*, Q*) remain almost constant. Our simulation results show 
that the stationary replacement parts availability associated with the optimal control 
parameters is close to 90% in each case, which means that the impact of a higher lead 
time mean is absorbed by the supply stage and does not affect the remanufacturing stage. 
Furthermore, a higher lead time mean leads to a slight increase of the total cost, as the 
replacement parts holding costs increase. 
90 -
80 -
1 60 • - - _ 
! S O * * • • - A . . . A - -











1 C-/I 4Z 
I£*P-
1 < ft'fi -
i»>4y i 
*-""7 
' ' ' !• •{ I 
2- 3 4 5 
lead time nwan 
- - ••• • ••--•- — / £ - - . . 
\ ' :l 
i 1 1 
2 3 4 5 

















Figure 5.5 Effect of the lead time mean on the control policy and on the estimated cost 
149 
5.5.3.3 The effects of the lead time variance 
Figure 5.6 shows that the total cost and the optimal values of the supply parameters 
increase significantly as the lead time variance increases. Indeed, the more scattered the 
lead time is, the more uncertain is the supply. 
Early and late deliveries introduce waste in the form of excess cost into the 
remanufacturing and supply system. Early deliveries contribute to excess inventory 
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Figure 5.6 Effect of the variance on the control policy and on the estimated cost 
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when the replacement mode is not used feCO > zi), whereas late deliveries contribute to 
replacement parts being out of stock (x;(t) = 0), and thus to serviceable equipment 
backlogs (x^O < 0). In other words, the control policy parameters increase tends to 
protect the system against supply uncertainty, triggering higher total costs. In addition, 
we observe that the reorder point s* and the order quantity Q* serve as adjustment 
variables for low and high variance factors, respectively. 
5.5.4 Comparison with the joint HPP and (s, Q) policy 
Results obtained using the joint multi-hedging point and (s, Q) policies, presented above, 
are compared to results of the joint single hedging point and (s, Q) policies, inspired 
from Hajji et al. (2008b). This joint policy is fully described by three parameters, namely 
the threshold Z, the order point s and the order quantity Q. By fitting a second order 
polynomial model to link the incurred total cost and the parameters of the control policy, 
we obtain for the basic case : 
Cost {case7) = 2101.81 + 42.68 Z + 21.09-0 + 25.16-s 
+ 43.74- Z2 +16 JOQ2 +33.70- s2 (7) 
+ 24.72-Z-0 + 5O.8O-Z -s+ 36.59-Q-s + £ 
We present in Table 5.4 the sensitivity analysis conducted with joint HPP and (s, Q) 
policies. These results were obtained under the same conditions (simulation, 
experimental design, and response surface methodology) as those in the joint MHPP and 
(s, Q) policies. It is interesting to note that for each variation of cost parameter, the 
variation of the optimal parameters and of the incurred cost JHPP* follow the same 
direction as for the multi-hedging point case previously presented, but has greater 
amplitude. 
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Table 5.4 Sensitivity analysis for different cost for a joint HPP and (s, Q) policy with exponential 





































































































































The reorder point and quantity optimal values are considerably larger than those 
obtained with joint MHPP and (s, Q) policies. It is evident that since the MHPP is 
composed of three modes compared to the HPP composed only of two modes, the 
replacement mode would be more frequently executed with the latter policy and would 
require a more reliable replacement parts supply. For the same reason, the control policy 
parameters are more sensitive to a cost parameter variation with joint HPP and (s, Q) 
policies. Comparing these optimal cost values to those obtained by the joint MHPP and 
(s, Q) policies, denoted by J* in the table 2 (previous sections), it is noted that in all 
cases J* is lower by at least 20% than JHPP*- AS mentioned previously in section 3.2, the 
joint multi-hedging point and (s, Q) policies are better in term of cost performance than 
the joint single hedging point and {s, Q) policies and can be used to better approximate 
the optimal control policy of the system. 
5.6 Conclusion 
In this paper, we have studied the production and supply problem for hybrid repair and 
remanufacturmg systems and proposed a solution in the case of one product type. The 
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mathematical formulation of this problem is difficult to tackle, due to the stochastic 
aspect of the supply, the variability of the remanufacturing processes and of the 
conditions of the items to be returned. In order to benefit from the flexibility of the 
remanufacturing execution, from repair to replacement, a near-optimal joint 
remanufacturing and supply control policy composed of a multi hedging point policy 
(MHPP) for the remanufacturing stage and of an (s, Q) policy for the replacement parts 
supply have been proposed. To optimize the control parameters, an experimental 
approach based on design of experiment, simulation modelling and response surface 
methodology have been used. With this approach, the influence of the lead time 
distributions and the effects of the lead time duration and variability on the control 
policy have been investigated. It has also been shown that the developed control policy 
is better that a combined HPP and (s, Q) policy in term of cost performances. 
In conclusion, the stochastic and complex nature of remanufacturing industry problems 
forces managers to consider new approaches, different from those already used in 
traditional production management. This paper presents an easy to implement and 
simple structure of stock level parameters that bound the use of predetermined repair or 
replacement modes, allied with a classical supply policy. Repair and replacement modes 
should be consciously selected by managers with an overall perspective, whereas this 
decision is often left up to technicians performing the work. 
For hybrid repair and remanufacturing control problems where the classical control 
theory limits are reached, we think that adopting the experimental designs and 
simulation techniques presented in this paper provides satisfactory approximate 
solutions of the optimal control problems. The situations of multi-parts products, non-
repairable returned items or multiple suppliers that differ in terms of cost, lead time and 
quality, are possible extensions to be investigated in future research. 
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CHAPITRE 6 : ASPECTS METHODOLOGIQUES DE 
L'OPTIMISATION 
Ce chapitre a pour objectifde detailler Vaspect methodologique 
et la theorie associee aux approches de resolution par simulation 
et de resolution analytique. 
Dans un premier temps, nous nous restreignons au modele avec 
disponibilite des pieces de remplacement. Les equations de 
Kolmogorov sont demontrees et Vexpression analytique du cout 
total en fonction des seuils critiques de la politique de controle 
MHPP est derive. 
Dans un second temps, nous detaillons le logiciel de 
modelisation et de simulation, de meme que la generation des 
phenomenes aleatoires. Le regime permanent, les plans 
d'experiences puis les outils statistiques sont par ailleurs 
etudies, avec plus particulierement I'analyse de la variance, 
I 'analyse des residus et la methode des surfaces de reponse. 
6.1 Methode analytique 
Nous avons presente dans le chapitre 4 une methode de resolution analytique du 
probleme dans le cas d'une probabilite de disponibilite des pieces de rechange. Nous 
presentons ici des details complementaires sur cette approche. 
Nous cherchons l'expression du cout moyen total sur le long terme du systeme avec une 
politique a seuils critiques modifiee, dependant de l'etat du systeme (i.e., refection du 
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flux planifie d'equipements en fin de vie ou reparation non planifiee des equipements 
apres une defaillance majeure) et de l'etat de l'inventaire de pieces de rechange (i.e., 
plein ou vide), tel que : 
Uz,,zXXX'P) = zl'z2 
ifx(t) = Zj and£=l; 
if z2 < x(t)< Zj and £ = 1; 
ifx(t)<z2and{^=];j3=2}, 
ifx(t)<z2md{<!; = ];j3=l}, 
Vxand£=2; 
Le cout total moyen sur le long terme par unite de temps est donne par 
(1) 





avec g(x) = c+ -x+(t) + c -x (t) + ^2a=0ca-xa-i 
L'objectif est de determiner l'expression de ce cout en fonction des seuils critiques 
(zi, zi)-
6.1.1 Conditions d'existence d'un regime stationnaire et ergodicite 
Avec la politique de controle rappele ci-dessus, il est necessaire qu'en effectuant la 
refection au taux maximal dans la regionR2 ={x =
 cR\x< z2}, la demande puisse en 




qui entraine («2 • p + ux • (1 - p)) — — > d 
(3) 
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Avec cette condition, il existe une tendance strictement positive dans le niveau 
d'inventaire x(i) et Z2 sera recurrent. Comme les seuils (zj, zi) sont tel que zj > Z2, il est 
clair que les deux seuils seront recurrents. 
La politique de controle stipule que si le niveau d'inventaire est strictement superieur a 
zi, alors le taux de refection devient nul et que done il y a une tendance strictement 
negative de l'inventaire pour x(t) > zj. Nous pouvons conclure que x(t) sera stationnaire. 
Si x(t) est stationnaire et si les transitions des etats du systeme (refection ou reparation) 
sont decrites par une chaine de Markov irreductible, alors x(t) est ergodique (Sharifnia, 
1988). On en conclue que d'une part le cout moyen total tend vers une valeur unique et 
independante des conditions initiales (Pellerin et al., 2008), et que d'autre part le calcul 
des densites de probabilite de x(t) dans chaque etat du systeme £ convergent vers des 
valeurs uniques. 
6.1.2 Calcul du cout moyen en fonction des densites de probabilite 
On peut exprimer le cout moyen total sur le long terme en fonction des densites de 
probabilite de x dans les regions R; et R2 dans l'etat du systeme £ et en fonction de la 
fonction de masse en z/, definies respectivement par : 
fai(y,t)dy = H(r<m<y+dr)n(Z(t) = i)] yeRa,i=\,2, 
fat O) = lim/-»~ faiCM) a = 1,2, i = 1, 2, 
p21(o=pr[wo=^1)n(^(o=i)]. 
P - = l i m ^ P r i ( 0 
On peut alors exprimer les esperances des niveaux moyens positif et negatif du niveau 
d'inventaire x en regime stationnaire : 
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E^it^z,.%+ \\\f-{x,t)+f-{x,ti-dx + £
2 x • [f£(x,t)+f£ (x,t)\ dx 
(4) 
E[x-(t)}=[j\f°l{x,t)+f£{x,t)\dx 
Finalement, on obtient l'expression du cout total: 
J*(zl,z2) = c~ -E(x~) + c
+ -E(x+) +c0.d-P?




+ (p-c2-u2+(l-p)-cl-u])- fjt-dx 
6.1.3 Calcul des densites de probabilite en fonction de (zi, zi) 
Dans le chapitre 4, nous avons formule le probleme de determination des densites de 
probabilite et de la fonction de masse en z/ comme un systeme d'equations a plusieurs 
inconnus, en utilisant les conditions aux limites, la condition de normalisation et des 
equations differentielles lineaires du premier ordre. Ces equations differentielles sont 
derivees des equations « forward » de Kolmogorov, qui expriment revolution dans le 
temps et dans l'espace des densites de probabilite, et que nous avons demontre dans 
1'annexe A. Ce developpement est inspire de Sharfnia (1988). 
6.1.3.1 Solutions des equations de Kolmogorov (forward) en regime stationnaire 




•^fa(x,t) = -vj •—fa(x,t) + A
T -fa{x,t) pour xe Ra et a = 1,2 
Avec F,'=Fi et V2'= 
• O • (w2 - d) + (1 - p) • (wj - J) 0 
0 -d 
(6) 
L'equation obtenue si dessus est analogue a celle que Ton considere dans le cas 
simplifie ou la probabilite de disponibilite des pieces de remplacement n'est pas 
introduite, pour lequel le taux d'accroissement de la quantite x de biens d'equipement 
dans la region R2 avec ^ = 2 ne serait pas u2-d mais p • (u2 - d) + (1 - p) • {ux - d). 
En regime permanent, nous avons la relation suivante : 
• d 
Va -—fa(x) + A
T-fa(x) = 0 pour xeRa e t a = 1,2 
dx 
Avec F,'=Kj et V2'= 
- (p • (u2 -d) + (l-p)-(ul-d) 0 " 
0 -d 
(7) 
Cette equation est une equation differentielle lineaire homogene du premier ordre a 
coefficients constants en notation matricielle, de la forme : 
Y' = AYavec A = V„~x-kT 
La solution de cette equation differentielle est de la forme suivante: 
F(x) = 70-exp((x-x0)-^) 
avec la condition F(x0) = Y0 
Dans le cas ou A est diagonalisable, en notant par P la matrice ayant pour colonnes les 
vecteurs propres A0 et ~AX de A et par D la matrice diagonale formee par les valeurs 
propres cio et aj de A, on a : 
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D = P AP~X avec P = (21 A0)etD = 
o, 0 
0 an 
exp((x - x0) • A) = P 
exp(aj -(x-x0)) 0 
0 exp(a0-(x-x0)) 
•P~ 
La solution devient de la forme : 
F(x) = F(x0)-P 
exp(aj • (x - x0)) 0 
0 exp(o0-(x-x0)) 
Pour resoudre 1'equation (7) pour a = 1 et a - 2, nous considerons respectivement les 
conditions suivantes : 
/ i ( * i ) = 
7 , (^ e t / 2 ( z 2 ) 7 2 1 ( ^ 
\J22 \z2 )J 
Les solutions des equations "forward" de Kolmogorov, en designant respectivement par 
Pa et(bla,b0a) la matrice de vecteurs propres et les valeurs propres de V^~
X-AT, sont 
donnees par: 
fa(x) = fa(za)-Pa 
exp(bla-(x-za)) 0 
0 exp(60a ' (*-*«)) 
Pa~
l,a= 1,2 (8) 
Cette solution requiert que Va"
 l -AT soit diagonalisable. Pour cela nous allons montrer 
que cette matrice a deux valeurs propres distinctes. Le polynome caracteristique 
de Va' A , dont les valeurs propres sont les racines, est tel que : 
Ta(aj) = det(a>-I-Va'-
1-AT)=0 , o = l , 2 
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Les conditions pour que les valeurs propres soient distinctes sont done 
W] ^ 
/ L i + A] '21 T , l 2 
^21 
J pour a = 1 
/? • w2 + (1 - p) • Wj * • J pour a = 2 
Avec les conditions d'existence du regime permanent telles que posees dans la section 
precedente, ces inegalites sont respectees. Fa'
_1-Ar est done diagonalisable et nous 
pouvons utiliser l'equation (8). 
6.1.3.2 Relations supplementaires entre densites de probability et fonction de 
masse 
les equations de Kolmogorov sont completers par : 





- /I] 2 -P (t) + V] j • / ] ! (zf ,0 = 0
 e n regime permanent 
1'equation de continuity de la densite de probability en z2: 
v i i - / i i ( z 2»0-( />-V2i+( l - /0-v n ) - / 2 1 (zJ ,0 = 0 
V 1 2 - / l 2 ( Z 2 ' 0 - V 2 2 - / 2 2 (
2 2 ' 0 = 0 
Les conditions aux limites en - oo : 
l im/2(x,/) = 0 ( i i ) 
z—>-°° 
1'equation de normalisation, afin de commuter la probabilite de masse en zx et 
la densite de probabilite en regime permanent: 
\ fn{x,t)-dx + f f22{x,t)-dx--
Jzj J—oo 
12] 
/in j r sLy i 
(12) 
/ l j 2 
/ l j 2 + A-21 
Les equations (9), (11) et (12) sont identiques a celles proposees dans Pellerin et al. 
(2008). 
6.1.3.3 Resolution du systeme d'equations 
Les equations (8), (9), (10), (11) et (12) forment un systeme d'equations avec les 
incormues P™, fji(zi), fuizi), f2i(z2)et f22(z2). La resolution de ce systeme d'equations 
fournit l'expression de ces inconnues en fonction uniquement de zj et z?. II suffit ensuite 
de remplacer ces termes dans les expressions des densites de probabilite et enfin dans 
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l'expression du cout total. On obtient ainsi l'expression analytique du cout moyen total 
par unite de temps sur le long terme en fonction de z\ et zj. 
6.1.4 Procedure de resolution sous MAPLE 7 
Nous avons construit une procedure a l'aide du logiciel de calcul formel MAPLE 7. 
Cette procedure permet notamment de resoudre le systeme d'equations, puis de trouver 
rapidement l'expression J(zy, zi), de tracer la courbe de J en fonction de z; et Z2 et de 
trouver les valeurs optimales J*, zj* et Z2* en ayant entre initialement les parametres du 
systeme (couts et taux de refection, taux de la demande, taux de transition entre les etats 
du systeme, couts de retard et de stockage). L'Annexe B presente cette procedure ainsi 
que les resultats pour l'exemple proposee dans le chapitre 4. Elle comporte egalement 
une verification de la convexite de la fonction cout par rapport a zj et z2. 
L'Annexe C rassemble sous forme de tableau les resultats pour differentes probabilite de 
disponibilite p et differentes combinaisons de parametres de couts partant de l'exemple 
numerique decrit dans le chapitre 4. J~, J+, J0, Ji et J2 designent les differentes 
composantes du cout total, respectivement le cout des retards, de stockage et de refection 
dans les modes a = 0, 1, 2. De meme Ro, Rj, /?/ et i ? / designent les proportions de 
temps passees dans les regions x = \zx}, [z2, zx ], [0, z2 ] et ] - °°,6\. 
6.2 Resolution basee sur la simulation 
Dans les chapitres 3, 4, 5, des methodes de determination des parametres optimaux de la 
politique de controle basees sur des modeles de simulation ont ete utilisees, soit pour 
verifier les resultats de la resolution analytique, soit en complement de plans 
d'experience et d'outils statistiques (Statistica 6.0). Ces modeles de simulation ont ete 
construits avec le logiciel Awesim 2 et le langage Visual SLAM. 
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L'idee est de simuler le comportement des modeles de simulation en regime permanent 
et ainsi d'obtenir les valeurs des moyennes des stocks, des probability de chaque mode 
de refection a et le nombre de commandes le cas echeant, necessaires pour construire le 
cout moyen total J pour differentes combinaisons des parametres de loi de controle 
choisie (zj, Z2 ou zj, Z2, s, Q ou Z, s, Q). 
6.2.1 Methode de resolution par plan d'experiences, simulation et analyse 
Afin d'obtenir une approximation de la relation entre le cout moyen total par unite de 
temps sur le long terme et les parametres de la politique de controle, nous avons besoin 
d'une part de donnees sur le cout pour differentes combinaisons de parametres d'entree 
et d'autre part d'outils d'analyse statistique. La Figure 6.1 represente schematiquement 
les etapes de la methode de resolution numerique. 
Dans un premier temps, nous choisissons et ecrivons un plan d'experience approprie 
avec Excel, que nous avons ensuite simule avec Awesim. Les resultats de chaque 
simulation, c'est-a-dire les moyennes des stocks, les probabilites stationnaires des modes 
de refection et le nombre de commande de pieces de remplacement le cas echeant sont 
exportes automatiquement par Awesim dans un fichier Excel a la fin des simulations. 
Ces donnees sont multipliees par les parametres de couts de stockage, retard, refection et 
commande le cas echeant, puis additionnees pour obtenir la valeur du cout total pour 
chaque simulation, done pour chaque combinaison de parametres d'entree. A l'aide du 
logiciel d'analyse statistique Statistica 6.0, nous exploitons ces resultats pour determiner 
l'influence des facteurs, c'est-a-dire les parametres de la politique de controle, et de 
leurs interactions, puis pour construire un modele de regression du cout a partir duquel 
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Figure 6.1 Aspects methodologiques de la resolution par plan d'experience, simulation et analyse 
statistique 
6.2.2 Presentation du logiciel AWESIM et du langage Visual SLAM 
Awesim est un programme qui supporte 1'ensemble des taches necessaires pour effectuer 
un projet de simulation. II permet en outre de stacker, recuperer, parcourir et 
communiquer avec des applications exterieures. La caracteristique principale de 
1'architecture d'Awesim est son ouverture et son interconnexion avec des logiciels de 
bases de donnees, des tableurs et des traitements de texte tels que ceux contenus dans 
Microsoft Office. Awesim etant programme en Visual Basic et en C/C++, les 
programmes ecrits dans ces langages sont facilement incorporate dans son architecture. 
Les details sur les capacites et les applications d'Awesim sont developpe dans Pritsker et 
O'Reilly (1999). 
Un projet developpe sur Awesim consiste en plusieurs scenarii de simulation. Chaque 
scenario s'articule autour principalement d'un ou plusieurs reseaux et sous reseaux, des 
fichiers de donnees utilisateur, des insertions d'utilisateurs, d'un controle que Ton peut 
construire avec Awesim. 
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Awesim utilise le langage de simulation a usage universel Visual SLAM qui permet de 
construire des modeles discrets, continus ou discrets et continus. Dans les modeles 
discrets, les variables evoluent de maniere discrete lors d'evenements dans le temps et la 
dynamique du systeme est representee en avancant le temps de simulation d'un 
evenement a l'autre. Dans les modeles continus, la dynamique du systeme est regie par 
des equations differentielles. 
6.2.2.1 Modeles de simulation avec Visual SLAM 
Dans les modeles developpes dans nos travaux, nous avons utilise une combinaison de 
modelisation discrete et continue. Chaque modele est constitue des composants 
suivants : 
- un reseau., qui represente les evenements discrets et les flux d'entite (produits, 
information,...) sous forme graphique par des noeuds, branches et activites. Le 
reseau modelise les politiques de controle, grace a des noeuds qui detectent les 
franchissements des seuils par les variables de stock, et les transitions entre 
refection planifiee et reparation non planifiee. Le reseau est en fait un raccourci 
pour utiliser des programmes de logiques preecrits, 
- un fichier de controle, qui definit les conditions experimentales (duree de la 
simulation, le pas de temps, le nombre de simulations), les variables du systeme 
avec leurs conditions initiales, les lois de distribution pour les phenomenes 
aleatoires, ainsi que les collectes de donnees statistiques, 
un fichier d'insertion d'utilisateur en C/C++, dans lequel on a inscrit les 
equations differentielles qui donne revolution des variables continues dans le 
temps. 
Nous presentons en Annexe D les modeles de simulation construits dans le cadre de nos 
travaux de recherche. Pour le modele avec probabilites de disponibilite des pieces de 
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rechange, un seul modele a ete developpe et utilise, il s'agit de celui mentionne dans les 
chapitres 3 et 4 et qui est en outre explique sous forme de bloc-diagramme dans le 
chapitre 3. Pour le modele avec politique d'approvisionnement en pieces de rechange, 
aborde dans le chapitre 5, trois modeles de simulation ont ete construits : deux modeles 
pour la politique a deux seuils critiques (un avec une distribution normale modifiee pour 
representer le delai stochastique r, un autre pour les autres distributions) et un modele 
pour la politique a un seul seuil critique. 
Awesim facilite la repetition d'experiences et l'execution les unes a la suite des autres 
des experiences d'un plan d'experience en important depuis un fichier Excel les facteurs 
du plan d'experience, dans notre cas les parametres de la politique de controle (zj, z2 ou 
zi, Z2, s, Q ou Z, s, Q), et en exportant 1'ensemble des resultats des experiences dans un 
fichier Excel. Ces actions sont representees dans le fichier reseau de chaque modele de 
simulation. 
6.2.2.2 Generation des aleas pour un modele stochastique 
Puisque Ton a affaire a des modeles stochastiques, les aleas doivent etre represented et 
generer lors de la simulation de ces modeles. Dans notre cas, avec les modeles 
developpes, les aleas correspondent aux phenomenes suivants : 
- La transition entre la refection planifiee des equipements en fin de vie (£ = 1) et 
la reparation non planifiee des equipements en service a la suite de defaillances 
majeurs (<f = 2). Puisque Ton modelise ce processus par une chaine de Markov 
avec taux de transition constant X12, et X2i, les durees de passage d'un etat a 
l'autre suivent des lois de distribution exponentielles de parametres X12'1 et X2]'1. 
Pour 1'approvisionnement en pieces de remplacement, le modele avec 
probabilites de disponibilite de pieces de remplacement indique que dans 
chaque intervalle t et t + At, la probabilite d'avoir des pieces est p. Pour le 
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modele avec politique d'approvisionnement integres, les incertitudes resident 
dans le delai de livraison T qui suivent une distribution soit exponentielle, 
gamma, log-normale ou normale (voir chapitre 5). 
Dans toute simulation, il est necessaire de construire des echantillons artificiels qui 
respectent les distributions statistiques des variables aleatoires intervenant dans les 
phenomenes a simuler. Awesim est capable d'engendrer des nombres aleatoires 
uniformement distribues U(0,l) de facon rapide et efficace a partir desquels les variables 
aleatoires des distributions dont nous avons besoin sont obtenues. 
II existe quatre approches fondamentales, toutes utilisees par Awesim, pour generer des 
echantillons aleatoires (Pritsker et O'Reilly, 1999) a partir d'une distribution 
uniformement distribute sur [0, 1 [, a savoir : 
- La methode de la transformation inverse, notamment utilisee pour la loi 
exponentielle. II s'agit d'engendrer une variable aleatoire X ayant une fonction 
de repartition F(x) continue et strictement croissante et pour laquelle 
F _ 1 (x) existe. La fonction de repartition etant definie sur [0, 1[, si r, est une 
suite de nombres au hasard uniformement distribues sur [0, 1 [, il est possible de 
generer les variables x, dont la fonction de repartition est F(x) en ecrivant: 
xt=F-\r,) 
- La methode du rejet, utilisee par exemple pour la loi normale en complement de 
la methode de Box et Muller (Pritsker et O'Reilly, 1999). La procedure 
commence par la generation de deux nombres aleatoires X et U selon une loi 
uniforme. Le couple (X, U) definit la position d'un point dans un plan. On peut 
alors montrer que la densite de probabilite de la distribution recherchee Y 
s'exprime en fonction de l'evenement M = yj < f (X)} yarfy (x) = fy (x | M). 
Pour simuler une variable X de distribution identique a celle de Y, il suffit alors 
de selectionner les tirages de (X, U) verifiant Met de rejeter les autres. 
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La methode de composition, par exemple pour la loi de Poisson. Cette methode 
s'applique quand la fonction de distribution F(x) peut se decomposer en une 
somme ponderer de n fonctions de distributions Fj(x), F2(x), ..., F„(x). Le 
probleme revient alors a generer ces fonctions de distributions (par exemple 
pour la loi de Poisson, cela revient a generer des lois exponentielles avec la 
methode de la transformation inverse), tel que : 
i=n 
F(x) = YjPrFi(x) 
7 = 1 
- Les methodes employant des proprietes particulieres. Dans de nombreux cas, la 
loi de distribution a generer possede des proprietes particulieres qui la relie a 
une autre loi de distribution et qui permettent d'en determiner facilement un 
echantillon. C'est la cas par exemple de la loi log-normale, qui est telle que si N 
est un echantillon construit avec la loi normale, alors L-eN est distribute 
selon la loi log-normale. 
La generation d'echantillons d'une loi de distribution requiert un ou plusieurs 
echantillons aleatoires uniformement distribues entre 0 et 1. II existe au moins trois 
methodes differentes pour obtenir des nombres aleatoires pour une simulation 
numerique : 
les tables de nombres aleatoires. L'ordinateur lit une table de nombres 
aleatoires et utilisent ces nombres comme donnees pour la simulation. La 
methode a pour avantage la reproductibilite de la sequence de nombres et pour 
inconvenients majeurs la lenteur relative, du fait de la lecture de la table par 
l'ordinateur, et le besoin d'un espace de stockage important pour la table, 
- robservation de phenomenes physiques, tel que la radioactivite, les bruits 
thermiques ou electromagnetiques et la mecanique quantique. Une telle 
methode n'est par contre pas reproductible, 
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- les generateurs de nombres pseudo aleatoires. Cette methode repose sur 
l'emploi d'une equation recursive qui genere le (i+l)eme nombre aleatoire en 
fonction des i nombres precedents. Meme si cette sequence est deterministe et 
done non reellement aleatoire, les nombres sont approximativement 
independants les uns des autres et done considered comme pseudo-aleatoires. 
Un generateur de nombres aleatoires efficace soit avoir certaines proprietes. 
Ces nombres doivent etre independants et uniformement distribues sur [0, 1[. 
On cherchera de plus a avoir un nombre important de termes avant de generer 
un nombre deja obtenu (longueur de la periode du generateur). La sequence de 
nombre doit egalement etre reproductible et enfm le generateur doit etre rapide 
et necessite peu de places. 
Awesim utilise cette derniere methode, et plus particulierement la methode 
congruentielle lineaire qui repose sur l'equation recursive suivante : 
tM = (a • z, + b)(modc) i - 0, 1,2,... 
rM 
C 
Ou mod represente la fonction donnant le reste de la division euclidienne, to est la graine 
du generateur et rt le f
me nombre pseudo-aleatoire. Awesim utilise les parametres b = 0, 
a = 75, c = 231 - 1 qui correspondent au generateur communement appele standard 
minimal, propose par Park et Lewis (1988). Dans sa banque de donnees, Awesim 
propose en outre 100 chaines de nombres aleatoires, chacune associee a une graine 
differente. On peut resumer la generation des phenomenes aleatoires avec le logiciel 
Awesim par la demarche presentee a la Figure 6.2. Deux phenomenes aleatoires doivent 
etre simules pour le modele avec probabilite de disponibilite des pieces de remplacement 
Q.121 et hi'1) et trois pour le modele avec controle de 1'approvisionnement (X^'1, hi'1 et 
r). 
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Figure 6.2 Generation des phenomenes aleatoires avec AWESIM 
On utilisera pour chacun d'entre eux une graine et done une sequence de nombres 
aleatoires differentes. 
Notons que dans le cas de la loi normale, que nous avons utilise pour modeliser le delai 
de livraison x ( T > 0 ) , Awesim renvoie un echantillon dont les valeurs peuvent etre 
negatives. Des modifications dans le reseau ont ete effectuees aiin de renvoyer une 
valeur nulle pour le delai lorsque le nombre issu de 1'echantillon est negatif. La loi de 
distribution testee est done une loi normale modifiee dans lequel la densite de probabilite 
est nulle avant 0. II est possible de montrer, grace a la fonction generatrice des moments, 
que nous avons la relation suivante entre les moyennes et ecart-types : 
//'=//•<& f - 1 + cj-cd ^ ^ 
v ^ y 




Figure 6.3 Loi normale modifiee utilisee pour le delai stochastique 
ou ju eta sont la moyenne et l'ecart type de la loi normale non modifiee, /x' eta' sont la 
moyenne et l'ecart type de la loi normale ainsi modifiee, cp et <$> represented 
respectivement la densite de probabilite et la fonction de repartition de la loi normale 
centree reduite. Par exemple avec une loi normale initiale (u = 3.14 et a - 5.17), on 
obtient une loi de distribution avec (ju' - a' - 4), telle que representee sur la Figure 6.3. 
6.2.2.3 Conditions d'existence d'un regime stationnaire 
Pour le modele avec probabilite de disponibilite de pieces de rechange, les conditions 
d'existence d'un regime stationnaire et de la convergence du cout total /vers une valeur 
unique sont presentees dans la section 6.1.1. 
Les criteres d'existence d'un regime stationnaire pour la variable X2 dans le cas d'un 
modele d'approvisionnement avec delais stochastiques sont identiques. La probabilite 
stationnaire d'avoir des pieces de rechange disponibles, intervenant dans l'equation (3) 
presentee en 6.1.1, depend dans ce cas de la politique de controle de la refection, de la 
politique d'approvisionnement et du delai stochastique. Notons qu'avec la condition sur 
le taux de reparation m, il y aura regime stationnaire pour la variable X2 pour toute valeur 
de la probabilite de disponibilite. 
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II convient de verifier egalement la convergence des termes du cout total qui dependent 
de I'approvisionnement. La variable xi etant comprise entre 0 et s+Q avec une politique 
(s, Q), sa moyenne atteindra un regime stationnaire. De plus, pour une quantite 
d'approvisionnement donnee, la relation suivante garantie que la somme des couts de 
passation de commande est bornee: 
0<(N-l)Q<u2-T 21— avec 6N_} < T < 6 
A, 2 + A21 
0 < < w, — + 
N 








hi + 2̂i Q 
Ainsi, le cout total J dans le modele d'appro visionnement avec delai atteint un regime 
stationnaire avec la condition (3) presentee en 6.1.1. 
6.2.2.4 Duree de simulation et regime permanent 
Le critere de performance utilise dans notre probleme d'optimisation est le cout moyen 
total par unite de temps sur le long terme. En effet, les modeles etudies etant 
stochastiques, il est necessaire de simuler le systeme sur une longue periode pour 
atteindre le regime permanent. Nous avons done simule chaque modele plusieurs fois 
dans des conditions identiques (couts et taux de refection, demande, ...), en utilisant 
cependant d'un essai a l'autre des sequences de nombres aleatoires differentes pour 
generer les phenomenes aleatoires (durees entre reparation non planifiee et durees de ces 
reparations, duree de livraison). Ces simulations repetees sont appelees replications. 
La Figure 6.4 presente la courbe de revolution du cout moyen total J en fonction du 
temps de simulation pour le modele avec probabilite de disponibilite de pieces de 
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remplacement. Dix replications du cas basique presente au chapitre 4 ont ete effectuees, 
representees par les courbes numerates de 1 a 10. Les courbes MOYENNE, MIN et 
MAX represented, pour chaque temps de simulation, respectivement la moyenne, le 
minimum et le maximum des dix couts obtenus par les replications. Les courbes 
MOYENNE -0.5% et MOYENNE +0.5% correspondent aux valeurs de la courbe 
MOYENNE respectivement avec - 1 % et +1% pour mettre en evidence un couloir de 
convergence .On remarque qu'au bout de 200,000 unites de temps, l'ecart entre les 
valeurs extremes des dix replications est inferieur a 1% de la valeur moyenne. On 
considerera done que le regime permanent est atteint au bout de cette duree qui sera 
utilisee comme duree de simulation. 
De meme, nous presentons a Figure 6.5 le cout J en fonction du temps de simulation 
pour le modele de simulation avec politique d'approvisionnement dans le cas d'une 
politique (zj, Z2, s, Q) = (25, 5, 10, 50) avec les parametres de couts et de durees du cas 
basique etudie dans le chapitre 5. En effectuant egalement dix replications, nous 
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Figure 6.4 Regime permanent pour le modele avec probability de disponibilite de pieces de 
remplacement 
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Figure 6.5 Regime permanent pour le modele avec politique d'approvisionnement en pieces de 
remplacement 
montrons qu'au bout de 1,000,000 unites de temps, les couts obtenus pour les dix 
replications rentrent dans un couloir de convergence de ± 1% autour de la moyenne. 
Nous concluons que le regime permanent est atteint au bout d'une duree de 1,000,000 
unites de temps, qui sera utilisee comme duree de simulation pour nos experiences. 
6.2.3 Plan d'experiences 
Un plan d'experiences est un plan de collectes de donnees qui seront ensuite exploiters 
avec des outils statistiques. Dans les chapitres 3 et 5 nous avons employes des plans 
d'experiences pour obtenir le cout total pour un certain nombre de combinaisons des 
variables d'entrees (les parametres de la politique de controle). Ces experiences sont 
menees dans les memes conditions (couts et taux de refection, couts de stockage et de 
retards, cout de commande, durees de simulation, loi de probabilite pour decrire les 
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phenomenes aleatoires, ...). Le Tableau 6.1 resume les plans d'experience appliques 
dans nos travaux. 
Au debut de ce chapitre, nous avons pu voir que pour notre modele de systeme hybride 
de refection et de reparation avec probabilite de disponibilites de pieces de 
remplacement la fonction reliant le cout total J et les variables (zj, zj) est une fonction 
convexe. Cette propriete de convexite justifie la recherche d'un modele de regression du 
second ordre pour approximer cette fonction et done un plan factoriel complet avec 3 
modalites pour chaque facteur z; et Z2 (Montgomery, 2001). Dans le cas du modele de 
refection avec politique d'approvisionnement, notre politique de controle s'inspire de 
Hajji et al. (2008a), qui ont montre la convexite de la fonction de valeur et du cout total 
pour un probleme de controle conjoint de la production et de 1'approvisionnement d'un 
FMS. Nous poserons done comme hypothese que le cout total est convexe par rapport a 
la politique de controle et done par rapport aux variables (zj, Z2, s, Q) et de meme nous 
choisirons un plan factoriel complet avec 3 modalites pour chaque facteur (zj, Z2, s, Q). 
Afin de pouvoir detecter et mesurer Ferreur experimental, e'est-a-dire l'effet de toutes 
les sources de variabilite connues et inconnues, nous avons replique plusieurs fois 
chaque plan d'experience. Les experiences au sein d'un meme plan d'experience 
utilisent la meme sequence de nombres aleatoires pour generer les phenomenes 
aleatoires. Cette technique permet de diminuer la variance entre les experiences (Pritsker 
Tableau 6.1 Plans d'experience utilises pour les simulations 
modele 
modele avec probabilite de disponibilite 
modele avec 
approvisionnement 
avec deux seuils critiques 
pour la refection 
avec un seuil critique pour 
la refection 
parametres de la 
politique de controle 
Zj,Z2 












et O'Reilly, 1999) et d'avoir exactement les memes conditions, a part les variables 
d'entrees. Au contraire, chaque replication du plan utilise une sequence de nombres 
aleatoires differente, afin de mesurer l'erreur experimentale liee aux phenomenes 
aleatoires generes. 
L'ensemble des plans d'experience et des resultats experimentaux pour le modele avec 
probabilite de disponibilite de pieces de remplacement et pour le modele avec politique 
d'approvisionnement sont respectivement presentes dans les Annexes E et F. 
6.2.4 Analyse statistique 
Une fois le plan d'experience simule par Awesim, les resultats experimentaux sont 
combines aux parametres de cout a l'aide d'Excel pour obtenir le cout total moyen par 
unite de temps sur le long terme pour chaque experience. Nous utilisons ensuite le 
logiciel d'analyse statistique Statistica 6.0 pour etablir la relation entre la variable 
dependante (le cout) et les variables independantes (les parametres de la politique de 
controle). Par exemple, pour le modele de systeme de refection controle par une 
politique a deux seuils z; et Z2, combinee a une politique d'approvisionnement (s, Q), 






+ j3l2-z]-z2+j3n-zrs + /]]4-zrQ + /32yz2-s + /324-z2-Q + j3M-s-Q + £ 
ou fit et Pij sont les coefficients a determiner, y„ l'effet des replications et s l'erreur 
experimentale. 
Les modalites des variables independantes sont codees en -1 , 0 et 1 pour obtenir un 
modele de regression avec des variables centrees reduites. II est alors possible de 
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comparer la contribution relative de 1'impact de chaque facteur sur la variable de 
reponse. 
6.2.4.1 Analyse de la variance ANOVA 
L'analyse de la variance (ANOVA) est une technique statistique permettant de tester si 
les variables independantes et leurs interactions ont une influence sur la variable 
dependante en considerant un modele ajuste, soit, dans notre cas, un modele du second 
ordre. De meme, l'influence des replications des experiences, correspondant a 
differentes sequences de nombres pseudo-aleatoires, est testee. L'influence de ces 
variables est quantified en effectuant des tests de comparaison entre les moyennes avec 
le test de Student. 
Le Table 5.1, presente dans le chapitre 5, represente les resultats de l'ANOVA effectuee 
sur les resultats experimentaux du plan d'experience 34 x 5. II en ressort que tous les 
facteurs principaux et toutes les interactions sont significatives, a l'exception de 
1'interaction z, s. De meme, le facteur bloc n'a aucune influence, ce qui signifie que 
l'utilisation de sequences de nombres pseudo-aleatoires differentes pour repeter les 
experiences n'influence pas les resultats experimentaux. On peut done les traiter comme 
des repetitions des experiences et considerer leur effet negligeable dans e, de meme pour 
les effets de 1' interaction zx -s. De plus, le coefficient de determination ajuste Racjf 
indique que 95.21% de la variability du systeme est explique par les facteurs et les 
interactions considered. 
On peut ainsi reduire pour cet exemple le modele de regression a : 





+ /3n-z1-z2+/3u-z1-Q + j3]yz2-s + fi24-z2-Q + fiM-s-Q + £ 
6.2.4.2 Analyse des residus 
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La validite d'une analyse ANOVA requiert de verifier les que les hypotheses de bases 
suivantes ne sont pas violees : 
- l'erreur experimentale s est normalement distribuee (necessaire pour utiliser le 
test de Student), 
elle a une esperance nulle, 
- elle est independante des observations, 
Ces hypotheses sont verifiees a posteriori par diverses methodes. En premier lieu, nous 
verifions que l'erreur est normalement distribuee en effectuant la methode de la droite de 
Henry, presentee a la Figure 6.6, qui permet graphiquement de comparer la distribution 
de l'erreur experimentale a une distribution normale. On peut en outre estimer 
graphiquement que l'esperance de l'erreur est nulle. 
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Figure 6.6 Droite de Henry de l'erreur experimentale 
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Dans un second temps, nous avons verifie l'hypothese d'independance des residus par 
rapport aux observations, plus precisement par en les comparant aux facteurs, aux 
predictions, aux observations, et a l'ordre des simulations. Dans ce but, on represente 
sur la Figure 6.7 le graphique des residus en fonction des niveaux (-1,0, 1) pour chaque 
facteur (zj, z2, s, Q). Ces graphiques montrent que les residus sont independants des 
facteurs (coefficient de correlation quasi nul) et centres en 0. D'autre part que les droites 
delimitant l'intervalle de confiance sont quasiment paralleles, temoignant de 
l'independance des residus par rapport aux niveaux pour chaque facteur. 
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Figure 6.7 Residus en fonction des facteurs 
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Le graphique des residus en fonction des valeurs predites par l'equation de prediction, a 
la Figure 6.8, nous permet de conclure sur l'independance des residus par rapport aux 
valeurs predites. Ce qui est confirme par le graphe de comparaison entre les valeurs 
observees et predites. De meme le graphique des residus en fonction de l'ordre des 
simulations a la Figure 6.9 nous montre l'independance des residus par rapport a l'ordre 
des experiences. 
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Figure 6.9 Residus en fonction de l'ordre des simulations 
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6.2.4.3 Optimisation par la methode des surfaces de reponse 
La methode des surfaces de reponse a pour but de determiner la fonction reliant le cout 
total J et les facteurs, par exemple zj, Z2, s et Q. Le modele de regression est le suivant: 
Y = fio + 0l-Xl+fi2-X2+- + 0k-Xk+- + 0m-Xm+£ 
ou Xk zt fa, k = 0..m, represented respectivement les facteurs et interactions significatifs 
trouves par l'analyse de la variance ANOVA (par exemple Xj = zj fa = zi, X3 = s, X4 = 
Q, X5 = Z]
2, X9 = zj.Z2, etc...) et les coefficients de regression associes. 






1 xn x12 
1 x2i x22 
1 xn xi2 
1 X 
m ANI 
•• x\k • 












ou xtk represente la valeur d'entree (-1,0, 1) de la variable Xk lors de la z'eme experience, 
yt represente la moyenne des couts observees lors de la z'eme experience (par exemple, la 
moyenne des 5 replications faites pour les 3 experiences du plan d'experiences). 
Par la methode des moindres carres, nous cherchons a minimiser la distance entre les 
observations et les previsions qui sont obtenues avec le modele de regression, tel que : 
^WZU "£&"** 
i V 
qui peut se ramener au systemes d'equations lineaires : 
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(xT• x \ B = XTY 
dont la solution, en notant par B la matrice des estimateurs des coefficients, est: 
B = (xT-x) X-XT Y 
L'equation de prediction devient: 
Y = XB 
Dans un second temps, nous cherchons les points critiques de cette equation de 
prediction. Revenons desormais a la notation suivante : 
Y = j30+ft-X]+/32-X2+-- + j3rXl+- + j3u-Xl
2+-- + /]12-XrX2+---



















le modele ajuste prend la forme matricielle : 
Y = fi0+X
TJ3 + XTHX 
Les points critiques sont derivees par 
SY_ 
SX 
= fi + 2HX = 0, 
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et on obtient le points critique : Xs = H • /? , 
Le probleme d'optimisation posee dans nos travaux est un probleme de minimisation du 
covtt en fonction des parametres de la politique de controle. II faut done s'assurer que la 
surface representee par 1'equation de prediction soit bien convexe, et non concave ou 
qu'elle ne possede pas de points d'inflexion. Cette information est fournie par le signe 
des valeurs propres de la matrice H: s'ils sont tous positifs, le point critique est un 
minimum de la fonction, s'ils sont tous negatifs, le point est un maximum et s'ils sont de 
signes differents, le point est un minimax. 
Dans le cas basique developpe au chapitre 5, cette methode des surfaces de reponse est 
utilisee pour trouver l'equation de prediction du second ordre dont le point stationnaire 
est un minimum. La Figure 5.4 represente la fonction J autour du point optimale 
(Zj*Z2*,S*,Q*). 
6.3 Conclusion 
Ce chapitre developpe les aspects methodologiques et theoriques relies aux approches de 
resolution par simulation et analytique utilisees dans ces travaux de recherche. Pour la 
methode analytique, nous avons presente les equations de Kolmogorov, les etapes de la 
resolution et la procedure de resolution analytique avec Maple. Pour l'approche basee 
sur la simulation, nous avons presente notre approche globale, puis presente le logiciel 
Awesim et le langage Visual SLAM, explique la methode de generation des aleas et 
l'obtention du regime permanent, justifie nos plans d'experience. Ensuite les aspects 
theoriques associes a l'analyse de la variance, des residus et de la methode de surface de 
reponse ont ete rappeles. 
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CHAPITRE 7 : DISCUSION GENERALE 
Ce chapitre presente une discussion sur certains aspects 
methodologiques et sur nos resultats analytiques et 
experimentaux. Dans un premier temps, les resultats obtenus 
entre les deux modeles presentes dans nos travaux aux chapitres 
3, 4 et 5 sont compares. Puis nous discutons des politiques de 
controles proposees et des modeles en comparaison de la revue 
de litterature. 
7.1 Analyse des resultats obtenus pour les deux modeles d'approvisionnement 
A partir des applications numeriques proposees dans les chapitres 3, 4 et 5, nous avons 
pu constater rimportance du choix du modele et la politique utilisee dans 1'interpretation 
des resultats numeriques. Notons que les parametres de couts, de taux, de transition entre 
refection planifiee et reparation non planifiee utilises pour le modele avec probabilite de 
disponibilite de pieces de remplacement et pour le modele avec delai stochastique de 
livraison sont identiques. Ceci nous autorise a pouvoir comparer les valeurs optimales 
trouvees dans les deux cas. 
7.1.1 Comparaison des analyses de sensibilite 
Pour ces deux modeles, nous avons teste la sensibilite de la politique de controle en 
variant les parametres du systeme de la meme maniere, presentees dans le Table 4.1 et 
Table 5.2. La comparaison des deux modeles nous permet de constater que les seuils 
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optimaux de refection ont des valeurs deux fois plus importantes dans le cas ou 
1'approvisionnement est controle conjointement, dans chacun des cas testes. En 
comparant de maniere plus precise les reactions des modeles aux variations des couts du 
systeme de refection (couts de refection et couts de stockage/retards), nous constatons 
que les seuils de la politique MHPP evoluent dans les memes directions, mais avec des 
amplitudes differentes (plus faible dans le cas de la politique conjointe). En effet, ces 
variations de couts ont aussi une influence sur le point de commande et la quantite de 
commande de Papprovisionnement en pieces de rechange, montrant que la politique 
d'approvisionnement reagit aux variations des parametres du systeme de refection. En 
examinant l'analyse de sensibilite des parametres de Fapprovisionnement (cout de 
passation de commande et cout de stockage), on constate, dans le modele avec 
approvisionnement, que la politique de controle de la refection est affectee par les 
variations des parametres de l'approvisionnement. 
7.1.2 Comparaison de la reaction des modeles a une variation de l'incertitude de 
l'approvisionnement 
Dans le modele avec probabilite de disponibilite de pieces de rechange, nous avons 
observe dans le Table 3.3, la Figure 4.6 et la Figure 4.7 qu'une diminution de cette 
probabilite entraine une augmentation des niveaux des seuils d'inventaire de la politique 
MHPP. Le systeme et la politique de controle tendent a se proteger en augmentant les 
niveaux des seuils d'inventaire. Au contraire, dans le second modele, la politique de 
controle conjointe reagit a une plus grande variabilite du delai de livraison en 
augmentant les parametres de la politique d'approvisionnement et en affectant que 
beaucoup moins les seuils d'inventaire de la politique de controle de la refection. Notons 
dans ce cas que la disponibilite moyenne de l'inventaire de pieces de remplacement 
demeure a peu pres constante, mettant en evidence que dans notre modele a plusieurs 
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etages, 1'augmentation de la variabilite du delai de livraison est en grande partie 
absorbee par l'adaptation de la politique d'approvisionnement. 
7.1.3 Interet de controler conjointement refection et approvisionnement en pieces 
de rechange 
Nous pouvons conclure de cette comparaison entre les modeles que la politique 
conjointe est plus robuste que la politique MHPP etudiee avec probabilite de 
disponibilite de pieces de rechange. D'autre part, les parametres de l'approvisionnement 
ayant une influence sur les seuils de refection et inversement les parametres du systeme 
de refection ayant une influence sur le point de commande et la quantite commandee, il 
convient de considerer et de controler ensemble refection et approvisionnement de 
pieces de rechange. 
7.1.4 Simulations et resultats analytiques 
Les resultats experimentaux obtenus par l'approche de resolution par simulation, plan 
d'experiences et methode des surfaces de reponse et les resultats mathematiques pour les 
exemples numeriques proposes dans le chapitre 4 nous ont permis de valider nos 
resultats mathematiques et notre approche de resolution par simulation. Le modele de 
simulation du chapitre 5, avec politique d'approvisionnement, a ensuite ete construit a 
partir du modele de simulation du chapitre 4, avec probabilite de disponibilite de pieces 
de rechange, et a servi de support a la resolution par simulation pour trouver la valeur 
optimale des parametres de la politique de controle. Ces travaux suggerent que la 
simulation, bien definie et bien utilisee, est un outil pour examiner le comportement 
dynamique d'un systeme et permet de resoudre des problemes plus complexes ou en 
dehors des modeles theoriques. 
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Dans le chapitre 3, un plan d'experience a 32 replique trois fois, avec des simulations de 
200.000 unites de temps pour atteindre le regime permanent, a ete execute. Dans le 
chapitre 5, un plan d'experience a 34 replique cinq fois, avec des simulations de 
1,000,000 unites de temps, a ete teste. La resolution du modele avec politique 
d'approvisionnement et delai stochastique a ainsi pris 75 fois plus de temps a etre 
execute. Le choix du modele, de la politique de controle et du plan d'experiences ont 
ainsi un impact sur la duree de simulation du systeme, suggerant pour des problemes 
plus complexes de diminuer la taille du plan d'experiences avec par exemple des plans 
fractionnaires. 
7.2 Comparaion des resultats experimentaux avec la litterature 
7.2.1 Similitudes avec les travaux portant sur la politique HPP 
Dans le premier cas, le choix d'une politique de controle a seuils declenchant 
l'execution des modes de refection predefinis decoule de la litterature dans le domaine 
des FMS et de l'intuition que le choix entre reparation et remplacement est liee au 
niveau d'inventaire d'equipements disponible (Gharbi et al., 2008). La litterature nous 
montre que si les politiques HPP sont optimales sous certaines hypotheses et pour des 
modeles simples, comme dans le cas de Akella et Kumar (1986), elles sont proches de la 
politique optimale pour des cas plus complexes ou en relachant certaines hypotheses 
(Gharbi et Kenne, 2003 ; Kenne et Gharbi, 2000 ; Hajji, Gharbi et Kenne, 2004). Ces 
travaux utilisent par exemple la methode numerique de Kushner (Kushner et Dupuis, 
1992) pour montrer la structure approchee de la politique optimale, puis une methode de 
resolution par simulation, plan d'experiences et outils statistiques pour trouver la valeur 
optimale des parametres de la politique de controle dans des applications numeriques. 
Une structure approchee a l'avantage de proposer une politique plus simple a utiliser que 
la politique optimale. C'est ce meme souci d'avoir une politique de controle simple, 
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pour un systeme simple (deux etats du systeme, un seul type de produits) qui nous a 
conduit a proposer une politique de controle dans la famille des HPP. 
Les resultats experimentaux des travaux de Pellerin et al. (2008) et de Gharbi et al. 
(2008), qui portent sur le controle de systemes hybrides de reparation et de refection 
sans condition sur la disponibilite du mode de remplacement, sont par ailleurs 
semblables aux notres quant a 1'interpretation des analyses de sensibilite et quant a 
l'interet d'une politique MHPP par rapport a une politique a un seuil MHPP. 
7.2.2 Similitudes avec les travaux portant sur 1'approvisionnement non fiable 
La politique d'approvisionnement proposee dans nos travaux decoulent d'une part des 
resultats de Hajji, Gharbi et Kenne (2008), qui ont montre qu'une politique conjointe 
HPP et (s, Q) permet d'approximer la politique de controle optimale d'un systeme de 
production soumis a des pannes de machines et de son approvisionnement, et d'autre 
part des travaux dans le domaine de 1'approvisionnement non fiable. Ce domaine de 
litterature montre que les politiques simples ((s, Q) ou (s, S)), sont optimales dans le cas 
de modeles simples avec pertes de ventes et delais stochastiques sous certaines 
hypotheses (Hill et Johansen, 2006). Dans les autres cas, cette politique est posee 
comme point de depart et une methode de determination des valeurs optimales des 
parametres s et Q est proposee (Hadley et Within, 1963 ; Mohebbi et Posner, 1998). Ces 
politiques ont l'avantage d'etre souvent utilisees dans la pratique par les gestionnaires. 
7.2.3 Influence de la variability du delai de livraison 
Certains auteurs ont l'influence de la variabilite du delai de livraison des modeles 
d'approvisionnement simples avec une politique (s, Q). II en ressort que de maniere 
generale, varier la variance du delai de livraison a plus d'impact que varier sa moyenne. 
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De plus 1'augmentation de la variabilite du delai de livraison a generalement pour 
consequence l'augmentation du cout total. Par exemple, Mohebbi et Posner (1998) ont 
etudie le cas d'un modele avec perte de ventes et ont montre, avec des distributions 
erlang et hyperexponentielle, que plus la variabilite du delai augmente, plus le cout total 
et la quantite optimale Q augmentent, sans cependant trouver de tendance monotone 
dans la variation de s. He, Kim et Hayya (2005) ont montre de leur cote, avec une 
distribution uniforme tronquee, et pour un modele avec retards possibles, que plus la 
variabilite du delai augmente, plus s, Q et le cout optimal augmente. 
Pour des systemes plus complexes, on pourra parfois obtenir des resultats contre 
intuitifs, tel qu'une diminution du cout total quand le delai de livraison. Inderfurth et van 
der Laan (2001), Kiemuller (2003) Zanoni, Ferretti et Tang (2005) ont observe un tel 
phenomene, appele paradoxe de delai, dans les systemes hybrides de production et de 
refection commandes par des politiques de controle PULL ou PUSH. S'ils ont remarque 
que l'augmentation du delai d'acquisition ou de production augmente le cout total, 
l'augmentation du delai de refection entraine dans certains cas une augmentation du cout 
total. 
En conclusion, selon les particularites des modeles etudies, l'augmentation du delai de 
livraison n'entraine pas systematiquement une augmentation du cout total et des 
parametres de commandes optimaux. Nous ne pouvons done pas comparer nos resultats 
sur l'effet de la moyenne et de la variabilite du delai de livraison a ceux trouves dans la 
litterature. On notera toutefois que nos resultats suivent les conclusions generalement 
faites dans la litterature, a savoir qu'une augmentation de la variabilite du delai ou de sa 
moyenne entraine une augmentation des parametres de la politique d'approvisionnement 
et une augmentation du cout total. 
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7.3 Conclusion 
Dans ce chapitre nous avons discute de nos resultats experimentaux, en comparant entre 
eux les resultats des deux modeles d' approvisionnement etudies dans nos travaux de 
recherche en regard de la revue de litterature presentee au debut du memoire. Nous 
concluons de l'interet de relacher 1'hypothese d'appro visionnement parfait et de 
controler conjointement la refection et l'approvisionnement dans les systemes hybrides 
de reparation et de refection. 
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CONCLUSION 
Le secteur de la refection est un secteur de plus en plus economiquement important. II 
croit au rythme de la legislation de plus en plus restrictive sur la gestion des produits en 
fin de vie et de la prise de conscience des industriels qu'ils peuvent ameliorer leur 
productivite en recuperant la valeur ajoutee restante des produits usages. Le 
developpement de la refection exige cependant des outils de gestion qui soient adaptes 
aux nombreuses contraintes, parmi lesquelles une grande variabilite dans la qualite des 
items a remettre a neuf et done une variabilite dans les sequences de reparation a 
effectuer. Dans ce contexte, ce travail de recherche s'est interesse plus particulierement 
aux systemes hybrides de reparation et de refection de biens d'equipements. Un tel 
systeme partage ses ressources manufacturieres entre reparation d'equipements suite a 
une defaillance majeure et refection planifiee des equipements en fin de vie. La refection 
consiste en la reparation ou le remplacement d'un composant. 
Initialement, les modeles hybrides de reparation et de refection consideraient 
l'approvisionnement comme parfait. Notre objectif global de recherche etait de trouver 
une politique de controle du taux de refection qui prenne en consideration un 
approvisionnement non fiable en pieces de rechange, car il limite l'utilisation du mode 
de remplacement. Pour cela, nous avons propose deux modeles pour 
l'approvisionnement. Nous avons considere pour le premier modele que 
l'approvisionnement etait exterieur a notre probleme d'optimisation et intervenait sous 
la forme d'une probability de disponibilite des pieces de remplacement. Le second 
modele englobe la gestion de l'approvisionnement dans son perimetre et propose une 
politique conjointe de refection et d'approvisionnement avec un delai stochastique de 
livraison. Pour chacun de ces modeles, nous avons propose une politique de controle 
dans la famille des MHPP qui permet de controler le taux de refection en fonction de 
seuils de l'inventaire d'equipements disponibles. L'approvisionnement est, dans le 
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second modele, controle par une politique (s, Q). Le probleme d'optimisation du cout 
total moyen par unite de temps sur le long terme est alors equivalent a la determination 
des valeurs optimales des parametres de la politique de controle pour chaque modele. 
Dans Particle '''Optimization of the control policy for a stochastic 
remanufacturing system with unreliable replacement parts supply", nous 
proposons une politique de controle a deux seuils et developpons un modele de 
simulation du systeme avec le logiciel Awesim 2. Ce modele est valide en 
comparant les resultats dans le cas particulier ou l'approvisionnement est fiable 
avec ceux obtenus dans la litterature. 
Dans l'article "Control of a repair and overhaul system with probabilistic parts 
availability", nous avons montre les equations (forward) de Kolmogorov qui 
expriment revolution des densites de probabilite de la position d'inventaire. 
Puis nous determinons de maniere analytique l'expression du cout total en 
fonction des deux seuils critiques de la politique MHPP modifiee. A l'aide 
d'une procedure sous Maple 7, les valeurs optimales sont derivees et comparees 
a celles obtenus avec le modele de simulation dans l'article precedent. Cette 
etape valide notre developpement mathematique. 
Dans l'article « Joint Hybrid Repair and Remanufacturing Systems and Supply 
Control", le probleme d'optimisation conjointe du controle de la refection et de 
l'approvisionnement ne peut etre derive analytiquement. Nous proposons une 
politique a deux seuils critiques associee a une politique d'approvisionnement 
(s, Q) et utilisons une methode de resolution combinant simulation, plan 
d'experiences et methode des surfaces de reponse. Cette approche est utilisee 
sur plusieurs exemples et confirme l'interet de la simulation pour resoudre les 
problemes d'optimisation trop complexes ou mathematiquement non solvables, 
notamment dans notre probleme de gestion de la refection avec 
approvisionnement non fiable. 
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La nature complexe et stochastique des operations de refection est un obstacle a 
l'application des methodes traditionnelles de gestion de la production ou de l'inventaire. 
Ces travaux proposent une politiques de controle facile a implanter, avec une structure 
simple de niveaux d'inventaire qui delimite l'execution de modes predefinies de 
reparation et de remplacement et qui peut etre combinee a une politique classique 
d'approvisionnement (s, Q). La selection de ces modes predefinis, en termes de couts et 
de durees d'execution, doit etre consciencieusement faite par les gestionnaires avec une 
vision d'ensemble, alors que cette decision revient souvent dans la pratique a l'ouvrier 
effectuant cette tache. 
Une extension logique de ces travaux serait de prendre en consideration la nature 
stochastique de la qualite des equipements a remettre a neuf, qui parfois n'autorise pas 
de reparation et doit etre remplace. On pourrait par exemple considerer une probabilite 
de ne pouvoir reparer l'equipement. Cette extension permettrait une resolution 
analytique comme pour la probabilite de disponibilites de pieces de rechange presentee 
dans nos travaux. 
Generalement, s'appuyer sur differents fournisseurs permet de repartir les incertitudes 
sur les delais et la qualite des commandes et d'avoir des delais effectifs reduits. C'est le 
principe de l'approvisionnement multiple (dual sourcing) dans lequel on repartit la 
commande a passer en plusieurs commandes aupres de fournisseurs qui peuvent 
posseder des couts, delais et des qualites differents. II s'agit ensuite de faire un 
compromis entre les couts fixes de commandes et les avantages escomptes. La 
variabilite du delai de livraison ayant un impact important sur le cout total du systeme 
hybride de reparation et de refection et de l'approvisionnement, sans pour autant etre un 
element controlable, proposer un modele a plusieurs fournisseurs peut etre une 
possibilite pour en diminuer l'effet. 
Nos modeles considerent la refection, la reparation et l'approvisionnement en pieces de 
rechange d'un type unique de produit. Dans la mesure ou un equipement est dans la 
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realite compose de multiple composants et etant donne que le systeme hybride de 
reparation et de refection possede des ressources manufacturieres polyvalentes, etudier 
le cas de plusieurs types d'equipements ou de composants est egalement une extension 
de notre modele. Dans ce cas, chaque type de produits ou composant possede un stock 
d'inventaire, un taux de demande et est controle par un taux de refection different. Les 
taux de refection a determiner sont alors relies par une contrainte de capacite finie. 
L'application de l'approche de resolution par simulation, plans d'experiences et outils 
statistiques devrait permettre de resoudre ce genre de probleme de controle, a l'image 
des travaux effectues dans le controle des FMS. 
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A N N E X E A : D E M O N S T R A T I O N DES E Q U A T I O N S F O R W A R D 
D E K O L M O G O R O V 
Nous posons ou rappelons les notations suivantes : 
Ra region dans le mode a; R} = {xe R \ z2 < x < z,} et R2 = {x e R | x < z2} ; 
p probabilite de disponibilite des pieces de rechange; 
£ etat du systeme de refection; (£ = 1, traitement des retours planifies 
d'equipements a remettre a neuf; £ = 2, traitement des retours non planifies 
d'equipements a la suite d'une defaillance majeure); 
L ; taux de transition de l'etat £ a £ ; Xn pour £ = 1 et hi pour £ = 2 ; 
A 
. ^21 ^21. 
va<* vitesse en mode a et dans l'etat £, avec a = 1,2 et £ = 1,2; 
Va=diag[vaC] ; 
^ densite de probabilite en mode a et dans l'etat £, avec a = 1,2 et £ = 1,2 ; 
fai(yS)dy = Pr[(? < *(0 < 7 + dy) D (£(0 = /)] pour i= 1,2; 
/ ^ | densite de probabilite en regime stationnaire; f^ (x) = lim,^^ fa^ (x, t); 
fa(x,t) = \fai(x,t) fa2(x,t)Y pour a = 1,2; 
/ = / n hi 
./21 /22. 
Nous cherchons a determiner la densite de probabilite de x a t + At dans la region Ra et 
avec l'etat £ Dans un premier temps, nous analysons les cas ou {a = 1 et £ = 1,2} et 
{a = 2 et <f = 2} e n x a / + A/. Dans un second temps, nous examinerons le cas particulier 
ou {a = 2 et £ = 1} dans lequel la disponibilite des pieces de rechange intervient. 
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fa%{x,t + At) pour {a = 1 et £ = 1,2} ou {a = 2 et <f = 2}: 
Une maniere de se trouver en x a / + At dans 7?a avec l'etat £ est de se trouver en 
x - Ax et dans l'etat £, a / et de n'avoir aucune transition de l'etat du systeme 
Ax 
pendant At. On a alors At = et la densite de probabilite de x a t + At : 
/a£ (*> ' + A*) = / « | O - Ax, /) • (1 - / U • At) 










rtfatiX't + AO = faf(x- Ax,0 • % • At. 
En ajoutant ces deux scenarii, on trouve l'expression de la densite de probabilite 
et on developpe l'expression pour rassembler les termes en At et Ax : 
fa§(x,t + At) = fa^(x- Ax,t) • (1 - X g • At) + f^{x + Ax,t) • X^ • At 
fa4(x,t + At) = - ( ! - % • At)-





+ fa((x,t) • (1 - kg • At) + fa^(x + Ax,t) • Ag • At 




Ax •v. «£ 
' % • fa£(*> 0 + fag(X + Ax,t)-A^ 
En faisant tendre At et Ax vers 0, on obtient finalement l'expression : 
jMx>t)=-*x-;fa^(x,t) = -T-/^(^»0 ' V - % • /«£(*>')
 + fal(*'0 ' % 
215 
fa%(x,t + At) pour {a = 2 et £ = 1} : 
Une maniere de se trouver en x a t + At dans Ra avec l'etat £ = 1 est de se 
trouver en x - Ax et dans l'etat ^ = 1 a /, de n'avoir aucune transition de l'etat du 
systeme pendant At et d'avoir des pieces de rechange en stock (fi = 1). On a 
alors At = 
Ax 
u2-d 
et la densite de probability de x a t + At devient : 




At • (u2 - d) 
+ p-(l-An-At)-f2](x,t) 
Se trouver en x - Ax et dans l'etat ^ = 1 a t, de n'avoir aucune transition pendant 
At et de n'avoir des pieces de rechange en stock (fi - 2). On a At = Ax 
u, -d 
et 





At • (ux - d) 
+ (l-p)-(l-Ai2-At)-f21(x,t) 
Se trouver en x + Ax et dans l'etat ^ = 2 a t et d'avoir une transition pendant At: 
Ax 
At = — et la densite de probability sera f2l(x,t + At) = f22(x- Ax,t) • A^y • At 
d 
En ajoutant ces trois scenarii, on trouve l'expression de la densite de probabilite 
et on developpe l'expression pour rassembler les termes en At et Ax : 
/21(x,* + At) = p • f2l(x- Ax,t) • (l-^At) 
+ (l-p)-f2\(x-&x>t)-(l~^2 • A0 + /22(X + A x ' 0 - ^ 1 At 
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f2l(x,t + At) = -p-(l-Ai2At) 
+ p-(l-Al2-At)-f2l(x,t) 
- ( l - p M i - V A O -
f2\(x,t)-f2X{x-Ax,t) 
Ax 
• At • (u2 - d) 
ff2i(x,t)-f2\(x-Ax,t)^ 
Ax 
• At • (w, - d) 
+ (l-p)-(\-Xn • At)• f2](x,t) + f22(x- Axfy^At 
puis en rassemblant les termes enp et (1 - p), on obtient 1'expression suivante 










En faisant tendre At et Ax vers 0, on obtient fmalement l'expression : 
-zrf2\(x,t) = -[p-(u2-d) + (\-p)-(ux-d)\—fn{x,t) 
at ox 
-^2-f2i(x,t) + /t2i-f22(x,t) 
Nous venons de montrer que la densite de fonction fai evolue selon les equations aux 
derivees partielles de Kolmogorov (Forward): 
-\ -> _ _ 
-^-faix,i) = ~Va • —fa(x,t) + A
T • fa(x,t) pour xe Ra et a = 1,2 
at ox 
Avec Vi'=Vi et K2'= 
• (p• (u2 -d) + (\-p)-(ux -d) 0 
0 -d 
217 
ANNEXE B : PROCEDURE SOUS MAPLE 
Initialisation de la session 
restart: 
Initialisation des parametres du systeme hybride de reparation et de refection : 
- with(linalg): p:=95/100: u0:=20: d:=20: ul:=25: u2:=40: cneg:=100: cpos:=10: c0:=20: cl:=40: 
c2:=100: lambdal2:=4: lambda21:=10: vll:=ul-d: vl2:=0-d: v21:=p*(u2-d)+(l-p)*(ul-d): 
v22:=0-d: 
Calcul des matrices de transition et des matrices des vitesses dans les regions 






















































Vpll, Vpl2 := 0, 1, { v l ^ , 1 , {[4,1]} 
















fllzl ' 3 + 3 6 
(-3/10x+3/10Z/) 
. , H 2 2 (-3/10JT+3/10Z/A f S 
./7727|-- + -e j ^ z i ^ e 
. „ , (2Q 2 0 (-3/10A + 3/10Z/) 
+fl2zl l y - y e 
8 5 (-3/10A- + 3/10Z/) 
F2:= 
7 7 3 2 154X"154^ 
^ I 45-45 C 
+/?2z2 
_,, , . 154 154 (TM'-IM- , _„ „ 
^ Z 2 l 2 2 5 - 2 2 5 e + ^ 
4S*-£z-' 
/ I 45 45 \ \ 
16 16 1 5 4 I _ 1 5 - | S 
v * * y 
/ f 45 45 A\ 
_32 77 ir54i'-i54z-
v "45
 + 4 5 e y j 
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Expression de fn(x), fa (x), fa (x), fa (x) en fonction de fn(zi), fa (zi), fa fe) et 






„ , , ,, , , f 8 <-3/10*+3/10Z7) 5\ ( 20 (-3/I0.T + 3/10Z/) 20 
Fll ^x^fllzl ^ e -^+fl2zl ( - y e + 3 
F12 :=X-*fllzl ( |e
(-3 / , ("+3 , ,°Z/ ,- |]+/72z7 ^ | 0 < - ™ " ™ » > + | 
145 45 \ / 45 45 
F21 := x -4 - 7^/27z2 ev y + -z~j22z2 ev 
f45 45 ^ 145 45 ' 
,-,„ 154 T5V"T54^ I 77 [lT4
x-T54z' 
F22 := x - » - ^5J2]z2 e + ̂ ^ e 
Resolution du systeme d'equations pour trowerfu(z]),fa (zi),fa (zz),fa fa) et P^ 
en fonction de zi et 22 : 
- sols:=solve({Pzl=vll/lambdal2*Fll(Zl),vll*Fll(Z2)=v21*F21(Z2),vl2*F12(Z2)=v22*F22( 




sols := i Pzl --.3142857143 10 12 
.7333333337 101 2- .1486222223 10>3 e ^ ™ o o o z , + ,oooooooooz,)+ m z i _ m ^ 
fllzl = -.25142857141012 
1 




: 7 3 3 3 3 3 3 3 3 7 i o 1 2 7 l ^ ^ 
j21z2 = -.5102040816 109 
~~~ (-.3O0O0O0000Z2 + .3000OOO000Z7) n„ A ^ , , „„, 
-929. e + 924. + 231.Z7-231.Z2 
n n (-.300000000QZ2 + .3000000000Z7) ' 
.73333333371012-.1486222223 1013e + 121.21 - 121. Z2 
./22r2 =-.142857142910 10 
(-30Z? + 3 Zl\ 
-107.e " ' + 132. + 33 .21- 33.22 
.733333333710'2-.148622222310"e (-'300000~+~^^^^ 
Expression de Efx'J, Efx+J et / en fonction de zi et ẑ  










- J:=J-+J++J0+J1+J2: evalf(J); 
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„ , , ~ „ „ , „ .. , „ „ (-2922077922Z2) „ „ „ n (-.5922077922Z2 + .3OOO0OOOO0Z7) 
-936.9283951 (33. e Z2 - .1602040815 10ue 
__ „ . (-.2922077922Z2) (-.292207792222) / 
- 33.Zl e - 132. e ) / ( 
n ,, (-.3000000000Z2 + .30000000002/ ) 
-.73333333371012 + . 1486222223 1013e - 121.2/+ 121.Z2 
.3142857143 1013Z7 
)+ 
-.7333333337 1012 + .1486222223 10
13 e W ( — ^ ^ 
- 51.85185185(.2020408162 10!2 Zl + .6734693875 1012 - 9. Z/2 + 9. Z22 
- .2020408162 1012 Z2 e < - 3 ° « ^ " o o o z , ) 
- .6734693875 1012 e(--30oooooooQZ? + .3oooo«oooaz;)) / ( 
-.733333333710'2 + .148622222310>
3e1'-30000™^^ 
) - .6083950617(-.72091836691013Z2 e<-30oooooooo2, + .3000000000Z/, 
„ ,.„14 (-3000000000Z2 + .3000000000ZV) . , „ „ 
+ .2467142856 1014 e + 1485. Z21 + 20328. + 5082. Zl 
(- 29'120779'12Z' , 1 
- 11022. Z2- 1485. Z2ZJ+ 5082. e " " Z2 
- .2467142856 10" f»™™»* + ***™™»> _ 5082. Z/ e<-™
2 2^> 
- 20328. e(-2922°77922Z2))/( 
-.73333333371012 + .148622222310<
3
 e<-»ooooooooz2 + .3oooooooooz.> _ ] 2 L z ; + ] 2 L z 2 





(-3. Zl + .377142857010" +3. Z2 - .377142857010" e < - -
3 » » ° ^ 2 - 3 » « ^ ^ ) ) 
/ ( 
-.73333333371012+.148622222310
13e(-3M0000000Z2 + -3000000000Z')-121^ 
, 2635.111111 ( - . 3 2 6 5 3 0 6 1 2 2 1 0 1 2 e ^ ^ ^ ^ ^ ^ n _ ^ _ ^ z ] + 3 3 n ) 
)~-.73333333371012+.148622222310
13e(-300000(IO°^ 
Representation graphique du cout total J dans l'espace en utilisant un quadrillage 
de zi et Z2 '• 
with(plots): 
- T2:=seq(k/4,k=0..40):Tl :=seq(l/4,l=40..200): 
- cosdata := [seq([ seq([Z2,Zl,J], Z2=T2)], Z1=T1)]: 
surfdata( {cosdata}, axes=frame, labels=[x,y,z]); 
222 
Verification de la convexite de la fonction J en examinant les courbes des derivees 
partielles d'ordre 2 
- M:=(Zl,Z2)->evalf(J):minimize(J,Zl,Z2):MM:=unapply(J,Zl,Z2): 
- ZW:=unapply(diff(MM(Zl,Z2),Zl,Zl),Zl,Z2):sindatal:= [seq([ seq([Z2,Zl,ZW(Zl,Z2)], 
Z2=T2)], Zl=Tl)]:surfdata( {sindatal}, axes=frame, labels=[x,y,z]); 
- ZW2:=unapply(diff(MM(Zl,Z2),Zl,Zl),Zl,Z2):sindata2:= [seq([ seq([Z2,Zl,ZW2(Zl,Z2)], 
Z2=T2)], Zl=Tl)]:surfdata( {sindata2}, axes=frame, labels=[x,y,z]); 
223 
Minimisation de J(n, z%) pour trouver les valeurs zi*, Z2* et J* : 
- M:=(Zl,Z2)->evalf(J):minimize(J,Zl,Z2): 
- solfm:=fsolve( {diff(M(Z 1 ,Z2),Z 1 )=0,diff(M(Z 1 ,Z2),Z2)=0}, {Z1 ,Z2}); 




Z2 := 4.033296583 
Zl := 24.50231027 
1230.737375 
Complements: trace des densites de probability/(JC) en fonction de x dans les etats 




- P3 :=plot(F21 (x),x=-10. .Z2,color=blue,thickness=2): 
- P4:=plot(F22(x),x=-10..Z2,color=blue,thickness=2): 

















5 10 15 
""•'••'•, T I I I I ' 
20 
0.05 
Complements: calcul des composants du cout total moyen 
J} cout des retards, J2 cout de stockage, Jj cout d'execution du mode 0, J4 cout 
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ANNEXE D : MODELES DE SIMULATION 
Modele de systeme hybride de reparation et de refection avec probability de disponibilite 
des pieces de remplacement controle par une politique a deux seuils {zu, z?) 
Reseau 
TsuxPl = DEM1 
> 


















Y W W » 
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;loi de commande 
EQUIVALENCE, {{DEM 1 ,XX[ 11 ]}}; 
EQUIVALENCE, {{Uml ,XX[21 ]}, {Um2,XX[22]}}; 
EQUIVALENCE, {{TauxP 1 ,XX[31 ]}, {Tdem,XX[40]}, {Tmax 1 ,XX[41 ]}, {Tmax2,XX[42]}}; 
;fiabilite 
EQUIVALENCE,{{X0,LL[11]},{X1,LL[11]+10}}; 
EQUIVALENCE, {{XI 2,0.25 },{X21,0.10}}; 
EQUIVALENCE, {{MTBF,EXPON(X 12,X0)}, {MTTR,EXPON(X21 ,X1)}}; 
;variables de stock 
EQUIVALENCES {ST1,SS[1]}}; 
EQUIVALENCE, {{BLOC,LL[0]}}; 
EQUIVALENCE, {{p,XX[50]}, {Z1 ,XX[51 ]}, {Z2,XX[52]}}; 
EQUIVALENCE, {{dispo,XX[60]}}; 
;collecte de stat 
TIMST, 1 ,Tdem*BLOC," 1 ",0,0.0,1.0; 
TIMST,2,Tmax 1 *BLOC,"2",0,0.0,1.0; 
TIMST,3,Tmax2*BLOC,"3",0,0.0,1.0; 










#defme Uml XX[21] 
#define Um2 XX[22] 
#defineTauxPlXX[31] 
#defme ST1 SS[1] 
#define DSTOK1 DD[1] 
#defme BLOC LL[0] 
void SWFUNC STATE(void) 
{ 
/* PRODUIRE AU TAUX MAX OU CELUIDE LA DEMANDE */ 
/* METTRE AJOUR LE STOCK DU PRODUIT. Cas de panne pas de production BLOC = 0 */ 
DSTOK1 = TauxPl * BLOC - DEMI; 
/* Integrate dans le temps de stock positif et stock negatifV 
DD[2] = (ST1 >= 0) ? ST1 : 0.0; 




Modele de systeme hybride de reparation et de refection et d'approvisionnement 
controle par une politique a (zu z%, s, O). Le delai de livraison a une distribution 




d»po =.3 "> -


















\ TTAVOf?) \ 





3>- ^ •wJ-GPFr I 
ITBOXPI - DEMI 
STi POSITIVE Zl CC0001 l \ -
ISTI NEGATIVE Zl-0.00031 OflOQOT 1 
I sn POSITIVE 22 O.OQOOl 1 \— 
E>~ .'V 
iTauxPl=Ural 
»V«f W ^ 
K5> 
•f m* " W » 
IST2 NEGATIVE Uo.QOQOl 1 J .1 I . / i |d,.i»-i i 7 
fjNF V w V * 
Fichier de controle 
GEN,"208","simulation_selon_reappro"„405,YES,YES; 
LIMITS,100,20,-1,-1,-1,-1; 
SEEDS,{{ ,1,YES},{ ,11,YES},{ ,21,YES}}; 
SEEDS,{{ ,2,YES},{ ,12,YES},{ ,22,YES}}; 
SEEDS,{{ ,3,YES},{ ,13,YES},{ ,23,YES}}; 
SEEDS,{{ ,4,YES},{ ,14,YES},{ ,24,YES}}; 
SEEDS,{{ ,5,YES},{ ,15,YES},{ ,25,YES}}; 
SEEDS,{{ ,6,YES},{ ,16,YES},{ ,26,YES}}; 
SEEDS,{{ ,7,YES},{ ,17,YES},{ ,27,YES}}; 
SEEDS,{{ ,8,YES},{ ,18,YES},{ ,28,YES}}; 
SEEDS,{{ ,9,YES},{ ,19,YES},{ ,29,YES}}; 
SEEDS,{{,10,YES},{,20,YES},{,30,YES}}; 






;duree de la simulation 
EQUIVALENCE, {{Tsimul,l 000000}}; 
INITIALIZE,0.0,Tsimul,YES„NO; 
;defmir cout 
EQUIVALENCE, {{INVPl,SS[2]/TNOW},{INV2,SS[5]/TNOW}, {IN VNl,SS[3]/TNOW}}; 
;loi de commande 
EQUIVALENCE, {{DEM 1 ,XX[ 11 ]}}; 
EQUIVALENCE, {{Um 1 ,XX[21 ]}, {Um2,XX[22]}}; 
EQUIVALENCE, {{TauxPl ,XX[31 ]}, {Tdem,XX[40]}, {Tmax 1 ,XX[41 ]}, {Tmax2,XX[42]}}; 











;collecte de stat 
233 
TIMST, 1 ,Tdem*BLOC," 1 ",0,0.0,1.0; 








RECORD,„TNOW,"T1ME",{AWESIM,EXCEL}„TTBEG,200000,200000,{{XO,, },{Z1,, },{Z2,, },{Q, 
, },{s,, },{L,, },{INVP1,, },{INVN1,, },{DEM1*TTAVG(1),, },{Uml*TTAVG(2),, 
},{Um2*TTAVG(3),, },{INV2,, },{TTAVG(4),, },{N,,}}; 
5 
;initialisation 








#define DEMI XX[11] 
#define Uml XX[21] 
#define Um2 XX[22] 
#define TauxPl XX[31] 
#define Tmax2 XX[42] 
#define ST1 SS[1] 
#define DST0K1 DD[1] 
#define ST2 SS[4] 
#define dispo XX[61] 
#define dispoO XX[80] 
#define dispol XX[81] 
#define BLOC LL[0] 
void SWFUNC STATE(void) 
{ 
/* METTRE AJOUR LE STOCK DU PRODUIT. Cas de panne pas de production 
BLOC = 0 */ 
DSTOK1 = TauxPl * BLOC - DEMI; 
/* METTRE AJOUR LE STOCK DES PIECES DE REMPLACEMENT. */ 
S S [ 4 ] = SSL [4] - Um2*DTNOW*dispo*BLOC*Tmax2; 
DD[5] = S T 2 ; 
/* Integrale dans le temps de stock positif et stock negatif*/ 
DD[2] = (ST1 >= 0) ? ST1 : 0.0; 




Modele de systeme hybride de reparation et de refection et d'approvisionnement 



















^TTAVC(5HTTAVO(6Vt-TTAVOf7) \ ^ . , J 
/ jNF VyW-»-
r~ T 'I | - P \ isn Mzi! ~\ 
ST1 POSITIVE 21 0 00001 ll * M 1 f— 
'"D ST1 KB0A1JVE Z1-G.Q0001 J0.0Q0&1 1 
| s n POSITIVE Z20.00601 i f— 
(3T1 NEGATIVE ZJ-OOOOO! 10000)1 
|T«WP1-Uaa 
».f 3^ Vyw*-
• ^ I N T V V A T * -
^ 
jTsoxPl-TJnil 
—»4 MF U v w * . 
. . / • " 
ST1 OTHER. 00.03901 1 —^JNF V v W * 
[( jWF^WV*. 
[3Tl-STi*Qi _ * \ 
jdispo - 1 J J T 
ITaimPl-Una 
J .*-*•{ JNF 
V ' j N F i - v W W 
Fichier de controle 
GEN,"208","simulation_selon_reappro"„405,YES,YES; 
LIMITS, 100,20,-1,-1,-1,-1; 
SEEDS,{{ ,1,YES},{ ,11,YES},{ ,21,YES}}; 
SEEDS,{{ ,2,YES},{ ,12,YES},{ ,22,YES}}; 
SEEDS,{{ ,3,YES},{ ,13,YES},{ ,23,YES}}; 
SEEDS,{{ ,4,YES},{ ,14,YES},{ ,24,YES}}; 
SEEDS,{{ ,5,YES},{ ,15,YES},{ ,25,YES}}; 
SEEDS,{{ ,6,YES},{ ,16,YES},{ ,26,YES}}; 
SEEDS,{{ ,7,YES},{ ,17,YES},{ ,27,YES}}; 
SEEDS,{{ ,8,YES},{ ,18,YES},{ ,28,YES}}; 








duree de la simulation 




;loi de commande 
EQUIVALENCE^ {DEMI,XX[11]}}; 
EQUIVALENCE,{{Uml,XX[21]},{Um2,XX[22]}}; 
EQUIVALENCE, {{TauxP 1 ,XX[31 ]}, {Tdem,XX[40]}, {Tmax 1 ,XX[41 ]}, {Tmax2,XX[42]}}; 













collecte de stat 









RECORD„,TNOW,"TIME",{AWESIM,EXCEL}„TTBEG,200000,200000,{{X0,, },{Z1,, },{Z2,, },{Q, 
, },{s,, },{L,, },{INVP1,, },{1NVN1,, },{DEM1*TTAVG(1),, },{Uml*TTAVG(2),, 
},{Um2*TTAVG(3),, },{INV2,, },{TTAVG(4),, },{N,,}}; 
initialisation 










#defme Um2 XX[22] 
#defmeTauxPl XX[31] 
#defme Tmax2 XX[42] 
#define ST1 SS[1] 
#define DST0K1 DD[1] 
#defme ST2 SS[4] 
#definedispoXX[61] 
#defme dispoO XX[80] 
#defmedispolXX[81] 
#define BLOC LL[0] 
void SWFUNC STATE(void) 
{ 
/* METTRE AJOUR LE STOCK DU PRODUIT. Cas de panne pas de production BLOC = 0 */ 
DSTOK1 = TauxPl * BLOC - DEMI; 
/* METTRE AJOUR LE STOCK DES PIECES DE REMPLACEMENT. */ 
SS[4] = SSL[4] - Um2*DTNOW*dispo*BLOC*Tmax2; 
DD[5] = ST2; 
/* Integrate dans le temps de stock positif et stock negatif*/ 
DD[2] = (ST1 >= 0) ? ST1 : 0.0; 




Modele de systeme hybride de reparation et de refection et d'approvisionnement 
controle par une politique a (Z, s, 0). 















iduree de simulation 
EQUIVALENCE, {{Tsimul, 1000000}}; 
INITIALIZE,0.0,Tsimul,YES„NO; 




EQUIVALENCE, {{Z,XX[51 ]}}; 
;loi de commande 
EQUIVALENCE, {{DEM 1 ,XX[ 11]}, {Um2,XX[22]}}; 
EQUIVALENCE, {{TauxP 1 ,XX[31 ]}, {Tdem,XX[40]}, {Tmax2,XX[42]}}; 
EQUIVALENCE,{{N,LL[20]},{dispo,XX[61]},{Q,XX[70]},{s,XX[71]},{L,XX[72]}}; 
9 
;demande planifiee et delai de livraison 
EQUIVALENCE, {{X0,LL[ 11 ]}, {X1 ,LL[ 11 ]+10}, {X2,LL[ 11 ]+20}}; 
EQUIVALENCE,{{X12,4},{X21,10}}; 
EQUIVALENCE,{{MTBF,EXPON(l/X12,X0)},{MTTR,EXPON(l/X21,Xl)},{Tlivr,EXPON(4,X2)}}; 
;demande planifiee et delai de livraison 







RECORD,„TNOW,"TIME",{AWESIM,EXCEL}„TTBEG,10000,10000,{{X0,, },{Z,, },{Q,, },{s,, 












#define Um2 XX[22] 
#defineZXX[51] 
#defineTauxPlXX[31] 
#define Tmax2 XX[42] 
#define Tdem XX[40] 
#define ST1 SS[1] 
#define DST0K1 DD[1] 
#defme ST2 SS[4] 
#definedispoXX[61] 
#defme dispoO XX[80] 
#definedispolXX[81] 
#define BLOC LL[0] 
void SWFUNC STATE(void) 
{ 
/* PRODUIRE AU TAUX MAX OU CELUIDE LA DEMANDE */ 
TauxPl = (ST1 < Z && dispo = 1) ? Um2 : DEMI; 
Tmax2 = (TauxPl == Um2) ? 1 : 0; 
Tdem = (TauxPl == DEMI) ? 1 : 0; 
/* METTRE AJOUR LE STOCK DU PRODU1T. Cas de panne pas de production BLOC = 0 */ 
DSTOK1 = TauxPl * BLOC - DEMI; 
/* METTRE AJOUR LE STOCK DES PIECES DE REMPLACEMENT. */ 
SS[4] = SSL[4] - Um2*DTNOW*BLOC*Tmax2; 
DD[5] = ST2; 
/* Integrate dans le temps de stock positif et stock negatif*/ 
DD[2] = (ST1 >= 0) ? ST1 : 0.0; 




ANNEXE E : RESULTATS DES SIMULATIONS POUR LE 
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Conditions experimentales : 
10 
c • ^ ' c « l - •'- • - ct 
100 I 20 I 40 






•* -\i.ir-'- '• 
10 

























































1L by 2L 
Error 
Total SS 
ANOVA; Var.J; R-sqr=,91338; Adj:,88146 (Spreadsheet 1) 


















































Rcgrcssn i Std.Err. ' 
Coeff. 1 \ 
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1/C « « m 
J* 
1 1 / 1 1 1 1 
Conditions experimentales: 
245 
'- c* • ••• e"-
10 I 100 
Ca 
20 
. ' Ci 
40 
C? \ ..<*. V 
100 | 0.75 
kr> 
4 
A J* "'• 
10 

























































1L by 2L 
Error 
Total SS 
ANOVA; VarJ ; R-sqr=,92768; Adj:,90104 (Spreadsheet 1) 









































Regressn 1 Std.Err. I t(21) ] p 





1246.53!-2,12268'-587,244? 0,00000( 1242,12- 1250,951 
-6.721 1,16264:. -5,780f 0.0000K -9,13c -4,302 
7.7212.013761 3,83410.00096: 3.532 11.90' 
-13,02' 1,16264^ -11,204' 0.000001 -15,445 -10,60c 
17r60< 2,01376(| 8,744^ 0,00000( 13,421 21.79' 
-5.34J 1.42394;: -3.755S' 0.001162 -8,30 c -2,382 























Resultats du plan d'experience : 
























































ANOVA; Var.J; R-sqr=,90593; Adj:,87128 (Spreadsheet!) 



















































II. bv 2L 














































Conditions experimentales : 
247 








n . l AM . •- X->f-
0.85 I 4 | 10 


























































1L by 2L 
Error 
Total SS 
ANOVA; Var.J ; R-sqr=,84742; Adj:,7912 (Spreadsheet 1) 



























F I p 
0,1818 ( 0.83512^ 
28,9179 0,00003' 
12,594?; 0,00214^ 
9 ,24651 0,PQ672.: 
3^6706TZE°iWPJ:. 
i4".729r! "ojooi'iil 


























-95 ,% 1 +95 ,% 
Cnf.Limtl Cnf.Limt 
1231,78:, 1240,37! 











Conditions experimentales : 
\:..'4?" 
10 






o \ ' P 
100 | 0.90 
*i-
4 
' « ' k <S1 
10 



















emit total .1 nour chaciue truncation 






































ANOVA; Var.:J; R-sqr=,88989; Adj:,84933 (Spreadsheetl) 
2 3-level factors, 3 Blocks, 27 Runs; MS Residual=l 1,74625 
SS 1 df 
} 
J 
MS F P 
41,444 2! 20,7220' 1,76413' 0,198265 















^ 8.I905F 0.00997JI 
223,1791 19i 11,74621 1 
2026,901! 265 1 ! 




2 K Q J L _ _ 
(2Z2(L) 
Z2(Q) 
1L by 2L 
Regressn 
Coeff. 
Std.Err. 1 t{21) | p j 
1232.32M.52759": 806,711' 0,00000( 
-2.45c 0,83669C -2,939' 0.007831 
5.126 1.44920( 3,537' 0.00195: 
5,80* 0,83669( 6.9341 0,00000' 
11,501' 1,44920( 7,936( 0,00000( 
-2,831 1.02473s -2.7631 0.01165: 
-95,% 1 +95,% 
Cnf.Limtl Cnf.Limt 
1229.14' 1235,50: 
-4,19s -0,71 S 
'2.112,. . "8.14C 
4,062"" ,,7.542 
8,48" _ ,1,4.5If 
-4.96J " ' -0.70C 















40 | 100 
p * t •• ^»* | r ' Xii''* 
0.95 I 4 | 10 




















coiit tolul .1 nour CIIHUIH- irnlk'iilimi 



































1L by 2L 
Error 
Total SS 
ANOVA; Var.J; R-sqr=,91139; Adj:,87874 (Spreadsheetl) 
2 3-level factors, 3 Blocks, 27 Runs; MS Residual=l 1,2319 
SS df MS F j p 
1 
46,88( 2 23,442 2,0871< 0,15155! 
128.52: 1 128.521 11,4424' 0.00312; 






1032,22- 91.9010(1 0,00000( 
733,411 65,2972(| 0,00000< 
86.5«2 7.7094'i 0,01202: 
213.40(1 19! 11,23̂ 1 
2408,28:1 26] | 









t{22) | p 
1 
1230,41' 1,70877' 720.059; 0.00000( 
-2,672; 0.93593: -2.8551 0.00920' 
5.28( 1,62108: 3.256i 0.00361. 
7,573| 0,935932) 8,0911 0.00000( 














Conditions experimentales : 
C + - ; . • > - ^ ' : 
10 100 




• - • • a'••'•• 
100 
• • - : v . , j > . •>*• 
1 
': - in ' 1 
4 
;' •: # » V •- •• 
10 





























































ANOVA; Var.J; R-sqr=,89637; Adj:,85819 (Spreadsheetr 
2 3-level factors, 3 Blocks, 27 Runs; MS Residual=25,414( 





















482,861 19! 25,41^ 
4659,53:! 26! ! 







Regressn 1 Std.Err. 
Coeff. 1 
































ANNEXE F : RESULTATS DES SIMULATIONS POUR 
MODELE AVEC POLITIQUE D'APPROVISIONNEMENT 










































































































































































































































































































































































































































































































































































































































































































R-sqr=,95421; Adj:,95207 (casl) 































































11. In 31. 
2I .b\3L 



















































































Valeurs optimales : Zi* 
4 8 3 ' 

























' AM. "' 
10 

































































































































































































































































































































































































































































































































































































































































4 3-level factors, 
R-sqr=,95629; Adj:,95425 (casl) 
5 Blocks, 405 Runs; MS Residua 


































































































2L by 3L 
2Lby4L 
3L by 4L 
de regression : 
Regressn 
Coeff. 















893731 533,7763 0 
181361 -7,3100 0 
046177 3,9086 0 
181361 -19.5656 0 
046177 8,956l"0 
181361 -57,2899 0 
046177 32,6609 0 
181361 -30,2911 0 
046177 11,6912 0 
446866 -6,5459 0 
446866 2,9940 0 
446866 18.4210' 0 
446866; 16,6440 0 



















































































































































































































,'•'<,: cout total J pour chaque replication 





















































































































































































































































































































































































































































































































































R-sqr=,95244; Adj:,95022 (casl) 




































































2L by 3L 






































































s* i Q* 
84.31 | 35.70 
. /* 
1567.30 



















































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
T ^ t o l O C 
1 IflCll U O 
ANOVA; Var :J; R-sqr=,94009; Adj:,9373(cas1) 



































































































1 L b y 2 L 
1Lby3L 
2L by 3L 
2L by 4L 






























































-95 ,% | 










































Conditions experimentales : 
&*** 
10 









. Ci • •: 
4 
JT- : . 
200 
•'*• Xn • 
4 
' 4a "' 
10 































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,96873; Adj:,96727 (casl) 


















































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
SS ! df | MS ! F p 
37131 1 37131 44 
10403 1 10403 12 
532865 1 532865 644 
62994' 1 62994- 76 





































































































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95587; Adj:,95382 (casl) 

































































































2L by 3L 
2L by 4L 
3L by 4L 
de regression : 
Regressn 
Coeff. 
Std.Err. J t(392) 
I 
P 
1453,890 2.500251 581.4975 0,000000 













1,157391 -29,9865! 0,666060 
2,004661 11,825510,000000 
1,417509 -2,2447 0,025347 





C 1,417509 17,0496i 0,000000 










































Conditions experimentales : 
C;~ 
10 











































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95123; Adj:,94895 (casl) 





































































































2L by 3L 
2L by 4L 
3L by 4L 
Regressn 
Coeff. 
Std.Err. t(391) j 
1677,760' 2,982408 562.552C' 
-12,497 1,217563 -10.2642 
11,849 2,108881 5,6186 
-11,331 1,217563! -9,3064 
20,741 2,108881! 9,8351 
































































Valeurs optimales : 
































































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,96352; Adj:,96181 (casl) 






















































































Coefficients du modele de regression : 
Factor 










2L by 3L 
2L by 4L 


































































































































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,94291; Adj:,94025 (casl) 



































































































2L by 3L 
2L by 4L 

















Std.Err. t(391) P 
2.881624 559.1431 0,000000 
1,176418 -5,8710 0,000000 
2,037616 3,0886,0.002154 
1,176418} -13,3077 0,000000 














1,440812 18.8767 0,000000 
1,440812 16,9210 0,000000 


























































































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95274; Adj:,95054 (casl) 
4 3-level factors, 5 Blocks, 405 Runs; MS Residual= 


















































































2L by 4L 










































































































Valeurs optimales : Zj* 
48.56 








Conditions experimentales : 
10 












































































































































cofit total J pour rhiiqiic replication 
1 






























































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 























R-sqr=,95562; Adj:,95355 (casl) 























































_J_1_1_36 _ _ _ _ _ _ 
0,000000 
0,000000 
404f I ! 













2L by 3L 
2L by 4L 
3L by 4L 
Regressn) Std.Err. j t(391) j p 
Coeff. I i 
1572,491 .2,885862 544.8948 0,000000 
-8,133 1178148 -6,9033. 0,000000 
7,50i 2,04061 al 3,6778) 0,000268 
-14,712 1,178148 -12.4876 0,000000 
18,442 2,040613 9.0375 0,000000 
-69,071 1,178148, -58,6267 0,000000 
67,129 2,040613s 32j967To,OOOl)OC 
-34,361 1.1781481 -29,165-1 6,000000 
23,647 2,040613] 11,58841 0,G0000C 
-9,007 1,442931! -6,2420| O.OOOOOO 
4,398 1,442931} 3,04811 6,002460 
27,156 1,4429311 18,8197To,OOo6oC 
24,580 1,44293ll 17,0350! 0,000000 
































Valeurs optimales - 1 * 
48.13 





























loi n o r m a l e 


































































































































































cout total J 
2 
















































































































































































































































































































































































































































































s (Q) _ 
.1.L by 2L 
1Lby3L 
1Lby4L 
2L by 3L 
2Lby4L~ 




4 3-level factors 

















R-sqr= ,95197; Adj:,94973 (casl) 









































































Z1 . (Q) 
(2)Z2 (L) 








2L by 4L 
3L by 4L 
regression : 
Regressnl Std.Err. ] t(391) I p 
Coeff. I I 
'547.947 3.072036' 503,8832s 0,000000 




















Ĵ 2258J_2,6802T 0,007668 
2541541 -14,4628] 0,000000 


































































Conditions experimentales : 









































































































































































































































































































































































































































































































































































































































































































2L by 3L 
2Lby 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95571; Adj:,95364 (casl) 



































































































1_L by 2L 
2L by 3L 
2Lby4L 
3L by 4L ' 












2,89111S 546.7728 0,000000 
JJ80294, -7,0455^0,000000 
1>704433C 3 696Tb,00"b25C 
1,180294 -8 2246 
2,04433C 9 1263 
0,000000 
0,000000 
1,180294, -60,9667! 6,000000 

















































Conditions experimentales : 
290 



























































































































































































rout total J 
2 








































pour rhaque replication 
.1 












































































































































































































































































































































































































































2L bv 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95329; Adj:,95112 (casl) 
4 3-level factors. 5 Blocks. 405 Runs: MS Residual=366.079 







































































Z1... (Q). . . 
(2)Z2 (L) 







2L by 3L 
2Lby4L 
3L by 4L 
Regressn Std.Err. t(391) p -95,% ; +95,% 











































000000_ A 559,438 1570,632 
OOOOOO" -9,420 -4,850 
000121 3,860 11,775 
000000 -17,041 ,-12,4.71 
000000 H,402 22,317 
000000, -66,935, -62,365 
OO0600! 59,956] 67,871 
000000I -35,621! -31,051 
000000! 19,2301 27,145 
060OOO] -11,389] -5,792 
011107) 0,833] 6,430 
000000) 24,282! 29,879 
660660! 21,514! 27,111 
066606! 58,479r~ 64,076 

































































































































































































































































































































































































































































































































































































































































































ANOVA; Var.:J; R-sqr=,97297; Adj:,97171 (casl) 








^5£229,7 _ _ _ _ _ 
_ _ _ _ _ _ 
~ 24205,4 




























































Q~Q 0 0 0 0 0 
0,000000 
0,000000 























2L by 3L 
2L by 4L 















































































































































































































































































coat total J pour chaque replication 










































































































































































































































































































































































































































































( i jz i " (L) 


































R-sqr=,95502; Adj:,95293 (casl) 
















































































2L by 3L 
2L_by4L 
3L by~4L 
de regression : 


























t(391) p ! 
i 
129217 732,2685! Ô OOOOO1 
505584J g^g^^Q^QQ^ j f 
869249! -12,7270j 0,000000! 
505584! 12,3915i 6,66666o! 
869249) -54,0673[ 6,660600; 
505584! 32,3236 
869249) -25,7060 "0,606606! 



















































































































































































































































































































































































































































































































































































































































































































(2)Z2 . (L) 
Z2 (Q) . 
(3JQ . (L) 
Q (Q) 
(4)s. (L) 
s . . . ( Q ) _ . 
1Lby2L 
1J__ by 3L 
1Lby4L 
2L by 3L 
2L by 4L 























R-sqr=,96146; Adj:,95966 (casl) 























































































Std.Err. j t(392) P ! -95,% I +95,% 
! Cnf.Limt I Cnf.Limt 
"^79,510 6.520511 242,2371 0,000000 























h0,000000| -44,319| -33,852 




















28,291" 41, I t ? 
127,798! 140,617 










Conditions experimentales : 
;,V>. 
10 

















loi g a m m a 








































































































































































































































































































































































































































































































































































































































































2L by 3L 
2L by 4L 
3L by 4L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,96545; Adj:,96384 (casl) 
































































































1L by 2L __ 
2L by 3L 
2L by 4L 
3L by 4L 
Regressn^ Std.Err. : t(392) p 
Coeff. 
•:i)95,158 3.699181 431,2192 0.00000C 
-6,272. 1,510184, ^ ,15^0,000040 
6,241 2,615716 "2,386lToibl 750C 
-29,145 1.510184 -19,2988! 0,00000C 
19,787 2,615716! 7.5645J 0,000000 
-102.738 1.510184) -68,6303) 0,000000 
80,708 2,615716 30,8549| 0,000000 
-67,181 1,510184 -44,4851! 0,000000 
32,251 2.615716! 12,32981 0,000000 
-8,474 1,8495911 -4,581510,000006 
29,950 1,8495911 16,1927 0,000000 
30,077| 1,8495911 16,2613j 0,000000 







































Conditions experimentales : 
10 






































































































































































































































































































































































































































































































































































































































































































R-sqr=,92436; Adj:,92084 (casl) 
















































































2L by 3L 
2L by~4L 







































































Conditions experimentales : 
10 
, -ci- • 
100 
c# Ci • 
20 1 40 










































































































































































































































































































































































































































































































































































































































































2L by 4L 






















R-sqr= ,88433; Adj:,87894 (casl 
























































































3L by 4L 






































32.776 0,990980! 33,07401 0,000000! 30,827 34,724 


































































































































































































































































































































































































































































































































































































































































































2L by 4L 























R-sqr=,90106; Adj:,89645 (casl) 









































































3L by 4L 
Regressn Std.Err. t(392) p 
Coeff. 
"608,686 2,365959 637,6637 
-4,040 0,965898 -4.1822 
4,357 1,672985 2,6043 
-2,6661 























1,182979| 18,5452] 0,00000C[ 
1,1829791 20,2893! 0,00000Ci 









































Conditions experimentales : 
C;~ 
10 



















































































































































































































































































































































































































































































































































































































































































2L by 3L 
2Lby4L 























R-sqr=,90106; Adj:,89645 (casl) 





























































Coefficients du modele de regression : 
Factor 
Mean/lnterc. 







s . . (Q) .. 
1Lby2L 
1Lby3L 
2L by 3L 
2L by 4L 
3L by 4L 
Regressn] Std.Err. | t(391) | p 










































































Valeurs optimales : - * 
47.53 













































































































































































































































IOUI chaqiic replication 
3 











































































































































































































































































































































































































































U 3 y 3 L 
1L~y4L 
2L oy 3L 
2L by 4L 























R-sqr=,98415; Adj:,98341 (casl) 







































































































Z2 . _(Q).. 






2L by 3L 
2L by 4L 
3L by 4L 
u modele de regression : 


























t(391) p -95,% +95,% 
' Cnf.Limt Cnf.Limt 
386,128 






























~" 24~2~71 _ _ _ _ _ 
31,007 
_______j_2_77_3 
' 147,5561 160,265 
-90,256[ -82,919 




18,274! _ 27,260 
9a824i 99^8i7 




























































































T experience : 




















































































































































2L by 3L 
Error 
Total SS 
ANOVA; Var.: J; 














R-sqr=,95113; Adj:,94588 (Spreadsheet233) 






















































Std.Err. t(125) P 










































































































































































































































































































1L by 3L 
2L by 3L~ 
Error 
Total SS 
ANOVA; Van: J; R-sqr=,93679; Adj:,92999 (Spreadsheet233) 







































































ANOVA; Var.: J; R-sqr=,93679; Adj:,92999 (Spreadsheet233) 


















































































































































V experience : 














































































































































ANOVA; Var.:J; R-sqr=,96578; Adj:,9621 
3 3-level factors, 5 Blocks, 135 Runs; MS 
(Spreadsheet233) 
Residual=273.5225 





2L by 3L 
84,41 ..21,1! 0,077 

































Error 33096.21 1211 273.5! 
Total SS 967154,11 134! 











2L by 3L 
Regressn Std.Err. t(125) , p 
Coeff. 
2135,863 3,709962 575.7102 0,000000 
70,70l"'i, 717379 41,1679Jjq,qoboOJ 
4 4 . 5 3 6 + l ^ Z i 5 8 7 _ 14,97221 aOOOOOO 


































































































































































































































































































2L by 3L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,97592; Adj:,97334 (cas1.135) 










' 5 0 1 Q 3 6 
21228,9 
881767,6 
df ' MS 
4 16,1 
, 1 349540.0 
1 38476,2 
1_ 90578,0 
*~ i j 5074,7 
i j j 76096,6 
11-7997,2, 
l i 24674,8 


























Coefficients du modele de regression : 
Factor 
Mean/lnterc. 












: 080,882, 2 
62,3201 1 












t(125) p ! 
I 
t 
971989 700,1647 0,000000 















6849591 24,7009] 0,0000001 

























Conditions experimentales : 
• • • . « * • ; * 
10 









































































V experience : 









































































































































































R-sqr=,92343; Adj:,9152 (cas1.135) 














































134( ! I 




z (Q) . . 
(2)Q (L) 





2L by 3L 
Regressn Std.Err. . t(125) p 
Coeff. 
1-154.120 5,443548 395,7199 0,000000 
-6,404! 2,519873^ -2,5415 0,012260 
63,564] 4,364548, 14,5637. 0,000000 





4,364548 5.9464 0,00000C 
2,519873 -8,9381 0,00000C 
4,364548 11,5J34JD,00000C 
3,086202! 11,6092| 0000000 
73.754J 3,086202! 23,89791 0,000000 





















Conditions experimentales : 
C j ~ C2 C» C2 
+ K J /.,; hi 































































































































































































































2L by 3L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,95103; Adj:,94577 (cas1.135) 



















































































z . . (Q) 
(2)Q (L) 
2L by 3L 























































































































































































































































































s . (Q) 
1Lby2L 
1Lby3L 


















R-sqr=,95123; Adj:,94599 (cas1.135) 
, 5 Blocks, 135 Runs; MS Residual=268,7009 

























3 J ^ 1 5 0 ^ ^ £ 0 0 0 0 0 
212,2693T 0,006660 














(ijz -; "(L) 
































































































































































rout total ./ pour cluiqut.- replication 




















































































































































2L by 3L 
Error 
Total SS 
ANOVA; Var.:J; R-sqr=,94262; Adj:,93645 (cas1.135) 



































































s . .(Q) .... 
1Lby2L 
1Lby3L 











t(127) p -95.% 
Cnf.Limt 
529.1271 0,000000 1970.012 
24,6649 0,000000 39,246 
14,5878^0,000000 37,781 
5J031J O.OOOOOOl 11.159 
11,0173 O.OOOOOCl 27,083 
_ J i 6 5 4 9 O.pjOOOO! 20.501 
23^9609 0,000000! 46,574 























































































































































































































































































R-sqr=,96655; Adj:,96296 (cas1.135) 


















































Coefficients du modele de regression 
Factor 
Mean/lnterc. 








2L by 3L 
Regressn; Std.Err. | t(125) | p 
Coeff. I ! ! 
2226,206 3,672414 606,1965 O.OOOOOC 
42,700 1.699997 25.1177'O.OOOOOC 
43,773 2.944482 14.8661. O.OOOOOC 
39,633 1,699997 23,3139 0.000000 
16,322 2,944482 5,5432 O.OOOOOC 
53.555 1.699997 31,5031 O.OOOOOC 
34,386 2,944482 11.6782 O.OOOOOC 
24,750 2,082063 11,8872 0,000000 
50,835 2,082063 24,4158 0.000000 
36.645 2,082062 17.6006 0,000000 










._ 46J14j 54,956 
32,525! 40,766 













































































































































































































































2L by 3L 
2L by 4L 




4 3-level factors 
SS 
5142j 














R-sqr= 96397; Adj:,96249 (casl) 

















MS ! F I D 

















































































-95,% i +95,% 

































^Cf>'< } «r» 



















































































































































































































































R-sqr=,95158; Adj:,94638 (cas1.135) 






















46476,4 172,9876 0,000000 
8016,4, 29,8375, 0,000000 





154847,1! 576,3492) 0,000000 
80307,0! 298.906SI 0.000000 
268,7! 
j i 
Coeff ic ients du modele de regression : 
Factor 
Mean/lnterc. 









Regressn Std.Err. t(125) p i -95,% +95,% 
Coeff. Cnf.Limt Cnf.Limt 
2094,675 3,67702C 569,6664 0.00000C 2087,397 
42,6911,702125 25,0807'0,00000C; 39,322 













































. / * 
2079.95 
