Abstract. The adequate system performance is usually a critical requirement to be checked during the verification phase of a system. Thus, accurately measuring the performance of current industrial systems, which are often modelled as a Discrete Event Systems (DES), is a need. Due to the state explosion problem, the performance evaluation of DES becomes increasingly difficult as the size of the systems increases. Some approaches, such as the computation of performance bounds, have been developed to overcome this problem. In this paper we propose a new method to produce performance bounds that are sharper than the ones that can be achieved with current methods. The core of our method is an iterative algorithm that initially considers the most constraining bottleneck cycle of the system and adds other cycles to it in each iteration. The proposed method is deeply explained and then applied to a broad set of Marked Graphs.
Introduction
One of the problems when dealing with the production of a new system is the verification of requirements. A requirement is a singular need of what the product (i.e, system, or service) should be or should perform. The requirements of a system can be divided in functional and non-functional requirements. The functional requirements involve calculations, technical details, data (or item) manipulation and processing or any functionality that defines what the system is supposed to do, while non-functional requirements define how the system is supposed to be. Some examples of non-functional requirements are constraints, usability, maintainability and performance.
Thus, correctly measuring the performance of an industrial system is eventually a need. Many of these artificial systems (e.g., logistic, manufacturing, traffic system, etc.) can be naturally modeled as Discrete Event Systems (DES). In practice, the increasing size of systems makes the exact computation of their performance a highly complex computational task. The main reason for this complexity is the state explosion problem, according to which the number of states of a system is exponential in the size of the system description. As a result, a task that requires an exhaustive state space exploration becomes unachievable in reasonable time for large systems.
There exist many works in the literature related to the performance evaluation of systems modeled as DES. Concerning works that compute exact analytical measures of performance of Timed Marked Graphs, which are the framework of this paper, the work in [1] determined the average throughput of a timed Marked Graph with deterministic firing delays in polynomial time. In [2] , the average cycle time of events in Marked Graphs with fixed delays was calculated using linear programming. Other works [3, 4, 5] are focused on obtaining the Markov chain (continuous time, CTMC [3] , or discrete time, DTMC [4, 5] ) in asynchronous circuits to calculate its stationary probability distribution. In [6] , queuing models are used to avoid the state explosion problem and the performance of closed asynchronous ring structures is studied.
In addition, several approaches have been developed to overcome the state explosion problem. These approaches provide performance bounds [7, 8, 9, 10, 11] and avoid the necessity of calculating the whole state space. The main advantage of these approaches is that they reduce the running time needed for computing a performance bound. Unfortunately, a drawback is the difficulty to assess how good, i.e., accurate, the computed bound is with respect to the real system performance. In the particular case of Marked Graphs with deterministic firing delays, the obtained bound is equal to real performance. However, this is not the case if we are dealing with other probability distribution functions (e.g., exponential, uniform or normal) for the firing delays.
Linear programming techniques have been used to compute throughput bounds of Marked Graphs [7] and general Petri nets [8] . These bounds are calculated using the first order moment (i.e., the mean) of the distributions associated to the firing delay. A sharper performance bound that makes use of second order moments is proposed in [9] . The work in [10] bounds the average time separations of events in Stochastic Timed Petri Nets by deriving closed-form expressions for lower and upper bounds which are then evaluated using standard statistical methods (more precisely Monte-Carlo simulation). Perfomance bounds for interval Time Petri nets are also provided in [11] . This paper proposes an iterative algorithm to obtain performance bounds on Stochastic Marked Graphs that are sharper, i.e., closer to the real performance, than the ones we can currently compute with some of the works previously mentioned. In a few words, our method works as follows. First, the algorithm calculates the most restrictive cycle of the Marked Graph by applying well-known methodologies. Then, it adds to the bottleneck cycle those sets of places that are more likely to constraint the throughput of the system. The process of adding sets of places is repeated until the throughput of the resulting net does not vary significantly. Such throughput cannot increase during the addition process since more constraints are added to the net. The proposed algorithm produces the following outputs: -a performance bound for the steady state throughput of a stochastic Marked Graph and -a subnet representing the bottleneck of the stochastic Marked Graph.
As it will be explained, the method makes intensive use of linear programming techniques for which polynomial complexity algorithms exist. Given that the performance bound is refined in each iteration, the accuracy of the final bound depends on the number of iterations to be performed. The obtained results show that the proposed method offers a good trade-off between accuracy and computational complexity load.
Let us illustrate our approach through the Marked Graph (MG) shown in Figure 1 . The initial marking is: m(p 1 ) = m(p 2 ) = 1 and the rest of places have marking equal to 0. We assume that the firing delay of each transition follows an exponential distribution with means δ(t 1 ) = δ(t 3 ) = δ(t 5 ) = 1, δ(t 2 ) = δ(t 4 ) = 2. The net has three cycles: {p 1 , p 3 , p 5 }, {p 1 , p 4 , p 6 } and {p 2 , p 4 , p 7 }.
The token/delay ratio of each cycle is 1 5 , 1 4 and 1 3 , respectively. The critical or bottleneck cycle is the one with minimum token to delay ratio, thus in our case, the bottleneck cycle is the one composed of places {p 1 , p 3 , p 5 } whose throughput is equal to 1 5 . Hence, the method takes 1 5 as the initial throughput bound and
The method now adds to the initial bottleneck P bn those sets of places that are likely to be less saturated than the ones contained in P bn . In order to produce a strongly connected component two choices are feasible: adding to P bn either cycle {p 1 , p 4 , p 6 } or cycle {p 2 , p 4 , p 7 }. Intuitively it makes more sense to add the cycle {p 1 , p 4 , p 6 } since it has lower token to delay ratio. The resulting net is a strongly connected component, more precisely it is a subnet of the whole MG, and hence its throughput is an upper bound for the throughput of the whole MG. Indeed, the net composed by places {p 1 , p 3 , p 4 , p 5 , p 6 } has a throughput equal to 0.1875, which is a 6.25% lower than the throughput of the initial bottleneck P bn .
In general, the number of cycles in a system is exponential in the size of the net. Hence, looking for the cycle with minimum token/delay ratio is in general a non trivial task. In order to face this problem, a special marking called tight marking will be introduced. The tight marking will enable us to easily detect those cycles that are more constraining a priori. The tight marking associates a slack to each place, the lower the slack the higher the probability that place will constraint the system throughput. The slack for the places of the net in Figure 1 are µ(p 2 ) = 0.4, µ(p 6 ) = 0.2 and 0 for the rest of places. Notice that all the places in P bn have null slack, and that the places with positive slack belong to the potential cycles to be added to P bn . The place with minimum slack is p 6 , thus the most sensible choice is to add to P bn the cycle {p 1 , p 4 , p 6 }. Finally, if we keep regrowing the net, we can add the remaining cycle {p 2 , p 4 , p 7 } what yields the whole net whose throughput is equal to 0.181208 (9.396% lower than the throughput of the initial critical cycle).
As a running example throughout the paper we will consider the Marked Graph (MG) shown in Figure 2 . In this MG, we are able to get, in a few iterations, a performance bound which is 12.9% lower than the initial one. Indeed, a better performance bound, just 0.3% greater than the real performance, can obtained if more iterations are considered.
The most restrictive cycle of the net, which is calculated by solving a linear programming problem (LPP), is the one composed of places and transitions {{p 2 , p 4 }, {t 1 , t 3 }}. The first iteration of the method adds the cycle composed of {{p 1 , p 3 }, {t 1 , t 2 }} to the previous one. The decision of adding {{p 1 , p 3 }, {t 1 , t 2 }} is based on the fact that p 1 is the place with minimum slack connected to the initial bottleneck. The throughput of the resulting net is 12.9% lower than the throughput of the initial critical cycle. The proposed method is efficient due to the use linear programming techniques and is accurate because the bound converges in few iterations.
The balance of this paper is as follows. Section 2 introduces the notation and concepts we use in the rest of the paper: definition of MG, upper bound computation and tight marking. Section 3 details the graph regrowing strategy. Section 4 presents the results obtained after applying the approach to some circuits of the ISCAS benchmarks [12] . The main conclusions are addressed in Section 5.
Marked Graphs and Tight Marking
In this section we introduce the basic concepts needed to follow the rest of the paper, such as marked graph and a special marking, called tight marking, which allows us to compute easily slacks of places with respect to the critical cycle. It is assumed that the reader is familiar with Petri nets (see [13, 14] for a gentle introduction).
Stochastic Marked Graph
Let us start by defining Petri nets in the untimed framework. Ordinary nets are Petri nets whose arcs have weight 1. The pre-and post-set of a node v ∈ P ∪ T are defined respectively as
is the set of directed arcs. The incidence matrix of the Petri net is defined as C = Post − Pre.
A vector m ∈ {Z + } |P | which assigns a non-negative integer to each place is called marking.
is a firing sequence in S if there exists a sequence of markings such that
In this case, marking m n is said to be reachable from m 0 by firing τ , and this is denoted by m 0 τ −→ m n . The firing count vector σ of the firable sequence τ is a vector such that σ(t) represents the number of occurrences of t ∈ T in τ . If m 0 τ −→ m, then we can write in vector form m = m 0 + C · σ, which is referred to as the linear (or fundamental) state equation of the net.
The set L(S) = {τ |τ firable from m 0 } is the language of firing sequences of S. RS(S) is the set of all reachable markings from m 0 . RG(S) is the reachability graph of S (a graph with RS(S) as set of vertices and whose set of edges are the firing sequences of length 1 between vertices).
A p-semiflow is a non-negative vector Y : P → N such that is a left anuller of the net's flow matrix, Y T · C = 0. A t-semiflow is a non-negative vector X : T → N such that is a right anuller of the net's flow matrix, C · X T = 0. A t-semiflow v is minimal when its support, v = {i|v[i] = 0}, is not a proper superset of the support of any other t-semiflow, and the greatest common divisor of its elements is one. A Petri Net is said to be strongly connected if there is a directed path joining any node A to any node B of the graph.
Marked graphs are a subclass of ordinary Petri nets that generalizes PERT charts and that is characterized by the fact that each place has exactly one input and exactly one output arc.
Definition 3. [14] A marked graph (MG) is an ordinary Petri net such that
Since, we are primarily interested in bounded and repetitive behaviours, the MGs under consideration are assumed to be strongly connected. A Stochastic Marked Graph is defined as a Marked Graph to which exponential distribution functions are associated to the firing delays of transitions. More formally: Thus, when a transition t of an SMG becomes enabled, it fires u time units later, where u is a random value that follows an exponential distribution with mean δ(t). There exist different semantics for the firing of transitions, being infinite and finite server semantics the most frequently used. Given that infinite server semantics is more general (finite server semantics can be simulated by adding self-loop places), we will assume that the transitions of the SMGs work under infinite server semantics.
The average marking vector, m, in an ergodic Petri net system is defined as:
where m(p) τ is the marking of place p at time τ and the notation = AS means equal almost surely [15] . Similarly, the steady state throughput, χ, in an ergodic Petri net is defined as:
where σ(t) T is the firing count of transition t at time T . Notice that the reachability graph of a strongly connected SMG is finite and strongly connected. Therefore, its associated continuous time Markov chain is ergodic, what implies the ergodicity of m τ and σ T , and the existence of the above limits.
Critical Cycle
The Little's formula [16] involves the average number of customers L in a queue, the input rate (throughput), λ, and the average time spent by a customer within the queue, W .
In an SMG, each pair {p, t} where p • = {t}, p ∈ P, t ∈ T can be seen as a simple queueing system for which Little's formula can be directly applied 1 [17] :
where s(p) is the average residence time at place p, i.e., the average time spent by a token in p. The average residence time is the sum of the average waiting time due to a possible synchronization and the average service time which in our case is δ(p • ). Therefore, the service time δ(p • ) is a lower bound for the average residence time. This leads to the inequality:
Let us notice that strongly connected MGs have a single minimal t-semiflow that is equal to 1. This implies that the steady state throughput is the same for every transition. Therefore, a single scalar variable Θ suffices to express the throughput bound to be computed for all transitions. M aximize Θ :
In the sequel, for clarity we slightly abuse of notation and denote by p • the only element of the set p
The first constraint (6a) is obtained from (5), the second and third constraints (6b), (6c) establish thatm must be a solution of the state equation. The value of Θ is the exact throughput in the particular case of timed MG with deterministic distributions associated to the firing delays [1, 18] .
The LPP in (6) can be transformed in its dual, which after some manipulations becomes [19] :
where
where Θ is the solution of (6). The LPP (7) can be interpreted as a search for the most constraining p-semiflow, what in SMGs is equivalent to the most constraining cycle (or critical cycle), i.e., the one with lowest token/delay ratio. The support of y represents such a bottleneck cycle. The LPP shown in Proposition 1 also allows us to calculate the critical cycle of an SMG. In fact, the critical cycle is the cycle whose places fulfill the equality,
Notice that (6a) can be expressed as follows:
where µ(p) is the slack of place p. For every place p in the critical cycle, it necessarily holds that µ(p) = 0. For example, the slacks of the places of the SMG in Figure 1 are µ(p 1 ) = µ(p 3 ) = µ(p 5 ) = 0, µ(p 2 ) = 0.16, µ(p 4 ) = 0.08, µ(p 6 ) = 0.12 and µ(p 7 ) = 0.16. In general, the same optimal value of the objective function can be achieved for different slack vectors, in fact, the particular value of vector µ will depend on the algorithm used by the LP solver.
Tight Marking
This section takes advantage of the degree of freedom of slacks in order to produce a marking, called tight marking and denotedm, such that each transition has at least one input place with null slack. This marking will greatly ease the task of adding to the initial bottleneck cycle those cycles that have low ratio token/delay.
Definition 5. A marking vectorm ∈ R |P | is called a tight marking vector of an SMG if it satisfies:m
= m 0 + C · σ (8a) ∀ p :m(p) ≥ δ(p • ) · Θ (8b) ∀ t ∃ p ∈ • t :m(p) = δ(p • ) · Θ (8c) wherem ∈ R |P | , σ ∈ R |T | ,
and Θ is the solution of (6). A place p satisfying the conditionm(p)
Since the places of the critical cycle do not have slack, they fulfill (8c) and hence are tight. On the other hand, non-critical places may have some positive slack. The tight marking exploits this flexibility by adjusting the marking in such a way that each transition has at least one input place that is tight.
It can be shown that a tight marking exists for each SMG [20] . Moreover it can be computed efficiently by solving an LPP.
Proposition 2. A tight marking of an SMG can be computed by solving the following LPP:
M aximize Σσ :
where t p is a transition that belongs to a critical cycle and k is any real constant number.
The proof of the Proposition 2 can be found in [20] . Since we are dealing with MGs, each row of the incidence matrix C contains a single positive (1) and a single negative (−1) value, while all other values are zeros. Therefore, the first two constraints of (9) can be transformed into a system of difference constraints and hence the LPP (9) can be efficiently solved by using the Bellman-Ford algorithm [21] .
Recalling the SMG shown in Figure 1 , if we calculate the tight marking we obtainm(p 1 ) = 0. To illustrate all the above mentioned concepts, we recall the example of SMG shown in Figure 2 . The initial marking of the SMG is m(p 1 ) = m(p 2 ) = 1, m(p 8 ) = 2, m(p 13 ) = 3 and the rest of places have no initial tokens. Transitions have infinite server semantic and the delays are δ(t 1 ) = 1.2, δ(t 2 ) = 1, δ(t 3 ) = 1.5, δ(t 4 ) = δ(t 5 ) = 1, δ(t 6 ) = 0.75, δ(t 7 ) = 1, δ(t 8 ) = 1.25 and δ(t 9 ) = 0.5.
Applying the LPP in Proposition 1, we obtain the maximum throughput of the SMG, which is, in this case, Θ = 0.3704. The solution of LPP (9) Interestingly, if we consider just the tight places and their input and output transitions, an SMG is obtained such that the only strongly connected component is critical cycle. The rest of tight places, and their input and output transitions, conform a kind of tree where the critical cycle is the root and all the transitions are reached. 
Graph Regrowing Strategy
This section presents an iterative strategy to grow the critical cycle and to compute an upper throughput bound. The idea of the strategy is to add in each iteration the cycle that is potentially more restrictive than the others and then calculate the throughput. Such a throughput cannot be higher than the one in the previous iteration, since more constraints have been added to the net. The iteration process will stop when no significant improvement of the bound is achieved.
Algorithm 1 represents the overall regrowing strategy used to compute throughput bounds. The algorithm needs as input data the SMG to be analysed, N , δ , and the degree of precision (ε > 0) to be achieved. As output data, the upper throughput bound, Θ, and the bottleneck cycle of the SMG, sccN ′ , are obtained.
Firstly, an upper throughput bound of N , δ is calculated according to (6), which will be the initial upper bound. Then, the tight marking of the system is computed by using the LPP shown in (9) . The vector of slacks µ is computed in step 3. The iteration process (steps 7-14) is repeated until no significant improvement is achieved with respect to the last iteration.
In steps 8-11, a new set of places and transitions is added to the current bottleneck. To achieve this, steps 8-9 look for the place q that is connected to the current bottleneck sccN ′ , i.e., q • ∈ sccN ′ , and has minimum slack. Then steps 10-11 build the new bottleneck by adding place q and the tight places that connect the current bottleneck to q. For brevity, in the algorithm we use p ∈ N (p • ∈ N ) to denote that a place p (transition p • ) is contained in the set of places (transitions) of N . When there exist several identical critical cycles, i.e, with the same token to delay ratio, steps 5 and 11 choose any of them. 
Algorithm 1: The regrowing strategy algorithm.
In step 13, the throughput of the new bottleneck is taken as the new upper bound. In the next iteration, this new upper bound will be compared with the previous one in order to, depending on the degree of improvement achieved, either continue or finish the iteration process.
In the given example shown in Figure 2 , whose delays are δ(t 1 ) = 1.2, δ(t 2 ) = 1, δ(t 3 ) = 1.5, δ(t 4 ) = δ(t 5 ) = 1, δ(t 6 ) = 0.75, δ(t 7 ) = 1, δ(t 8 ) = 1.25 and δ(t 9 ) = 0.5, the critical cycle is composed by {P cb , T cb } = {{p 2 , p 4 }, {t 1 , t 3 }}. The throughput bound of the critical cycle is Θ cb = 0.370370 and the places which are connected (through a transition t ∈ T ) to the critical cycle are p 1 and p 14 , having slacks µ(p 1 ) = 0.1852 and µ(p 14 ) = 1.0556. Hence, the place with minimum slack is p 1 . By regrowing the current bottleneck the new one is obtained, composed by {P cb ′ , T cb ′ } = {{p 1 , p 2 , p 3 , p 4 }, {t 1 , t 2 , t 3 }}, which has a throughput of Θ cb ′ = 0.322581, which is 12.9% lower than the throughput of the previously bottleneck {P cb , T cb }.
Let us assume that ε = 0.001. As the relative difference between Θ cb and Θ cb ′ is 0.12903 (as commented previously), the iteration process carries on. At this moment, the places connected to the current bottleneck are p 10 and p 14 . The addition of the place p 10 which has minimum slack produces a new bottleneck compounded of {{p 1 , p 2 , p 3 , p 4 , p 6 , p 7 , p 8 , p 9 , p 10 }, {t 1 , t 2 , t 3 , t 4 , t 5 , t 6 , t 7 }}, being the new throughput Θ = 0.297914, which is an improvement of 7.647% with respect to the previous bottleneck {P cb ′ , T cb ′ } and 19.563% with respect to the original bottleneck {P cb , T cb }.
Again, a new regrowing is possible because the relative difference is greater than ε. In this case, the candidate places to be chosen are p 5 , p 11 and p 14 , which have slacks µ(p 5 ) = 0.0556, µ(p 11 ) = 0.9815 and µ(p 14 ) = 1.0556. The addition of p 5 produces a new bottleneck with Θ = 0.297914, which is an improvement of 3.193% with respect to the previous bottleneck. For the next regrowing, the candidate places are p 11 , p 14 and p 15 . By adding the place p 11 (µ(p 11 ) = 0.9815) we obtain a bottleneck whose relative throughput is lower than ε with respect to the previous bottleneck, thus, the algorithm finishes. In summary, after four iterations, the throughput bound obtained is 22.132% lower than the original Θ calculated by LPP in (6).
Experiments and Results
In this Section we test our approach on a set of SMGs of the ISCAS benchmarking [12] . After applying the regrowing strategy, the obtained results are discussed.
The structure of the SMGs to be analysed is obtained from the strongly connected components of the ISCAS graphs. The initial marking of each place is a natural number which is randomly selected in the interval [1 . . . 10]. The value of the δ(t) of each transition t is a real number randomly selected from the interval [0. Table 1 shows the obtained results by our approach. The degree of accuracy for Algorithm 1 has been set to ε = 0.005. The first column is the graph name, followed by its size (number of places, |P |, and transitions, |T |). In the next column, it is shown the size of the net sccN ′ (|P ′ |,|T ′ |) produced by the algorithm.
The column Regrowing steps shows the number of regrowing steps needed by the algorithm. The last columns of Table 1 show the initial upper throughput bound calculated by using the LPP (6), and the improved upper throughput bound, Θ, computed by the algorithm. Such a bound is computed by solving the Markov Chain associated to sccN ′ when it is handleable by the computer, and by simulation otherwise (see [24] for an example of Markov Chain analysis). The last column shows the percentage of improvement with respect to the original upper throughput bound.
As it can be seen, our method is able to get a sharper upper bound than the original bound in a few regrowing steps, and the improvement varies from 0.2% (which indicates that the original upper bound is already very tight) up to 14%. We conjecture that the improvement depends on the structure of the graph. It is also worth mentioning that our approach uses a very low percentage of the size of the original graph, in most of cases this percentage is lower than 10%. Table 2 . Graph throughput and CPU time comparative. Table 2 summarises a comparative between the original throughput bound and the improved upper throughput bound and between the CPU time needed for both computations. The first column is the graph name, followed by the CPU time consumed to calculate the original throughput and to calculate the improved upper throughput bound Θ. The next columns are its original throughput and the improved upper throughput bound, Θ. The last column shows the relative error of Θ with respect to the original throughput. Due to the size of original graphs, the task of calculating their throughput is an unfeasible task in reasonable time. For this reason, the simulation parameters have been set to a confidence level of 95% and an accuracy of 4%. Owing to this reason, the values of Θ in Table 1 and in Table 2 can slightly vary. The negative relative errors are caused by such confidence level and accuracy degree. As it can be observed in the results shown in Table 2 , the improved throughput bound varies from a value really close to the real throughput, to a value which is 13% over the real throughput. The latter case, which deserves further analysis, might be due to the existence of slow cycles far away from the critical cycle. Finally, Figure 4 shows the real throughput of the graph s1488 (solid line), the original upper throughput bound (dashed line, result of LPP (6)) and the improved upper throughput bound (dot-dashed line) in each step of the strategy. As it can be observed, the improved bound gets close to the real throughput after few steps.
The main results that can be extracted from both tables can be summarised as follows: -a sharp upper bound is obtained after few regrowing steps;
-the size of the obtained bottleneck is very low compared to the size of the original graph and -the obtained bottleneck represents the actual constraint for the system throughput, and therefore it can be considered as a potential target to carry out performance optimization.
Conclusions
Current system requirements often impose tight constraints on time properties such as system performance. In order to check such requirements, it is necessary to have methods that accurately evaluate the system performance. Moreover, those methods must, not only be accurate, but also efficient in order to be applicable to the increasingly complex systems existing in practice. The proposed approach is based on an iterative algorithm that takes an initial throughput bound and refines it in each iteration. The initial bound is given by the most constraining (or bottleneck) cycle, i.e., the one with minimum token to delay ratio. The refinements are achieved by adding to the bottleneck cycle places and transitions with low token to delay ratio. The bound is refined until no significant improvement is obtained. Given that most of the steps in the procedure are based on linear programming, the proposed approach exhibits a good trade-off between accuracy and efficiency.
The outputs of the method are an accurate estimate for the steady state throughput, and as a by-product, a subnet representing the bottleneck of the system. The method has been applied to a set of Stochastic Marked Graphs of different sizes. The results show that few iterations suffice to obtain accurate bounds and that, in general, such bounds are due to relatively small subnet bottlenecks of the system. Such system bottlenecks represent the targets on which potential methods for performance optimization might focus.
