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Abstract— In the last decades, visual target tracking has been
one of the primary research interests of the Robotics research
community. The recent advances in Deep Learning technologies
have made the exploitation of visual tracking approaches effec-
tive and possible in a wide variety of applications, ranging from
automotive to surveillance and human assistance. However, the
majority of the existing works focus exclusively on passive visual
tracking, i.e., tracking elements in sequences of images by
assuming that no actions can be taken to adapt the camera
position to the motion of the tracked entity. On the contrary,
in this work, we address visual active tracking, in which the
tracker has to actively search for and track a specified target.
Current State-of-the-Art approaches use Deep Reinforcement
Learning (DRL) techniques to address the problem in an end-
to-end manner. However, two main problems arise: i) most
of the contributions focus only on discrete action spaces and
the ones that consider continuous control do not achieve the
same level of performance; and ii) if not properly tuned, DRL
models can be challenging to train, resulting in a considerably
slow learning progress and poor final performance. To address
these challenges, we propose a novel DRL-based visual active
tracking system that provides continuous action policies. To
accelerate training and improve the overall performance, we
introduce additional objective functions and a Heuristic Tra-
jectory Generator (HTG) to facilitate learning. Through an
extensive experimentation, we show that our method can reach
and surpass other State-of-the-Art approaches performances,
and demonstrate that, even if trained exclusively in simulation,
it can successfully perform visual active tracking even in real
scenarios.
I. INTRODUCTION
The capability to detect and track a target object across
multiple frames collected by vision sensors, i.e. Visual
Tracking (VT), plays an important role in many Robotic re-
searches. The possible applications of VT technologies span
across different areas, e.g., autonomous driving, surveillance,
robot manipulation and human assistance, to name a few. In
the last years, the advent of Deep Learning-based techniques
has exponentially increased the progresses made in order to
improve both performance and robustness of VT algorithms.
In particular, the use of Convolutional Neural Networks
(CNNs) has allowed the development of increasingly sophis-
ticated and precise tracking systems. However, most of the
works focus exclusively on tracking objects and/or people in
pre-recorded videos [1], [2], [3], [4] or, in general, assume
that the target is always within the field of view of a fixed
camera, whose position cannot be adapted to the target
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motion. This condition considerably limits the possibility to
apply VT approaches in many real-world robotic scenarios.
Therefore, in this work, we focus on the more challenging
task of Visual Active Tracking (VAT) [5], [6], [7], in which
the tracker has to actively search for and track a specified
target (Fig. 1). This task is clearly more complex than passive
VT, since the tracker must not only identify the target but
also act and change its position to maintain view contact with
it. This requires the robot to localize itself with respect to
the target and plan in real-time the most suitable trajectory
to follow it.
A possible naive way to tackle the problem is to combine
a generic object detection module, such as [8], with other
localization, collision detection and planning techniques [9],
[10], [11], [12], [13]. However, since this strategy is not
specifically designed for target tracking, it is highly inef-
ficient and generates a considerable information overhead.
A better solution is to get rid of the localization, mapping
and collision detection blocks and focus only on two separate
modules: the first has to identify and passively tracks the
target in the images; the second is responsible for planning
the tracker trajectory to follow the target [14], [15], [16].
Although this solution has brought interesting results, it
still has some inefficiencies and the non-trivial problem of
combining the two components remains.
For this reason, more recent works [6], [7] propose the use
of Deep Reinforcement Learning (DRL) algorithms to ad-
dress the problem in an end-to-end manner. DRL has proven
to be remarkably effective in many vision, navigation and
robotics tasks, particularly when multiple mutual objectives
need to be accomplished simultaneously [17], [18], [19],
[20], [21]. DRL-based VAT systems are able to process the
image stream directly and provide action policies to adapt
the camera field of view frame-by-frame, avoiding the need
to manually adapt two separate vision and motion modules.
The well-known shortcomings of DRL algorithms, i.e.,
i) the need for a considerable amount of training samples
for their optimization and ii) their trial-and-error learning-
based nature have been addressed by relying upon synthetic
environments [6], [7]. The availability of graphic engines
with increased level of photorealism and the exploitation of
recent sim-to-real domain adaptation techniques have made
it possible to bridge the domain gap between DRL models
trained on simulated scenarios and the real world without
the need for fine-tuning procedures. In particular, among
domain adaptation strategies, domain randomization [22] is
certainly one of the most popular and has been successfully
applied to various robotic tasks [23], [18] and even to
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Fig. 1. The visual active tracking task. The goal of the tracker is to maintain the target (marked in green) within its field of view. Contrary to passive
tracking, which assume that the target is always within the field of view of a fixed camera, in the active scenario the tracker has to perform motion
maneuvers to maintain view contact with it. In this example (from left to right), the tracker chooses to consecutively perform backward translation and left
turning to center the target.
VAT [7]. However, most of these DRL approaches for VAT
only consider discrete action spaces. On the other hand,
continuous control methods are often difficult and slow to
train, resulting in optimization procedures that require tens
of millions of steps before starting to learn [6] or may not
even be successful.
For these reasons, in this work, we propose C-VAT, a novel
DRL-based approach for VAT in continuous action spaces,
which features a new training procedure that produces sam-
ple efficient, effective and robust visual tracking policies.
Specifically, we employ a deterministic tracking algorithm to
considerably speed up the critic component learning and an
auxiliary loss that, since the beginning of training, helps the
actor to develop a useful basic understanding of the track-
ing task. Our approach is trained exclusively in simulated
environments and benefits from domain randomization to
achieve generalization over real world contexts. We evaluate
our method performance in a large variety of synthetic
experiments, and show that, even if trained with synthetic
data only, our algorithm can be effectively used in real
scenarios with physical robots.
This work proceeds as follows: Section II contains our
literature review; Section III formalizes the task, presents our
approach and the environment setup; Section IV describes
the experiments and shows the results; finally, Section V
draws our conclusions and the path of future work.
II. RELATED WORK
The majority of the state-of-the-art works focus on passive
visual tracking [1], [2], [3], [4] i.e., they assume that the
camera cannot be moved to react to the target object motions
and that the latter is always in the camera field of view. The
authors in [24], for example, propose a novel distractor-aware
approach based on Siamese networks for visual object track-
ing. Conversely, in [25], an adversarial training technique
is introduced. They perform data augmentation by using a
generative neural network to generate useful masks. The one
that maintains the best features is then identified by the
network through adversarial learning. Finally, the authors
of [26] devise a novel DRL-based tracking approach that
iteratively moves an initial bounding box to follow the target
across the image sequence.
Despite the recent advances, the passive approach is still
limited to cases in which the target is within the camera field
of view. On the contrary, active tracking approaches cover
a wider range of situations since they can take advantage
of the mobility of the hardware in which they are installed,
e.g., movable surveillance cameras or mobile robots. Various
approaches [14], [15], [16] try to combine passive models
with camera control modules to actively perform tracking.
[27] introduces a real-time visual tracking system for indoor
human motion tracking, which separates the task in image
acquisition and camera motion estimation, object motion
detection and localization, and camera control. In [28], a
hierarchical system to control a set of surveillance cameras
is presented. In [5], the authors propose a system composed
by three main different components to perform mapping,
detecting and tracking the object. [29] introduces a new
modular architecture that incorporates a model for perception
and another one for the control policy. The authors used the
former to produce a semantic image segmentation from the
perceived RGB frame, which is then used by the latter to
perform the actions.
While addressing the task with modular systems is pos-
sible, employing such solutions has many drawbacks. In
particular, a flaw in one of the components can propagate
to the entire system, causing an overall failure. Furthermore,
combining the separates modules of visual tracking and
camera control can be considerably expensive.
For these reasons, recent works are focusing on end-to-
end solutions, in which a direct mapping between vision
and motion is learned. To this end, DRL has shown to be
particular effective in many visual-navigation [30], [19], [20],
[21] and robotics tasks [31], [32]. [18] proposes a DRL
algorithm able to learn complex dexterous in-hand manipu-
lation policies. [33] show how an agent can be trained, from
raw image pixels, to effectively explore complex unknown
mazes and find a specific target. [34] proposes a system
that, from raw image observations only, can directly control
torques at the robots motors. In [35], a system trained
exclusively in simulation for collision-free indoor flight in
real environments is designed.
Inspired by these successes, some works introduce DRL-
based systems for end-to-end VAT [36], [6], [7]. In particular,
[36] introduces a novel Pose-Assisted Multi-Camera Collab-
oration System composed by three main modules: the pose-
based controller, the vision-based controller and a switcher
that, in each step, chooses the best controller based on the
visibility of the target. [6] proposes a discrete action space
CNN-LSTM model to track a human-like target, using only
raw RGB frames as input. They also introduce a specifically
designed reward function and an environment augmentation
technique based on domain randomization [22], [23], [37],
[38], [18] to generalize in real world scenarios. In addition,
the authors propose a continuous variant of their method,
which, however, due to the extra complexity of managing
continuous actions, demonstrate lower performances that its
discrete counterpart. Since in that work the target policy is
fixed throughout all the learning process, [7] introduces an
asymmetric duelling training procedure, during which the
target learn complex escape policies to avoid to be tracked.
The authors demonstrate that such a mechanism allows the
tracker to practice with a much more challenging target,
making it more robust and faster to train.
A. Contribution
Current state-of-the-art VAT methods [6], [7] primarily
focus on discrete action spaces, which limit their applicabil-
ity do not allow them to achieve performances comparable
to those of a continuous control approach. Therefore, we
propose a novel training procedure based on the popular
Deep Deterministic Policy Gradient (DDPG) algorithm [39],
which can successfully and consistently perform tracking
with continuous actions. Due to the complexity of the task
and the continuous action space and the off-policy nature of
the DDPG algorithm, other works that simply apply DRL
to train continuous action policies obtain extremely poor
results, as we demonstrate in our experimental section. On
the contrary, our approach can effectively handle continuous
action spaces, overcoming the limitations of previous state-
of-the-art continuous control methods, and can produce ro-
bust tracking policies, surpassing also discrete action models
performance.
To summarize, our contribution is three-fold:
1) We introduce C-VAT, a DRL-based architecture that
computes policies in continuous action space for end-
to-end VAT;
2) We devise a training technique that leverages differ-
ent strategies to ease and speed-up the optimization
Fig. 2. The considered coordinate system to compute the reward r. As can
be observed, ρ represents the euclidean distance between the tracker (blue
triangle) and the target (red triangle), and θ constitutes the angle defined
by ρ and the tracker forward direction. Both ρ and θ are measured by
considering the relative coordinate system w.r.t. the tracker.
process and achieve better performance than state-of-
the-art baselines;
3) We demonstrate that C-VAT, although trained exclu-
sively on simulated environments, guarantees remark-
able performance even in real scenarios, without the
need for any tuning procedure.
III. APPROACH
In this section, we first formally define the problem and
provide a concise background on the classical RL setting.
Secondly, we describe how we can formulate our specific
VAT task as a DRL problem. In the third section, we
explain in detail the proposed training procedure and network
architecture. Finally, we presents the simulated environments
we use to train our model.
A. Problem Formulation
The objective of an autonomous robot that performs VAT,
referred to in the following as tracker, is to recognize and
actively track a predefined, and possibly moving, target,
by using only visual inputs. Formally, we frame the task
as a classic RL problem [40], in which an agent interacts
with an environment E over a discrete number of timesteps.
The environment can be seen as a Markov Decision Process
(MDP) in which the main task of the agent is to find a policy
pi that maximizes the sum of discounted future reward:
Rt =
T∑
i=t
γi−tri (xi, ai) , (1)
where γ ∈ [0, 1) is the discount factor and ri(xi, ai) is the
reward at time i, given the state xi and the action ai ∼
pi(·|xi).
We can also define the action-value function Qpi as:
Qpi (xt, at) = Eri≥t,xi>t∼E,ai>t∼pi [Rt|xt, at] , (2)
which describes the expected return after choosing an action
at in state xt and thereafter following policy pi. It should be
noticed that estimating correctly Qpi means knowing exactly
which is the best action at to take for every xt, and hence,
solving the MDP.
It is important to remark, however, that the true state xt
of the environment can be unknown to the agent (as in our
setting). In such a case, E is, in fact, a Partially Observable
MDP (POMDP), which, instead, provides to the agent only
an observation ot of the underlying state.
In the following, we define what xt, ot, at and rt represent
in our particular scenario (see Section III-B) and describe the
algorithm we employ to estimate Qpi (see Section III-C).
B. Task Details
In our specific case, we consider a VAT system whose
inputs consist of the RGB frame collected by the tracker
camera (we assume it mounted in the front of the robot).
Our tracker is free to move along the X and the Y axes of
a three-dimensional space by performing continuous actions,
in order to adapt its position to keep the target in its field
of view. In this setting, we can notice that: i) a captured
image represents only an observation ot of the unknown
underlying state xt (i.e., the positions of the tracker and the
target, and the map of the environment); ii) the observation
space is extremely vast, since generated by all the possible
combinations of pixel values; iii) the tracker action space
is infinite, since we consider continuous controls. For these
reasons, classical RL algorithms cannot be applied and the
use of more advanced DRL methods that exploit complex
Deep Neural Network (DNN) approximators is necessary.
We start by considering a series of independent episodes
during which our agent (i.e., the tracker) interacts with the
environment to collect visual observations, perform continu-
ous control actions and get rewards. When an episode starts,
the tracker has to first look around to find the target, since it
can also spawn outside its initial field of view. Then, it can
start to track it and maximize the reward signal rt, which
we defined as:
rt = Arρtrθt , (3)
where
rρt = max
(
0, 1− |ρt − ρ
∗|
ρmax
)
, (4)
and
rθt = max
(
0, 1− |θt − θ
∗|
θmax
)
. (5)
In particular, in Eq. (4) ρt represents the current distance
between the tracker and the target while ρ∗ and ρmax the
optimal and the maximum ones, respectively. Consequently,
rρt encodes how close the distance between the tracker and
the target is to the optimal one. Conversely, in Eq. (5), rθt
measures the tracker ability to maintain the target within its
field of view, with θt, θ∗ and θmax indicating the current,
desired and maximum angular distances, respectively. All the
angles are computed with respect to the center of the field
of view, hence, θ∗ is set to 0◦ if the tracker is required to
keep the target in the center of the image (see Fig. 2).
From the equations, it can be noticed that rt is always
included in the range [0, A] (where A is an algorithm hyper-
parameter) and is maximum when both ρt and θt coincide
exactly with ρ∗ and θ∗, respectively. On the other end, rt is
0 if ρt exceeds ρmax or θt is greater than θmax.
The tracker action space is continuous. At each timestep
t, it produces two different and independent real valued
actions, aρt and aθt , which represents the translational and
the angular speeds, respectively. It should be observed that
such continuous actions allow extremely fine maneuvers that
would not be possible with discrete ones.
Regardless of the reward received and the actions per-
formed, a training episode ends when a predefined number
of steps is reached.
During training, the target position is kept fixed, hence,
the tracker job is simply to move itself in order to meet
the desired θ∗ and ρ∗ and, then, to maintain its current
position and orientation. One could argue that, compared
with other much more complex procedures (as those in used
in [7]), training with such a simple task could prevent the
tracker to generalize over more complex and general tracking
scenarios, i.e., with moving targets. Nonetheless, in Section
IV, we show that this simple training strategy is sufficient
to learn robust tracking abilities for far more challenging
scenarios.
C. Network Architecture and Training Algorithm
To train our model we use the Asynchronous Advantage
Actor Critic (A3C) [41] framework combined with the
DDPG algorithm [39] (see Algorithm 1), which is specif-
ically designed to deal with continuous action spaces and
DNN approximators.
We use several instances of our agent to collect trajectories
of states, actions and rewards. All the copies have a local
network, whose architecture is identical for all of them,
which is periodically synchronised with a shared model.
Each copy is placed in a different room, where it collects
data and stores them in a personal replay buffer [42]. Every
time an agent has to be updated, a number of samples are
randomly picked from its buffer. The agent uses these data to
compute the losses (specific details on Sections III-C.2 and
III-C.4) and the gradients with respect to its local network.
The gradients are then transferred to the shared network,
which updates the parameters and sends them back to the
local network. It should be noticed that since the agents are
updated independently, the learning process is asynchronous
and, due to the replay buffer, it is also off-policy.
In the following sections, we explain in major detail the
various elements that compose the proposed approach.
1) Architecture Details: Similarly to other actor-critic
algorithms, DDPG makes use of two main components: an
actor, which chooses the actions to be performed, and a
critic, which evaluates such actions. We implement these
entities with two distinct DNNs, namely A-DNN for the
actor and C-DNN for the critic, as shown in Fig. 3.
A-DNN is fed with a 84 × 84 RGB frame (ot) that is
initially processed by 2 convolutional layers: the first with 16
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Fig. 3. The proposed architecture for visual active tracking. It is composed by two main components: the actor network (in green) and the critic network
(in yellow). Both are fed with the current 84 × 84 RGB frame, which is first processed by the actor to produce the estimated relative distance (ρˆ) and
angle (θˆ) for the auxiliary angle-distance loss, and the policy vector (pi). The latter is then concatenated with the features extracted by the GRU of the
critic, which, finally, outputs the Q-value function (Q). Despite the two networks are almost identical, their weights are not shared between them.
Algorithm 1: A3C-DDPG algorithm
Randomly initialize shared critic network with weights WQ
Randomly initialize shared actor network with weights Wpi
Initialize shared critic target network with weights WQ
′ ←WQ
Initialize shared actor target network with weights Wpi
′ ←Wpi
Initialize agent-specific critic network with weights WQ
′′ ←WQ
Initialize agent-specific actor network with weights Wpi
′′ ←Wpi
Initialize replay buffer
Initialize random process N for action exploration
for episode = 1, M do
Receive initial observation o0
for t = 1, T do
Select action at = pi
(
ot|Wpi′′
)
+N according to the current policy and exploration noise
Execute action at and get reward rt and new observation ot+1
Store transition (ot, at, rt, ot+1) in the replay buffer
if t mod U = 0 then
Sample a random batch of B transitions (oi, ai, ri, oi+1) from the replay buffer
Set yi = ri + γQ′
(
oi+1, pi
′
i+1
(
oi+1|Wpi′
)
|WQ′
)
Compute agent-specific critic gradients ∂WQ
′′
by minimizing: `Q = 1B
∑B
i
(
yi −Q
(
oi, ai|WQ′′
))2
Compute agent-specific actor gradients ∂Wpi
′′
by minimizing: `pi = 1B
∑B
i Q
(
oi, pii
(
oi|Wpi′′
)
|WQ′′
)
Copy agent-specific critic gradients in the shared critic network: ∂WQ ← ∂WQ′′
Copy agent-specific actor gradients in the shared actor network: ∂Wpi ← ∂Wpi′′
Perform asynchronous update of WQ and Wpi by using ∂WQ and ∂Wpi respectively
Update the shared critic target network: WQ
′ ← τWQ + (1− τ)WQ′
Update the shared actor target network: Wpi
′ ← τWpi + (1− τ)Wpi′
Update the agent-specific critic network: WQ
′′ ←WQ
Update the agent-specific actor network: Wpi
′′ ←Wpi
end
end
end
8×8 filters with stride 4, and the second with 32 4×4 filters
with stride 2. Both layers are followed by a ReLU activation
and a GroupNorm layer. The image features extracted are
further elaborated by a fully connected layer followed by
a Gated Recurrent Unit (GRU) [43] network, both with 256
hidden nodes and ReLU activations. We decide to implement
a GRU over a Long Short-Term Memory (LSTM) [44]
network since, in most applications, the difference in terms
of performance is negligible [45], [46], however, the former
has fewer parameters, translating in a reduced computational
complexity. The GRU output is then fed to 2 fully connected
networks, with 200 and 100 neurons each and ReLU activa-
tions. At this point, the A-DNN produces the policy vector
pi = [piρ, piθ] and the estimated distance ρˆ and angle θˆ (which
are discussed in the following sections), using a last dense
layer with 4 neurons and tanh activation.
Since the vector pi is deterministic, to allow exploration
of the MDP, a gaussian exploration noise N = [Nρ,Nθ],
with mean µ and variance σ2, is finally added to produce
aρ = piρ+Nρ and aθ = piθ+Nθ, which represent the speed
and the angular speed, respectively, chosen by the actor. It is
important to specify, that such exploration noise is applied
during training only, and that, in test phase, the action vector
a = [aρ, aθ] coincides with pi.
The C-DNN structure mimics that one of the actor, except
for the output of the GRU layer, which is concatenated with
the vector pi (from the actor network), before feeding it to
the fully connected layers. Finally, the scalar action-value
Q is produced by a last fully connected layer with linear
activation.
2) DDPG Losses: To update the network weights, we
apply the standard losses of the DDPG algorithm. Hence,
for the critic we have:
`Q =
1
T
T∑
t
(yt −Q (ot, at))2 , (6)
where
yt = rt + γQ
′ (ot+1, pi′t+1) ; (7)
and for the actor:
`pi =
1
T
T∑
t
Q (ot, pit) . (8)
Since performing the bootstrapping for the next obser-
vation ot+1 with the same learned networks could lead to
divergence, we create a copy of the actor and critic networks
for calculating the target values pi′ and Q′, respectively (Eq.
(7)). These targets are needed to stabilise learning, and their
parameters (w′) are updated by slowly tracking the ones
(w) of the learned networks: w′ ← τw + (1− τ)w′, with
τ  1. As already mentioned, the data are sampled from
different replay buffers of size n, which serve the dual
purpose of minimising correlations between samples and
speed up learning. Further details on the DDPG algorithm
can be found in the original paper [39].
3) Heuristic Trajectories: Since, at the beginning of the
episodes, the target can be spawned outside of the field
of view of the tracker, as explained in Section III-B, the
reward observed by the agent can be considerably low and
sparse. This is a common problem in RL and, especially for
challenging applications like VAT, may entirely compromise
the whole training process. To avoid that, we design an
effective deterministic tracking algorithm that we refer to as
Heuristic Trajectories Generator (HTG). Since it uses ground
truth informations provided by the simulation engine, we
Fig. 4. An overview of the training environments. Since we employ parallel
training, each tracker-target pair is placed inside one of the rooms. We
employ a set of several different textures to randomize all the environments.
utilize it to fill the replay buffers with very useful trajectories
just from the beginning of training. In particular, it employs
the following heuristic:
pihθ = −min
(
2|θt − θ∗|
FOV
, 1
)
sgn (θt) , (9)
and
pihρ ={
min
(
|ρt−ρ∗|
ρmax
, 1
)
sgn (ρt − ρ∗) , if |θt − θ∗| < 10
0, otherwise
(10)
where FOV is the field of view of the tracker. During train-
ing, the actual action vector is then calculated by adding the
gaussian exploration noise N to the vector pih = [pihρ , pihθ ]:
ah =
[
ahρ , a
h
θ
]
=
[
pihρ +Nρ, pihθ +Nθ
]
. This is needed
to guarantee that the heuristic trajectories contain enough
variability to be valuable for training the critic. It should be
noticed that, also because of the additive noise, the sequences
of actions produced by this simple policy are not (and are
not intended to be) optimal. However, as we show in Section
IV, they demonstrate to be crucial for a successful training
since remarkably useful for the critic network, which can
start to evaluate reasonable policies right from the very
beginning of training. It is also important to highlight that,
contrary to Imitation Learning [47], [48], in which example
trajectories are used to directly push the learned policy
toward a predefined, and possibly suboptimal, behaviour, this
technique simply augments the trajectories distribution that
the critic observes.
4) Auxiliary Loss: To help the agent learn basic tracking
concepts, we add an auxiliary task in which the actor network
has to estimate the relative angle and distance with respect
to the target. In particular, we introduce the following loss:
`a =
1
L
L∑
t
(
(ρˆt − ρt)2 +
(
θˆt − θt
)2)
+
+
1
L
L∑
t
(
(ρˆt − ρˆt−1)2 +
(
θˆt − θˆt−1
)2)
, (11)
where L is the sequence length processed by the GRU, and ρˆt
and θˆt are, respectively, the distance and the angle estimated
Fig. 5. Some examples of randomized textures used in our training (top row) and test (bottom row) environments. The textures used during the learning
phase differ significantly from those used for the evaluation.
by the A-DNN at time t. The first term of the equation is the
simple Mean Squared Error (MSE) between the estimated
and the true values, while the second one is used to add
temporal consistency to consecutive predictions.
To summarize, the overall optimization objective L for our
C-VAT model can be written as:
L = `Q + `pi + `a. (12)
D. Environment
To train our model, we build a simulated environment
(see Fig. 4) using the photorealistic graphics engine Unreal
Engine 4 (UE4)1. The environment consists of a large empty
room, within which both the tracker and the target are posi-
tioned as follows: first, the tracker is randomly spawned in
the room and, afterward, the target is randomly placed within
a circumference of a predefined radius centered around the
tracker.
Since our agent is trained in simulated environments
only, in order to achieve generalization also to real world
contexts, we apply domain randomization [23] to our syn-
thetic scenario. This technique is successfully employed in
many robotics and visual applications, such as: robotic harm
control for object pushing [23], object detection [37] and
robotic grasping [38]. It requires to randomize the training
environment settings in order to make the system more robust
to domain changes. Specifically, each time an episode ends
we randomly change the lights conditions and the texture
patterns of the rooms, including those of the walls, of the
floor and of the target.
IV. EXPERIMENTS
In the experiments, we aim to measure our C-VAT system
performances, particularly w.r.t. environments not used for
training. Specifically, we analyze our agents ability to: i)
maintain the target to the desired relative angle θ∗ and
distance ρ∗, and ii) to recover tracking in case the target
goes out-of-sight. To do that, we design several kind of tests,
which are illustrated in the next sections.
1https://www.unrealengine.com
TABLE I
SETTINGS AND HYPERPARAMETERS
Hyperparameter Value
Reward coeff. (A) 0.1
Optimal distance (ρ∗) 50 cm
Max distance from optimal (ρmax) 20 cm
Optimal angle (θ∗) 0◦
Max angle from optimal (θmax) 10◦
Exploration noise mean (µ) 0
Exploration noise std (σ) 0.5
τ 0.01
Number of agents 10
Learning rate 0.0001
Batch size (B) 128
Episode length 250 steps
Number of episodes (M) 9000
HTG episode length 70 steps
Replay buffer size per agent (n) 3,500 trajectories
FOV 90◦
Agent speed [−8, 8] cm/s
Agent steering speed [−8, 8] deg/s
Sequence length (L) 5 steps
Network update interval (U) 25 steps
Discount factor (γ) 0.99
We compare and discuss the performance of C-VAT
against two state-of-the-art baselines, the first one devised for
discrete action spaces, while the second one for continuous
control. We also propose an ablation study to evaluate the
benefits brought by the HTG trajectories and the auxiliary
angle-distance loss on the learning process and the final
performance. Finally, to verify the generalization capability
of our algorithm, we deploy the C-VAT model trained in
the simulated environment (with no fine-tuning) in a robot
within a real world scenario.
A. Implementation Details
We train both networks with 10 A3C [41] agents for 9,000
episodes using the Adam optimizer, with initial learning rate
TABLE II
EXPERIMENTAL RESULTS IN SIMULATED ENVIRONMENTS
HTG+N HTG C-VAT C-VAT AOT [6] AD-VAT+ [7] C-VAT
(No HT-AL) (No AL)
dynamic target (3, 3)
pρ 0.90 0.95 0.14 0.99 0.76 0.83 0.99
pθ 0.59 0.64 0.09 0.94 0.73 0.77 0.94
pc 0.75 0.80 0.12 0.97 0.74 0.80 0.96
pv 0.98 1.00 0.20 1.00 0.79 0.91 1.00
dynamic target (5, 5)
pρ 0.72 0.94 0.15 0.98 0.55 0.86 0.98
pθ 0.36 0.41 0.10 0.89 0.51 0.79 0.89
pc 0.54 0.67 0.12 0.94 0.53 0.83 0.94
pv 0.82 1.00 0.22 1.00 0.57 0.93 1.00
dynamic target (8, 8)
pρ 0.32 0.29 0.19 0.94 0.12 0.79 0.94
pθ 0.19 0.06 0.14 0.51 0.10 0.50 0.65
pc 0.25 0.18 0.17 0.72 0.11 0.65 0.80
pv 0.39 0.31 0.30 0.99 0.14 0.85 0.99
dynamic target (8, 3)
pρ 0.31 0.31 0.08 0.87 0.17 0.67 0.87
pθ 0.21 0.21 0.05 0.87 0.15 0.65 0.87
pc 0.26 0.26 0.06 0.87 0.16 0.66 0.87
pv 0.85 0.66 0.15 0.95 0.20 0.77 0.94
random target
pρ 0.84 0.93 0.05 0.91 0.85 0.74 0.98
pθ 0.77 0.84 0.03 0.90 0.82 0.79 0.96
pc 0.80 0.88 0.04 0.91 0.83 0.77 0.97
pv 0.99 1.00 0.10 0.94 0.88 0.86 1.00
adversarial target
pρ 0.52 0.55 0.06 0.78 0.08 0.51 0.80
pθ 0.45 0.49 0.05 0.78 0.07 0.35 0.80
pc 0.49 0.52 0.06 0.78 0.07 0.43 0.80
pv 0.73 0.71 0.16 0.88 0.10 0.58 0.90
Fig. 6. Average episode reward during training. The figure shows that
the heuristic trajectories are necessary to the development of an effective
policy. C-VAT (No AL) and C-VAT approximately reach the same level
of performance, however, the plot demonstrates that the auxiliary angle-
distance loss is helpful to speed up the learning process.
of 0.0001 and by setting the batch size to 128. The episodes
performed by the A-DNN are composed by 250 steps, while
the episodes collected using the HTG have length 70. In
order to compensate for the episode length difference, we
insert the trajectories in the replay buffer with a ratio of 14
between the trajectories of the actor and those generated by
the HTG.
All the experiments are run by using a workstation
equipped: 2 × NVIDIA GTX 2080Ti with 11GB of VRAM,
Intel Core processor i7-9800X (3.80GHz × 16) and 64GB
of DDR4 RAM. With this configuration, our model training
takes about 140 minutes (roughly 1s per episode), while,
during the test phase, its forward pass requires 2ms per frame
on average.
The specific training and environment parameter settings
that are used throughout our experiments are given in detail
in Table I. For a better understanding of the testing scenarios,
several examples of simulated and real experiments can be
examined in the video attachment.
B. Evaluation Scenarios, Metrics and Models
To demonstrate the validity of our approach, we run a large
variety of simulated experiments in a new set of previously
unknown environments (Fig. 5). We also compare our C-VAT
method against 6 baselines:
• HTG+N : the algorithm used during training to collect
the heuristic trajectories;
• HTG: the algorithm used during training to collect the
heuristic trajectories, without the exploration noise N ;
• C-VAT (No HT-AL): the basic version of our approach
(A3C + DDPG);
• C-VAT (No AL): the model that is trained by using also
the heuristic trajectories from the HTG but without the
auxiliary distance-angle loss `a (Eq. (11));
• Active Object Tracking (AOT): the state-of-the-art
approach proposed in [6]. We consider the continuous
action space variant, since it is more similar to our
approach than its discrete counterpart. As in the original
paper, the model is trained against a target that follows
randomly generated trajectories, which we refer to as
random target;
• AD-VAT+: the state-of-the-art approach proposed in
[7]. As in the original work, the model policy is learned
during the adversarial duelling training.
C-VAT (No HT-AL), C-VAT (No AL) and C-VAT are all
tested without the exploration noise N , and, as AOT, can
move at a speed and steering speed within the range [−8, 8]
cm/s and [−8, 8] deg/s, respectively. Conversely, AD-VAT+
can only perform the discrete actions, with speed 8 cm/s
and steering speed 8 deg/s, in the set: {move-forward, move-
backward, turn-left, turn-right, turn-left-and-move-forward,
turn-right-and-move-forward, no-op}, as explained in [7].
To evaluate the agents performances, we design 3 different
kinds of simulated experiments:
• dynamic target: the target is spawned in front of the
tracker and performs a circular trajectory in alternating
random directions;
• random target: the target is spawned in front of the
tracker and performs randomly generated trajectories;
• adversarial target: the target is spawned in front of
the tracker and follows the policy learned during the
adversarial duelling training [7];
and 4 metrics:
pρt =
{
max
(
0, 1− |ρt−ρ∗|150
)
, if |θt − θ∗| > FOV2
0, otherwise
,
(13)
pθt =
{
max
(
0, 1− 2|θt−θ∗|FOV
)
, if |ρt − ρ∗| > 150
0, otherwise
,
(14)
pct =
pρt + pθt
2
, (15)
pvt =
{
1, if pct > 0
0, otherwise
. (16)
The first (pρt) and second (pθt) metrics measure the
tracker ability to maintain the specified distance and angle,
respectively, from the target. It should be noted that both
scores are 0 if the target exceeds the allowed distance
(150 cm) or angle
(
FOV
2
)
. pct is simply the average of
the first two metrics, and pvt represents the percentage of
steps in which the tracker has the target in view. All these
metrics are averaged over the number of steps per run and
by the number of runs.
All the experiments have the same fixed length duration
of 250 steps. In order to evaluate the models performance
for different target velocities, in the dynamic target scenario,
we choose to vary its speed and steering speed within the set
{(3, 3) , (5, 5) , (8, 8) , (8, 3)}. Since the adversarial target
experiments employs a target trained with a fixed speed and
steering speed (equals to 8 cm/s and 8 deg/s, respectively),
we decide to maintain the same values also for testing. All
the aforementioned scenarios are averaged over 20 runs.
C. Results - Synthetic Experiments
The results of the simulated experiments are summarized
in Table II. As can be observed, our approach is the one
that shows the best overall performances. In particular, it
behaves very similarly to C-VAT (No AL), which, however,
in some scenarios (see dynamic target (8, 8), random target
and adversarial target), appears to be less accurate, as re-
flected by both pρ and pθ metrics. From the poor results of
C-VAT (No HT-AL), it is evident that training with heuristic
trajectories has contributed significantly to the development
of our tracker capabilities. This is also confirmed by the
curves in Fig. 6, which represent our models’ average episode
reward throughout training.
Both C-VAT (No AL) and C-VAT outperform AD-VAT+
in all scenarios and metrics. This may be due to the con-
tinuous action space they features, which allows them to
track the target more accurately. Interestingly, the larger
gap is observed with the adversarial target, which proves
capable to systematically elude AD-VAT+. By qualitatively
analyzing the experiments (see the video attachment), the ad-
versarial target seems to have developed a clever policy that
exploits the fact that AD-VAT+ cannot simultaneously move
backward and turning. This strategy, however, is much less
effective against C-VAT, which benefits from a symmetrical
action space.
Our approach shows much better performance also with
respect to AOT, especially against the targets with higher
speeds (dynamic target (8, 8), dynamic target (8, 3) and
adversarial target). This is caused by the fact that during
training AOT does not learn to lower its entropy in action
selection and consequently the tracking policy appears quite
“noisy”. Because of that, it becomes rather common for the
tracker to lose its target when it moves very quickly.
Remarkably, C-VAT dramatically outperforms also the
HTG, both the noisy and non-noisy variants. As already
explained in Section III-C.3, the heuristic trajectories are
only needed in the early training stage, where the reward
is still sparse. Indeed, as the results demonstrate, the C-VAT
learned policy is not limited by the HTG trajectories.
D. Results - Real Experiments
With these experiments, we want to asses C-VAT gener-
alization capabilities and its robustness in real conditions.
To this aim, we deploy our algorithm, without any kind
Fig. 7. Six images captured by the camera mounted on the tracker robot during the real world experiments. At the bottom of each figure, the blue and
the red bars represent the current angle estimated by C-VAT and the one computed by the Aruco detector [49], respectively. As it can be observed, the
two estimates are very similar and often coincide. The fact that, in some cases, the difference between them increases can be explained by noticing that
the Aruco markers are not placed at the center of the target. It is important to highlight that C-VAT does not use any sort of marker to perform tracking
(neither for training nor for testing). They are only used by the Aruco detector in order to provide a quantitative evaluation of our approach performance.
Fig. 8. Two images captured from the recording camera (left) and the
tracker robot point of view (right) during the real world experiments. The
visual appearance of our indoor environment is extremely different from
that one of the simulated scenarios used during training.
TABLE III
EXPERIMENTAL RESULTS IN REAL ENVIRONMENTS
Run pρ pθ pc pv
1 0.72 0.85 0.78 0.89
2 0.74 0.83 0.79 0.89
of fine-tuning, in an indoor environment on a real two-
wheeled mobile robot (Fig. 7, 8). Both the tracker and
the target robots can perform the same actions as their
simulated counterparts. The former is controlled by our C-
VAT model residing in a remote host, while the latter is
manually controlled. Since, in the real world, we do not have
access to ground truth informations, we equip the target robot
with Aruco markers and use the Aruco detector algorithm
[49] to approximate the real relative angle and distance from
the tracker. In frames where measurements could not be
obtained, we decide to calculate them by linear interpolation
with those of adjacent frames. It is important to specify that
the markers are used only for evaluation, since our method
does not need them to perform tracking.
All the numerical results are reported in Table III. Al-
though C-VAT exhibits lower performance than those in
simulation, it is still able to achieve remarkable results also
in a real world environment. It should be noticed that this
test scenario significantly differs from the simulated ones in
terms of visual appearance. In particular, it is characterized
by various objects, people, textures and lightning conditions
that are completely absent in the training environments. De-
spite that, in Fig. 7, which shows the model angle estimation
performances, it is shown that the robot is actually able to
recognize and locate the target.
Additional qualitative results of these experiments are
available in the attached video.
V. CONCLUSIONS
In this work, we presented a new DRL-based approach
for Visual Active Tracking that deals with continuous action
spaces. Through extensive experimentation, we showed that
our approach can perform robust tracking in both synthetic
and real environments. Despite the relevant complexity of
training a continuous control policy for VAT, our novel
learning procedure demonstrated to be able to produce an
end-to-end tracking model more accurate and reliable than
other state-of-the-art systems.
Although the results are promising, there are still many
open problems and aspects to improve. Specifically, we
intend to continue our work by addressing more complicated
scenarios, such as multi-target tracking, which introduces
new challenges and requires more sophisticated methods.
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