Consider a discrete memoryless multiple source with m component sources. A subset of k ::; m sources are sampled at each time instant and jointly compressed in order to reconstruct all the m sources under a given distortion criterion. A sampling rate distortion function is characterized for the case of fixed sampling; and for independent and memoryless random sampling when the decoder is informed of the sequence of sampled sets.
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I. INTRODUCTION
Consider a set M of m sources with a known joint probabil ity distribution function. A subset A of k sources are sampled at each time instant, and jointly processed with the objective of reconstructing all the m signals as compressed representations, within a specified level of distortion. For a given sampling set A, what is the corresponding rate distortion function? How should the sampler optimally sample the sources to yield the best compression rate for a given distortion level? What are the tradeoffs between the sampling process, compression rate and distortion level, under optimal processing? This paper is our preliminary attempt at answering these questions in an information theoretic framework.
The study of problems of combined sampling and com pression has a rich and varied history in diverse contexts. Highlights include: classical sampling and processing, rate distortion theory, multiterminal source coding, wavelet-based compression, and compressed sensing, among others. Rate distortion theory [1] rules the compression of a given sampled signal and its reconstruction within a specified distortion level. On the other hand, compressed sensing [3] , [4] , [7] provides a random linear encoding of nonprobabilistic analog sources marked by a sparse support, with lossless recovery as measured by a block error probability (with respect to the distribution of the encoder). Upon placing the problem of lossless source coding of analog sources in an information theoretic setting, with a probabilistic model for the source that need not be encoded linearly, Renyi dimension is known to determine fundamental performance limits [27] (see also [13] , [26] ). Several recent studies consider the compressed sensing of a signal with an allowed detection error rate or quantization distortion [9] , [20] , [25] , or with denoising [8] ; or of multiple signals followed by distributed quantization [21] , including a study of scaling laws [11] .
Closer to the line of our work, the rate distortion function has been characterized when multiple Gaussian signals from a random field are sampled and quantized (centralized or distributed) in [16] - [18] . Also, in a series [22] - [24] (see also [10] , [5] , [19] ), various aspects of sampling a field and reconstruction for special models are considered. In a setting of distributed acoustic sensing and reconstruction [14] , centralized as well as distributed coding schemes and sampling lattices are studied, and their performance is compared with corresponding rate distortion bounds. In [12], considering a Gaussian random field on the interval [ 0, 1] and i.i.d. in time, reconstruction of the entire field from compressed versions of k sampled sequences under the mean-squared error distortion criterion is studied. In a different formulation, for the case of m = 2 sources, each of which is sampled for a fixed proportion of time, the rate distortion function and associated sampling mechanism are characterized in [15] .
We consider a new formulation involving a "sampling rate distortion I function," which combines a sampling of sources and lossy compression, to address the questions posed earlier. Our contributions are as follows. As a basic ingredient, the sampling rate distortion function is characterized for discrete sources, with a fixed sampling set of size k ::; m. This charac terization is based on prior work by Dobrushin-Tsybakov [6] (see also Berger [1] , [2] ) on the rate distortion function for a "remote" source-receiver model in which the encoder and receiver lack direct access to the source and decoder outputs, respectively. For the special case of the probability of error distortion criterion, we show that the optimum procedure can be simplified to a rate distortion code for the sampled sources followed by maximum a posteriori estimation of the remaining sources. Best fixed-set sampling can be inferior to random sampling. Independent random sampling and memoryless ran dom sampling are considered according to whether or not the sampler depends on the source outputs. The corresponding sampling rate distortion functions for k-independent and k memory less random samplers are characterized under the assumption that the decoder is aware of the sampling sequence. In the important case when the decoder is not informed thus, our results are only partial, and provide inner bounds for the sampling rate distortion function. Finally, for jointly Gaussian sources under a mean-squared error distortion measure, the sampling rate distortion function is characterized for a fixed l This apt terminology has been used also in recent work on compressed sensing with error tolerance [20] . sampling set. Redolent of the result for the probability or error criterion above, optimum processing can be simplified into a rate distortion code for the sampled sources and a mean-squared error estimator for the un sampled sources. A combination of known techniques is used to obtain these structural properties of optimum processing.
II. PRELIMINARIES
Let M = {l, ... ,m}. Let XM = (Xl, ... ,X m ) be a m XM = X i = 1 Xi-valued rv where each Xi is a finite set. It will be convenient to use the following compact notation. For a nonempty set A <;;; M, we denote by X A the rv (Xi, i E A) with values in X i E A Xi, and denote n i.i.d. repetitions of X A by XA = (Xi, i E A) with values in XA' = X i E A X i n , where Xi = (XiI, ... Xi n ) and Xi is the n-fold product space Xi x ... X Xi. Let AC be the set M \ A. All logarithms and exponentiations are with respect to the base 2.
Let {XMd� 1 be a discrete memoryless multiple source (DMMS) consisting of i.i.d. repetitions of the rv XM with given pmf P X M of assumed full support XM· Let Y M = X :IYi, where Yi is a finite reproduction alphabet for Xi . 
in (1) will be termed the k-memoryless and k-independent random samplers, and denoted by k-MRS and k-IRS, respec tively. 
We shall consider also the case where the decoder is informed of the sequence of sampled sets s n . Denoting such an informed decoder by 'P s, the expected fidelity criterion (4) will use 'P(s n , f(s n , Xs n)) instead of 'P(J(s n , XS n)). 
III. MAIN RESULTS
A single-letter characterization of Rk (L\) or R k (L\) in volves, as an ingredient, a characterization of Rk (L\) with St = A, t = 1, ... , n, where A <;;; M is a fixed set of size IAI = k. Denote the corresponding Rk (L\) by RA(L\) (with an abuse of notation). 
with Interestingly, the last expression above also leads to a direct (14), the resulting concantenation of such codes will have rate close to the right side of (12) with expected distortion ;; L'-. .
The converse proof is based on standard arguments and uses the convexity in L'-. of the right side of (12), which follows from the observation in (14) and Lemma 1. . J (X Y) . J (X Y) sampling set A <;;; M that is uniformly best in the sense that 
J (X A 1\ YM )
3 then -by the convexity in L'-. of the right side of (12) -there must exist a L'-. for which R ' ( L'-. ) < R A ,( L'-. ) for all A <;;; M with IAI = k. This is illustrated by the following example. Example 1. With M = {I, 2, 3} and Xl = X 2 = X3 = {O, I}, consider a DMMS with pmf P X 1 ,X 2 ,X 3 given below.
Xl X2 X 3 P X 1X 2X 3 (Xl, X2, X 3) With Yl = Y 2 = Y3 = {O, I}, consider the probability of error distortion criterion in (7) . Pick k = 2. Plotted below are the sampling rate distortion functions R A (6.) for A = {I, 2}, {I, 3}, {2, 3}, and 0 .5 :s; 6. :s; 0 .7 . None is uniformly best, and R£(6.) (not shown) will be the convex envelope of the three RA(6.)-curves.
The converse proof is along standard lines, using an auxiliary time-sharing rv and Lemma 2.
•
In the setting of an informed decoder, a k-MRS can out perform the best k-IRS. It suffices to show for a k-MRS an achievable expected distortion that is strictly smaller than 6.min for k-IRS in (13) . This is illustrated by the following example. where ° < p < � < q . Let d (X M, YM) be as in (7) . Let k = 1. Then, a straightforward computation in (10) gives 6.min ,{l} = 1 -q, 6.min ,{2} = min{1 -q , p } whereby, from (13) , for a k-IRS, 6 .min = min{1 -q , p }. and 6.max as in (6) , and U being aU-valued rv with l UI :s; 3.
Sketch of proof:
We observe that for each U = u, the right side of (15) is of the form (suppressing the explicit dependence on u), which is smaller than 6.min in (18) . The heuristic underlying the point of the example is this: For a k-IRS, 6.min is achieved by that sampling set A which yields the best MAP estimate for AC in (9), whereas for the chosen k-MRS, a lower expected distortion is achieved by randomizing suitably the choice of A based on ( Xl = Xl, X 2 = X2) . for 6.min :s; 6. :s; 6.max, where the minimum is with respect to PXMSYM = PXMPSIXMPYMIS,Xs andlE[d(XM, YM)] :s; 6., with 6.min and 6.max being as in (16) and (6) .
Corollary. For a k-IRS (with uninformed decoder), (20) for 6.min :s; 6. :s; 6.max, where the minimum is with respect to PXMSYM is as in (12), and 6.min and 6.max are as in (13) and (6) . i =l (23) where the fJi are the eigenvalues of G A:E A, and e satisfies k 6. A = L min(e, fJi). i =l Sketch of proof: The main idea is the observation that the reconstruction of the source can be performed in two steps, akin to the Corollary of Proposition 1. Specifically, first a rate distortion problem for the sampled source {X Ad � l with a skewed mean-squared error distortion measure is solved to reconstruct xA as YA' Second, the (un sampled) xA c is reconstructed as the minimum mean-squared error estimate YAC � IE[XA c IXA = YA] of xA c on the basis ofYA' 
