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 はじめに
一般に, 同時分布 に従う 変量ベクトル におい
て標本ベクトルの関数 で標本を推定する問題は統計的回帰問題




(たとえば, 稲垣 (2003) 参照.) ここで, 関数 は回帰関数 (regression
function) と呼ばれ1), 標本は応答変数 (response variable), 




















2) 	危険 (	-risk) ともいわれる.
 





によって与えられることが知られている. (たとえば, ら (2002), 稲
垣 (2003) を参照.)
以上の結果から, 統計的回帰問題は, 平均構造 (mean structure) として
条件付き平均がわかればよいということになるが, 一般には (同時)
分布 が明らかでない場合が多く, よって条件付き平均 もわ


















			は回帰係数 (regression coeffcients) と呼ばれ, 未知
のパラメータである.




ある. (Bishop (2006) 参照.) この問題に対して, 本稿では近年学習理論
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3) 線形予測子 (linear predictor) とも呼ばれる.
(learning theory) に関する分野でしばしば利用される線形基底関数モデル








も4), 学習理論の分野でも, この問題と類似する過学習 (over-fitting) と呼
ばれる問題が存在することが指摘されており, この問題に対してパラメータ
を正則化最小自乗法 (regularized least squares method) によって推定する
ことが提案されている. (たとえば, Bishop (2006), Konishi and Kitagawa
(2007) を参照.) 本稿でも, Hoerl and Kennard (1970) によって線形回帰モ




グインした推定量, すなわち, 実行可能型一般化リッジ回帰推定量 (feasible
generalized ridge regression estimator) を扱う必要が生ずる. 一般に, 正則
化最小自乗法から導かれる実行可能型推定量の正確なモーメントを求めるこ
とがむずかしく, 直接議論されることが少ないけれども, ここでは,















本稿における数値計算等は, R (Version 2.15.1) と Maple (Version 15) を
用いて行われている.
 モデルと推定量
本稿では, 応答変数 の共変量 に関する条件付き平均










基底関数 (Linear Basis Functions : LBF) モデルと呼ばれる (Bishop (2006)
参照.)：

このモデルにおいて, 個体 	に関する応答変数を 	, 共変量の実現値ベク
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nary Least Squares : OLS) 推定量が利用される：

この推定量は, 標準的な推定量として利用されるけれども, 過学習 (over-
fitting) の問題に対して推定精度が悪くなることがある. (たとえば, Bishop




して通常リッジ回帰 (Ordinary Ridge Regression : ORR) 推定量やその一般
化である一般化リッジ回帰 (Generalized Ridge Regression : GRR) 推定量が
Hoerl and Kennard (1970) によって提案されており, 同様に LBFモデルに
おいても正則化最小自乗法の観点からリッジ型の推定量が考察されることが







するような直交行列であり,  	は, 行列の固有値で
ある. また,
			
はリッジ係数 (ridge coefficients) を対角成分に持つ対角行列である.
次に, 通常の線形回帰モデルにおいて GRR推定量を考察する際にしばし

































GRR推定量 におけるリッジ係数  を選択するた
めのアイデアとしては, その総平均２乗誤差 (Total Mean Squared Error :
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とに注意しよう. なお, この結果は, GRR推定量に関する議論に際して相









































































































ここで, 	は自由度であり, は非心度 (non-
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て, 各種の平均２乗誤差 (Mean Squared Error : MSE) 基準と相対効率
(Relative Efficiency : REff) に関する数値評価を与える.
.1 各種の平均２乗誤差基準






































































ここでは, 式で定義された OLS推定量の FGRR推定量に対する




































































れているけれども, 本稿では, さらに精度を高めるために 
	
	
として再計算した結果を表１に与える9). なお, 図２, ３には
相対効率のグラフを与えるのであわせて参照されたい.
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9) 


































 1 2 5 10 15 20 30 40 50 100
0 62.500 56.194 50.975 48.919 48.198 47.831 47.459 47.272 47.159 46.932
0.01 63.060 56.847 51.701 49.674 48.962 48.600 48.233 48.048 47.937 47.713
0.05 65.253 59.398 54.542 52.626 51.952 51.609 51.262 51.086 50.981 50.768
0.10 67.892 62.465 57.955 56.171 55.542 55.222 54.898 54.735 54.636 54.437
0.20 72.843 68.209 64.341 62.802 62.259 61.982 61.701 61.559 61.473 61.301
0.50 85.388 82.690 80.393 79.460 79.127 78.955 78.781 78.693 78.640 78.533
0.70 92.120 90.404 88.907 88.283 88.058 87.941 87.823 87.762 87.726 87.652
0.90 97.778 96.844 95.984 95.609 95.471 95.398 95.324 95.286 95.263 95.217
1.00 100.257 99.649 99.056 98.785 98.683 98.630 98.574 98.546 98.529 98.494
2.00 115.883 116.927 117.683 117.947 118.034 118.077 118.120 118.141 118.154 118.179
5.00 123.249 123.500 123.612 123.636 123.642 123.644 123.646 123.646 123.647 123.647
10.00 117.501 116.323 115.391 115.028 114.901 114.835 114.769 114.736 114.716 114.675
20.00 110.531 109.169 108.218 107.873 107.755 107.695 107.635 107.605 107.587 107.550
50.00 104.676 103.875 103.363 103.187 103.127 103.098 103.068 103.053 103.044 103.026
 例


























と多項式で (関数) 近似されるため11), LBFモデルとして, 以下の多項式回
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 1 2 3 4 5 6 7 8 9 10 11
 3.14 2.51 1.88 1.26 0.63 0.00 0.63 1.26 1.88 2.51 3.14
 0.68 0.64 1.46 1.09 1.29 0.62 0.52 1.22 1.00 0.66 0.45
10) Bishop (2006) の第１章を参考にした.











はまっているけれども, 大きく振動しており, 条件付き平均 (平均構造)
を説明するという意味では成功しているとはいえない. すなわち,
過学習 (過剰適合) (over-fitting) の典型的な例といえる.
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ここで, MSE は推定量のMSEであり, MCE  は推定量と
間の平均交差誤差 (Mean Cross Error : MCE) と呼ばれる.
一般に, GRR推定量などを含む縮小推定量 (shrinkage estimator) の推定
精度を評価する基準としては, 以下の総平均２乗誤差 (Total Mean Squared










ルに関する制約を持つ正則化最小自乗推定 (regularized least squares estima-
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図７：GRR推定量の幾何学的説明
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