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Abstract
Let K be an arbitrary field and {d1, . . . , dn} a set of all-different positive integers. The aim of this work
is to propose and evaluate an algorithm for checking whether or not the toric ideal of the affine monomial
curve {(td1, . . . , tdn ) | t ∈ K } ⊂ AnK is a complete intersection. The algorithm is based on new results
regarding the toric ideal of the curve, and it can be seen as a generalization of the classical result of Herzog
for n = 3. Computational experiments show that the algorithm is able to solve large-size instances.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Let R = K [x1, . . . , xn] be a polynomial ring over a field K . Denote by xa the monomial
x
a1
1 · · · xann , where a = (a1, . . . , an) ∈ Nn . A binomial f in R is a difference of two monomials,
i.e., f = xa − xb for some a, b ∈ Nn . An ideal of R generated by binomials is called a binomial
ideal. Let {d1, . . . , dn} be a set of all-different positive integers and consider the monomial curve
Γ = {(td1, . . . , tdn ) ∈ AnK | t ∈ K }.
The image of the homomorphism of K -algebras φ: R → K [t]; xi −→ tdi is denoted
by K [Γ ]. Its kernel is denoted by I (d1, . . . , dn) and it is a quasi-homogeneous ideal, i.e., a
homogeneous ideal when one gives degree di to variable xi for all i ∈ {1, . . . , n}. The ideal
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I (d1, . . . , dn) is called the toric ideal of Γ . Since K [t] is integral over K [Γ ], I (d1, . . . , dn) is
a 1-dimensional ideal. By Villarreal (2001, Proposition 7.1.2), the toric ideal I (d1, . . . , dn) is
generated by quasi-homogeneous binomials.
According to Eliahou and Villarreal (2002, Lemma 3.4 and Remark 3.5), if either
gcd{d1, . . . , dn} = 1 or K is algebraically closed, we obtain Γ = V (I (d1, . . . , dn)), i.e., Γ
is a toric variety. If K is an infinite field, the ideal I (Γ ) of polynomials vanishing on Γ is equal
to I (d1, . . . , dn) by Villarreal (2001, Corollary 7.1.12).
The toric ideal I (d1, . . . , dn) is called a complete intersection if there exists a system of quasi-
homogeneous binomials g1, . . . , gn−1 such that I (d1, . . . , dn) = (g1, . . . , gn−1). In the area of
complete intersection toric ideals there are some recent papers; see the introduction of Morales
and Thoma (2005) and the references there.
The aim of this work is to obtain and implement an efficient algorithm for checking whether
or not I (d1, . . . , dn) is a complete intersection. In the positive case, g1, . . . , gn−1 are also
determined. For all i ∈ {1, . . . , n} let us define
ci := min
(
Z+di ∩
∑
j∈{1,...,n}\{i}
N d j
)
. (1.1)
Herzog gives the following result when n = 3 (see Herzog, 1970, Theorem 3.8):
I (d1, d2, d3) is a complete intersection ⇐⇒ ∃ i and j , 1 ≤ i < j ≤ 3, such that ci = c j .
It is well-known that Herzog’s characterization does not hold for n > 3. In this work, we design
and implement an algorithm for checking whether or not a toric ideal is a complete intersection
based on the computation of the smallest positive multiple of an integer that belongs to a
semigroup. Therefore, the contribution of this work can be seen as a generalization of Herzog’s
result.
The algorithm exploits the combinatorial–arithmetical structure of complete intersections
given by the existence of a certain binary tree labeled by {d1, . . . , dn} stated in Bermejo et al.
(2005, Theorem 4.3). A binary tree is a connected directed rooted tree in which every node has
either two children or zero. Nodes with no children are called terminal nodes and the only node
with no parent is called the root of the tree. A binary tree with n terminal nodes is said to be
labeled by {d1, . . . , dn} if its terminal nodes are labeled by {d1}, . . . , {dn} . Let v be a node of a
binary tree T labeled by {d1, . . . , dn} and Tv the subtree of T whose root node is v. Denoting
by Δv the subset of {d1, . . . , dn} such that Tv is labeled by Δv , Theorem 4.3 in Bermejo et al.
(2005) proves the following:
I (d1, . . . , dn) is a complete intersection if and only if there is a binary tree T labeled by
{d1, . . . , dn} such that, for each non-terminal node v of T with children v1 and v2, one has
lcm{gcd{dr | dr ∈ Δv1}, gcd{ds | ds ∈ Δv2}} ∈
∑
dr∈Δv1 N dr ∩
∑
ds∈Δv2 N ds .
Although Theorem 4.3 in Bermejo et al. (2005) is a characterization of a combinatorial–
arithmetical type for determining if I (d1, . . . , dn) is a complete intersection, it does not provide
an efficient algorithm for solving this problem. Nevertheless, it is extremely useful for obtaining
the algorithm described in this paper.
Delorme proposes a different algorithm for checking whether or not I (d1, . . . , dn) is a
complete intersection in Delorme (1976, Section 14). The procedure uses a characterization of
complete intersections given by the existence of certain ‘suites distingue´es’ (see Delorme, 1976,
Lemme 8) and it is based on the computation of the smallest positive integer in the intersection
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of two semigroups. Besides the fact that our approach is different in nature to that of Delorme,
the algorithm obtained in this paper outperforms Delorme’s algorithm.
The main results of the paper, namely, Proposition 2.1 and Theorem 2.3, are stated and proved
in Section 2. Proposition 2.1 provides necessary but not sufficient conditions for I (d1, . . . , dn)
to be a complete intersection. Using this result, Theorem 2.3 characterizes when the toric ideal
I (d1, . . . , dn) is a complete intersection in terms of certain arithmetical conditions on binary trees
labeled by {d1, . . . , dn}. This section also contains some interesting consequences of the main
results. In particular, Corollary 2.5 shows that our characterization coincides with the classical
result of Herzog when n = 3. Section 3 makes use of Theorem 2.3 to describe the algorithm.
The performance of several implementations of the algorithm in ANSI C programming language
is discussed in Section 4 and a comparison of our fastest implementation and a similar
implementation of Delorme’s algorithm is also included. Our computational experiments show
that the here-proposed algorithm is able to solve large-size instances. It is worth mentioning that
we have also implemented the algorithm in the distributed library cimonom.lib (Bermejo et al.,
2007) of SINGULAR (Greuel et al., 2007).
2. Main results
We begin with a result which is the key to describing our algorithm.
Proposition 2.1. Let I (d1, . . . , dn) be a complete intersection. Then there exist i, j : 1 ≤ i <
j ≤ n such that ci = c j . Moreover, whenever ci = c j for i, j : 1 ≤ i < j ≤ n, we have that
(1) I (d ′1, . . . , d ′n−1) is a complete intersection, where d ′r := dr for r ∈ {1, . . . , j − 1}\{i},
d ′r := dr+1 for r ∈ { j, . . . , n − 1}, and d ′i := gcd{di , d j }.
(2) c ′r = cr for r ∈ {1, . . . , j − 1}\{i}, c ′r = cr+1 for r ∈ { j, . . . , n − 1}, and c ′i ∈ N di + N d j ,
where c ′r := min
(
Z+d ′r ∩
∑
s∈{1,...,n−1}\{r} N d ′s
) for all r ∈ {1, . . . , n − 1}.
Proof. We first show that there exist i, j ∈ {1, . . . , n}, i = j , such that ci = c j . Let
{g1, . . . , gn−1} be a minimal set of quasi-homogeneous binomials generating the toric ideal
I (d1, . . . , dn). Assume that the degrees of g1, . . . , gn−1 are D1, . . . , Dn−1 respectively. For all
i ∈ {1, . . . , n} there exist ai ∈ Z+ and a family {b(i, j )} j∈{1,...,n}\{i} of integers ≥ 0 such that
ci = ai di =∑ j =i b(i, j )d j .
Consequently, for each i ∈ {1, . . . , n} the quasi-homogeneous polynomial of degree ci , xaii −∏
j =i x
b(i, j)
j , belongs to I (d1, . . . , dn) and hence x
ai
i −
∏
j =i x
b(i, j )
j = q(i,1)g1+· · ·+q(i,n−1)gn−1,
where q(i,k) ∈ K [x1, . . . , xn] is a quasi-homogeneous polynomial of degree ci − Dk ≥ 0 when
q(i,k) = 0 for all k ∈ {1, . . . , n − 1}.
In particular, for each i ∈ {1, . . . , n} there exists k(i) ∈ {1, . . . , n − 1} such that q(i,k(i)) = 0
and the image of gk(i) under the evaluation morphism which sends x j to 0 for all j = i is equal
to x
Dk(i)/di
i . Thus gk(i) = x
Dk(i)/di
i − xα , where xα is a monomial of degree Dk(i) which does not
involve the variable xi , and hence Dk(i) ∈ Z+di ∩∑ j∈{1,...,n}\{i} N d j . By the definition of ci we
obtain the equality ci = Dk(i).
Using the pigeonhole principle there exist i, j ∈ {1, . . . , n}, i = j , such that k(i) = k( j)
which proves the first statement of the proposition. Note that an alternative proof of this result
can be found in Delorme (1976, Lemme 13).
Assume now that ci = c j for i, j : 1 ≤ i < j ≤ n and let us prove (1). Without
loss of generality we can assume that cn−1 = cn . Set dn+1 := gcd{dn−1, dn} and let us
show that the toric ideal I (d1, . . . , dn−2, dn+1) ⊂ K [x1, . . . , xn−1] is a complete intersection.
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First observe that the quasi-homogeneous polynomial h := xdn/dn+1n−1 − xdn−1/dn+1n of degree
cn−1 = cn = lcm{dn−1, dn} belongs to I (d1, . . . , dn). Proceeding as in the proof of the first
statement of the proposition, there exists i0 ∈ {1, . . . , n−1} such that gi0 = xdn/dn+1n−1 −xα, where
xα is a monomial of degree lcm{dn−1, dn} that does not involve the variable xn−1. Moreover
if i0 = n − 1, which we may assume, then h = q1g1 + · · · + qn−2gn−2 + gn−1 and hence
{g1, . . . , gn−2, h} is a minimal set of quasi-homogeneous generators of I (d1, . . . , dn).
Consider now the following morphism ψ : K [x1, . . . , xn] −→ K [x1, . . . , xn−1] defined
by xn−1 → xdn−1/dn+1n−1 , xn → xdn/dn+1n−1 and xi → xi for i ∈ {1, . . . , n − 2}.
It is easy to check that I (d1, . . . , dn) = ψ−1(I (d1, . . . , dn−2, dn+1)). If we set J :=
ψ(I (d1, . . . , dn))K [x1, . . . , xn−1], since ψ(h) = 0 we have that J = (ψ(g1), . . . , ψ(gn−2)).
Moreover, J ⊂ I (d1, . . . , dn−2, dn+1).
We claim that J : (xn−1)∞ = I (d1, . . . , dn−2, dn+1), where J : (xn−1)∞ is the saturation of
J with respect to (xn−1), i.e.,
J : (xn−1)∞ = { f ∈ K [x1, . . . , xn−1]/∃r such that f xrn−1 ∈ J }.
Indeed, J : (xn−1)∞ is a subset of I (d1, . . . , dn−2, dn+1) because J ⊂ I (d1, . . . , dn−2, dn+1)
and I (d1, . . . , dn−2, dn+1) : (xn−1)∞ = I (d1, . . . , dn−2, dn+1). Additionally, let f =
x
α1
1 · · · xαn−1n−1 − xβ11 · · · xβn−2n−2 be a quasi-homogeneous binomial in a minimal set of generators
of I (d1, . . . , dn−2, dn+1), where (αi , βi ) /∈ Z+ × Z+ for all i ∈ {1, . . . , n − 2}. We have that
α1d1 + · · · + αn−2dn−2 + αn−1dn+1 = β1d1 + · · · + βn−2dn−2. Since there exist a, b ∈ N such
that dn+1 = adn−1 − bdn, it follows that the binomial xα11 · · · xαn−2n−2 xaαn−1n−1 − xβ11 · · · xβn−2n−2 xbαn−1n
belongs to I (d1, . . . , dn) and hence f xbαn−1dn/dn+1n−1 ∈ J . Therefore f ∈ J : (xn−1)∞ and
J : (xn−1)∞ = I (d1, . . . , dn−2, dn+1) as claimed.
Finally, since for all i ∈ {1, . . . , n − 2} the element xdn−1i − xdin−1 belongs to I (d1, . . . , dn),
we have that xdn−1i − xdi dn−1/dn+1n−1 ∈ J . This implies that K [xn−1] ↪→ K [x1, . . . , xn−1]/J is an
integral ring extension. Since J = (ψ(g1), . . . , ψ(gn−2)), it follows that J is an unmixed ideal
and therefore K [x1, . . . , xn−1]/J is a torsion-free K [xn−1]-module. Thus J : (xn−1)∞ = J and
hence
I (d1, . . . , dn−2, dn+1) = (ψ(g1), . . . , ψ(gn−2)) (2.1)
which completes the proof of (1).
In accordance with our previous assumptions, let us now show that ci = c ′i for all i ∈{1, . . . , n −2}, where c ′i = min(Z+di ∩ (
∑
j∈{1,...,n−2}\{i} N d j +N dn+1)), and also that c ′n−1 =
min
(
Z+dn+1 ∩∑ j∈{1,...,n−2} N d j) ∈ N dn−1 +N dn . Observe that for all i ∈ {1, . . . , n − 2} the
inequality ci ≥ c ′i is obvious. Moreover, since {ψ(g1), . . . , ψ(gn−2)} is a minimal set of quasi-
homogeneous binomials generating the complete intersection toric ideal I (d1, . . . , dn−2, dn+1)
by (1), proceeding as in the proof of the first statement of the proposition it follows that for each
i ∈ {1, . . . , n − 1} there exists k(i) ∈ {1, . . . , n − 2} such that ψ(gk(i)) = xc
′
i /di
i − x α for
i ∈ {1, . . . , n − 2} and ψ(gk(i)) = xc
′
i /dn+1
i − x α for i = n − 1, where x α is a monomial in
K [x1, . . . , xn−1] of degree c ′i that does not involve the variable xi . This implies that, for each
i ∈ {1, . . . , n − 2}, one obtains gk(i) = xc
′
i /di
i − x β where x β is a monomial in K [x1, . . . , xn]
of degree c ′i that does not involve the variable xi . Hence c ′i ∈ Z+di ∩
∑
j∈{1,...,n}\{i} N d j . By
the definition of ci one obtains the equality ci = c ′i for each i ∈ {1, . . . , n − 2}. For i = n − 1
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one has that gk(i) is equal to x
γn−1
n−1 x
γn
n − x α , where γn−1 and γn are integers ≥ 0 verifying that
c ′n−1 = γn−1dn−1 + γndn . Thus c ′n−1 ∈ N dn−1 + N dn and the proof is complete. 
The necessary conditions for I (d1, . . . , dn) to be a complete intersection in Proposition 2.1
also turn out to be sufficient when n = 3 by Herzog (1970, Theorem 3.8) (see Corollary 2.5 for
an alternative proof) and when n = 4 by Corollary 2.6 below. Nevertheless, this characterization
does not hold for n ≥ 5 as the following example shows.
Example 2.2. The toric ideal I (45, 70, 75, 98, 147) is not a complete intersection. Indeed,
using software for polynomial computations like COCOA (CoCoATeam, 2006), MACAULAY2
(Grayson and Stillman, 2006) or SINGULAR (Greuel et al., 2007), one finds that 7 is the minimal
number of quasi-homogeneous generators for I (45, 70, 75, 98, 147). Nevertheless, c1 = c3 =
225 and setting d ′1 := gcd{d1, d3} = 15, d ′2 := 70, d ′3 := 98 and d ′4 := 147 we have that
I (d ′1, d ′2, d ′3, d ′4) is a complete intersection (see Example 2.7 at the end of this section). Moreover,
one can check that c ′1 = min(Z+15 ∩ N{70, 98, 147}) = 210 ∈ N{45, 75} and c ′2 = c2 = 210,
c ′3 = c4 = 294 and c ′4 = c5 = 294.
To obtain an effective method for determining if I (d1, . . . , dn) is a complete intersection
based on the computation of the smallest positive multiple of an integer that belongs to a
semigroup in a general setting, we use the notion of binary tree labeled by {d1, . . . , dn}
introduced in Bermejo et al. (2005) and recalled in Section 1. Let T be a binary tree labeled
by {d1, . . . , dn} and v a node of T different from the root node. We define
cv := min
(
Z+gcd{dr | dr ∈ Δv}
⋂(
N gcd{ds | ds ∈ Δw} +
∑
di /∈Δv∪Δw
N di
))
,
where v and w are children of the same parent. Note that if v and w are terminal nodes of T
labeled by {di} and {d j } respectively for i, j ∈ {1, . . . , n}, then cv coincides with ci and cw
with c j , where ci and c j are as defined in (1.1). If v and w are children of the root node, then
cv = cw = lcm{gcd{dr | dr ∈ Δv}, gcd{ds | ds ∈ Δw}}.
We can now formulate our main theorem.
Theorem 2.3. I (d1, . . . , dn) is a complete intersection if and only if there exists a binary tree T
labeled by {d1, . . . , dn} such that, for each non-terminal node v different from the root node with
children v1 and v2, one has cv ∈∑dr∈Δv N dr and cv1 = cv2 .
Proof. (⇐) For each node v of T with children v1 and v2 one has cv1 = cv2 = lcm{gcd{dr , dr ∈
Δv1}, gcd{ds, ds ∈ Δv2}}. Since cv1 ∈
∑
dr∈Δv1 N dr and cv2 ∈
∑
ds∈Δv2 N ds , it follows that
I (d1, . . . , dn) is a complete intersection by Bermejo et al. (2005, Theorem 4.3).
Observe that for each node v different from the root node we have that cv = cw, where v and
w are children of the same parent, and also that cw ∈∑ds∈Δw N ds . We claim that
cv = min
(
Z+gcd{dr | dr ∈ Δv}
⋂ ∑
di /∈Δv
N di
)
. (2.2)
Indeed, the inequality cv ≤ min(Z+gcd{dr | dr ∈ Δv}⋂∑di /∈Δv N di) follows immediately
from the equality
∑
di /∈Δv N di =
∑
ds∈Δw N ds +
∑
di /∈Δv∪Δw N di .
On the other hand, since cv = cw ∈ ∑ds∈Δw N ds ⊂ ∑di /∈Δv N di , we have that cv ∈
Z+gcd{dr | dr ∈ Δv}⋂∑di /∈Δv N di and hence equality (2.2) holds as claimed. This observation
is useful for completing the proof of the theorem.
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(⇒) Proposition 2.1 implies that there exist i, j : 1 ≤ i < j ≤ n such that ci = c j . Suppose
that cn−1 = cn . Setting dn+1 := gcd{dn−1, dn} and cn+1 := min(Z+dn+1 ∩ ∑n−2i=1 N di ),
Proposition 2.1 shows that I (d1, . . . , dn−2, dn+1) is a complete intersection and cn+1 ∈ N dn−1+
N dn.
Let us prove the result by induction on n. When n = 3, since c2 = c3 and c4 ∈ N d2 + N d3,
the following binary tree labeled by {d1, d2, d3} satisfies all required conditions:








{d2}

{d3}{d1}
Assuming the result holds for n − 1, we prove it for n. Since I (d1, . . . , dn−2, dn+1) is a
complete intersection, there exists a binary tree T ′ labeled by Δ′ := {d1, . . . , dn−2, dn+1}
such that, for each node v of T ′ different from the root node with children v1 and v2, one
has c ′v ∈
∑
dr∈Δ ′v N dr and c
′
v1 = c ′v2 , where Δ ′v is the subset of Δ ′ such that the subtree of T ′
whose root node is v is labeled by Δ ′v , and
c ′v := min
⎛
⎝Z+gcd{dr | dr ∈ Δ ′v}⋂
⎛
⎝N gcd{ds | ds ∈ Δ ′w} + ∑
di∈Δ′\(Δ ′v∪Δ ′w)
N di
⎞
⎠
⎞
⎠
with v and w children of the same parent.
Consider now the binary tree T labeled by Δ := {d1, . . . , dn} obtained by adding to T ′ two
new nodes labeled by {dn−1} and {dn} as children of the terminal node of T ′ labeled by {dn+1}.
We claim that for each node v of T ′ different from the root node one has that
cv = c ′v = cw = c ′w, (2.3)
where v and w are children of the same parent. Indeed, since gcd{dr | dr ∈ Δv} = gcd{dr | dr ∈
Δ ′v}, gcd{ds | ds ∈ Δw} = gcd{ds | ds ∈ Δ ′w} and finally∑
di∈Δ\
(
Δv∪Δw
)N di ⊆
∑
di∈Δ′\
(
Δ ′v∪Δ ′w
)N di ,
it follows that c ′v ≤ cv ≤ lcm{gcd{dr | dr ∈ Δv}, gcd{ds | ds ∈ Δw}}. Moreover, c ′v = c ′w =
lcm{gcd{dr | dr ∈ Δv}, gcd{ds | ds ∈ Δw}} and hence cv = c ′v = cw = c ′w as claimed.
Let v be a non-terminal node of T with children v1 and v2. Assume that v is different from the
root node. To prove cv1 = cv2 and also cv ∈
∑
di∈Δv N di , let us consider three different cases:
(a) {dn−1, dn} = Δv ;
(b) {dn−1, dn} ⊂ Δv ;
(c) {dn−1, dn}  Δv .
In the first case, v is the terminal node of T ′ labeled by {dn+1} and hence cv1 = cv2 . This
is because cn−1 and cn coincide. Applying the formula (2.2) to c ′v and using that cv = c ′v , it
follows that cv = min(Z+dn+1⋂∑n−2i=1 N di). Thus cv = cn+1 ∈ N dn−1 + N dn and the proof
is complete in this case.
To deal with the cases (b) and (c), observe that v1 and v2 are nodes of T ′ different from the
root node and hence cv1 = cv2 by formula (2.3). Moreover c ′v ∈
∑
dr∈Δ ′v N dr and cv is equal to
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c ′v by (2.3). Because of the equality Δv = Δ ′v when {dn−1, dn} ⊂ Δv , the proof is complete in
the case (b).
Assume now that {dn−1, dn}  Δv . Since min
(
Z+gcd{dr | dr ∈ Δv}⋂∑di∈Δ\Δv N di) is
equal to c ′v by Eq. (2.2) and cv = c ′v , it follows that cv ∈
∑
dr∈Δ ′v N dr ∩
∑
di∈Δ\Δv N di .
Thus, there exist α1, . . . , αn−1, β1, . . . , βn−2 ∈ N such that cv = α1 d1 + · · · + αn−2 dn−2 +
αn−1 dn+1 = β1 d1 + · · · + βn−2 dn−2, where αi = 0 when di /∈ Δv and βi = 0 if
di ∈ Δv for all i ∈ {1, . . . , n − 2}. This implies that the quasi-homogeneous polynomial
x
α1
1 · · · xαn−1n−1 − xβ11 · · · xβn−2n−2 belongs to the toric ideal I (d1, . . . , dn−2, dn+1) which is equal to
(ψ(g1), . . . , ψ(gn−2)) ⊂ K [x1, . . . , xn−1] by Eq. (2.1) in the proof of Proposition 2.1. Thus
x
α1
1 · · · xαn−1n−1 − xβ11 · · · xβn−2n−2 = q1ψ(g1) + · · · + qn−2ψ(gn−2), where for all i ∈ {1, . . . , n − 2}
qi is either equal to zero or a quasi-homogeneous polynomial of degree cv − deg(ψ(gi )).
Consider now the evaluation morphism Φ : K [x1, . . . , xn−1] −→ K [x1, . . . , xn−1] which
sends xi to 0 for all i ∈ {1, . . . , n − 2} such that di /∈ Δv . One has that xα11 · · · xαn−1n−1 =
Φ(q1)Φ(ψ(g1)) + · · · +Φ(qn−2)Φ(ψ(gn−2)) which implies that there exist i0 ∈ {1, . . . , n − 2}
and some integers γ1, . . . , γn−1, δ1, . . . δn−1 ≥ 0 verifying the following:
• Φ(qi0) = 0,
• ψ(gi0) = xγ11 · · · xγn−1n−1 − x δ11 · · · xδn−1n−1 ,• γi = 0 if di /∈ Δv for all i ∈ {1, . . . , n − 2}, and
• δ j = 0 for some j ∈ {1, . . . , n − 2} such that d j /∈ Δv .
Thus, cv ≥ γ1 d1 + · · · + γn−2 dn−2 + γn−1 dn+1 = δ1 d1 + · · · + δn−2 dn−2 + δn−1 dn+1 and
hence cv −∑d j∈Δv δ j d j − δn−1 dn+1 ≥ γ1 d1 +· · ·+γn−2 dn−2 +γn−1 dn+1 −∑d j ∈Δv δ j d j −
δn−1 dn+1 = δ1 d1 + · · · + δn−2 dn−2 −∑d j ∈Δv δ j d j which belongs to
Z+gcd{dr | dr ∈ Δv}
⋂ ∑
di∈Δ\Δv
N di .
Since cv is equal to min(Z+gcd{dr | dr ∈ Δv}⋂∑di∈Δ\Δv N di), we have in particular that
δn−1 = 0 and cv = deg(ψ(gi0 )). Therefore gi0 = xγ11 · · · xγn−2n−2 x
γ ′n−1
n−1 x
γ ′n
n − xδ11 · · · x δn−2n−2 ,
where γ ′n−1, γ ′n are integers ≥ 0 verifying that γ ′n−1 dn−1/dn+1 + γ ′n dn/dn+1 = γn−1. Thus,
cv = γ1 d1 + . . .+ γn−2 dn−2 + γ ′n−1 dn−1 + γ ′n dn which belongs to
∑
dr∈Δv N dr , and the proof
is complete. 
As observed in the first part of the proof of Theorem 2.3, a binary tree labeled by {d1, . . . , dn}
that satisfies the arithmetical conditions there stated, also satisfies the arithmetical conditions
stated in Bermejo et al. (2005, Theorem 4.3) (the converse is not true as Fig. 1 shows). As
a consequence of this fact, a binary tree labeled by {d1, . . . , dn} that satisfies the arithmetical
conditions stated in Theorem 2.3 encodes essential information on the ideal I (d1, . . . , dn) and
the semigroup
∑n
i=1 N di when gcd{d1, . . . , dn} = 1.
Corollary 2.4. Let T be a binary tree labeled by {d1, . . . , dn} such that the arithmetical
conditions stated in Theorem 2.3 are satisfied. Then,
(1) {gv | v is a non-terminal node of T } is a system of n − 1 quasi-homogeneous generators for
I (d1, . . . , dn), where for each non-terminal node v of T with children v1 and v2 one has
gv =∏ xarr −∏ xbss with ar , bs ≥ 0 such that
lcm{gcd{dr | dr ∈ Δv1}, gcd{ds | ds ∈ Δv2}} =
∑
dr∈Δv1
ar dr =
∑
ds∈Δv2
bs ds .
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
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

{15}
Fig. 1. A binary tree labeled by {12, 15, 18, 50} that satisfies the arithmetical conditions stated in Bermejo et al. (2005,
Theorem 4.3) and does not satisfy the arithmetical conditions stated in Theorem 2.3.
(2) When gcd{d1, . . . , dn} = 1, the Frobenius number g(S) of the semigroup S = ∑ni=1 N di ,
i.e., the largest integer not in S, is
g(S) =
∑
v node of T = root node
cv
2
−
n∑
i=1
di .
Proof. The first statement is a direct consequence of Bermejo et al. (2005, Remark 4.5(i)). Let us
prove (2). For each node v of T with children v1 and v2, one has cv1 = cv2 = lcm{gcd{dr | dr ∈
Δv1}, gcd{ds | ds ∈ Δv2}}. Since deg (gv) = lcm{gcd{dr | dr ∈ Δv1}, gcd{ds | ds ∈ Δv2}} by (1)
and
g(S) =
∑
v non-terminal node of T
deg (gv) −
n∑
i=1
di
by Bermejo et al. (2005, Remark 4.5(ii)), the result follows. 
This section concludes describing two immediate consequences of Proposition 2.1 and
Theorem 2.3. The first one provides an alternative proof of Herzog’s result. The second
one shows that the necessary conditions for I (d1, . . . , dn) to be a complete intersection in
Proposition 2.1 also turn out to be sufficient when n = 4.
Corollary 2.5. (Herzog, 1970, Theorem 3.8) I (d1, d2, d3) is a complete intersection ⇐⇒ ∃ i
and j , 1 ≤ i < j ≤ 3, such that ci = c j .
Proof. One implication is an obvious consequence of Proposition 2.1. Suppose that c2 = c3 and
let us show that the following binary tree labeled by {d1, d2, d3}:








{d2}

{d3}{d1}
satisfies the arithmetical conditions stated in Theorem 2.3. To this end, let us prove that
lcm{d1, gcd{d2, d3}} ∈ N d2 + N d3. Set d4 := gcd{d2, d3} and let a2, a3, a4 be positive integers
such that c2 = a2d2 = a3d3 = c3 and lcm{d1, d4} = a4d4. Take λ2, λ3 ∈ N such that
d4 = λ2d2 − λ3d3. One has lcm{d1, d4} = a4λ2d2 − a4λ3d3. Now, if we write a4λ2 = qa2 + r
with q, r ∈ N, 0 ≤ r < a2, it follows that lcm{d1, d4} = qa2d2 + rd2 − a4λ3d3 =
rd2 + (qa3 −a4λ3)d3. We claim that t := qa3 −a4λ3 is greater than or equal to zero. Otherwise,
since rd2 = a4λ2d2 − qa3d3 = a4(λ2d2 − λ3d3) − td3 = lcm{d1, d4} − td3, it follows that
rd2 ∈ N d2 ∩ (N d1 + N d3) with rd2 < a2d2 = c2, a contradiction. 
Corollary 2.6. I (d1, d2, d3, d4) is a complete intersection ⇐⇒ the following two conditions
hold:
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(1) ∃i, j : 1 ≤ i < j ≤ 4 such that ci = c j ;
(2) whenever ci = c j for i, j : 1 ≤ i < j ≤ 4, one has
(a) I (d ′1, d ′2, d ′3) is a complete intersection, where d ′r := dr for r : r < j and r = i ,
d ′r := dr+1 for r ≥ j , and d ′i := gcd{di , d j };
(b) c ′r = cr for r : r < j and r = i , c ′r = cr+1 for r ≥ j , and c ′i ∈ N di + N d j , where
c ′r := min(Z+d ′r ∩
∑
s∈{1,2,3}\{r} N d ′s ) for all r ∈ {1, 2, 3}.
Proof. One implication is a direct consequence of Proposition 2.1. Suppose now that c3 = c4
and set d5 := gcd{d3, d4}. Assume that I (d1, d2, d5) is a complete intersection and also that
c ′1 = c1, c ′2 = c2 and c ′5 ∈ N d3 + N d4, where c ′r := min(Z+dr ∩
∑
s∈{1,2,5}\{r} N ds)
for all r ∈ {1, 2, 5}. Under these hypotheses, let us prove that I (d1, d2, d3, d4) is a complete
intersection. Indeed, since I (d1, d2, d5) is a complete intersection and using Theorem 2.3, one of
these three conditions holds:
• c′1 = c′2 and lcm{gcd{d1, d2}, d5} ∈ N d1 + N d2;• c′2 = c′5 and lcm{d1, gcd{d2, d5}} ∈ N d2 + N d5;• c′1 = c′5 and lcm{d2, gcd{d1, d5}} ∈ N d1 + N d5.
For the first case, the following binary tree labeled by {d1, d2, d3, d4}:












{d3}

{d4}


	

{d2}{d1}
satisfies the arithmetical conditions stated in Theorem 2.3. Indeed, c1 = c2 and c3 = c4.
Moreover, since lcm{gcd{d1, d2}, d5} ∈ N d1 +N d2, we have that c ′5 = lcm{gcd{d1, d2}, d5} and
hence lcm{gcd{d1, d2}, gcd{d3, d4}} belongs to (N d1 + N d2) ∩ (N d3 + N d4). For the second
case, the following binary tree labeled by {d1, d2, d3, d4}:







{d2}
 
{d3}{d4}



{d1}
satisfies the arithmetical conditions stated in Theorem 2.3. Indeed, c3 = c4 and c ′5 ∈ N d3 +N d4.
Moreover, c ′2 = c ′5 and since c ′1 = lcm{d1, gcd{d2, d3, d4}} and c ′1 = c1, it follows that
lcm{d1, gcd{d2, d3, d4}} ∈ N d2 + N d3 + N d4. This finishes the proof, the third case being
similar to the second one. 
The following example illustrates the previous result.
Example 2.7. For d1 = 15, d2 = 70, d3 = 98 and d4 = 147, the toric ideal I (d1, d2, d3, d4) is a
complete intersection. Indeed, for all i ∈ {1, 2, 3, 4} we compute
ci := min
(
Z+di ∩
∑
j∈{1,2,3,4}\{i}
N d j
)
and obtain c1 = 210, c2 = 210, c3 = 294 and c4 = 294. Observe that c3 = c4 and define
d5 := gcd{d3, d4} and c ′r := min(Z+dr ∩
∑
s∈{1,2,5}\{r} N ds) for all r ∈ {1, 2, 5}. We obtain
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d5 = 49, c ′1 = 210 = c1, c ′2 = 210 = c2 and c ′5 = 245 ∈ N d3 + N d4 (245 = 1 · 98 + 1 · 147).
Since c ′1 = c ′2 we have that I (d1, d2, d5) is a complete intersection by Corollary 2.5 and hence
I (d1, d2, d3, d4) is a complete intersection by the previous corollary as claimed.
3. Description of the algorithm
Theorem 2.3 provides an efficient algorithm for checking whether or not I (d1, . . . , dn) is a
complete intersection. This is established by the next result.
Corollary 3.1. Given a set {d1, . . . , dn} of all-different positive integers, Algorithm CI in Fig. 2
checks whether or not I (d1, . . . , dn) is a complete intersection. In the positive case, the algorithm
also returns a minimal set of quasi-homogeneous generators of the ideal and the Frobenius
number of the semigroup∑ni=1 N di when gcd{d1, . . . , dn} = 1.
Proof. At each of the n − 2 stages of the algorithm there are two conditions to check. Let us
start at stage 1. First the algorithm requires the equality of two ci , where ci is as defined in
(1.1) for all i ∈ {1, . . . , n}. Next the algorithm tests cn+1 for membership in N d j + N dk ,
where cn+1 := min(Z+gcd{d j , dk} ∩ ∑i∈{1,...,n}\{ j, k} N di) provided c j = ck . In any event,
the algorithm returns FALSE (which means that I (d1, . . . , dn) is not a complete intersection) if
the answer is negative. This is justified by Theorem 2.3 and its proof. Indeed, if I (d1, . . . , dn) is
a complete intersection, then there exists a binary tree T labeled by {d1, . . . , dn} that satisfies the
arithmetical conditions stated in the theorem. Taking a node v of T with terminal nodes v1, v2 as
children labeled by {d j } and {dk} respectively, one has that cv1 = cv2 with cv1 = c j and cv2 = ck .
Moreover, cv ∈ N d j + N dk and cv = cn+1 by Eq. (2.2).
In order to go to stage 2, we can assume without loss of generality that cn−1 = cn and cn+1 ∈
N dn−1 + N dn , where dn+1 := gcd{dn−1, dn} and cn+1 := min (Z+dn+1 ∩∑i∈{1,...,n−2} N di ).
Now the algorithm requires the equality of two ci for i ∈ {1, . . . , n − 2, n + 1} and it returns
FALSE if the answer is negative. This is because if I (d1, . . . , dn) is a complete intersection,
then there exists a binary tree T labeled by {d1, . . . , dn} that satisfies the arithmetical conditions
stated in Theorem 2.3 such that the terminal nodes labeled by {dn−1} and {dn} are children of
the same parent. Thus, if we let T ′ be the binary tree labeled by {d1, . . . , dn−2, dn+1} obtained
from T by removing the terminal nodes labeled by {dn−1} and {dn}, and we take a node v of T ′
with terminal nodes v1, v2 as children which are labeled by {d j } and {dk} respectively, one has
that cv1 = cv2 with cv1 = c j and cv2 = ck by Eq. (2.2). Assume now that c j = ck for some
j, k ∈ {1, . . . , n − 2, n + 1} and set cn+2 := min (Z+gcd{d j , dk} ∩∑i∈{1,...,n−2,n+1}\{ j, k} N di ).
In order to check the second condition, let us analyze two cases:
• j ≤ n − 2 and k = n + 1,
• j, k ≤ n − 2.
In the first case the algorithm tests cn+2 for membership in N d j + N dn−1 + N dn, while in the
second case it tests cn+2 for membership in N d j + N dk . In any event, the algorithm returns
FALSE if the answer is negative. This is justified by again invoking Theorem 2.3 and its proof.
Indeed, in the first case cn+2 is nothing but cv by Eq. (2.2) and hence cn+2 ∈ ∑dr∈Δv N dr =
N d j + N dn−1 + N dn. In the second case, if we apply Eq. (2.2) to the node v of T ′ we obtain
that cn+2 = c ′v which is equal to cv by (2.3). Thus, cn+2 ∈
∑
dr∈Δv N dr = N d j + N dk .
If we continue this process until the end of stage n−2 without obtaining a negative answer, we
have constructed a binary tree T labeled by {d1, . . . , dn} that satisfies the arithmetical conditions
stated in Theorem 2.3. Therefore, I (d1, . . . , dn) is a complete intersection. In this case, the
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Algorithm CI
Require: {d1, . . . , dn}
Ensure: TRUE or FALSE
G1 := {d1, . . . , dn}
for i = 1 to n do
Vi := {di}
ci := min (Z+di ∩∑ j∈{1,...,n}\{i} N d j )
xαi := xci/dii
end for
for i = 1 to n − 2 do
if c j = ck for all j, k : j = k and d j , dk ∈ Gi then
return FALSE
end if
Let j, k be such that j = k, d j , dk ∈ Gi and c j = ck
gi := xα j − xαk
dn+i := gcd{d j , dk}
Vn+i := Vj ∪ Vk
Gi+1 := Gi\{d j , dk} ∪ {dn+i }
cn+i := min (Z+dn+i ∩∑ds∈ Gi+1\{dn+i } N ds)
if cn+i ∈∑d j ∈ Vn+i N d j then
return FALSE
end if
xαn+i :=∏d j ∈Vn+i xan+i, jj with an+i, j such that cn+i =∑d j ∈Vn+i an+i, j d j
end for
Let j be such that Gn−1 = {d j , d2n−2}
gn−1 := xα j − xα2n−2
B := {g1, . . . , gn−1}
if gcd{d1, . . . , dn} = 1 then
g(S) := 12
∑2n−2
i=1 ci −
∑n
i=1 di where S =
∑n
i=1 N di
end if
return TRUE
Fig. 2. Pseudo-code for checking whether a toric ideal is a complete intersection. It returns TRUE if I (d1, . . . , dn) is
a complete intersection and FALSE otherwise. In the first case, the algorithm also returns a minimal set B of quasi-
homogeneous generators of the toric ideal and the Frobenius number g(S) of the semigroup S = ∑ni=1 N di when
gcd{d1, . . . , dn} = 1.
algorithm also returns a minimal set {g1, . . . , gn−1} of quasi-homogeneous generators of the
toric ideal obtained from the binary tree T as stated in Corollary 2.4(1). Finally, the algorithm
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returns the Frobenius number g(S) of the semigroup S =∑ni=1 N di when gcd{d1, . . . , dn} = 1
by the formula
g(S) = 1
2
2n−2∑
i=1
ci −
n∑
i=1
di .
This equality holds because, as shown above, for each i ∈ {1, . . . , 2n − 2} there exists a node
v of T different from the root node such that ci = cv and thus the equality is a consequence of
Corollary 2.4(2). 
To illustrate Algorithm CI we consider the following example.
Example 3.2. For d1 = 36, d2 = 54, d3 = 125, d4 = 150 and d5 = 225, the toric ideal
I (d1, d2, d3, d4, d5) is a complete intersection. Moreover, {x31 − x22 , x34 − x25 , x33 − x4x5, x81 x32 −
x34} is a minimal set of quasi-homogeneous generators of the ideal and the Frobenius number of
the semigroup
∑5
i=1 N di is 793.
Indeed, set G1 := {36, 54, 125, 150, 225}, V1 := {36}, V2 := {54}, V3 := {125}, V4 :=
{150} and V5 := {225}. Now we compute ci := min(Z+di ∩ ∑ j∈{1,...,5}\{i} N d j ) for all
i ∈ {1, . . . , 5} and obtain c1 = 108, c2 = 108, c3 = 375, c4 = 450, c5 = 450. Set
xα1 := x31 , xα2 := x22 , xα3 := x33 , xα4 := x34 and xα5 := x25 . Observe that c1 = c2 and define
g1 := xα1 − xα2 = x31 − x22 ,
d6 := gcd{d1, d2} = gcd{36, 54} = 18,
V6 := V1 ∪ V2 = {36, 54} and
G2 := {d3, d4, d5, d6} = {125, 150, 225, 18}.
We compute c6 := min(Z+d6 ∩ (N d3 + N d4 + N d5)) and obtain c6 = 450. Observe that
c6 ∈ N d1 + N d2 (450 = 8 · 36 + 3 · 54) and set xα6 := x81 x32 .
Now we compare c3, c4, c5, c6 and observe that c4 = c5 = 450. Then, we define
g2 := xα4 − xα5 = x34 − x25 ,
d7 := gcd{d4, d5} = gcd{150, 225} = 75,
V7 := V4 ∪ V5 = {150, 225} and
G3 := {d3, d6, d7} = {125, 18, 75}.
We compute c7 := min(Z+d7 ∩ (N d3 + N d6)) and obtain c7 = 375. Observe that
c7 ∈ N d4 + N d5 (375 = 1 · 150 + 1 · 225) and set xα7 := x4x5.
Now we compare c3, c6, c7 and observe that c3 = c7 = 375. Then, we define
g3 := xα3 − xα7 = x33 − x4x5,
d8 := gcd{d3, d7} = gcd{125, 75} = 25,
V8 := V3 ∪ V7 = {125, 150, 225} and G4 := {d6, d8} = {18, 25}.
We compute c8 := min(Z+d8 ∩ N d6) and obtain c8 = 450. Observe that c8 ∈ N d3 + N d4 +
N d5 (450 = 3 · 150) and set xα8 := x34 .
Finally, setting g4 := xα6 − xα8 = x81 x32 − x34 we find that {g1, g2, g3, g4} is a minimal set of
quasi-homogeneous generators of I (36, 54, 125, 150, 225). Moreover, the Frobenius number of
the semigroup
∑5
i=1 N di is equal to 12
∑8
i=1 ci −
∑5
i=1 di = 108 + 375 + 450 + 450 − (36 +
54 + 125 + 150 + 225) = 793.
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
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
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{225}{150}
Fig. 3. This is the binary tree labeled by {36, 54, 125, 150, 225} provided by Algorithm CI when running as stated in
Example 3.2.







{150}



{54}{36}



{225}




{125}
Fig. 4. This is a binary tree labeled by {36, 54, 125, 150, 225} also provided by Algorithm CI when reindexing the di ’s.
Observe that after following this process, we have constructed the binary tree labeled by
{36, 54, 125, 150, 225} in Fig. 3 that satisfies the arithmetical conditions stated in Theorem 2.3.
It is worth pointing out that by reindexing the di ’s, the algorithm can provide a different binary
tree labeled by {36, 54, 125, 150, 225} as shown in Fig. 4.
Using the algorithm, let us now check that the ideal I (45, 70, 75, 98, 147) in Example 2.2
is not a complete intersection. Indeed, setting G1 := {45, 70, 75, 98, 147}, d1 := 45, d2 :=
70, d3 := 75, d4 := 98, d5 := 147 and V1 := {45}, V2 := {70}, V3 := {75}, V4 := {98} and
V5 := {147}, we have that c1 = 225, c2 = 210, c3 = 225, c4 = 294 and c5 = 294 . We observe
that c1 = c3 and define d6 := gcd{d1, d3} = gcd{45, 75} = 15 and V6 := V1 ∪ V3 = {45, 75} .
As is shown in Example 2.2, c6 = 210 ∈ N{45, 75}. Now set G2 := {d2, d4, d5, d6} =
{70, 98, 147, 15}, observe that c2 = c6 and define d7 := gcd{d2, d6} = gcd{70, 15} = 5 ,
V7 := V2 ∪ V6 = {70, 45, 75} and G3 := {d4, d5, d7}. One has that c7 = 245 ∈ N{70, 45, 75}
and hence I (45, 70, 75, 98, 147) is not a complete intersection.
4. Computational aspects
A direct implementation of the Algorithm CI requires an efficient procedure to compute the
values ci . In the first part of this section we propose and compare several procedures to carry
out these computations. In the second part, we describe three different implementations of the
Algorithm CI.
4.1. Computing ci
For simplicity in notation this section concerns only c1. The optimization problem can be
formulated by the following Integer Linear Programming (ILP) model:
x∗1 := min x1 (4.1)
d1 + d1x1 = d2x2 + · · · + dnxn (4.2)
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x1, x2, . . . , xn ≥ 0 (4.3)
x1, x2, . . . , xn ∈ Z. (4.4)
Then c1 = d1 + d1x∗1 .
From this ILP model, an algorithm for computing c1 also decides whether or not a linear
diophantine equation admits a non-negative solution. Indeed, a linear diophantine equation
d2x2 + · · · + dnxn = d1 admits a non-negative solution if and only if the optimal objective value
of model (4.1)–(4.4) is x∗1 = 0. This implies that the computation of c1 is a NP-hard problem
because of theNP-completeness of the above-cited decision problem (see Lueker (1975)). For n
fixed, however, the optimization problem of computing c1 is polynomially solvable (see Lenstra
(1983) or Papadimitriou (1994, Section 9.5.34)).
The Linear Programming (LP) relaxation of our optimization problem, i.e., model (4.1)–(4.3)
has optimal objective value equal to zero, obtained with the solution x2 = d1/d2 and xi = 0 for
all i = 2. Although modern general-purpose ILP solvers incorporate additional valid inequalities
(e.g., Gomory cuts) to strengthen this lower bound, LP-based algorithms fail to find an integer
solution for some instances. This claim can be easily checked simply by applying any ILP solver
to the following example:
n = 3, d1 = 75000, d2 = 75001, d3 = 75002.
Using the commercial ILP solver named Cplex 9.1with the default parameters it is not possible
to find an integer solution of (4.2)–(4.4) in one hour on a personal computer Pentium IV 3 GHz.
For this reason, other specialized approaches are required.
We next present two different techniques, one based on an ad-hoc branch-and-bound approach
and another based on a Graph Theory scheme.
4.1.1. A branch-and-bound procedure
Since finding c1 is a NP-hard combinatorial problem, a classical approach to solve it follows
a branch-and-bound scheme. We propose the following implementation.
Let us denote
c1 := min{lcm{d1, di } | 2 ≤ i ≤ n}
which is a trivial upper bound on c1. Value M1 := c1/d1 − 1 is then an upper bound on the
optimal objective value of model (4.1)–(4.4), and it is used as an initial upper bound in our
branch-and-bound proposal.
Each node of the search tree is associated with a setting of the variables x2, . . . , xn , thus
leading to its local lower bound d2x2 + · · · + dnxn . In particular, the root node is associated
with x2 = · · · = xn = 0. On each node of the search tree which is not the root, one checks
whether its local lower bound is a multiple of d1. If this is the case, branching is not required
from this node and the incumbent upper bound is updated if necessary. Otherwise, branching is
applied by creating (at most) n − 1 new nodes in the search tree. These nodes are created by
incrementing each variable of the set {x2, . . . , xn} by one unit. To avoid creating two identical
nodes, we mark every local lower bound the first time it is generated. As standard in branch-and-
bound techniques, a node is neither created when its local lower bound is greater than or equal
to the current upper bound.
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4.1.2. A Graph Theory procedure
An alternative approach to compute c1 is to use a Graph Theory representation of the
problem. The approach is similar in spirit to that of Clausen and Fortenbacher to solve linear
diophantine equations (see Clausen and Fortenbacher (1989)). The idea is to represent each
solution (x1, x2, . . . , xn) of (4.2)–(4.4) as a path in a graph where the weight of the path is x1.
Then the combinatorial problem modeled in (4.1)–(4.4) is equivalent to finding a shortest path in
this graph.
More precisely, consider the following directed weighted graph G = (V , A), where the node
set is
V := {v ∈ Z | − max{di | 2 ≤ i ≤ n} < v ≤ d1}
and the arc set is
A :=
n⋃
i=2
{(v, v − di ) | v ∈ V , v > 0}
⋃
{(v, v + d1) | v ∈ V , v ≤ 0}.
An arc (v,w) is called forward arc if v < w and backward arc otherwise. Each forward arc is
associated with unit weight and each backward arc is associated with zero weight. The weight
of a path in G is the sum of the weights of its arcs. Inspired by Clausen and Fortenbacher (1989,
Lemma 7) we obtain the following result:
Lemma 4.1. There is an onto map of the set of paths in G from d1 to 0 with weight x1 into the
set of solutions (x1, x2, . . . , xn) of (4.2)–(4.4).
Proof. A path in G from d1 to 0 with weight x1 has x1 forward arcs. If xi denotes the
number of backward arcs of type (v, v − di ) for all i ∈ {2, . . . , n} in such a path, then
d1 + d1x1 − d2x2 − · · · − dnxn = 0.
Take now a solution (x1, . . . , xn) of (4.2)–(4.4). We construct a path in G from d1 to 0 of
weight x1 whose image is (x1, . . . , xn). Start at node d1, choose i ∈ {2, . . . , n} and add the
backward arc (d1, d1 − di ). If d1 − di > 0 choose j ∈ {2, . . . , n} and add the backward arc
(d1 − di , d1 − di − d j ). If d1 − di ≤ 0, we add the forward arc (d1 − di , 2d1 − di ). Repeating
this process and taking into account that xi is the number of arcs (v, v − di ) added, for all
i ∈ {2, . . . , n}, the path ends at node 0 after adding x1 forward arcs. 
As a consequence of Lemma 4.1, the problem of computing x∗1 (and therefore c1) can be
solved by finding a shortest path connecting two nodes in a directed graph, which can be done by
using, e.g., Dijkstra’s algorithm (see Dijkstra (1959)). The efficiency of the Dijkstra algorithm
strongly depends on the number of nodes and arcs in the graph. For that reason, we now present
a graph reduction leading to a smaller graph G′ = (V ′, A′).
We define the node set of G′ as
V ′ := {v ∈ Z | 0 ≤ v ≤ d1}
and its arc set as
A′ := {(v, (v − di ) mod d1) | v ∈ V ′, i ∈ {2, . . . , n}}.
The weight of each arc (v, (v − di ) mod d1) ∈ A′ is defined equal to
w(v,i) :=
∣∣∣∣
⌊
v − di
d1
⌋∣∣∣∣ .
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Fig. 5. Graph G′ when d1 = 5, d2 = 6, d3 = 8.
The intuition under these definitions can be seen with the help of the linear function
f (x1, . . . , xn) = d1 + d1x1 − d2x2 − · · · − dnxn.
Starting with x1 = x2 = · · · = xn = 0, then f (0, . . . , 0) = d1. When f (x1, . . . , xn) = v for
some values x1, . . . , xn and 0 ≤ v ≤ d1, increasing variable xi in one unit implies increasing
variable x1 in w(v,i) units in order to keep the value of f between 0 and d1. For fixed x2, . . . , xn
the value of x1 is univocally implied in order to guarantee 0 ≤ f (x1, x2, . . . , xn) < d1. A
solution of the linear diophantine equation consists of assigning values to x2, . . . , xn such that
the value of f goes to zero. Clearly, each path from d1 to 0 in G is associated with a path from
d1 to 0 in G′ with the same weight, and vice versa. Fig. 5 shows the graph G′ for the instance
d1 = 5, d2 = 6, d3 = 8. Arcs represented by single lines have a weight equal to one, and arcs
represented by bold lines have a weight equal to two. Arcs in dotted lines show a shortest path
whose total weight is x∗1 = 3.
Therefore, x∗1 can be computed by applying Dijkstra’s algorithm to find a shortest path from
d1 to 0 in G′. Since the number of nodes is d1 + 1 and the number of arcs is (n − 1)(d1 + 1), the
optimization problem (4.1)–(4.4) can be solved in O(n · d1 + d1 · log(d1)) (see, e.g., Fredman
and Tarjan (1987)). Note that, with this reduction, the computational complexity of computing
c1 depends on n and d1, but not on d2, . . . , dn .
Corollary 4.2. Each ci can be computed in pseudo-polynomial time.
4.1.3. Performance of the procedures
The algorithms above described to compute c1 have been implemented in ANSI C
programming language on a personal computer. To evaluate the performance of these
implementations, we have created four families of instances. These families are hereby described:
Class I: The values di are random integers generated in [1000,100 000].
Class II: The values di form a sequence of consecutive numbers.
Class III: The values di form a sequence of numbers in arithmetic progression.
Class IV: The value d1 is a random integer generated in [1000,100 000], and then di+1 = di +λi
with λi a random number in [1,40].
We have generated several instances of each class so as to have a benchmark library of 24 test-
bed instances. The description of each instance is given in Table 1 (we will see in Section 4.2 the
instances which correspond to complete intersections).
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Table 1
Definition of each instance
Instance d1 · · · dn
I.1 5173 82835 71618 40113 91618 56780 97331 99443 39811 67661
I.2 13956 42464 64164 67639 17570 31020 81873 52330 17587 61921
I.3 3628 56835 89345 23514 88287 24393 55216 48382 12009 7082
84883 38185 48852 83318 95127 7420 4832 52260 63788 68681
91522 60856 48284 22796 51653 87359 34636 91369 32019 52229
I.4 10218 80552 26128 42899 21692 78331 16579 28129 38510 43810 60285
83245 81109 20600 90391 31893 63315 31329 72998 99347 56966
98524 18152 47034 89406 93278 71447 49169 86098 82404
I.5 6305 40866 11010 86388 6992 41758 6671 5476 15794 12321
24890 65024 30998 62708 31002 30369 46368 92055 50089 21348
42871 39775 66691 12266 65787 24612 48497 66292 21489 8110
70723 77707 18120 56111 29364 14465 96869 71387 18941 28016
99060 42831 92040 45410 4539 38394 74780 66260 45802 23869
I.6 17958 56264 21280 72173 21727 37106 56359 76162 22682 59347 99825
102401 69719 88911 24957 69124 77834 18594 87208 75064 53043
81469 65664 80841 27173 91634 75135 79897 76442 69070
58598 27706 75351 25771 34433 103809 73483 95595 21491 34182
90421 25244 88901 80684 41553 59378 53518 45147 47938 29935
II.1 1000 1001 1002
II.2 10315 10316 10317
II.3 75000 75001 75002
II.4 1000 1001 1002 1003 1004
II.5 100 101 102 103 104 105 106 107 108 109
II.6 240 241 242 243 244 245 246 247 248 249 250
III.1 2101 5124 8457
III.2 31013 41014 51015
III.3 4000 4901 5802 6703
III.4 10000 19101 28202 37303
III.5 103 305 507 709 911
III.6 508 929 1350 1771 2192
IV.1 47369 47371 47375
IV.2 10125 10138 10154 10163
IV.3 68365 68410 68433 68451
IV.4 10169 10200 10213 10258 10259
IV.5 12863 12868 12874 12881 12890
IV.6 70003 70007 70012 70015 70016 70019
Table 2 shows the results of our experiments. Column instance gives the name of the instance.
The value of n for each instance is also shown (the precise values di are in Table 1). Column x∗1
gives the value of the variable x1 in an optimal solution, and c1 is equal to d1(1 + x∗1 ). Column
M1 shows the initial upper bound on x∗1 as defined in 4.1.1. Columns labeled time show the CPU
time in seconds consumed by each procedure on a personal computer with Intel Pentium IV
3 GHz. The execution of an algorithm was aborted when a time limit of one hour was reached,
and this situation is marked with “–” in the table. Four procedures have been executed:
B&B: This is our implementation of the algorithm described in Section 4.1.1. The number of
explored nodes in the search tree is also displayed.
Graph: This is our implementation of the algorithm described in Section 4.1.2 using the graph
G′. The shortest path problem is solved by using a modified version of SPLIB (see
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Table 2
Computational results
Instance n M1 x∗1 c1 B&B Graph Mathematica Cplex
Time Nodes Time Time Time Nodes
I.1 10 39 810 79 413 840 0.06 5 818 0.02 0.313 0.72 26 084
I.2 10 2 584 21 307 032 0.03 21 444 0.01 0.078 0.39 13 705
I.3 30 1 207 20 76 188 0.01 11 306 0.01 66.516 0.73 19 289
I.4 30 602 13 143 052 0.02 52 068 0.01 87.328 1.91 48 558
I.5 50 1 415 5 37 830 0.02 37 673 0.02 82.031 1.41 22 403
I.6 50 3 098 7 143 664 0.03 25 612 0.02 705.891 2.66 45 910
II.1 3 500 500 501 000 0.03 1 25 749 0.01 0.953 6.13 252 391
II.2 3 10 315 5 158 53 215 085 2.73 13 310 219 0.01 14.594 647.56 26 629 522
II.3 3 37 500 37 500 2812 575 000 27.34 129 999 999 0.01 354.453 – 146 930 821
II.4 5 250 250 251 000 0.03 94 374 0.01 0.594 – 128 847 821
II.5 10 20 12 1 300 0.01 629 0.01 0.047 5.06 183 911
II.6 11 24 24 6 000 0.01 2 723 0.01 0.422 – 32 319 130
III.1 3 5 123 29 63 030 0.01 70 0.01 0.078 0.02 135
III.2 3 41 013 25 507 91 079 604 49.97 149 565 314 0.01 161.781 – 130 296 991
III.3 4 2 900 2 234 8 940 000 0.66 2 434 462 0.01 5.75 – 132 025 250
III.4 4 14 100 12 434 124 350 000 7.67 21 706 521 0.01 53.281 – 131 236 017
III.5 5 304 227 23 484 0.01 3 029 0.01 0.531 2.38 85 794
III.6 5 547 547 278 384 0.03 57 297 0.01 1.297 3073.31 109 944 937
IV.1 3 47 370 15 792 748 098 617 26.73 124 705 473 0.01 93.094 – 143 520 115
IV.2 4 10 137 268 2 723 625 0.25 829 463 0.01 0.719 0.01 210
IV.3 4 13 681 797 54 555 270 3.24 12 427 114 0.01 4.578 – 144 935 201
IV.4 5 10 199 113 1 159 266 0.16 357 961 0.01 0.334 0.01 0
IV.5 5 12 867 477 6 148 514 0.90 2 483 783 0.01 1.594 – 142 912 631
IV.6 6 70 006 4 376 306 403 131 45.48 114 883 122 0.02 58.89 – 136 157 474
Cherkassky et al. (1996)). The modification exploits the fact that on G′ we know the
n − 1 neighbors of a node without needing to bring in extra data structures to store all
the arcs.
Mathematica: The commercial software Mathematica has a tool to check if there exists a non-
negative solution of a linear diophantine equation. This tool can be iteratively applied
to compute c1 by checking the feasibility of (4.2)–(4.4) for a fixed x1. The iterations
are created by fixing x1 in {0, . . . , M1} following an increasing order until the first
application returns feasibility. For that reason, the number of applications of the tool is
x∗1 + 1.
Cplex: This is the commercial ILP solver Cplex 9.1 solving model (4.1)–(4.4). The number
of explored nodes in the search tree is also displayed.
From the features in the table we conclude that instances from Class I are easy for all
approaches, Mathematica being the worst option when n grows. On the other instances, Cplex
shows the worst performance and cannot solve 10 of the 18 instances within the time limit. The
branch-and-bound algorithm described in Section 4.1.1 was able to solve all the instances in a
short computational time. However the best approach from our experiments is the Graph Theory
based approach described in Section 4.1.2. To investigate the limits of this implementation we
have also conducted further experiments approaching instances with larger values of di . In these
cases, the memory consumption of the implementation increases due to the large number of
nodes and arcs in the graphs. Indeed, the Graph Theory based approach cannot solve instances
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with di larger than 109 on a 32-bits personal computer due to memory limitation. The number
n has a minor impact on the running time. In our experiments, when the memory limit was not
reached, this time was always less than one second.
4.2. On the implementation of Algorithm CI
The key issue of Algorithm CI is the design of procedures to solve the problems of computing
ci and to check whether or not cn+i ∈ ∑d j ∈Vn+i Nd j . We have produced three implementations
of Algorithm CI, each one approaching the first problem trough a different technique. In all
implementations, the second problem was solved by a full enumeration procedure. To reduce the
number of ci computations, an important observation is that when c j = ck for j, k ∈ {1, . . . , n} :
j = k then c j = ck = lcm{d j , dk}, and therefore c j = c j = ck . Note that this necessary
condition is not sufficient, as one can confirm from the instance n = 4, d1 = 5, d2 = 6, d3 =
7, d4 = 9 where c4 = c4 = c2 and c4 = c2. In particular, the problem of computing ci does not
need to be solved when ci = c j for all j ∈ {1, . . . , n} \ {i}. This is not the situation of at least the
two indices j and k such that lcm{d j , dk} = min{lcm{dp, dq} | 1 ≤ p < q ≤ n}, and therefore
the first problem must be solved at least once in each iteration of Algorithm CI.
To illustrate the above discussion, we now give details on two instances from our benchmark
collection. On instance II.1 we have c1 = c3 = 501 000 and c2 = 1001 000. Since c1 = c1
and c3 = c3 then instance II.1 is a complete intersection. On instance II.2 we have c1 = c2 =
106 409 540 and c3 = 106 419 855. Since c1 < c1 then one concludes that instance II.2 is not a
complete intersection without computing neither c2 nor c3.
Set i ∈ {1, . . . , n} such that ci = c j for some j ∈ {1, . . . , n} \ {i}. In the first implementation
of Algorithm CI the computation of ci is explicitly addressed through the fastest of the Graph
Theory techniques described in Section 4.1.2. The second and third implementations do not
aim at finding the optimum value ci but only at checking whether ci < ci . The second
implementation makes use of the branch-and-bound technique described in Section 4.1.1, which
is aborted once the initial upper bound is reduced. The third implementation addresses the
question whether ci < ci by verifying if there is a positive multiple of di strictly smaller than
ci in
∑
k =i N dk . To this end, one must check whether there exist x1, . . . , xn ∈ N such that
(x1, . . . , xi−1, xi+1, . . . , xn) = (0, . . . , 0), xi ≥ 1 and ci = d1x1 + · · · + dnxn . This feasibility
problem can be decomposed into n−1 subproblems, each one checking whether or not a specific
diophantine linear equation has a non-negative solution. Starting from k = 1 and increasing k
by one unit in each iteration, each of these equations is ci − di − dk = dk yk + . . . + dn yn for
k ∈ {1, . . . , i − 1} and ci − di − dk = di yi + dk yk + . . . + dn yn for k ∈ {i + 1, . . . , n}. As soon
as a subproblem is proved to be feasible then ci < ci .
Based on computational experiments on benchmark instances we have observed that the first
implementation is the fastest. As an example, the first implementation takes less than one second
to prove that the toric ideal I (d1, . . . , d13) is a complete intersection, where d1 = 304 920, d2 =
381 150, d3 = 457 380, d4 = 571 725, d5 = 97 911, d6 = 223 146, d7 = 239 085, d8 =
159 390, d9 = 334 719, d10 = 224 112, d11 = 238 119, d12 = 252 126 and d13 = 334 949.
The implementation also gives a minimal set of quasi-homogeneous generators of the toric ideal,
{x23 − x31 , x38 − x27 , x29 − x36 , x812 − x910, x1x3 − x22 , x6x9 − x7x28 , x10x12 − x211,
x32 − x24 , x10x11 − x6x7, x6x10x11 − x75 , x37 x8 − x1x4, x25 x28 x11x12 − x313},
and shows that the Frobenius number of the semigroup
∑13
i=1 N di is 6229597.
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The same computational behavior is obtained when applying the first implementation to the
24 instances in Table 1 and also to the 25 instances in the benchmark collection described in
Aardal and Lenstra (2004). In our benchmark collection only the toric ideals corresponding to
instances II.1 and II.3 are complete intersections. In the benchmark collection included in Aardal
and Lenstra (2004) no toric ideal is a complete intersection.
Finally, we compare our fastest implementation (i.e., the one computing ci through a Graph
Theory approach) with a similar implementation of the algorithm described in Delorme (1976,
Section 14). Indeed, Delorme’s algorithm can be implemented by adapting our implementation
of Algorithm CI. Among other details, the main adaptation consists in replacing the computation
of ci for i > n in Algorithm CI by the computation of the smallest integer belonging
to two semigroups, say N{d1, . . . , dk} and N{dk+1, . . . , dn}. To this end one can adapt the
Graph Theory procedure in Clausen and Fortenbacher (1989) for solving the homogeneous
linear diophantine equation d1x1 + · · · + dkxk = dk+1xk+1 + · · · + dnxn . This graph has
max{d1, . . . , dk}+max{dk+1, . . . , dn} nodes and (n−k) max{d1, . . . , dk}+k max{dk+1, . . . , dn}
arcs and now we do not have a reduction procedure on this graph like the one described
in Section 4.1.2. Therefore, finding shortest paths in the Delorme algorithm consumes more
computational time than finding shortest paths in Algorithm CI.
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