Abstract. We propose a method to efficiently compute mutual information between high-dimensional distributions of image patches. This in turn is used to perform accurate registration of images captured under different modalities, while exploiting their local structure otherwise missed in traditional mutual information definition. We achieve this by organizing the space of image patches into orbits under the action of Euclidean transformations of the image plane, and estimating the modes of a distribution in such an orbit space using affinity propagation. This way, large collections of patches that are equivalent up to translations and rotations are mapped to the same representative, or "dictionary element". We then show analytically that computing mutual information for a joint distribution in this space reduces to computing mutual information between the (scalar) label maps, and between the transformations mapping each patch into its closest dictionary element. We show that our approach improves registration performance compared with the state of the art in multimodal registration, using both synthetic and real images with quantitative ground truth.
Introduction
Image registration is a basic operation that plays a key role in many applications of medical imaging, motion correction, growth quantification, just to mention a few. There are many instances of registration algorithms, depending on what assumptions one is willing to make on the relation between the two images (e.g., changes of viewpoint, different sensors), and the nature of the scene (e.g., static geometry, growth effect). To each of these assumptions there correspond different criteria for registration, none "correct" or "incorrect" per se, just catering to different assumptions.
Assuming that the data are sampled from a joint density, mutual information (MI) [1] [2] [3] has emerged as an appealing criterion for multimodal registration. Without imposing a specific data formation model, one seeks for the registration that maximizes the MI between the distributions that generate the measurements. The key question then becomes distributions of what?
The first, and most naive, choice is to consider an image itself to be a distribution of pixel values. This is done without regards to the structure of the image, as one could scramble the pixels around and obtain an identical sample, and corresponds to a first-order statistic of the data formation process. More appealing would be to consider higher-order statistics, for instance the joint distribution of pixels in a patch, that can capture the structure and spatial relations between image values. While this approach is appealing in theory, and straightforward in concept, the challenge lies in the curse of dimensionality: Even considering relatively small patches (say 11 × 11) would force us to estimate joint densities in a 121-dimensional space, a rather tall order. Most density estimators suffer from sample impoverishment phenomena in high-dimensional spaces, and therefore we can expect the estimate of MI to be rather crude in addition to being computationally expensive.
Our contribution in this paper is to provide an efficient way to compute mutual information in a high-dimensional space of image patches avoiding sample impoverishment. This enables us to perform registration of multimodal images using their local structures, improving the state of the art in MI-based registration. We do so by first organizing the space of patches into orbits under the action of the Euclidean group of the plane. This enables us to learn not dictionaries of individual patches, but of their equivalence classes, akin to "hypercolumns" in primate visual cortex. The result is that MI between image patches can be reduced to MI between their (scalar) label maps, and MI between the transformations mapping each patch into a dictionary element. This is achieved regardless of the dimension of the patch.
Prior Related Work
A number of extensions have been explored to include spatial context since the introduction of MI. The simplest is to add local features as a third channel, such as region labeling by Studholme et al. [4] , image gradient by Pluim et al. [5] , or spatial location by Studholme [6] , Leockx [7] , and Toews [8] . Though generally promising, feature selection itself is a tricky problem and the selected features have no guarantee to form sufficient statistics. An alternative strategy is to consider neighboring pixels instead of a single pixel in defining joint statistics, such as second-order MI by Rueckert et al. [9] , region MI by Russakoff et al. [10] , or high-dimensional normalized MI by Bardera et al. [11] . Such algorithms have to make simplifying assumptions (usually not true in most cases) about the underlying high-dimensional statistics in order to estimate them from limited number of sample points.
Our work adopts a similar idea to [10, 11] , but achieving a totally different analytical solution. We utilize the fact that though images live in a very high dimensional space, their intrinsic dimension is actually much lower; since the basic elements of images, e.g., edge, ridge, texture patterns, are limited and repetitive. Therefore, dimensionality reduction can be performed on local image patches which makes the computation of MI in a high-dimensional space naturally convert to a much lower-dimensional space, as shown in the next section.
Methodology
be a (scalar-valued) image, where j = 1, 2 indicate the template and target images respectively. These are different images of the same scene or object (e.g. brain, heart, liver), obtained under different viewing conditions or at different times or from different persons/modalities. Now consider a neighborhood of size ϵ > 0 of a location x ∈ D, B ϵ (x) = {y ∈ D | d(x, y) ≤ ϵ}. We neglect border effects by discarding an ϵ-band around the perimeter of D (this can be done by zero-padding the image). When the domain of the image is discretized D ⊂ Z 2 and we choose d to be the ℓ 1 distance, B represents a "patch". We call S = #B ϵ the cardinality of the patch (the number of pixels in B), which is a squared integer (2ϵ + 1)
2 (e.g. ϵ = 5, S = 11 2 = 121). The map that associates to each location x ∈ D the vectorized intensity in the patch centered at x can be thought of as an "augmented" image:
Mutual Information As A Registration Criterion
The MI between two random variables u, v that have joint distribution dP (u, v) with density p(u, v) and marginals p(u) and p(v) is defined as
It measures the "degree of independence" between the random variables, in the sense that MI is zero when u and v are independent, and is maximal when they are identical. Several authors have suggested using MI as a criterion for registration, by choosing w such that the aligned images, I 1 and I 2 • w, are "maximally dependent". Therefore, it is an attractive prospect to look for w = arg min I(I 1 , I 2 •w)+λ∥∇w∥. However, images are not probability distributions, which leaves the question open as to what distributions to pull from the images in order to compute I. By far the most common assumption [1] [2] [3] 12] is that the image itself is an (un-normalized) distribution of pixel values. That is (assuming that the set of possible values u taken by the image I at a pixel x is quantized into a finite set, say [0, 255])
This choice of first-order statistic corresponds to considering the image as a "bag of pixels" where only the value taken by the image at one pixel matters, but not where that pixel is. In other words, there is no spatial context taken into account on a first-order statistic.
A natural way to take spatial context into account is to consider higher-order statistics. That is, instead of considering p(I = u), one considers
This is a S-th order statistic, in the sense that it looks at the joint distribution of S = (2ϵ + 1) 2 different values taken by the image in the neighborhood B ϵ (x). The attractive aspect of this approach is that the spatial structure of images is now fully captured in the model. Unfortunately, populating a joint distribution (histogram) from samples in a S-dimensional space is a notoriously difficult problem that suffers from the "curse of dimensionality" [13] . For this reason, the potential of using higher-order statistics to capture spatial context in MIbased image registration has so far been largely untapped. This is the problem we tackle in the next section. For now, we recall that the meaning of the formal notation p(Ī 1 ,Ī 2 ) stands for
and by I(I 1 , I 2 ) we mean
Ideally, we want to compute, for a small δ > 0, the best (δ-dependent) estimate of the registration field
Solving this problem is conceptually simple, being a straightforward generalization of (2). However, the devil is in the computation, in that generating a reasonable estimate of MI becomes increasingly difficult in high-dimensional space. In the next two sections we address this problem and show that, regardless of the dimension S of the data space, we can reduce the problem to the computation of MI between labels (modes of the marginal densities), and their transformation parameters.
Learning Patch Dictionaries By Euclidean-Invariant Vector Quantization
One of the most common approaches to deal with the curse of dimensionality is to attempt dimensionality reduction [14] . If one thinks of the patch B ϵ (x) as a high-dimensional "signature" attached to the pixel x [15] [16] [17] , one could reduce the dimensionality of the signature by clustering similar signatures around "centers", each with a label, and then attaching the label to the pixel x. Such dimensionality reduction is usually performed using vector quantization (VQ) [18] , and the cluster centers are the modes of the distribution in high-dimensional space, also known as "dictionary elements". For the case of images, where a set of (overlapping) patches is obtained by considering the neighborhood of each pixel, it is important to avoid representing the same patch multiple times via different dictionary elements that are translated versions of each other. Therefore, we organize the space of patches so that transformed versions of the same patch are represented by the same dictionary element. In particular, we consider planar Euclidean transformations, whereby each "base patch" generates an orbit under the action of the Euclidean group of planar rotations and translations:
where SO(2) denotes 2 × 2 orthogonal matrices with positive determinant. All patches in this orbit are equivalent, and any one element of the orbit can be chosen as a representative. When comparing two patchesĪ 1 (x) andĪ(x), we have to compare their corresponding orbits; if we denote with w E (x) . = Rx + T a Euclidean transformation, we have that
where the fact that we minimize with respect to a transformation only (as opposed to one per each orbit) comes form the fact that (2) is isometric and by the group properties,
1 is also a Euclidean transformation. Now, VQ can be applied to the space of patches, relative to the norm (9), in a conceptually straightforward manner. In practice this is a costly operation, so affinity propagation [19] is used as an approximate mode seeking algorithm. The output of the algorithm is a collection of "cluster centers"
taken from the same modality, say MR-T1. Naturally, a separate dictionary learning procedure has to be undertaken for each different modality, say CT, MR-T2, etc. The residual, or the distance between each patch and its closest cluster center,
can be used to measure the effectiveness (covering) of the clustering algorithm. The results of learned dictionary elements using affinity propagation relative to a Euclidean-invariant distance and a nearest-neighbor criterion is shown in Fig. 1 . Note that MR-T2 has the biggest residual among all three modalities due to its high contrast of edges, i.e., a small misalignment will lead to a big e(x). To illustrate the importance of Euclidean invariance in dictionary learning, we compare the representative power of dictionary elements learned using different levels of invariance in Fig. 2 . It is clear that when Euclidean invariance is considered, the residual image shows least structures.
Computing Spatial-Context Mutual Information
For simplicity of reference, without claiming any paternity to the semantics of the word "context", we call the quantity in (6) "spatial-context mutual information" (SCMI) so long as S > 1. It is just a generalization of MI to patches. As we have 
Fig. 1. VQ results on MR-T1 (top), MR-T2 (middle), and MR-PD (bottom) modalities: (left) learned dictionary elements, (middle-left) an example training image, (middle-right) its label map in pseudocolor, and (right) the residual image with blue/red representing low/high residuals.

Fig. 2. Residual images under different levels of invariance for MR-T1 modality: (left) no invariance, (middle-left) only rotation invariance, (middle-right) only translation invariance, and (right) Euclidean invariance.
mentioned, the challenge is not to define this quantity, but to compute it. Note that if we consider patches of size (cardinality) S, for instance S = 11 × 11, the ambient space where the distributions p(Ī) live is R 121 , a rather large space. The VQ procedure described in the previous section partitions this space into K disjoint subsets each represented by a dictionary element C k , k = 1, . . . , K. We denote with L : R S → [1, . . . , K] the nearest-neighbor operator that associates a patchĪ(x) with its dictionary element C k , then the partition is given by
and a similar relation holds for for the joint density. Using this simple fact, in Appx. A we show that the SPMI can be computed as follows:
(12) Note that here we have dropped the subscripts for notation simplicity:
. The first term in (12) is the MI between two label maps, which is easy to calculate as L is a scalar-valued function; the second term is the weighted sum of the conditional SCMI on labels, which depends on the structure of the two patch clusters under given labels.
We are going to assume that the modes of the distribution have been faithfully captured, and that data points cluster close to their respective modes so that the quantization error is negligible. This can always be achieved by increasing the number of cluster centers in the VQ procedure. Also, we are going to make the assumption that the cluster centers, or "dictionary elements," are not Euclidean invariants, lest the entire orbit collapses to a singleton, and that patch cannot be matched, as we show in Appx. B. Under these assumptions, we have that
and similarly for L 2 , we have
This expression is now easy to compute since w 1 , w 2 ∈ SE(2) can be represented by local coordinates in R 3 (one angular parameter and two translational parameters).
Building Patch Correspondence From Joint Statistics
Now we already have a complete derivation of SCMI and one may apply it directly to multimodal registration. Furthermore, we can perform prior learning of corresponding labels from joint statistics in the patch space. Given pre-aligned training images, we define the matching score for each pair of labels (k, l) as (15) where the first term is the occurrence of such labels, and the second term is the conditional SCMI computed by equation (13) . Higher matching scores mean more occurrence and bigger SCMI for chosen label pairs, and thus higher likelihood for corresponding patches to be matched. Such scores can actually be used as a joint landmark detector between different modalities. Fig. 3 shows the top seven pairs of corresponding patches ranked by (15) on pre-aligned training images. 
Experimental validation
The synthetic phantoms shown in Fig. 4 are similar to those used in [20, 21] , where the top ones contain an elliptical region and the bottom ones contain a ridge structure. In both cases, the given image pair is already aligned. It is clear that the SCMI correctly exploits the local structures near the edge, therefore can successfully capture the stage of alignment, while the standard MI is adversely affected by the strong intensity gradation in the target images and leads to a spurious registration. This illustrates the advantage of our approach to accommodate severe shading artifacts during registration.
We validate the accuracy of our approach on simulated MR brain images, obtained from the BrainWeb MR simulator [22] with slice thickness 1mm, noise level 3% , and intensity non-uniformity 20%. Triplets of pre-registered T1/T2/PD images are selected, where we artificially transform all T1 images and plot the changes of MI values over different transformation parameters (representative cases in Fig. 5 ). Though standard MI, local MI [23] , and SCMI all reach highest values when aligned, SCMI tends to have less local maxima than the standard MI and local MI when nuisances present (mostly interpolation and inhomogeneity in our case). To have a better estimate of the robustness, we perform such testing for 12 pairs of testing images and calculate the total number of spurious maxima for each approach. Tab. 3 shows the comparison between our approach, the standard MI approach, and the local version of MI approach. We further incorporate the priori learned patch correspondence in Fig. 3 as a joint landmark detector between different modalities for non-rigid registration [23] . The detected corresponding landmarks are not only used to guide the registration process with the intensity statistical measures, but also gradually refined as the deformation approaching ground truth. Fig. 6 shows an example of the landmark detection results. Note that the detection error is reduced from 1.8 to 0.7 pixels for T2-T1, and from 2.7 to 0.9 pixels for PD-T1 registration.
Discussion
We propose extending mutual-information based registration beyond "bags of pixels" to higher-dimensional representations that capture spatial context in images. This can be achieved assuming that the joint density of image patches is well approximated by a sparse collection of modes, whose representatives (the "cluster centers", or "dictionary elemenbts") can undergo Euclidean transformations. Under these conditions, MI can be computed by simply computing the MI between label maps (that are scalar), and by the corresponding transformation parameters (three-dimensional). This enables us to solve curse of dimensionality, and make high-dimensional MI-based registration practical. As expected, we verify that our model improves the performance of the state of the art.
A Calculation of SPMI
In the following we show how to compute (6) . Recall the nearest-neighbor map L1, L2 which partitions 
B Invariance and matchability
In Sect. 2.3 we have argued that cluster centers C k that are Euclidean invariant should be eliminated from the representation, for they do not help the matching process. First, we say that a statistic ϕ(I) (a deterministic function of the data, for instance a patch ϕ(I) = I | B ) is invariant to the group g ∈ SE(2) if ϕ(I • g) = ϕ(I) for all g ∈ SE (2) . Therefore, by the implicit function theorem, the Jacobian determinant of ϕ is singular at g(x); however, the Jacobian of ϕ has the gradient of the image as one of its factor. The fact that the Jacobian is zero implies that the infinitesimal generators of w are not defined at g(x) by the registration constraint I1(x) − I2(w(x)) = 0, and therefore w(x) is undetermined. Therefore, there is no loss of generality in assuming that the cluster centers are not degenerate.
In order to check whether C k is rotation invariant, a necessary condition is (A-6) means that the gradient direction ∇C k cannot be homogeneous within Bϵ(x), otherwise C k is translation invariant in its normal direction.
