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Kurzzusammenfassung
Im Rahmen der vorliegenden Arbeit wird ein neu entwickelter 3D Inversions-
algorithmus fu¨r Messdaten der Induzierten Polarisation (IP) im Zeitbereich
pra¨sentiert. Die Funktionsweise wird mittels synthetischer Daten und Felddaten aus
Krauthausen, Ju¨lich demonstriert.
Aufbauend auf der Zeitabha¨ngigkeit des Widerstands wird ein 3D Zeitbereichs-
IP-Modell des Untergrunds ermittelt, welches zusa¨tzlich Aufladbarkeit, Relaxati-
onszeit und Frequenzexponent entha¨lt. Die Potentialdifferenzen jedes Zeitpunkts
werden unabha¨ngig voneinander mit einem Gleichstrom-Inversionsalgorithmus, wel-
cher Finite-Differenzen und das Reziprozita¨tsprinzip zur Berechnung der Sensiti-
vita¨ten nutzt, invertiert. Anstelle einer Berechnung der Felder im Frequenzbereich
und einer anschließenden Transformation, nutzt der Algorithmus eine Na¨herung,
so dass das Vorwa¨rtsproblem direkt im Zeitbereich gelo¨st werden kann. Die Zeit-
punkte ko¨nnen so unabha¨ngig und parallel invertiert werden. Es werden Neumann
und Dirichlet Randbedingungen genutzt und das lineare Gleichungssystem mittels
der prekonditionierten Methode der konjugierten Gradienten gelo¨st. Es sind mit
dem Minimum-Gradient-Support, Occam L1 und L2 verschiedene Mo¨glichkeiten der
Regularisierung implementiert. Der letzte Zeitpunkt aller Transienten, welcher fu¨r
einen Einschalter nahe am Gleichstromwiderstand liegt, wird in ein Widerstands-
modell des Untergrunds invertiert. Als Startmodell jedes Zeitpunkts wird das resul-
tierende Widerstandsmodell des Untergrunds des vorherigen Zeitpunkts verwendet.
Anschließend werden die zeitabha¨ngigen Widersta¨nde der Modelle aller Zeitpunk-
te zu einem Transienten fu¨r jede Zelle zusammengesetzt und dieser mittels einer
Homogenen-Halbraum-IP-Inversion mit einem IP-Modell angepasst.
Im Oktober 2012 wurde in Krauthausen auf neun parallelen Profilen Zeitbereichs-
IP mit dem Terrameter LS der Firma ABEM gemessen. Mit einer Gradientenauslage
und einem Elektrodenabstand von 2,5 m wurden Transienten mit einer La¨nge bis zu
6 s aufgezeichnet. Die neu entwickelte Preprocessing-Routine filtert die gemessenen
Zeitreihen, zerschneidet sie in die enthaltenen Transienten, stapelt diese und berech-
net die Standardabweichung. Die so vorbereiteten Transienten genu¨gen den hohen
Qualita¨tsanspru¨chen des Inversionsalgorithmus. Das resultierende 3D IP-Modell ist
ein stellenweise unterbrochenes 2-Schicht-Modell und ha¨lt einem Vergleich mit vor-
herigen Messungen und der Geologie stand.

Abstract
In this thesis a newly developed 3D inversion algorithm for time-domain Induced
Polarisation (IP) data is presented. The efficiency of the algorithm is demonstrated
using synthetic data and field data measured in Krauthausen near Ju¨lich.
The calculated 3D time-domain IP model is based on the time-dependence of
the resistivity. The IP model considers chargeability, relaxation time and frequency
exponent. The electrical field at each time point is inverted independently using a
DC inversion code, based on the finite difference method and uses the reciprocity
principle for calculating the sensitivity. In time-domain, the exact solution of the IP
effect can be realised by calculating the electrical field values in frequency-domain,
which are afterwards transformed into the time-domain. In the applied algorithm,
an approximate solution is utilised where the forward problem is solved directly in
the time-domain. Thereby, every time point is calculated independently from and
parallel to each other. Neumann and Dirichlet boundary conditions are used and the
linear set of equations is solved by a preconditioned method of conjugate gradients.
Three types of regularisation are implemented: minimum gradient support, Occam
L1 and L2 norm. First, the last time point of all transients is inverted resulting in a
resistivity model. The resulting model of the previous time point is used as a starting
model for the inversion of all time points. Afterwards, the estimated time-dependent
resistivity for each cell is independently fitted using a homogeneous IP model.
In October 2012, 9 parallel time-domain IP profiles were measured in Krauthausen
using the Terrameter LS by ABEM. A gradient array with an electrode spacing of 2.5
m was used to measure transients of up to 6 s. For pre-processing, a new routine was
developed. After filtering, each time series is cut into transients. These transients
are stacked and the standard deviation is calculated for every time point. After
pre-processing, the data quality conforms to the high requirements of the inversion
algorithm. The inversion of the field data with the newly developed 3D algorithm
results in a satisfying 3D IP model for the survey area. A two layer resistivity model
is estimated, where the second layer is partly interrupted. In comparison with former
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Bei der Induzierten Polarisation (IP) handelt es sich um eine geoelektrische
Methode, welche die Zeitabha¨ngigkeit des spezifischen Widerstands der Gesteine
beru¨cksichtigt. Neben dem Gleichstromwiderstand ko¨nnen zusa¨tzlich unabha¨ngige
elektrische Parameter gemessen werden, so dass eine weitergehende stoﬄiche und
strukturelle Aussage mo¨glich ist (Berktold et al., 2005). IP-Messungen ko¨nnen im
Zeit- oder Frequenzbereich mit den in der Geoelektrik (DC) u¨blichen Vier-Punkt-
Anordnungen durchgefu¨hrt werden. Grundsa¨tzlich sind die Frequenzbereichs- und
die Zeitbereichs-IP in ihrer Aussagekraft gleichwertig, sofern die Spektren bzw. die
Lade- und Abklingkurve vollsta¨ndig bekannt sind (Telford et al., 1990).
Eine erste Beschreibung des Effekts der Induzierten Polarisation u¨ber die Auflad-
barkeit, welche die stoﬄiche Fa¨higkeit Energie zu speichern beschreibt, fand bereits
1922 durch die Gebru¨der Schlumberger statt (Schlumberger, 1922). Beim Ausschal-
ten des Stroms stellten sie bei einer Vier-Punkt-Widerstandsmessung fest, dass die
Spannung nicht instantan auf Null abfiel. Die Spannung fiel zuna¨chst nur auf einen
Teil des Betrags ab um dann langsam weiter auf Null abzusinken.
Aufgrund der hohen IP-Effekte bei sulfidischen Lagersta¨tten, welche schon fru¨h
quantitativ ausgewertet werden konnten, wurde die Methode zu Beginn meist nur
fu¨r Explorationszwecke genutzt. In den 1940igern wurde wahrscheinlich eine erste,
eigensta¨ndige IP-Messung im Rahmen einer O¨lbohrung durchgefu¨hrt und im Rah-
men von Laboruntersuchungen fand eine quantitative Beschreibung des IP-Effekts
statt (Dakhnov, 1959; Cole and Cole, 1941). Im Jahr 1959 wurde von Seigel (1959)
eine mathematische Beschreibung des Abklingvorgangs vero¨ffentlicht und Marshall
and Madden (1959) untersuchten theoretische und experimentelle Aspekte des IP-
Effekts.
Erst mit der Entwicklung enpfindlicher Messgera¨te konnten auch geringe IP-
Effekte aufgezeichnet werden. Der Einsatz der IP als Messmethode, besonders im
spektralen Bereich (Guillen and Hertzog, 2004; Gazoty et al., 2012; Kenkel et al.,
2012), hat so in den letzten Jahrzehnten im Ingenieur- und Umweltbereich stark
zugenommen. Die Anwendung der Induzierten Polarisation, z.B. zur Detektion von
Verunreinigungen im Untergrund, wurde bereits von Vanhala et al. (1992),Weller
and Bo¨rner (1996), Ru¨hlow et al. (1999) sowie Ho¨nig and Tezkan (2007) beschrie-
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ben. Weitere Anwendungsgebiete sind der Nachweis von Sto¨rungszonen mit kluft-
gebundener Mineralisation, die Abgrenzung bindiger (toniger) gegen rollige (san-
dige/kiesige) Bereiche, die Untersuchungen des Grundwassers, die Unterscheidung
niederohmiger salinarer Sickerwa¨sser und toniger Sedimente und der Nachweis von
Kohlenwasserstoffkontaminationen (Berktold et al., 2005).
Ein guter U¨berblick u¨ber die Entwicklung der IP vorallem der Spektralen-
Induzierten-Polarisation (SIP) findet sich in Kemna et al. (2012). Hier wird unter
anderem auf den signifikanten Fortschritt der Forschung im Bereich der IP in den
letzten 15 Jahren und auf die Notwendigkeit von Auswertealgorithmen in drei
Dimensionen eingegangen. Die Autoren sehen ein großes Potential der IP-Method
in der Untersuchung oberfla¨chennaher Untergrundstrukturen und der Charakteri-
sierung von Prozessen z.B. bezu¨glich deren hydrogeophysikalischen Eigenschaften.
Ein verbessertes Versta¨ndnis des spektralen Verhaltens unterschiedlicher Minera-
le im Frequenzbereich, eine Anpassung durch Cole-Cole-Halbraummodelle mithilfe
zusa¨tzlicher Parameter und eine rechenzeitgu¨nstige Methode zur Berechnung von
Einschaltantworten komplexer Leitfa¨higkeiten des Cole-Cole-Modells im Zeitbereich
trugen signifikant zur Verbesserung der Auswertung bei (Pelton et al., 1978; Guptas-
arma, 1982). Mehrdimensionale Inversionsprobleme sind in der Regel unterbestimmt,
so dass man Nebenbedingungen zur Stabilisierung einfu¨hren muss. 1990 stellten De
Groot-Hedlin and Constable (1990) eine Methode zur Occam-Regularisierung von
2D Modellen vor, welche sehr verbreitet ist und stark gegla¨ttete Modelle liefert.
Daneben wurden auch vollsta¨ndig andere Regularisierungsansa¨tze eingefu¨hrt, die
nicht mehr zu gegla¨tteten Modellen fu¨hren (Portniaguine and Zhadanov, 1999) oder
versuchen nur noch in kleineren Bereichen stark zu gla¨tten (Yi et al., 2003; Bla-
schek, 2006). Die rechenzeitaufwendigste Prozedur in der Inversion stellt die Be-
rechnung der Jacobimatrix dar. De Lugao and Wannamaker (1996) sowie Ho¨rdt
(1998) beschreiben die schnelle Berechnung von Jacobimatrizen mit Hilfe der Rezi-
prozita¨tsmethode. Yuval and Oldenburg (1997) zeigen in ihrer Vero¨ffentlichung eine
Methode zur 2D Inversion von Zeitbereichsdaten in Cole-Cole-Modellparameter. Ei-
ne dazu analoge Methode der Anpassung des gesamten Transienten des Abklingvor-
gangs, bei der der spezifische Widerstand erstmals als zeitabha¨ngig angesehen wird,
wurde 2002 an der Universita¨t zu Ko¨ln entwickelt (Ho¨nig and Tezkan, 2007).
Fu¨r die Auswertung der gesamten Information der Zeitreihe, um auch kleine
IP-Effekte zu erfassen, werden hohe Anspru¨che an die Datenqualita¨t gestellt,
was wiederrum hohe Anspru¨che an die Aufzeichnungsapparaturen stellt. Zur Zeit
existieren einige kommerzielle Multielektroden-Geoelektrik-Apparaturen, welche
auch Messungen der IP im Frequenz- bzw. im Zeitbereich zulassen (z.B. SIP
Fuchs III von RADIC-RESEARCH fu¨r Frequenzbereichs-Messungen). Fu¨r die
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Auswertung im Frequenzbereich existieren bereits mehrere mehrdimensionale
Auswertesoftware-Pakete. Neben der Inversion in zwei Dimensionen (Oldenburg
and Li, 1994; Kemna, 2000; Kenkel et al., 2012) wurden auch Algorithmen fu¨r
drei Dimensionen entwickelt (Weller et al., 1996; Li and Oldenburg, 2000) und
solche die die spektrale Information interpretieren (Yuval and Oldenburg, 1997).
Fu¨r den Zeitbereich ist als Messgera¨t besonders das Terrameter LS der Firma
ABEM hervorzuheben, welches seit 2012 erha¨ltlich ist. Dieses ermo¨glicht eine
schnelle und qualitativ gute Messung von IP-Daten im Zeitbereich in Form ganzer
Zeitreihen, wobei standardma¨ßig nur das u¨ber ein Zeitfenster integrierte Signal
ausgewertet wird (Dahlin and Leroux, 2012). Die klassische Messgro¨ße ist hier
die Aufladbarkeit als Fla¨che unterhalb der Abklingkurve der Spannung, welche
standardma¨ßig mit konventionellen 2D Inversionsalgorithmen z.B. RES2DINV
(Loke and Barker, 1996) ausgewertet wird. Im Rahmen einer Doktorarbeit am
Institut fu¨r Geophysik und Meteorologie der Universita¨t zu Ko¨ln wurde das 2D
Inversionsprogramm IPInv entwickelt, welches die Auswertung von vollsta¨ndigen
Transienten fu¨r Dipol-Dipol-Auslagen ermo¨glicht (Ho¨nig, 2002) und in dem der
spezische Widerstand als zeitabha¨ngig angenommen wird.
Die 2002 vorgelegte Dissertation von Mark Ho¨nig bescha¨ftigt sich mit der Entwick-
lung eines Auswertealgorithmus fu¨r Zeitbereichs-IP-Daten in zwei Dimensionen. Die
Mo¨glichkeit einer na¨herungsweisen Modellierung von IP-Transienten direkt im Zeit-
bereich basierend auf dem 3D DC-Vorwa¨rtsprogramm von Spitzer (1995) wird vor-
gestellt. Die Verwendung einer Na¨herung fu¨hrt zu entscheidenden Vereinfachungen
und der auf ihr basierende 2D Cole-Cole-Inversionsalgorithmus IPInv wurde sowohl
auf synthetische als auch auf Felddaten angewendet. Ho¨nig and Tezkan (2007) gibt
zudem grundlegende Einblicke in das Verhalten von Cole-Cole-Antwortfunktionen
und zeigt mo¨gliche Grenzen der Methode auf. Durch ein auf wenige Dekaden be-
grenztes Zeitfenster der verwendeten Messapparatur ergaben sich Einschra¨nkungen
bei der Anwendung des Algorithmus auf die Felddaten.
Grundsa¨tzlich ko¨nnen die Daten der IP mit verschiedenen Ansa¨tzen invertiert
werden. So sind eine Lo¨sung unter Beru¨cksichtigung der EM-Effekte, welche durch
das Abschalten des Stroms zwischen den Sendeelektroden am Empfa¨nger induziert
werden, und eine reine Gleichstromlo¨sung mo¨glich. Ho¨nig and Tezkan (2007)
untersuchen beide Mo¨glichkeiten ausfu¨hrlich. Es werden erstmals EM-Effekt in
einer Inversion vollsta¨ndiger Transienten beru¨cksichtigt. Diese spielen fu¨r das ver-
wendeten Zeitfenster 10 - 3400 ms und im Besonderen fu¨r die Dipol-Dipol-Auslage
jedoch nur eine untergeordnete Rolle. Nach Diskussion des geringen Einflusses
der EM-Effekte kommen Ho¨nig and Tezkan (2007) zu dem Schluss, dass diese fu¨r
den verwendeten Zeitbereich und die verwendeten Auslagengro¨ßen vernachla¨ssigt
3
1. Einleitung
werden ko¨nnen und eine reine Gleichstromlo¨sung genutzt werden kann.
Ziel der vorliegenden Arbeit ist die Erweiterung des 2D IP-Inversionsalgorithmus
IPInv von Ho¨nig and Tezkan (2007) zu einem schnellen, effektiven und flexiblen
3D IP-Inversionsalgorithmus IP3DInv. Dies beinhaltet neben der Anpassung der
Programmstruktur zur Reduzierung der Laufzeit und des beno¨tigten Speichers eine
Parallelisierung des Programms. Der Algorithmus soll auf felxible Elektrodenposi-
tionen erweitert und neue Mo¨glichkeiten der Gla¨ttung implementiert werden. Fu¨r
die Inversionen sollen neben dem Cole-Cole-Modell weitere IP-Modelle zur Auswahl
stehen. Das Programm soll auf synthetische und gemessene Daten angewendet wer-
den.
Die der IP zugrunde liegende Theorie wird in Kapitel 2 vorgestellt. Dabei
werden Modelle zur Beschreibung des IP-Effekts erla¨utert und die Messung im
Frequenz- und Zeitbereich sowie ihr Bezug zueinander erkla¨rt. Zur U¨berpru¨fung des
Inversionsprogramms wurde basierend auf der DC-Vorwa¨rtsrechnung von Spitzer
(1995) unter Verwendung von Guptasarma (1982) das Programm For3DIP zur
Vorwa¨rtsrechnung von Zeitbereichs-IP-Daten in drei Dimensionen entwickelt. Die
im Rahmen der Vorwa¨rtsrechnung verwendete Theorie und Modellstudien fu¨r einen
homogenen Halbraum und ein Blockmodell finden sich in Kapitel 3. Auch die
verwendete Na¨herung wird erkla¨rt. Das Prinzip der drei schrittigen 3D IP-Inversion
mit IP3DInv wird in Kapitel 4 vorgestellt und die Grundlagen der verschiedenen In-
versionsschritte erla¨utert. Zur Validierung des 3D IP-Inversionsalgorithmus IP3DInv
werden Modellstudien mit synthetischen Daten fu¨r einen homogenen Halbraum
und ein Blockmodell vorgestellt. Eine Anwendung des Algorithmus IP3DInv auf
Messdaten erfolgt in Kapitel 5. Die durchgefu¨hrte Messung sowie die entwickelte
Preprocessing-Routine zum Vorbereiten der Daten fu¨r die Inversion werden vor-
gestellt. Die erzielten Ergebnisse werden in Bezug auf vorherige Messungen und
die Geologie des Messgebiets diskutiert. Anschließend werden die wichtigsten Er-
kenntnisse der vorliegenden Arbeit in Kapitel 6 zusammengefasst und Ideen fu¨r die
weitere Zukunft vorgestellt. Im Anhang A findet sich eine Auflistung der wichtigsten
verwendeten Variablen. Die Manuals der vorgestellten Programme finden sich fu¨r
For3DIP in Anhang D, fu¨r IP3DInvDC in Anhang E und zu IP3DInvIP in Anhang F.
In der vorliegenden Arbeit werden Skalare stets durch Klein- und Großbuchsta-
ben in normaler Schriftform “a,A” dargestellt. Die Verwendung von fettgedruckten
Klein- und Großbuchstaben “a,A” verweißt auf Matrizen, welche auch einzeilig
sein ko¨nnen. Die Namen von Programmen, Dateien und Programmiersprachen sind
kursiv geschrieben “Fortran”. Formeln werden durch Nummern in runden Klam-
mern mit dem Zusatz Gleichung referenziert “Gleichung (2.10)”, durch den Zusatzt
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Kapitel und die entsprechende Nummer wird auf Kapitel “Kapitel 1” und auf Ab-




2. Die Induzierte Polarisation
Als geoelektrische Methode nutzt die Induzierte Polarisation (IP) die
Zeitabha¨ngigkeit des spezifischen Widerstands der Gesteine, um eine weitergehende
stoﬄiche und strukturelle Aussage zu ermo¨glichen. Neben dem Gleichstromwider-
stand ρdc ko¨nnen zusa¨tzliche unabha¨ngige elektrische Parameter aufgelo¨st werden
(Berktold et al., 2005). Zur Messung im Zeit- oder Frequenzbereich werden die in der
Gleichstromgeoelektrik (DC) u¨blichen Vier-Punkt-Anordnungen (z.B. Dipol-Dipol,
Schlumberger, Gradient) in Feldmessungen eingesetzt. Das Abklingverhalten der
Spannung bei Ein- oder Ausschalten des Stroms bzw. die Amplitude der gemessenen
Spannungen fu¨r verschiedene Frequenzen werden ausgewertet. Grundsa¨tzlich sind
Frequenzbereichs- und Zeitbereichs-IP in ihrer Aussagekraft gleichwertig, sofern
die Spektren bzw. die Lade- und Abklingkurve vollsta¨ndig bekannt sind (Berktold
et al., 2005). Bei Vollsta¨ndigkeit kann man die Ergebnisse theoretisch ineinander
umrechnen. In diesem Kapitel werden Berktold et al. (2005) folgend die Grundlagen
der Zeitbereichs-IP erla¨utert. Fu¨r eine weiterfu¨hrende Lektu¨re sei auf Telford et al.
(1990) verwiesen. In diesem Kapitel werden zudem Mo¨glichkeiten der Auswertung
vorgestellt. Die in der vorliegenden Arbeit verwendete Auswertemethode wird in
Kapitel 3 und Kapitel 4 ausfu¨hrlich beschrieben und an synthetischen Beispielen
veranschaulicht.
2.1. Modelle zur Beschreibung der Effekte der
Induzierten Polarisation
Fu¨r die Messung der Zeitbereichs-IP werden alternierende Gleichstro¨me als anregen-
des Signal verwendet. Wie in Abbildung 2.1 skizziert, wird durch das Einschalten des
prima¨ren Sendestroms I ein plo¨tzlicher Anstieg der gemessenen Spannung auf den
Wert Up − Us, gefolgt von einem kontinuierlichen Anstieg auf den maximalen Wert
Up, hervorgerufen. Beim Abschalten des Gleichstroms macht sich die IP durch ein
Abweichen vom idealen Spannungsabfall bemerkbar. Die Spannung sinkt zuna¨chst
abrupt auf den Wert Us und dann exponentiell weiter auf Null ab.
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(a) (b)
Abbildung 2.1.: (a) Der zeitliche Verlauf des anregenden alternierenden Gleichstroms
I ist skizziert. (b) Dargestellt ist der entsprechende zeitliche Verlauf der resultieren-
den Spannung U(t) oberhalb eines polarisierbaren Untergrunds (Berktold et al.,
2005).
Ursache fu¨r die IP sind elektrochemische Vorga¨nge, welche auf dem Wechsel von
elektronischer und elektrolytischer Leitfa¨higkeit und auf Variationen der Ionenbe-
weglichkeit eines Elektrolyts im Porenraum der Gesteine beruhen. Wird ein polari-
sierbares Material durch ein a¨ußeres Feld in ein Ungleichgewicht gebracht, versucht
das Medium einen Gleichgewichtszustand herzustellen und es kommt zu Ladungs-
trennung (Dipolbildung). Auf diesem Weg wird im polarisierbaren Medium Energie
gespeichert. Wird das a¨ußere Feld ausgeschaltet, liegt im Medium zuna¨chst ein Un-
gleichgewicht vor. Das polarisierbare Medium stellt wieder einen Gleichgewichtszu-
stand her und die dabei freigesetzte Energie macht sich nach dem Abschalten des
a¨ußeren Felds als transiente Spannung bemerkbar. Die endliche Geschwindigkeit der
Dipolbildung zeigt sich in den Auf- und Entladekurven, welche durch eine fu¨r einen
RC-Stromkreis typische exponentielle Form angena¨hert werden ko¨nnen. Die unter-
schiedlichen stoﬄichen Fa¨higkeiten Energie zu speichern fu¨hren zu Unterschieden in
den Charakteristiken der gemessenen Abklingkurven.
Die Aufladbarkeit eines polarisierbaren Untergrunds ist abha¨ngig von der Litholo-
gie und beruht hauptsa¨chlich auf der Elektroden- und Membranpolarisation, wobei
erstere meist als dominierend angesehen wird (Telford et al., 1990). Bei Zeitbereichs-
messungen treten fu¨r spa¨te Zeiten (> n· 100 ms) physikochemische Reaktionen auf,
so kommt es zu Ladungsaustausch bzw. -bewegungen innerhalb des Porenraums.
Neben Oxidations- und Reduktionsvorga¨ngen an metallischen Bestandteilen kann
es beispielsweise zu Kationenaustausch bei Tonmineralen und einer Vielzahl von
Reaktionen zwischen Tonen und organischen Substanzen kommen. Aus einem Po-
renraum, welcher mit einem gleichstromleitenden Elektrolyt gefu¨llt ist, und einer
nichtleitenden Gesteinsmatrix bestehende Modelle mu¨ssen fu¨r eine Erkla¨rung des
IP-Effekts erweitert werden. Zu beru¨cksichtigen sind zusa¨tzlich die Bildung elek-
trischer Doppelschichten an Gesteinsoberfla¨chen, die Porenraumstruktur und der
Ionengehalt der elektrolytischen Porenfu¨llung.
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Die elektrische Doppelschicht
Treten die negativen Ober-
Abbildung 2.2.: Elektrische Doppelschicht
eines Tonminerals bestehend aus einer ne-
gativen Schicht an der Mineraloberfla¨che
und einer angrenzenden positiven Schicht
im Elektrolyt (nach Berktold et al., 2005;
Wienberg, 1990).
fla¨chenladungen der Matrix in elek-
trochemische Interaktion mit den
Anionen und Kationen des Elektro-
lyts im Porenraum, bildet sich eine
Doppelschicht an der Phasengrenze
Elektrolyt/Mineraloberfla¨che aus. Die-
se besteht aus einer negativen Schicht
an der Mineraloberfla¨che und einer an-
grenzenden positiv geladenen Schicht
im Elektrolyt, welche sich aus der
Stern-Schicht und der Diffusen-Schicht
zusammensetzt. Die elektrische Dop-
pelschicht eines Tonminerals, welche
sich in Folge eines statischen Gleichgewichtsprozesses bildet, ist in Abbildung 2.2
dargestellt.
In der Stern-Schicht direkt an der Mineraloberfla¨che befinden sich wenige Mo-
leku¨le (Kationen), welche fest angelagert sind. In der angrenzenden Diffusen-Schicht
nimmt die Konzentration der Kationen, welche frei beweglich sind, exponentiell
ab. Die Ausdehnung der Doppelschicht wird maßgeblich durch die relative Dielek-
trizita¨tskonstante εr und die Ionenkonzentration n des Elektrolyts bestimmt. Die
Sta¨rke der Doppelschicht kann durch Salze oder Kohlenwasserstoffkontaminanten
verringert werden. Die Grenzfla¨chenleitfa¨higkeit ist an die große spezifische (innere)
Oberfla¨che toniger Gesteine gebunden und fu¨hrt zu einer starken Zunahme der
Leitfa¨higkeit. Bei hohem Tongehalt und einer geringen Leitfa¨higkeit des Porenwas-
sers wirkt sich die Grenzfla¨chenleitfa¨higkeit sta¨rker aus.
2.1.1. Porenstruktur und Mineralgehalt
Makroskopisch betrachtet, wird die elektrische Leitfa¨higkeit σ im Wesentlichen durch
den Ionentransport im Elektrolyt bestimmt. Wie in Abbildung 2.3 skizziert, ent-
stehen an Porenengstellen Ladungsansammlungen, welche sich mit einer zeitlichen
Verzo¨gerung gegenu¨ber dem anregenden Strom auf- und abbauen. Engstellen werden
als “aktiv” bezeichnet, da sie Energie speichern, und Bereiche weiter Porenra¨ume als
“passiv”. Fu¨r den IP-Effekt sind Anzahl, Abstand und Gro¨ße der aktiven Zonen von
gro¨ßerer Bedeutung als der Mineralbestand (Berktold et al., 2005). Existieren Un-
terschiede in der Beweglichkeit der Ionen, was besonders bei Anionen und Kationen
gegeben ist, kommt es bei angelegtem Strom zu Polarisationseffekten.
9
2. Die Induzierte Polarisation
Membranpolarisation
In Abbildung 2.4 ist ein poro¨ses Gestein, welches
Abbildung 2.3.: Skizziert
ist der typische Auf-
bau einer Porenraumver-
engung (Berktold et al.,
2005; Scho¨n, 1983).
Tonpartikel entha¨lt, und der Aufbau einer negativen
Oberfla¨chenladung skizziert. Nach Telford et al. (1990)
ko¨nnen die sich anlagernden Kationen (dargestellt durch
ausgefu¨llte Kreise) Bereiche bis zu 10−6 cm im Fluid ab-
decken. Wenn dies mit den Ausmaßen der Poren selbst
u¨bereinstimmt, wird der Fluss von Anionen (dargestellt
durch leere Kreise) durch diese Porenga¨nge verhindert,
so dass die Membranpolarisation meist in Gesteinen mit
kleinen Porenweiten auftritt.




partikeln ohne und mit
anliegendem Gleichstrom
(Berktold et al., 2005;
Scho¨n, 1983).
und verminderter Ionenkonzentration, welche sich bei
Abschalten des Stroms in einer endlichen Zeit wieder
abbauen. Der Auf- und Abbau der Ionenanha¨ufungen
ist als IP-Effekt messbar.
Die Membranpolarisation ist meist mit dem Vorhan-
densein von Tonpartikeln in relativ kleinen Porenra¨umen
verbunden, die Amplitude der Polarisation wa¨chst aber
nicht kontinuierlich mit der Konzentration der Ton-
partikel. Nach einem erreichten Maximum fa¨llt sie
trotz weiter steigendem Tonanteils wieder ab, was
an dem beno¨tigten Wechsel von kleinen und großen
Porenra¨umen liegt. Eine maximale Membranpola-
risation wird in Gesteinen mit einem gestreuten
Tonanteil in der Matrix mit ≤ 10% und einem
salzhaltigen Elektrolyt erreicht (Berktold et al.,
2005).
Elektrodenpolarisation
Nur relativ wenige Minerale besitzen eine metallische oder Elektronenleitfa¨higkeit.
Nach Telford et al. (1990) za¨hlen zu diesen fast alle Sulfide und einige Oxide
(z.B. Magnetit und Graphit). Blockiert ein Metallkorn den Porenraum (siehe Abbil-
dung 2.5), akkumulieren beim Anlegen einer Spannung positive und negative Ionen
auf jeder Seite des Korns. Dieser Effekt, in der physikalischen Chemie auch als
U¨berspannung bekannt, wird als Elektrodenpolarisation bezeichnet (Telford et al.,
1990). Es werden entweder Elektronen von der Kornoberfla¨che aufgenommen oder
abgegeben. Dadurch kommt es zu einem Ladungsaufbau um das Metallkorn herum.
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Wird der Strom abgeschaltet, kommt es zur
Abbildung 2.5.: Ungehin-
derter und durch ein Mi-
neralkorn gehinderter elek-
trischer Fluss im Elektro-
lyt (Berktold et al., 2005;
Scho¨n, 1983).
allma¨hlichen Ru¨ckdiffusion der Ionen, was ebenso wie
der Aufbau als IP-Effekt messbar ist.
Die Magnitude der Polarisation ha¨ngt neben dem
anregenden Stromsignal von der Mineralkonzentrati-
on, der Mineraloberfla¨che, der Porosita¨t und dem spe-
zifischen Widerstand des Gesteins ab (Telford et al.,
1990). So erwartet man bei disseminierten Minera-
len eine ho¨here Polarisation als bei massiven Minera-
len. Die durch die Elektrodenpolarisation verursach-
ten Effekte sind meist um eine Gro¨ßenordnung gro¨ßer
als die von der Membranpolarisation verursachten.
Wichtige Gesteinstypen
Berktold et al. (2005) definieren die wichtigsten Gesteinstypen fu¨r die Induzierte
Polarisation als:
• Sandige Lockersedimente mit einem Tongehalt von 3 - 20 %:
Die dispersiv im Porenraum verteilten Tonmineralen fu¨hren zu unterschied-
lichen Beweglichkeiten der Ionen. In aktiven Zonen werden die Anionen ge-
bremst, so dass ein Ionensiebeffekt auftritt und es zu einer Deformation der
Diffusen-Schicht kommt.
• Tonfreie Sande und Festgesteine mit Mikroklu¨ftung:
Hierbei ist die Porenraumstruktur durch den Wechsel von engen und weiten
Poren gekennzeichnet. Kationen lagern sich an den negativen Oberfla¨chen der
Matrix an, so dass sie in Wolkenform die Porenra¨ume blockieren.
• Gesteine mit elektronenleitenden Mineralen:
Durch die verzo¨gerte Aufnahme bzw. Abgabe von Elektronen bei Oxidations-
und Reduktionsprozessen kommt es zu einer Ladungsanha¨ufung an der Ober-
fla¨che der Mineralko¨rner.
2.1.2. Qualitative Beschreibung durch Ersatzschaltbilder
Die Energie des IP-Effekts wird a¨hnlich wie in einem Kondensator gespeichert, so
dass die Lade- und Entladekurve durch die fu¨r einen RC-Stromkreis typische ex-
ponentielle Form angena¨hert und der IP-Effekt qualitativ durch Ersatzschaltbilder
beschrieben werden kann. Neben dem im Folgenden vorgestellten Ersatzschaltbild
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nach Cole and Cole (1941) gibt es eine Vielzahl von alternativen Modellen (Dias,
2000).
In Abbildung 2.6 (a) ist ein Ersatzschaltbild des in (b) skizzierten Gesteins dar-
gestellt. Der Parallelwiderstand R0 von Poren ohne Metallko¨rner oder Tonpartikel
wird in der Praxis stets a¨quivalent zu dem spezifischen Gleichstromwiderstand ρdc
verwendet (Ho¨nig and Tezkan, 2007). Der elektrolytisch leitende Anteil der Poren
mit Ko¨rnern wird durch R1 und die Wirkung der Grenzschicht von Metall und
Tonko¨rnern u¨ber Zm beschrieben. Der Gesamtwiderstand R(ω) der Ersatzschaltung
ergibt sich aus einer Parallelschaltung eines ohmschen Gleichstromwiderstands R0








Die Impedanz Zm = (iωχ)−c be-
Abbildung 2.6.: (a) Ersatzschaltbild nach Cole
and Cole (1941) zur qualitativen Beschreibung
des IP-Effekts des in (b) skizzerten Gesteins
(nach Pelton et al., 1978).
schreibt das Verhalten eines po-
larisierbaren Gesteins bei zeitlich
vera¨nderlichen Stro¨men, wobei χ
fu¨r den Fall c = 1 eine Kapazita¨t
ist. Bei ω handelt es sich um die
Kreisfrequenz und bei c um den
Frequenzexponenten. Mit der Auf-
ladbarkeit m und der Zeitkonstante
des Relaxationsprozesses τ werden










Nach Ho¨nig and Tezkan (2007) bestimmt die Aufladbarkeit m die Amplitude des dy-
namischen Bereichs des Transienten. Sie variiert zwischen 0 und 1000 mVV und ist der
zuverla¨ssigste Parameter zur Identifizierung von Polarisiationseffekten (Dias, 2000).
Durch Variationen der Relaxationszeit τ , welche Informationen u¨ber die Korngro¨ßen
entha¨lt, wird die relative Lage des Zeitfensters, in welchem gemessen wird, zu dem
dynamischen Bereich des Transienten variiert (Ho¨nig and Tezkan, 2007; Blaschek,










2.2. Messung der Induzierten Polarisation
Der Frequenzexponent c liegt zwischen 0 und 1 und gibt Auskunft u¨ber den
Gro¨ßenbereich der vorhandenen Korngro¨ßen (Blaschek, 2006). Ein groß gewa¨hltes c
bedingt eine gro¨ßere Steilheit des Transienten im dynamischen Bereich um die Re-
laxationszeit τ . Dabei beeinflusst τ die Lage des Wendepunkts des Transienten und
den Bereich des Extremum der Phase (Ho¨nig and Tezkan, 2007). Nach Blaschek
(2006) wurde c in fru¨heren Beschreibungen meist gleich 0,5 gesetzt und mit dem
Warburg-Modell ein rein diffusionskontrollierter Prozess beschrieben. Die meisten
mineralisierten Gesteine weisen Werte zwischen 0,1 und 0,6 mit einem Mittelwert
bei 0,25 auf, so dass ein durchschnittliches c von 0,25 nach dem Madden-Cantwell-
Modell meist eine zula¨ssige Annahme ist. Eine Beschreibung mit c = 1 ist u¨ber das
Debye-Modell mo¨glich (Dias, 2000).
Fu¨r eine sehr kleine Frequenz f nahe Null ist R(ω) = R0. Geht die Frequenz f
gegen unendlich, dann gilt
R(ω) = R0(1−m). (2.5)
2.2. Messung der Induzierten Polarisation
Kommerzielle Messgera¨te bestehen meist aus einem Sender und einem galvanisch
getrennten Empfa¨nger, wie die SIP-FUCHS-3 der Firma Radic-Research fu¨r den
Frequenzbereich. Fu¨r den Zeitbereich steht das Terrameter LS der Firma ABEM,
welches Sender und Empfa¨nger in einem Gera¨t vereint, als kommerzielles Messgera¨t
Abbildung 2.7.: Prinzip einer Widerstandsmessung mittels Vierpunktanordnung. Die
Positionen der Sendeelektroden, welche einen Strom I einspeisen, sind durch A und
B und die der Potentialelektroden, welche eine Potentialdifferenz ∆V messen, durch
M und N gekennzeichnet. Die Stromlinien sind durch Linien mit Pfeilen und die
Potentiallinien durch Linien dargtestellt (Berktold et al., 2005).
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zur Verfu¨gung. Fu¨r oberfla¨chennahe Erkundungen reicht meist das Speisen des Sen-
ders mit Autobatterien aus. Das im Rahmen dieser Arbeit als Messgera¨t verwendete
Terrameter LS wird in Kapitel 5.2 genauer vorgestellt.
In Abbildung 2.7 ist das Prinzip einer Widerstandsmessung mittels einer Vier-
punktanordnung skizziert. U¨ber zwei Stromelektroden A und B wird ein Strom I in
den Boden eingespeist und mittels zweier Potentialelektroden M und N die auftre-
tende Potentialdifferenz ∆V gemessen. Fu¨r die Berechnung des Widerstands aus der
Potentialdifferenz zwischen den Sonden M und N sei auf Kapitel 3.1.5 verwiesen.
2.2.1. Messgro¨ßen im Zeitbereich
Mit Vierpunktauslagen, wie
Abbildung 2.8.: Skizziert ist eine Gradientenausla-
ge mit einem Sender und sieben Empfa¨ngern.
beispielsweise einer Gradien-
tenauslage in Abbildung 2.8,
werden Zeitreihen aufgezeich-
net. Es befinden sich sowohl in-
nerhalb als auch außerhalb des Senderdipols Empfangsdipole. Bei mehreren galva-
nisch getrennten Empfangskana¨len ko¨nnen mit Multielektrodenauslagen mehrere
Empfa¨nger gleichzeitig aufgezeichnet werden, so dass ein großer Messfortschritt in
geringer Zeit erzielt werden kann.
Der Abfall der Spannung ei-
Abbildung 2.9.: Beispielhaft ist ein Abfall der
Spannung nach dem Abschalten des Stroms dar-
gestellt (Berktold et al., 2005; Sumner, 1976).
ner solchen Zeitreihe ist bei-
spielhaft in Abbildung 2.9 ab-
gebildet. Nach dem Abschal-
ten des Stroms fa¨llt die Span-
nung schlagartig von dem ma-
ximalen Wert der Spannung
Up bei fließendem Speisestrom
auf den Wert Us. Nach Telford
et al. (1990) kann die Zeitrei-
he im Moment des Abschaltens
von elektromagnetischen Effek-
ten, wie beispielsweise Selbstin-
duktion der Kabel, beeinflusst
sein. Der Moment des Abschaltens wird deshalb ha¨ufig ausgeblendet, so dass die
Gro¨ße Us nur schwer bestimmt werden kann. Es gibt verschiedene Mo¨glichkeiten die
aufgenommenen Zeitreihen auszuwerten:
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1. Abscha¨tzung des IP-Effekts im Zeitbereich durch den Vergleich der Spannung




2. Berechnung der Aufladbarkeit m [mVV ] und der zur gespeicherten Energie pro-









3. Die Auswertung der gesamten Zeitreihe und eine entsprechende Interpretati-
on des Transienten beispielsweise durch das Cole-Cole Modell in Gleichung
(2.4) und die Auflo¨sung der Relaxationszeit τ und des Frequenzexponenten
c zusa¨tzlich zur Aufladbarkeit m und dem Gleichstromwiderstand ρdc (Ho¨nig
and Tezkan, 2007).
Die meisten Apperaturen bestimmen bereits die Aufladbarkeit und den Gleich-
stromwiderstand, und beschra¨nken so die Mo¨glichkeit der Interpretation, nur wenige
speichern die gesamte Zeitreihe fu¨r eine externe Berechnung der Aufladbarkeit. Der
Quotient in Gleichung (2.6) kann beispielsweise als eine erste Abscha¨tzung genutzt
werden, um einen U¨berblick u¨ber die Verteilung von IP-Effekten in einem Messge-
biet zu erlangen. Jedoch sind die so gewonnenen Ergebnisse schwer fu¨r verschiedene
Messgera¨te oder Messgebiete zu vergleichen. Gebra¨uchlich sind meist die durch Glei-
chung (2.7) und Gleichung (2.8) definierten Gro¨ßen zur Auswertung und Interpre-
tation der Daten im Zeitbereich. Ihre Bedeutung la¨sst sich beispielsweise durch die











U(t)dt = mτ = R0C (2.10)
Diese Definitionen sind nicht a¨quivalent und die nach Gleichung (2.8) erweist sich
in der Praxis, aufgrund der Schwierigkeiten beim Messen wa¨hrend des Abschal-
tens des Stroms, als stabiler. Das Programm RES2DINV nutzt zum Auswerten von
Zeitbereichs-IP-Messungen die mit Gleichung (2.8) beschriebene Mo¨glichkeit (Loke
and Barker, 1996). Die Auswertung der gesamten Zeitreihe ermo¨glicht die Bestim-
mung weiterer Parameter entsprechend des zur Interpretation genutzten Modells.
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Beim Cole-Cole Modell in Gleichung (2.4) ko¨nnen so neben der Aufladbarkeit m
und dem Gleichstromwiderstand ρdc auch die Relaxationszeit τ und der Frequenz-
exponent c bestimmt werden. Die vorliegende Arbeit nutzt die Mo¨glichkeit der Aus-
wertung der gesamten Zeitreihe.
Tabelle 2.1.: Integrierte Aufladbarkeit von Gesteinen und Mineralen. Die Ladenzei-
ten der einzelnen Messungen sind Telford et al. (1990) zu entnehmen.
Gesteinstyp Integrierte Aufladbarkeit M [ms]
Erz - Sulfidgehalt 2 - 20% 500 - 3000
vulkanische Tuffe 300 - 800
Schluffstein 100 - 500
dichte Vulkanite 100 - 500





Granit, Granodiorit 10 - 50
Kalke, Dolomit 10 - 20
Kupferkies 9,4
Bornite 6,3
Quarzite 5 - 12
Bleiglanz 3,7
verfestigte Tone 3 - 10
Sandstein 3 - 12
kristalline Schiefer 5 - 20
Gneise 6 - 30
Vulkanite 8 - 20
Kiese, Schotter 3 - 9
Magnetit 2,2




In Tabelle 2.1 sind die Integrierten Aufladbarkeiten M nach Gleichung (2.8) von
Gesteinen und Mineralen aufgelistet. Die Integrationszeiten betrugen mindestens 1
s, so dass die Werte aufgrund der langen Integrationszeit meist ho¨her sind als im Feld
gemessene. Nach Telford et al. (1990) sind Labormessungen schwierig durchzufu¨hren,
so variiert die Polarisation beispielsweise stark in Abha¨ngigkeit von der Sa¨ttigung der
Porenra¨ume mit Wasser, und ein Vergleich von Labor- und Feldmessungen ist nur
bedingt mo¨glich. Die Hintergrundpolarisation variiert von Messgebiet zu Messgebiet
(Telford et al., 1990). Sie liegt meist in Bereichen eines Gesteins mit 1 bis 2 %
leitfa¨higen Mineralen, kann allerdings auch ein Zehntel bis das Zehnfache dieses
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Werts betragen.
2.2.2. Messgro¨ßen im Frequenzbereich
Die relative Differenz zwischen den Widersta¨nden bei Anregung mit Gleichstrom
ρdc (ρ(ω = 0)) und bei Anregung mit einem im Idealfall unendlich hochfrequenten
Wechselstrom ρac (ρ(ω =∞)) ist als Frequenzeffekt FE u¨ber





definiert. Der prozentuale Frequenzeffekt PFE ist als das hundertfache des Fre-
quenzeffekts FE definiert.
Bei einem hohen Gehalt an metallischem Material, welcher meist zur Kombination
von niedrigen Widersta¨nden und starken IP-Effekten fu¨hrt, ist es zweckma¨ßig den
Metallfaktor MF zu verwenden
MF = 2pi × 105FE
ρdc
. (2.12)
Dieser ermo¨glicht eine Ab-
Abbildung 2.10.: Der frequenzabha¨ngige Wider-
stand ρ und die Phase Φ sind schematisch nach
dem Modell von Cole-Cole dargestellt (Berktold
et al., 2005).
grenzung von belasteten Be-
reichen, jedoch keine quanti-
tative Aussage zum Metall-
gehalt. Zur vollsta¨ndigen Er-
fassung des IP-Effekts kann
der frequenzabha¨ngige spezifi-
sche Widerstand u¨ber einen
mo¨glichst weiten Frequenzbe-
reich im Rahmen einer SIP-
Messung aufgezeichnet werden.
Dazu werden u¨blicherweise 15
bis 20 Messungen im Bereich
von 0,1 Hz bis 1 kHz durch-
gefu¨hrt. Fu¨r den frequenzabha¨ngigen komplexen Widerstand ρ(ω) gilt nach Berktold
et al. (2005)
ρ(ω) = kU(ω)
I(ω) = <[ρ(ω)] + i=[ρ(ω)] (2.13)
mit dem Realteil < (Speisestrom und Spannung befinden sich in Phase) und dem
Imagina¨rteil = (Speisestrom und Spannung sind um 90° phasenverschoben). k ist
der Geometriefaktor der Messanordnung, U(ω) die Sondenspannung und I(ω) der
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Speisestrom.
Aufgrund der eindeutigen Beziehung zwischen FE, frequenzabha¨ngigem Widerstand
|ρ(ω)| und Phase Φ(ω) wird zur Veranschaulichung der Frequenzcharakteristik meist
nur die Phase dargestellt. In Abbildung 2.10 ist neben der Phase auch der frequenz-
abha¨ngige Widerstand schematisch dargestellt. Der Punkt der gro¨ßten relativen
Widerstandsa¨nderung Smax (Wendepunkt) und das Phasenmaximum Φmax fallen
zusammen und befinden sich in der Warburg-Region, welche durch den IP-Effekt
bestimmt wird.
Zusammenhang zwischen den Messgro¨ßen im Zeit- und Frequenzbereich
Nach Berktold et al. (2005) la¨sst sich die theoretische Beziehung des Frequenzeffekts
FE zur Aufladbarkeit m u¨ber
FE = m1−m (2.14)
beschreiben. Ist der Abstand zwischen den Frequenzen bzw. die La¨nge der Integra-
tionszeit hinreichend groß, so kann in einer Vielzahl von praktischen Fa¨llen m 1
angenommen werden und somit FE = m. Unter realen Messbedingungen ist dies je-
doch ha¨ufig nicht erfu¨llt, so dass nur na¨herungsweise eine Proportionalita¨t zwischen
FE und m besteht. Telford et al. (1990) betonen die Schwierigkeit der Umrechnung
der Messgro¨ßen ineinander.
2.2.3. Auswertung von IP-Felddaten
Ob ein Untersuchungsobjekt durch IP-Messungen erfasst werden kann, ha¨ngt neben
dessen Tiefenlage und Gro¨ße auch vom Kontrast der elektrischen Gesteinsparameter
zur Umgebung ab. Desweiteren beeinflussen die eingesetzte Messkonfiguration, die
Stromsta¨rke, der Sto¨rpegel und die elektromagnetischen Kopplungsbedingungen die
Auflo¨sung (Berktold et al., 2005). Feldmessungen der IP sind gegenu¨ber a¨ußeren
technischen Sto¨rungen, metallischen Ablagerungen, Kabel- und Leitungssystemen
im Untergrund besonders anfa¨llig. Der Einfluss im Vorfeld bekannter mo¨glicher
Sto¨rungen und die Auflo¨sbarkeit verschiedener Strukturen im Untergrund ko¨nnen
mittels Modellierungen im Vorfeld untersucht bzw. abgescha¨tzt werden. Nach Tel-
ford et al. (1990) ist der IP-Effekt nicht immer positiv. Besonders in der Umgebung
von zweidimensionalen oder dreidimensionalen polarisierbaren Ko¨rpern ko¨nnen ne-
gative scheinbare IP- Effekte auftreten, welche von kapazitiven Kopplungseffekten
meist durch ihre Amplitude zu unterscheiden sind (siehe auch Kapitel 3.2.2) (Dahlin
and Leroux, 2012).
Sowohl im Feld als auch bei der Auswertung sind IP-Messungen erheblich aufwen-
diger und sto¨ranfa¨lliger als Geoelektrikmessungen (Berktold et al., 2005). So sollten
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die Zeitfenster des Messzyklus hinreichend groß sein und die Stromkabel nicht paral-
lel, in direkter Na¨he zu den Sondenkabeln verlaufen. Mo¨gliche Fehlerquellen ko¨nnen
ebenfalls zu hohe U¨bergangswidersta¨nde und schlecht angekoppelte Sonden sein.
Ein mo¨glicher Messaufbau, welcher diese Probleme minimiert, wird in Kapitel 5.2
beschrieben.
Elektromagnetische Effekte
Elektromagnetische Effekte machen sich besonders bei langen, parallel gefu¨hrten
Kabeln, fru¨hen Zeiten, großen Erkundungstiefen und niedrigen Widersta¨nden be-
merkbar und lassen sich nach Telford et al. (1990) mit
t <
2pi(nx)2
4 · 104ρ (2.15)
abscha¨tzen. Die maximale Auslagengro¨ße nx wird in [m] und der Widerstand ρ in
[ Ωm ] eingesetzt. Es ergibt sich eine Zeit t in [s] ab welcher die Effekte elektro-
magnetischer Kopplung vernachla¨ssigt werden ko¨nnen. Ho¨nig and Tezkan (2007)
zeigen, dass fu¨r kleine Dipolla¨ngen selbst bei großen Dipolabsta¨nden bis zu 45 m
die elektromagnetischen Effekte bereits nach 1 ms vollsta¨ndig abgeklungen sind. Sie
folgern, dass das in dieser Arbeit betrachtete Zeitfenster nicht mehr vom EM-Effekt
betroffen ist und fu¨r die Inversion ga¨nzlich auf EM-Effekte verzichtet werden kann.
Schichtauflo¨sung
Bei dem Abbildung 2.11 zugrunde liegenden Modell handelt es sich um eine nicht
polarisierbare Deckschicht oberhalb eines polarisierbaren Halbraums. Man kann er-
kennen, dass sich die gemessene scheinbare Polarisation IPa mit wachsender Ausla-
genweite AB/2 der wahren Polarisation IP2 na¨hert.
Die Bestimmung der Tiefenlage, des spezifischen Widerstands und der Polarisati-
on der 2. Schicht wird grundsa¨tzlich von großen Widerstandskontrasten erschwert.
Bei einem Widerstandskontrast von 1:39 verringert sich der gemessene IP-Effekt
gegenu¨ber einem Zweischichtfall ohne Kontrast um eine Gro¨ßenordnung. Als Kon-
sequenz muss zum Nachweis der Schicht die Auslagenweite erho¨ht werden. Die
U¨berlagerung durch extrem leitfa¨hige Schichten kann zu einer Strom-Kanalisierung
und so zu einer Maskierung von Schichten fu¨hren, welche eigentlich eine hohe IP-
Response erzeugen wu¨rden (Seigel and Howland-Rose, 1990). Ha¨ufig wird die Tie-
fenlage detektierter Strukturen u¨berscha¨tzt (Telford et al., 1990).
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Abbildung 2.11.: Dargestellt ist der relative IP-Effekt u¨ber einem zweischichtigen
horizontalen Untergrund. h1 ist die Ma¨chtigkeit der Deckschicht und AB/2 die Aus-
lagenweite einer Schlumberger-Anordnung. Einer nicht polarisierbaren Deckschicht
folgt ein polarisierbarer homogener Halbraum (Berktold et al., 2005; Bertin and
Loeb, 1976).
Interpretation der IP-Messdaten
Fu¨r einen ersten U¨berblick sind bei ausreichend geringen Messpunktabsta¨nden so-
genannte “Pseudo-Tiefensektionen” geeignet. Dazu werden die Originalmesswerte,
welche als scheinbare Widersta¨nde bezeichnet werden, in einer zweidimensionalen
ra¨umlichen Verteilung dargestellt. Das Verfahren ist in Abbildung 2.12 skizziert.
Am Schnittpunkt der beiden Linien, welche mit einer Steigung von 45° von den
Zentren der Dipole ausgehen, werden die Messwerte aufgetragen. Durch Isolinien
ko¨nnen die verschiedenen Wertebereiche getrennt werden. Es ist eine qualitative
Abscha¨tzung von Lage und Neigung von Grenzfla¨chen mo¨glich. Unter Umsta¨nden
ist es mo¨glich den Aufbau des Untergrunds abzuscha¨tzen, so dass beispielsweise
Gla¨ttungsparameter und Startmodell fu¨r eine Inversion abgescha¨tzt werden ko¨nnen.
Pseudosektionen bieten allerdings nur ein verzerrtes Bild des Untergrundes, welches
durch Filter zwar verbessert werden kann, aber dennoch nur die scheinbaren Wi-
dersta¨nde entha¨lt.
Die Ermittlung wahrer spezifischer Widersta¨nde und Polarisationseigenschaften
der Gesteine sowie die lagegerechte Zuordnung im Untergrund erfolgt durch eine In-
versionen in bis zu drei Dimensionen. Zu den oben beschriebenen mo¨glichen Fehler-
quellen kommt die große Anzahl an A¨quivalenzmodellen, welche bei gleichem Fehler
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Abbildung 2.12.: Fu¨r eine sogenannte Pseudosektion werden die Messwerte in einer
zweidimensionalen ra¨umlichen Verteilung dargestellt. An den Schnittpunkten der
Linien, welche mit einer Steigung von 45° von den Zentren der Dipole ausgehen,
werden die Messwerte aufgetragen.
die Messdaten erkla¨ren, hinzu. Aufgrund der Anzahl von vier IP-Modellparametern
je Zelle ergibt sich ein sehr stark unterbestimmtes Problem und somit besonders ho-
he Anforderungen an den Inversionsalgorithmus (siehe Kapitel 4.3.2). In Abbildung
2.13 ist in schwarz der Verlauf des zeitabha¨ngigen Widerstands, berechnet ober-
halb eines Homogenen Halbraums mit ρdc = 100 Ωm , m = 500 mVV , τ = 0, 5 s und
c = 0, 25 , eingezeichnet. Ein 5%iger Fehlerbereich ist eingezeichnet und Transienten
fu¨r homogene Halbra¨ume mit um 100% erho¨hten (blau) und um 50% erniedrigten
(gru¨n) Relaxationszeiten. Innerhalb der Fehlerbalken erkla¨ren alle drei IP-Modelle
die Transienten. Eine Erniedrigung des Frequenzexponenten um 50% (lila) fu¨hrt zu
Abbildung 2.13.: Die schwarze Linie markiert den Verlauf des zeitabha¨ngigen Wider-
stands gemessen oberhalb eines homogenen Halbraums. Fu¨r ein um 100% erho¨htes
τ (blau), ein um 50% erniedrigtes τ (gru¨n) und ein um 50% erniedrigtes c (lila) sind
die Transienten dargestellt.
einer deutlichen Verformung des Transienten und fu¨r fru¨he Zeiten kann der Transi-
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ent auch innerhalb der Fehler von dem original Transienten unterschieden werden.
Variationen von τ fu¨hren ha¨ufig zu einer Vielzahl von A¨quivalenzmodellen, so dass
die Auflo¨sung von Relaxationszeiten durch IP-Inversionen schwerer zu realisieren
ist als die es Frequenzexponenten. Durch eine gute Wahl des Startmodells mittels
a priori Informationen, kann die Inversion ha¨ufig entschieden verbessert und ein
glaubwu¨rdiges Modell zur Erkla¨rung der Daten gefunden werden. Der im Rahmen
der vorliegenden Arbeit entwickelte Inversionsalgorithmus IP3DInv zur Auswertung
von IP-Messdaten wird in Kapitel 4 vorgestellt.
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Fu¨r ein vorgegebenes Untergrundmodell ko¨nnen mittels einer Vorwa¨rtsrechnung fu¨r
festgelegte Sender-Empfa¨nger-Kombinationen der zeitabha¨ngige Widerstand berech-
net werden, welcher oberhalb des Untergrunds gemessen werden wu¨rden. Zur Ve-
rifizierung des in Kapitel 4 vorgestellten Inversionsprogramms IP3DInvDC wurde
das Programm For3DIP zur Erzeugung synthetischer Daten entwickelt. For3DIP
basiert auf dem 3D Finite-Differenzen-Algorithmus von Spitzer (1995) zur Gleich-
stromwiderstands-Modellierung, welcher auch in IP3DInvDC implementiert ist. In
Kapitel 3.1 wird die der Vorwa¨rtsrechnung zugrunde liegende Theorie erla¨utert. Zu-
dem werden der Aufbau des Algorithmus For3DIP skizziert und die Formeln zur
Berechnung der analytischen Lo¨sung eines homogenen Halbraums im Zeitbereich
eingefu¨hrt. Fu¨r eine genauere Beschreibung des Programms For3DIP und seine An-
wendung sei auf das Manual in D.2 verwiesen. Synthetische Studien mit verschiede-
nen Widerstandsmodellen des Untergrundes werden in Kapitel 3.2 vorgestellt und
diskutiert. Abschließend werden die wichtigsten Schlussfolgerungen in Bezug auf die
Inversion von Felddaten in Kapitel 3.2.3 zusammengefasst.
3.1. Theorie der verwendeten Vorwa¨rtsrechnung
Im Folgenden wird die der Vorwa¨rtsrechnung zugrunde liegende Theorie vorgestellt.
Da For3DIP auf dem 3D Finite-Differenzen-Algorithmus von Spitzer (1995) basiert,
folgt dieser Abschnitt diesem und zu großen Teilen der in diesem verwendeten No-
menklatur.
3.1.1. Berechnung des zeitabha¨ngigen Widerstands basierend
auf einem Frequenzbereichs-Modell
Die Berechnung des zeitabha¨ngigen Widerstands ρ(t) eines polarisierbaren Unter-
grunds basierend auf einem Frequenzbereichs-Modell (z.B. Cole-Cole-Modell), kann
unter anderem aufgrund der Transformation vom Frequenz- in den Zeitbereich zu
23
3. Vorwa¨rtsrechnung in drei Dimensionen
Schwierigkeiten fu¨hren. Nach Guptasarma (1982) kann dies umgangen werden, in-
dem ein digitaler Filter genutzt wird. Der im Rahmen des Programms verwen-
dete Filter wurde speziell fu¨r komplexe Impedanz-Funktionen, welche beidseitig
asymptotisch gegen reelle Grenzwerte konvergieren, entwickelt. Die Funktion sollte
gleichma¨ßig fallend und frei von Resonanzpeaks sein, d.h. differenzierbar, stetig und
monoton. In Tabelle 3.1 sind die Abszissenwerte αr und Filterkoeffizenten ζr des
verwendeten Filters fu¨r 21 Kreisfrequenzen ωr aufgelistet.
Tabelle 3.1.: Abszissenwerte und Filterkoeffizenten des verwendeten Filters nach
Guptasarma (1982).
r αr ζr r αr ζr r αr ζr
1 -3.82704 0.000349998 8 -2.00032 0.003844944 15 -0.1736 0.234486236
2 -3.56608 -0.000418371 9 -1.73936 0.00680904 16 0.08736 0.366178323
3 -3.30512 0.000772828 10 -1.4784 0.013029162 17 0.34832 0.284615486
4 -3.04416 -0.000171356 11 -1.21744 0.022661391 18 0.60928 -0.235691746
5 -2.7832 0.001022172 12 -0.95648 0.042972904 19 0.87024 0.046994188
6 -2.52224 0.000897638 13 -0.69552 0.075423603 20 1.1312 -0.005901946
7 -2.26128 0.002208974 14 -0.43456 0.139346367 21 1.39216 0.000570165
Fu¨r das Cole-Cole Modell eines homogenen Halbraums hat die U¨bertragungs-





1− 11 + (iωτ)c
])
(3.1)
mit der Kreisfrequenz ω, dem Gleichstromwiderstand ρdc, der Aufladbarkeit m, der
Relaxationszeit τ und dem Frequenzexponenten c. Der zeitabha¨ngige Widerstand
ρ(t), welcher als der Kehrwert der zeitabha¨ngigen Leitfa¨higkeit σ(t) definiert ist,
eines bestimmten Zeitpunktes t einer bestimmten Zelle l wird u¨ber die Summe des




ζr< [ρl(ωr)] . (3.2)
Dabei ist die Kreisfrequenz ωr u¨ber die Abzissenwerte αr und die Zeit t definiert
ωr = 10(αr−log10t). (3.3)
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3.1.2. Grundgleichung der Gleichstromgeoelektrik
Ausgehend von den Maxwell Gleichungen (3.4) - (3.7), welche das elektromagneti-
sche Feld beschreiben, wird im Folgenden die Grundgleichung der Geoelektrik her-
geleitet.
∇×H = J (3.4)
∇× E = −∂B
∂t
(3.5)
∇ ·B = 0 (3.6)
∇ · (εE) = q (3.7)
Das Ampe`resche Gesetz (3.4) beschreibt die Verbindung zwischen dem magnetischen
Wirbelfeld und dem Strom u¨ber die magnetische Feldsta¨rke H und die elektrische
Stromdichte J. Das Faraday’sche Induktionsgesetz (3.5) setzt das induzierte elektri-
sche Feld mit der zeitlichen Ableitung der magnetischen Flussdichte B u¨ber die elek-
trische Feldsta¨rke E in Verbindung. Die Quellfreiheit des Feldes der magnetischen
Flussdichte B wird durch das Gauß’sche Gesetz fu¨r Magnetfelder (3.6) ausgedru¨ckt.
Die Quelle elektrischer Feldlinien ist die elektrische Ladung. Das Gauß’sche Gesetz
(3.7) beschreibt dies u¨ber die Dielektrizita¨tskonstante ε, die elektrische Feldsta¨rke
E und die elektrische Raumladungsdichte q.
In der Gleichstromgeoelektrik ist E zeitlich unabha¨ngig, so dass aus Gleichung
(3.5) die Wirbelfreiheit von E folgt und dieses aus einem skalaren elektrischen Po-
tential V abgeleitet werden kann
E = −∇V. (3.8)
Die elektrische Stromdichte J
J = Jl + Js + Jν . (3.9)
setzt sich aus der Leitungsstromdichte Jl nach dem Ohmschen Gesetz
Jl = σE, (3.10)
der Quellstromdichte Js = d · δ (r− r0) mit der Dirac-Funktion δ und der Ver-
schiebungsstromdichte Jν = ε∂E∂t zusammen. Hierbei ist d das Strommoment einer
elektrischen Quelle am Ort r0. Unter Beru¨cksichtigung der Quellfreiheit des Gesamt-
stroms J (d.h. ∇·J = 0), welche aus Gleichung (3.4) folgt, und der Vernachla¨ssigung
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der Verschiebungsstro¨me folgt aus Gleichung (3.9)
∇ · Jl = ∇ · (σE) = −∇Js. (3.11)
Mit Gleichung (3.8) folgt nach Berktold et al. (2005) aus Gleichung (3.11) die
Gleichstrom-Grundgleichung
∇ · (σ∇V ) = ∇Js. (3.12)
Bei einem eingespeisten Strom mit der Sta¨rke I am Ort r0 gilt:
∇ · (σ∇V ) = −Iδ (r− r0) . (3.13)
3.1.3. Berechnung der Modelle verschiedener Zeitpunkte mittels
einer Na¨herung
Fu¨r eine komplexe, frequenzabha¨nige Leitfa¨higkeit σ(ω, r) wird Gleichung (3.13) zu
∇ · (σ (ω, r) E (ω, r)) = Iδ (r− r0)H(ω) (3.14)
oder ausgedru¨ckt u¨ber den Kehrwert der Leitfa¨higkeit den komplexen, frequenz-
abha¨ngigen Widerstand ρ(ω, r)
∇ · E (ω, r)
ρ (ω, r) = Iδ (r− r0)H(ω) (3.15)
mit der Frequenzabha¨ngigkeit des Sendestroms H(ω). Fu¨r eine exakte Berechnung
im Zeitbereich muss Gleichung (3.15) Fourier-transformiert werden zu
∇ · (σ (t, r) ∗ E (t, r)) = Iδ (r− r0)H(t) (3.16)
mit einer Konvolution der Leitfa¨higkeit mit dem elektrischen Feld und der Heaviside-
Funktion H(t).
Die exakte Berechnung der zeitabha¨ngigen Widersta¨nde setzt eine Berechnung
im Frequenzbereich mit anschließender Transformation in den Zeitbereich voraus,
welche eine unabha¨ngige Berechnung fu¨r einzelne Zeitpunkte verhindert. Yuval and
Oldenburg (1997) umgehen dies, indem sie eine Na¨herung zur unabha¨ngigen Berech-
nung der einzelnen Zeitpunkte nutzen
∇ ·
(
σ (t, r) · Eˆ (t, r)
)
= Iδ (r− r0)H(t). (3.17)
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Wobei Eˆ das gena¨herte, elektrische, zeitabha¨ngige Feld kennzeichnet. Die Gu¨ltigkeit
dieser Na¨herung, welche die Konvolutiuon durch eine Multiplikation ersetzt, wird
von Ho¨rdt et al. (2006) und Ho¨nig and Tezkan (2007) in bis zu drei Dimensionen
gezeigt.
Im Falle eines homogenen Halbraums, wo der Leitfa¨higkeitsgradient verschwindet
(ρ(t, r) = ρ(t)), gibt die Na¨herung (3.17) die exakte Lo¨sung wieder. Ausgehend von
Gleichung (3.17) erha¨lt man unter Verwendung der Kausalita¨t von ρ(t)
∇ · Eˆ (t, r) = Iδ (r− r0)H(t)ρ(t) = Iδ (r− r0) ρ(t). (3.18)
Faltet man nun beide Seiten mit σ(t) und nutzt die Beziehung ρ(t) ∗ σ(t) = H(t)
ergibt sich
∇ · Eˆ (t, r) ∗ σ(t) = Iδ (r− r0)H(t)ρ(t) = Iδ (r− r0) ρ(t) ∗ σ(t)
∇ ·
(
σ(t) ∗ Eˆ (t, r)
)
= Iδ (r− r0)H(t) (3.19)
Fu¨r einen homogenen Halbraum entspricht das gena¨herte, elektrische Feld Eˆ (t, r)
der exakten Lo¨sung des elektrischen Felds E (t, r) aus Gleichung (3.16). Das elektri-
sche Potential an der Oberfla¨che eines homogenen Halbraums la¨sst sich somit exakt
und unabha¨ngig fu¨r die einzelnen Zeitpunkte mit
V (r) = Iρ2pi|r− r0| (3.20)
berechnen. Die in Kapitel 3.2.1 genutzten analytischen Potentiale wurden mit Glei-
chung (3.20) berechnet.
3.1.4. Diskretisierung der partiellen Differentialgleichung
Aus Gleichung (3.13) folgt mit der Leitfa¨higkeit als skalare Funktion des Raums
die Differentialgleichung des elektrischen Potentials einer beliebigen Leitfa¨higkeits-
























= −Iδ (x− xq) δ (y − yq) δ (z − zq) .
Diese Differentialgleichung muss numerisch gelo¨st werden, da es nur fu¨r wenige
einfache Leitfa¨higkeitsverteilungen analytische Lo¨sungen gibt. In Abbildung 3.1 ist
das genutzte dreidimensionale Finite-Differenzen (FD) Gitter skizziert. Bezogen auf
den, mit einem Punkt markierten, Gitterpunkt (i, j, k) sind benachbarte Gitter-
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Abbildung 3.1.: Skizziert ist das dreidimensionale Finite-Differenzen-Gitter zur Ver-
anschaulichung der Nutzung der Indizes (i,j,k), Zellleitfa¨higkeiten (σci,j,k) und Git-
terpunktabsta¨nden (f ,g,h) (vera¨ndert nach Spitzer, 1995).
punkte, Zellleitfa¨higkeiten σci,j,k und Gitterpunktabsta¨nde (fi,gj,hk) gekennzeich-
net. Die Indizes laufen dabei fu¨r die Gitterpunkte u¨ber i = 1, ..., im, j = 1, ..., jm
und k = 1, ..., km. Das Gitter entha¨lt insgesamt az Zellen und ap Gitterparameter.
Die Diskretisierung der Leitfa¨higkeitsverteilung ist entscheidend, um akkurate Er-
gebnisse zu erhalten. Das genaue Vorgehen wird ausfu¨hrlich in Spitzer (1995) er-
kla¨rt und wird im Folgenden der Vollsta¨ndigkeit halber grundsa¨tzlich erla¨utert. Die
Leitfa¨higkeit σi,j,k an dem Gitterpunkt (i, j, k) wird u¨ber das arithmetische Mittel
der volumen-gewichteten Zellleitfa¨higkeiten si,j,k = figjhkσci,j,k der acht angrenzen-
den Zellen berechnet
(3.22)σi,j,k =
si,j,k + si−1,j,k + si,j−1,k + si,j,k−1
(fi−1 + fi)(gj−1 + gj)(hk−1 + hk)
+ si−1,j−1,k + si−1,j,k−1 + si,j−1,k−1 + si−1,j−1,k−1(fi−1 + fi)(gj−1 + gj)(hk−1 + hk)
.
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Auch die Berechung der Leitfa¨higkeitsgradienten an den Gitterpunkten erfolgt u¨ber








si,j,k + si,j,k−1 + si,j−1,k + si,j−1,k−1
fi
− si−1,j,k + si−1,j,k−1 + si−1,j−1,k + s−1i,j−1,k−1
fi−1
)
mit α = 2(fi−1+fi)(gj−1+gj)(hk−1+hk) bezu¨glich x und wird analog bezu¨glich y und z
durchgefu¨hrt. Die Kopplungskoeffizienten der Gitterpunkte c1i,j,k bis c6i,j,k und der
Selbstkopplungskoeffizient c0i,j,k sind u¨ber die Leitfa¨higkeiten an den Gitterpunkten
und die Gitterzellenabsta¨nde definiert
c1i,j,k =
2σi,j,k − ∂σi,j,k∂x fi
fi−1(fi−1 + fi)
c2i,j,k =
2σi,j,k − ∂σi,j,k∂x fi−1
fi(fi−1 + fi)
c3i,j,k =
2σi,j,k − ∂σi,j,k∂y gj
gj−1(gj−1 + gj)
c4i,j,k =
2σi,j,k − ∂σi,j,k∂y gj−1
gj(gj−1 + gj)
c5i,j,k =
2σi,j,k − ∂σi,j,k∂z hk
hk−1(hk−1 + hk)
c6i,j,k =







Die rechte Seite in Gleichung (3.21), der Quellterm Q, kann u¨ber die elektrische
Stromsta¨rke I und ein finites Quelltermelement τq ausgedru¨ckt werden
Q = Iδ(x− xq)δ(y − yq)δ(z − zq) ≈ I
τq
. (3.26)
Befindet sich der Sender oberhalb der Oberfla¨che erha¨lt man
τq =
(fiq−1 + fiq)(gjq−1 + gjq)h1
8 . (3.27)
Substituiert man die diskretisierten Terme in Gleichung (3.21) erha¨lt man die FD
Gleichung fu¨r das Potential V am Punkt (i, j, k)
c1i,j,kVi−1,j,k + c2i,j,kVi+1,j,k + c3i,j,kVi,j−1,k + c4i,j,kVi,j+1,k+
c5i,j,kVi,j,k−1 + c6i,j,kVi,j,k+1 = c0i,j,kVi,j,k −Q (3.28)
mit
Q =
0 fu¨r (i, j, k) 6= SendepunktI/τq fu¨r (i, j, k) = Sendepunkt. (3.29)
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Die Kopplungskoeffizenten in Gleichung (3.24) sind nur fu¨r Gitterpunkte definiert,
welche im Inneren des Gitters liegen und sechs Nachbarpunkte haben. An den Git-
tergrenzen mu¨ssen diese entsprechend der gewa¨hlten Bedingung modifiziert werden.
An der Erde-Luft Grenze ist entsprechend der Neumann Bedingung (∂V/∂z = 0)
die Normalkomponente der Leitungsstromdichte Jl Null außer an den Quellpunkten:




Entsprechend der Dirichlet Bedingung (V = 0) werden die Kopplungskoeffizenten
der anderen Gittergrenzen gleich Null gesetzt
c11,j,k = 0 c2im,j,k = 0
c3i,1,k = 0 c4i,jm,k = 0
c6i,j,km = 0. (3.31)
Das Lineare Gleichungssystem
Ein System von FD Gleichungen kann geschrieben werden als
AV = b. (3.32)
Die Kopplungskoeffizentenmatrix A und der Quelltermvektor b sind gegeben und
der Potentialvektor V wird gesucht. Die Kopplungskoeffizentenmatrix A ist nicht
symmetrisch, so dass sie zur Nutzung der konjugierten Gradienten Methode in eine
symmetrische Form gebracht werden muss (siehe Kapitel D.3.4). Durch die beidsei-
tige Multiplikation mit der Transformationsmatrix K erha¨lt man ein zu Gleichung
(3.32) a¨quivalentes System von Gleichungen
KAV = Kb. (3.33)
Zum Lo¨sen des Gleichungssystems wird die Prekonditionierte Konjugierte Gradient
Methode (CGPC) nach Schwarz (1991) angewendet. Die Methode wird als SSOR-
Preconditioning (Symmetric Succsessiv Overrelaxtion) bezeichnet. Die symmetri-
sche, skalierte Kopplungskoeffizentenmatrix KA kann als Summe einer unteren
Dreiecksmatrix E, einer oberen Dreicksmatrix F = ET und einer Einheitsmatrix
I geschrieben werden
KA = E + I + F (3.34)
Die Vorkonditionierungsmatrix M wird mittels der Matrix C berechnet, welche sich
aus den von Null verschiedenen Eintra¨gen des unteren Dreiecks von KA zusammen-
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setzt. $ bezeichnet einen Relaxationsfaktor und ist Element der reellen Zahlen
M = CCT
= (I +$E)(I +$F). (3.35)
Fu¨r den Potentialvektor V wird ein Startvektor angenommen und dieser iterativ
angepasst. Dies geschieht in einem dreistufigen Prozess, welcher das Residual rL
minimiert, eine neue Suchrichtung pL und den Potentitalvektor VL berechnet. In
jeder Iteration wird das Gleichungssystem mit dem Gradienten der Suchrichtung %L
M%L = rL (3.36)
mittels der Gauss Methode gelo¨st. Aufgrund der speziellen Wahl von M als Produkt
einer unteren und oberen Dreiecksmatrix, la¨sst sich die Hin- und Ru¨cktransformation
der Gauss Methode leicht durchfu¨hren. Aus Gru¨nden der A¨quivalenz wird der Po-
tentialvektor V nach dem Lo¨sen des Gleichungssystems ebenfalls mit einem Skalie-
rungsfaktor multipliziert. Die genaue Umsetzung der beschriebenen Vorgehensweise
wird in Anhang D.3 erla¨utert.
3.1.5. Berechnung des synthetischen Transienten einer
Sender-Empfa¨nger-Kombination
Fu¨r eine gegebene Verteilung der IP-Parameter ρdc, m, τ und c im Untergrund
wird fu¨r jede Modellzelle gema¨ß Gleichung (3.2) der zeitabha¨ngige Widerstand der
Zelle berechnet. Fu¨r eine Empfa¨ngerkombination rxij wird die Potentialdifferenz
∆V fu¨r jeden Zeitpunkt t basierend auf dem zeitabha¨ngigen Widerstandsmodell
des Untergrunds berechnet
∆V (rxij, t) = |V (rxi, t)− V (rxj, t)| . (3.37)
Unter Verwendung der Na¨herung (3.17) kann die Potentialdifferenz jedes Zeitpunkts
unabha¨ngig von denen der anderen Zeitpunkte berechnet werden. Die so berechne-
ten synthetischen zeitabha¨ngigen Potentialdifferenzen aller Zeitpunkte werden als
synthetischer Transient der Sender-Empfa¨nger-Kombination bezeichnet. Die syn-
thetischen Transienten ko¨nnen mit gemessene Transient, welche als Zeitreihe aufge-
zeichnet wurden, verglichen werden.
Nach dem Ohmschen Gesetz (3.10) kann aus der Potentialdifferenz zwischen den
Sonden M und N und der Stromsta¨rke zwischen den Elektroden A und B der elektri-
sche Widerstand bestimmt werden (siehe Abbildung 2.7). Handelt es sich um einen
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inhomogenen Untergrund wird der scheinbare spezifische Widerstand ρa bestimmt.
Fu¨r einen homogenen Untergrund la¨sst sich mit dem Konfigurationsfaktor k der
Sender-Empfa¨nger-Kombination, auch als Geometriefaktor bezeichnet, der wahre
spezifische Widerstand bestimmen















Der Abstand der Elektrode A zur Sonde M wird mit r1 und der zur Sonde N mit r2
bezeichnet. Analog ist r3 der Abstand der Elektrode B zur Sonde M und r4 der von
B zu N. Der Geometriefaktor k ist negativ, wenn sich der Potentialdipol außerhalb
des Stromdipols befindet. Dies ist fu¨r Dipol-Dipol-Auslagen der Fall und im Falle
der verwendeten Gradientenauslage fu¨r einzelne Empfangsdipole (siehe Abbildung
5.2.1).
Die Positionen der Sender- und Empfa¨ngerpositionen kann bei einer Vierpunkt-
anordnung nach Berktold et al. (2005) vertauscht werden. Das Reziprozita¨tsprinzip
wird sowohl zu Kontrollzwecken, zur Verbesserung des Signal-zu-Rausch-Verha¨ltnis
bei Messungen mit Mehrelektrodensystemen als auch zur Berechnung der Sensiti-
vita¨ten in der Inversion mit IP3DInvDC (siehe Kapitel 4.11) genutzt.
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3.2. Modellstudien mit For3DIP
Mit dem Programm For3DIP wurden Studien mit verschiedenen Modellen eines po-
larisierbaren Untergrunds durchgefu¨hrt. Zur besseren U¨bertragung der gewonnenen
Erkenntnisse auf die Inversion und Interpretation der Felddaten in Kapitel 5 wurde
fu¨r alle synthetischen Studien die in Krauthausen verwendete Messauslage genutzt
(siehe Abbildung 3.2).
Fu¨r 269 Senderpositionen mit je
Abbildung 3.2.: Verwendete Elektrodenposi-
tionen fu¨r die Modellstudien und Messung in
Krauthausen. Die Elektrodenpositionen der in
Kapitel 3.2.1 verwendeten Transienten sind
mit ausgefu¨llten Symbolen markiert (1. , 10.
H, 100. N, 1883. •).
7 Empfa¨ngern wurden insgesamt
1883 Transienten fu¨r den Einschalt-
vorgang berechnet, welche aus je
39 Zeitpunkten in logarithmisch
a¨quidistanten Absta¨nden von 10 bis
3414 ms bestehen. Als Auslage wur-
de die Gradientenauslage verwen-
det, welche in Abbildung 2.12 skiz-
ziert ist. Das verwendete Gitter be-
steht aus 49 Zellen in x-, 24 in y-
und 19 in z-Richtung und ist eben-
falls identisch mit dem fu¨r die In-
version verwendeten Gitter aller ge-
zeigter Inversionen im Rahmen der
vorliegenden Arbeit. Die Gro¨ße ei-
ner Gitterzelle in x-Richtung entspricht mit 2,5 m dem Elektrodenabstand und ist
identisch mit der Gitterzellengro¨ße in y-Richtung. Zur Erfu¨llung der Randbedin-
gungen in Gleichung (3.30) und Gleichung (3.31) sind die Randzellen in x- und
y-Richtung als sehr große Vielfache des Elektrodenabstands gewa¨hlt. In z-Richtung
vergro¨ßert sich die Zellengro¨ße beginnend mit einem halben Elektrodenabstand ex-
ponentiell. Im Folgenden werden ausgewa¨hlte Studien fu¨r einen homogenen Halb-
raum und ein Blockmodell vorgestellt. Es findet zudem ein Vergleich mit analytisch
berechneten Werten statt.
3.2.1. Homogener Halbraum
Fu¨r polarisierbare, homogene Halbra¨ume mit Gleichstromwiderstandswerten von 1,
10, 100 und 1000 Ωm wurden synthetische Transienten berechnet und mit der ana-
lytischen Lo¨sung fu¨r ausgewa¨hlte Zeitpunkte verglichen. Aufgrund der Konsistenz
der Ergebnisse wird im Rahmen dieser Arbeit nur die Studie des Halbraums mit
1 Ωm vorgestellt. Aus der Differenz der analytischen und synthetischen Potential-
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(a) t = 10ms (b) y=0 m (c) z=5 m
(d) t = 3414ms (e) y=0 m (f) z=5 m
Abbildung 3.3.: Dargestellt ist die berechnete Verteilung des zeitabha¨ngigen Wider-
stands ρ(t) im Untergrund fu¨r den ersten verwendeten Zeitpunkt 10 ms (a - c) und
fu¨r den letzten verwendeten Zeitpunkt 3414 ms (d - f). In der ersten Spalte ist der
innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei y=0 m
und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Das IP-Modell
ist ein homogener Halbraum mit ρ = 1 Ωm, m=500 mV
V
, τ=0,5 s und c=0,5.
differenzen fu¨r verschiedene Widerstandswerte wird ein grundsa¨tzlicher, gitterbe-
dingter Fehler abgescha¨tzt, welcher fu¨r Inversionen mit IP3DInvDC genutzt werden
kann.
Aufgrund der Zeitabha¨ngigkeit des Widerstands ρ(t) nimmt dieser fu¨r die ein-
zelnen Zeitpunkte je nach Wahl des Gleichstromwiderstands ρdc, der Aufladbar-
keit m, der Relaxationszeit τ und des Frequenzexponeten c gema¨ß der Cole-Cole-
Formel (3.1) verschiedene Werte an. In Abbildung 3.3 ist die zeitabha¨ngige Wi-
derstandsverteilung des Untergrundes fu¨r den ersten verwendeten Zeitpunkt 10 ms
und den letzten verwendeten Zeitpunkt 3414 ms dargestellt. Berechnet wurden
die zeitabha¨ngigen Widersta¨nde fu¨r einen homogenen Untergrund mit ρ = 1 Ωm,
m=500 mVV , τ=0,5 s und c=0,5. In der ersten Spalte ist der innere Bereich des Git-
ters von -51,25 m bis 51,25 m in x-Richtung, 20 m bis -20 m in y-Richtung und bis zu
einer Tiefe von 18,5 m in z-Richtung abgebildet. Vertikale Schnitte bei y=0 m finden
sich in der zweiten Spalte und horizontale Tiefenschnitte bei z=5 m in der dritten
Spalte. Die Abnahme des Widerstands fu¨r den ersten Zeitpunkt auf 0.571 Ωm, was
einer Abnahme auf 57,1% des Gleichstromwiderstands ρdc entspricht, ist gut zu er-
kennen. Der Widerstand des letzten Zeitpunkts liegt mit einem Wert von 0.899 Ωm
nahe 1 Ωm, aber erreicht den Gleichstromwiderstand nicht. Mit einer Differenz zwi-
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schen dem zeitabha¨ngigen Widerstand des letzten und dem des ersten Zeitpunkts
















Abbildung 3.4.: Aufgetragen ist der Betrag des k-Faktors gegen die Transientennum-
mer aller verwendeten Sender-Empfa¨nger-Kombinationen. Diese sind in 4 Gruppen
unterteilt. Besonders gekennzeichnet sind der 1. , 10. H, 100. N und 1883. • Tran-
sient. Linien trennen die Gruppen A, B, C und D.
Fu¨r die durchgefu¨hrten Studien wurden die verwendeten Sender-Empfa¨nger-Kom-
binationen entsprechend des Betrags ihres Geometriefaktors k in 4 Gruppen unter-
teilt (siehe Abbildung 3.4). Aus Gru¨nden der U¨bersicht wird im Folgenden je ein
repra¨sentativer Transient der entsprechenden Gruppe vorgestellt und die Durch-
schnittswerte der jeweiligen Gruppe angegeben. Wa¨hrend man fu¨r symmetrische
Elektrodenkonfigurationen von einer Proportionalita¨t der ungefa¨hren Eindringtiefe
und des k-Faktors ausgehen kann, ist diese Na¨herung fu¨r unsymmetrische Auslagen,
wie die verwendete Gradientenauslage, nicht erfu¨llt. A¨hnliche Geometriefaktoren
kennzeichnen fu¨r die Gradientenauslage a¨hnliche Elektrodenverteilungen der einzel-
nen Sender-Empfa¨nger-Kombinationen und sind nicht mehr proportional zur Tiefe.
Allerdings liegen die Eindringtiefen der Sender-Empfa¨nger-Kombinationen inner-
halb einer Gruppe na¨herungsweise in a¨hnlichen Bereichen und rechtfertigen somit
eine Unterteilung entsprechend des Betrags des k-Faktors.
Die erste Gruppe A umfasst 557 Transienten, welche von Sender-Empfa¨nger-Kom-
binationen aufgezeichnet wurden deren k-Faktor kleiner als 0,3 ist, und beinhaltet
unter anderem den Transienten der 10. Sender-Empfa¨nger-Kombination. Die 100.
Sender-Empfa¨nger-Kombination geho¨rt zur zweiten Gruppe B, welche 375 Transi-
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enten mit einem k-Faktor von 0,3 - 0,6 beinhaltet. Die dritte Gruppe C umfasst
406 Transienten mit einem k-Faktor von 0,6 - 1,0 und entha¨lt die 1883. Sender-
Empfa¨nger-Kombination. Transienten aufgenommen mit einem k-Faktor gro¨ßer als
1,0 sind in der vierten Gruppe D zusammengefasst. In dieser sind neben dem der
ersten Sender-Empfa¨nger-Kombination weitere 544 Transienten enthalten.
 0.001
 0.01

















Abbildung 3.5.: Die fu¨r den homogenen Halbraum berechneten Transienten der 1.,
10., 100. und 1883. Sender-Empfa¨nger-Kombination sind durch Linien dargestellt.
Fu¨r jede Kombination ist der Gleichstromwiderstand ρdc durch eine gestrichelte Li-
nie gekennzeichnet. Fu¨r 10, 54, 398, 857, 1847 und 3414 ms sind zudem die analytisch
berechneten zeitabha¨ngigen Widersta¨nde mit den entsprechenden Symbolen einge-
zeichnet.
In Abbildung 3.5 sind beispielhaft fu¨r vier ausgewa¨hlte Sender-Empfa¨nger-Kombi-
nationen (1., 10., 100. und 1883.) die Transienten dargestellt, welche einen re-
pra¨sentativen Wertebereich fu¨r alle Kombinationen abdecken. Die Kombinationen 1,
10 und 100 befinden sich auf Profil 1, welches bei y=-10 m liegt, und Kombination
1883 liegt auf Profil 9, welches bei y=15 m liegt. Die unverrauschten Transienten
sind mit durchgezogenen Linien und der jeweilige Gleichstromwiderstand ρdc (DC-
Level) mittels einer gestrichelten Linie gekennzeichnet. Die analytische Lo¨sung fu¨r
ausgewa¨hlte Zeitpunkte wurde mit Gleichung (3.20) berechnet und ist mit aus-
gefu¨llten Symbolen eingezeichnet. Es ist zu erkennen, dass sich die Transienten ρdc
stets anna¨hern, aber den Gleichstromwiderstand nicht erreichen. Normiert man die
unverrauschten Transienten auf den jeweiligen k-Faktor, liegen diese wie fu¨r einen
homogenen Halbraum erwartet u¨bereinander.
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Die prozentuale Abweichung der Potentialdifferenz zur analytische Lo¨sung wur-
de fu¨r alle Transienten berechnet. Die Mittelwerte der vier Gruppen unterteilt
nach dem Geometriefaktor finden sich fu¨r ausgewa¨hlte Zeitpunkte in Tabelle 3.2.
Grundsa¨tzlich ist die mittlere, prozentuale Abweichung von der analytischen Lo¨sung
fu¨r Sender-Empfa¨nger-Kombinationen mit einem großen k-Faktor gro¨ßer als fu¨r
Kombinationen mit einem kleinen k-Faktor. Eine mo¨gliche Ursache hierfu¨r ist das
recht grobe Gitter. Gruppe C zeigt eine erho¨hte Abweichung in Bezug auf Gruppe
D, was sich auf die große Anzahl der Dipol-Dipol a¨hnlichen Elektrodenkonfiguratio-
nen der Gruppe C zuru¨ckfu¨hren la¨sst. Bei gleicher maximaler Entfernung zwischen
den a¨ußeren Elektroden und a¨hnlicher Eindringtiefe ist der Geometriefaktor einer
Dipol-Dipol a¨hnlichen Auslage betraglich bedeutend kleiner als der einer Schlum-
berger a¨hnlichen Auslage. Sender-Empfa¨nger-Kombinationen, welche auf Profilen
weiter entfernt von der Gittermitte bezu¨glich y=0 liegen, weisen ebenfalls gro¨ßere
Abweichungen auf als Kombinationen die na¨her zur Gittermitte liegen. Die syn-
Tabelle 3.2.: Gemittelte, prozentuale Abweichung der Potentialdifferenz zur analy-
tischen Lo¨sung fu¨r die vier Gruppen A - D und alle Transienten, der gewichtete
Mittelwert fu¨r ausgewa¨hlte Zeitpunkte und der Mittelwert aller Zeitpunkte.
Gruppe 3414 ms 1847 ms 857 ms 398 ms 54 ms 10 ms ∅
A (inkl. 10.) 2,60% 2,59% 1,05% 0,21% 0,34% 1,31% 1,65%
B (inkl. 100.) 2,15% 2,85% 3,81% 4,68% 5,21% 3,70% 3,16%
C (inkl. 1883.) 6,31% 7,05% 8,04% 8,96% 9,52% 7,84% 7,23%
D (inkl. 1.) 4,59% 5,26% 6,22% 7,16% 7,71% 6,00% 6,85%
A-D (alle) 3,89% 4,38% 4,60% 5,00% 5,42% 4,55% 4,66%
thetischen Werte einzelner Zeitpunkte weichen minimal um 0,1% und maximal um
11% von den analytischen ab. Zur Berechnung der mittleren Abweichung aller Zeit-
punkte aller Transienten wurden die Durchschnittswerte der einzelnen Gruppen mit
ihrer Mitgliederzahl gewichtet. Es ergibt sich ein mittlere gewichtete Abweichung
von 4,66%.
Zusammenfassung der synthetischen Studien des homogenen Halbraums
Die synthetischen Studien fu¨r den homogenen Halbraum im Wertebereich von 1 -
1000 Ωm zeigen ein konsistentes Verhalten u¨ber den gesamten Wertebereich. Die
berechneten Transienten lassen sich durch Normierung auf den vorwa¨rtsgerechneten
Gleichstromwiderstand und den k-Faktor ineinander u¨berfu¨hren. Auch die Dyna-
mik und die prozentuale Abnahme des letzten Zeitpunkts relativ zum DC-Level
sind gleich. Die Transienten weichen von der analytischen Lo¨sung ab. Die mittlere
Abweichung des Transienten fu¨r Sender-Empfa¨nger-Kombination mit einem großen
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Geometriefaktor ist grundsa¨tzlich gro¨ßer als fu¨r Kombinationen mit einem kleinen
Geometriefaktor. Die Abweichung nimmt fu¨r gro¨ßere Absta¨nde zur Gittermitte zu
und mit spa¨ten Zeiten grundsa¨tzlich ab. Im Folgenden werden die Abweichungen zur
analytischen Lo¨sung jedoch grundsa¨tzlich fu¨r alle Zeitpunkte aller Transienten mit
einem Fehler von 5% beru¨cksichtigt, welcher auf den gegebenenfalls vorhandenen
Messfehler addiert wird.
3.2.2. Blockmodell
Zur Untersuchung des Einflusses dreidimensionaler Untergrundstrukturen auf Mess-
daten wurden verschiedene Blockmodelle vorwa¨rtsgerechnet. Eine repra¨sentative
Studie wird im Folgenden vorgestellt. Es soll eine Abscha¨tzung u¨ber den Einfluss auf
Daten von Profilen, welche nicht unmittelbar u¨ber den Blo¨cken liegen, sondern par-
allel zu diesen verlaufen, getroffen werden. Diese Abscha¨tzung kann im Rahmen der
Dikussion der Inversionsergebnisse mittels einer dreidimensionalen Inversion durch
IP3DInvDC und IP3DInvIP und einer zweidimensionalen Inversion durch RES2DINV
in Kapitel 5.5.1 genutzt werden.
(a) t = 10ms (b) y=-10 m (c) z=5 m
(d) t = 3414ms (e) y=-10 m (f) z=5 m
Abbildung 3.6.: Dargestellt ist die Verteilung des berechneten zeitabha¨ngigen Wi-
derstands ρ(t) im Untergrund fu¨r den ersten verwendeten Zeitpunkt 10 ms (a - c)
und fu¨r den letzten verwendeten Zeitpunkt 3414 ms (d - f). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Das
zugrunde liegende IP-Modell ist in Tabelle 3.3 zu finden.
Der unpolarisierbare Gleichstromwiderstand des Hintergrundes ρdc,h betra¨gt
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Tabelle 3.3.: Parameter des IP-Modell fu¨r den Hintergrund und beide verwendeten
Blo¨cke
ρdc [Ωm] m [mVV ] τ [s] c
Hintergrund (h) 50 0 0 0
Linker Block (1) 10 1000 0,5 0,5
Rechter Block (2) 100 1000 0,5 0,5
50 Ωm. Eingebettet in diesem sind zwei polarisierbare blockfo¨rmige Sto¨rko¨rper mit
einem Gleichstromwiderstand von 10 Ωm fu¨r den linken und 100 Ωm fu¨r den rechten
Block. Die Aufladbarkeit betra¨gt 1000 mVV , die Relaxationszeit und der Frequenzex-
ponent beider Blo¨cke betragen 0,5. Der erste Block beginnt bei x=-21,25 m und endet
bei x=-6,25 m. In y-Richtung ist der Block von -5 m bis -15 m und in z-Richtung von
4 m bis 12,40 m ausgedehnt. Die y- und z-Ausdehnung des zweiten entsprechen de-
nen des ersten Blocks. In x-Richtung ist der zweite Block von 6,25 m bis 21,25 m
ausgedehnt. Das Untergrundmodell des zeitabha¨ngigen Widerstands ist zwischen






















Abbildung 3.7.: In einer Aufsicht (a) sind alle genutzten Elektrodenkombinationen
und die Lage der Blo¨cke gekennzeichnet, wobei die Positionen der großen Auslagen
oberhalb beider Blo¨cke der in (b) gezeigten Transienten hervorgehoben sind. (b)
Dargestellt sind die berechneten Potentialdifferenzen ∆V gegen die Zeit t. Fu¨r den
Transienten der Sender-Empfa¨nger-Kombination bei -10 m sind 5%ige Fehlerbalken
eingezeichnet.
In Abbildung 3.7 sind fu¨r fu¨nf ausgewa¨hlte Elektrodenkombinationen mit einer
großen Auslage, welche mit einer La¨nge von 85 m die Ausdehnung beider Blo¨cke ab-
deckt, sowohl die Elektrodenpositionen (a) als auch die berechneten Transienten (b)
dargestellt. Es werden beispielhaft fu¨nf Transienten verglichen, welche auf fu¨nf par-
allelen Profilen fu¨r identische Sender-Empfa¨nger-Kombinationen berechnet wurden.
Das Profil bei y=-10 m schneidet beide Blo¨cke mittig und der berechnete Transi-
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ent unterscheidet sich deutlich von den im Rahmen dieser Arbeit bisher gezeigten.
Die Potentialdifferenzen aller untersuchten Sender-Empfa¨nger-Kombinationen, wel-
che mit ihrer Ausdehnung beide Blo¨cke abdecken und oberhalb dieser liegen, nehmen
mit ansteigender Zeit ab. Dieses Verhalten zeigte sich bei den Studien stets, wenn die
Sender-Empfa¨nger-Kombination verschiedene voneinander entfernt liegende Blo¨cke
u¨berdeckte. Auch der fu¨r die bei y=-5 m oberhalb der Kante der Blo¨cke liegende
Sender-Empfa¨nger-Kombination berechnete Transient zeigt ein solches Verhalten.
Der Wertebereich dieses Transienten liegt unterhalb des oben beschriebenen Transi-
enten, aber innerhalb der Fehler von 5% ist eine Unterscheidung dieser Transienten
nicht eindeutig mo¨glich. Ab einer Distanz zur Kante der Blo¨cke von 5 m zeigen die
Transienten der Auslagen bei 0, 5 und 10 m ein a¨hnliches, wenig dynamisches Ver-
halten. Relativ zum 5%igen Fehlerlevel ist kein deutlicher Einfluss der Blo¨cke auf
























Abbildung 3.8.: (a) Gekennzeichnet sind alle genutzten Elektrodenpositionen, wo-
bei die Positionen der den linken Block u¨berdeckenden Sender-Empfa¨nger-Kom-
binationen der in (b) verwendeten Transienten hervorgehoben sind. (b) Dargestellt
ist die Potentialdifferenz ∆V gegen die Zeit t fu¨r ausgewa¨hlte Sender-Empfa¨nger-
Kombinationen. Fu¨r den Transienten der Sender-Empfa¨nger-Kombination bei -10 m
sind 5%ige Fehlerbalken eingezeichnet.
Die in Abbildung 3.8(b) beispielhaft dargestellten Transienten wurden fu¨r die
in (a) hervorgehobenen Elektrodenkombinationen berechnet. Die Auslagen verlau-
fen im x-Bereich des linken Blocks und die Transienten steigen fu¨r alle Profile mit
zunehmender Zeit t an. Der Transient, der direkt oberhalb des Blocks liegenden
Auslage bei y=-10 m, zeigt den sta¨rksten Einfluss des Blocks. Innerhalb der Fehler-
grenzen von 5% sind die Transienten fu¨r y=-5 m und y=0 m zu unterscheiden. Diese
drei Transienten zeigen eine deutliche Dynamik. Ab 10 m Abstand ist nur noch ein
geringer Einfluss auf die Transienten erkennbar.
Die Transienten in Abbildung 3.9, welche fu¨r im x-Bereich des rechten Blocks
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Abbildung 3.9.: (a) Gekennzeichnet sind alle genutzten Elektrodenpositionen, wo-
bei die Positionen der den rechten Block u¨berdeckenden Sender-Empfa¨nger-Kom-
binationen der in (b) verwendeten Transienten hervorgehoben sind. (b) Dargestellt
ist die Potentialdifferenz ∆V gegen die Zeit t fu¨r ausgewa¨hlte Sender-Empfa¨nger-
Kombinationen. Fu¨r den Transienten der Sender-Empfa¨nger-Kombination bei -10 m
sind 5%ige Fehlerbalken eingezeichnet.
liegende Auslagen berechnet wurden, zeigen grundsa¨tzlich ein zu Abbildung 3.8
a¨hnliches Verhalten. Der Einfluss des Blocks ist jedoch schwa¨cher, was an dem
deutlich erho¨hten Widerstand mit 100 Ωm liegt. Die Aufladbarkeiten sind fu¨r beide
Blo¨cke identisch. Fu¨r einen Abstand von 5 m zur Blockkante zeigen sich nur fu¨r
die ersten Zeitpunkte Abweichungen im Transientenverlauf zu y=10 m, welche auch
unter Beru¨cksichtigung der Fehler eindeutig unterscheidbar sind.
Zusammenfassung der synthetischen Studien des dreidimensionalen
Untergrundes
Grundsa¨tzlich kann ab einer Entfernung in y-Richtung, welche gro¨ßer ist als die Aus-
dehnung der Blo¨cke in y-Richtung, der Einfluss der Blo¨cke auf die Form der Transi-
enten unter Beru¨cksichtigung eines 5%igen Fehlerlevels vernachla¨ssigt werden. Der
beno¨tigte Abstand verkleinert sich mit steigender Auslagengro¨ße und steigendem
Gleichstromwiderstand des Sto¨rko¨rpers. Der Einfluss eines gutleitenden Sto¨rko¨rpers
muss fu¨r Transienten von Auslagen in einer gro¨ßeren Entfernung beachtet werden
als bei einer schlechtleitenden Struktur gleicher Ausdehnung und Lage. Dies liegt
unter anderem an der Maskierung des rechten schlechtleitenden Blocks durch die im
Verha¨ltnis besser leitenden umgebenen Strukturen (siehe auch Kapitel 2.2.3). Bei
einer Inversion in zwei Dimensionen muss ebenfalls beachtet werden, dass Auslagen
mit einer kleinen Gesamtla¨nge sta¨rker von entfernten, dreidimensionalen Strukturen
beeinflusst werden als Auslagen großer Ausdehnung.
Die Form der Transienten war in den durchgefu¨hrten Studien stark abha¨ngig von
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der Zahl der abgedeckten Sto¨rko¨rper durch die Auslage. Bei nur einem abgedeckten
Block zeigten die Transienten stets einen steigenden Verlauf mit der Zeit, unabha¨ngig
von Auslagengro¨ße und Verha¨ltnis der Gleichstromwidersta¨nde von Sto¨rko¨rper und
Hintergrund. Wurden zwei oder mehr Sto¨rko¨rper von der Auslage abgedeckt, so
fiel der Transient mit zunehmender Zeit ab. Eine solche Form des Tansienten wird
auch als negativer IP Effekt bezeichnet und wurde unter anderem von Dahlin and
Leroux (2012) in Verbindung mit stark inhomogenen Verteilungen der Polarisation
im Untergrund beobachtet.
Das oben beschriebene Verhalten wurde fu¨r alle durchgefu¨hrte Studien festgestellt,
sollte allerdings fu¨r andere Messkonfigurationen gegebenfalls erneut u¨berpru¨ft wer-
den, um die gewonnenen Erkenntnisse zu verifizieren.
3.2.3. Diskussion der Modellstudien mit For3DIP
Ein konsistentes Verhalten des Algorithmus For3DIP u¨ber einen Wertebereich von
1 - 1000 Ωm ließ sich durch synthetische Studien beispielsweise fu¨r homogene
Halbra¨ume (siehe Kapitel 3.2.1) zeigen. Die Abweichung zur analytischen Lo¨sung
la¨sst sich fu¨r das verwendete grobe Gitter durch ein 5%iges Fehlerlevel abdecken.
Durch eine Verfeinerung des Gitters la¨sst sich die Abweichung kontinuierlich verklei-
nern, was allerdings mit einer deutlichen Erho¨hung der Laufzeit der Inversion einher-
geht. Die korrekte Funktion der implementierten Vorwa¨rtsrechnung kann somit auch
fu¨r die spa¨tere Verwendung im Inversionsprogramm IP3DInvDC angenommen wer-
den. Zur Beru¨cksichtigung der Abweichung zur analytischen Lo¨sung wird ein Fehler
von 5% genutzt, welcher fu¨r alle Zeitpunkte auf den gegebenenfalls vorhandenen
Messfehler addiert wird (siehe Kapitel 5.4).
Studien mit dreidimensionaler Untergrundstruktur zeigen, dass ab einer Entfer-
nung in y-Richtung, welche gro¨ßer ist als die Ausdehnung der Blo¨cke in y-Richtung,
der Einfluss der Blo¨cke auf die Form der Transienten unter Beru¨cksichtigung eines
5%igen Fehlerlevels vernachla¨ssigt werden kann (siehe Kapitel 3.2.2). Der beno¨tigte
Abstand vergro¨ßert sich mit abnehmender Auslagengro¨ße und sinkendem Gleich-
stromwiderstand des Sto¨rko¨rpers. Negative IP-Effekte sind deutliche Hinweise auf
stark variierende Verteilungen der polarisierbaren Bereiche im Untergrund und soll-
ten nicht mit Kopplungseffekten verwechselt werden [Dahlin and Leroux (2012)].
Kleinra¨umige Auslagen zeigten sta¨rkere Einflu¨sse von dreidimensonalen Untergrund-
strukturen, was bei einem Vergleich von zweidimensionalen mit dreidimensionalen
Inversionsergebnissen beachtet werden sollte.
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Im Rahmen der vorliegenden Arbeit wurde das von Ho¨nig (2002) entwickelte
Programm IPInv zur Inversion von Zeitbereichs-IP-Daten in zwei Dimensionen
weiterentwickelt. Die Nomenklatur und der Aufbau dieses Kapitels folgen Ho¨nig
(2002). Die Vorwa¨rtsrechung des entwickelten Inversionsprogramms IP3DInvDC
beruhte bereits auf dem 3D-Finite-Differenzen-Algorithmus von Spitzer (1995)
zur Gleichstromwiderstands-Modellierung. Die Erweiterung der 2D IP-Inversion
auf drei Dimensionen erforderte zuvor neben der U¨bersetzung der Routinen von
Fortran 77 in Fortran 95, eine Anpassung der Programmstruktur zur Reduzierung
des beno¨tigten Speichers und eine Parallelisierung des Algorithmus. Die Berechnun-
gen innerhalb der Routinen wurden von zwei auf drei Dimensionen erweitert und
flexible Elektrodenpositionen implementiert. Zur Validierung wurden synthetische
Studien durchgefu¨hrt von denen zwei beispielhaft in Kapitel 4.4 vorgestellt werden.
Eine Zusammenfassung der Erkenntnisse aus den synthetischen Studien und eine
Diskussion im Hinblick auf die Inversion von Felddaten in Kapitel 5 findet sich in
Kapitel 4.4.3.
Das Prinzip der Inversion, welche aus drei Schritten besteht, wird in Kapitel 4.1
vorgestellt. Die dem Algorithmus IP3DInvDC, welcher fu¨r die ersten beiden Schrit-
te verwendet wird, zugrunde liegende Theorie wird in Kapitel 4.2 und in Anhang
E vorgestellt. Fu¨r die in der implementierten Vorwa¨rtsrechung nach Spitzer (1995)
verwendeten Grundlagen wird auf Kapitel 3.1 verwiesen. Die verwendeten mathe-
matischen Grundlagen des Algorithmus IP3DInvIP finden sich in Kapitel 4.3 und ein
Manual in Anhang F. Eine ausfu¨hrliche Vorstellung der Entwicklung des Programms
in zwei Dimensionen und eine Diskussion dessen findet sich in Ho¨nig (2002).
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4.1. Prinzip der Inversion
Unter Verwendung der Na¨herung (3.17) wird die Inversion von Zeitbereichs-
IP-Daten auf eine Vielzahl dreidimensionaler DC-Inversionen und Homogener-
Halbraum-IP-Inversionen reduziert. Die in dieser Arbeit weiterentwickelte Methode
der IP-Inversion fu¨r Zeitbereichs-Daten in drei Dimensionen wird so zu einem drei-
stufigen Prozess:
1. DC-Inversion des letzten Zeitpunkts der gemessenen Transienten aller Sender-
Empfa¨nger-Kombinationen in ein zeitabha¨ngiges Widerstandsmodell fu¨r den
letzten Zeitpunkt, welcher fu¨r den Einschaltvorgang nah am Gleichstromwi-
derstand liegt.
2. DC-Inversion der einzelnen Zeitpunkte der gemessenen Transienten aller
Sender-Empfa¨nger-Kombinationen in zeitabha¨ngige Widerstandsmodelle des
jeweiligen Zeitpunkts.
3. Zusammenfassung der zeitabha¨ngigen Widersta¨nde der einzelnen Zellen in
einen Transienten des zeitabha¨ngigen Widerstands der jeweiligen Zelle. Anpas-
sung des Transienten der Zelle durch ein homogenes Modell des Untergrunds
durch eine Homogene-Halbraum-IP-Inversion.
DC-Inversion des letzten Zeitpunkts
Im ersten Schritt werden die zeitabha¨ngigen Widersta¨nde des letzten Zeitpunkts
aller Sender-Empfa¨nger-Kombinationen mittels einer DC-Inversion in drei Dimen-
sionen invertiert. Es wird ein Modell der Widerstandsverteilung des Untergrunds ge-
funden, welches die gemessenen Potentialdifferenzen aller Sender-Empfa¨nger-Kom-
binationen fu¨r den letzten Zeitpunkt erkla¨rt. Aufgrund seiner Na¨he zum DC-Level
ko¨nnen bei der Wahl des Startmodells Informationen u¨ber den Gleichstromwider-
stand, gewonnen mit anderen Messmethoden, einfließen. Die Inversion wird mit dem
Programm IP3DInvDC durchgefu¨hrt und es werden in Abha¨ngigkeit vom Startmo-
dell bis zu 25 Iterationsschritte beno¨tigt. Mit einem L-Curve Verfahren, welches in
Kapitel 4.2.2 genauer vorgestellt wird, werden die optimalen Startwerte der Regu-
larisierungsparameter bestimmt. Der Umfang dieses Schritts umfasst in etwa den
einer regula¨ren DC-Inversion.
DC-Inversion der einzelnen Zeitpunkte
Der zweite Schritt besteht aus je einer dreidimensionalen DC-Inversion pro Zeit-
punkt. Als Startmodell fu¨r den vorletzten Zeitpunkt wird in diesem Schritt das
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Widerstandsmodell des letzten Zeitpunkts, welches im ersten Schritt ermittelt wur-
de, genutzt. Dieses sehr gute Startmodell muss nur in polarisierbaren Bereichen des
Untergrunds vera¨ndert werden, so dass meist in nur 3-5 Iterationsschritten eine gu-
te Anpassung erreicht werden kann. Fu¨r den vorvorletzten Zeitpunkt wird nun als
Startmodell das Widerstandsmodell des vorletzten Zeitpunkts genutzt. Fu¨r alle wei-
teren Zeitpunkte wird analog das Widerstandsmodell des vorherigen Zeitpunkts als
Startmodell genutzt.
Die Mo¨glichkeit der Verwendung eines Startmodells basierend auf dem Ergeb-
nis des jeweils vorherigen Zeitpunkts, anstelle des Modells des letzten Zeitpunkts
fu¨r alle anderen Zeitpunkte, wurden im Rahmen dieser Arbeit implementiert. Diese
Methode verhindert große Spru¨nge zwischen den Widerstandsmodellen der einzelnen
Zeitpunkte und sorgt fu¨r mo¨glichst kontinuierliche A¨nderungen vom Modell des letz-
ten hin zum Modell des ersten Zeitpunkts. Die Regularisierungsparameter ko¨nnen
gegenu¨ber denen des ersten Schritts erho¨ht werden, um die Variationen in unpo-
larisierbaren Bereichen mo¨glichst klein zu halten, aber auch wie im ersten Schritt
gewa¨hlt werden.
IP-Inversion der einzelnen Zellen
Die zeitabha¨ngigen Widerstandsmodelle des zweiten Schritts werden fu¨r jede Zelle
des Modellraums zu einem Transienten des zeitabha¨ngigen Widerstands der Zel-
le zusammengesetzt. Diese Transienten ρ(t) der Zellen werden im Folgenden als
„zusammengesetzte Zelltransienten“ bezeichnet. Dies soll die eindeutige Unterschei-
dung von den im Feld gemessenen Transienten der zeitabha¨ngigen Potentialdiffe-
renzen ∆V (t) der verschiedenen Sender-Empfa¨nger-Kombinationen erleichtern. Mit
dem Programm IP3DInvIP wird fu¨r jede Zelle unabha¨ngig von allen anderen Zel-
len eine Homogene-Halbraum-IP-Inversion durchgefu¨hrt und der zusammengesetzte
Zelltransient durch einen berechneten Transienten fu¨r einen homogenen Untergrund
(„berechneter Zelltransient“) angepasst.
Bei mo¨glichst kontinuierlichen A¨nderungen der zeitabha¨ngen Modelle untereinan-
der, welche idealerweise nur in polarisierbaren Bereichen des Modellraums auftreten,
und einer guten Wahl des IP-Startmodells ko¨nnen glaubhafte dreidimensionale IP-
Modelle des Untergrunds erzielt werden.
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4.2. Grundlagen des verwendeten
DC-Inversionsalgorithmus
Im Rahmen einer Inversion wird ein Satz Messdaten D durch ein mo¨gliches Mo-
dell m des Untergrunds erkla¨rt. Fu¨r ein angenommenes Untergrundmodell werden
fu¨r gegebene Elektrodenkombinationen die Potentialdifferenzen berechnet und im
Modelldatenvektor F gespeichert. Die Anzahl der verwendeten Sender-Empfa¨nger-
Kombinationen Nd definiert die Dimension des Mess- und Modelldatenvektors. Ein
Startmodell des Widerstands des Untergrunds, welches a priori Informationen ent-
halten kann, wird iterativ verbessert bis die Differenz zwischen gemessenen und
berechneten Daten unterhalb eines festgelegten Grenzwertes liegt. Bei einem dreidi-
mensionalen Untergrundmodell handelt es sich um ein stark unterbestimmtes Pro-
blem. Die Anzahl der Gleichungen ist geringer als die der freien Parameter (An-
zahl der Gitterzellen), weshalb es keine eindeutige Lo¨sung fu¨r das Problem der
bestmo¨glichen Anpassung gibt (Blaschek, 2006). Neben der Anpassung der Daten
wird deshalb eine weitere Einschra¨nkung des Modellraums beno¨tigt, so dass sich das
Optimierungsproblem in der Form
Φ(m) = Φd(m) + λΦm(m) (4.1)
darstellen la¨sst. Das Ziel ist die Minimierung der Kostenfunktion Φ(m), welche von
der Anpassung der Messdaten Φd(m), dem zusa¨tzlich geforderten Kriterium Φm(m)
und dem Regularisierungsparameter λ abha¨ngt. Der Regularisierungsparameter λ
stellt die Wichtung zwischen den beiden Termen dar und ein mo¨gliches Kriterium
Φm(m) ist die Glattheit des Modells. Die Inversion wird mit logarithmierten Werten
durchgefu¨hrt um dem großen Wertebereich der Leitfa¨higkeit bzw. des Widerstandes
gerecht zu werden.
Die Berechnung der Differenz zwischen gemessenen und berechneten Daten kann
auf verschiedene Arten erfolgen. Der Root-Mean-Square-Error (RMS) der L-ten
Iteration wird mittels des Messdatenvektors D, des Modelldatenvektors F und der
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Es kann zwischen einer RMS oder χ2 kontrollierten Inversion gewa¨hlt werden. Eine
RMS gesteuerte Inversion zielt auf eine mo¨glichst genaue Anpassung der Messwerte
ab. Bei verrauschten Daten kann es zu einer Anpassung des Rauschens und somit zu
einem verfa¨lschten Ergebnis kommen. Wird eine χ2 kontrollierte Inversion gewa¨hlt,
werden die Messdaten im Rahmen der Messfehler angepasst. Mo¨gliche Ausreißer
und Rauschen haben so einen geringeren Einfluss auf das Ergebnis der Inversion.
Die Schwierigkeit hierbei ist das Abscha¨tzen der Messfehler, welche sich meist aus
einer durch Wiederholungsmessungen definierten Standardabweichung und einem
relativen Fehlerlevel zusammensetzen. Wird dieses prozentuale Fehlerlevel zu klein
abgescha¨tzt, werden auch bei einer χ2 gesteuerten Inversion die Daten u¨berangepasst
und das Ergebnis verfa¨lscht. Bei einem zu groß gewa¨hlten Fehlerlevel wird die In-
version zu einem zu fru¨hen Zeitpunkt abgebrochen und es ist keine ausreichende
Anpassung der Daten gewa¨hrleistet.
4.2.1. Form der Kostenfunktion und ihre Minimierung mittels
der Newtonmethode
Die in der vorliegenden Arbeit verwendete Kostenfunktion hat fu¨r die L-te Iteration
die Form
(4.4)
Φ(m)L = (D− F(mL))T WTW (D− F(mL)) k︸ ︷︷ ︸
Datenanpassung
+λ (mL−1 −m0)T GTG (mL−1 −m0)︸ ︷︷ ︸
Gla¨ttung
Die Datenanpassung wird durch den ersten Term auf der rechten Seite beschrieben
und hat bei einer kleinen Differenz zwischen berechneten und gemessenen Daten
einen kleinen Wert. Der zweite Term, welcher die Glattheit des Modells beschreibt,
ist klein, wenn das Modell im Vergleich zum Startmodell eine a¨hnliche Gestalt hat.
Das zugrunde liegende Prinzip geht auf William of Occam zuru¨ck und stabilisiert die
Inversion durch die Wahl mo¨glichst einfacher, glatter Modelle. Die Beitra¨ge Dipol-
Dipol a¨hnlicher Auslagen, welche stets einen negativen Geometriefaktor besitzen,
mu¨ssen mit negativem Vorzeichen in die Berechnung eingehen. Dafu¨r wurde die
Matrix k eingefu¨hrt, welche auf der Hauptdiagonalen mit −1 fu¨r Sender-Empfa¨nger-
Kombinationen Dipol-Dipol a¨hnlicher Auslagen und fu¨r alle anderen Auslagen mit
+1 belegt ist. Durch die Belegung der Matrix k u¨ber den Geometriefaktor ist eine
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gemeinsame Inversion beliebiger, verschiedener Auslagenarten mo¨glich.






fu¨r i = j
0 fu¨r i 6= j
(4.5)
und ist u¨ber die prozentuale Standardabweichung  der Messdaten und das prozen-
tuale Fehlerlevel rel definiert. Das prozentuale Fehlerlevel wird fu¨r das gewa¨hlte Git-
ter entsprechend Kapitel 3.2.3 abgescha¨tzt. Die Fehler-Kovarianz-Matrix reduziert
den Einfluss stark fehlerbehafteter Daten im Vergleich zu weniger fehlerbehafteten
Daten.
Die ap × ap Gla¨ttungsmatrix Gx in x-Richtung berechnet sich u¨ber die Zellgro¨ße





fu¨r m = n
+hk
fi
fu¨r m = n− 1
0 sonst
(4.6)
und entha¨lt nur auf der Hauptdiagonalen und der ersten, oberen Nebendiagonalen
von Null verschiedene Eintra¨ge, welche sich nur durch das Vorzeichen unterscheiden.
Der Index m wird u¨ber die Zellindizes i, j, k berechnet m = i+ (k − 1) · (im − 1) +
(j− 1) · (im− 1) · (km− 1). Durch die Anwendung auf einen Datenvektor werden die
Differenzen der Leitfa¨higkeiten zwischen benachbarten Zellen in x-Richtung gebildet.
Große Differenzen haben eine große Zahl als Ergebnis und verweisen auf ein rauhes
Modell, wa¨hrend kleine Differenzen zu einer kleinen Zahl fu¨hren und glatte Modelle
beschreiben. In y-Richtung wird die Gla¨ttungsmatrix Gy ebenfalls mit der Zellgro¨ße





fu¨r m = n
+hk
gj
fu¨r m = n− (im · km)
0 sonst.
(4.7)
Die Hauptdiagonale und die (im ·km)-te Nebendiagonale sind mit von Null verschie-
denen Werten besetzt, welche sich ebenfalls nur durch das Vorzeichen unterscheiden.
Die Gla¨ttungsmatrix Gz in z-Richtung entha¨lt auf der Hauptdiagonalen und auf der
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(im)-ten Nebendiagonale von Null verschiedene Werte:
Gz,m,n =

−1 fu¨r m = n
+1 fu¨r m = n− im
0 sonst.
(4.8)
Analog zur horizontalen Gla¨ttung wird die Differenz zwischen vertika-
len Leitfa¨higkeiten gebildet (De Groot-Hedlin and Constable, 1990). Die
Gla¨ttungsmatrizen der drei Gitterrichtungen lassen sich zusammenfassen als
Gla¨ttungsmatrix G:
GTG = wxGTxGx + wyGTy Gy + wzGTz Gz (4.9)
mit der Mo¨glichkeit der Wichtung der Gla¨ttung in den einzelnen Richtungen u¨ber
wx, wy und wz.
Der Regularisierungsparameter λ aus Gleichung (4.4) ermo¨glicht eine Gewichtung
der Datenanpassung gegenu¨ber der Gla¨ttung. Eine geringe Abweichung vom Start-
modell wird durch einen großen Regularisierungsparameter belohnt. Auf diese Weise
ko¨nnen a priori Informationen eingebunden werden und der Einfluss dieser auf die
Inversion angegeben werden. Kleine Regularisierungsparameter legen grundsa¨tzlich
ein sta¨rkeres Gewicht auf die Datenanpassung.





mit der Sensitivita¨tsmatrix SL erha¨lt man
∇Φ(m)L = −2STL−1WTW (D− F(mL−1)) k + λGTG (mL−1 −m0) . (4.10)
Die Sensitivita¨tsmatrix S, welche den Einfluss einer Leitfa¨higkeitsa¨nderung am
Ort r′ auf einen Empfa¨nger am Ort r beschreibt, kann auf zwei verschiedene Arten
na¨herungsweise berechnet werden (Ho¨rdt, 1998; Ho¨nig, 2002):
1. Perturbationsmethode: Fu¨hrt die numerische Differenziation der Modelldaten
nach den Modellparametern durch.
2. Reziprozita¨tsmethode: Nutzt die Vertauschbarkeit von Sender- und
Empfa¨ngerpositionen
Bei der Perturbationsmethode muss je Zelle eine Vorwa¨rtsrechnung je Achsrichtung
durchgefu¨hrt werden. Die Leitfa¨higkeit der Zelle wird variiert und in jeder Achsrich-
tung am Ort r′ wird ein Einheitsdipol plaziert und fu¨r diesen das elektrische Feld am
Ort r berechnet. Diese Art der Berechnung bietet sich beispielsweise fu¨r Inversionen
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in bis zu einer Dimension an. Fu¨r die Inversion in drei Dimensionen des in Kapi-
tel 3 verwendeten Gitters mit 22.344 Zellen mu¨ssten 67.032 Vorwa¨rtsrechnungen
durchgefu¨hrt werden, was zu nicht realisierbaren Rechenzeiten fu¨hren wu¨rde.
Als eine Alternative, welche schon in zwei Dimensionen zu einer deutlichen Re-
chenzeitersparnis fu¨hrt, ist die Reziprozita¨tsmethode implementiert. Das zugrunde
liegende Prinzip ist die Vertauschbarkeit von Sender- und Empfa¨ngerpositionen (sie-
he auch Kapitel 3.1.5). Das oben beschriebene elektrische Feld E hat den gleichen
Betrag, wenn man die Einheitsdipole am Ort r senden la¨sst und die drei Komponen-
ten am Ort r′ bestimmt. Es muss fu¨r alle Empfa¨nger- und Senderpositionen je eine
Vorwa¨rtsrechnung durchgefu¨hrt werden, was fu¨r 269 Senderpositionen mit je sie-
ben Empfa¨ngern zu 2152 Vorwa¨rtsrechnungen fu¨hrt. Die Sensitivita¨ten der Sender-
Empfa¨nger-Kombination p wird u¨ber das Zellvolumen v, die Potentialdifferenz ∆Vp




· ((νx,i,j,k,ps · νx,i,j,k,pe) + (νy,i,j,k,ps · νy,i,j,k,pe) + (νz,i,j,k,ps · νz,i,j,k,pe)) .
(4.11)
und ist u¨ber die Potentialgradienten des Senders νps und die des Empfa¨ngers mit
νpe definiert.
Das Potential V jeder Sender- und Empfa¨ngerposition wird nach Kapitel 3.1.4
berechnet. Der Gradient des Potentials νx wird in x-Richtung u¨ber das Potential V




(Vi+1,j+1,k+1,p + Vi+1,j+1,k,p + Vi+1,j,k+1,p + Vi+1,j,k,p
−Vi,j+1,k+1,p −Vi,j+1,k,p −Vi,j,k+1,p −Vi,j,k,p) (4.12)
Die Gradienten in y- und z-Richtung werden analog berechnet.
Durch das Aufaddieren der Sensitivita¨ten der einzelnen Sender-Empfa¨nger-Kom-





vi,j,k · Smax . (4.13)
Diese ist ein Maß fu¨r den Einfluss einzelner Zellen auf die Anpassung der Mess-
daten. Fu¨r eine bessere Vergleichbarkeit der Zellen und verschiedenen Inversionen
untereinander, werden die Sensitivita¨ten mit dem Zellvolumen normiert, bevor sie
aufaddiert werden. Es ist zudem mo¨glich die auf ihren Maximalwert normierte Co-
verage zu berechnen.
Linearisiert man eine stetig differenzierbare Funktion in einem beliebigen Punkt,
kann man u¨ber die Nullstelle der Tangente dieses Punkts eine verbesserte Na¨herung
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der Nullstelle der Funktion erhalten. An diesem verbesserten Punkt wird erneut
eine Tangente angelegt und das Verfahren wiederholt. Dieses Verfahren zur Null-
stellenbestimmung einer Funktion beno¨tigt keine Eingriffe in die implementierte
Vorwa¨rtsrechnung. Weitere Vorteile sind die hohe Stabilita¨t und die relativ einfache
Umsetzung des als Newtonmethode bekannten Verfahrens (Ho¨nig, 2002).
U¨ber die Ableitung nach dem Modellvektor ergibt sich Gleichung (4.10) zu




(D− F(mL−1))T WTW∂m∂nF(mL−1). (4.14)
Nach Mackie et al. (1997) wird die im letzten Term enthaltene Hessematrix in
der Gauß-Newton-Methode standardma¨ßig ignoriert. Der Hauptgrund ist neben
der aufwendigen Berechnung die Tatsache, dass Gleichung (4.14) auch unter Ver-
nachla¨ssigung der Hessematrix nahe des Minimums gut erfu¨llt ist. Das fu¨r jeden
Iterationsschritt zu lo¨sende Gleichungssystem ergibt sich somit zu
−12∇Φ(m)L =
(
STL−1WTWSL−1k + λGTG + βI
)
(mL −mL−1) . (4.15)
Zur Stabilisierung des Gleichungssystems wird der Faktor β, welcher ein Modell
nahe des Startmodells belohnt, auf die Hauptdiagonale addiert. Die Bestimmung
des optimalen Parameters β erfolgt durch das L-Curve-Verfahren.
4.2.2. Berechnung des Modell-Updates und Regularisierung der
Kostenfunktion
Zur Lo¨sung des symmetrischen, positiv definierten Gleichungssystems (4.15) wird
die Cholesky-Zerlegung nach Press et al. (1992) genutzt. Dabei wird die Matrix in
eine untere L und eine obere Dreiecksmatrix LT zerlegt, wobei die Transponierte der
unteren Dreiecksmatrix als obere Dreiecksmatrix definiert werden kann. Das Glei-
chungssystem wird dann durch Ru¨cksubstitution gelo¨st. Diese Methode zur Lo¨sung
von Gleichungssystemen beno¨tigt nur sehr wenig Speicherplatz, was bei einer Be-
rechnung in drei Dimensionen ein wichtiger Aspekt ist, und ist um einen Faktor zwei
schneller als andere Methoden (siehe auch Anhang E.3.12 und Anhang E.3.13).
Das Modell wird entsprechend des Modell-Updates modifiziert. Die Widersta¨nde
jeder Zelle des Modells werden fu¨r die na¨chste Iteration entsprechend des berech-
neten Modell-Updates erho¨ht oder reduziert. Die maximale A¨nderung ist dabei auf
eine Dekade beschra¨nkt, so dass zu große Modell-Spru¨nge vermieden werden.
Ein U¨bersteuern vor allem nahe des Minimums wird durch eine Anpassung der
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Schrittweite erreicht. Der Fehler der aktuellen Iteration L wird mit dem Fehler der
vorherigen Iteration L − 1 verglichen. Hat sich die Anpassung verschlechtert, wird
das Modell mL um eine halbe Schrittweite δm in umgekehrte Richtung korrigiert
und die Itertation erneut durchgefu¨hrt.
Der zweite Term auf der rechten Seite in Gleichung (4.10) beschreibt die verwen-
dete Regularisierung. In Gleichung (4.10) ist die L1-Norm nach Occam dargestellt,
welche grundsa¨tzlich die Summe der Differenzen zwischen Modell- und Messdaten
minimiert. Bereits kleine Differenzen haben hier einen großen Einfluss, da der Bei-
trag der Parametergradienten linear in die Zielfunktion eingeht.
λGTG (mL−1 −m0) L1-Norm (4.16)




(mL−1 −m0)2 + γ2
)
msg-Norm (4.18)
Zusa¨tzlich wurden im Rahmen der vorliegenden Arbeit die L2-Norm und der
Minimum-Gradient-Support msg mit dem zusa¨tzlichen Regularisierungsparameter
γ nach Blaschek (2006) implementiert.
Bei Verwendung der L2-Norm in Gleichung (4.17) gehen kleine Gradienten deut-
lich weniger als große Gradienten in die Zielfunktion ein, was zu einer gro¨ßeren
Stabilita¨t fu¨hrt. Dies bewirkt ein mo¨glichst glattes Modell, da vor allem große Gra-
dienten durch das quadratische Eingehen in die Kostenfunktion die Minimierung
verhindern wu¨rden.
Die Wirkung der msg-Regularisierung in Gleichung (4.18) la¨sst sich am besten
durch die Betrachtung der Grenzfa¨lle fu¨r γ beschreiben. Geht γ gegen Null, gehen
bereits sehr kleine Gradienten ebenso stark wie sehr große Gradienten ein. Es werden
Modelle belohnt, welche aus mo¨glichst wenigen, sehr homogenen Gebieten bestehen.
Die Sta¨rke des Kontrast der einzelnen Gebiete ist dabei kaum relevant. Geht γ gegen
unendlich, geht die msg-Regularisierung in die L2-Norm u¨ber. U¨ber die Wahl der
Art der Regularisierung und der Regularisierungsparameter la¨sst sich entsprechend
des erwarteten Untergrunds stark die Fokussierung beeinflussen. Beispiele hierzu
finden sich in Kapitel 4.4.1.
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4.3. Grundlagen des verwendeten
IP-Inversionsalgorithmus
Bei der Inversion des zeitabha¨ngigen Widerstands der einzelnen Zellen wird zwischen
drei mo¨glichen Formen der zusammengesetzten Zelltransienten unterschieden:
1. zusammengesetzte Zelltransienten ohne IP-Effekt: der zeitabha¨ngige Wider-
stand des letzten Zeitpunkts variiert nur um maximal 1% gegenu¨ber dem des
ersten Zeitpunkts
2. zusammengesetzte Zelltransienten mit IP-Effekt: der zeitabha¨ngige Wider-
stand des letzten Zeitpunkts ist um mehr als 1% erho¨ht gegenu¨ber dem des
ersten Zeitpunkts
3. zusammengesetzte Zelltransienten mit untypischem Verhalten: der
zeitabha¨ngige Widerstand des letzten Zeitpunkts ist um mehr als 1%
erniedrigt gegenu¨ber dem des ersten Zeitpunkts
Fu¨r den ersten und dritten Fall werden Aufladbarkeit m, Relaxationszeit τ und der
Frequenzexponent c gleich Null gesetzt. Der Gleichstromwiderstand ρ0 wird gleich
dem zeitabha¨ngigen Widerstand ρ(t) des letzten Zeitpunkts gesetzt. Fu¨r Zellen der
zweiten Kategorie wird eine Homogene-Halbraum-IP-Inversion des zusammengesetz-
ten Zelltransienten entsprechend des gewa¨hlten Modells durchgefu¨hrt. Fu¨r alle be-
rechneten Zelltransienten wird der RMS berechnet und so eine Bewertung der An-
passung des zusammengesetzten Zelltransienten ermo¨glicht.
4.3.1. Form der Kostenfunktion und ihre Minimierung
Da es sich um ein nicht-lineares Problem handelt, wurde zur Lo¨sung eine iterative
Methode nach Marquardt (1963) gewa¨hlt, um den zusammengesetzten Zelltransien-
ten D durch ein mo¨gliches IP-Modell eines homogenen Untergrunds m zu erkla¨ren.
Der berechnete Zelltransient des Modells m wird im Modelldatenvektor F gespei-
chert (Ho¨nig, 2002). Dabei wird die Berechnung des Modell-Updates der jeweiligen
Iteration mit einem Regularisierungsparameter β stabilisiert. Um der starken Dyna-
mik der IP-Modellparameter gerecht zu werden, werden die im Folgenden beschrie-
benen Berechnungen mit logarithmierten Werten durchgefu¨hrt. Die Kostenfunktion
ΦL ist u¨ber
ΦL(m) = (D− F(mL))T (D− F(mL))︸ ︷︷ ︸
Datenanpassung
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definiert. Analog zu Gleichung (4.4) beschreibt der erste Term der rechten Seite die
Datenanpassung und der zweite Term die Gla¨ttung. Allerdings gehen in Gleichung
(4.19) die Fehler der zusammengesetzten Zelltransienten nicht ein. Der Regulari-
sierungsparameter β bestraft große Modella¨nderungen gegenu¨ber dem Startmodell
und da¨mpft die Inversion, um ein Oszillieren zu verhindern. Wa¨hrend eine starke Re-
gularisierung meist die Konvergenz verschlechtert, kann eine geringe Da¨mpfung zu
einem U¨bersteuern des Algorithmus fu¨hren und somit eine Konvergenz verhindern.
Aus diesen Gru¨nden wird die Inversion mit einem großen Wert fu¨r β0 begonnen,
welcher bis zu einem definierten Grenzwert iterativ verkleinert wird, so dass auch
schlechter aufgelo¨ste Parameter angepasst werden ko¨nnen.
Durch die Nullstellenbestimmung der Ableitung der Kostenfunktion Φ(m) nach
der Modella¨nderung δmL = (mL −mL−1) wird das Minimum der Kostenfunktion
Φ(m) in Gleichung (4.19) bestimmt:
(
STL−1SL−1 + βL · I
)
δmL = STL−1 (D− F(mL−1)) . (4.20)




STL−1SL−1 + βL · I
)−1
STL−1 (D− F(mL−1)) (4.21)
berechnet werden. Die Berechnung der Inversen in Gleichung (4.21) erfolgt mittels
der LU-Zerlegung, welche in Anhang F.3.7 und in Anhang F.3.8 genauer erla¨utert
wird. Das Modell wird solange iterativ verbessert, bis der Fehler einen festgelegten















definiert und wird u¨ber die Perturbati-
onsmethode berechnet:
St,cc =
ρ(t)cc pertubiert − ρ(t)
ρ(t) ∗ 0, 05 (4.23)
Fu¨r jeden Zeitpunkt t und jeden IP-Parameter cc wird die Differenz zwischen dem
zeitabha¨ngigen Widerstand des aktuellen Modells und dem fu¨r den perturbierten
Parameter cc berechneten zeitabha¨ngigen Widerstand berechnet. Dieser wird mit
dem zeitabha¨ngigen Widerstand des aktuellen Modells normiert.
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4.3.2. Startwerte fu¨r Gleichstromwiderstand und Aufladbarkeit
Aufgrund der großen Anzahl von A¨quivalenzmodellen ist dieser Schritt der Inver-
sion stark von der Wahl der Startwerte der IP-Modellparameter abha¨ngig (siehe
auch Kapitel 2.1.2). Bei schlechter Wahl kann es zu einer guten Anpassung der zu-
sammengesetzten Zelltransienten auch von geringen IP-Effekten durch sehr extreme
IP-Modellparameter kommen. Teilweise konvergiert die Inversion bei sehr schlechter
Wahl auch gar nicht. Aufgrund der großen Anzahl von Zellen muss entweder dasselbe
Startmodell fu¨r alle Zellen verwendet oder dieses automatisch innerhalb der Inver-
sion ermittelt werden. Im Rahmen der vorliegenden Arbeit wurde die Mo¨glichkeit
einer automatisierten Wahl des Startmodells fu¨r jede Zelle entwickelt und imple-
mentiert.
Die Definition der Aufladbarkeit m aus Gleichung (2.7) u¨ber den maximalen Wert
der Spannung Up bei fließendem Strom und dem Wert Us direkt nach Abschalten des
Sendestroms kann a¨quivalent durch die entsprechenden zeitabha¨ngigen Widersta¨nde




Der Widerstand ρac ist fu¨r den Zeitpunkt unmittelbar nach Abschalten des Speise-
stroms I definiert, so dass die Definition fu¨r den Fall eines Einschalters lautet:
m = ρdc − ρac
ρdc
. (4.25)
Umgeformt nach dem Widerstand ρac ergibt sich dies zu der bekannten Form in
Gleichung (2.5).
Aus im Rahmen dieser Arbeit durchgefu¨hrten synthetischen Studien ergaben sich
na¨herungsweise folgende Zusammenha¨nge zwischen dem Gleichstromwiderstand ρdc,
dem Widerstand direkt nach Einschalten des Stroms ρac und den zeitabha¨ngigen Wi-
dersta¨nden des ersten verwendeten Zeitpunkts ρ(et) mit 10 ms und dem des letzten
verwendeten Zeitpunkts ρ(lt) mit 3414 ms:
ρ(et) ≈ ρac + (ρdc − ρac) · 20% = 0, 8ρac + 0, 2ρdc (4.26)
ρ(lt) ≈ ρac + (ρdc − ρac) · 80% = 0, 2ρac + 0, 8ρdc (4.27)
Der zeitabha¨ngige Widerstand des ersten verwendeten Zeitpunkts war in Bezug auf
den zeitabha¨ngigen Widerstand ρac fu¨r den Zeitpunkt unmittelbar nach Einschalten
des Stroms bereits um etwa 20% der Gesamtdynamik des Transienten erho¨ht. Dies
spiegelt die große Dynamik der fru¨hen Zeiten wider und verdeutlicht, wie wichtig
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eine Messung fu¨r mo¨glichst kleine Zeiten ist. Fu¨r den letzten verwendeten Zeitpunkt
war der zeitabha¨ngige Widerstand um durchschnittlich 80% der Gesamtdynamik des
Transienten erho¨ht. Der Gleichstromwiderstand ρdc wurde im verwendeten Zeitfens-
ter nicht erreicht. Da die Form und Dynamik der Transienten stark vom untersuchten
Untergrund abha¨ngen, wurde eine Vielzahl von unterschiedlichen Modellen unter-
sucht und durchschnittliche Prozentzahlen berechnet. Aus den Gleichungen (2.5),
(4.26) und (4.27) lassen sich Na¨herungen fu¨r den Gleichstromwiderstand ρdc und
die Aufladbarkeit m herleiten. Setzt man Gleichung (2.5) in Gleichung (4.26) und
Gleichung (4.27) ein, erha¨lt man:
ρ(et) ≈ (1− 0, 8m) ρdc (4.28)
ρ(lt) ≈ (1− 0, 2m) ρdc (4.29)
Nach m oder ρdc aufgelo¨st und gleichgesetzt, ergeben sich fu¨r den Gleichstromwi-
derstand ρdc und die Aufladbarkeit m na¨herungsweise




Die Na¨herungen werden verwendet, um fu¨r die Inversion automatisiert Startwer-
te fu¨r den Gleichstromwiderstand ρdc und die Aufladbarkeit m anzunehmen, welche
mo¨glichst nah an den wahren Werten liegen. In einer festgelegten Anzahl von Iterati-
onsschritten werden zu Beginn nur die Relaxationszeit τ und der Frequenzexponent
c angepasst. Wird innerhalb dieser Iterationsschritte eine ausreichend gute Anpas-
sung erreicht, so wird die Inversion beendet. Wird der festgelegte Grenzwert des
Fehlers nicht unterschritten, werden auch der Gleichstromwiderstand ρdc und die
Aufladbarkeit m variiert. Auf diese Weise konnte eine deutliche Verbesserung der
Konvergenz und somit eine Laufzeitreduktion erreicht werden. Synthetische Studien
zeigen zudem deutliche Verbesserungen in der Wiedergabe der vorwa¨rtsgerechneten
Modelle, wie beispielhaft in Kapitel 4.4 und Kapitel 5.4.4 gezeigt wird.
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4.4. Modellstudien mit IP3DInvDC und IP3DInvIP
Im Rahmen der vorliegenden Arbeit wurden zur Validierung des auf drei Dimensio-
nen erweiterten Programms IP3DInv synthetische Studien durchgefu¨hrt, von denen
im Folgenden zwei ausgewa¨hlte Studien vorgestellt werden. In Kapitel 4.4.1 werden
die Inversionsergebnisse der in Kapitel 3.2.1 untersuchten synthetischen Transien-
ten vorgestellt. Dabei werden der Einfluss des Regularisierungsparameters λ und
das Inversionsprinzip verdeutlicht. Die Inversionsergebnisse des Blockmodells aus
Kapitel 3.2.2 werden fu¨r verschiedene IP-Modelle in Kapitel 4.4.2 vorgestellt. Die
Mo¨glichkeit der Wahl der Regularisierungsparameter u¨ber das L-Curve-Verfahren
wird erkla¨rt und eine Aussage u¨ber die Detektierbarkeit von gut- und schlecht lei-
tenden Strukturen und deren IP-Parametern getroffen.
4.4.1. Homogener Halbraum
Fu¨r die Studie des homogenen Halbraums mit einem Gleichstromwiderstand von
1 Ωm wurden unverrauschte Daten genutzt, welche im Folgenden als synthetische
Messdaten bezeichnet werden. Abweichungen in den Inversionsergebnissen verschie-
dener Regularisierungsparameter lassen sich so eindeutig auf die Regularisierung
zuru¨ckfu¨hren. Die Aufladbarkeit betrug 500 mVV bei einer Relaxationszeit von 0,5 s
und einem Frequenzexponenten von 0,5 (siehe Abblidung 3.3).
DC-Inversion des letzten Zeitpunkts
Fu¨r Inversionen, durchgefu¨hrt mit drei verschiedenen Regularisierungsparametern,
sind die Widerstandsmodelle der vierten Iteration in Abbildung 4.1 (a - i) dargestellt.
Die Regularisierungsparameter β und γ wurden gleich Eins gewa¨hlt. Die erste Zeile
zeigt die Ergebnisse der Inversion mit λ =10 (a - c), die zweite Zeile fu¨r λ =100
(d - f) und die dritte fu¨r λ =1000 (g - i). Die erste Spalte zeigt den inneren Modell-
raum (a, d, g), die zweite Spalte einen vertikalen Schnitt durch den Modellraum bei
y=0 m (b, e, h) und die dritte einen horizontalen Tiefenschnitt bei z=5 m (c, f, i).
Zu beachten ist der stark begrenzte Bereich der Farbskala des zeitabha¨ngigen Wi-
derstands zur Verdeutlichung der Unterschiede der Modelle zueinander. Die vierte
Zeile zeigt die QQ-Plots der vierten Iteration der drei Inversionen (j - l). Aufgetra-
gen sind die fu¨r das Modell in (a - i) berechneten Potentialdifferenzen ∆Vm gegen
die synthetischen Potentialdifferenzen ∆Vd als Punkte. Zwei Linien markieren einen
Bereich der fu¨nfprozentigen Abweichung der Potentialdifferenzen. Durch die doppelt
logarithmische Darstellung bietet der QQ-Plot eine gute Mo¨glichkeit der Visualisie-
rung der Datenanpassung auch bei einer großen Anzahl von Daten und einem großen
Wertebereich des zeitabha¨ngigen Widerstands.
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(a) λ = 10, RMS = 4, 59% (b) y=0 m (c) z=5 m
(d) λ = 100, RMS = 4, 62% (e) y=0 m (f) z=5 m
(g) λ = 1000, RMS = 4, 53% (h) y=0 m (i) z=5 m
(j) λ = 10, RMS = 4, 59% (k) λ = 100, RMS = 4, 62% (l) λ = 1000, RMS = 4, 53%
Abbildung 4.1.: (a - i) Die Verteilung des zeitabha¨ngigen Widerstands ρ(t) des letz-
ten verwendeten Zeitpunkts 3414 ms ist fu¨r Inversionen mit verschiedenen Regula-
risierungsparametern λ dargestellt. In der ersten Spalte ist der innere Modellraum
abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei y=0 m und in der dritten
Spalte ein horizontaler Tiefenschnitt bei z=5 m. (j - l) QQ-Plot der Inversion des letz-
ten verwendeten Zeitpunkts 3414 ms mit verschiedenen Regularisierungsparametern
λ.
Der RMS der drei Inversionsergebnisse liegt in einem sehr kleinen Bereich von
4,53% bis 4,62% und auch visuell sind kaum Unterschiede der Anpassung in den
QQ-Plots zu erkennen. Alle drei Modelle der Widerstandsverteilung im Untergrund
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erkla¨ren die synthetischen Daten des letzten Zeitpunkts gleich gut und sind somit
gleichwertige A¨quivalenzmodelle. Die unterschiedlichen Regularisierungsparameter
λ beeinflussen die Inversion jedoch deutlich. Bei der Wahl von λ=10 bilden sich
deutliche Kontraste im Modell aus, und der Widerstand variiert um bis zu 70%.
Die sich ausbildende geschichtete Struktur des Untergrunds kann leicht zu einer
Fehlinterpretation von Messdaten fu¨hren. Mit ansteigendem λ erkennt man gut die
zunehmende Gla¨ttung des Widerstandsmodells. In spa¨teren Iterationsschritten ver-
schlechtert sich die Anpassung fu¨r λ = 1000 (RMS = 1, 05%) im Vergleich zur
Inversion mit λ = 100 (RMS = 0, 32%), so dass fu¨r die Inversion aller Zeitpunk-
te ein mittleres λ = 100 gewa¨hlt wurde, um eine ausreichend gute Anpassung zu
erreichen. Die Inversion mit λ = 10 oszilliert und findet nach 10 Iterationen kein
mo¨gliches Modell-Update zur Verbesserung der Anpassung.
DC-Inversion aller Zeitpunkte
Als Startmodell fu¨r die Inversion aller Zeitpunkte wurde das Modell der Wider-
standsverteilung der 13. Iteration der Inversion des letzten Zeitpunkts 3414 ms mit
λ = 100 gewa¨hlt, welches die synthetischen Messdaten mit einem RMS von 0,32%
erkla¨rt. Beginnend mit dem vorletzten Zeitpunkt 2928 ms werden fu¨r alle weiteren
Zeitpunkte bis zum ersten verwendeten Zeitpunkt mit 10 ms die synthetischen Mess-
daten invertiert. Das jeweils beste Modell der Widerstandsverteilung des vorherigen
Zeitpunkts wurde fu¨r den folgenden Zeitpunkt verwendet. Dieses neu implemen-
tierte Update des Startmodells verhindert starke Variationen der zeitabha¨ngigen
Widerstandsmodelle zwischen aufeinanderfolgenden Zeitpunkten und verringert die
Laufzeit signifikant (durchschnittlich um etwa 30%).
In Abbildung 4.2 sind die Modelle der Verteilung des zeitabha¨ngigen Widerstands
fu¨r 10 ms und 3414 ms in der ersten bzw. zweiten Zeile dargestellt. Die Belegung der
Spalten ist analog zu Abbildung 4.1. Die normierte Coverage, welche durch Aufsum-
mieren der auf die Zellgro¨ße normierten Sensitivita¨ten berechnet wurde, ist in der
dritten Zeile dargestellt (siehe auch Gleichung (4.13)). Sie nimmt mit der Tiefe ab
und zeigt lateral eine gleichma¨ßige Verteilung. Zwischen 12 und 17 m ist eine Grenze
in der Verteilung der Coverage zu erkennen, welche gut mit einer ungefa¨hren ma-
ximalen Eindringtiefe von einem Sechstel der Profilla¨nge von 17 m u¨bereinstimmt.
In der vierten Zeile sind fu¨r drei ausgewa¨hlte Sender-Empfa¨nger-Kombinationen
die synthetischen und berechneten Transienten dargestellt. Der durchschnittliche
RMS der Transienten angepasst mit 39 zeitabha¨ngigen Widerstandsmodellen be-
trug 3,00%. Stellvertretend fu¨r die durchschnittliche Anpassung der Transienten ist
Transient 130 in (j) mit einem RMS von 2,83% abgebildet. Transient 811 (k) ist
mit einem RMS = 19, 30% der schlechtest angepasste Transient und Transient 1273
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(l) mit einem RMS von 0,3% der am besten angepasste Transient.
(a) t=10 ms, RMS = 1, 00% (b) y=0 m (c) z=5 m
(d) t=3414 ms, RMS = 0, 28% (e) y=0 m (f) z=5 m
(g) Coverage (h) y=0 m (i) z=5 m







































Abbildung 4.2.: Inversionsergebnis des zeitabha¨ngigen Widerstands ρ(t) fu¨r den ers-
ten verwendeten Zeitpunkt 10 ms (a - c) und fu¨r den letzten verwendeten Zeitpunkt
3414 ms (d - f). In der ersten Spalte ist der innere Modellraum abgebildet, in der
zweiten Spalte ein vertikaler Schnitt bei y=0 m und in der dritten Spalte ein hori-
zontaler Tiefenschnitt bei z=5 m. Die Verteilung der normierten Coverage ist in der
dritten Zeile abgebildet (g - i). Drei beispielhafte Transienten finden sich in Zeile vier
(j - l). Die gemessenen Daten sind mit Punkten und die Modellantwort mit Linien
dargestellt.
Es sind keine signifikanten Unterschiede zwischen der Anpassung fru¨her und spa¨ter
Zeiten festzustellen. Wird fu¨r alle Zeitpunkte das beste Modell des letzten Zeitpunkts
3414 ms als Startmodell genutzt, sind die spa¨ten Zeitpunkte bei einer maximalen
60
4.4. Modellstudien mit IP3DInvDC und IP3DInvIP
Iterationsanzahl von 10 stets deutlich besser angepasst als die fru¨heren Zeiten. Die
Angabe eines Grenzwerts fu¨r den RMS ab welchem die Inversion abgebrochen wird,
unterstu¨tzt zudem eine vergleichbare Anpassung verschiedener Zeiten und reduziert
die Laufzeit weiter.
Das Modell des zeitabha¨ngigen Widerstands des ersten Zeitpunkts (a - c) zeigt
leichte Variationen bezu¨glich des vorwa¨rtsgerechneten zeitabha¨ngigen Widerstands
in Abbildung 3.3 (a - c), gibt diesen aber bis in eine Tiefe von etwa 12 m sehr gut
wieder. Zwischen 12 und 17 m ist die Abweichung gro¨ßer, aber das wahre Mo-
dell wird noch grundsa¨tzlich abgebildet. Mit zunehmender Zeit werden die wahren
zeitabha¨ngigen Widersta¨nde auch in gro¨ßerer Tiefe sehr gut wiedergegeben. Fu¨r
3414 ms kann das vorwa¨rtsgerechnete Modell bis zu einer Tiefe von 17 m sehr gut
wiedergegeben werden.
IP-Inversion aller Zellen
Fu¨r jeden Zeitpunkt wird nun das Modell des zeitabha¨ngigen Widerstands aus-
gewa¨hlt, welches die Daten am besten erkla¨rt. Als Entscheidungskriterium wur-
de hierzu der RMS der DC-Inversion genutzt. Aus den 39 besten Modellen des
zeitabha¨ngigen Widerstands der DC-Inversionen wird nun fu¨r jede Zelle des Modell-
raums ein Zelltransient zusammengesetzt. Aufgrund der oben beschriebenen Vorge-
hensweise zeigen die zusammengesetzten Zelltransienten einen glatten Verlauf mit
nur vereinzelten Stufen. Drei ausgewa¨hlte zusammengesetzte Zelltransienten sind in
Abbildung 4.3 (m (schlecht angepasst), n (gut angepasst), o (durchschnittlich an-
gepasst)) mit Punkten dargestellt. Die Zelltransienten, berechnet fu¨r die in (a - l)
abgebildete Verteilung der IP-Modellparameter im Untergrund, sind durch Linien
dargestellt. Die zusammengesetzten Zelltransienten konnten durch die Homogene-
Halbraum - IP-Inversion im Durchschnitt mit einem RMS von 1,75% sehr gut an-
gepasst werden.
Die Verteilung des Gleichstromwiderstands ρdc im Untergrund ist in der ersten
Zeile von Abbildung 4.3 zu finden (a - c), die der Aufladbarkeit m in der zweiten
(d - f), die der Relaxationszeit τ in der dritten (g - i) und die des Frequenzexponen-
ten c in der vierten Zeile (j - k). Die Belegung der Spalten ist analog zu Abbildung
4.1. Der Gleichstromwiderstand von 1 Ωm wird bis zu einer Tiefe von 17 m sehr gut
aufgelo¨st. Bei der Bewertung der Variationen in lateraler und vertikaler Richtung
muss beachtet werden, dass die Inversion jeder Zelle unabha¨ngig von allen anderen
Zellen durchgefu¨hrt wurde. Bei 22344 verwendeten Zellen setzen sich die in Abbil-
dung 4.3 gezeigten Ergebnisse aus 22344 einzelnen Inversionen zusammen, zwischen
denen keinerlei Gla¨ttung oder Regularisierung erfolgt.
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(a) ρdc (b) y=0 m (c) z=5 m
(d) m (e) y=0 m (f) z=5 m
(g) τ (h) y=0 m (i) z=5 m
(j) c (k) y=0 m (l) z=5 m
























































Abbildung 4.3.: Inversionsergebnis des Gleichstromwiderstands ρdc (a - c), der Auf-
ladbarkeit m (d - f), der Relaxationszeit τ (g - i) und des Frequenzexponenten c (j - l).
In der ersten Spalte ist der innere Modellraum abgebildet, in der zweiten Spalte ein
vertikaler Schnitt bei y=0 m und in der dritten Spalte ein horizontaler Tiefenschnitt
bei z=5 m. Drei zusammengesetzte Zelltransienten (Punkte) und die berechneten
Zelltransienten (durchgezogene Linie) sind in (m - o) abgebildet.
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Unter Beru¨cksichtigung der großen Anzahl von A¨quivalenzmodellen lassen sich die
Variationen der einzelnen Parameter erkla¨ren. So gehen Bereiche mit erho¨hten
Gleichstromwidersta¨nden wie beispielsweise bei x=-40 m, y=0 m und z=6 m mit ei-
ner erniedrigten Aufladbarkeit einher. Dies entspricht der Beziehung von ρdc und
m in Gleichung (2.4). Innerhalb der aufgelo¨sten Modellbereiche, entsprechend der
Coverage in Abbildung 4.2, wird die Aufladbarkeit m bis in eine Tiefe von etwa 12 m
gut getroffen. Der geringere Tiefenbereich la¨sst sich durch die Abha¨ngigkeit auch von
fru¨hen Zeitpunkten erkla¨ren, wa¨hrend der Gleichstromwiderstand hauptsa¨chlich von
den spa¨ten Zeitpunkten beeinflusst wird. Der Frequenzexponent c mit 0,5 wird sehr
gut getroffen und die Relaxationszeit τ von 0,5 s auf großen Gebieten bis zu 20% un-
terscha¨tzt. Fu¨r ein Startwert der Relaxationszeit kleiner als der vorwa¨rtsgerechnete
Wert kam es im Großteil der durchgefu¨hrten Studien zu einer Unterscha¨tzung von τ
bei gut getroffenem m und c. Wurde der Startwert hingegen zu groß gewa¨hlt fu¨hrte
dies ha¨ufig zu einer U¨berscha¨tzung der Relaxationszeit. Der große Wertebereich von
0 bis 10 s verdeutlicht den geringen Einfluss von A¨nderungen von τ im ms-Bereich
auf die Form der berechneten Zelltransienten, so dass der optimale Wert meist nicht
erreicht wird, sondern die Inversion aufgrund zu geringer Verbesserungen des RMS
abgebrochen wird.
4.4.2. Blockmodell
Die synthetischen Transienten, berechnet fu¨r das Blockmodell aus Kapitel 3.2.2,
wurden mit einem Rauschen von 5% behaftet und invertiert. Zur Bewertung der
Anpassung wird nun neben dem RMS auch χ2 genutzt, um den Einfluss des Rau-
schens auf die Inversion zu beru¨cksichtigen. In einem unpolarisierbaren, homogenen
Halbraum mit einem Gleichstromwiderstand ρdc,h von 50 Ωm sind ein gut leitender,
polarisierbarer Sto¨rko¨rper mit ρdc,1 = 10 Ωm und ein schlecht leitender, polarisier-
barer Sto¨rko¨rper mit ρdc,2 = 100 Ωm eingebettet. Die Aufladbarkeit beider Blo¨cke
betra¨gt 1000 mVV und Relaxationszeit und Frequenzexponent betragen je 0,5. Die
Ausmaße und Lage der Blo¨cke sind Abbildung 3.6 zu entnehmen.
DC-Inversion des letzten Zeitpunkts
Analog zu Abbildung 4.1 sind in Abbildung 4.4 die Widerstandsmodelle des
zeitabha¨ngigen Widerstands des letzten Zeitpunkts fu¨r die Regularisierungspara-
meter λ =10, 50, 1000 dargestellt. Die Modelle des Untergrundes unterscheiden sich
deutlich fu¨r die verschiedenen Inversionen und gehen mit steigendem λ von Model-
len mit starken Kontrasten zwischen benachbarten Zellen zu sehr glatten Modellen
u¨ber.
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4. Inversion der Induzierten Polarisation im Zeitbereich in drei Dimensionen
(a) λ = 10, RMS = 29, 14%,
χ2 = 6, 71 (b) y=-10 m (c) z=5 m
(d) λ = 50, RMS = 26, 15%,
χ2 = 3, 95 (e) y=-10 m (f) z=5 m
(g) λ = 1000, RMS = 46, 96%,
χ2 = 19, 67 (h) y=-10 m (i) z=5 m
(j) λ = 10, RMS = 29, 14%,
χ2 = 6, 71
(k) λ = 50, RMS = 26, 15%,
χ2 = 3, 95
(l) λ = 1000, RMS = 46, 96%,
χ2 = 19, 67
Abbildung 4.4.: (a - i) Die Verteilung des zeitabha¨ngigen Widerstands ρ(t) des letzten
verwendeten Zeitpunkts 3414 ms ist fu¨r Inversionen mit verschiedenen Regularisie-
rungsparametern λ dargestellt (β = γ = 1). In der ersten Spalte ist ein Ausschnitt
des inneren Modellraums abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. (j - l)
QQ-Plot der Inversion des letzten verwendeten Zeitpunkts 3414 ms mit verschiede-
nen Regularisierungsparametern λ.
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4.4. Modellstudien mit IP3DInvDC und IP3DInvIP
Bei gleicher Iterationsanzahl (5) erkla¨ren die Modelle die synthetischen Daten unter-
schiedlich gut, was sich auch in den QQ-Plots widerspiegelt. RMS und χ2 variieren
u¨ber einen großen Bereich von 26,15% bis 46,96% bzw. 3,95 bis 19,67. Die kleins-
ten Werte werden fu¨r einen Regularisierungsparameter λ = 50 erreicht. Die Form
der Blo¨cke wird mit steigendem λ sta¨rker verschmiert, und auch der zeitabha¨ngige
Widerstand wird gegla¨ttet. Fu¨r λ = 1000 ist kein Block mehr zu erkennen. Auf-
grund des starken Einflusses des Regularisierungsparameters λ ist es wichtig, diesen
mo¨glichst gut zu wa¨hlen. Eine Mo¨glichkeit ist die Nutzung einer L-Curve, welche in
Abbildung 4.5 dargestellt ist (Gu¨nther, 2004). Fu¨r verschiedene Regularisierungs-
parameter λ werden Inversionen mit einer geringen Anzahl an Iterationen durch-
gefu¨hrt. Der Term der Datenanpassung und der Gla¨ttungsterm aus Gleichung (4.4)
werden fu¨r die Inversionen der verschiedenen Regularisierungsparameter gegeneinan-
der aufgetragen. Passt man die Punkte durch zwei Geraden an, ergibt sich eine „L“-
Form. Der Kreuzungspunkt der beiden Geraden kennzeichnet den idealen Regula-
risierungsparameter fu¨r das gestellte Problem. Fu¨r die folgenden Inversionen wurde
entsprechend der L-Curve und der optischen Beurteilung der Inversionsergebnisse



































T WT W (D-F(mL))
d vs. m
Abbildung 4.5.: Dargestellt als Punkte ist der Gla¨ttungsterm gegen den Term der
Datenanpassung fu¨r die fu¨nfte Iteration der Inversionen verschiedener Regularisie-
rungsparameter, welche mit zwei Geraden angepasst wurden.
DC-Inversion aller Zeitpunkte
Als Startmodell der Inversion des vorletzten Zeitpunkts 2928 ms wurde das beste
Modell der Inversion des letzten Zeitpunkts 3414 ms mit einem Regularisierungspa-
rameter λ = 50 gewa¨hlt. Fu¨r alle folgenden DC-Inversionen der einzelnen Zeitpunkte
wurde, wie oben beschrieben, das beste Modell der jeweils vorangegangenen Inver-
sion als Startmodell genutzt. Abbildung 4.6 ist analog zu Abbildung 4.2 aufgebaut.
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4. Inversion der Induzierten Polarisation im Zeitbereich in drei Dimensionen
(a) t=10 ms, RMS = 5, 19% (b) y=-10 m (c) z=5 m
(d) t=3414 ms, RMS = 4, 90% (e) y=-10 m (f) z=5 m
(g) Coverage (h) y=-10 m (i) z=5 m
(j) Transient 62,



























































































Abbildung 4.6.: Inversionsergebnis des zeitabha¨ngigen Widerstands ρ(t) fu¨r den ers-
ten verwendeten Zeitpunkt 10 ms (a - c) und fu¨r den letzten verwendeten Zeitpunkt
3414 ms (d - f). In der ersten Spalte ist der innere Modellraum abgebildet, in der
zweiten Spalte ein vertikaler Schnitt bei y=0 m und in der dritten Spalte ein hori-
zontaler Tiefenschnitt bei z=5 m. Die Verteilung der normierten Coverage des letzten
Zeitpunkts ist in der dritten Zeile abgebildet (g - i). Sechs beispielhafte Transienten
finden sich in Zeile vier und fu¨nf (j - o).
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4.4. Modellstudien mit IP3DInvDC und IP3DInvIP
Die Transienten sind entsprechend denen in Kapitel 3.2.2 gewa¨hlt. Die Sender-
Empfa¨nger-Kombination des Transienten 62 (j) ist in Abbildung 3.7 (a) bei y=-10 m
eingezeichnet und die des 594. Transienten (m) bei y=10 m. Im Rahmen des 5%
Fehlerlevels ko¨nnen beide Transienten mit einem χ2 knapp u¨ber bzw. unter Eins
gut angepasst werden. Auch der Abfall des Transienten 62, welcher typisch bei der
U¨berdeckung zweier Sto¨rko¨rper ist, kann wiedergegeben werden. Transient 65 (k)
wurde fu¨r die Sender-Empfa¨nger-Kombination in Abbildung 3.8 bei y=-10 m ober-
halb des linken Sto¨rko¨rpers berechnet und Transient 537 (n) fu¨r y=10 m. Die An-
passung der Transienten ist mit χ2 deutlich unter 0,5 sehr gut. U¨ber dem rechten
Sto¨rko¨rper befindet sich die Sender-Empfa¨nger-Kombination von Transient 10 (l)
und bei y=10 m die des Transienten 500 (o) (siehe Abbildung 3.9). Auch die Tran-
sienten oberhalb des rechten Blocks bzw. in 15 m Entfernung zu diesem ko¨nnen gut
angepasst werden. Die zugeho¨rigen Modelle der zeitabha¨ngigen Widersta¨nde geben
beide Sto¨rko¨rper an den richtigen Positionen wieder. Die Ausdehnung in z-Richtung
beider Blo¨cke wird leicht u¨berscha¨tzt. Wa¨hrend der zeitabha¨ngige Widerstand des
linken, leitfa¨higen Blocks gut wiedergegeben wird, wird die des rechten, schlecht
leitenden Blocks fu¨r spa¨te Zeiten unterscha¨tzt. Unterhalb des linken Blocks kommt
es zu einer Unterscha¨tzung des zeitabha¨ngigen Widerstands des Hintergrunds ρdc,h
fu¨r alle Zeitpunkte. Die Unterkante des rechten Blocks wird mit abnehmender Zeit
schlechter aufgelo¨st und der zeitabha¨ngige Widerstand unterhalb des rechten Blocks
immer sta¨rker unterscha¨tzt. Der zeitabha¨ngige Widerstand des rechten Blocks fa¨llt
fu¨r fru¨he Zeiten unter den zeitabha¨ngigen Widerstand des Hintergrundes, so dass es
zu einer Maskierung der Widerstandsverteilung auch unterhalb des rechten Blocks
kommt (siehe auch Kapitel 2.2.3). Der zeitabha¨ngige Widerstand unterhalb des lin-
ken Blocks wird fu¨r alle Zeitpunkte unterscha¨tzt. Die Ausdehnung beider Blo¨cke in
x- und y-Richtung wird sehr gut wiedergegeben. In der Darstellung der Coverage
des letzten Zeitpunkts 3414 ms kann man die Position des linken, leitfa¨higen Blocks
erkennen. Die fu¨r den homogenen Halbraum in Abbildung 4.2 noch symmetrische
Verteilung der Coverage im Untergrund, wird durch die Anwesenheit des Blocks
verformt und im Bereich des leitfa¨higen Blocks erho¨ht. Die erho¨hte Sensitivita¨t fu¨r
gut leitende Strukturen ist erkennbar.
Die zeitabha¨ngigen Widersta¨nde der Blo¨cke und des Hintergrunds konnten unter
Beru¨cksichtigung des 5%igen Rauschens sehr gut ausfgelo¨st werden. Auch die Lage
und Ausdehnung der beiden Blo¨cke wird sehr gut reproduziert.
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4. Inversion der Induzierten Polarisation im Zeitbereich in drei Dimensionen
(a) ρdc (b) y=-10 m
(c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m
(m) Zelle 7665, RMS = 3, 83%

















(n) Zelle 7675, RMS = 4, 41%

















(o) Zelle 7685, RMS = 0, 71%




















Abbildung 4.7.: Verteilung der IP-Modellparameter des Cole-Cole-Modells. Darge-
stellt sind der Gleichstromwiderstand ρdc (a - c), die Aufladbarkeit m (d - f), die Re-
laxationszeit τ (g - i) und der Frequenzexponent c (j - l). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Drei zu-
sammengesetzte Zelltransienten und die berechneten Zelltransienten sind in (m - o)
abgebildet.
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IP-Inversion aller Zellen mit dem Cole-Cole-Modell
Wie bereits fu¨r den homogenen Halbraum beschrieben, werden die 39 besten Model-
le des zeitabha¨ngigen Widerstands zu Zelltransienten der Zellen des Modellraums
zusammengesetzt. Die Abbildungen 4.7, 4.8, B.1 und B.2 sind analog zu Abbildung
4.3 aufgebaut.
Die Verteilungen der IP-Parameter der Inversionen aller Zellen des Modellraums
entsprechend des Cole-Cole-Modells in Gleichung (2.4) sind in Abbildung 4.7 darge-
stellt. Die zusammengesetzten Zelltransienten konnten durchschnittlich mit einem
RMS von 1,31% angepasst werden. Von 2554 zusammengesetzte Zelltransienten
mit einem IP-Effekt konnten 2546 angepasst werden, wobei die nicht angepassten
acht Zellen in (a - l) ausgeblendet sind. Die Zelle 7665 (m) liegt mittig im Bereich
des linken Sto¨rko¨rpers und kann mit einem RMS = 3, 83% fu¨r alle Zeitpunkte gut
angepasst werden. Die Anpassung des 7675. zusammengesetzten Zelltransienten im
Bereich des rechten Sto¨rko¨rpers ist fu¨r spa¨te Zeiten schlechter als fu¨r fru¨he Zeiten.
Dies la¨sst sich durch die geringe Sensitivita¨t der DC-Inversion fu¨r schlechte Leiter
und einer damit einhergehenden Unterscha¨tzung der zeitabha¨ngigen Widersta¨nde
im DC-Modell fu¨r spa¨te Zeiten erkla¨ren. Zelle 7685 liegt außerhalb der Sto¨rko¨rper
im unpolarisierbaren Bereich des Modellraums, und der zusammengesetzte Zelltran-
sient kann mit einem RMS = 0, 71% durch ein reines DC-Modell angepasst werden.
Der Gleichstromwiderstand des Hintergrunds wird grundsa¨tzlich gut getroffen,
nur im Bereich unterhalb der Blo¨cke wird er unter- bzw. u¨berscha¨tzt. Die Aus-
dehnung und Lage beider Blo¨cke und der Gleichstromwiderstand des linken Blocks
werden sehr gut getroffen. Der Gleichstromwiderstand des rechten Sto¨rko¨rpers wird
unterscha¨tzt, aber eine Erho¨hung des Gleichstromwiderstands ist deutlich erkenn-
bar.
Die Aufladbarkeit des Hintergrunds wird mit maximal 50 mVV sehr gut wieder-
gegeben. Auch in Bereichen kleiner Aufladbarkeiten von unter 50 mVV werden die
Relaxationszeit und der Frequenzexponent mit realistischen kleinen Werten unter
0,1 angepasst. Durch die Wahl des guten Startmodells jeder Zelle nach Kapitel
4.3.2 kann auf eine Beschra¨nkung fu¨r τ oder c fu¨r m < 100 mVV , wie in Ho¨nig (2002)
beno¨tigt, verzichtet werden. Die horizontale Ausdehnung und Lage beider Sto¨rko¨rper
wird durch die IP-Parameter sehr gut getroffen. Der gut leitende linke Block wurde
in vertikaler Ausdehnung, Lage und Wert der IP-Parameter sehr gut aufgelo¨st. Die
Unterkante des rechten, schlecht leitenden Sto¨rko¨rpers kann nicht korrekt aufgelo¨st
werden, und die Relaxationszeit wird mit 0,25 s deutlich unterscha¨tzt. Aufladbarkeit
und Frequenzexponent weichen um etwa 20% von den vorwa¨rtsgerechneten Modell-
parameteren ab.
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4. Inversion der Induzierten Polarisation im Zeitbereich in drei Dimensionen
(a) ρdc (b) y=-10 m
(c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m
(m) Zelle 7665,RMS = 24, 67%





















(n) Zelle 7675, RMS = 19, 04%






















(o) Zelle 7685, RMS = 0, 71%




















Abbildung 4.8.: Verteilung der IP-Modellparameter des Madden-Cantwell-Modells
(c = 0, 25). Dargestellt sind der Gleichstromwiderstand ρdc (a - c), die Aufladbarkeit
m (d - f), die Relaxationszeit τ (g - i) und der Frequenzexponent c (j - l). In der ersten
Spalte ist der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler
Schnitt bei y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei
z=5 m. Drei zusammengesetzte Zelltransienten und die berechneten Zelltransienten
sind in (m - o) abgebildet.
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4.4. Modellstudien mit IP3DInvDC und IP3DInvIP
Die Abweichungen des Modells der IP-Inversion vom vorwa¨rtsgerechneten Modell in
Kapitel 3.2.2 treten nur im Bereich des schlecht leitenden Sto¨rko¨rpers auf und las-
sen sich durch die Abnahme des zeitabha¨ngigen Widerstands mit abnehmender Zeit
erkla¨ren. Die Abnahme fu¨hrt zu einer zunehmenden Maskierung des zeitabha¨ngigen
Widerstands unterhalb des rechten Blocks, welcher fu¨r fru¨he Zeiten aufgrund der
Polarisierbarkeit zu einem guten Leiter wird. Der zeitabha¨ngige Widerstand un-
terhalb des rechten Blocks wird mit zunehmender Zeit erniedrigt, so dass es zu
einer Dynamik des Transienten kommt. Wa¨hrend der IP-Inversion werden die zu-
sammengesetzten Zelltransienten mit einem IP-Modell erkla¨rt, so dass es zu einer
Verschmierung des rechten Blocks kommt.
IP-Inversion aller Zellen mit dem Madden-Cantwell-Modell
Wird fu¨r die IP-Inversion aller Zellen das Madden-Cantwell-Modell mit einem Fre-
quenzexponent c = 0, 25 zugrunde gelegt, ergibt sich die in Abbildung 4.8 gezeigte
Verteilung der IP-Parameter im Untergrund. Die Abbildung ist analog zu der Ab-
bildung 4.7 aufgebaut und es wird im Folgenden nur auf signifikante Unterschie-
de zwischen den Inversionsergebnissen eingegangen. Mit einem durchschnittlichen
RMS von 3,47% konnten alle 2554 zusammengesetzten Zelltransienten, welche eine
Dynamik gro¨ßer als 1% aufweisen, angepasst werden. Die schlechtere Anpassung
zeigt sich deutlich fu¨r die Transienten in Abbildung 4.8 (m - n) fu¨r welche sich der
RMS mehr als vervierfacht hat. Das Inversionsergebnis des Gleichstromwiderstands
und der Aufladbarkeit wird kaum von der Wahl des zugrunde liegenden Modells be-
einflusst. Die Relaxationszeit ist stark mit dem Frequenzexponenten korreliert, und
die Verteilung im Untergrund zeigt deutliche Unterschiede. Die Relaxationszeit wird
fu¨r beide Blo¨cke relativ zu Abbildung 4.7 um bis zu 85% erho¨ht, was aufgrund der
Wahl der Farbskala fu¨r den rechten Block visuell weniger gut zu erkennen ist. Fu¨r
den linken Block kommt es zu einer U¨berscha¨tzung der Relaxationszeit, wa¨hrend
diese fu¨r den rechten Block weiterhin unterscha¨tzt wird. Die Wiedergabe der Form
der Sto¨rko¨rper wird von der Wahl des Modells nicht beeinflusst.
Auch eine Inversion mit den ebenfalls neu implementierten Modellen nach De-
bye und Warburg zeigt keine signifikanten Unterschiede bezu¨glich Auflo¨sbarkeit von
Form und Lage der Sto¨rko¨rper. Die Inversionsergebnisse sind im Anhang in Abbil-
dung B.2 und B.1 zu finden. Auch die Verteilung des Gleichstromwiderstands und
der Aufladbarkeit ist bei guter Wahl des Startmodells von der Wahl des zugrunde
liegenden IP-Modells unbeeinflusst.
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4. Inversion der Induzierten Polarisation im Zeitbereich in drei Dimensionen
4.4.3. Diskussion der Modellstudien mit IP3DInvDC und
IP3DInvIP
Die in Kapitel 3.2 vorwa¨rtsgerechneten Modelle konnten durch die Inversion mit
IP3DInvDC und IP3DInvIP reproduziert werden. Der zeitabha¨ngige Widerstand wird
mit zunehmender Zeit fu¨r gro¨ßere Tiefen korrekt wiedergegeben. Die sensitiven Be-
reiche entsprechend der Coverage stimmen gut mit den ungefa¨hren Eindringtie-
fen und den aufgelo¨sten Bereichen des zeitabha¨ngigen Widerstands u¨berein (siehe
Abbildung 4.2). Die Wahl des Regularisierungsparameters beeinflusst den Inversi-
onsverlauf entscheidend, so dass eine Wahl entsprechend des L-Curve-Verfahrens
empfohlen wird. Zudem wird eine visuelle Beurteilung der Ergebnisse bei gleichem
RMS, wie in Abbildung 4.4, empfohlen.
Der Gleichstromwiderstand ρdc konnte in allen durchgefu¨hrten Studien sehr gut re-
produziert werden. Die Lage und Ausdehnung dreidimesionaler Sto¨rko¨rper wird gut
wiedergegeben. Bei polariserbaren Sto¨rko¨rpern mit einem relativ zum Hintergrund
erho¨hten Gleichstromwiderstand kann es, aufgrund der zunehmenden Maskierung
der tieferliegenden Modellbereiche fu¨r fru¨he Zeiten, zu Inversionsartefakten kom-
men. Betroffen davon sind vor allem die Relaxationszeit und der Frequenzexponent,
wohingegen der Gleichstromwiderstand und die Aufladbarkeit weniger stark beein-
flusst werden. Die Relaxationszeit wird schlechter angepasst, da kleine A¨nderungen
im ms-Bereich nur einen geringen Einfluss auf die Form der berechneten Zelltran-
sienten haben. Durch zwei Inversionen mit extremen Startwerten fu¨r τ kann ein
mo¨glicher Wertebereich abgescha¨tzt werden.
Auch kleine IP-Effekte ko¨nnen ohne Beschra¨nkung fu¨r Relaxationszeit und Fre-
quenzexponenten invertiert werden und liefern realistische Parameterkombinatio-
nen, wie in Abbildung 4.7 abgebildet. Neben dem Cole-Cole-Modell wurde das
Madden-Cantwell-Modell implementiert, welches mit einem c = 0, 25 fu¨r die meis-
ten Gesteine gut verwendet werden kann. Bei einer Interpretation der Ergebnisse
sollten die IP-Parameter jedoch immer im Verha¨ltnis zueinander betrachtet wer-
den, um mo¨gliche Inversionsartefakte zu erkennen. Auch sollte die große Anzahl
an A¨quivalenzmodellen und die damit mo¨glichen Variationen beru¨cksichtigt werden
(siehe Abbildung 4.3).
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5. Inversion von Felddaten aus
Krauthausen
Im Oktober 2012 wurden an neun Messtagen auf neun parallelen Profilen Zeitrei-
hen der Induzierten Polarisation auf dem Testfeld Krauthausen des Forschungs-
zentrums Ju¨lich aufgezeichnet. Eine Beschreibung der Geologie, Lage und Wider-
standsverteilung des Testfelds findet sich in Kapitel 5.1. Da es sich um das Test-
feld des Forschungszentrums handelt, kann auf eine Vielzahl von Vero¨ffentlichungen
zuru¨ckgegriffen werden und der Aufbau des Untergrunds ist bekannt.
Der Messaufbau und die verwendeten Gera¨te werden in Kapitel 5.2 beschrieben.
Das Terrameter LS der Universita¨t Lund wurde von Prof. T. Dahlin zur Verfu¨gung
gestellt und es fand im Fru¨hjahr 2012 eine gemeinsame Voruntersuchung in Ko¨ln-
Longerich statt. Die gewonnenen Erkenntnisse bezu¨glich der Verwendung von Edel-
stahlelektroden als Potentialelektroden werden ebenfalls vorgestellt.
Die aufgenommenen Zeitreihen sind mit einem Rauschen behaftet. Im Rahmen
der vorliegenden Arbeit wurde deshalb eine Preprocessing-Routine entwickelt (siehe
5.3). Beispielhaft an einer ausgewa¨hlten Zeitreihe werden die einzelnen Schritte des
Preprocessings erkla¨rt und deren Wirkung verdeutlicht.
Die Inversion der prozessierten und editierten Daten mit IP3DInv findet sich
in Kapitel 5.4. Analog zu dem in Kapitel 4.4 beschriebenen Vorgehen, werden die
Zeitreihen in ein IP Modell des Untergrunds invertiert. Die Wahl der Regularisie-
rungsparameter wird erla¨utert und die Inversion aller Zeitpunkte fu¨r zwei verschie-
dene Startmodelle diskutiert. Anschließend werden die Ergebnisse der IP-Inversion
vorgestellt.
Ein Vergleich der Inversionsergebnisse der Messdaten aus 2012 invertiert mit
RES2DINV und IP3DInv findet sich in Kapitel 5.5. Abschließend werden die Inver-
sionsergebnisse in Bezug auf vorherige Messungen und die bekannte Struktur des
Untergrunds diskutiert.
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5. Inversion von Felddaten aus Krauthausen
5.1. Das Messgebiet: Testfeld des
Forschungszentrums Ju¨lich
Aufgrund zahlreicher Messungen und Bohrungen auf dem Testfeld des Forschungs-
zentrums Ju¨lich ist die Struktur des Untergrunds bekannt. Im Folgenden findet sich
eine kurze geologische Einordnung des Messgebiets. Beispielhaft werden die Ergeb-
nisse aus drei vorangegangenen Messungen verschiedener Methoden vorgestellt.
Abbildung 5.1.: Auf der tektonischen U¨bersichtskarte der Niederrheinischen Bucht
ist die Lage des Testfelds Krauthausen mit einem roten Punkt markiert (Walter,
1992).
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5.1. Das Messgebiet: Testfeld des Forschungszentrums Ju¨lich
5.1.1. Geologie des Messgebiets
Das Testfeld des Forschungszentrums
Abbildung 5.2.: Lithologisches Nor-
malprofil des Testfelds in Krauthau-
sen (Blaschek, 2006; Ho¨pner, 2001)
Ju¨lich, 7 km su¨do¨stlich von Ju¨lich und
10 km nordwestlich von Du¨ren gelegen, hat
Ausmaße von 70 m x 200 m. In Abbildung
5.1, welche eine geologische Karte der
Niederrheinischen Bucht zeigt, und in
Abbildung 5.3, welche einen geologischen
Schnitt der Niederrheinischen Bucht zeigt,
ist die Lage bzw. Projektion des Testfelds
mit einem roten Punkt markiert. Es befin-
det sich in der su¨dlichen Niederrheinischen
Bucht, welche durch tektonische Bewe-
gungen seit dem Tertia¨r abgesenkt wurde.
Der Gebirgssockel ist mit bis zu 1000 m
ma¨chtigen Sedimenten u¨berdeckt, welche
aus Wechselfolgen von Tonen, Sanden,
Kiesen und Braunkohlen bestehen. Kiese
und Sande bilden Aquifere aus, wohingegen
Tone und Braunkohle als Grundwasserstau-
er fungieren. Die Niederrheinische Bucht
ist durch Hauptsto¨rungen in Rur, Erft
und Ko¨lner Scholle unterteilt. Das Testfeld
befindet sich auf einer Zwischenscholle zwi-
schen Rur- und Erftscholle (Blaschek, 2006). Durch u¨ber 80 Bohrungen bis in 22 m
Tiefe ist der Aufbau des Untergrunds sehr gut bekannt. Ein aus allen Bohrungen
ermitteltes Normalprofil ist in Abbildung 5.2 skizziert. Ein etwa 9 m ma¨chtiger,
dreischichtiger Aquifer in etwa 1,5 - 11 m Tiefe ist von einer Mutterbodenschicht
bedeckt und wird abgeschlossen von einer Tonschicht. Der Grundwasserspiegel
schwankt saisonal mit einer Tiefe unterhalb der Gela¨ndeoberkante von 1,3 m im
Winter und 2,6 m im Sommer. Die erste Schicht des Aquifers mit einer Ma¨chtigkeit
von 3,5 m setzt sich aus steinigen Mittelkiesen und Mittelsanden zusammen und
wird den Rursedimenten zugeordnet. Innerhalb der Schicht liegen starke Inhomoge-
nita¨ten der Korngro¨ßenverteilung von sehr kleinen unter 50µm bis zu sehr großen
u¨ber 5 mm vor (Ho¨rdt et al., 2007; Vereecken et al., 2000). In einer Tiefe von 5 m
beginnt die 3 m ma¨chtige zweite Schicht, welche aus Feinkies besteht und Teil der
oberen Rheinsedimente ist. Die dritte Schicht setzt sich aus Mittelkies und einer
Wechsellagerung von Sand- und Kieslagen zusammen. Sie wird den unteren Rhein-
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sedimenten zugeordnet und hat eine Ma¨chtigkeit von 2 m. Der Grundwassersstauer
in 11 - 13 m Tiefe setzt sich aus Schluff (Silt) in feiner wechselnder Schichtung
mit Ton zusammen. Die Tonlagen wurden jedoch nicht durch alle 80 Bohrungen
besta¨tigt und auch Tracerversuche deuten auf Heterogenita¨ten der hydraulischen
Durchla¨ssigkeit hin. Eine ausfu¨hrliche Beschreibung des Testfelds findet sich unter
anderem in Vereecken et al. (2000). Dort wird auch auf die hohe Konzentration
von Chloriden (70 - 100 ppm) und Nitrat (90 - 100 ppm) auf Grund der starken
landwirtschaftlichen Beanspruchung der Region hingewiesen, welche mit einem
Grundwasser vom Calcium-Bicarbonat-Typ mit hohem Sulfat Anteil und einem pH
Wert von 6,7 einhergehen.
Abbildung 5.3.: Geologisches Profil durch die Niederrheinische Bucht von SW nach
NO. Die Projektion des Testfelds Krauthausen ist mit einem roten Punkt markiert
(Walter, 1992).
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5.1.2. Informationen aus vorherigen Messungen
Abbildung 5.4 zeigt neben der Lokation
Abbildung 5.4.: Lage der Messpunkte von
Go¨ßling (2004) (schwarze Linien), Nix
(2005) (gru¨ne Punkte), Blaschek (2006)
und Ho¨rdt et al. (2007) (magentafarbene
Linie) sowie der Messung 2012 im Rahmen
dieser Arbeit (blaue Linien).
der in 2012 vermessenen Profile die
Verteilung der Messpunkte von Go¨ßling
(2004), Nix (2005), Blaschek (2006)
und Ho¨rdt et al. (2007). Die Lage der
im Rahmen dieser Arbeit aufgezeich-
neten Profile 1 - 9 orientiert sich an der
vorheriger Messungen und ist mit blau-
en Linien eingezeichnet. Mit -51,25 m
und 51,25 m sind die Start- und End-
punkte der Profile 1 - 9 gekennzeichnet.
Im Rahmen zweier Diplomarbeiten
wurden an der Universita¨t zu Ko¨ln
bereits Geoelektrische-Tomographie-
und Radiomagnetotellurik-Messungen
durchgefu¨hrt (Go¨ßling, 2004; Nix,
2005). Die Messlokationen der
Geoelektrischen-Tomographie-
Messungen sind durch schwarze Linien
und die der Radiomagnetotellurik
durch gru¨ne Punkte gekennzeichnet.
Blaschek (2006) und Ho¨rdt et al.
(2007) fu¨hrten SIP-Messungen durch,
welche in Abbildung 5.4 magentafarben
gekennzeichnet sind.
In Abbildung 5.5 ist das 2D In-
versionsergebnis der Geoelektrischen-
Tomographie-Messung aus dem Jahr
2002 abgebildet. Zusa¨tzlich sind die Er-
gebnisse weniger Monate zuvor durch-
gefu¨hrter Direct-Push-Messungen ge-
zeigt. Stark vereinfacht sind drei Schich-
ten zu erkennen, wobei die Ma¨chtigkeit
der schlecht leitenden zweiten Schicht
der Ergebnisse beider Methoden stark
variiert. Die erste Schicht hat eine Ma¨chtigkeit von etwa 1 m und einen Widerstand
von ca. 60 Ωm. Es folgt ein schlechter Leiter mit einem Widerstand von grob 400 Ωm
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und einer Ma¨chtigkeit von knapp 2 m. Darauf folgt wieder ein guter Leiter mit einem
Widerstand von etwa 60 Ωm, dessen Unterkante von der Direct-Push Messung bei
ca. 11 m aufgelo¨st wird (Go¨ßling, 2004).
Abbildung 5.5.: 2D Inversionsergebnis des La¨ngsprofils der Geoelektrischen-
Tomographie-Messung aus dem Jahr 2002 und Ergebnisse mittels der Direct-Push-
Methode durchgefu¨hrter Messungen des spezifischen Widerstands (Go¨ßling, 2004).
Die Lage des La¨ngsprofils stimmt mit Profil 2 in Abbildung 5.4 u¨berein.
Abbildung 5.6.: 2D Inversionsergebnis des spezifischen Widerstands der
Radiomagnetotellurik-Messung aus dem Jahr 2002 (Nix, 2005). Die Lage der
schwarzen Punkte stimmt mit Profil 2 in Abbildung 5.4 u¨berein.
Das 2D Inversionsergebnis der Radiomagnetotellurik-Messung ebenfalls aus dem
Jahr 2002 ist in Abbildung 5.6 dargestellt (Nix, 2005). Zu beachten ist hierbei die
umgekehrte Farbskala des Widerstands, welche schlecht leitende Strukturen blau
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abbildet. Auch hier ist vereinfacht ein Drei-Schicht-Fall zu erkennen. Einer gut lei-
tenden Schicht mit einem Widerstand von ungefa¨hren 40 Ωm und einer Ma¨chtigkeit
von etwa 2 m, folgt ein schlechter Leiter mit einem Widerstand von u¨ber 120 Ωm.
Ab einer Tiefe von ungefa¨hr 6 m folgt wieder ein guter Leiter mit 25 Ωm, welcher
sich bis in eine Tiefe von 20 m fortsetzt.
Abbildung 5.7.: Dargestellt ist das 2D Inversionsergebnis der SIP-Messung fu¨r Profil
32. Oben: log10 der Magnitude der Leitfa¨higkeit. Unten: Phase (Ho¨rdt et al., 2007).
Die Lage des Profils 32 stimmt mit Profil 1 in Abbildung 5.4 u¨berein.
Das 2D Inversionsergebnis der SIP-Messung der Frequenz 312 mHz ist in Abbil-
dung 5.7 dargestellt. Das Ergebnis der Magnitude der Leitfa¨higkeit kann grob durch
einen Vier-Schicht-Fall beschrieben werden. Einem guten Leiter mit etwa 100 Ωm
(10−2 Sm) folgt ab etwa 1,5 m Tiefe ein schlechter Leiter mit einer Ma¨chtigkeit von
1,5 m und einem Widerstand von grob 560 Ωm (10−2,75 Sm). Die dritte Schicht hat
einen Widerstand von etwa 140 Ωm (10−2,1 Sm) und erstreckt sich bis etwa 10 m Tiefe.
Es schließt sich eine Schicht mit einem Widerstand von etwa 70 Ωm (10−1,85 Sm) an.
Das Inversionsergebnis der Phasenverschiebung zeigt ebenfalls eine Schichtgrenze
in 10 m Tiefe. Wie bei einem Wechsel von Kiesen im oberen zu Sanden im unteren
Bereich zu erwarten, kommt es zu einem Wechsel von kleinen zu großen Phasen (Bla-
schek, 2006). Die zweite Schicht, welche eine Phasenverschiebung von etwa 7 mrad
hat, ist nur stellenweise vorhanden.
Der Grundwasserspiegel lag wa¨hrend der Messung mit einem Elektrodenabstand
von 2 m auf 64 m Profilla¨nge in ca. 2 m Tiefe. Auch fu¨r die hydraulische Leitfa¨higkeit
zeigen Ho¨rdt et al. (2007) einen geschichteten Untergrund. Im Bereich des vollsta¨ndig
gesa¨ttigten Bodens bis in ca. 10 m Tiefe wird eine hydraulische Leitfa¨higkeit 〈K〉g
von 10−4−10−2 ms und ab 10 m Tiefe Werte von 10−5−10−4 ms ermittelt. Diese Werte
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sind in guter U¨bereinstimmung mit den Ergebnissen von Vereecken et al. (2000). Ein
Faktor 10 zwischen horizontaler und vertikaler Korrelationsla¨nge der hydraulischen
Leitfa¨higkeit, welcher ein statistisches Maß zur Wiederholung von Strukturen ist,
ist ebenfalls ein deutliches Indiz fu¨r eine horizontal geschichtete Untergrundstruktur
(Vereecken et al., 2000).
Abbildung 5.8.: Dargestellt ist das 2D Inversionsergebnis der Cole-Cole-Parameter
der SIP Messung fu¨r alle Frequenzen fu¨r Profil 32. Oben, links: ρdc [log10, Ωm].
Oben, rechts: m [VV ]. Unten, links: τ [log10, s]. Unten, rechts: c (Blaschek, 2006). Die
Lage des Profils 32 stimmt mit Profil 1 in Abbildung 5.4 u¨berein.
Die SIP-Messdaten aus Ho¨rdt et al. (2007) wurden ebenfalls von Blaschek
(2006) ausgewertet. Eine Anpassung der Cole-Cole-Parameter erfolgte durch
eine gemeinsame Inversion aller Frequenzen fu¨r Profil 32, welches mit Profil 1
u¨bereinstimmt. Das Inversionsergebnis des Gleichstromwiderstands la¨sst sich durch
einen Drei-Schicht-Fall beschreiben. Einer etwa 1 m ma¨chtigen gut leitenden Schicht
mit einem ungefa¨hren Gleichstromwiderstand von 60 Ωm folgt ein schlechter Leiter
mit etwa 500 Ωm. Die dritte Schicht beginnt in ungefa¨hr 5 m Tiefe und hat einen
Widerstand von ca. 80 Ωm. Die Aufladbarkeit zeigt einen graduellen Verlauf von
kleinen Werten an der Oberfla¨che bis zu 200 mVV in der Tiefe. Die Relaxationszeit
τ nimmt Werte zwischen 0,02 bis 1 s an und zeigt eine a¨hnliche Struktur wie
die Aufladbarkeit. Der Frequenzexponent c, welcher Werte zwischen 0,1 und 0,4
annimmt, zeigt ein gegensa¨tzliches Verhalten Blaschek (2006).
Im Messgebiet ist fu¨r den Gleichstromwiderstand ein gut leitender Untergrund,
welcher durch eine schlecht leitende Schicht in etwa 1,5 m Tiefe mit einer Ma¨chtigkeit
von etwa 2 m unterbrochen wird, zu erwarten. Aufgrund des Fehlens der Tonschicht
in einigen Bohrungen sind in einer Tiefenlage von etwa 11 m Unregelma¨ßigkeiten
in der horizontalen Schichtung wahrscheinlich. Die Ausgagen u¨ber die Verteilung
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der polarisierbaren Strukturen im Untergrund sind nicht eindeutig. Es kann eine
heterogene polarisierbare Zone in einer a¨hnlichen Tiefenlage wie der schlechte Leiter
auftreten (siehe Abbildung 5.7). Aber auch eine gleichma¨ßige Verteilung der IP-
Parameter im Untergrund, wie in Abbildung 5.8, erscheint mo¨glich.
5.2. Zeitbereichs-IP-Messung in Krauthausen, Ju¨lich
in 2012
Der bei der Messung in Krauthausen verwendete Messaufbau und die verwende-
ten Gera¨te werden in Kapitel 5.2.1 vorgestellt und erla¨utert. Mit dem verwendeten
Messaufbau wurde eine Testmessung in Ko¨ln-Longerich durchgefu¨hrt und besonders
die Verwendung von Edelstahlelektroden als Potentialelektroden untersucht (siehe
Kapitel 5.2.2).
5.2.1. Messaufbau und verwendete Gera¨te
Das Terrameter LS der Firma ABEM, zur Verfu¨hgung gestellt von der Universita¨t
Lund, besitzt 12 galvanisch getrennte Kana¨le und einen leistungsstarken internen
Sender (Output Power 250 W, Maximum Output Current 2500 mA, Maximum Out-
put Voltage ±600 V). Es ko¨nnen ganze Zeitreihen mit einer Auflo¨sung von 1 ms und
einer hohen Dynamik (Range ±600 V, 20MOhm) aufgezeichnet werden. Große Vor-
teile sind die Mo¨glichkeit einer Multielektroden-Auslage und die Kombination von
Sender und Empfa¨nger in einem Gera¨t, was einen hohen Messfortschritt ermo¨glicht.
Abbildung 5.9.: Links: Foto des Terrameter LS und zweier Autobatterien. Rechts:
Der verwendete Messaufbau bestehend aus dem Terrameter LS, zwei Autobatterien,
zwei Multielektrodenkabeln und 41 Elektroden, welche durch Jumper-Kabel an den
Multielektrodenkabeln angeschlossen sind.
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Ein Bild des Terrameter LS findet sich in Abbildung 5.9 (links). Der verwende-
te Messaufbau ist skizziert (rechts) und besteht neben dem Terrameter LS, wel-
ches mit zwei Autobatterien betrieben wird, aus zwei Multielektrodenkabeln mit je
21 Abgriffen und 41 Edelstahlelektroden. Das Messprotokoll ist so aufgebaut, dass
Sender- und Empfa¨ngerelektroden stets an unterschiedlichen Kabeln angeschlossen
sind. Dahlin and Leroux (2012) zeigen anhand verschiedener Feldstudien, dass durch
die Nutzung von seperaten Kabeln fu¨r Strom- und Potentialelektroden eine deut-
liche Verbesserung der Qualita¨t der gemessenen Transienten erzielt werden kann.
Zuerst wurden die an Kabel 1 angeschlossenen Elektroden zur Stromeinspeisung ge-
nutzt und die Elektroden von Kabel 2 zur Potentialmessung verwendet. Nachdem die
so mo¨glichen Messkonfigurationen der Gradientenauslage vermessen waren, wurde
Kabel 2 zur Stromeinspeisung und Kabel 1 zur Potentialmessung genutzt. Ein Aus-
legen der Kabel in mindestens 1 m Abstand parallel zu einander fu¨hrt nach Dahlin
and Leroux (2012) ebenfalls zu einer deutlichen Verbesserung des Signal-zu-Rausch-
Verha¨ltnis. Es wurde beim Erstellen des Messprotokolls, welches die Reihenfolge
der Nutzung der Elektroden als Sender- oder Empfa¨ngerelektrode bestimmt, zudem
auf mo¨glichst lange Zeitintervalle zwischen der Nutzung als Empfa¨ngerelektrode
nach vorangegangener Nutzung als Senderelektrode geachtet. Das Abklingen von
mo¨glichen Aufladevorga¨ngen im Untergrund in unmittelbarer Umgebung der Elek-
troden, verursacht durch das Einspeisen des Stroms, wird damit vor dem Messen
des Potentials ermo¨glicht (Dahlin et al., 2002).
5.2.2. Testmessungen mit dem Terrameter LS in Ko¨ln-Longerich
Im Ma¨rz 2012 fand eine Testmessung mit dem Terrameter LS in Ko¨ln-Longerich
mit der Unterstu¨tzung von Prof. T. Dahlin (Universita¨t Lund) statt. Auf einer ehe-
maligen Altlast in Ko¨ln-Longerich, dem ersten Messgebiet von Ho¨nig (2002), wurde
ein 202,5 m langes Profil mit 82 Elektroden und einem Elektrodenabstand von 2,5 m
vermessen. In etwa 100 m Entfernung zum Profil befanden sich o¨stlich eine Auto-
bahn, su¨dlich eine Zugstrecke und im Westen ein Abfallcenter, was zu einem relativ
hohen Noiselevel fu¨hrte.
Fu¨r einen Elektrodenvergleich wurden die Messungen in Ko¨ln-Longerich mit Edel-
stahlelektroden und nicht-polarisierbaren Elektroden durchgefu¨hrt. In einer ersten
Messreihe wurden nur Edelstahlelektroden verwendet und die Ankopplung der Elek-
troden nur durch Angießen mit Leitungswasser verbessert (siehe Abbildung 5.10
(a)). Fu¨r eine zweite Messreihe wurden 10 der Edelstahlelektroden durch nicht-
polarisierbare Elektroden ersetzt und diese mithilfe von Bentonit angekoppelt (siehe
Abbildung 5.10 (b)). Abschließend wurden die nicht-polarisierbaren Elektroden wie-
der durch Edelstahlelektroden ersetzt und eine dritte Messreihe durchgefu¨hrt, wobei
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die zehn ausgetauschten Edelstahlelektroden mit Bentonit angekoppelt waren.
a)
b)
Abbildung 5.10.: a) Verwendete Elektroden fu¨r die erste und dritte Messreihe: Edel-
stahlelektroden (magenta); b) Verwendete Elektroden fu¨r die zweite Messreihe: 10
Edelstahlelektroden wurden durch nicht-polarisierbare Elektroden ersetzt und mit
Bentonit angekoppelt (gru¨n).
Mit den entsprechenden Elektroden wurden je Messreihe insgesamt 80 Elektro-
denkombinationen vermessen. Fu¨r 9% der 80 Elektrodenkombinationen waren die
Zeitreihen aller drei Messreihen verschieden. Bei 11% der Elektrodenkombinatio-
nen unterschieden sich nur die Zeitreihen der ersten Messreihe, welche auch deutlich
sta¨rker gesto¨rt ist, von den beiden anderen (siehe Abbildung 5.11 (a)). Die Mehrheit
der Zeitreihen war fu¨r 28% der Elektrodenkombinationen a¨hnlich und fu¨r 52 % der
Elektrodenkombinationen nahezu identisch, wie auch in dem Beispiel in Abbildung
5.11 (b) zu erkennen.
a) b)
Abbildung 5.11.: a) Beispiel einer Elektrodenkombination fu¨r die sich nur die Zeitrei-
he der ersten Messreihe von denen der anderen unterscheidet; b) Beispiel einer Elek-
trodenkombination fu¨r die alle drei Zeitreihen nahezu identisch sind.
Zwischen der zweiten und dritten Messreihe waren kaum Unterschiede erkenn-
bar. Die Datenqualita¨t a¨ndert sich nicht erkennbar bei einem Austausch der Edel-
stahlelektroden durch nicht-polarisierbare Elektroden. Deutliche Unterschiede sind
jedoch zwischen der ersten und der dritten Messreihe zu erkennen, obwohl beide mit
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Edelstahlelektroden durchgefu¨hrt wurden. Der einzige Unterschied war die Ankopp-
lung der Empfa¨ngerelektroden durch Bentonit in der dritten Messreihe. Eine gute
Ankopplung der Elektroden ist somit entscheidend fu¨r die erzielte Datenqualita¨t.
Auch Dahlin et al. (2002) zeigen, dass sich fu¨r eine erfolgreiche Messung selbst
unter schwierigen Bedingungen (hohes Noiselevel, hoher Ankopplungswiderstand)
bei seperaten Kabeln fu¨r Sender- und Empfa¨ngerelektroden einfache Edelstahlelek-
troden eignen. Dies erho¨ht den Messfortschritt signifikant, da kein Umstecken der
Elektroden erfolgen muss. Eine Verbesserung der Datenqualita¨t lasst sich bei einem
hohen U¨bergangswiderstand durch den Einsatz von Bentonit erreichen.
5.2.3. IP-Messung in Krauthausen 2012
Im Oktober 2012 fand eine Messkampagne auf dem Testfeld des Forschungszen-
trums Ju¨lich in Krauthausen statt. Die Universita¨t Lund stellte hierfu¨r ihr Terra-
meter LS zur Verfu¨gung. An insgesamt neun Messtagen wurden neun Profile mit
der Gradienten-Auslage vermessen, wobei auf den Profilen 1 und 2 jeweils am ersten
und letzten Messtag gemessen wurde (siehe Abbildung 2.8). Die Profile lagen in 5 m
Abstand zueinander. Insgesamt wurden knapp 21.000 Zeitreihen aufgezeichnet. Die
Lage der Profile orientiert sich an vorherigen Messungen und ist Abbildung 5.4 zu
entnehmen.
(a) (b)
Abbildung 5.12.: (a) Foto des Messgebiets entlang Profil 1 vom Ende in Richtung
Profilanfang. (b) Blick entlang des Profils 3 vom Mittelpunkt Richtung Endpunkt.
Die Bohrlokationen sind mit weißen Rohren verschlossen.
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Bei einem Elektrodenabstand von 2,5 m und einer Anzahl von 41 Elektroden konnte
eine Profilla¨nge von 102,5 m erreicht werden. Es wurde der fu¨r die Testmessung in
Ko¨ln-Longerich beschriebene Messaufbau mit Edelstahlelektroden verwendet.
Das linke Foto in Abbildung 5.12 (a) zeigt einen Blick entlang des ersten Profils
und gibt einen guten U¨berblick u¨ber das flache, gleichma¨ßig bewachsene Testfeld.
Man erkennt die Edelstahlelektroden, welche einen roten Griff haben, und im Hin-
tergrund einige Bohrlokationen. Im rechten Foto der Abbildung 5.12 (b)sind einige
Bohrlokationen, welche mit weißen Rohren verkleidet und mit Kies aufgefu¨llt sind,
zu erkennen. Das Foto wurde vom Mittelpunkt des dritten Profils in Richtung des
Endpunkts aufgenommen.
In der Zeit der Messung war der Boden aufgrund der ha¨ufigen Niederschla¨ge
gleichma¨ßig durchfeuchtet und es konnte auch ohne Angießen der Elektroden eine
sehr gute Ankopplung erreicht werden. Bei einem der vier verwendeten Multielek-
trodenkabeln waren zwei Abgriffe defekt, was zu leichten Unregelma¨ßigkeiten in der
Elektrodenverteilung fu¨hrte (siehe Abbildung 3.2).
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5.3. Preprocessing der Messdaten
Die aufgenommenen Zeitreihen mit einer La¨nge von jeweils 32800 ms enthalten 7
Transienten mit einer La¨nge zwischen 3900 und 6300 ms. Die aufgenommenen Po-
tentialdifferenzen bestehen aus Ein- und Ausschaltern bei 7 Schaltvorga¨ngen je
Sender-Empfa¨nger-Kombination. Die Zeitabsta¨nde zwischen den Schaltvorga¨ngen
sind ungleichma¨ßig lang. Die Zeitspanne zwischen dem erste und dem zweitem so-
wie zwischen dem fu¨nfte und dem sechsten Schaltvorgang ist besonders lang gewa¨hlt.
Es stehen somit zwei Transienten mit mehr Zeitpunkten zur Verfu¨gung. Zudem soll
das vollsta¨ndige Abklingen des Polarisations-Effekt gewa¨hrleistet werden, damit sich
keine u¨berlagernden Effekte der Schaltvorga¨nge aufbauen ko¨nnen.
Zur Vorbereitung der Messdaten fu¨r die Inversion, welche hohe Anspru¨che an die
Datenqualita¨t stellt, wurde im Rahmen dieser Arbeit die Preprocessing-Routine fil-
tering in Fortran 95 entwickelt. Die Ausfu¨hrung der Preprocessing-Routine wird in
Kapitel 5.3.1 erla¨utert und die einzelnen Schritte werden in Kapitel 5.3.2, am Bei-
spiel einer stark verrauschten Zeitreihe, erkla¨rt. Als Vorlage fu¨r das grundsa¨tzliche
Vorgehen bei der Analyse und Verarbeitung der Daten diente das, an der Universita¨t
zu Ko¨ln entwickelte, Program Segy Pro zur Verarbeitung von Long-Offset-Transient-
Electromagnetik (LOTEM) Daten (Helwig, 2000; Scholl, 2001).
(a) (b)
Abbildung 5.13.: (a) Gemessene, unbearbeitete Zeitreihe der 1279. Sender-
Empfa¨nger-Kombination ∆V (t), welche sieben Transienten entha¨lt, (blau) und die
Stromfunktion I(t) (rot). (b) Der prozessierte Einschalt-Transient der 1279. Sender-
Empfa¨nger-Kombination in logrithmisch-a¨quidistanten Zeitabsta¨nden mit der Sta-
nadardabweichung der einzelnen Zeitpunkte.
In Abbildung 5.13 (a) ist beispielhaft die aufgezeichnete Zeitreihe der 1279.
Sender-Empfa¨nger-Kombination ∆V (t), bestehend aus 7 Transienten, in blau dar-
gestellt. Die zugeho¨rige Stromfunktion I(t) ist in rot eingezeichnet. Es wurde zur
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Verdeutlichung des Preprocessings eine stark verrauschte und gesto¨rte Zeitreihe aus-
gewa¨hlt. Sie geho¨rt zu den Zeitreihen mit dem ho¨chstem Rauschlevel der gesamten
Messung. Der prozessierte Transient der 1279. Sender-Empfa¨nger-Kombination ist
fu¨r Zeitpunkte mit logarithmisch-a¨quidistantem Abstand in Abbildung 5.13 (b) dar-
gestellt. Die Nutzung logaritmisch-a¨quidistanter Zeitwerte fu¨hrt zu einer akzepta-
blen Rechenzeit der Inversion und gewa¨hrleistet gleichzeitig ein feines Abtasten des
Anstiegs des Transienten zu fru¨hen Zeiten. Die Zeitabsta¨nde werden fu¨r den wenig
dynamischen Verlauf des Transienten zu spa¨ten Zeiten gro¨ßer.
5.3.1. Ausfu¨hrung der Preprocessing-Routine filtering
Die entwickelte Preprocessing-Routine filtering wird u¨ber die freie Unix-Shell Bash
(Bourne-Again Shell) gesteuert. Zu Beginn wird das Shellscript filtering bash.sh auf-
gerufen, welches die vorhanden Sender im aktuellen Verzeichnis ausgibt. Per Shell-
Eingabe wird ein Sender ausgewa¨hlt und das Shellscript ruft das Fortran 95 Pro-
gramm filtering program.f95 auf. Die Zeitreihe ∆V (t) des ersten Empfa¨ngers des
ausgewa¨hlten Senders wird mittels gnuplot, einem kommandozeilengesteuerten Com-
puterprogramms zur graphischen Darstellung von Messdaten, dargestellt und mit-
tels des Bildbetrachters eog (Eye of GNOME) automatisch angezeigt. Der Anwender
wa¨hlt nun per Shell-Eingabe aus, ob er die dargestellte Zeitreihe ∆V (t) verwenden
mo¨chte.
Soll die Zeitreihe ∆V (t) genutzt werden, wird diese vom Programm filte-
ring program.f95 auf den Strom I normiert und Ausreißer werden entfernt. Die
Zeitreihe ∆V (t) wird gefiltert und ein mo¨glicher Trend wird abgezogen. Die be-
arbeitete Zeitreihe wird fu¨r jeden Zwischenschritt mit gnuplot dargestellt, aber dem
Anwender nicht automatisch angezeigt. Die gelevelte Zeitreihe wird in die einzelnen
Transienten (Einzel-Transient) zerschnitten. Die Einzel-Transienten der Zeitreihe
werden mit gnuplot dargstellt, und die erzeugte Abbildung mit eog angezeigt. Per
Shell-Eingabe wird der Anwender aufgefordert die Einzel-Transienten auszuwa¨hlen,
die zum Stapeln genutzt werden sollen. Der gestapelte Transient mit berechneter
Standardabweichung und die Einzel-Transienten werden mit gnuplot dargstellt, und
die erzeugte Abbildung mit eog angezeigt. Der Anwender wird aufgefordert den ge-
stapelte Transienten zu beurteilen. Der Schritt des Stapelns kann wiederholt werden,
entspricht der gestapelte Transient nicht den Anspru¨chen des Anwenders. Genu¨gt
der gestapelte Transient ∆V (t) den Anforderungen, wird er fu¨r a¨quidistante Zeit-
punkte als Input-File fu¨r die Inversion mit IP3DInvDC gespeichert, und mit gnuplot
dargstellt.
Es wird automatisch der na¨chste Empfa¨nger des Senders als na¨chste zu bearbeiten-
de Zeitreihe ∆V (t) vorgeschlagen, bis kein weiterer Empfa¨nger mehr zur Verfu¨gung
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steht. Mit dem Anzeigen aller verfu¨gbaren Sendernummern beginnt das beschriebene
Preprocessing fu¨r den na¨chsten Sender von vorne.
5.3.2. Einzelne Schritte des Preprocessings
Die einzelnen Schritte der Preprocessing-Routine filtering werden im Folgenden bei-
spielhaft an der Zeitreihe ∆V (t) der 1279. Sender-Empfa¨nger-Kombination erla¨utert.
Normierung der Zeitreihe auf den Strom: Im ersten Schritt wird die Zeitreihe
∆V (t) auf die verwendete Stromsta¨rke normiert, dies ist no¨tig da der Inversions-
algorithmus IP3DInv von einer Stromsta¨rke von 1 A ausgeht. Dabei wird der vom
Terrameter LS ausgegebene Wert fu¨r die Stromsta¨rke Iabs fu¨r jeden Zeitpunkt t
verwendet, und tatsa¨chliche Schwankungen der Stromsta¨rke I u¨ber die Zeit gehen
nicht ein
∆V (t) = ∆V (t)
Iabs
. (5.1)
Das sehr stabile Verhalten der Stromfunktion I(t), außer fu¨r sehr wenige Zeitpunk-
te t, rechtfertigt ein solches Vorgehen (siehe auch Abbildung 5.13 (a)). Die auf die
Stromsta¨rke Iabs normierte Zeitreihe ∆V (t) ist in Abbildung 5.14 (a) in rot und die
unbearbeitete Zeitreihe ∆V (t) zum Vergleich in blau dargestellt. In den folgenden
Abbildungen ist die Zeitreihe des vorherigen Schritts stets in blau und die des ak-
tuellen Schritts in rot eingezeichnet. Deutliche Ausreißer, welche meist im Bereich
des Ein- bzw. Ausschaltens des Stroms liegen, werden automatisch detektiert und
entfernt.
(a) (b)
Abbildung 5.14.: (a) Gemessene, unbearbeitete Zeitreihe der 1279. Sender-
Empfa¨nger-Kombination ∆V (t), welche sieben Transienten entha¨lt, (blau) und die
auf die Stromsta¨rke normierte Zeitreihe ∆V (t) (rot). (b) Gefilterte Zeitreihe der
1279. Sender-Empfa¨nger-Kombination ∆V (t) in rot und normierte Zeitreihe ∆V (t)
in blau.
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Filtern der Zeitreihe: Anschließend wird die Zeitreihe gefiltert. Die Hauptsto¨r-
frequenzen im Messgebiet waren 1623 Hz (Oberleitungsnetz der Eisenbahn) und 50 Hz
(o¨ffentliches Stromnetz). Der verwendete Filter fu¨r die Zeitpunkte nach dem Schalt-





·∑k=(n−1)/2k=−(n−1)/2 ∆V (t− k) fu¨r (n+ (n+ 1)/2) < t < (Tf1 + 1 + n)
(∆V (t)+∆V (t−Tf1))+(∆V (t)+∆V (t+Tf1))
2 fu¨r (Tf1 + n) < t < (Tf2 + 1 + n)
(∆V (t)+∆V (t−Tf2))+(∆V (t)+∆V (t+Tf2))
2 fu¨r (Tf2 + n) < t.
(5.2)
Die ersten n Zeitpunkte, direkt nach dem Schaltvorgang, werden nicht gefiltert und
auch nicht zum Filtern der anderen Zeitpunkte genutzt, da sie meist stark gesto¨rt
sind. Die halben Perioden Tf1 und Tf2 werden u¨ber die sinusfo¨rmigen Sto¨rfrequenzen
f1 und f2, welche aus der Zeitreihe entfernt werden sollen, definiert. Die gro¨ßere
Frequenz entspricht dabei stets f1, in diesem Fall 50 Hz was einer halben Periode
Tf1 = 20/2 ms entspricht, und kennzeichnet den U¨bergang von Fall 1 zu 2. Fu¨r
die Zeitpunkte im ersten Fall in Gleichung (5.2) wird die Zeitreihe u¨ber einen glei-
tenden Mittelwert gegla¨ttet. Durch die Addition der Potentialdifferenzen ∆V (t) und
∆V (t+Tf1), welche um eine halbe Periode versetzt bei spa¨teren Zeiten liegt, wird die
Sto¨rfrequenz entfernt. Allerdings kommt es auch zu einer Verschiebung der Zeitrei-
he in positiver t-Richtung. Um dies zu Verhindern wird auch ∆V (t− Tf1), welches
eine halbe Periode versetzt bei fru¨heren Zeiten liegt, genutzt. Durch die Bildung
eines Mittelwerts beider Summen, wird die Verschiebung in t Richtung aufgehoben.
Da die halbe Periode der Frequenz 1623 Hz mit 30 ms ein ungerades Vielfaches der
von 50 Hz ist, kann ab Tf2 + n Fall 3 fu¨r beide Sto¨rsignale genutzt werden. Der
implementierte Filter macht auch fu¨r den Bereich vor dem na¨chsten Schaltvorgang
Fallunterscheidungen, welche analog definiert sind.
Abbildung 5.14 (b) zeigt die gefilterte Zeitreihe in rot und die normierte Zeitreihe
in blau. Besonders im Bereich von Ein- bzw. Ausschaltern stark verrauschter Tran-
sienten kann es zu Problemen beim Filtern kommen, welche zu einer Verformung
der Transienten im Bereich der Schaltzeiten fu¨hren.
Abziehen eines mo¨glichen Trends und Leveln der Zeitreihe: Die Zeitreihen
ko¨nnen zudem durch sehr niederfrequenten Noise u¨berlagert sein. Dieser la¨sst sich
in erster Na¨herung durch das Abziehen eines linearen Trends entfernen (Dahlin
et al., 2002). Zum Berechnen des linearen Trends werden der erste und der fu¨nfte
Transient, bei denen es sich um Auschalter mit einer langen Abklingzeit handelt,
genutzt. An die Potentialdifferenzen ∆V1(6000 ms) und ∆V5(6000 ms) wird eine Ge-
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rade y(t) angepasst und diese von der gesamten Zeitreihe ∆V (t) fu¨r jeden Zeitpunkt
t abgezogen:
∆V (t) = ∆V (t)− y(t) (5.3)
Im gleichen Schritt wird ein mo¨glicher Shift der gesamten Zeitreihe entfernt. Die
gelevelte Zeitreihe ist in Abbildung 5.15 (a) in rot eingezeichnet.
(a) (b)
Abbildung 5.15.: (a)Gefilterte Zeitreihe ∆V (t) (blau) und die gelevelte Zeitreihe
∆V (t) (rot). (b) Sieben Einzel-Transienten der Zeitreihe nach dem Zerschneiden
der Zeitreihe ∆V (t).
Zerschneiden der Zeitreihe: Im vierten Schritt wird die Zeitreihe zerschnitten.
Die Schnittpunkte werden entsprechend der Zeitpunkte des Ein- bzw. Ausschal-
tens des Stroms entsprechend der aufgezeichneten Stromfunktion gewa¨hlt. In die-
sem Schritt werden Bereiche des Transienten entfernt, welche durch das Filtern des
Transients stark verformt wurden und einen nahezu konstanten Wert haben. Im ge-
zeigten Beispiel ist dies fu¨r die Transienten 5 - 7 bis etwa 80 ms der Fall. Bereiche
der Transient 2 und 3, welche ebenfalls verformt sind, werden nicht automatisch ent-
fernt, da weiterhin ein fallender Verlauf zu erkennen ist. Ihre Entfernung kann im
Rahmen des Preprocessings aber durch eine entsprechende Shell-Eingabe erfolgen.
Die Einzel-Transienten werden entsprechend der Stromfunktion gespiegelt und ver-
schoben, so dass aus allen Ein- und Ausschaltvorga¨ngen ein Einschalter berechnet
werden kann.
Stapeln der Einzel-Transienten und Berechnen der Standardabweichung: Die
Einzel-Transienten ∆Vn(t), welche fu¨rs Stapeln genutzt werden sollen, werden ma-
nuell ausgewa¨hlt und das arithmetische Mittel fu¨r m Transienten u¨ber
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Abbildung 5.16.: Gestapelter Transient ∆V (t) (rot, fett) und die berechnete Stan-
dardabweichung (hellrot) aller Zeitpunkte bei (a) der Verwendung aller sieben
Einzel-Transienten ∆Vn(t) und bei (b) der Verwendung der Einzel-Transienten
∆Vn(t) 1 und 4 - 7. Die Einzel-Transienten ∆Vn(t) sind als du¨nne Linien eingezeich-
net.
In Abbildung 5.16 (a) ist der resultierende gestapelte Transient ∆V (t) bei Nut-
zung aller Transienten der Zeitreihe in rot eingezeichnet. Die berechnete Standard-
abweichung ist in hellrot dargestellt. Man erkennt einen untypischen Verlauf des
Transienten im Bereich bis etwa 80 ms, welcher den verformten Transienten 2 und 3
folgt. In Abbildung 5.16 (b) ist der gestapelte Transient unter Ausschluss von Tran-
sient 2 und 3 bei der Stapelung dargestellt. Der Verlauf des Transienten zeigt einen
gleichma¨ßgen, realistischen Verlauf.
Der erste Zeitpunkt, welcher bei Vernachla¨ssigung der EM-Effekte genutzt werden
kann, wird entsprechend Gleichung (2.15) abgescha¨tzt. Bei einer maximalen Aus-
lagenla¨nge von 80 m und einem Gleichstromwiderstand von 120 Ωm ergibt sich fu¨r
den gro¨ßten noch beeinflussten Zeitpunkt t:
t [s] < 0, 008 ≈ 2pi(80 [m])
2
4 · 104 · 120 [Ωm] (5.6)
Es kann somit angenommen werden, dass ab 10 ms die EM-Effekte vernachla¨ssigt
werden ko¨nnen. Die verwendeten Transienten umfassen somit 39 Zeitpunkte, wel-
che in logarithmisch-a¨quidistanten Absta¨nden von 10 ms bis 3414 ms gehen und 2,5
Dekaden umfassen.
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(a) (b)
(c) (d)
Abbildung 5.17.: Gemessene unbearbeitete Zeitreihe ∆V (t) (blau) und Stromfunkti-
on I(t) (rot) fu¨r (a) die 33. Sender-Empfa¨nger-Kombination und (b) die 147. Sender-
Empfa¨nger-Kombination. Prozessierter Transient ∆V (t) (rot) und die berechnete
Standardabweichung (hellrot) aller Zeitpunkte fu¨r (c) die 33. Sender-Empfa¨nger--
Kombination und fu¨r (d) die 147. Sender-Empfa¨nger-Kombination.
Die Qualita¨t der so erhaltenen Transienten ist, trotz des teilweise hohen Noiselevels,
sehr gut und genu¨gt den Anspru¨chen des Inversionsprogramms. Die Standardab-
weichung tra¨gt zu einer Gewichtung der Daten, entsprechend des Rauschlevels der
Zeitreihe, bei. In Abbildung 5.17 sind zwei weitere Beispiele prozessierter Transien-
ten abgebildet. Der in (c) abgebildete Transient, einer wenig verrauschten Zeitreihe
in (a), hat zuvernachla¨ssigende Standardabweichungen, und zeigt einen mit synthe-
tisch berechneten Transienten vergleichbaren Verlauf. In (d) ist der Transient einer
durchschnittlich verrauschten Zeitreihe (b) abgebildet. Die Standardabweichungen
sind gro¨ßer, aber der Verlauf ist mit dem in (a) vergleichbar.
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Pseudosektion zum ersten U¨berblick: Als erste U¨bersicht u¨ber die Qualita¨t der
aufgenommenen Daten kann die Pseudosektion jedes Profils fu¨r den letzten Zeit-
punkt betrachtet werden. Aus den Potentialdifferenzen ∆V (t) des letzten Zeitpunkts
wird, nach Gleichung (3.38) unter Beru¨cksichtigung des jeweiligen Geometriefaktors,
der scheinbare Widerstand ρa(t) des letzten Zeitpunkts berechnet. In Abbildung 5.18
ist beispielhaft die Pseudosektion von Profil 8 als eine Schra¨gansicht dargestellt. Bei
der Darstellung wurde wie in Abbildung 2.12 skizziert vorgegangen, so dass es zu
U¨berlagerungen der Punkte kommt. Fu¨r einen ersten U¨berblick und zum Editieren
von deutlichen Ausreißern eignet sich die Darstellungsweise gut. Durch die gekippte
Darstellung ko¨nnen alle Punkte gleichzeitig erfasst werden. Die verwendete Gradi-
entenauslage fu¨hrt in der Darstellung zu nur wenigen ungefa¨hren Tiefenlagen mit
einer großen U¨berdeckung der Punkte und es wird keine ungefa¨hre Struktur des
Untergrundes abgebildet.
Abbildung 5.18.: Gekippte Ansicht der ρa-Pseudosektion des Profils 8 fu¨r alle
scheinbaren Widersta¨nde des letzten Zeitpunkts 3414 ms aller verwendeten Sender-
Empfa¨nger-Kombinationen.
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5.4. Inversion der Felddaten mit IP3DInv
Bei der Inversion der Felddaten wird analog zu der Inversion synthetischer Daten
in Kapitel 4.4 vorgegangen. Im ersten Schritt werden in Kapitel 5.4.1 die Regulari-
sierungsparameter λ, β und γ gewa¨hlt. Es wird das L-Curve-Verfahren angewendet
und es findet eine visuelle Beurteilung der Inversionsergebnisse mit verschiedenen
Parametern statt. Die Inversion des letzten Zeitpunkts wurde mit verschiedenen
Startmodellen durchgefu¨hrt. Stellvertretend werden die Inversionsergebnisse zwei-
er gegensa¨tzlicher Startmodelle in Kapitel 5.4.2 verglichen. Das beste Modell des
letzten Zeitpunkts wird als Startmodell fu¨r die Inversion aller Zeitpunkte verwen-
det (siehe Kapitel 5.4.3). Die Verteilung des zeitabha¨ngigen Widerstands und die
Differenz der Modelle des ersten und des letzten Zeitpunkts werden vorgestellt. Die
Ergebnisse der Inversion nach den IP-Parametern sind in Kapitel 5.4.4 dargestellt.
Fu¨r die Profile 1 und 2 wird die Verteilung des Gleichstromwiderstands, der Auflad-
barkeit, der Relaxationszeit und des Frequenzexponenten genauer beschrieben.
5.4.1. Wahl der Regularisierungsparameter
Die Inversion mit IP3DInvDC kann nach Gleichung (4.15) und Gleichung (4.18)
u¨ber drei Regularisierungsparameter gesteuert werden. Besonders bei der Inversion
von Messdaten ist die Wahl der Parameter entscheidend fu¨r das Erreichen eines





























T WTW (D-F(mL)) 
d vs. m
Abbildung 5.19.: Dargestellt als Punkte sind der Term Φm, welcher die A¨hnlichkeit
zum Startmodell belohnt, gegen den Term der Datenanpassung Φd fu¨r die vierte
Iteration der Inversionen mit verschiedenen Regularisierungsparametern β, welche
mit zwei Geraden angepasst wurden.
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(a) β = 1, RMS = 3, 26% (b) y=0 m (c) z=5 m
(d) β = 25, RMS = 8, 40% (e) y=0 m (f) z=5 m
(g) β = 100, RMS = 18, 26% (h) y=0 m (i) z=5 m
(j) β = 1, RMS = 3, 26% (k) β = 25, RMS = 8, 40% (l) β = 100, RMS = 18, 26%
Abbildung 5.20.: (a - i) Dargestellt ist der zeitabha¨ngige Widerstand ρ(t) fu¨r den
letzten verwendeten Zeitpunkt 3414 ms fu¨r Inversionen mit verschiedenen Regulari-
sierungsparametern β. In der ersten Zeile ist das Ergebnis fu¨r β = 1, in der zweiten
fu¨r β = 25 und in der dritten fu¨r β = 100 dargestellt. In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=0 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. (j - l) QQ-
Plot der Inversion des letzten verwendeten Zeitpunkts 3414 ms mit verschiedenen
Regularisierungsparametern β.
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Wahl von β mit λ=0,001 und L2-Norm
Fu¨r die Wahl des Regularisierungsparameters β, welcher zur Stabilisierung des Glei-
chungssystems dient, wurde die L2-Norm gewa¨hlt, so dass der Regularisierungspa-
rameter γ entfa¨llt. Der Regularisierungsparameter λ wurde mit 0,001 auf einen sehr
kleinen Wert gesetzt. Der Einfluss der Gla¨ttungsmatrix G kann bei den Inversionen
zum Erstellen der L-Curve in Abbildung 5.19 zur Wahl von β somit vernachla¨ssigt
werden. Als Startmodell wurde ein homogener Halbraum mit 70 Ωm gewa¨hlt, so
dass Werte des zeitabha¨ngigen Widerstands nahe 70 Ωm belohnt werden. Die Da-
tenanpassung verbessert sich mit sinkendem β stetig bis die Stabilisierung des Glei-
chungssystems bei β = 0, 1 zu gering wird und die Inversion bereits fu¨r die erste
Iteration kein Model-Update findet. Die A¨hnlichkeit des Modells zum Startmodell
wird mit zunehmendem β immer gro¨ßer bis fu¨r β = 100000 erneut kein Modell-
Update gefunden wird.
Die Wahl von β = 25, welches nahe des Kreuzungspunkts der beiden Geraden
liegt, wird durch die visuelle Beurteilung der Inversionsergebnisse der vierten Itera-
tion besta¨tigt. Fu¨r β = 1, 25 und 100 sind die Inversionsergebnisse in Abbildung
5.20 dargestellt. Die Verbesserung der Datenanpassung ist deutlich in den QQ-Plots
(j - l) zu erkennen. Die damit einhergehende Entstehung von sehr kleinra¨umigen
Strukturen ist in (a - c) zu erkennen. Schon fu¨r ein β = 100 werden die Strukturen
im Untergrund stark verschmiert und das Startmodell bleibt in großen Teilen des
Modellraums vorhanden.
Wahl von λ mit β=0,001 und L2-Norm
Fu¨r die Erstellung der L-Curve des Regularisierungsparameters λ in Abbildung 5.22
wurde ebenfalls die L2-Norm gewa¨hlt. Der Regularisierungsparameter β wurde gleich
0,001 gesetzt, so dass sein Einfluss vernachla¨ssigt werden kann. Als Startmodell
wurde ein homogener Halbraum mit 70 Ωm gewa¨hlt. Auch diese L-Curve zeigt den
erwarteten Verlauf, wobei der Bereich mo¨glicher λ zwischen 0,1 und 10000 kleiner
ist als der fu¨r β.
Die Inversionen werden teilweise schon fru¨h abgebrochen, da kein Modell-Update,
welches zu einer Verbesserung des Fehlers fu¨hrt, gefunden wird. In Abbildung 5.21
sind die Inversionsergebnisse der dritten Iteration dargestellt, welche deutlich gro¨ßere
prozentuale Fehler aufweisen als die der vierten Iteration, welche mit denen aus
Abbildung 5.20 vergleichbar sind. Es konnte jedoch nur fu¨r λ zwischen 5 und 100
eine vierte Iteration durchgefu¨hrt werden.
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(a) λ = 1, RMS = 19, 67% (b) y=0 m (c) z=5 m
(d) λ = 10, RMS = 23, 15% (e) y=0 m (f) z=5 m
(g) λ = 100, RMS = 36, 95% (h) y=0 m (i) z=5 m
(j) λ = 1, RMS = 19, 67% (k) λ = 10, RMS = 23, 15% (l) λ = 100, RMS = 36, 95%
Abbildung 5.21.: (a - i) Dargestellt ist der zeitabha¨ngige Widerstand ρ(t) fu¨r den
letzten verwendeten Zeitpunkt 3414 ms fu¨r Inversionen mit verschiedenen Regulari-
sierungsparametern λ. In der ersten Zeile ist das Ergebnis fu¨r λ = 1, in der zweiten
fu¨r λ = 10 und in der dritten fu¨r λ = 100 dargestellt. In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=0 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. (j - l) QQ-
Plot der Inversion des letzten verwendeten Zeitpunkts 3414 ms mit verschiedenen
Regularisierungsparametern λ.
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Abbildung 5.22.: Dargestellt als Punkte sind der Gla¨ttungsterm Φm gegen den Term
der Datenanpassung Φd fu¨r die dritten Iteration der Inversionen verschiedener Re-
gularisierungsparameter λ, welche mit zwei Geraden angepasst wurden.
Die QQ-Plots (j - l) zeigen die Verbesserung der Datenanpassung mit Verkleinerung
des Regularisierungsparameter λ, wobei die schlechtere Anpassung gegenu¨ber der
vierten Iteration in Abbildung 5.20 deutlich zu erkennen ist.
Auch bei einem fast gleichen RMS von ca. 19% lassen sich Unterschiede zwischen
den Inversionsergebnissen fu¨r β = 100 in Abbildung 5.20 (g) und fu¨r λ = 1 in
Abbildung 5.21 (a) erkennen. Besonders in den ersten Metern treten bei der Inversion
fu¨r λ = 1 starke Variationen in der Verteilung des zeitabha¨ngigen Widerstands auf.
Im Gegensatz dazu zeigt das Modell fu¨r β = 100 eine gleichma¨ßigere Verteilung
auch in den ersten Metern.
Wahl von γ mit β=25, λ=10 und msg-Norm
Bei gegebenen Messdaten, β = 25, λ = 10, einem homogenen Halbraum mit 70 Ωm
als Startmodell und der msg-Norm scheint γ keinen großen Einfluss auf die Inver-
sion zu haben. Aufgrund der geringen Unterschiede der Inversionsergebnisse der 3.
Iteration fu¨r γ=1 und 1000, welche in Abbildung 5.23 dargestellt sind, wurde auf
die Durchfu¨hrung des L-Curve-Verfahrens verzichtet und der Regularisierungspara-
meter γ auf einen mittleren Wert von 10 gesetzt.
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(a) γ = 1, RMS = 13, 19% (b) y=0 m (c) z=5 m
(d) γ = 1000, RMS = 12, 10% (e) y=0 m (f) z=5 m
(g) γ = 1, RMS = 13, 19% (h) γ = 1000, RMS = 12, 10%
Abbildung 5.23.: (a - f) Dargestellt ist der zeitabha¨ngige Widerstand ρ(t) fu¨r den
letzten verwendeten Zeitpunkt 3414 ms fu¨r Inversionen mit verschiedenen Regula-
risierungsparametern γ. In der ersten Spalte ist der innere Modellraum abgebildet,
in der zweiten Spalte ein vertikaler Schnitt bei y=0 m und in der dritten Spalte
ein horizontaler Tiefenschnitt bei z=5 m. (g - h) QQ-Plot der Inversion des letzten
verwendeten Zeitpunkts 3414 ms mit verschiedenen Regularisierungsparametern γ.
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5.4.2. Inversion des letzten Zeitpunkts 3414 ms mit
verschiedenen Startmodellen
Mit den oben ermittelten Regularisierungsparametern β=25, λ=10 und γ=10 wur-
den fu¨r den zeitabha¨ngigen Widerstand des letzten Zeitpunkts 3414 ms mit verschie-
denen Startmodellen DC-Inversionen mit IP3DInvDC durchgefu¨hrt. Stellvertretend
werden die Inversionsergebnisse zweier gegensa¨tzlicher und extremer Startmodel-
le vorgestellt. Die Verteilung des zeitabha¨ngigen Widerstands der 19. Iteration der
Inversion mit einem homogenen Halbraum mit 80 Ωm als Startmodell ist in Ab-
bildung 5.24 (a - c) dargestellt. Aus den in Kapitel 5.1.2 vorgestellten Inversionser-
gebnissen fru¨herer Messungen, welche in Tabelle 5.1 zusammengestellt sind, wurde
ein a priori Modell erstellt, welches sich ebenfalls in der Tabelle findet. Das In-
versionsergebnis der Verteilung des zeitabha¨ngigen Widerstands der 19. Itertation
mit dem a priori Modell als Startmodell findet sich in Abbildung 5.24 (d - f). Die
Tabelle 5.1.: Verteilung des Widerstands ρ in den Modellen aus Go¨ßling (2004), Nix
(2005), Ho¨rdt et al. (2007) und Blaschek (2006). Die Oberkante der Schicht s wird
mit ds [m] und der Widerstand der Schicht mit ρs [Ωm] bezeichnet.
d1 ρ1 d2 ρ2 d3 ρ3 d4 ρ4
Go¨ßling (2004) 0 60 1 400 3 60
Nix (2005) 0 40 2 >120 6 25
Ho¨rdt et al. (2007) 0 100 1,5 560 3 140 10 70
Blaschek (2006) 0 60 1 500 5 80
a priori Modell 0 80 1,25 400 4 125 10,6 50
Verteilung des zeitabha¨ngigen Widerstands beider Inversionen zeigt eine a¨hnliche
Struktur bei einem RMS von etwa 8% und einem χ2 von ca. 0,04. Unabha¨ngig
von der Wahl des Startmodells bildet sich ein Schichtmodell aus, welches fu¨r die
ersten beiden Schichten sowohl in Ma¨chtigkeit als auch zeitabha¨ngigem Widerstand
sehr gut u¨bereinstimmt. Auch eine Unterbrechung der zweiten Schicht findet sich in
beiden Modellen zwischen -31,25 m und -18,75 m, wobei diese in dem Ergebnis der
Inversion mit dem a priori Modell deutlicher ausgepra¨gt ist. In beiden Fa¨llen folgt
als dritte Schicht wieder ein guter Leiter, welcher sich jedoch im zeitabha¨ngigen Wi-
derstand unterscheidet. Das Auftreten von Strukturen unabha¨ngig vom Startmodell
ist ein starkes Zeichen, dass die Ursache des Auftretens in den Messdaten und nicht
in der Wahl der Regularisierungsparameter liegt. Auch die Verteilung der Coverage
ist fu¨r beide Inversionen sehr a¨hnlich, und es lassen sich visuell kaum Unterschie-
de feststellen. Bis in eine Tiefe von etwa 16 m kann man von der Bestimmung der
Inversionsergebnisse durch die Messdaten ausgehen.
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(a) Iteration=19, 80 Ωm Halb-
raum, RMS = 8, 4%, χ2 = 0, 05 (b) y=-10 m (c) z=5 m
(d) Iteration=19, a priori Mo-
dell, RMS = 7, 89%, χ2 = 0, 03 (e) y=-10 m (f) z=5 m
(g) Iteration=19, 80 Ωm , Co-
verage (h) y=-10 m (i) z=5 m
(j) Iteration=19, a priori Modell,
Coverage (k) y=-10 m (l) z=5 m
Abbildung 5.24.: (a - f) Dargestellt ist der zeitabha¨ngige Widerstand ρ(t) fu¨r den
letzten verwendeten Zeitpunkt 3414 ms fu¨r Inversionen mit verschiedenen Startmo-
dellen (homogener Halbraum (a - c), a priori Modell (d - f)). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Die
Coverage der 19. Itertation ist fu¨r die Inversion mit homogenem Halbraum in (g - i)
und mit dem a priori Modell als Startmodell in (j - l) dargestellt.
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5.4.3. DC-Inversion aller Zeitpunkte
Dem Prinzip von William of Occam folgend wurde fu¨r die weiteren Inversionsschrit-
te das einfachste Modell zur Erkla¨rung der Messdaten bei a¨hnlichem Fehler gewa¨hlt.
Als Startmodell der Inversion des zeitabha¨ngigen Widerstands des vorletzten Zeit-
punkts 2928 ms wurde das beste Modell der Inversion des letzten Zeitpunkts mit dem
a priori Modell als Startmodell gewa¨hlt. Die Regularisierungsparameter wurden wie
in Kapitel 5.24 beibehalten und das beste Modell des jeweils letzten Zeitpunkts fu¨r
den folgenden Zeitpunkt als Startmodell genutzt.
In Abbildung 5.25 (a - c) ist die Verteilung des zeitabha¨ngigen Widerstands im
Untergrund fu¨r den ersten Zeitpunkt 10 ms abgebildet. Visuell sind kaum Unter-
schiede zum besten Modell des zeitabha¨ngigen Widerstands des letzten Zeitpunkts
in (d - f) zu erkennen. Betrachtet man jedoch die relative Differenz der A¨nderung des
zeitabha¨ngigen Widerstands bezogen auf den Wert des letzten Zeitpunkts, ergeben
sich A¨nderungen bis zu 40%. In großen Bereichen liegt eine A¨nderung von etwa 10%
vor. Zwischen 1,25 - 9 m Tiefe zeigt der Untergrund Differenzen kleiner als 1%.
Die gemessenen Transienten konnten mit einem durchschnittlichen RMS von
0,65% und einem durchschnittlichen χ2 von 0,11 sehr gut angepasst werden. Um
einen visuellen Eindruck der Anpassung zu bekommen, sind in Abbildung 5.25 (j)
ein durchschnittlich gut angepasster, gemessener Transient (als Punkte) und der zu-
geho¨rige berechnete Transient (als Linie) abgebildet. Der von allen Transienten am
schlechtesten angepasste Transient mit einem RMS von 3,1% und einem χ2 von 9,77
ist in (k) abgebildet. Mit einem RMS = 0, 02% und einem χ2 = 0, 000001 ist der
in (l) dargestellte Transient am besten angepasst. Die Fehlerbalken der Transienten
werden aus Gru¨nden der U¨bersicht, in dieser und den folgenden Darstellungen der
Datenanpassung, nicht dargestellt.
5.4.4. IP-Inversion aller Zellen
Die zeitabha¨ngigen Widerstandsverteilungen aller Zeitpunkte werden zu Zelltransi-
enten der einzelnen Zellen zusammengesetzt. Die Verteilung der IP-Parameter der
Inversion beruhend auf dem Cole-Cole-Modell ist in Abbildung 5.27 dargestellt. Das
Ergebnis ist unabha¨ngig von der Wahl des Startmodells fu¨r die Relaxationszeit τ
und den Frequenzexponenten c. Die Startwerte fu¨r den Gleichstromwiderstand ρdc
und die Aufladbarkeit m werden entsprechend Kapitel 4.3.2 automatisch berechnet.
Die Wahl der Anzahl der Iterationen, fu¨r welche nur τ und c variieren und ρdc und
m festgehalten werden, beeinflusst das Inversionsergebnis und es sollten deshalb ver-
schiedene Iterationsanzahlen getestet werden. Fu¨r die gezeigte Inversion wurden ρdc
und m fu¨r 10 Iterationen festgehalten.
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(a) t = 10ms, RMS = 4, 3%,
χ2 = 0, 02 (b) y=-10 m (c) z=5 m
(d) t = 3414ms, RMS =
7, 96%, χ2 = 0, 03 (e) y=-10 m (f) z=5 m
(g) normierte Differenz von
ρ(3414 ms) und ρ(10 ms) (h) y=-10 m (i) z=5 m
(j) Trans. 10, RMS = 0, 62%,













(k) Trans. 305, RMS = 3, 10%,













(l) Trans. 1498, RMS = 0, 02%,













Abbildung 5.25.: Inversionsergebnis des zeitabha¨ngigen Widerstands ρ(t) fu¨r den
ersten verwendeten Zeitpunkt 10 ms (a - c) und fu¨r den letzten verwendeten Zeit-
punkt 3414 ms (d - f). In der ersten Spalte ist der innere Modellraum abgebildet, in
der zweiten Spalte ein vertikaler Schnitt bei y=-10 m und in der dritten Spalte ein
horizontaler Tiefenschnitt bei z=5 m. Die relative Differenz der Inversionsergebnisse
findet sich in (g - i). Drei gemessene Transienten und die zugeho¨rigen berechneten
Transienten sind in (j - l) abgebildet.
Die Inversion basierend auf dem Cole-Cole-Modell passt die zusammengesetzten
Zelltransienten mit einem durchschnittlichen RMS von 0,57% am besten an. Der
Vollsta¨ndigkeit halber sind die Inversionsergebnisse bei Verwendung des Madden-
103
5. Inversion von Felddaten aus Krauthausen
Cantwell-Modells (durchschnittlicherRMS = 1, 17%), des Warburg-Modells (durch-
schnittlicher RMS = 0, 75%) und des Debye-Modells (durchschnittlicher RMS =
2, 31%) in Abbildung C.1 - C.3 abgebildet. Die Inversionsergebnisse unterscheiden
sich fu¨r Gleichstromwiderstand, Aufladbarkeit und Relaxationszeit nur minimal,
doch die Anpassung der Transienten ist deutlich schlechter. Mit einem fixierten
Frequenzexponenten c war es nur bei einer Wahl von c = 0, 5 mo¨glich eine gute An-
passung zu erzielen. Die Verteilung des Frequenzexponenten ist also nicht zufa¨llig,
sondern ein c ≈ 0, 5 ist no¨tig um die Messdaten zu erkla¨ren. In Abbildung 5.27 (m)
ist ein durchschnittlich gut angepasster, zusammengesetzter Zelltransient mit einem
RMS = 0, 51% dargestellt. Mit einem RMS von 1,11% ist ein schlecht angepasster,
zusammengesetzter Zelltransient in (n) und ein sehr gut angepasster Transient mit
einem RMS = 0, 02% in (o) zu finden.
(a) ρdc 0 - 1,25 m
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(b) ρdc >200 Ωm
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(c) 100 Ωm < ρdc <200 Ωm
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Abbildung 5.26.: Verteilung des Gleichstromwiderstands des Cole-Cole-Modells. (a)
zeigt die Widersta¨nde der ersten Schicht. In (b) sind alle Widersta¨nde gro¨ßer als
200 Ωm eingeblendet. Alle Widersta¨nde zwischen 100 und 200 Ωm sind in (c) ab-
gebildet. Die Widersta¨nde kleiner als 100 Ωm sind entsprechend der Tiefe in (d)
eingeblendet.
In Abbildung 5.26 findet sich eine dreidimensionale Darstellung, entsprechend
des Wertes fu¨r die gesamte Tiefe, des Gleichstromwiderstands. Aus Gru¨nden der
U¨bersicht ist die erste Lage der Zellen in z-Richtung in Abbildung 5.26 (a) einzeln
abgebildet. Bei der ersten Schicht handelt es sich mit Gleichstromwidersta¨nden bis
maximal 150 Ωm um einen guten Leiter mit einem teilweise inhomogenen Aufbau.
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(a) ρdc (b) y=-10 m (c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m






















































Abbildung 5.27.: Verteilung der IP-Modellparameter des Cole-Cole-Modells. Dar-
gestellt sind der Gleichstromwiderstand ρdc (a - c), die Aufladbarkeit m (d - f), die
Relaxationszeit τ (g - i) und der Frequenzexponent c (j - l). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y= - 10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Drei zu-
sammengesetzte Zelltransienten und die berechneten Zelltransienten sind in (m - o)
abgebildet.
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Nur in einer Tiefe von 1,25 m bis 4 m finden sich Gleichstromwidersta¨nde gro¨ßer
als 200 Ωm, wobei die Werte dieser zweiten, schlecht leitenden Schicht bis zu
600 Ωm annehmen (siehe Abbildung 5.26 (b)). Im Bereich von x=-31,25 m bis
-18,75 m und y=-12,5 m bis -2,5 m findet sich eine Unterbrechung der Schicht.
In (c) kann man den stellenweise bis in 1,25 m aufsteigenden guten Leiter mit
Widersta¨nden zwischen 100 und 200 Ωm erkennen. Dieser ist von einer besser
leitenden Struktur (d) unterbrochen, deren Widersta¨nde von etwa 100 Ωm ab 4 m
Tiefe auf etwa 40 Ωm fallen. Ab einer Tiefe von 10,6 m ist der Aufbau der Schicht
mit einem Gleichstromwiderstand von ca. 40 Ωm sehr gleichma¨ßig.
Aufgrund von Unregelma¨ßigkeiten in der Verteilung der IP-Parameter m, τ und
c vor allem in den ersten 4 m des Untergrundes ist eine Darstellung analog zu Ab-
bildung 5.26 sehr unu¨bersichtlich. Die Ergebnisse der Cole-Cole-Parameter ρdc, m,
τ und c sind als Vertikalschnitte des 3D Modells fu¨r Profil 1 bei -10 m und fu¨r Profil
2 bei 0 m in Abbildung 5.28 dargestellt. Zudem finden sich Schnitte in Anhang C.
Die in Abbildung 5.26 unterbrochene Schichtung im Bereich von y=-10 m ist in
Abbildung 5.28 (a) fu¨r Profil 1 zwischen x=-31,25 m und x=-18,75 m gut zu erken-
nen. Die Verteilung der Aufladbarkeit m (c) zeigt einen na¨herungsweise geschich-
teten Aufbau. In den ersten 4 Metern finden sich erho¨hte Werte bis zu 500 mVV . Es
folgt ein Gebiete mit kleinen Werten fu¨r m, welchem sich ab etwa 9 m ein Bereich
mit 50 < m < 200 mVV anschließt. Die Relaxationszeit τ (e) nimmt in den ersten
4 Metern Werte bis zu 1,5 s an. Es folgt ein Gebiet geringer Relaxationszeiten. Ab
9 Metern schließt sich eine Schicht mit 0, 2 < τ < 0, 4 s an. Auch die Verteilung
des Frequenzexponenten c (g) folgt der der Aufladbarkeit und die Schicht ab etwa
9 m Tiefe ist mit Werten zwischen 0,4 und 0,5 nahezu homogen. Die Verteilungen
der Aufladbarkeit, der Relaxationszeiten und des Frequenzexponenten zeigen große
A¨hnlichkeiten und sind von der Verteilung des Gleichstromwiderstands verschieden.
Die Verteilung des Gleichstromwiderstands fu¨r Profil 2 (b) zeigt einen geschich-
teten Untergrund, welcher na¨herungsweise als eindimensional beschrieben wer-
den kann. Die Verteilung der drei weiteren Cole-Cole-Parameter zeigt einen un-
abha¨ngigen Verlauf von der Verteilung des Gleichstromwiderstands, aber die Ver-
teilung von τ und c folgt der von m. Fu¨r die ersten 9 Meter ist eine unregelma¨ßige
Verteilung zu erkennen, welche große Kontraste zwischen benachbarten Zellen auf-
weist. Die Aufladbarkeit (d) nimmt Werte zwischen 0 und 500 mVV an, wa¨hrend die
Werte fu¨r τ (f) zwischen 0 und 1,5 s liegen. Die Werte fu¨r c (h) variieren zwischen
0 und 0,7. Oberfla¨chennah treten mehr hohe Werte der drei Parameter als in einer
Tiefe ab etwa 4 m auf, aber eine klare Grenze wie fu¨r Profil 1 la¨sst sich nicht ziehen.
Ab einer Tiefe von etwa 9 m ist eine regelma¨ßige Verteilung von m, c und τ zu er-
kennen. In dieser Tiefenlage variiert m zwischen 50 und 200 mVV , τ zwischen 0,2 und
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0,35 s und c zwischen 0,4 und 0,6.
(a) ρdc: Profil 1
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(b) ρdc: Profil 2
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(c) m: Profil 1 (d) m: Profil 2
(e) τ : Profil 1 (f) τ : Profil 2
(g) c: Profil 1 (h) c: Profil 2
Abbildung 5.28.: Dargestellt ist die Verteilung der Cole-Cole-Parameter im Unter-
grund. Fu¨r das Profil 1 sind in der ersten Spalte und fu¨r Profil 2 in der zweiten
Spalte in (a - b) der Gleichstromwiderstand, in (c - d) die Aufladbarkeit, in (e - f)
die Relaxationszeit und in (g - h) der Frequenzexponent abgebildet.
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5.5. Diskussion der Inversionsergebnisse der
Felddaten
Die in Kapitel 5.4.4 gezeigten IP-Modelle werden im Folgenden diskutiert. In Kapitel
5.5.1 werden die dreidimensionalen Inversionsergebnisse des Algorithmus IP3DInv
mit den zweidimensionalen des Programms RES2DINV verglichen und Unterschie-
de diskutiert. Ein Vergleich mit den Ergebnissen vorheriger Messungen sowie eine
geologische Interpretation finden in Kapitel 5.5.2 statt.
5.5.1. Vergleich mit Ergebnissen der Inversion mit RES2DINV
Fu¨r den Vergleich der Inversionsergebnisse des 3D Inversionsalgorithmus IP3DInv
in Abbildung 5.28 und des 2D Inversionsprogramms RES2DINV in Abbildung 5.29
wird das Profil 1 aus Abbildung 5.4 betrachtet. RES2DINV berechnet die Integrierte
Aufladbarkeit M [ms] nach Gleichung (2.8), welche nur fu¨r einen Frequenzexponen-
ten von c = 1 mit der Cole-Cole Aufladbarkeit m [mVV ] u¨bereinstimmt. Es ist somit
lediglich ein Vergleich der polarisierbaren Bereiche und des Gleichstromwiderstands
mo¨glich.
Abbildung 5.29.: Dargestellt ist das Ergebnis der Inversion mit RES2DINV fu¨r den
Gleichstromwiderstand und die Aufladbarkeit fu¨r Profil 1. Profilmeter 20 entspricht
Profilmeter -31,25 in Abbildung 5.28 und Profilmeter 82,5 entspricht Profilmeter
31,25 in Abbildung 5.28.
Mit einemRMS = 0, 88% fu¨r die Inversion des Gleichstromwiderstands und einem
RMS = 0, 62% fu¨r das Inversionsergebnis der Aufladbarkeit M sind die Anpassung
der Messdaten mit denen durch IP3DInv mit 0,57% vergleichbar. Die Zahl der an-
gepassten Messdaten durch die Modelle unterscheidet sich jedoch mit 196 der 2D
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Inversion bzw. 1896 der 3D Inversion deutlich. Das in Abbildung 5.29 dargestellte
Modell erkla¨rt nur etwa ein Zehntel der Messdaten, welche das Modell in Abbildung
5.28 mit einer leicht besseren Anpassung erkla¨rt. Die Inversionsergebnisse des Pro-
gramms RES2DINV sind interpoliert dargestellt, was zu einem Verschmieren der
Schichtgrenzen fu¨hren kann.
Die Verteilung des Gleichstromwiderstands zeigt fu¨r beide Inversionsergebnisse
eine sehr a¨hnliche Struktur. Auch in Abbildung 5.29 ist ein oberfla¨chennaher, guter
Leiter mit Widersta¨nden um 120 Ωm bis knapp 2 m Tiefe zu erkennen. Es schließt
sich ein schlechter Leiter mit Widersta¨nden bis zu 600 Ωm bis in 5 m Tiefe an,
welcher zwischen x=-26,25 m (entspricht 25 m in Abbildung 5.29) und x=-16,25 m
(entspricht 35 m in Abbildung 5.29) ebenfalls unterbrochen ist. Es folgt ein guter
Leiter mit Widersta¨nden um 40 Ωm, welcher bis in eine Tiefe von etwa 18 m aufgelo¨st
wird. Die Inversionsergebnisse des Gleichstromwiderstands mit IP3DInv kann durch
die Inversion mit RES2DINV besta¨tigt werden.
Die aufgelo¨sten polarisierbaren Strukturen unterscheiden sich jedoch fu¨r beide
Inversionen. Bis in eine Tiefe von 3,5 m ist der Untergrund mit Aufladbarkeiten
M bis 10 ms gering polarisierbar. Kleinra¨umige Heterogenita¨ten, wie es die unre-
gelma¨ßige Korngro¨ßenverteilung bis in 4,5 m erwarten la¨sst, werden nicht darge-
stellt. Es schließt sich ein sta¨rker polarisierbarer Bereich an, welcher Aufladbarkei-
ten zwischen 10 ms und 35 ms entha¨lt. Ab einer Tiefe von 9 m zeigen beide Modelle
einen polarisierbaren Untergrund. Berechnet man M aus den Cole-Cole-Parametern
m ≈ 100 mVV und τ ≈ 0, 3 s in Abbildung 5.28 nach Gleichung (2.10), obwohl mit
c ≈ 0, 45 die Bedingung c = 1 nicht erfu¨llt ist, ergibt sich ein Wert von 30 ms, welcher
mit M aus Abbildung 5.29 na¨herungsweise u¨bereinstimmt. Aufgrund des zu kleinen
Frequenzexponenten c, kommt es zu einer U¨berscha¨tzung der Intergrierten Auflad-
barkeit, bei einer Berechnung aus den Cole-Cole-Parametern nach Gleichung (2.10).
Fu¨r eine sehr grobe Abscha¨tzung kann Gleichung (2.10) fu¨r die Inversionsergebnisse
in Abbildung 5.28 jedoch genutzt werden.
5.5.2. Vergleich mit anderen Messungen und geologische
Interpretation
Fu¨r den Vergleich des Ergebnis der Inversion mit IP3DInv in Abbildung 5.28 mit
denen von Go¨ßling (2004) und Nix (2005) wird Profil 2 genutzt. Der Vergleich der
Cole-Cole-Parameter mit den von Blaschek (2006) gezeigten und den Ergebnissen
von Ho¨rdt et al. (2007) findet fu¨r Profil 1 statt. Abschließend werden die Ergebnisse
der dreidimensionalen Inversion basierend auf dem Normalprofil in Abbildung 5.2
interpretiert. Die nur sehr kleinra¨umigen dreidimensionalen Strukturen bei einem
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grundsa¨tzlich eindimensionalem Aufbau des Untergrundes erlauben nach Kapitel
3.2.2 den Vergleich der Ergebnisse von 2D und 3D Inversionsprogrammen.
Vergleich der IP-Effekte und der Cole-Cole-Parameter fu¨r Profil 1
Die Verteilung des Gleichstromwiderstands aller drei Modelle zeigt einen a¨hnlichen
Verlauf. Sowohl Ma¨chtigkeiten als auch Widersta¨nde stimmen fu¨r die ersten zwei
Schichten gut u¨berein. Die Unterbrechung der zweiten Schicht in Abbildung 5.28
(a) wird in Abbildung 5.8 und in Abbildung 5.7 (oben) aufgrund der geringeren
Profilla¨nge nur zum Teil erfasst. So entspricht Profilmeter -16 in Abbildung 5.28
Profilmeter 10 in Abbildung 5.8. Profilmeter -16 in Abbildung 5.28 entspricht Pro-
filmeter 75 in Abbildung 5.7. Es folgt in allen drei Modellen ein guter Leiter in der
Tiefe, welcher sich in Abbildung 5.28 (a) aus zwei Schichten mit Widersta¨nden von
150 bzw. 40 Ωm zusammensetzt, und sehr gut mit der Schichtung in Abbildung 5.7
u¨bereinstimmt. Bei Blaschek (2006) handelt es sich um eine durchgehende Schicht
mit 80 Ωm.
Die Verteilung der Phase Φ in Abbildung 5.7 nach Ho¨rdt et al. (2007) und die der
Aufladbarkeit m in Abbildung 5.28 zeigen sehr a¨hnliche polarisierbare Strukturen.
Eine unregelma¨ßige Verteilung von polarisierbaren Bereichen, mit starken Hetero-
genita¨ten bis in eine Tiefe von etwa 4 m, ist in beiden Ergebnissen zu erkennen. Es
folgt in beiden Modellen ein Bereich geringer Polarisation, welcher durch IP3DInv
bis in eine Tiefe von 9 m aufgelo¨st wird. In Abbildung 5.7 liegt die untere Grenze
des schwach polariserbaren Bereichs bei etwa 10 m Tiefe.
Die Verteilung der Cole-Cole-Parameter in Abbildung 5.8 aus Blaschek (2006) und
der im Rahmen der vorliegenden Arbeit ermittelten Verteilung in Abbildung 5.28
sind unterschiedlich. Die ermittelten Aufladbarkeiten bis etwa 200 mVV ab einer Tiefe
von 9 m stimmen jedoch gut u¨berein. Auch der Wertebereich der Relaxationszeiten
stimmt mit bis zu 1 s bei Blaschek (2006) und mit bis zu 1,5 s in Abbildung 5.28
u¨berein. Die Verteilung des Frequenzexponenten wird gegensa¨tzlich aufgelo¨st. Die
maximalen Werte sind mit 0,4 bzw. 0,6 jedoch beide in einem realistischen Rahmen.
Vergleich des Gleichstromwiderstands fu¨r Profil 2
Die Verteilung des Widerstands der Inversionsergebnisse aus Go¨ßling (2004) und
Nix (2005) findet sich vereinfacht in Tabelle 5.1 und die Inversionsergebnisse des
Gleichstromwiderstands von IP3DInv in Abbildung 5.26 sind fu¨r Profil 2 in Tabelle
5.2 zusammengefasst.
Mit Gleichstromwidersta¨nden zwischen 60 bis 100 Ωm deckt der Widerstand
des Inversionsergebnis von IP3DInv, Profil 2 die der vorherigen Messungen sehr
110
5.5. Diskussion der Inversionsergebnisse der Felddaten
Tabelle 5.2.: Verteilung des Widerstands ρ fu¨r Profil 2. Die Oberkante der s-ten
Schicht wird mit ds [m] und der Widerstand der Schicht mit ρs [ Ωm ] bezeichnet.
d1 ρ1 d2 ρ2 d3 ρ3 d4 ρ4
IP3DInv, Profil 2 0 60 - 100 1,25 350 - 500 4 150 10,6 40
gut ab. Auch die Ma¨chtigkeit der ersten Schicht mit 1,25 m ist in sehr guter
U¨bereinstimmung mit den Ergebnissen der 2D Inversionen aus Tabelle 5.1. Der
Gleichstromwiderstand der zweiten Schicht liegt mit Werten von 350 bis 500 Ωm
ebenfalls innerhalb des Bereichs vorheriger Messungen. Auch die Unterkante dieser
Schicht wird mit 4 m als guter Mittelwert, der in Tabelle 5.1 zusammengefassten Er-
gebnisse, aufgelo¨st. Ab 4 m Tiefe ist das Inversionsergebnis fu¨r IP3DInv, Profil 2 in
sehr guter U¨bereinstimmung mit dem von Ho¨rdt et al. (2007). Es wird ein guter Lei-
ter mit 150 Ωm, gefolgt von einem guten Leiter mit 40 Ωm ab einer Tiefe von 10,6 m,
aufgelo¨st. Die im Rahmen der vorliegenden Arbeit durchgefu¨hrten Inversionen mit
IP3DInv in drei Dimensionen halten einem Vergleich mit 2D Inversionsergebnissen
vorheriger Messungen stand. Die aufgelo¨sten Strukturen des Gleichstromwiderstands
stimmen trotz des groben Gitters sehr gut u¨berein.
Geologische Interpretation
Die Verteilung des Gleichstromwiderstands in Abbildung 5.26 la¨sst sich sehr gut mit
dem Normalprofil in Abbildung 5.2 korrelieren. Der gute Leiter bis in einer Tiefe
von 1,25 m aus Abbildung 5.26 (a) stimmt mit dem gut durchfeuchteten Boden
in Abbildung 5.2 gut u¨berein. Der im Normalprofil folgende Mittelkies bis in eine
Tiefe von etwa 4,5 m kann mit der Schichtgrenze des schlechten Leiters in Abbildung
5.26 (b) korreliert werden. Auch die starken Inhomogenita¨ten aufgrund des steinigen
Mittelkieses spiegeln sich im Inversionsergebnis wieder. Der folgende Aquifer bis in
eine Tiefe von ca. 11 m im Normalprofil wird durch einen guten Leiter bis 10,6 m
Tiefe in Abbildung 5.26 (c) aufgelo¨st. Die Unterbrechungen der Tonlagerung in einer
Tiefe von etwa 11 m Tiefe, welche in den Bohrungen festgestellt wurden, zeigt sich
auch in Abbildung 5.26 (d) im Bereich von 0 bis -20 m in y-Richtung.
Die Heterogenita¨t der Cole-Cole-Parameter in den ersten vier Metern in Abbil-
dung 5.28 (c - h) kann durch die inhomogene Verteilung der Korngro¨ßen in dieser
Tiefenlage erkla¨rt werden. Zwischen 4 m und 9 m Tiefe liegt fu¨r Profil 1 ein Bereich
geringer Aufladbarkeit und fu¨r Profil 2 weiterhin eine heterogene Verteilung vor. Die
Verknu¨pfung dieser Tiefenlagen mit dem Normalprofil gestaltet sich als schwierig.
Ab etwa 9 m Tiefe zeigt sich eine gleichma¨ßige Verteilung mit Aufladbarkeiten m
111
5. Inversion von Felddaten aus Krauthausen
von etwa 150 mVV . Ein Wechsel von kleinen zu großen IP-Effekten ist aufgrund des
Wechsels von Kiesen im oberen zu Sanden im unteren Bereich in etwa 9 - 11 m Tiefe
zu erwarten (Blaschek, 2006). Geht man davon aus, dass die Aufladbarkeit m trotz
des geringen Frequenzexponenten nach Gleichung (2.10) in die Integrierte Auflad-
barkeit M umgerechnet werden kann, ergibt sich fu¨r eine Relaxationszeit von 0,25 s
eine Integrierte Aufladbarkeit M von 37 ms. Verglichen mit den Werten fu¨r Kies
und Alluvium in Tabelle 2.1 sind diese Werte zu groß. Jedoch wird in Gleichung
(2.10) c = 1 angenommen, was zu einer Verkleinerung von τ fu¨hren wu¨rde, so dass
eine U¨berscha¨tzung von M durch die Anwendung von Gleichung (2.10) realistisch
erscheint (siehe auch Kapitel 5.5.1). Der Vergleich von Feld- und Labordaten wird
generell als sehr schwierig eingescha¨tzt (Telford et al., 1990). Auch die hohe Konzen-
tration von Chloriden und Nitrat hat mo¨glicherweise eine Erho¨hung des IP-Effekts
zur Folge. Die Verteilung der Cole-Cole-Parameter kann sich unter Beru¨cksichtigung
der Umsta¨nde so ebenfalls mit dem Normalprofil korrelieren lassen und erscheint
glaubwu¨rdig.
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Der Inversionsalgorithmus IPInv von Ho¨nig and Tezkan (2007) wurde erfolgreich
auf drei Dimensionen erweitert. Durch das Anpassen der Programmstruktur, die
U¨bersetztung von Fortran 77 nach Fortran 95 und die Parallelisierung konnte eine
beachtliche Verku¨rzung der Rechenzeit realisiert werden. Die Laufzeit des Inversi-
onsalgorithmus in zwei Dimensionen in Fortran 77 betrug beispielsweise auf dem
Institutsrechner TERRA bei 27 Zeitpunkten je Transient und 200 Elektrodenkom-
binationen zwischen zwei und drei Wochen. Aufgrund der urspru¨nglichen, nicht par-
allelisierten Programmstruktur lief der Inversionsalgorithmus in zwei Dimensionen
nur auf einem Prozessorkern. Mit der aktuellsten Version von IP3DInv betra¨gt die
Rechenzeit der Inversion in drei Dimensionen fu¨r ansonsten identische Parameter
auf dem Institutsrechner TERRA maximal einen Tag. Aufgrund der vera¨nderten
Programmstruktur la¨uft der Algorithmus in der aktuellsten Version auf bis zu 16
Prozessorkernen parallel. Die maximale Anzahl der gleichzeitig nutzbaren Prozes-
sorkernen wird durch die Anzahl der Sender-Empfa¨nger-Kombinationen begrenzt.
Die Elektrodenpositionen wurden entfixt, so dass eine Kombination aller
Auslagenarten mo¨glich sind. Mit der msg-Norm wurde eine weitere Form der
Regularisierung implementiert, welche im Gegensatz zu der L1 und L2-Norm nicht
auf ein mo¨glichst glattes Modell hinzielt und besonders bei der Inversion von
blockfo¨rmigen Strukturen die Konvergenz deutlich verbessert.
Zur Erzeugung synthetischer Daten in drei Dimensionen wurde der Algorithmus
For3DIP entwickelt. Durch einen Vergleich mit der analytischen Lo¨sung und
von Transienten, u¨ber große Wertebereiche des zeitabha¨ngigen Widerstands,
untereinander, konnte der Algorithmus For3DIP in Kapitel 3.2 validiert werden.
Fu¨r das verwendete Gitter wurde fu¨r die verwendete Auslage ein Fehlerlevel von
5% festgestellt, welches bei der Inversion der Felddaten angewendet wurde. Studien
mit dreidimensionaler Untergrundstruktur zeigen, dass der Einfluss von Blo¨cken auf
die Form der Transienten unter Beru¨cksichtigung des 5%igen Fehlerlevels, ab einer
Entfernung in y-Richtung gro¨ßer als die Ausdehnung der Blo¨cke in y-Richtung,
vernachla¨ssigt werden kann. Fu¨r die verwendete Auslage werden kleinra¨umige
Auslagen sta¨rker von dreidimensionalen Strukturen im Untergrund beeinflusst
als Auslagen mit einer gro¨ßeren Gesamtla¨nge. Der beno¨tigte Abstand verkleinert
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sich mit abnehmender Sto¨rko¨rpergro¨ße und steigendem Gleichstromwiderstand
des Sto¨rko¨rpers. Aufgrund des nahezu eindimensionalen Untergrunds mit nur
sehr kleinen heterogenen Bereichen im Messgebiet kann man den Vergleich von
Ergebnissen der zweidimensionalen und dreidimensionalen Inversion rechtfertigen.
Die in Kapitel 3.2 vorwa¨rtsgerechneten Modelle konnten durch die Inversion mit
IP3DInv in Kapitel 4.4 reproduziert werden. Die sensitiven Bereiche entsprechend
der Coverage stimmen gut mit den ungefa¨hren Eindringtiefen und den aufgelo¨sten
Bereichen der IP-Parameter u¨berein. Die Wahl des Regularisierungsparameters
ist entscheidend fu¨r das Konvergenzverhalten der Inversion, und sollte durch
das L-Curve-Verfahren und einen visuellen Vergleich von Inversionsergebnissen
gewa¨hlter Regularisierungsparameter gestu¨tzt werden. Der Gleichstromwiderstand
konnte in allen durchgefu¨hrten Studien sehr gut reproduziert werden. Die Lage und
Ausdehnung dreidimensionaler Sto¨rko¨rper wird bei Verwendung der msg-Norm
sehr gut wiedergegeben. Auch die in Verbindung mit einer stark inhomogenen
Verteilung der Polarisation mo¨glichen negativen IP-Effekte, ko¨nnen mit dem Algo-
rithmus angepasst werden. Bei polariserbaren Sto¨rko¨rpern mit einem relativ zum
Hintergrund erho¨hten Gleichstromwiderstand kann es, aufgrund der zunehmenden
Maskierung der tiefer liegenden Modellbereiche fu¨r fru¨he Zeiten, zu Inversions-
artefakten kommen. Betroffen davon sind vor allem die Relaxationszeit und der
Frequenzexponent, wohingegen der Gleichstromwiderstand und die Aufladbarkeit
weniger stark beeinflusst werden. Auch IP Effekte mit einer geringen Aufladbarkeit
ko¨nnen ohne Beschra¨nkung fu¨r Relaxationszeit und Frequenzexponenten invertiert
werden, und liefern realistische Parameterkombinationen. Neben dem Cole-Cole
Modell wurde das Madden-Cantwell-Modell, welches mit einem c = 0, 25 fu¨r
die meisten Gesteine gut verwendet werden kann, sowie das Warburg- und das
Debye-Modell implementiert.
Die 1896 Zeitreihen, aufgezeichnet auf neun Profilen in Krauthausen, Ju¨lich im
Jahr 2012, konnten erfolgreich durch ein dreidimensionales IP-Modell des Unter-
grunds erkla¨rt werden (siehe Kapitel 5). Durch die Verwendung des Terrameter LS
und die Nutzung der neu entwickelten Preprocessing-Routine konnten Zeitpunkte
zwischen 10 und 3414 ms fu¨r die Inversion verwendet werden, so dass 2,5 Dekaden
abgedeckt wurden. Durch die Verwendung der fru¨hen Zeiten, welche die Dynamik
des Transienten besonders gut abdecken, konnten auch geringe Polarisationseffekte
realistisch aufgelo¨st werden. Die Inversion nach den IP-Parametern ist, durch die
Implementierung einer automatischen Wahl des Startwerts des Gleichstromwider-
stands und der Aufladbarkeit, zudem unabha¨ngig vom Startmodell. Die Inversion
konvergierte fu¨r alle gewa¨hlten Kombinationen von Relaxationszeit und Frequenzex-
ponent innerhalb des Definitionsbereichs. Die Inversionsergebnisse des Gleichstrom-
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widerstands stimmen sehr gut mit denen anderer Methoden u¨berein. Die Verteilung
der weiteren drei IP-Parameter stimmt mit den polarisierbaren Strukturen aufgelo¨st
durch die Frequenzbereichs-Messungen von Ho¨rdt et al. (2007) sehr gut u¨ber ein.
Der von Blaschek (2006) aufgelo¨ste Wertebereichen der IP-Parameter, nicht aber die
Verteilung im Untergrund, stimmt mit dem 3D IP-Inversionsergebnisse gut u¨berein.
Die im Rahmen der vorliegenden Arbeit durchgefu¨hrten IP-Inversionen von ganzen
Zeitreihen mit IP3DInv in drei Dimensionen halten einem Vergleich mit 2D Inver-
sionsergebnissen vorheriger Messungen stand und werden durch diese besta¨tigt.
Die Verteilung des Gleichstromwiderstands la¨sst sich sehr gut mit dem
geologischen Normalprofil des Messgebiets korrelieren. Die Heterogenita¨t der Cole-
Cole-Parameter in den ersten Metern kann durch die inhomogene Verteilung der
Korngro¨ßen in dieser Tiefenlage gut erkla¨rt werden. Mit zunehmender Tiefe zeigt
sich eine gleichma¨ßige Verteilung der IP-Parameter, was sich mit der homogeneren
Korngro¨ßenverteilung korrelieren la¨sst. Im Bereich von Profil 1 ist ein Wechsel
von einem unpolariserbaren zu einem polariserbaren Bereich in einer Tiefenlage
von etwa 9 m zuerkennen. Dieser la¨sst sich gut durch den Wechsel von Kiesen zu
Sanden im Normalprofil in etwa 10 m Tiefe erkla¨ren. Rechnet man die Aufladbarkeit
m na¨herungsweise in die integrierte Aufladbarkeit M um, ergeben sich Werte,
welche verglichen mit Literaturwerten zu hoch sind, aber in einem realistischen
Rahmen liegen. Die U¨berscha¨tzung kann an falschen Annahmen beim Umrechnen
der Aufladbarkeiten liegen oder durch die hohe Konzentration von Chloriden und
Nitrat im Messgebiet erkla¨rt werden.
Das Berechnen der Regularisierungsmatrix ist zeitlich proportional zum Quadrat
der Gitterzellenanzahl und ist in der aktuellen Version von IP3DInv der gro¨ßte
limitierende zeitliche Faktor. Das Beschleunigen dieser Berechnung ero¨ffnet die
Mo¨glichkeit der Nutzung feinerer Gitter und die genauere Auflo¨sung der Untergrund-
struktur. Besonders im Hinblick auf stark heterogene Messgebiete und kleinra¨umige
Strukturen scheint dies zuku¨nftig von großer Bedeutung.
Zur weiteren Verifizierung sollte der Inversionsalgorithmus auf Daten aus Mess-
gebieten mit ho¨heren Polarisationseffekten angewendet werden. Besonders der Ver-
gleich von verschiedenen Regularisierungsansa¨tzen und dem Konvergenzverhalten
kann so genauer fu¨r Messdaten untersucht werden. Die Anwendung von gleichma¨ßig
verteilten Elektrodenpositionen auf einem Raster, und die damit variableren Elek-
trodenkombinationen, wa¨re eine interessante Folgeuntersuchung. Mit dem Terra-
meter LS ko¨nnten so mo¨glicherweise sogar Messungen beispielsweise kreisfo¨rmiger
Profile realisiert werden. Ebenso wu¨rden sich Tracer-Experimente anbieten, welche





Wichtige in dieser Arbeit verwendete Variablen, ihre Bedeutung und Einheit sind
in der Tabelle A.1 aufgelistet.
Tabelle A.1.: Verwendete Variablen, ihre Bedeutung und Einheit
Name Bedeutung
A Kopplungskoeffizientenmatrix
acc Anzahl der IP-Modellparameter
ap Anzahl der Gitterparameter
at Anzahl der verwendeten Zeitpunkte
az Anzahl der Gitterzellen
αr Abszissenwerte des Filters mit den Filterkoeffizienten ζr
b Quelltermvektor [A/m3]
B magnetische Flussdichte [T=Vs/m2]
β Stabilisierungsparameter
C Coverage-Matrix
c Frequenzexponent im Cole-Cole Modell
c0− c6 Kopplungskoeffizienten
χ2 Quadratische Anpassung gewichtet mit dem Messfehler
d Strommoment einer elektrischen Quelle [Am]
D Messdatenvektor
δ Dirac-Funktion
E elektrische Feldsta¨rke [V/m]
 relative Standardabweichung
ε Dielektrizita¨tskonstante [As/Vm]  = r0
ε0 Dielektrizita¨tskonstante im Vakuum ≈ 8, 854 · 10−12 As/Vm
εr relative Dielektrizita¨tskonstante
f Gitterzellenabmessungen in x-Richtung
F Modelldatenvektor
FE Frequenzeffekt
g Gitterzellenabmessungen in y-Richtung
G Gla¨ttungsmatrix der lokalen Gla¨ttung
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γ Parameter der msg Regularisierung
H magnetische Feldsta¨rke [A/m]
h Gitterzellenabmessungen in z-Richtung
H(ω) frequensabha¨nigkeit des Sendestroms
H(t) Heavyside-Funktion
I Einheitsmatrix
I elektrische Stromsta¨rke [A]
im Anzahl der Gitterzellen in x-Richtung
ı
√−1
Ip elektrische Stromsta¨rke des prima¨ren Sendestroms [A]
J elektrischen Stromdichte [A/m2]
jm Anzahl der Gitterzellen in y-Richtung
K Transformationsmatrix
k Konfigurations- oder Geometriefaktor
L Iterationsnummer
L Untere Dreiecksmatrix der Cholesky-Zerlegung
km Anzahl der Gitterzellen in z-Richtung
λ Regularisierungsparameter
m Aufladbarkeit im Cole-Cole Modell
mL Modell des Untergrundes der Iteration L
δmL Modell-Update der Iteration L
MF Metallfaktor [S/m]
n Ionenkonzentration des Elektrolyts [1/m3]
Nd Anzahl der verwendeten Sender-Empfa¨nger-Kombinationen




p Nummer der aktuellen Sender-Empfa¨nger-Kombination
PFE Prozentualler Frequenzeffekt
Φ Phase der Frequenzbereichs-Messung [mrad]
Φ Ziel- bzw. Kostenfunktion
Φd(m) Funktion der Anpassung der Messdaten
Φd(m) zusa¨tzliche gefordertes Kriterium der Kostenfunktion
q elektrische Raumladungsdichte [C/m3=As/m3]
Q Quellterm
rel relatives Fehlerlevel [%]
r0 Ortsvektor [m]
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R(ω) Gesamtwiderstand der Ersatzschaltung [ωm]
R1 elektrolytisch leitender Anteil der Poren mit Ko¨rnern
R0 Parallelwiderstand von Poren ohne Sto¨rung [ωm]
ρ spezifischer elektrischer Widerstand [ Ωm ]
ρdc spezifischer Gleichstromwiderstand [ωm]
RMS Anpassung gewichtet mit dem Messwert (Root Mean Square Error)
S Sensitivita¨tsmatrix
s volumen-gewichtete Zellleitfa¨higkeiten
σ elektrische Leitfa¨higkeit [S/m]
t Zeit [s]
τ Relaxationszeit im Cole-Cole Modell [s]
τq finites Quelltermelement
U Spannung [V]
Up maximaler Spannungswert [V]
Us Spannungswert direkt nach dem Anschalten des Sendestroms [V]
V elektrisches Potential [V]
v Zellvolumen
W Fehler-Kovarianz-Matrix
wx, wy, wz Wichtungsparameter der Gla¨ttung in x-, y- und z-Richtung
x Kartesische Koordinate in horizontaler Richtung
x Potentialvektor
y Kartesische Koordinate in horizontaler Richtung
Zm Wirkung der Grenzschicht von Metall und Tonko¨rnern
z Kartesische Koordinate in vertikaler Richtung
ζr Filterkoeffizienten des Filters mit den Abszissenwerten αr
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B. Anhang zu Modellstudien mit
IP3DInvDC und IP3DInvIP (4.4)
Das Ergebnis der IP-Inversion aus Kapitel 4.4 fu¨r das Warburg-Modell mit c =
0, 5 ist in Abbildung B.1 dargestellt. Das IP-Modell mit einem zugrunde liegenden
Modell nach Debye mit c = 1 ist in Abbildung B.2 dargestellt. Die Abbildungen
sind analog zu Abbildung 4.7 aufgebaut.
121
B. Anhang zu Modellstudien mit IP3DInvDC und IP3DInvIP (4.4)
(a) ρdc (b) y=-10 m
(c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m


























































Abbildung B.1.: Verteilung der IP Modellparameter des Warburg Modells (c = 0, 5)
mit einem durchschnittlichen RMS = 1, 52%. Dargestellt sind der Gleichstromwi-
derstand ρdc (a-c), die Aufladbarkeit m (d-f), die Relaxationszeit τ (g-i) und der
Frequenzexponent c (j-l). In der ersten Spalte ist der innere Modellraum abgebildet,
in der zweiten Spalte ein vertikaler Schnitt bei y=-10 m und in der dritten Spal-
te ein horizontaler Tiefenschnitt bei z=5 m. Drei zusammengesetzte Zelltransienten
und die berechneten Zelltransienten sind in (m-o) abgebildet.
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(a) ρdc (b) y=-10 m
(c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c
(k) y=-10 m (l) z=5 m































































Abbildung B.2.: Verteilung der IP Modellparameter des Debye Modells (c = 1)
mit einem durchschnittlichen RMS = 5, 56%. Dargestellt sind der Gleichstromwi-
derstand ρdc (a-c), die Aufladbarkeit m (d-f), die Relaxationszeit τ (g-i) und der
Frequenzexponent c (j-l). In der ersten Spalte ist der innere Modellraum abgebildet,
in der zweiten Spalte ein vertikaler Schnitt bei y=-10 m und in der dritten Spal-
te ein horizontaler Tiefenschnitt bei z=5 m. Drei zusammengesetzte Zelltransienten
und die berechneten Zelltransienten sind in (m-o) abgebildet.
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C. Anhang zu IP-Inversion aller
Zellen (5.4.4)
Das Ergebnis der IP-Inversion aus Kapitel 4.4 fu¨r das Madden-Cantwell-Modell mit
c = 0, 25 ist in Abbildung C.1 dargestellt. Das Warburg-Modell mit c = 0, 5 ist
in Abbildung B.1 dargestellt. Das IP-Modell mit einem zugrunde liegenden Modell
nach Debye mit c = 1 ist in Abbildung B.2 dargestellt. Die Abbildungen sind analog
zu Abbildung 4.7 aufgebaut.
In Abbildung C.4 sind Vertikal- und Horizontalschnitte des Gleichstromwider-
stands der IP-Inversion mit dem Cole-Cole-Modell dargestellt. In Abbildung C.5
sind Vertikal- und Horizontalschnitte der Aufladbarkeit der IP-Inversion mit dem
Cole-Cole-Modell dargestellt. In Abbildung C.6 sind Vertikal- und Horizontalschnit-
te der Relaxationszeit der IP-Inversion mit dem Cole-Cole-Modell dargestellt. In
Abbildung C.7 sind Vertikal- und Horizontalschnitte des Frequenzexponenten der
IP-Inversion mit dem Cole-Cole-Modell dargestellt.
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(a) ρdc (b) y=-10 m (c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m



























































Abbildung C.1.: Verteilung der IP Modellparameter des Madden-Cantwell Modells.
Dargestellt sind der Gleichstromwiderstand ρdc (a-c), die Aufladbarkeit m (d-f), die
Relaxationszeit τ (g-i) und der Frequenzexponent c (j-l). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Drei
zusammengesetzte Zelltransienten und die berechneten Zelltransienten sind in (m-
o) abgebildet.
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(a) ρdc (b) y=-10 m (c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m























































Abbildung C.2.: Verteilung der IP Modellparameter des Warburg Modells. Dar-
gestellt sind der Gleichstromwiderstand ρdc (a-c), die Aufladbarkeit m (d-f), die
Relaxationszeit τ (g-i) und der Frequenzexponent c (j-l). In der ersten Spalte ist
der innere Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei
y=-10 m und in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Drei zu-
sammengesetzte Zelltransienten und die berechneten Zelltransienten sind in (m-o)
abgebildet.
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(a) ρdc (b) y=-10 m (c) z=5 m
(d) m (e) y=-10 m (f) z=5 m
(g) τ (h) y=-10 m (i) z=5 m
(j) c (k) y=-10 m (l) z=5 m





















































Abbildung C.3.: Verteilung der IP Modellparameter des Debye Modells. Dargestellt
sind der Gleichstromwiderstand ρdc (a-c), die Aufladbarkeit m (d-f), die Relaxati-
onszeit τ (g-i) und der Frequenzexponent c (j-l). In der ersten Spalte ist der innere
Modellraum abgebildet, in der zweiten Spalte ein vertikaler Schnitt bei y=-10 m und
in der dritten Spalte ein horizontaler Tiefenschnitt bei z=5 m. Drei zusammenge-
setzte Zelltransienten und die berechneten Zelltransienten sind in (m-o) abgebildet.
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(a) y=10 m (b) y=0 m
(c) y=-10 m (d) z=1 m
(e) z=3 m (f) z=5 m
(g) z=7 m (h) z=9 m
(i) z=11 m (j) z=13 m
Abbildung C.4.: Verteilung des Gleichstromwiderstands des Cole-Cole-Modells. Dar-
gestellt sind Vertikalschnitte bei y=10, 0 und -10 m und Horizontalschnitte bei z=1,
3, 5, 7, 9, 11 und 13 m. Der RMS der IP-Inversion betra¨gt 0,57%. 129
C. Anhang zu IP-Inversion aller Zellen (5.4.4)
(a) y=10 m (b) y=0 m
(c) y=-10 m (d) z=1 m
(e) z=3 m (f) z=5 m
(g) z=7 m (h) z=9 m
(i) z=11 m (j) z=13 m
Abbildung C.5.: Verteilung die Aufladbarkeit des Cole-Cole-Modells. Dargestellt sind
Vertikalschnitte bei y=10, 0 und -10 m und Horizontalschnitte bei z=1, 3, 5, 7, 9,
11 und 13 m. Der RMS der IP-Inversion betra¨gt 0,57%.
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(a) y=10 m (b) y=0 m
(c) y=-10 m (d) z=1 m
(e) z=3 m (f) z=5 m
(g) z=7 m (h) z=9 m
(i) z=11 m (j) z=13 m
Abbildung C.6.: Verteilung der Relaxationszeit des Cole-Cole-Modells. Dargestellt
sind Vertikalschnitte bei y=10, 0 und -10 m und Horizontalschnitte bei z=1, 3, 5, 7,
9, 11 und 13 m. Der RMS der IP-Inversion betra¨gt 0,57%.
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(a) y=10 m (b) y=0 m
(c) y=-10 m (d) z=1 m
(e) z=3 m (f) z=5 m
(g) z=7 m (h) z=9 m
(i) z=11 m (j) z=13 m
Abbildung C.7.: Verteilung des Frequenzexponenten des Cole-Cole-Modells. Darge-
stellt sind Vertikalschnitte bei y=10, 0 und -10 m und Horizontalschnitte bei z=1,
3, 5, 7, 9, 11 und 13 m. Der RMS der IP-Inversion betra¨gt 0,57%.
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D. Manual zu For3DIP
Der Algorithmus For3DIP berechnet fu¨r eine beliebige Elektrodenverteilung an der
Oberfla¨che oberhalb eines polarisibaren oder unpolarisierbaren dreidimensionalen
Untergrundes IP Transienten im Zeitbereich. Das Flussdiagramm zum Aufbau des
Programms in Abbildung D.1 beinhaltet die verwendeten Routinen, Ein- und Aus-
gabedateien.
D.1. Kompilieren und Ausfu¨hren
Der folgende Befehl wird zum Kompilieren des Programms For3DIP verwendet:
gfortran -fopenmp -mcmodel=large -o For3DIP For3DIP.f95 guppy.f95 dreid.f95
dirichlet.f95 sym.f95 cgpc.f95 skal.f95 ab.f95 eqsolv.f95
Der folgende Befehl wird zum Ausfu¨hren des Programms For3DIP verwendet:
./For3DIP
D.2. Aufbau des Programms For3DIP.f95
Im Folgenden wird der Aufbau des Programms For3DIP beschrieben.
Read forward model.mod and write forward *.mod for each
parameter
reading IP model Einlesen des Input-Files forward model.mod, welches das Git-
ter, die Blo¨cke und die entsprechenden Werte fu¨r Widerstand ρ, Aufladbarkeit m,
Relaxationszeit τ und Frequenzexponent c entha¨lt.
define rho,m,tau and c for each cell fu¨r jede Zelle werden Widerstand ρ,
Aufladbarkeit m, Relaxationszeit τ und Frequenzexponent c entsprechend des
Vorwa¨rtsmodells festgelegt.
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Abbildung D.1.: Aufbau des Programms For3DIP
writing forwardmodel for rho, m, tau and c fu¨r die Parameter Widerstand ρ, Auf-
ladbarkeit m, Relaxationszeit τ und Frequenzexponent c wird das Vorwa¨rtsmodell
(forward rho.mod, forward m.mod, forward tau.mod und forward c.mod) rausge-
schrieben
Calculating a resistivity model for each time point
using guppy.f95 to calculate a transient for each cell Die Subroutine guppy.f95
wird fu¨r jede Zelle aufgerufen und der zeitabha¨ngige Widerstand berechnet
write rhotp *.mod for each time point Fu¨r jeden Zeitpunkt wird
das zeitabha¨ngige Widerstandsmodell des Untergrundes herausgeschrieben
(rhotp *.mod).
134
D.3. Aufbau der einzelnen Subroutinen
forward calculation for each time point
reading tx and rx positions Die Sender- und Empfa¨ngerpositionen werden einge-
lesen (tx positions.txt, rx positions.txt).
lopp over timepoints Die Schleife u¨ber alle Zeitpunkte beginnt und die
zeitabha¨ngige Leitfa¨higkeit σ [Ωm] jeder Zelle wird unabha¨ngig von denen anderer
Zeitpunkten berechnet (Ho¨rdt et al., 2006).
forward calculation for each transmitter using dreid.f95 Fu¨r jede Senderposition
wird die Subroutine dreid.f95 aufgerufen und das Potential V jeder Zelle berechnet.
Das Potential an der Oberfla¨che wird fu¨r jede Senderposition gespeichert. Dieser Ab-
schnitt kann mittels der Variable num threads parallel auf mehreren Kernen laufen
(num threads ≤ Anzahl der Senderpositionen) .
calculation of the synthetic data-set Fu¨r jede Empfa¨ngerkombination rxij wird
die Potentialdifferenz ∆V fu¨r jeden Zeitpunkt t berechnet
write out transient for each electrodecombination Fu¨r jede Sender-Empfa¨nger-
Kombination wird der Transient im Output-File esynt*.rek rausgeschrieben.
D.3. Aufbau der einzelnen Subroutinen
Im Folgenden wird die genaue Umsetztung des in 3.1.4 erla¨uterten Vorgehens inner-
halb der verwendeten Subroutinen beschrieben.
D.3.1. Subroutine guppy.f95
Input / Output




abscissae values Abszissenwerte werden nach Guptasarma (1982) festgelegt
filter coefficients Filterkoeffizienten werden festgelegt
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loop of times Beginn der Schleife u¨ber alle Zeitpunkte [ms]
loop of frequencies Kreisfrequenzen werden berechnet nach 3.3
kernel function Berechnung des frequenzabha¨ngigen Widerstands der jeweiligen
Frequenz nach 3.1





Input aktuelle Senderpositionen, Koordinaten der Gitterpunkte in x-, y- und z-
Richtung, Anzahl der Zellen in x-, y- und z-Richtung, die zeitabha¨ngie Leitfa¨higkeit
jeder Zelle und die Nummer des aktuellen Senders
Output Potential aller Zellen fu¨r die aktuelle Senderposition und den aktuellen
Zeitpunkt
Aufbau
calculation of cell resistivities sigma for grid cells along the outer boundaries
Leitfa¨higkeiten der a¨ussersten Zellen werden gleich denen der benachbarten Zellen
gesetzt
calculation of grid spacings in x-direction (f(i)), y-direction (g(j)) and z-
direction (h(k)) Die Gitterzellenabmessungen in x-, y- und z-Richtung werden
berechnet
calculation of x(0), x(im+1), y(0), y(jm+1), z(0) and z(km+1) Koordinaten
der Randzellen werden berechnet
calculation of the auxiliary values s(i,j,k) for each grid cell volumen-gewichtete
Zellenleitfa¨higkeiten werden berechnet
136
D.3. Aufbau der einzelnen Subroutinen
calculation of the conductivities at the nodes Berechnung der Leitfa¨higkeiten
an den Gitterpunkten mit dem aritmetisches Mittel der acht angrenzenden volumen-
gewichteten Zellenleitfa¨higkeiten.
calculation of the conductivity gradients at the nodes Berechnung der
Leitfa¨higkeitsgradienten an den Gitterpunkten
calculation of the coefficients Berechnung der Kopplungskoeffizienten und des
Selbstkopplungskoeffizienten
calculation of the source terms Berechnung des Quellterms und speichern der
Quellterme in einer Matrix.
neumann boundary conditions at the surface (k=1) Die Kopplungskoeffizienten
an der Erde-Luft-Grenze werden nach der Neumann-Bedingung gesetzt
dirichlet boundary conditions at all other boundaries Die Subroutine dirich-
let.f95 wird auf gerufen und die Kopplungskoeffizienten der anderen Gittergrenzen
werden nach der Dirichlet-Bedingung gleich null gesetzt
renumbering of b and c die Kopplungskoeffizienten und Quellterme (Matrix)
werden als Vektoren gespeichert
determination of the positioning vectors for compact storage Festlegen der Po-
sitionsvektoren zum kompakten Speichern der Kopplungskoeffizientenmatrix, welche
nur aus sieben nicht-leeren Diagonalen besteht. Bei der spa¨teren Berechnungen kann
so gezielt auf die von null verschiedenen Eintra¨ge zugeriffen werden.
symmetrization of the coefficient matrix and solving the linear set of equations
by a preconditioned method of conjugate gradients according to schwarz Die
Subroutine sym.f95 wird aufgerufen und die Kopplungskoeffizientenmatrix symme-
trisiert. Die Subroutine cgpc.f95 wird aufgerufen und das lineare Gleichungssystem
Ax=b gelo¨st. Hierbei ist A die Kopplungskoeffizientenmatrix, x der Potentialvektor
und b Quelltermvektor.
conversion from the potentials stored in the vector vnum into the array vm
Der Potentialvektor x wird als Matrix abegespeichert.
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D.3.3. Subroutine dirichlet.f95
Nach Spitzer (1995) werden die Kopplungskoeffizienten der Gittergrenzen, welche
nicht die Erde-Luft-Grenze sind, nach der Dirichlet-Bedingung (V = 0) gleich null
gesetzt.
Input / Output
Input Anzahl der Zellen in x-, y- und z-Richtung
Output Kopplungskoeffizienten der Grenzfla¨chen
Aufbau
boundary y back (j=1) Die Kopplungskoeffizienten fu¨r y =∞ werden gleich null
gesetzt
boundary x left (i=1) Die Kopplungskoeffizienten fu¨r x = ∞ werden gleich null
gesetzt
boundary z down (k=km) Die Kopplungskoeffizienten fu¨r z = −∞ werden gleich
null gesetzt
boundary y front (j=jm) Die Kopplungskoeffizienten fu¨r y = −∞ werden gleich
null gesetzt
boundary x right (i=im) Die Kopplungskoeffizienten fu¨r x = −∞ werden gleich
null gesetzt
D.3.4. Subroutine sym.f95
Nach Spitzer (1995) werden die Matrix der Kopplungskoeffizienten A und der Quell-
terme b symmetrisiert und skaliert. Beide Seiten der Gleichung (3.32) werden mit




, so dass man ein a¨quivalentes Set an Glei-
chungen (3.33) erha¨lt.
Input / Output
Input Kopplungskoeffizienten (Vektor), Quellterme aller Zellen (Vektor) und An-
zahl der Zellen in x-, y- und z-Richtung
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Output Kopplungskoeffizienten (Vektor) und Quellterme aller Zellen (Vektor)
Aufbau
symmetrizing the rows 2 to im Symmetrisierung der Zeilen
symfaktµ = c2(µ− 1)/c1(µ) µ = 2, ..., im (D.1)
c0num(i) = c0num(i) ∗ symfakti (D.2)
...
c6num(i) = c6num(i) ∗ symfakti (D.3)
bnum(i) = bnum(i) ∗ symfakti (D.4)
symmetrizing the rows im+1 to im*jm Symmetrisierung der Zeilen
symfaktµ = c4(µ− im)/c3(µ) µ = im, ..., im ∗ jm (D.5)
symmetrizing the rows im*jm+1 to im*jm*km Symmetrisierung der Zeilen
symfaktµ = c6(µ− im ∗ jm+ 1)/c5(µ) µ = im ∗ jm+ 1, ..., im ∗ jm ∗ km
(D.6)
D.3.5. Subroutine cgpc.f95
Nach Spitzer (1995) wird lineare Gleichungssystem Ax=b gelo¨st. Hierbei ist A
die Kopplungskoeffizientenmatrix, x der Potentialvektor und b der Quelltermvektor.
Zum Lo¨sen des Gleichungssystems wird die preconditioned conjugate gradient
method (CGPC) genutzt. Es wird eine symmetric succsessiv overrelaxtion
(SSOR) durchgefu¨hrt.
Schwarz, H. R., 1991, Methode der finiten Elemente, Teubner Stuttgart
Die symmetrische, skalierte Kopplungskoeffizientenmatrix A kann als Summe
einer unteren Dreiecksmatrix E, einer oberen Dreiecksmatrix F = ET und einer
Einheitsmatrix I geschrieben werden
A = E + I + F (D.7)
Die Vorkonditionierungsmatrix M wird mittels der Matrix C berechnet, welche sich
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aus den von null verschiedenen Eintra¨gen des unteren Dreiecks von A zusammen-
setzt. $ bezeichnet einen Relaxationsfaktor und ist Element der reelen Zahlen.
M = CCT (D.8)
= (I +$E)(I +$F) (D.9)
Fu¨r den Potentialvektor x wird ein Startvektor angenommen und dieser iterativ
angepasst.
Input / Output
Input Kopplungskoeffizienten (Vektor), Positionsvektoren zum kompakten Spei-
chern, Quellterme aller Zellen (Vektor), Potential aller Zellen fu¨r die aktuelle Sen-
derposition (Vektor), Anzahl aller Zellen im Gitter und Anzahl der Zellen in x-, y-
und z-Richtung
Output Potential aller Zellen fu¨r die aktuelle Senderposition (Vektor)
Aufbau
determination of omega Relaxationsfaktor wird gleich 1,4 gesetzt
scaling of the coefficient matrix by weighting by c0num die Subroutine
skal.f95 wird aufgerufen und die Koeffizientenmatrix mit dem Selbstkopplungs-
koeffizienten skaliert.
first step of the iteration die Subroutine ab.f95 wird aufgerufen und die
Koeffizientenmatrix mit dem Potentialvektor multipliziert.
Das Startresidual rk wird berechnet r0 = b − Ax0 und die Suchrichtung pk
wird fu¨r die erste iteration gleich null gesetzt p−1 = 0. Der Gradient der
Suchrichtung % wird fu¨r die -1. Iteration gleich Eins gesetzt %−1 = 1
begin iteration loop Der Gradient der Suchrichtung %k wird zu Begin jeder
Iteration gleich des Residuals der aktuellen Iteration rk+1 gesetzt.
Die Subroutine eqsolv.f95 wird aufgerufen und das Gleichungssystem M%k = rk
mittels der Gauss Methode fu¨r ρk gelo¨st.
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Der Gradient der Suchrichtung %k wird mit dem transponierten Residual rk
multipliziert %k = rTk ρk. Das Verha¨ltnis des Gradienten der aktuellen und der





Die aktuelle Suchrichtung pk wird berechnet
pk = %k + βkpk−1. (D.11)
Die Subroutine ab.f95 wird aufgerufen und die Koeffizientenmatrix mit dem
Suchrichtungsvektor multipliziert Apk.
Der neue Residualvektor rk+1 und der neue Potentialvektor xk+1 werden mit




rk+1 = rk −αkApk (D.12)
xk+1 = xk +αkpk (D.13)
Die Variablen werden fu¨r die na¨chste Iteration u¨bergeben.
stopping criterion Das Gesamtresidual |r| wird berechnet |r| =
√∑imjmkm
i=1 rk+1(i).
Fa¨llt das Gesamtresidual unter einen festgelegten Grenzwert (z.B. 1 × 10−10) wird
die Berechnung des Potentialvektor xk abgebrochen.
rescaling Der Potentialvektor x wird aus a¨quivalenz Gru¨nden mit dem Skalie-
rungsfaktor d multipliziert
x = xd (D.14)
D.3.6. Subroutine skal.f95
Die Koeffizientenmatrix wird mit dem Selbstkopplungskoeffizienten nach Spitzer
(1995) skaliert.
A˜µν = dµAµνdν (D.15)
Dabei ist dµ = 1
√
Aµµ. Auch bµ wird mit dµ multipliziert und um die A¨quivalenz zu
erhalten wird xν mit dν multipliziert nachdem das Gleichungssystem gelo¨st wurde.
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Input / Output
Input Kopplungskoeffizienten (Vektor, Positionsvektoren zum kompakten Spei-
chern, Quellterme aller Zellen (Vektor), Anzahl aller Zellen im Gitter, Skalierungs-
faktor und Anzahl der Zellen in x-, y- und z-Richtung
Output Kopplungskoeffizienten (Vektor), Quellterme aller Zellen (Vektor) und
Skalierungsfaktor
Aufbau
scaling of all non zero elements by weighting by c0num Der Skalierungsfaktor






bnumµ = −d(µ)bnum(µ) (D.17)
c0numµ = −d(µ)c0num(µ)d(iposc0(µ)) (D.18)
... (D.19)
c6numµ = −d(µ)c6num(µ)d(iposc6(µ)) (D.20)
D.3.7. Subroutine ab.f95
Die Kopplungskoeffizientenmatrix A wird mit Potentialvektor x nach Spitzer (1995)
multipliziert.
Input / Output
Input Kopplungskoeffizienten (Vektor), Positionsvektoren zum kompakten Spei-
chern, Potential aller Zellen (Vektor) (erster Aufruf) / Suchrichtung aller Zellen
(Vektor) (zweiter Aufruf), Produkt der Multiplikation von Kopplungskoeffizienten
und Potential (erster Aufruf) / Produkt der Multiplikation von Kopplungskoeffizi-
enten und Suchrichtung (zweiter Aufruf), Anzahl aller Zellen im Gitter und Anzahl
der Zellen in x-, y- und z-Richtung
almax = Ax (D.21)
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Output Produkt der Multiplikation von Kopplungskoeffizientenmatrix und Poten-
tialvektor (erster Aufruf) / Produkt der Multiplikation von Kopplungskoeffizienten
und Suchrichtung (zweiter Aufruf)
Aufbau
multiplication of the matrix a by the vector x Die Kopplungskoeffizientenmatrix
wird mit Potentialvektor multipliziert.
almaxi = c5num(i) ∗ vnum(iposc5(i)) + c3num(i) ∗ vnum(iposc3(i))
+ c1num(i) ∗ vnum(iposc1(i)) + c0num(i) ∗ vnum(iposc0(i))
+ c2num(i) ∗ vnum(iposc2(i)) + c4num(i) ∗ vnum(iposc4(i))
+ c6num(i) ∗ vnum(iposc6(i)) (D.22)
D.3.8. Subroutine eqsolv.f95
Das Gleichungssystem Mρk = rk wird mittels der Gauss Methode nach Spit-
zer (1995) gelo¨st. Aufgrund der speziellen Form der Prekonditinierungsmatrix
M (Produkt einer Unteren- und Oberendreiecksmatrix) kann die Vorwa¨rts- und
Ru¨ckwa¨rtssubstitution der Gauss Methode besonders einfach erfolgen.
Input / Output
Input Kopplungskoeffizienten (Vektor), Positionsvektoren zum kompakten Spei-
chern, Residual, Anzahl aller Zellen im Gitter, Relaxationsfaktor und Anzahl der
Zellen in x-, y- und z-Richtung
Output Gradient der Suchrichtung
Aufbau
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Aufgrund der speziellen Form der Prekonditinierungsmatrix M kann die
Vorwa¨rtssubstitution einfach erfolgen.
sum = ω (c1(i) · r(iposc1(i)) + c3(i) · r(iposc3(i)) + c5(i) · r(iposc5(i))) (D.24)
r(i) = (r(i)− sum) (D.25)









Aufgrund der speziellen Form der Prekonditinierungsmatrix M kann die
Ru¨cksubstitution einfach erfolgen.
sum = ω (c2(i) · r(iposc2(i)) + c4(i) · r(iposc4(i)) + c6(i) · r(iposc6(i))) (D.27)
r(i) = (r(i)− sum) (D.28)
D.4. Input- und Output-Dateien
Der Aufbau und der Inhalt der verwendeten und erzeugten Dateien werden im Fol-
genden grundsa¨tzlich und an einem Beispiel erla¨utert.
D.4.1. forward model.mod Untergrundmodell
Entha¨lt
• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Anzahl der Modellblo¨cke (inkl. dem Hintergrundblock)
• Eckpunkte der Blo¨cke (inkl. des Hintergrundes, welcher immer als erstes stehen
muss und das gesamte Gitter umfassen muss)
• Werte fu¨r Widerstand, Aufladbarkeit, Relaxationszeit und Frequenzexponent
jedes Blocks
• Anzahl der Senderpositionen und der Empfa¨nger pro Sender
• Anzahl der Zeitpunkte
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Beispiel mit einem Block:
Hintergund (muss immer zu erst stehen und das gesamte Gitter abdecken): von
-130,36 m bis 130,36 m in x-Richtung, von -77,03 m bis 77,03 m in y-Richtung, von
0 m bis 196,16 m in z-Richtung, ρ = 100, 00 Ωm, m = τ = c = 0
1. Block: von -5,00 m bis 5,00 m in x-Richtung, von -5 m bis 5 m in y-Richtung, von
2,60 m bis 6,37 m in z-Richtung, ρ = 10, 00 Ωm, m = 1, 00, τ = 0.5, c = 0.25
forward model.mod
95 27 24 (Anzahl der Zellen in x-, y-, z - Richtung )
-130.36 -97.77 -73.33 -55.00 -53.75 -52.50 -51.25 -50.00 -48.75 -47.50
-46.25 -45.00 -43.75 -42.50 -41.25 -40.00 -38.75 -37.50 -36.25 -35.00
-33.75 -32.50 -31.25 -30.00 -28.75 -27.50 -26.25 -25.00 -23.75 -22.50
-21.25 -20.00 -18.75 -17.50 -16.25 -15.00 -13.75 -12.50 -11.25 -10.00
-8.75 -7.50 -6.25 -5.00 -3.75 -2.50 -1.25 0.00 1.25 2.50
3.75 5.00 6.25 7.50 8.75 10.00 11.25 12.50 13.75 15.00
16.25 17.50 18.75 20.00 21.25 22.50 23.75 25.00 26.25 27.50
28.75 30.00 31.25 32.50 33.75 35.00 36.25 37.50 38.75 40.00
41.25 42.50 43.75 45.00 46.25 47.50 48.75 50.00 51.25 52.50
53.75 55.00 73.33 97.77 130.36 (x - Gitterkoordinaten)
-77.03 -53.33 -36.67 -25.00 -22.50 -20.00 -17.50 -15.00 -12.50 -10.00
-7.50 -5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00
17.50 20.00 22.50 25.00 36.67 53.33 77.03 (y - Gitterkoordinaten)
0.42 1.02 1.74 2.60 3.64 4.88 6.37 8.17 10.32 12.90
15.99 19.71 24.16 29.51 35.93 43.64 52.88 63.98 77.29 93.26
112.43 135.43 163.04 196.16 (z - Gitterpunktkoordinaten)
2 (Anzahl der Modellblo¨cke )
1 95 1 27 1 24 (x-, y-, z - Eckgitterpunkte des Hintergrundes)
44 52 12 16 4 7 (x-, y-, z - Eckgitterpunkte des 1. Blocks )
100.000000 0.000000 0.000000 0.000000 (rho,m,tau, c des Hintergrundes)
10.000000 1.000000 0.500000 0.250000 (rho,m,tau, c des 1. Blocks)
68 7 (Anzahl der Senderpositionen und Empfa¨nger pro Sender)
27 (Anzahl der Zeitpunkte)
D.4.2. tx positions.txt Empfa¨ngerpositionen
siehe E.4.2
D.4.3. rx positions.txt Empfa¨ngerpositionen
siehe E.4.5
D.4.4. forward rho.mod Untergrundmodell des Widerstands
Entha¨lt
• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
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• Werte fu¨r Widerstand jeder Zelle
Beispiel mit einem Block:
Hintergund: von -130,36 m bis 130,36 m in x-Richtung, von -77,03 m bis 77,03 m in
y-Richtung, von 0 m bis 196,16 m in z-Richtung, ρ = 100, 00 Ωm
1. Block: von -5,00 m bis 5,00 m in x-Richtung, von -2,50 m bis 2,50 m in y-Richtung,
von 2,60 m bis 6,37 m in z-Richtung, ρ = 10, 00 Ωm
forward rho.mod
95 27 24 (Anzahl der Zellen in x-, y-, z - Richtung)
-130.36 -97.77 -73.33 -55.00 -53.75 -52.50 -51.25 -50.00 -48.75 -47.50
-46.25 -45.00 -43.75 -42.50 -41.25 -40.00 -38.75 -37.50 -36.25 -35.00
-33.75 -32.50 -31.25 -30.00 -28.75 -27.50 -26.25 -25.00 -23.75 -22.50
-21.25 -20.00 -18.75 -17.50 -16.25 -15.00 -13.75 -12.50 -11.25 -10.00
-8.75 -7.50 -6.25 -5.00 -3.75 -2.50 -1.25 0.00 1.25 2.50
3.75 5.00 6.25 7.50 8.75 10.00 11.25 12.50 13.75 15.00
16.25 17.50 18.75 20.00 21.25 22.50 23.75 25.00 26.25 27.50
28.75 30.00 31.25 32.50 33.75 35.00 36.25 37.50 38.75 40.00
41.25 42.50 43.75 45.00 46.25 47.50 48.75 50.00 51.25 52.50
53.75 55.00 73.33 97.77 130.36 (x - Gitterkoordinaten)
-77.03 -53.33 -36.67 -25.00 -22.50 -20.00 -17.50 -15.00 -12.50 -10.00
-7.50 -5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00
17.50 20.00 22.50 25.00 36.67 53.33 77.03 (y - Gitterkoordinaten)
0.42 1.02 1.74 2.60 3.64 4.88 6.37 8.17 10.32 12.90
15.99 19.71 24.16 29.51 35.93 43.64 52.88 63.98 77.29 93.26
112.43 135.43 163.04 196.16 (z - Gitterpunktkoordinaten)
100.000000 100.000000 ... insgesamt 94 (x-1) mal ... 100.000000
100.000000 100.000000 ... insgesamt 94 (x-1) mal ... 100.000000
...
...
insgesamt 23 (z-1) mal
...
100.000000 100.000000 ... insgesamt 94 (x-1) mal ... 100.000000
...
100.000000 100.000000 ... insgesamt 94 (x-1) mal ... 100.000000

Insgesamt 26 (y-1) mal
D.4.5. forward m.mod Untergrundmodell des Aufladbarkeit
Entha¨lt
• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Werte fu¨r Aufladbarkeit jeder Zelle
siehe auch forward rho.mod
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D.4.6. forward tau.mod Untergrundmodell der Relaxationszeit
Entha¨lt
• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Werte fu¨r die Relaxationszeit jeder Zelle
siehe auch forward rho.mod
D.4.7. forward c.mod Untergrundmodell des
Frequenzexponenten
Entha¨lt
• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Werte fu¨r den Frequenzexponent jeder Zelle
siehe auch forward rho.mod




• Anzahl der Zellen in x-, y- und z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Werte fu¨r zeitabha¨ngigen Widerstand jeder Zelle
rhotp 0054.mod
95 27 24 (Anzahl der Zellen in x-, y-, z-Richtung)
-130.36 -97.77 -73.33 -55.00 -53.75 -52.50 -51.25 -50.00 -48.75 -47.50
-46.25 -45.00 -43.75 -42.50 -41.25 -40.00 -38.75 -37.50 -36.25 -35.00
-33.75 -32.50 -31.25 -30.00 -28.75 -27.50 -26.25 -25.00 -23.75 -22.50
-21.25 -20.00 -18.75 -17.50 -16.25 -15.00 -13.75 -12.50 -11.25 -10.00
-8.75 -7.50 -6.25 -5.00 -3.75 -2.50 -1.25 0.00 1.25 2.50
3.75 5.00 6.25 7.50 8.75 10.00 11.25 12.50 13.75 15.00
16.25 17.50 18.75 20.00 21.25 22.50 23.75 25.00 26.25 27.50
28.75 30.00 31.25 32.50 33.75 35.00 36.25 37.50 38.75 40.00
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41.25 42.50 43.75 45.00 46.25 47.50 48.75 50.00 51.25 52.50
53.75 55.00 73.33 97.77 130.36 (x-Gitterkoordinaten)
-77.03 -53.33 -36.67 -25.00 -22.50 -20.00 -17.50 -15.00 -12.50 -10.00
-7.50 -5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00
17.50 20.00 22.50 25.00 36.67 53.33 77.03 (y-Gitterkoordinaten)
0.42 1.02 1.74 2.60 3.64 4.88 6.37 8.17 10.32 12.90
15.99 19.71 24.16 29.51 35.93 43.64 52.88 63.98 77.29 93.26
112.43 135.43 163.04 196.16 (z-Gitterpunktkoordinaten)
99.999992 99.999992 ... insgesamt 94 (x-1) mal ... 99.999992
99.999992 99.999992 ... insgesamt 94 (x-1) mal ... 99.999992
...
...
insgesamt 23 (z-1) mal
...
99.999992 99.999992 ... insgesamt 94 (x-1) mal ... 99.999992
...
99.999992 99.999992 ... insgesamt 94 (x-1) mal ... 99.999992

Insgesamt 26 (y-1) mal
D.4.9. esynth001.rek, ... , esynth476.rek Transienten der
Elektrodenkombinationen
Entha¨lt
• Header (entha¨lt keinen relevanten Inhalt)
• Anzahl der Zeitpunkte im Output-File
• Zeitpunkte [ms,s], Potentialdifferenz des jeweiligen Zeitpunkts [V] und Fehler
der Potentialdifferenz [V]
esynth001.rek
syntheti 12.00 K 0 11200 1 33 6
9.000 0.000 15.000 0.000 24.000 0.000
12.0 0.0 0.00 1.0 6.0 1.0
0.512E+00 0.410E+01 0.10E-02 512
0.000E+00 6.00 0.100E+01
59 0.00 0 0





47 Anzahl der Zeitpunkte im Output-File
P
Zeitpunkt [ms] Zeitpunkt [s] Potentialdifferenz [V] Fehler der Potentialdifferenz [V]
1 0.1000E-02 0.0000E+00 0.0000E+00 0.0000E+00
2 0.2000E-02 0.0000E+00 0.0000E+00 0.0000E+00
...
39 0.3981E+02 0.0000E+00 0.0000E+00 0.0000E+00
46 0.4642E+02 0.0000E+00 0.0000E+00 0.0000E+00
54 0.5412E+02 0.1265E+01 0.1265E+01 0.0001E+00
63 0.6310E+02 0.1265E+01 0.1265E+01 0.0001E+00
...
2928 0.2929E+04 0.1265E+01 0.1265E+01 0.0001E+00
3414 0.3415E+04 0.1265E+01 0.1265E+01 0.0001E+00
Platzhalter fu¨r nicht berechnete Zeitpunkte
berechnete Zeitpunkte
D.5. Variablen
Die verwendeten Variablen der einzelnen Routinen, ihre Bedeutung und das verwen-
dete Format werden in diesem Abschnitt aufgelistet.
D.5.1. for3DIP.f95
Tabelle D.1.: Variablen der Routine for3DIP.f95
Name Bedeutung Format
blco Nummer des Eckgitterpunktes in x-, y-, z-Richtung der Blo¨cke i4
blnr Anzahl der verwendeten Blo¨cke im Modell i4
blpa Widerstand, Aufladbarkeit, Relaxationszeit und Frequenzexponent jedes Blocks f14.6
eleccomb Name der akutellen Elektrodenkombination a
esynth Potentialdifferenz f
i Laufvariable i4
ico1, ico2 aktuelle Enmpfa¨ngerposition i
iep Laufvariable i
im Anzahl der Zellen in x-Richtung i4
iq1, iq2 aktuelle Senderpositionen i
j Laufvariable i4
jm Anzahl der Zellen in y-Richtung i4
k Laufvariable i4





nt Anzahl der Zeitpunkte i4
numre Empfa¨nger pro Sender i4
numspr Anzahl der Senderpositionen i4
para Widerstand, Aufladbarkeit, Relaxationszeit und Frequenzexponent jeder Zelle f
rhotp zeitabha¨ngiger Widerstand jeder Zelle f
rxpos Empfa¨ngerpositionen i
sigma zeitabha¨ngige Leitfa¨higkeit jeder Zelle f
timepoint Name des aktuellen Zeitpunkts a
tp Laufvariable i
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txpos Senderpositonen i
vm Potential aller Zellen fu¨r die aktuelle Senderposition f
vsurf Potential an der Oberfla¨che fu¨r jede Senderposition f
x Koordinaten der Gitterpunkte in x-Richtung f9.2
y Koordinaten der Gitterpunkte in y-Richtung f9.2
z Koordinaten der Gitterpunkte in z-Richtung f9.2
D.5.2. guppy.f95






h Kernel Funktion c
i Laufvariable i
it Zeitpunkt in ms i
nf Anzahl der Frequenzen (=21) i
nt Anzahl der Zeitpunkte i
r Widerstand f
rhos zeitabha¨ngiger Widerstand f
tau Relaxationszeit f
D.5.3. dreid.f95
Tabelle D.3.: Variablen der Routine dreid.f95
Name Bedeutung Format
b Quellterme aller Zellen (Matrix) f
bnum Quellterme aller Zellen (Vektor) f
c0-c6 Kopplungskoeffizienten (Matrix) f
c0num-c6num Kopplungskoeffizienten (Vektor) f
dsigdx,dsigdy,dsigdz Leitfa¨higkeitsgradienten in x-,y- und z-Richtung f
f Gitterzellenabmessungen in x-Richtung f
g Gitterzellenabmessungen in y-Richtung f
h Gitterzellenabmessungen in z-Richtung f
i Laufvariable i
iposc0-iposc6 Positionsvektoren zum kompakten Speichern i
iq1, iq2 aktuelle Senderpositionen i
im Anzahl der Zellen in x-Richtung i4
imjmkm Anzahl aller Zellen des Gitters i
j Laufvariable i
jm Anzahl der Zellen in y-Richtung i4
k Laufvariable i
km Anzahl der Zellen in z-Richtung i4
m Nummer der aktuellen Senderpsoition i
q1,q2 Quellterme f
s Volumen-gewichtete Zellleitfa¨higkeit f
sigma zeitabha¨ngige Leitfa¨higkeit jeder Zelle f
sigman zeitabha¨ngige Leitfa¨higkeit der Gitterpunkte f
term Gesamtvolumen der angrenzenden Zellen eines Gitterpunktes f
vm Potential aller Zellen fu¨r die aktuelle Senderposition (Matrix) f
vnum Potential aller Zellen fu¨r die aktuelle Senderposition (Vektor) f
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x Koordinaten der Gitterpunkte in x-Richtung f9.2
y Koordinaten der Gitterpunkte in y-Richtung f9.2
z Koordinaten der Gitterpunkte in z-Richtung f9.2
D.5.4. dirichlet.f95
Tabelle D.4.: Variablen der Routine dirichlet.f95
Name Bedeutung Format
c1-c4,c6 Kopplungskoeffizienten f
im Anzahl der Zellen in x-Richtung i4
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
D.5.5. sym.f95
Tabelle D.5.: Variablen der Routine sym.f95
Name Bedeutung Format
bnum Quellterme aller Zellen (Vektor) f
c0num-c6num Kopplungskoeffizienten (Vektor) f
i Laufvariable i
im Anzahl der Zellen in x-Richtung i4
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
symfakt Symmetriefaktor f
D.5.6. cgpc.f95
Tabelle D.6.: Variablen der Routine cgpc.f95
Name Bedeutung Format
alphan Hilfsvariable f
amalx Produkt der Multiplikation von Kopplungskoeffizienten und Potential f
amalp Produkt der Multiplikation von Kopplungskoeffizienten und Suchrichtung f
betan Verha¨ltnis der Gradienten der Suchrichtung der aktuellen
und vorherigen Iteration f
bnum Quellterme aller Zellen (Vektor) f
c0num-c6num Kopplungskoeffizienten (Vektor) f
im Anzahl der Zellen in x-Richtung i4
imjmkm Anzahl aller Zellen des Gitters i
iposc0-iposc6 Positionsvektoren zum kompakten Speichern i
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
omega Relaxationsfaktor f
pn Suchrichtung f
pnm1 Suchrichtung der vorherigen Iteration f
rhonm1 Gradient der Suchrichtung der vorherigen Iteration f
rhon Gradient der Suchrichtung f
rn Residual vom Quellterm zum Produkt Kopplungskoeffizientenmatrix
und Potentialvektor f
rnp1 Residualvektor der folgenden Iteration f
rnp1abs Gesamtresidual f
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ron Gradient der Suchrichtung f
sigman Hilfsvariable f
vnum Potential aller Zellen (Vektor) f
vnump1 Potential aller Zellen der na¨chsten Iteration (Vektor) f
D.5.7. skal.f95
Tabelle D.7.: Variablen der Routine skal.f95
Name Bedeutung Format
bnum Quellterme aller Zellen (Vektor) f
c0num-c6num Kopplungskoeffizienten (Vektor) f
d Skalierungsfaktor f
im Anzahl der Zellen in x-Richtung i4
imjmkm Anzahl aller Zellen des Gitters i
iposc0-iposc6 Positionsvektoren zum kompakten Speichern i
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
D.5.8. ab.f95
Tabelle D.8.: Variablen der Routine ab.f95
Name Bedeutung Format
almax Produkt der Multiplikation von Kopplungskoeffizienten und Potential
(erster Aufruf) / von Kopplungskoeffizienten und Suchrichtung (zweiter Aufruf) f
c0num-c6num Kopplungskoeffizienten (Vektor) f
i Laufvariable i
im Anzahl der Zellen in x-Richtung i4
imjmkm Anzahl aller Zellen des Gitters i
iposc0-iposc6 Positionsvektoren zum kompakten Speichern i
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
vnum Potential (Vektor) (erster Aufruf) / Suchrichtung (Vektor) (zweiter Aufruf) f
D.5.9. eqsolv.f95
Tabelle D.9.: Variablen der Routine eqsolv.f95
Name Bedeutung Format
c1num-c6num Kopplungskoeffizienten (Vektor) f
i Laufvariable i
im Anzahl der Zellen in x-Richtung i4
imjmkm Anzahl aller Zellen des Gitters i
iposc1-iposc6 Positionsvektoren zum kompakten Speichern i
jm Anzahl der Zellen in y-Richtung i4
km Anzahl der Zellen in z-Richtung i4
omega Relaxationsfaktor f
rn Residual vom Quellterm zum Produkt Kopplungskoeffizientenmatrix
und Potentialvektor / Gradient der Suchrichtung f
sum fu¨r die Substitutionen genutzte Summe f
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Der Algorithmus IP3DInvDC invertiert fu¨r eine beliebige Elektrodenverteilung an
der Oberfla¨che oberhalb eines polarisibaren oder unpolarisierbaren dreidimensiona-
len Untergrundes IP Transienten im Zeitbereich. Das Flussdiagramm zum Aufbau
des Programms in Abbildung E.1 beinhaltet die verwendeten Routinen, Ein- und
Ausgabedateien.
E.1. Kompilieren und Ausfu¨hren
Der folgende Befehl wird zum Kompilieren des Programms IP3DInvDC verwendet:
gfortran -fopenmp -mcmodel=large -O3 -g -o IP3DInv_DC IP3DInv_DC.f95
spline.f95 ab.f95 splint.f95 reawri.f95 dirichlet.f95 sym.f95
cgpc.f95 skal.f95 eqsolv.f95 dreid.f95 readin.f95 wrtdat.f95 wrtrms.f95
choldc.f95 cholsl.f95 wrtmod.f95 wrtcover.f95
Der folgende Befehl wird zum Ausfu¨hren des Programms IP3DInvDC verwendet:
./IP3DInv_DC
Schnell-Anleitung
Die wa¨hlbaren Variablen sind in den Zeilen 34 und 63-96 von IP3DInv DC.f95 zu
finden.
• Anzahl der gefixten Zellen in x-, y- und z-Richtung (ishift, jshift, kshift):
Es sollten in x- und y-Richtung mindestens 2 Zellen vor bzw. nach der ersten
und der letzten Elektrodenposition verwendet werden. In z-Richtung sollten
mindestens zwei Zellen unterhalb der abgescha¨tzten Eindringtiefe flexibel sein.
• Maximale Anzahl der Iterationen festlegen (itnmax):
Fu¨r die Inversion des letzten Zeitpunkts sind meist 30 Iterationen ausreichend.
Fu¨r die Inversion aller Zeitpunkte reichen meist schon 3-5 Iterationen aus,
vorallem bei einer U¨berschreibung des Startmodells.
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• Startwerte der Regularisierungsparameter β und τ festlegen (taustart, be-
tastart):
Die Startwerte sollten nach dem L-Curve-Verfahren gewa¨hlt werden. Fu¨r einen
ersten U¨berblick ist meist die Wahl von a¨hnlichen Werten zwischen 1-10 hilf-
reich. Je gro¨ßer β gewa¨hlt wird, desto sta¨rker werden A¨hnlichkeiten zum Start-
modell belohnt. Ein großes τ fu¨hrt zu stark gegla¨tteten Modellen.
• Verkleinerungs-Faktor jeder Itertaion fu¨r β und τ festlegen (betafactor, tau-
factor):
Die Werte sollten zwischen 1-2 gewa¨hlt werden. Ein Wert von 1,35 hat sich in
der Praxis als gut erwiesen.
• Art der Regularisierung und γ, falls msg-Regularisierung gewa¨hlt, festlegen
(regutype, msgbeta):
Bei einer startstrukturierten Struktur ist die msg-Regularisierung hilfreich.
Je kleiner γ desto weniger aber beliebig starke Kontraste im Modell werden
forciert.
• Gla¨ttungsfaktoren in x-,y- and z-Richtung festlegen (wx, wy, wz):
Die Wahl einer großen Gla¨ttung in x- und y-Richtung bei kleiner Gla¨ttung in
z-Richtung fu¨hrt zu geschichteten Untergrundmodellen.
• Prozentualles Fehlerlevel festlegen (errlev):
Entsprechend synthetischer Studien kann ein prozentualles Fehlerlevel auf alle
Messdaten aufaddiert werden (z.B. 5%).
• Ersten und letzten zu nutzenden Zeitpunkt festlegen (ft, lt):
Fu¨r die Inversion des letzten Zeitpunktes werden z.B. ft=lt=47 gewa¨hlt (bei
47 Zeitpunkten). Fu¨r die Inversion des 8. bis zum 47. Zeitpunkt werden ft=8
und lt=47 gewa¨hlt.
• Wa¨hlen ob der durchschnittliche scheinbare Widerstand als homognes Start-
modell genutzt werden soll (ifaver):
1: aus allen gemessenen Potentialdifferenzen wird ein durchschnittlicher schein-
barer Widerstand berechnet und als Startmodell ein homogener Halbraum mit
diesem Wert verwendet. 0: das Startmodell aus start.mod wird verwendet.
• Wa¨hlen ob start.mod nach jeder Itertation durch das neue Modell ersetzt wer-
den soll (ifstart):
1: start.mod wird nach jeder Iteration mit dem neuen Modell u¨berschrieben
(fu¨r die Inversion aller Zeitpunkte sinnvoll). 0: Es wird immer das Startmodell
aus start.mod verwendet.
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Abbildung E.1.: Aufbau des Programms IP3DInvDC
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E.2. Aufbau des Programms IP3DInv DC.f95
Im Folgenden wird der Aufbau des Programms IP3DInvDC beschrieben, welches
das in 4.2 beschriebene Vorgehen umsetzt.
E.2.1. define parameter, read fielddata and startmodell
define regularisation parameter Die Art der lokalen Regularisierung und die
Startwerte der Regularisierungsparameter werden festgesetzt. Ein gleichma¨ßiges,
prozentualles Fehlerlevel kann festgelegt werden. Der erste und der letzte zu be-
rechnende Zeitpunkt wird festgelegt.
set regularisation switch Der Merker fu¨r die erste Iteration des ersten Zeitpunkts
wird als wahr gesetzt.
read start.ini-file Die Anzahl der Transienten, Sender und Empfa¨nger je Sender
wird aus der Datei start.ini eingelesen. Die Namen der Dateien der Transienten der
einzelnen Sender-Empfa¨nger-Kombinationen werden eingelesen.
electrode positions and geometry factor Die Sender- und Empfa¨ngerpositionen
werden aus tx positions.txt eingelesen und der k-Faktor jeder Auslage entsprechend
(3.38) berechnet.
begin loop over timepoints
read fielddata Beginn der Schleife u¨ber alle Zeitpunkte vom letzten zum ersten
zu berechenden Zeitpunkt. Die Subroutine readin.f95 wird aufgerufen und die
Transienten aller Sender-Empfa¨nger-Kombinationen eingelesen. Ein gleichma¨ßiges
prozentualles Fehlerlevel wird auf die prozentuallen Messfehler aufaddiert.
calculate error covarience matrix rddinv = diag(1/dev(i)ˆ2) Die Fehler-
Kovarianz-Matrix wird aus den relativen Standardabweichungen berechnet.
set flags for unique calculations Die Merker fu¨r die erste Itertation jedes Zeit-
punkts, fu¨r die erste Sender-Empfa¨nger-Kombination der ersten Iteration jedes Zeit-
punkts, fu¨r die erste Sender-Empfa¨nger-Kombination jeder Iteration jedes Zeit-
punkts und fu¨r jede Iteration jedes Zeitpunkts werden als „wahr” gesetzt.
set up regularization parameter for the first iteration Die Regularisierungspa-
rameter werden fu¨r jeden Zeitpunkt auf den Startwert gesetzt.
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set up rmsold for first iteration Fu¨r jeden Zeitpunkt wird fu¨r die erste Iteration
der RMS und χ2 auf einen Startwert gesetzt.
read header, coordinates of electrodes and grid nodes, resistivity codes and
resistivities of horizontal layers from start.mod-file Das Startmodell wird aus
start.mod eingelesen. Die Anzahl der Gitterzellen in x-, y-, z-Richtung, die Koordi-
naten der Gitterpunkte und die Widersta¨nde bzw. Leitfa¨higkeiten der Zellen werden
gespeichert.
store resistivity Die Anzahl der Gitterpunkte, der Gitterzellen, der freien Git-
terzellen und der Sender-Empfa¨nger-Kombinationen wird berechnet. Fu¨r die erste
Iteration werden die Widersta¨nde der Gitterzellen als Vektoren gespeichert.
begin loop over iterations
Die Leitfa¨higkeiten des Modells der aktuellen Iteration werden als Matrix gespei-
chert.
only for m = 1: store reduced vectors (istore=.true.) Fu¨r die erste Sender--
Empfa¨nger-Kombination der ersten Iteration werden die Leitfa¨higkeiten aller freien
Zellen des Startmodells in komprimierter Form abgespeichert. Fu¨r die erste Sender-
Empfa¨nger-Kombination jeder Iteration werden die Leitfa¨higkeiten aller freien Zellen
des aktuellen Modells in komprimierter Form abgespeichert. Der Merker fu¨r die
erste Sender-Empfa¨nger-Kombination jeder Iteration jedes Zeitpunkts und der fu¨r
die erste Sender-Empfa¨nger-Kombination der ersten Iteration jedes Zeitpunkts wird
als „falsch” gesetzt.
E.2.2. calculation of the synthetic data-set
Die aktuellen Senderpositionen werden festgelegt, dabei werden alle Sender- und
Empfa¨ngerpostionen durchlaufen. Fu¨r jede Senderposition wird dreid.f95 aufgeru-
fen und die durch Stromeinspeisung an diesen Positionen erzeugten Potentiale aller
Zellen berechnet.
store surface values (k=1) Die Oberfla¨chenpotentiale werden gespeichert.
calculate potential gradients in x,y and z direction Der Gradient des Potentials
aller Zellen in x-, y- und z-Richtung wird fu¨r jede Sender-Empfa¨nger-Kombination
berechnet. Der Merker fu¨r die erste Sender-Empfa¨nger-Kombination der na¨chsten
Iteration wird „wahr“ gesetzt.
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calculation of the synthetic data-set Die Empfa¨ngerpositionen werden
aus rx positions.txt eingelesen. Die Potentialdifferenz jeder Sender-Empfa¨nger--
Kombination wird entsprechend (3.37) aus den berechneten Potentialen des aktuel-
len Modells berechnet.
E.2.3. calculate the error vector
Der logarithmische RMS und χ2 der aktuellen Iteration werden berechnet.
write out data (synthetic and field data) for each iteration Die Subroutine wrt-
dat.f95 wird aufgerufen und die berechneten Potentialdifferenzen des Modells der
aktuellen Iteration werden mit den Messdaten und der linearen Differenz zwischen
gemessenen und berechneten Daten in model*.dat geschrieben.
write out the rms error for the former iteration Die Subroutine wrtrms.f95
wird aufgerufen und die berechneten Fehler RMS und χ2 werden in model*.rms
geschrieben.
control if rms gets smaller with this iteration and apply smaller model update
if rms > rmsold (decrease model change by factor = 0.5) Es wird kontrolliert,
ob der Fehler des aktuellen Modells kleiner ist als der des vorherigen. Hat sich
die Anpassung verschlechtert, wird das Modell in entgegengesetzte Richtung mit
der halben Schrittweite korrigiert. Die Iteration wird mit dem neuen Modell erneut
durchgefu¨hrt. Ist χ2 jedoch unter 1,0 gefallen wird die Inversion beendet, da die
Daten innerhalb der Fehler angepasst wurden.
E.2.4. calculation of the (log) sensitivity matrix df i/dm
j*m j/f i
Die Sensitivita¨tsmatrix wird fu¨r jede Sender-Empfa¨nger-Kombination fu¨r alle Zellen
berechnet
(E.1)




Durch Aufaddieren der Sensitivita¨ten der einzelnen Sender-Empfa¨nger-Kom-
binationen wird die Coverage-Matrix und die auf Zellgro¨ße und Maximalwert nor-
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voli,j,k · amax . (E.2)
Die Subroutine wrtcover.f95 wird aufgerufen und die Coverage-Matrizen werden
in model*cov und model*nor ausgegeben.
set up beta and tau for each iteration Die Regularisierungsparameter der lokalen
und globalen Regularisierung werden fu¨r die folgende Iteration verringert.
calculate weighted a transpose ∗ a Das Produkt der mit den Standardabwei-
chungen gewichteten Sensitivita¨tsmatrix mit der transponierten Sensitivita¨tsmatrix
wird berechnet
aTp · rddinvT rddinv · a (E.3)
E.2.5. stabilize inversion with smoothness constraint
calculate regularization matrix only at the first iteration Fu¨r die erste Iteration
wird die lokale Regularisierungsmatrix berechent.
calculate dx Die Gla¨ttungsmatrix in x-Richtung wird berechnet. Nur die Haupt-
diagonale und die erste obere Nebendiagonale enthalten dabei von null verschiedene
Werte und unterscheiden sich nur durch das Vorzeichen.
calculate dy Die Gla¨ttungsmatrix in y-Richtung wird berechnet. Nur die Haupt-
diagonale und die (im*km)-te obere Nebendiagonale enthalten dabei von null ver-
schiedene Werte und unterscheiden sich nur durch das Vorzeichen.
calculate dz Die Gla¨ttungsmatrix in z-Richtung wird berechnet. Nur die Haupt-
diagonale und die im-te obere Nebendiagonale enthalten mit ±1 von null verschie-
dene Werte und unterscheiden sich nur durch das Vorzeichen.
calculate dxt * dx + dzt * dz Die Gla¨ttungsmatrizen in x-, y- und z-Richtung
werden zu einer gemeinsamen Gla¨ttungsmatrix zusammengefasst
reg = wx · dxTdx + wy · dyTdy + wz · dzTdz (E.4)
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stabilize: (hessian + beta*I) Das Produkt der mit den Standardabweichungen
gewichteten Sensitivita¨tsmatrix mit der transponierten Sensitivita¨tsmatrix wird mit
den Regularisierungen stabilisiert:
aTp · rddinvT rddinv · a + τ · reg + β · I (E.5)
E.2.6. calculate gradient weighted
calculate deltaw = rddinv * delta Die Abweichung der berechneten und der
gemessenen Potentialdifferenz wird mit der Fehler-Kovarianz-Matrix gewichtet.
deltaw = rddinv · delta2 (E.6)
calculate at * deltaw + tau * ltl * (mj - m0) Das Modellupdate wird berechnet.
Dabei kann zwischen der L1-, L2- oder msg-Norm gewa¨hlt werden. Zuerst wird der
Beitrag jeder Sender-Empfa¨nger-Kombination berechnet
grad = a · deltaw · kfac|kfac| (E.7)
Die Multiplikation mit dem Betrag des Geometriefaktors ermo¨glicht eine gemeinsa-
me Verarbeitung von Dipol- und Gradientenauslagen. Da fu¨r eine Dipolauslage ein
negativer Gradientenbeitrag und fu¨r alle anderen Auslagen ein positiver Gradien-
tenbeitrag beno¨tigt wird.
dm = grad + τ · reg · (ln(sigitr)− ln(sigi0r)) L1-Norm (E.8)
dm = grad + τ · reg · (ln(sigitr)− ln(sigi0r))2 L2-Norm (E.9)
dm = grad + τ · reg · (ln(sigitr)− ln(sigi0r))
2
(ln(sigitr)− ln(sigi0r))2 +msgbeta msg-Norm (E.10)
Das Modell-Update wird u¨ber die Beitra¨ge der einzelnen Sender-Empfa¨nger-Kom-
binationen und die regularisierte Differenz des aktuellen Modells und des Startmo-
dells jeder Zelle berechnet.
solution of (hessian + beta * I) * dm = -grad Die Subroutine choldc.f95
wird aufgerufen und die positiv definierte, symmetrische Matrix ata wird mittels
der Cholesky-Zerlegung in eine untere und eine obere Dreiecksmatrix zerlegt. Die
untere Dreiecksmatrix wird in den Nebendiagonalen von ata und einem zusa¨tzlichen
Vektor p abgespeichert, welcher die Hauptdiagonalelemente der untere Dreiecksma-
trix entha¨lt.
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Die Subroutine cholsl.f95 wird aufgerufen und das Lineare Gleichungssystem
wird durch Ru¨cksubstitution gelo¨st.
model update includes a limitation of the model update to one decade Das
Modell-Update wird durchgefu¨hrt. Die Widersta¨nde jeder Zelle des Modells werden
fu¨r die na¨chste Iteration entsprechend des berechneten Modell-Updates erho¨ht oder
reduziert. Die maximale A¨nderung ist dabei auf eine Dekade beschra¨nkt, so dass zu
große Modell-Spru¨nge vermieden werden.
rhoit = 1sigitr · dm (E.11)
write out the model for next iteration Die Subroutine wrtmod.f95 wird aufge-
rufen und das Modell der na¨chten Iteration wird rausgeschrieben.
prepare for next iteration Der Merker fu¨r jede Iteration jedes Zeitpunkts wird als
”wahr“ gesetzt und der fu¨r die 1. Sender-Empfa¨nger-Kombination der 1. Iteration
jedes Zeitpunkts als ”falsch“.
end loop over iterations
end loop over timepoints
E.3. Aufbau der einzelnen Subroutinen
Im Folgenden wird die genaue Umsetztung des in 4.2 erla¨uterten Vorgehens inner-
halb der verwendeten Subroutinen beschrieben.
E.3.1. Subroutine readin.f95
Input / Output
Input Dateiname des *.rek-Files der aktuellen Sender-Empfa¨nger-Kombination
Output die Potentialdifferenz und der jeweilige Fehler des aktuellen Zeitpunkts
der aktuellen Sender-Empfa¨nger-Kombination
Aufbau
read line 1 of .rek file header Die erste Zeile des Headers wird eingelesen
(Informationen werden nicht verwendet)
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...
read line 11 - 15 of .rek file header Die 11. bis 15. Zeile des Headers wird
eingelesen (Informationen werden nicht verwendet)
read line 16 of .rek file header Die Anzahl der Zeitpunkte wird eingelesen.
read line 17-19 of .rek file header Die 17. bis 19. Zeile des Headers wird eingelesen
(Informationen werden nicht verwendet)
read data (line 20-end) Die Zeitpunkte in [ms] und [s], die Potentialdifferenz und
der Fehler jedes Zeitpunkts werden eingelesen.
output storage Der entsprechende Zeitpunkt, die dazugeho¨rige Potentialdifferenz



















Input die Nummer der vorherigen Iteration, aktueller Zeitpunkt, berechneten Po-
tentialdifferenzen des Modells der aktuellen Iteration, die Messdaten und die lineare
Differenz zwischen gemessenen und berechneten Daten
Output -
Aufbau
Die Nummer der Sender-Empfa¨nger-Kombination, die berechneten Potentialdiffe-
renzen des Modells der aktuellen Iteration, die Messdaten und die lineare Differenz
zwischen gemessenen und berechneten Daten werden fu¨r alle Sender-Empfa¨nger-
Kombinationen in model*.dat rausgeschrieben.
E.3.10. Subroutine wrtrms.f95
Input / Output
Input berechneter RMS und χ2 des Modells der aktuellen Iteration, die Nummer
der vorherigen Itertaion und des aktuellen Zeitpunkts
Output -
Aufbau




Input Die Gitterzellengro¨ßen in x-, y- und z-Richtung, die Anzahl der Zellen in
x-, y- und z-Richtung, die Coverage-Matrix, die vorherige Iterationsnummer, der
aktuelle Zeitpunkt
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Output -
Aufbau
Die Gitterzellengro¨ßen in x-, y- und z-Richtung, die Anzahl der Zellen in x-, y- und
z-Richtung und die Coverage-Matrix werden in model*.cov rausgeschrieben. Die auf




Input Das Produkt der Transponierten der gewichteten mit der Sensiti-
vita¨tsmatrix, die Anzahl der Gitterpunkte und die Anzahl der freien Gitterzellen
Output Die untere Dreiecksmatrix und die Hauptdiagonale der Unteren Dreiecks-
matrix nach Cholesky-Zerlegung
Aufbau
Die Matrix A wird in eine untere L und in eine obere Dreiecksmatrix LT zerlegt
[Press et al. (1992)] . Aufgrund der positiv definierten, symmetrischen Form von A
kann die Transponierte der unteren Dreiecksmatrix als obere Dreiecksmatrix defi-
niert werden.
L · LT = A (E.12)
Teilweise wird diese Art der Zerlegung auch als ”ziehen der Quadratwurzel aus der
Matrix A“ bezeichnet. Die Cholesky-Zerlegung ist um einen Faktor zwei schneller



















j = i+ 1, i+ 2, ..., N. (E.14)
Die Eintra¨ge der unteren Dreiecksmatrix werden in den unteren Nebendiagonalen
der Matrix A abgespreichert und zum Berechnen nur die Elemente der oberen Ne-
bendiagonalen und der Hauptdiagonalen von A verwendet. Es muss somit nur ein
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zusa¨tzlicher Vektor mit den Hauptdiagonalelementen der unteren Dreiecksmatrix
abgespeichert werden, was neben der geringeren Laufzeit ein weiterer Vorteil ist.
E.3.13. Subroutine cholsl.f95
Input / Output
Input Das Produkt der Transponierten der gewichteten mit der Sensiti-
vita¨tsmatrix, die untere Dreiecksmatrix der Cholesky-Zerlegung, die Anzahl der
Gitterpunkte, die Anzahl der freien Gitterzellen, die Hauptdiagonale der Unteren
Dreiecksmatrix nach Cholesky-Zerlegung und das Modell-Update jeder Zelle
Output Das Modell-Update jeder Zelle
Aufbau
Das Gleichungssystem A · x = b mit der in E.3.12 zerlegten Matrix A wird durch
Ru¨cksubstitution gelo¨st [Press et al. (1992)].






















berechnet. Hierbei wird nur der Vektor x neu belegt, so dass fu¨r alle weiteren Itera-
tionen A auch fu¨r andere b nicht erneut berechnet werden muss.
E.3.14. Subroutine wrtmod.f95
Input / Output
Input Die Gitterzellengro¨ßen in x-, y- und z-Richtung, die Anzahl der Zellen in




Die Gitterzellengro¨ßen in x-, y- und z-Richtung, die Anzahl der Zellen in x-, y- und
z-Richtung und die Widersta¨nde der Zellen werden in model*.mod rausgeschrieben.
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E.4. Input- und Output-Dateien
Der Aufbau und der Inhalt der verwendeten und erzeugten Dateien werden im Fol-
genden grundsa¨tzlich und an einem Beispiel erla¨utert.
E.4.1. start.ini Dateinamen der Transienten-Files
Entha¨lt
• Anzahl der Sender-Empfa¨nger-Kombinationen, Anzahl der Sender, Anzahl der
Empfa¨nger je Sender
• Name der *.rek-Files jeder einzelnen Sender-Empfa¨nger-Kombination
Beispiel mit 269 Sendern und je 7 Empfa¨ngern:
start.ini
1883 269 7 (Anzahl der *.rek-Files, der Sender und der Empfa¨nger je Sender)






esyn1883.rek (Name des *.rek-Files der letzten Sender-Empfa¨nger-Kombination )
E.4.2. tx positions.txt Sender- und Empfa¨ngerpositionen
Entha¨lt
• Elektrodenpositionen aller verwendeten Sender und Empfa¨nger
Beispiel mit 269 Sendern und je 7 Empfa¨ngern:
tx positions.txt
9 9 1 43 9 1 (Elektrodenposition des 1. Senders)
12 9 1 16 9 1 (Elektrodenposition des 1. Empfa¨ngers des 1. Senders)
20 9 1 24 9 1 (Elektrodenposition des 2. Empfa¨ngers des 1. Senders)
28 9 1 32 9 1
36 9 1 40 9 1
16 9 1 20 9 1
24 9 1 28 9 1
32 9 1 36 9 1 (Elektrodenposition des 7. Empfa¨ngers des 1. Senders)
5 9 1 29 9 1 (Elektrodenposition des 2. Senders)
10 9 1 12 9 1 (Elektrodenposition des 1. Empfa¨ngers des 2. Senders)
...
27 19 1 28 19 1 (Elektrodenposition des 7. Empfa¨ngers des 268. Senders)
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31 19 1 40 19 1 (Elektrodenposition des 269. Senders)
32 19 1 33 19 1 (Elektrodenposition des 1. Empfa¨ngers des 269. Senders)
33 19 1 34 19 1
34 19 1 35 19 1
35 19 1 36 19 1
38 19 1 39 19 1
37 19 1 38 19 1
36 19 1 37 19 1 (Elektrodenposition des 7. Empfa¨ngers des 269. Senders)





• Anzahl der Zellen in x-, y-, z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Widerstand jeder Zelle
Beispiel mit einem homogenen Halbraum:
start.mod
0 50 25 20 start modell (Anzahl der Zellen in x-, y-, z-Richtung )
0 0 0 0 0 0 ↙(x-Gitterkoordinaten)
-200.00 -103.00 -70.00 -58.00 -51.25 -48.75 -46.25 -43.75 -41.25 -38.75
-36.25 -33.75 -31.25 -28.75 -26.25 -23.75 -21.25 -18.75 -16.25 -13.75
-11.25 -8.75 -6.25 -3.75 -1.25 1.25 3.75 6.25 8.75 11.25
13.75 16.25 18.75 21.25 23.75 26.25 28.75 31.25 33.75 36.25
38.75 41.25 43.75 46.25 48.75 51.25 58.00 70.00 103.00 200.00
-100.00 -43.00 -32.00 -27.00 -20.00 -17.50 -15.00 -12.50 -10.00 -7.50
-5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00 17.50
20.00 27.00 32.00 43.00 100.00 (y-Gitterkoordinaten)
0.00 1.25 2.50 4.00 5.50 7.14 8.79 10.60 12.40 14.38
16.35 18.52 20.69 22.86 25.43 30.64 36.34 50.00 150.00 200.00
10.000000 10.000000 ... insgesamt 94 (x-1) mal ... 10.000000 ↖
(z-Gitterkoordinaten)
10.000000 10.000000 ... insgesamt 94 (x-1) mal ... 10.000000
...
...
insgesamt 23 (z-1) mal
...
10.000000 10.000000 ... insgesamt 94 (x-1) mal ... 10.000000
...
10.000000 10.000000 ... insgesamt 94 (x-1) mal ... 10.000000

Insgesamt 26 (y-1) mal
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E.4.5. rx positions.txt Empfa¨ngerpositionen
Entha¨lt
• Elektrodenpositionen aller verwendeten Empfa¨nger
Beispiel mit 269 Sendern und je 7 Empfa¨ngern:
rx positions.txt
12 9 1 16 9 1 (Elektrodenposition des 1. Empfa¨ngers des 1. Senders)
20 9 1 24 9 1 (Elektrodenposition des 2. Empfa¨ngers des 1. Senders)
28 9 1 32 9 1
36 9 1 40 9 1
16 9 1 20 9 1
24 9 1 28 9 1
32 9 1 36 9 1 (Elektrodenposition des 7. Empfa¨ngers des 1. Senders)
10 9 1 12 9 1 (Elektrodenposition des 1. Empfa¨ngers des 2. Senders)
...
27 19 1 28 19 1 (Elektrodenposition des 7. Empfa¨ngers des 268. Senders)
32 19 1 33 19 1 (Elektrodenposition des 1. Empfa¨ngers des 269. Senders)
33 19 1 34 19 1
34 19 1 35 19 1
35 19 1 36 19 1
38 19 1 39 19 1
37 19 1 38 19 1
36 19 1 37 19 1 (Elektrodenposition des 7. Empfa¨ngers des 269. Senders)
E.4.6. model*.dat berechnete Potentialdifferenzen
Entha¨lt
• Nummern der Sender-Empfa¨nger-Kombinationen, die berechneten Potential-
differenzen des Modells der aktuellen Iteration, die Messdaten und die lineare
Differenz zwischen gemessenen und berechneten Daten
Beispiel mit 269 Sendern und je 7 Empfa¨ngern:
model*.dat
(Nummer der Sender-Empfa¨nger-Kombination , Differenz von berechenten und gemessenen
Potentialdifferenz, berechente Potentialdifferenz, gemessene Potentialdifferenz,
Fehler der Potentialdifferenz)
1 -0.004051 0.007989 0.012040 0.020000 -0.000482 (des 1. Empfa¨ngers des 1. Senders)
2 -0.000435 0.001256 0.001691 0.020000 -0.000068 (des 2. Empfa¨ngers des 1. Senders)
...
7 -0.000860 0.002257 0.003117 0.020000 -0.000125 (des 7. Empfa¨ngers des 1. Senders)
8 -0.000962 0.002375 0.003337 0.020000 -0.000133 (des 1. Empfa¨ngers des 2. Senders)
...
1883 -0.002360 0.004785 0.007145 0.020000 -0.000286 (des 7. Empfa¨ngers des 269. Senders)
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E.4.7. model*.rms berechnete Fehler
Entha¨lt
• berechnete Fehler RMS und χ2 des Modells der aktuellen Iteration






• Anzahl der Zellen in x-, y-, z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Coverage jeder Zelle
Beispiel mit einem homogenen Halbraum:
model*.cov
0 50 25 20 start modell (Anzahl der Zellen in x-, y-, z-Richtung )
0 0 0 0 0 0 ↙(x-Gitterkoordinaten)
-200.00 -103.00 -70.00 -58.00 -51.25 -48.75 -46.25 -43.75 -41.25 -38.75
-36.25 -33.75 -31.25 -28.75 -26.25 -23.75 -21.25 -18.75 -16.25 -13.75
-11.25 -8.75 -6.25 -3.75 -1.25 1.25 3.75 6.25 8.75 11.25
13.75 16.25 18.75 21.25 23.75 26.25 28.75 31.25 33.75 36.25
38.75 41.25 43.75 46.25 48.75 51.25 58.00 70.00 103.00 200.00
-100.00 -43.00 -32.00 -27.00 -20.00 -17.50 -15.00 -12.50 -10.00 -7.50
-5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00 17.50
20.00 27.00 32.00 43.00 100.00 (y-Gitterkoordinaten)
0.00 1.25 2.50 4.00 5.50 7.14 8.79 10.60 12.40 14.38
16.35 18.52 20.69 22.86 25.43 30.64 36.34 50.00 150.00 200.00
0.277934 0.350344 ... insgesamt 94 (x-1) mal ... 0.393606 ↖
(z-Gitterkoordinaten)
0.536239 0.544945 ... insgesamt 94 (x-1) mal ... 0.586908
...
...
insgesamt 23 (z-1) mal
...
0.000000 0.000000 ... insgesamt 94 (x-1) mal ... 0.000000
...
0.000000 0.000000 ... insgesamt 94 (x-1) mal ... 0.000000

Insgesamt 26 (y-1) mal
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E.4.9. model*.nor
Entha¨lt
• Anzahl der Zellen in x-, y-, z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• auf Zellgro¨ße und Maximalwert normierte Coverage jeder Zelle
Beispiel mit einem homogenen Halbraum: Siehe E.4.8
E.4.10. model*.mod
Entha¨lt
• Anzahl der Zellen in x-, y-, z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Widerstand jeder Zelle
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Beispiel mit einem homogenen Halbraum:
model*.mod
0 50 25 20 start modell (Anzahl der Zellen in x-, y-, z-Richtung )
0 0 0 0 0 0 ↙(x-Gitterkoordinaten)
-200.00 -103.00 -70.00 -58.00 -51.25 -48.75 -46.25 -43.75 -41.25 -38.75
-36.25 -33.75 -31.25 -28.75 -26.25 -23.75 -21.25 -18.75 -16.25 -13.75
-11.25 -8.75 -6.25 -3.75 -1.25 1.25 3.75 6.25 8.75 11.25
13.75 16.25 18.75 21.25 23.75 26.25 28.75 31.25 33.75 36.25
38.75 41.25 43.75 46.25 48.75 51.25 58.00 70.00 103.00 200.00
-100.00 -43.00 -32.00 -27.00 -20.00 -17.50 -15.00 -12.50 -10.00 -7.50
-5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00 17.50
20.00 27.00 32.00 43.00 100.00 (y-Gitterkoordinaten)
0.00 1.25 2.50 4.00 5.50 7.14 8.79 10.60 12.40 14.38
16.35 18.52 20.69 22.86 25.43 30.64 36.34 50.00 150.00 200.00
0.277934 0.350344 ... insgesamt 94 (x-1) mal ... 0.393606 ↖
(z-Gitterkoordinaten)
0.536239 0.544945 ... insgesamt 94 (x-1) mal ... 0.586908
...
...
insgesamt 23 (z-1) mal
...
0.000000 0.000000 ... insgesamt 94 (x-1) mal ... 0.000000
...
0.000000 0.000000 ... insgesamt 94 (x-1) mal ... 0.000000

Insgesamt 26 (y-1) mal
E.5. Variablen
Die verwendeten Variablen der einzelnen Routinen, ihre Bedeutung und das verwen-
dete Format werden in diesem Abschnitt aufgelistet.
E.5.1. IP3DInvDC.f95
Tabelle E.1.: Variablen der Routine IP3DInvDC.f95
Name Bedeutung Format
a Sensitivita¨tsmatrix f
aw mit den Standardabweichungen gewichtete Sensitivita¨tsmatrix f
ata Produkt der Transponierten der gewichteten mit der Sensitivita¨tsmatrix f
betastart Startwert des globalen Regularisierungsparameters f
beta globaler Gla¨ttungsparameter f
chi Quadratischer Fehler der Inversion gewichtet mit dem Messfehler f
chiold Startwert des χ2 fu¨r jeden Zeitpunkt f
cover Coverage-Matrix f
dat Potentialdifferenz des aktuellen Zeitpunkts [V] f
delta Differenz zwischen gemessenen und berechenten Potentialdifferenzen f
delta2 Differenz logarithmierter gemessener und berechenter Potentialdifferenzen f
delta2 gewichtete Differenz logarithmierter gemessener und berechenter Potentialdifferenzen f
dev relative Standardabweichung der Potentialdifferenz des aktuellen Zeitpunkts [V] f
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dm Modell-Update jeder Zelle f
dx Gla¨ttungsmatrix in x-Richtung f
dy Gla¨ttungsmatrix in y-Richtung f
dz Gla¨ttungsmatrix in z-Richtung f
epx Gradient des Potentials in x-Richtung f
epy Gradient des Potentials in y-Richtung f
epz Gradient des Potentials in z-Richtung f
errlev gleichma¨ßiges, prozentualles Fehlerlevel f
esynt berechnete Potentialdifferenzen der Sender-Empfa¨nger-Kombinationen des
aktuellen Modells f
ft Nummer des erster zu berechnenden Zeitpunkts i
grad Beitrag jeder Sender-Empfa¨nger-Kombination zum Modell-Update f
icfirst Merker fu¨r die 1. Sender-Empfa¨nger-Kombination der 1. Iteration jedes Zeitpunkts l
ico1, ico2 aktuelle Empfa¨nger des aktuellen Senders i
icontrol Merker fu¨r jede Iteration jedes Zeitpunkts l
im Anzahl der Gitterzellen in x-Richtung i
iq1, iq2 Elektrodenpositionen der aktuellen Senderposition i
ireg Merker fu¨r die 1. Iteration des ersten Zeitpunkts l
ishift Anzahl der fixierten Randzellen in x-Richtung i
istore Merker fu¨r die 1. Sender-Empfa¨nger-Kombination jeder Iteration jedes Zeitpunkts l
iterate Nummer der aktuellen Iteration i
itfirst Merker fu¨r 1. Iteration des jedes Zeitpunkts l
itime Zeitpunkt i
jm Anzahl der Gitterzellen in y-Richtung i
jshift Anzahl der fixierten Randzellen in y-Richtung i
kfac Geometriefaktoren der verwendeten Auslagen f
km Anzahl der Gitterzellen in z-Richtung i
kshift Anzahl der fixierten Randzellen in z-Richtung i
τ lokaler Regularisierungsparameter f
lt Nummer des letzten zu berechnenden Zeitpunkts i
msgbeta kleine, reelle Konstante des Minimum-Gradient-Support f
nd Anzahl der Tranisenten i
npata Anzahl der Gitterpunkte i
npar Anzahl der Gitterzellen i
nparr Anzahl der freien Gitterzellen i
numre Anzahl der Empfa¨nger je Sender i
numspr Anzahl der Sender i
p Hauptdiagonalelemente der Unteren Dreiecksmatrix ata nach Cholesky-Zerlegung f
rekfile Namen der Dateien der einzelnen Sender-Empfa¨nger-Kombinationen a
reg zusammengefasste Gla¨ttungsmatrix in alle Richtungen f
regutype Art der lokalen Regularisierungsparameters f
rho Widerstand der Zellen fu¨r die aktuelle y- und z-Koordinate f
rho0 Widersta¨nde des Startmodells f
rhoit Widersta¨nde des Modells der aktuellen Iteration f
rms Fehler der Inversion gewichtet mit dem Messwert (Root Mean Square Error) f
rmsold Startwert des RMS fu¨r jeden Zeitpunkt f
rxpos alle verwendeten Empfa¨ngerpositionen i
sigmac Leitfa¨higkeiten des Modells der aktuellen Iteration f
stime aktueller Zeitpunkt [s] f
taustart Startwert des lokalen Regularisierungsparameters f
txpos alle verwendeten Sender- und zugeho¨rige Empfa¨ngerpositionen i
vol Zellvolumen f
wx,wy,wz Gla¨ttungsfaktoren der lokalen Regularisierung in x-, y- und z-Richtung f
vm Potentiale aller Zellen der aktuellen Senderpositionen f
vsurf Oberfla¨chenpotentiale der aktuellen Senderpositionen f
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f




Tabelle E.2.: Variablen der Routine readin.f95
Name Bedeutung Format
dat Potentialdifferenz des aktuellen Zeitpunkts [V] f
delta Prozentualler Fehler der Potentialdifferenz [V] f
dev relative Standardabweichung der Potentialdifferenz des aktuellen Zeitpunkts [V] f
idata Zeitpunkt [ms] f
infile Name des *.rek-Files der aktuellen Sender-Empfa¨nger-Kombination a
n Anzhal der Zeitpunkte im *.rek-File i
pe,pl Potentialdifferenz [V] f
stime aktueller Zeitpunkt [s] f
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E.5.10. wrtdat.f95
Tabelle E.3.: Variablen der Routine wrtdat.f95
Name Bedeutung Format
dat Potentialdifferenz des aktuellen Zeitpunkts [V] f
delta Differenz zwischen gemessenen und berechenten Potentialdifferenzen f
dev relative Standardabweichung der Potentialdifferenz des aktuellen Zeitpunkts [V] f
esynt berechnete Potentialdifferenzen der Sender-Empfa¨nger-Kombinationen des
aktuellen Modells f
iterate Nummer der aktuellen Iteration i
itime Zeitpunkt i
nd Anzahl der Tranisenten i
E.5.11. wrtrms.f95
Tabelle E.4.: Variablen der Routine wrtrms.f95
Name Bedeutung Format
chi Quadratischer Fehler der Inversion gewichtet mit dem Messfehler f
iterate Nummer der aktuellen Iteration i
itime Zeitpunkt i
outfile Name des Output-Files a
rms Fehler der Inversion gewichtet mit dem Messwert (Root Mean Square Error) f
E.5.12. wrtcover.f95
Tabelle E.5.: Variablen der Routine wrtrms.f95
Name Bedeutung Format
cover Coverage-Matrix f
im Anzahl der Gitterzellen in x-Richtung i
iterate Nummer der aktuellen Iteration i
itime Zeitpunkt i
jm Anzahl der Gitterzellen in y-Richtung i
km Anzahl der Gitterzellen in z-Richtung i
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f
z Koordinaten der Gitterpunkte in z-Richtung f
E.5.13. choldc.f95
Tabelle E.6.: Variablen der Routine choldc.f95
Name Bedeutung Format
a Produkt der Transponierten der gewichteten mit der Sensitivita¨tsmatrix f
n Anzahl der Gitterpunkte i
np Anzahl der freien Gitterzellen i
p Hauptdiagonalelemente der Unteren Dreiecksmatrix nach Cholesky-Zerlegung f




Tabelle E.7.: Variablen der Routine cholsl.f95
Name Bedeutung Format
a Haupt- und obere Nebendiagonalelemente: Produkt der Transponierten
der gewichteten mit der Sensitivita¨tsmatrix
untere Nebendiagonalelemente: untere Nebendiagonalelemente der Cholesky-Zerlegung f
b rechte Seite des Gleichungssystems f
n Anzahl der Gitterpunkte i
np Anzahl der freien Gitterzellen i
p Hauptdiagonalelemente der Unteren Dreiecksmatrix nach Cholesky-Zerlegung f
sum Summe der Nebendiagonalelemente f
x Modell-Update jeder Zelle f
E.5.15. wrtmod.f95
Tabelle E.8.: Variablen der Routine wrtmod.f95
Name Bedeutung Format
im Anzahl der Gitterzellen in x-Richtung i
iterate Nummer der aktuellen Iteration i
itime Zeitpunkt i
jm Anzahl der Gitterzellen in y-Richtung i
km Anzahl der Gitterzellen in z-Richtung i
rho Widersta¨nde des Modells der aktuellen Iteration f
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f
z Koordinaten der Gitterpunkte in z-Richtung f
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Der Algorithmus IP3DInvIP invertiert fu¨r eine beliebige Elektrodenverteilung an
der Oberfla¨che oberhalb eines polarisibaren oder unpolarisierbaren dreidimensiona-
len Untergrundes IP Transienten im Zeitbereich. Das Flussdiagramm zum Aufbau
des Programms in Abbildung F.1 beinhaltet die verwendeten Routinen, Ein- und
Ausgabedateien.
F.1. Kompilieren und Ausfu¨hren
Der folgende Befehl wird zum Kompilieren des Programms IP3DInvIP verwendet:
gfortran -o IP3DInv_IP IP3DInv_IP.f95 reaini.f95 read3d.f95 ip_inv.f95
wrt3dmod.f95 readmo.f95 jacoby.f95 ludcmp.f95 lubksb.f95 wrtout.f95
guppy.f95spline.f95
Der folgende Befehl wird zum Ausfu¨hren des Programms IP3DInvIP verwendet:
./IP3DInv_IP
Schnell-Anleitung
Die wa¨hlbaren Variablen sind in den Zeilen 13 und 40 von IP3DInv IP.f95 und in
den Zeilen 31-32 in ip inv.f95 zu finden.
• Maximale Anzahl der Zellen in x-, y- und z-Richtung (imax,jmax,kmax)
• Maximale Anzahl der Zeitpunkte (ndmax)
• Wahl des verwendeten IP-Modells (model):
Automatische Abfrage des zu verwendenden IP-Modells u¨ber die Shell. Es
kann zwischen Madden (1), Warburg (2), Debye (3), Cole (4) und Wait (5)
gewa¨hlt werden.
• Die Startwerte fu¨r ρdc (modpar(1)) und die Aufladbarkeit m (modpar(2)) sind
nach 4.3.2 festgelegt und ko¨nnen gea¨ndert werden.
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Abbildung F.1.: Aufbau des Programms IP3DInvIP
F.2. Aufbau des Programms IP3DInv IP.f95
Im Folgenden wird der Aufbau des Programms IP3DInvIP beschrieben, welches
das in 4.3 beschriebene Vorgehen umsetzt.
F.2.1. choose IP model and read DC models
which IP model? Per Shell-Eingabe wird das gewu¨nschte IP-Modell ausgewa¨hlt.
Dabei kann zwischen Madden=1, Warburg=2, Debye=3, Cole=4 oder Wait=5
gewa¨hlt werden [Dias (2000)].
read ini file Die Subroutine reaini.f95 wird aufgerufen und die Namen der DC-
Modelle der einzelnen Zeitpunkte werden eingelesen.
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loop over the model files and storage into rhotime Die Subroutine read3d.f95
wird aufgerufen und die DC-Modelle aller Zeitpunkte werden eingelesen.
begin loop over cells
F.2.2. IP inversion of all cells
Es wird zwischen drei mo¨glichen Formen eines Transienten unterschieden:
1. Transient ohne IP-Effekt: der zeitabha¨ngige Widerstand des letzten Zeitpunkts
variiert nur um 1% von dem des ersten Zeitpunkts
2. Transient mit IP-Effekt: der zeitabha¨ngige Widerstand des letzten Zeitpunkts
ist um mehr als 1% erho¨ht gegenu¨ber dem des ersten Zeitpunkts
3. Transient mit untypischem Verhalten: der zeitabha¨ngige Widerstand des letz-
ten Zeitpunkts ist um mehr als 1% erniedrigt gegenu¨ber dem des ersten Zeit-
punkts
Fu¨r den ersten und dritten Fall werden Aufladbarkeit m, Relaxationszeit τ und der
Frequenzexponent c gleich null gesetzt. Der Gleichstromwiderstand ρ0 wird gleich
dem zeitabha¨ngigen Widerstand ρ(t) des letzten Zeitpunkts gesetzt. Zur Kennzeich-
nung der Zellen mit Transienten der dritten Kategorie wird der entsprechende Fehler
auf 1000% gesetzt.
Fu¨r Zellen der zweiten Kategorie wird die Subroutine ip inv.f95 aufgerufen
und eine homogene Halbraum Inversion des Transienten der Zelle entsprechend des
gewa¨hlten Modells durchgefu¨hrt. Ist die Aufladbarkeit des besten gefundenen Mo-
dells kleiner als 0,1 werden Relaxationszeit und Frequenzexponent fu¨r diese Zelle
gleich null gesetzt, da das Auflo¨sungsvermo¨gen fu¨r diese Parameter nicht mehr ge-
geben ist.
end loop over cells
write out 3d files
Die Subroutine wrt3dmod.f95 wird aufgerufen und die Verteilung des Gleichstrom-
widerstands, der Aufladbarkeit, der Relaxationszeit und des Frequenzexponenten
werden ausgeschrieben.
F.3. Aufbau der einzelnen Subroutinen
Im Folgenden wird die genaue Umsetztung des in 4.3 erla¨uterten Vorgehens inner-
halb der verwendeten Subroutinen beschrieben.
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F.3.1. Subroutine reaini.f95
Input / Output
Input Maximale Anzahl der DC-Modelle
Output Namen der DC-Modelle der verschiedenen Zeitpunkte und Anzahl der
DC-Modelle
Aufbau




Input Aktuelle Senderpositionen, maximale Anzahl der Gitterzellen in x-Richtung,
maximale Anzahl der Gitterzellen in y-Richtung, maximale Anzahl der Gitterzellen
in z-Richtung, Namen der DC-Modelle des aktuellen Zeitpunkts
Output Anzahl der Gitterzellen in x-Richtung, Anzahl der Gitterzellen in y-
Richtung, Anzahl der Gitterzellen in z-Richtung, Koordinaten der Gitterpunkte in
x-Richtung, Koordinaten der Gitterpunkte in y-Richtung, Koordinaten der Gitter-
punkte in z-Richtung, zeitabha¨ngiger Widerstand der einzelnen Zellen des aktuellen
Zeitpunkts
Aufbau
Das DC-Modell des aktuellen Zeitpunkts wird aus model*.mod eingelesen. Die An-
zahl der Gitterzellen in x-, y-, z-Richtung, die Koordinaten der Gitterpunkte und
die Widersta¨nde bzw. Leitfa¨higkeiten der Zellen werden gespeichert.
F.3.3. Subroutine ip inv.f95
Input / Output
Input Zeitabha¨ngiger Widerstand aller Zeitpunkte der aktuellen Zelle, Anzahl der
DC-Modelle, Nummer der aktuellen Zelle, gewa¨hltes IP-Modell
Output Gleichstromwiderstand,Aufladbarkeit,Relaxationszeit, Frequenzexponent
und Fehler der aktuellen Zelle
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Aufbau
readin the start model Die Subroutine readmo.f95 wird aufgerufen und das
Startmodell eingelesen. Fu¨r den Gleichstromwiderstand ρdc wird nach (4.31) ein
Startwert festgelegt. Analog geschieht dies nach (4.30) fu¨r die Aufladbarkeit m. Der
Frequenzexponent c wird entsprechend des gewa¨hlten IP-Modells gesetzt und es wird
der Logarithmus der Modellparameter gebildet.
inversion using the marquardt approach
Der Regularisierungsparameter β wird gesetzt.
begin outer iteration loop
begin inner iteration loop
calculate the jacobian Die Subroutine jacoby.f95 wird aufgerufen und die
Jacobi-Matrix berechnet.
calculate the error vector (log(d)-log(f(m))) Der logarithmische Fehler wird
berechnet.
calculate a transpose * a das Produkt der Transponierten der Sensitivita¨tsmatrix
mit dieser wird berechnet.
stabilize with the marquardt factor durch die Addition des Regularisierungspa-
rameters β auf die Hauptdiagonale der im letzten Schritt berechneten Matrix wird
die Inversion stabilisiert. Bis zum Unterschreiten eines definierten Grenzwerts wird
der Regularisierungsparameter mit jeder Iteration verkleinert.
store temporary atrans * a + beta * I die Matrix des letzten Schritts wird
zwischen gespeichert.
inversion of a trans * a + beta * I Die Subroutine ludcmp.f95 wird aufgerufen
und die Matrix des letzten Schritts mittels der LU-Zerlegung in das Produkt einer
unteren und oberen Dreiecksmatrix zerlegt, welche in der urspru¨nglichen Matrix
zuru¨ckgegeben werden. Anschließend wird die Subroutine lubksb.f95 aufgerufen
und das Gleichungssystem gelo¨st.
calculate x=(a t * a + beta * I)ˆ-1 * a t * delta
calculate matrix first Das Produkt
(




F. Manual zu IP3DInvIP
now x = matrix * delta Das Modell-Update wird nach (4.21) berechnet.
model update Die einzelnen Modell-Parameter werden entsprechend des Modell-
Updates modifiziert.
limitation of parameters Der Gleichstromwiderstand wird auf den Bereich von
0.000017 (= e−11) bis 2981 (= e8) beschra¨nkt. Die weiteren Modell-Parameter wer-
den auf den Bereich von 0.000017 (= e−11) bis 4,95 (= e1.6) beschra¨nkt.
rms calculation Der Fehler wird gema¨ß (4.22) berechent.
end inner iteration loop
write out results Die Subroutine wrtout.f95 wird aufgerufen und gemessener
und berechneter Transient der einzelnen Zellen werden ausgeschrieben.
store the results Die IP-Modellparameter des besten gefunden Modells werden
gespeichert.
end outer iteration loop
F.3.4. Subroutine readmo.f95
Input / Output
Input Anzahl der IP-Modellparameter
Output IP-Werte des Startmodells
Aufbau
Die IP-Werte des Startmodells werden aus start.mod eingelesen.
F.3.5. Subroutine jacoby.f95
Input / Output
Input logarithmische IP-Modellparameter, Anzahl der DC-Modelle, Anzahl der
IP-Modellparameter, gewa¨hltes IP-Modell, Iterationsnummer
Output Jacobi-Matrix, zeitabha¨ngiger Widerstand der pertubierten IP-
Modellparameter
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Aufbau
transform parameters to linear scale Die IP-Modellparameter werden vom loga-
rithmischen in den linearen Raum transformiert.
perturbation of the parameters Entsprechend des gewa¨hlten IP-Modells und der
aktuellen Iteration werden die IP-Modellparameter variiert. Dabei wird z.B. fu¨r das
Cole-Cole Modell in den ersten 1000 Iertationen nur die Relaxationszeit τ und der
Frequenzexponent c um 5% variiert. Kann auf diese Weise kein Fehler unterhalb des
festgelegten Grenzwertes erreicht werden, so werden ab der 21. Iteration alle vier
Cole-Cole Parameter variiert.
forward calculations die Subroutine guppy.f95 wird aufgerufen und der Transient
des jeweiligen, teils pertubierten IP-Modells berechnet. Abschließend wird mittels
der Perturbationsmethode nach (4.23) die Sensitivita¨tsmatrix berechnet.
F.3.6. Subroutine guppy.f95
Input / Output
Input teilweise pertubierter Gleichstromwiderstand, Aufladbarkeit, Relaxations-
zeit und Frequenzexponent, Anzahl der Zeitpunkte
Output zeitabha¨ngiger Widerstand des jeweiligen, teilweise pertubierten IP-
Modells
Aufbau
abscissae values Abszissenwerte werden festgelegt
filter coefficients Filterkoeffizienten werden festgelegt
loop of times Beginn der Schleife u¨ber alle Zeitpunkte [ms]
loop of frequencies Kreisfrequenzen werden berechnet nach 3.3
kernel function Berechnung des frequenzabha¨ngigen Widerstands der jeweiligen
Frequenz nach 3.1
output voltage Berechnung des zeitabha¨ngigen Widerstandes des jeweiligen Zeit-
punkts nach 3.2
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F.3.7. Subroutine ludcmp.f95
Input / Output
Input Produkt der Transponierten und der Sensitivita¨tsmatrix addiert mit β, An-
zahl der IP-Modellparameter
Output Vektor der Zeilen-Pertubationen beeinflusst von der Pivotisierung, Vektor
mit ±1 entsprechend der graden oder ungraden Anzahl der Zeilen-Permutationen
Aufbau
Die Matrix A der Dimension N × N wird mittels der LU-Zerlegung durch eine

























Die Elemente der Dreiecksmatrizen ko¨nnen durch folgendes Schema berechnet wer-
den:
1. αii = 1 fu¨r 1 = 1, ..., N
2. Fu¨r j = 1, .., N werden zwei Schritte durchgefu¨hrt:
a) Fu¨r i = 1, ..., j:












Die Elemente aij werden nur einmalig verwendet, so dass die berechneten Elemente
αij und βij an ihrer Stelle gespeichert werden ko¨nnen. Die Elemente αii mu¨ssen nicht
gespeichert werden, da diese stets 1 betragen.
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F.3.8. Subroutine lubksb.f95
Input / Output
Input LU-Zerlegung des Produkts der Transponierten und der Sensitivita¨tsmatrix
addiert mit β, Anzahl der IP-Modellparameter, Vektor der Zeilen-Pertubationen
beeinflusst von der Pivotisierung aus ludcmp.f95, rechtsseitiger Vektor
Output Lo¨sungsvektor
Aufbau
Das Gleichungssytem A · x = b wird nach Press et al. (1992) gelo¨st. Die Matrix A
der Dimension N×N beinhaltet die LU-Zerlegung aus ludcmp.f95. Dabei wird die
LU-Zerlegung der Matrix A genutzt und das Problem in ein zwei-stufiges Problem
umgeformt
A · x = (L ·U) · x = L · (U · x) = b. (F.4)











 mit i = 2, 3, ..., N (F.6)











 mit i = N − 1, N − 2, ..., 1. (F.8)
Da die Matrix A und der Vektor der Zeilen-Pertubationen, beeinflusst von der Pi-
votisierung, nicht vera¨ndert werden, ko¨nnen diese zur Lo¨sung verschiedener rechts-
seitiger Vektoren b verwendet werden. Der Lo¨sungsvektor kann im rechtsseitigen
Vektor abgespeichert werden, da auch hier die Elemente nicht mehrmals verwendet
werden.
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F.3.9. Subroutine wrtout.f95
Input / Output
Input zeitabha¨ngiger Widerstand der aktuellen IP-Modellparameter,
zeitabha¨ngiger Widerstand der aktuellen Zelle aller Zeitpunkte, Anzahl der
DC-Modelle, Nummer der aktuellen Zelle
Output
Aufbau
output filename Der Name der Ausgabedatei wird erzeugt.
output Der zeitabha¨ngige Widerstands der aktuellen IP-Modellparameter und der




Input aktuelle Senderpositionen, Koordinaten der Gitterpunkte in x-, y- und z-
Richtung, Anzahl der Gitterzellen in x-, y- und z-Richtung, aktueller Parameters
der Zellen (Gleichstromwiderstand, Aufladbarkeit, Relaxationszeit, Frequenzexpo-
nent oder Fehler), Ku¨rzel des aktuellen IP-Modellparameters, Maximale Anzahl der
Gitterzellen in x-, y- und z-Richtung
Output
Aufbau
Das Untergrundmodell des Gleichstromwiderstand, der Aufladbarkeit, der Relaxa-
tionszeit, des Frequenzexponenten oder des Fehlers werden in die Ausgabedatei mo-
del˙*.mod ausgeschrieben. Zudem wird das verwendete Gitter ausgegeben.
F.4. Input- und Output-Dateien
Der Aufbau und der Inhalt der verwendeten und erzeugten Dateien werden im Fol-
genden grundsa¨tzlich und an einem Beispiel erla¨utert.
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F.4.1. start.ini Dateinamen der DC-Modelle
Entha¨lt
• Anzahl der DC-Modelle der einzelnen Zeitpunkte
• Namen der DC-Modelle der einzelnen Zeitpunkte
Beispiel mit 38 Zeitpunkten
start.ini
38 (Anzahl der DC-Modelle der einzelnen Zeitpunkte)




model6_47.mod (Name des DC-Modells des letzten Zeitpunkts)
F.4.2. model*.mod DC-Modell des aktuellen Zeitpunkts
siehe E.4.10
F.4.3. start.mod IP-Werte des Startmodells
Entha¨lt
• Startwerte fu¨r Gleichstromwiderstand, Aufladbarkeit, Relaxationszeit und Fre-
quenzexponent
Beispiel mit 4 IP-Modellparametern
start.ini
10. (Startwert fu¨r Gleichstromwiderstand)
0.5 (Startwert fu¨r Aufladbarkeit)
0.5 (Startwert fu¨r Relaxationszeit)
0.5 (Startwert fu¨r Frequenzexponenten)




• berechnete zeitabha¨ngie Widersta¨nde
• gemessene zeitabha¨ngie Widersta¨nde
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Beispiel mit 38 Zeitpunkten
cell*.tdm
#tp #calc rho(t) #meas rho(t)








F.4.5. model r.mod, model m.mod, model t.mod, model c.mod
und model s.mod
Entha¨lt
• Anzahl der Zellen in x-, y-, z-Richtung
• Koordinaten der Eckpunkte der Gitterzellen
• Gleichstromwiderstand, Aufladbarkeit, Relaxationszeit, Frequenzexponent
oder Fehler jeder Zelle
Beispiel mit einem homogenen Halbraum:
model r.mod
0 50 25 20 start modell (Anzahl der Zellen in x-, y-, z-Richtung )
0 0 0 0 0 0 ↙(x-Gitterkoordinaten)
-200.00 -103.00 -70.00 -58.00 -51.25 -48.75 -46.25 -43.75 -41.25 -38.75
-36.25 -33.75 -31.25 -28.75 -26.25 -23.75 -21.25 -18.75 -16.25 -13.75
-11.25 -8.75 -6.25 -3.75 -1.25 1.25 3.75 6.25 8.75 11.25
13.75 16.25 18.75 21.25 23.75 26.25 28.75 31.25 33.75 36.25
38.75 41.25 43.75 46.25 48.75 51.25 58.00 70.00 103.00 200.00
-100.00 -43.00 -32.00 -27.00 -20.00 -17.50 -15.00 -12.50 -10.00 -7.50
-5.00 -2.50 0.00 2.50 5.00 7.50 10.00 12.50 15.00 17.50
20.00 27.00 32.00 43.00 100.00 (y-Gitterkoordinaten)
0.00 1.25 2.50 4.00 5.50 7.14 8.79 10.60 12.40 14.38
16.35 18.52 20.69 22.86 25.43 30.64 36.34 50.00 150.00 200.00
10.00000 10.00000 ... insgesamt 94 (x-1) mal ... 10.00000 ↖
(z-Gitterkoordinaten)
10.00000 10.00000 ... insgesamt 94 (x-1) mal ... 10.00000
...
...
insgesamt 23 (z-1) mal
...
10.00000 10.00000 ... insgesamt 94 (x-1) mal ... 10.00000
...
10.00000 10.00000 ... insgesamt 94 (x-1) mal ... 10.00000





Die verwendeten Variablen der einzelnen Routinen, ihre Bedeutung und das verwen-
dete Format werden in diesem Abschnitt aufgelistet.
F.5.1. IP3DInv IP.f95
Tabelle F.1.: Variablen der Routine IP3DInv IP.f95
Name Bedeutung Format
c Frequenzexponent der aktuellen Zelle f
c3d Frequenzexponent der Zellen f
cha Aufladbarkeit der aktuellen Zelle f
cha3d Aufladbarkeit der Zellen f
im Anzahl der Gitterzellen in x-Richtung i
imax Maximale Anzahl der Gitterzellen in x-Richtung i
iq1, iq2 aktuelle Senderpositionen i
jm Anzahl der Gitterzellen in y-Richtung i
jmax Maximale Anzahl der Gitterzellen in y-Richtung i
km Anzahl der Gitterzellen in z-Richtung i
kmax Maximale Anzahl der Gitterzellen in z-Richtung i
model gewa¨hltes IP-Modell i
modfile Namen der DC-Modelle der verschiedenen Zeitpunkte a
ndmax maximale Anzahl der DC-Modelle i
nt Anzahl der DC-Modelle i
rho Gleichstromwiderstand der aktuellen Zelle f
rho3d Gleichstromwiderstand der Zellen f
rhos3d zeitabha¨ngiger Widerstand des aktuellen Zeitpunkts der Zellen f
rho3dtime zeitabha¨ngiger Widerstand der einzelnen Zellen aller Zeitpunkte f
rhotime zeitabha¨ngiger Widerstand der aktuellen Zelle aller Zeitpunkte f
rms Fehler der aktuellen Zelle f
rms3d Fehler der Zellen f
tau Relaxationszeit der aktuellen Zelle f
tau3d Relaxationszeit der Zellen f
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f
z Koordinaten der Gitterpunkte in z-Richtung f
F.5.2. reaini.f95
Tabelle F.2.: Variablen der Routine reaini.f95
Name Bedeutung Format
infile Namen der DC-Modelle der verschiedenen Zeitpunkte a
nmax Maximale Anzahl der DC-Modelle i
n Anzahl der DC-Modelle i
F.5.3. read3d.f95
Tabelle F.3.: Variablen der Routine read3d.f95
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Name Bedeutung Format
im Anzahl der Gitterzellen in x-Richtung i
imax Maximale Anzahl der Gitterzellen in x-Richtung i
infile Namen der DC-Modelle des aktuellen Zeitpunkts a
iq1, iq2 aktuelle Senderpositionen i
jm Anzahl der Gitterzellen in y-Richtung i
jmax Maximale Anzahl der Gitterzellen in y-Richtung i
km Anzahl der Gitterzellen in z-Richtung i
kmax Maximale Anzahl der Gitterzellen in z-Richtung i
rho zeitabha¨ngiger Widerstand der einzelnen Zellen des aktuellen Zeitpunkts f
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f
z Koordinaten der Gitterpunkte in z-Richtung f
F.5.4. ip inv.f95
Tabelle F.4.: Variablen der Routine ip inv.f95
Name Bedeutung Format
a Sensitivita¨tsmatrix f
ata Produkt der Transponierten und der Sensitivita¨tsmatrix f
atainv rechtsseitiger Vektor / Lo¨sungsvektor f
atatmp Produkt der Transponierten und der Sensitivita¨tsmatrix addiert mit β f
β Regularisierungsparameter f
c Frequenzexponent der aktuellen Zelle f
cha Aufladbarkeit der aktuellen Zelle f
d entha¨lt ±1 entsprechend der graden oder ungraden Anzahl der Zeilen-Permutationen f
delta logarithmischer Fehler f
ic Nummer der aktuellen Iteration i
iend Nummer der Iteration des kleinsten Fehlers f
indx entha¨lt die Zeilen-Pertubation beeinflusst von der Pivotisierung i
irho Nummer der aktuellen Zelle i
matrix
(
STL−1SL−1 + βL · I
)−1 SL−1 f
model gewa¨hltes IP-Modell i
modpar IP-Werte der Startmodellparameter f
npar Anzahl der IP-Modellparameter i
nt Anzahl der DC-Modelle i
rho Gleichstromwiderstand der aktuellen Zelle f
rhos zeitabha¨ngiger Widerstand der aktuellen IP-Modellparameter f
rhotime zeitabha¨ngiger Widerstand der aktuellen Zelle aller Zeitpunkte f
rms Fehler der aktuellen Zelle f
rmsold Fehler der letzten Iteration der aktuellen Zelle f
tau Relaxationszeit der aktuellen Zelle f
x Modell-Update f
xplog logarithmische IP-Modellparameter f
F.5.5. readmo.f95
Tabelle F.5.: Variablen der Routine readmo.f95
Name Bedeutung Format
modpar IP-Werte der Startmodellparameter f




Tabelle F.6.: Variablen der Routine jacoby.f95
Name Bedeutung Format
a Jacobi-Matrix f
ic Nummer der aktuellen Iteration i
model gewa¨hltes IP-Modell i
npar Anzahl der IP-Modellparameter i
nt Anzahl der DC-Modelle i
pxp pertubierte, lineare IP-Modellparameter f
rhos zeitabha¨ngiger Widerstand der aktuellen IP-Modellparameter f
rhosc zeitabha¨ngiger Widerstand fu¨r den pertubierten Frequenzexponenten f
rhosr zeitabha¨ngiger Widerstand fu¨r den pertubierten Gleichstromwiderstand f
rhosm zeitabha¨ngiger Widerstand fu¨r die pertubierte Aufladbarkeit f
rhost zeitabha¨ngiger Widerstand fu¨r die pertubierte Relaxationszeit f
xp lineare IP-Modellparameter f
xplog logarithmische IP-Modellparameter f
F.5.7. guppy.f95
Tabelle F.7.: Variablen der Routine guppy.f95
Name Bedeutung Format
ar Abszissenwert f
c pertubierter, linearer Frequenzexponent f
cha pertubierte, lineare Aufladbarkeit f
filt Filterkoeffizient f
h Kernel Funktion c
i Laufvariable i
it Zeitpunkt in ms i
nf Anzahl der Frequenzen (=21) i
nt Anzahl der Zeitpunkte i
r pertubierter, linearer Gleichstromwiderstand f
rhos zeitabha¨ngiger Widerstand der aktuellen IP-Modellparameter f
tau pertubierte, lineare Relaxationszeit f
F.5.8. ludcmp.f95
Tabelle F.8.: Variablen der Routine ludcmp.f95
Name Bedeutung Format
a Matrix, welche in untere und obere Dreiecksmatrix zerlegt wird f
aamax Maximaler Betrag der Elemente von a f
d entha¨lt ±1 entsprechend der graden oder ungraden Anzahl der Zeilen-Permutationen f
dum Hilfsvariable f
indx entha¨lt die Zeilen-Pertubation beeinflusst von der Pivotisierung i
n Anzahl der IP-Modellparameter i
NMAX maximale Dimension von vv i
np Anzahl der IP-Modellparameter i
sum Hilfsvariable f
TINY kleiner Wert nahe Null f
vv Skalierungsfaktor jeder Zeile f
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F.5.9. lubksb.f95
Tabelle F.9.: Variablen der Routine lubksb.f95
Name Bedeutung Format
a Matrix, welche in untere und obere Dreiecksmatrix zerlegt wird f
b input: rechtsseitiger Vektor; output: Lo¨sungsvektor f
indx entha¨lt die Zeilen-Pertubation beeinflusst von der Pivotisierung i
n Anzahl der IP-Modellparameter i
np Anzahl der IP-Modellparameter i
sum Hilfsvariable f
F.5.10. wrtout.f95
Tabelle F.10.: Variablen der Routine wrtout.f95
Name Bedeutung Format
dt zeitabha¨ngiger Widerstand der aktuellen Zelle aller Zeitpunkte f
ft zeitabha¨ngiger Widerstand der aktuellen IP-Modellparameter f
irho Nummer der aktuellen Zelle i
nt Anzahl der DC-Modelle i
outfile Name des Output-Files a
F.5.11. wrt3dmod.f95
Tabelle F.11.: Variablen der Routine wrt3dmod.f95
Name Bedeutung Format
comment Hilfsvariable a
im Anzahl der Gitterzellen in x-Richtung i
imax Maximale Anzahl der Gitterzellen in x-Richtung i
iq1, iq2 aktuelle Senderpositionen i
jm Anzahl der Gitterzellen in y-Richtung i
jmax Maximale Anzahl der Gitterzellen in y-Richtung i
km Anzahl der Gitterzellen in z-Richtung i
kmax Maximale Anzahl der Gitterzellen in z-Richtung i
outfile Name der Ausgabedatei a
rho Gleichstromwiderstand, Aufladbarkeit, Relaxationszeit, Frequenzexponent
oder Fehler der Zellen f
var Ku¨rzel des aktuellen IP-Modellparameters a
x Koordinaten der Gitterpunkte in x-Richtung f
y Koordinaten der Gitterpunkte in y-Richtung f
z Koordinaten der Gitterpunkte in z-Richtung f
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