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On certain bounded C1 domains V that are not necessarily C1, 1, we prove that
pŽ .the Dirichlet problem Lu s f on V, u s 0 on › V with f g L V is well posed in
2, pŽ . 1, pŽ . Ž .W V l W V for all p g 1, q‘ , where L is the three-dimensional LameÂ0
system in linear elasticity. Q 1999 Academic Press
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1. INTRODUCTION
Results which prove W 2, p regularity of solutions to elliptic equations
1, 1 w xrequire that the domain be C 3, 7 . For elliptic systems, and in
particular for the linear elasticity equations, W 2, p regularity is usually
approached by using the strategy followed in the classical results of Agmon
w x 2 w xet al. 2 , which require that the domain be C . Ciarlet 4 , using a different
approach, proves W 2, p regularity of solutions to the linear elasticity
equations by means of Geymont's calculation of the index of the associ-
ated elasticity operator, but this still requires C 2 smoothness of the
domain. On the other hand, some degree of smoothness of the domain
0, 1 2, p w xstronger than C is required for W regularity. Grisvard 8 has shown
than on polyhedral domains in R3, solutions of the Lame system in linearÂ
3r , 2 Ž xelasticity are in W for some r g , 2 , with the index r of regularity2
depending on the solid angles formed at the vertices of the polyhedron;
moreover, the largest possible value of r here can be strictly less than 2.
In this paper, we prove that the 3-dimensional Lame system with zeroÂ
displacement on the boundary is well posed in W 2, p l W 1, p for 1 - p -0
q‘ on certain domains whose smoothness is intermediate between C1 and
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C1, 1. More precisely, we require the boundary of the domain to be W 2, s,
where
 4max 3, p , for p / 3, 1 - p - q‘,
s s ½ 3 q d , for p s 3,
and d is an arbitrary positive number. Our method essentially follows
standard procedures. We first establish a W 2, p estimate on the upper half
space by use of an explicit calculation of the Green matrix for the
zero-displacement boundary value problem on the upper half-space. We
then remove the C 2 assumption on the boundary in the derivation of the a
priori estimates by a novel use of the fact that the dimension of the
boundary is less than the dimension of the domain.
2. PRELIMINARIES
3 Ž . 3Let V be a bounded domain in R . If u s u , u , u is an R -valued1 2 3
function defined on V, we let
1
e u s u q uŽ . Ž .i , j j , i2
Ž .denote the linearized strain tensor associated with u, and we let s u
denote the linearized stress tensor, which is determined by the constitutive
equation
s u s l tr e u ? I q 2me u ,Ž . Ž . Ž .
where l and m are fixed positive constants, I is the 3 = 3 identity matrix,
and tr denotes the trace.
2Ž .3For f g L V , we consider solutions u of the boundary value problem
Lu ’ ydiv s u s f on V , 2.1Ž . Ž .
u s 0 on › V . 2.2Ž .
Ž .The standard existence theory provides a unique weak solution u of 2.1
Ž . 1Ž .3 1Ž .3and 2.2 in H V ; i.e., u g H V and u satisfies the integral identity0
31s u : e ¤ dx s f ? ¤ dx , ;¤ g H V . 2.3Ž . Ž . Ž . Ž .H H 0
V V
2 2Ž .3 Ž .If V is C , then u g H V , and u is thus a strong solution of 2.1 and
Ž .2.2 .
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1Ž .3Let R be a fixed orthogonal 3 = 3 matrix. Suppose that w g H V
Ž .and define w on R V byÄ
w x s Rt w Rx , x g V ,Ž . Ž .Ä
where t denotes the transpose. Then
=w x s Rt =w Rx R , 2.4Ž . Ž . Ž . Ž . Ž .Ä
e w x s Rte w Rx R , x g V , 2.5Ž . Ž . Ž . Ž . Ž .Ä
and
331 1w g H V if and only if w g H R V . 2.6Ž . Ž . Ž .Ž .Ä0 0
Using the fact that
l tr RtAR I q 2m RtAR s Rt l tr A I q 2m A RŽ . Ž . Ž .Ž .
Ž . Ž . 1Ž .3for all 3 = 3 matrices A, it follows easily from 2.4 ] 2.6 that u g H V0
Ž . 1Ž Ž ..3and u satisfies 2.3 if and only if u g H R V and u satisfiesÄ Ä0
31Äs u : e ¤ dy s f ? ¤ dy , ;¤ g H R V ,Ž . Ž . Ž .Ž .ÄH H 0
Ž . Ž .R V R V
Ä t ÄŽ . Ž .where f is defined by f x s R f Rx , x g V. This rotation invariance of
Ž . Ž .the problem 2.1 , 2.2 will be useful when the required boundary esti-
mates are derived in Section 4.
3. L p ESTIMATES IN THE HALF-SPACE
3  3 4 3Let R s x g R : x ) 0 denote the upper half-space in R . In thisq 3
section we prove the following lemma, which will be required in the next
section at the usual place when the standard ``flattening-of-the-boundary''
argument is used to obtain a priori boundary estimates.
Ž . Ž .LEMMA 3.1. For p g 1, q‘ , there exists a constant C s C l, m, p ) 0
pŽ 3 .3such that if f g L R then the problemq
Lw s f on R3 , 3.1Ž .q
w s 0 when x s 0 3.2Ž .3
2, pŽ 3 .3has a unique solution w g W R , andloc q
5 5 p 3 3 5 5 p 3 3w , F C f , 1 F i , j F 3.L ŽR . L ŽR .i j q q
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Proof. We begin the proof by noting that the standard regularity theory
w xfor the elasticity equations 11 produces a constant C ) 0 such that if
2Ž 3 .3 Ž . Ž .f g L R , and w solves 3.1 and 3.2 , thenq
5 5 2 3 3 5 5 2 3 3w , F C f , 1 F i , j F 3. 3.3Ž .L ŽR . L ŽR .i j q q
Ž . Ž . w xLet G denote the Green matrix for the problem 3.1 , 3.2 . By 12 , the
entries of G are given by the formulas
G x , y s Gt y , x ,Ž . Ž .
3 y 4r 1 1
2mG x , y s y dŽ .i j i jž /< < < <8p 1 y r x y y x y RyŽ .
x y y x y y 1 1Ž . Ž .i i j jq y3 3ž /8p 1 y r < < < <Ž . x y y x y Ry
x y3 3q
8p 1 y r 3 y 4rŽ . Ž .
3 x y Ry x y Ry dŽ . Ž .Ž . Ž .jii j i j
= y , 3.4Ž .5 3ž /< < < <x y Ry x y Ry
for i F j and i q j - 6, and
3 y 4r 1 1
2mG x , y s yŽ .33 ž /< < < <8p 1 y r x y y x y RyŽ .
2 21 x y y x q yŽ . Ž .3 3 3 3q y3 3ž /8p 1 y r < < < <Ž . x y y x y Ry
2x y 3 x q y 1Ž .3 3 3 3y y ,5 3ž /4p 1 y r 3 y 4r < < < <Ž . Ž . x y Ry x y Ry
3.5Ž .
1 0 01 y1Ž . 0 1 0where r s l l q m , R s , and d is the Kroneker delta.i j2 ž /0 0 y1
‘Ž 3 .3We define the operator T on C R by0 q
› 2
tTf x s G x , y f y dy ,Ž . Ž . Ž .H
3› x › x Ri j q
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and we set
› 2
tK x , y s G x , y .Ž . Ž .
› x › xi j
Ž . ‘ 3 3The kernel K x, y is C on R = R , x / y, and differentiation of theq q
Ž . Ž . Ž .formulas 3.4 and 3.5 shows that = K x, y is homogeneous of degreey
< < < <y4. It follows that there is a constant C ) 0 such that for x G 2 y ,
< <C y y y9
< <K x , y y K x , y9 F . 3.6Ž . Ž . Ž .4< <x
1Ž 3 .3We also observe that if f and g are functions in C R with compactq
and disjoint supports, then there is a d ) 0 such that
< <f x g y s 0 for x y y - d , 1 F i , j F 3Ž . Ž .i j
Ž . Ž . Ž . 1and so from the smoothness of K, it follows that f x ? K x, y g y is C
and of compact support on R3 = R3 . Henceq q
K x , y g y dy ? f x dx s f x ? K x , y g y dx dy.Ž . Ž . Ž . Ž . Ž . Ž .H H Hž /3 3 3 3R R R =Rq q q q
3.7Ž .
Ž . Ž .It now follows in the usual manner from 3.6 ] 3.7 and the
Calderon]Zygmund decomposition technique that T is of weak type 1]1
w x Ž .7, Sect. 9.4; 10, Section 7.3 . Hence by the estimate 3.3 and Marcinkiewicz
Ž .interpolation, if p g 1, q‘ , then there exists a constant C ) 0 such thatp
3‘ 3
p 3 3 p 3 35 5 5 5Tf F C f , ; f g C R .Ž .L ŽR . L ŽR .p 0 qq q
The lemma now follows from this estimate and standard approximation
and duality arguments.
4. W 2, p A PRIORI ESTIMATES
Let V be a bounded domain in R3 with W 2, s boundary, fixed through-
out the rest of this paper. Let x g › V and let r be a fixed positive
number. We say that a neighborhood U of x is a W 2, s-cur¤ilinear cubex, r
parallel to the boundary with center x and side-length r if after an appropriate
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rotation and translation, U l V can be represented asx, r
< <U l V s x g V ; 0 - x y w x , x - rr2, x - rr2, i s 1, 2 , 4Ž .x , r n 1 2 i
4.1Ž .
2, sŽ .  2 < < 4 Ž .where w g W Q with Q s x g R ; x - rr2, i s 1, 2 , and =w 0 sr r i
0.
The following lemma can be established by a straightforward but some-
what tedious argument, which we therefore omit.
Ž .LEMMA 4.1. There is a positi¤e constant r such that for each r g 0, r ,0 0
there exist finitely many points x g › V, a s 1, . . . , N, and W 2, s-cur¤ilineara
cubes U parallel to the boundary and centered at x of side-length r, suchx , r aa
that
N
› V ; U and h dx F 100 h dx , 4.2Ž .D Ý H Hx , rr2a
U Vx , r1FaFN as1 a
for all non-negati¤e integrable functions h in V.
We begin with the boundary estimates. Select r ) 0 and curvilinear0
cubes so that the conclusion of Lemma 4.1 holds. Fix one such cube U .x , ra
Ž . Ž .By the rotation-invariance of the problem 2.1 , 2.2 as pointed out in
Section 2, we may assume with no loss of generality that x s 0 anda
Ž .U l V satisfies 4.1 . Let0, r
r
3 < <V s z g R : z - , 1 F i F 3 ,r i½ 52
Vq s V l R3 ,r r q
Uq s U l V .0, r 0, r
We now flatten the boundary of V by means of the transformation
z s x , 1 F i F 2, 4.3Ž .i i
z s x y w x , x , x g Uq , 4.4Ž . Ž .3 3 1 2 0, r
which is invertible with inverse given by
x s z , 1 F i F 2, 4.5Ž .i i
x s z q w z , z , z g Vq . 4.6Ž . Ž .3 3 1 2 r
Ž .Let p g 1, q‘ , let s be determined by p as in the introduction, let
2, pŽ . Ž . Ž . pŽ .u g W V be a solution of 2.1 and 2.2 with f g L V , and set
W 2, p REGULARITY 297
Ž . Ž . Ž . Ž .w z s u x . A direct calculation using 4.3 and 4.4 shows that for each
1 F j F 3,
u sw yw , w yw , w qw , w , w yw , w , for k , l - 3,j , k l j , k l k j , l3 l j , k3 k l j , 33 k l j , 3
4.7Ž .
u s w y w , w , for k - 3, 4.8Ž .j , k3 j , k3 k j , 33
u s w . 4.9Ž .j , 33 j , 33
Ž . Ž .All terms on the left-hand sides of 4.7 ] 4.9 are evaluated at x while the
right-hand sides are evaluated at z. Here the function w is viewed as a
function defined on both Uq and Vq , but in either case w depends only0, r r
Ž . Ž .on z s x for i s 1, 2. A similar calculation using 4.5 ] 4.6 shows thati i
w su qw , u qw , u yw , w , u qw , u , for k , l - 3,j , k l j , k l k j , l3 l j , k3 k l j , 33 k l j , 3
4.10Ž .
w s u y w , u , for k - 3, 4.11Ž .j , k3 j , k3 k j , 33
w s u , 4.12Ž .j , 33 j , 33
Ž . Ž .where all terms on the left-hand side of 4.10 ] 4.12 are evaluated at z,
and the terms on the right-hand sides are evaluated at x.
The following lemma is crucial for our calculations.
2, pŽ q.LEMMA 4.2. For any ¤ g W V the following inequalities hold forr
1 F k, l F 2, 1 F j F 3:
5 5 p q 1r3 5 5 3 p rŽ3yp. q 5 5 3w , ¤ , F r ¤ , w , , for 1 - p - 3,L ŽV . L ŽV . L ŽQ .k l j j k lr r r
4.13Ž .
5 5 3 q 1r3g 5 5 3g rŽgy1. q 5 5 3gw , ¤ , F r ¤ , w , ,L ŽV . L ŽV . L ŽQ .k l j j k lr r r
1
for 1 - g - 1 q d , p s 3, 4.14Ž .
3
3'3 p
1r p y2r p 1y2r p
p q p q p q5 5 5 5 5 5w , ¤ , F 2 r ¤ , q r ¤ ,ÝL ŽV . L ŽV . L ŽV .k l j j i jr r r½ 5p y 3 is1
5 5 p= w , , for 3 - p - ‘. 4.15Ž .L ŽQ .k l r
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2, pŽ q.Proof. By the Sobolev embedding theorem, we have W V ¤r
1, 3 prŽ3yp.Ž q. Ž .W V for 1 - p - 3. Hence 4.13 is a consequence of ther
q Ž .Holder inequality and the special observation that V s Q = 0, rr2 is aÈ r r
Ž . 2, pŽ q.product domain. Inequality 4.14 can be proved similarly since W V r
1, qŽ q. Ž .¤ W V for any 1 - q - ‘. To prove 4.15 , we begin withr
5 5 p q 1r p 5 5 p 5 5 ‘ qw , ¤ , F r w , ¤ , . 4.16Ž .L ŽV . L ŽQ . L ŽV .k l j k l jr r r
Žw x .By a well-known Sobolev-type inequality 9 , p. 59 we have
q 3d VŽ .ry1rpq
‘ q p q p q5 5 5 5 5 5¤ , F m V ¤ , q ¤ , ,Ž . ÝL ŽV . L ŽV . L ŽV .j r j i jr r r½ 51 y 3rp is1
4.17Ž .
q 3 q q 'Ž . Ž .where m V s r r2 is the volume of V and d V s r 3 is ther r r
q Ž . Ž . Ž .diameter of V . Hence 4.15 follows from 4.16 and 4.17 .r
2, pŽ q . 2, pŽ q.LEMMA 4.3. u g W U if and only if w g W V .0, r r
Ž . Ž .Proof. This follows directly from 4.3 ] 4.12 , Holder's inequality, andÈ
the standard Sobolev embedding theorems.
‘Ž .We now introduce the cut-off function h g C V such that h ’ 1 on0 r
< < < < 2V , h, F Crr, and h, F Crr for i, j s 1, 2, 3. Thenrr2 i i j
L hw s hLw q D h , w , 4.18Ž . Ž . Ž .
where
D h , w s c h , w , q d h , w , 4.19Ž . Ž .Ý Ýi j i j k l k l
1Fi , jF3 1Fk , lF3
Ž . Ž .and c and d are appropriately chosen constants. Now from 4.7 ] 4.9i j k l
we obtain
3
Lu s Lw q D w , w , 4.20Ž . Ž .Ý k
ks1
where
D w , w s cŽ1. w , w , , 4.21Ž . Ž .Ý1 i jk k i j
1Fi , j , kF3
D w , w s cŽ2.w , w , w , , 4.22Ž . Ž .Ý2 i j i j 33
1Fi , jF3
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D w , w s cŽ3.w , w , , 4.23Ž . Ž .Ý3 i j i j 3
1Fi , jF3
and cŽ1. , cŽ2., and cŽ3. are appropriately chosen constants. Combiningi jk i j i j
Ž . Ž .4.18 and 4.20 we obtain
3
qÄL hw s h f q D h , w y hD w , w for z g V , 4.24Ž . Ž . Ž . Ž .Ý k r
ks1
ÄŽ . Ž .where f z s f x , since Lu s f.
Ž .By applying Lemma 3.1 in 4.24 , we obtain
Äp q p q p q5 5 5 5 5 5hw , F C f q D h , wŽ . Ž .L ŽV . L ŽV . L ŽV .i j r r rž
3
p q5 5q hD w , w . 4.25Ž . Ž .Ý L ŽV .k r /
ks1
Ž .We now estimate each term on the right-hand side of 4.25 . Recalling the
2, s 1, 1y2r sŽ . Ž .embedding W Q ¤ C Q , we deduce thatr r
2 32
1y
p q p q5 5 5 5hD w , w F Cr w , . 4.26Ž . Ž .sÝ ÝL ŽV . L ŽV .k i3r r
ks1 is1
Ž .Use of Lemma 4.2 on hD w, w yields3
¡ 1r3 3 p rŽ3yp. q5 5Cr w , ,L ŽV .3 r
if 1 - p - 3,
1r3g 3g rŽgy1. q5 5Cr w , ,L ŽV .3 r~p q5 5hD w , w FŽ . L ŽV .3 r if p s 3,
y2r p 1y2r p
p q p q5 5 5 5C r w , q r =w , ,Ž .L ŽV . L ŽV .3 3r r¢ if p ) 3
4.27Ž .
1where 1 - g - 1 q d .3
Ž .From 4.19 , we have
5 5 p q 5 5 p q 5 5 p qD h , w F C w q =w . 4.28Ž . Ž .Ž .L ŽV . L ŽV . L ŽV .r r r
Ž . Ž .It follows from the transformation equations 4.3 and 4.4 that
w , s u , , 4.29Ž .3 3
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5 5 p q 5 5 p q=w F C =u , 4.30Ž .L ŽV . L ŽU .r 0 , r
5 5 p q 5 5 p q=w , F C =u , . 4.31Ž .L ŽV . L ŽU .3 3r 0 ,r
Ž . Ž . 5 5 p qHence 4.25 ] 4.31 imply that w, does not exceedL ŽV .i j rr2
5 5 p q 5 5 p q 5 5 p qC f q u q =uŽ L ŽU . L ŽU . L ŽU .0, r 0 ,r 0 ,r
1r3 5 5 3 p rŽ3yp. q 1r3 5 5 p qqr u , q r =u , , if 1 - p - 3, 4.32Ž ..L ŽU . L ŽU .3 30,r 0 ,r
5 5 3 q 5 5 3 q 5 5 3 qC f q u q =uŽ L ŽU . L ŽU . L ŽU .0 ,r 0 ,r 0 ,r
1r3g 5 5 3g rŽgy1. q 1y2r3g 5 5 3 qqr u , q r =u , , if p s 3, 4.33Ž ..L ŽU . L ŽU .3 30,r 0 ,r
5 5 p q 5 5 p q y2r p 5 5 p qC f q u q r =uŽ L ŽU . L ŽU . L ŽU .0 ,r 0 ,r 0 ,r
1y2r p 5 5 p qqr =u , , if p ) 3. 4.34Ž ..L ŽU .3 0,r
Ž . Ž .In view of 4.3 ] 4.9 , we have
5 5 p q 5 5 p q 5 5 p qu , F C D w , w q w , .Ž . ÝL ŽU . L ŽV . L ŽV .i j 3 k l0 ,rr2 rr2 rr2ž /
1Fk , lF3
We estimate the first term on the right-hand side of this inequality in the
5 Ž .5 p q Ž .same way that hD w, w was estimated in 4.27 and then transferL ŽV .3 r
it to an estimate involving the appropriate terms in u over Uq using0, rr2
Ž . Ž . Ž . Ž . 5 5 p q4.29 ] 4.31 . This and 4.32 ] 4.34 show that u, does notL ŽU .i j 0, rr2
exceed
5 5 2 q 5 5 p q 5 5 p qC f q u q =uL ŽU . L ŽU . L ŽU .0 , r 0 ,r 0 ,rž
1r3 5 5 3 p rŽ3yp. q 1r3 5 5 p qqr =u q r u , , if 1 - p - 3,ÝL ŽU . L ŽU .k l0 ,r 0 ,r /
1Fk , lF3
4.35Ž .
5 5 3 q 5 5 3 q 5 5 3 qC f q u q =uL ŽU . L ŽU . L ŽU .0 ,r 0 , r 0 ,rž
2
1r3g 1y3g rŽgy1. q 3 q5 5 5 5qr =u q r u , , if p s 3,3g ÝL ŽU . L ŽU .k l0 , r 0 ,r /
1-k , lF3
4.36Ž .
5 5 p q 5 5 p q y2r p 5 5 p qC f q u q r =uL ŽU . L ŽU . L ŽU .0 ,r 0 , r 0 , rž
1y2r p 5 5 p qqr u , , if p ) 3. 4.37Ž .Ý L ŽU .k l 0 , r /
1Fk , lF3
Ž . Ž .The inequalities arising from 4.35 ] 4.37 are invariant under a transla-
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Ž . Ž .tion in x and a rotation defined by 2.4 and 2.5 . Hence we can replace
q Ž . Ž .U by U l V for a s 1, . . . , N in 4.35 ] 4.37 , sum with respect to a ,0, r x , ra
and apply Lemma 4.1 to obtain a neighborhood V of › V such thatr
5 5 pu, does not exceed a constant times the right-hand side ofL ŽV l V .i j r
Ž . Ž . q4.35 ] 4.37 with U replaced by V. In the resulting estimates we use the0, r
5 5 3 p rŽ3yp.Sobolev embedding theorem to dominate the terms =u andL ŽV .
5 5 3g rŽgy1. 5 5 2, p=u by C u . When this is done, the inequalityL ŽV . W ŽV .
5 5 p 5 5 p 5 5 pu , F C f q uL ŽV l Q. L ŽV . L ŽV .i j r ž
y2r3 5 5 p 1r3 5 5 pq 1 q r =u q r u , , 4.38Ž . Ž .ÝL ŽV . L ŽV .k l /
1Fk , lF3
is obtained, which holds for 1 - p - q‘, with the constant C indepen-
dent of r. This is the required boundary estimate, and the analogous
interior estimate follows by a straightforward modification of the same
5 5 pprocedure. Combining the two, we thus deduce that u, does notL ŽV .i j
Ž .exceed the right-hand side of 4.38 , for an appropriate constant C ) 0
that does not depend on r. If r is now chosen sufficiently small, we can
5 5 psum these estimates of u, over 1 F i, j F 3, absorb the fourthL ŽV .i j
term on the right-hand side of the inequality that results into its left-hand
side, and so obtain
5 5 p 5 5 p 5 5 p 5 5 pu , F C f q u q =u , 1 - p - q‘.Ž .L ŽV . L ŽV . L ŽV . L ŽV .i j
When these inequalities are combined with Poincare's inequality and theÂ
well-known elementary inequality
5 5 p 5 5 p 5 5 p=u F C u q e u , , e ) 0,ÝL ŽV . L ŽV . L ŽV .e i j
1Fi , jF3
the following lemma is obtained, which gives the required a priori estimate
of u:
Ž .LEMMA 4.4. Let p g 1, q‘ and let s be determined by p as in the
Ž .Introduction. Then there exists a constant C s C m, l, p, V ) 0 such that if
pŽ . 2, pŽ . Ž . Ž .f g L V and u g W V is a solution of 2.1 and 2.2 , then
5 5 2 , p 5 5 p 5 5 pu F C f q u .Ž .W ŽV . L ŽV . L ŽV .
5. WELL-POSEDNESS IN W 2, p l W 1, p0
Ž . 3THEOREM 5.1. Let p g 1, q‘ and let V be a bounded domain in R
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whose boundary is W 2, s, where
 4max 3, p , if p / 3,
s s ½ 3 q d , if p s 3,
and d is an arbitrary positi¤e number. There exists a constant C s
Ž . pŽ . Ž . Ž .C l, m, p, V ) 0 such that if f g L V then the problem 2.1 , 2.2 has a
2, pŽ . 1, pŽ .unique solution u in W V l W V , and0
5 5 2 , p 5 5 pu F C f . 5.1Ž .W ŽV . L ŽV .
Proof. In what follows, C will denote a positive constant which may
vary from line to line, but will always depend only on m, l, p, and V. It is
2, pŽ . 1, pŽ .clear that uniqueness of solutions in W V l W V holds for p G 2.0
w xLemma 4.4 and a standard argument 7, pp. 242]243 hence prove the
2, pŽ .existence of a constant C ) 0 such that any solution u g W V l
1, pŽ . Ž . Ž . pŽ . Ž .W V of 2.1 ] 2.2 with f g L V satisfies 5.1 for p G 2.0
2, pŽ . 1, pŽ .We next prove the existence of a solution in W V l W V for0
w .p G 2. Let p be a fixed number in 2, q‘ . We approximate V by a
2  4sequence of C domains V such that for each k, V : V andk k
 4lim sup distance from x to › V s 0. 5.2Ž .kž /
k xg› V
Since V is W 2, s, we may also arrange this approximation so that
) the W 2, s norm of › V is bounded with respect to k .Ž . k
pŽ . 3 wLet f g L V , and extend f to all of R by zero outside of V. By 4,
x 2, pŽ . 1, pŽ .Theorem 6.3]6 , there is a unique solution u g W V l W V ofk k 0 k
Lu s f on V ,k
u s 0 on › V .k
We now make use of the following lemma:
 4LEMMA 5.2. Let V be the sequence of approximating domains chosenk
abo¤e. Then there exists a constant C ) 0, independent of k, such that for all
2, pŽ . 1, pŽ .u g W V l W V ,k 0 k
5 5 2 , p 5 5 pu F C Lu .W ŽV . L ŽV .k k
It follows from Lemma 5.2 that
5 5 2, p 5 5 pu F C f , for all k . 5.3Ž .W ŽV . L ŽV .k k
Ž .  4If we set u s u N , then by 5.3 , u is a bounded sequence inÄ Äk k V k
2, pŽ . 2, pŽ . 2, pŽ .  4W V , and so a W V -weak limit point u g W V of u existsÄk
Ž .and is a solution of 2.1 .
1, pŽ .In order to check that u g W V , we note first that by Sobolev0
0, aŽ . Ž .embedding, there is an a g 0, 1 such that u g C V and u gk k
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0, a Ž . Ž .C V . It hence suffices to show that u x s 0, for all x g › V. To this
end, let x g › V, and observe that there exists a neighborhood V of x such
2, pŽthat the embedding constants associated with the embedding W V l
0, a. Ž .V ¤ C V l V can be taken as a locally bounded function of thek k
Ž w x.Lipschitz constant of › V and the volume of V cf. 1, Chap. 5 . Sincek k
the distance from x to › V can be calculated locally for k sufficientlyk
Ž .large, it hence follows from ) that there is a C ) 0, independent of k
such that
a
< <u x F C distance from x to › V , 5.4Ž . Ž . Ž .Äk k
Ž . Ž .for all k sufficiently large. From 5.2 , 5.4 , and the compactness of the
2, pŽ . Ž . Ž .embedding of W V into C V , it follows that u x s 0.
Ž . Ž .We have now established well-posedness of the problem 2.1 , 2.2 in
2, pŽ . 1, pŽ .W V l W V for p G 2. This fact together with a simple duality-0
type argument implies uniqueness of solutions for 1 - p - 2, which to-
Ž . Ž .gether with Lemma 4.4 implies that 5.1 holds for solutions of 2.1 and
Ž . 2, pŽ . 1, pŽ .2.2 in W V l W V for 1 - p - 2. Existence of solutions for0
pŽ .f g L V with 1 - p - 2 then follows in the usual way from an approxi-
mation of f by smooth functions.
It remains only to prove Lemma 5.2. Suppose this lemma is false. Then
 4 2, pŽ . 1, pŽ .there is a subsequence n and ¤ g W V l W V such thatk k n 0 nk k
5 5 2 , p 5 5 p1 s ¤ G k L¤ , for all k . 5.5Ž .W ŽV . L ŽV .k kn nk k
Ž .Let w s ¤ N . Then from 5.5 , it follows, after perhaps passing to ak k V
2, pŽ .subsequence, that there exists w g W V such that
lim w s w weakly in W 2, p V . 5.6Ž . Ž .k
k
Since
5 5 plim L¤ s 0, 5.7Ž .L ŽV .k nkk
it follows that Lw s 0, and by an argument in the proof of Theorem 5.1,
1, pŽ . Ž .we also have w g W V . Hence w s 0 by uniqueness, and so from 5.60
and an appropriate Sobolev embedding, we have
5 5 plim w s 0. 5.8Ž .L ŽV .k
k
We now observe that a careful inspection of the proof of Lemma 4.4
shows that the constant C there is a locally bounded function of the
2, s Ž wvolume of V and the W norm of › V cf. 1, Chap. 5; 5, Theorem 1.8.1;
x. Ž . Ž .6, Exercise 4.4, p. 50 . Hence by ) , Lemma 4.4, and 5.7 , there exists a
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d ) 0 such that
5 5 p¤ G d , for all k . 5.9Ž .L ŽV .k nk
From an observation in the proof of Theorem 5.1, the embedding con-
2, pŽ . Ž .stants of the embedding W V ¤ C V can be chosen to be indepen-0 k k
dent of k; hence
5 5 ‘sup ¤ ,L ŽV .-q‘k nk
k
and consequently
5 5 plim ¤ s 0.L ŽV _ V .k nkk
Ž . Ž .This limit and 5.8 together contradict 5.9 .
In closing, we remark that our proof of Theorem 5.1 does not follow a
common strategy for verification of well-posedness results in W 2, p. In that
strategy, well-posedness for p s 2 is proved separately, and then a result
which shows that H 2 regularity can be improved to W 2, p regularity if
f g L p for p ) 2 is combined with an approximation by smooth functions
to establish W 2, p well-posedness for p / 2. This procedure, no doubt, can
also be done in the context of the present paper, but the method used
here, which depends on an approximation of the domain, seems to be
technically somewhat simpler.
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