Abstract. In this paper, a novel fusion algorithm is proposed based on visual brightness and contrast response function, and it can better retain the difference features between infrared and polarization images to improve the visual effect of fused image. Firstly, the source images are enhanced by fractional differentia operator to improve the edge, texture, and brightness. Second, the low frequency and high frequency features of enhanced infrared polarization and intensity image are described by local mean and local skewness. Thirdly, the visual brightness and contrast response function are constructed by using local mean and local skewness based on human visual model. Next, the source images are fused by using the visual brightness and contrast response function, and then two kinds of fused images that are respectively are the low frequency feature fused image and detail feature fused image are gotten. Finally, the fused image is gotten by superposition of the low frequency feature fused image and detail feature fused image. The experiment shows that the result obtained by proposed algorithm performs better in both subjective and objective qualities.
Introduction
The polarization state of the light is related to the material, incident angle and the shape of object, which contain valuable information [1] . By contract the infrared polarization images reflect high-frequency characteristics, such as the geometry, edges of the object, and highlight the goals. Infrared imaging detects targets by using thermal radiation. Infrared intensity image mainly contains the outline of objects, textures and other features of the low-frequency [2, 3] . The objects can be easily detected by the fusion of infrared polarization and intensity images. So the infrared polarization and intensity image fusion has become a key technology in infrared information processing.
At present, the infrared image fusion is mainly as infrared and visible images, many fusion algorithms are developed. The fusion algorithms are mainly multi-scale analysis, including laplacain pyramid transform(LP) [4] ,discrete wavelet(DWT) [5, 6] , stationary wavelet(SWT), dual-tree complex wavelet (DTCWT) [7] , non-subsample contourlet transform(NSCT) [8] [9] [10] , and non-subsample shearlet transform(NSST) [11] [12] , in order to overcome the drawback of the NSST, Liu et al. proposed a new transform named complex discrete shearlet transform (CDST) [13] [14] [15] , and multi-scale transform based on preserving edge is proposed [16] .With the development of polarization imaging, the fusion of infrared polarization and intensity image become a concern. Due to advantage of multi-scale transform in the extraction of image feature, the fusion algorithms of two kinds of image are similar with infrared and visible images fusion, and mainly are multi-scale transform. The two kinds of images are fused by using wavelet transform and lifting wavelet transform respectively in Ref. 17and 18. To overcome the faults of anisotropic, shift-variant, and limited dictionary, the direction of the pyramid, support transformation, NSCT, and NSST [19] [20] [21] [22] are used in infrared intensity and polarized image fusion, the fused image has better visual effect.
Multi-scale and multi-resolution methods have good property of separating and enhancement of image different features. However, the actual decomposition and reconstruction of images are error, and low frequency features are easily missing. Especially, infrared intensity image contains a large number of weak texture features, so the details (edge and texture features) of image would be missing in the decomposition and reconstruction, and the original pixel values are replaced by the transform coefficients in the fusion, which will also introduce error message [23] .
Spatial domain image fusion can better retain the image resolution, but it easily causes reduction of contrast and edge blurring of fused image. In this paper a new infrared polarization and intensity image fusion algorithm is proposed based on spatial domain. The sources images are fused by visual response functions to obtain the different feature fused image, and then the final fused image is gotten by superposition of the different feature fused images. Fusion flow chart is shown in Fig.1 . 
Fractional Image Enhancement
The image information could be missing by using the common methods of image enhancement, such as histogram, contrast stretching, Laplace edge enhancement operator and multi-scale decomposition, which is not suitable to complete description of the image features. Fractional differential could preserve image details and keep the source image histogram envelope [24] . Fractional differential operator has weak derivative nature, namely fractional differential operator can enhance the high frequency signal components, while low-frequency components of a signal are nonlinear reserved [25] . Fractional differential not only retain the image of low frequency contour information and enhance high frequency edge information of high gray value transition amplitude, but also enhance the high frequency texture details of low gray value transitions. Two-dimensional discrete fractional differential equations are shown as follow [26] :
Window size of the filter is 3×3 in this paper, as shown in the formula (3):
where ) , ( y x g is the enhanced images, ) , ( l k w is the coefficient for the template, and the template factor as follows: 
The Description of Image Feature
Infrared thermal imaging uses the temperature difference [27] . When the temperature of objects is same, the objects would have the same bright and dark features in the image. For the infrared image, the object in the image has a homogeneous texture different from its surrounds, so its texture is generally consistent and looks more even [28] , by contract the infrared intensity images have the salient low frequency feature. The infrared polarization image has the salient high frequency feature.
Local mean reflects uniformity of the image brightness area, so it can be used to describe the brightness, outline, and other low-frequency features of an image. Fig.3 (a) is low frequency feature image of infrared intensity image, which better reflects low-frequency features of the infrared intensity image. The skewness is the third moment, and it is more sensitive to gray-scale value changes and can better describe texture and edge features of image. So this paper introduces local skewness to describe the edge and texture features. Fig.3 shows that the enhanced image is advantage to describe the detail features of image, such as wheels, leaves and sidewalk etc. Formula of local mean and local skewness are shown as follow:
Lmean (x, y) u(k, l) *g (x k, y l) 
Visual Brightness and Contrast Response Function
Visual feature response function reflects perception degree of the human visual system for different features of the image. The feature images are gotten by using different visual feature response function and are better suitable for the human visual system. Vision systems perceive the outline, edge and texture features of the object by the difference of bright and dark and contrast between objects. According to the analysis, this paper constructs visual response functions by the local mean and skewness to simulate the visual perception degree of the visual system. Research shows that the human visual feature response function is closer to exponential law [29] . So in this paper the exponential distribution is used to determine the response function of visual features [28] . As Formula (6) and (7).
Lmean (x, y) Min(Lmean (x, y)) LMTV (x, y) ( ) Max(Lmean (x, y)) Min(Lmean (x, y))
LMTV i and LWTV i are respectively visual brightness response function and the visual contrast response function. I and P are respectively the infrared image and a polarized image. Max(x) and Min(x) are maximum and minimum function. Mean(x) is mean function, k is the exponent, 0<k<1. When k is too big, the brightness of image would drop. When k is too small, the brightness of image would be too strong.
Image Fusion
In order to prevent reducing of the fused image contrast, the low frequency feature image of source images are obtained by using the local mean filter, and the high frequency feature image of source images are obtained by using local skwness filter. Next, the fusion weight coefficients of different feature image are constructed by using visual brightness response function and the visual contrast response function, and the source images are fused by weight coefficients, as formula (8) and (9) . 
Experimental Results and Analysis
In this paper five pairs of images are used to evaluate the proposed fusion algorithm. For comparison purposes, the fusion is also performed using the NSCT, NSST, CDST, and MSBT(Multi-scale bilateral filter transform) method. The low frequency coefficients are fused by the local adaptive weighted energy, and the high frequency coefficients are fused by the absolute maximum choosing, which is adopted by the most papers [30] [31] [32] .
The infrared polarization and intensity images are obtained by our long infrared polarization imaging system in figure 5 and figure 6, the infrared polarization and intensity images are derived from the literature [21, 32, 33] in the Fig.7 ,Fig.8 and Fig.9 .The infrared polarization imaging is related to the material, incident angle and the shape of object, the objects of same or different material have the different polarization effect, the infrared polarization images mainly reflect the edge and texture features. The infrared intensity images mainly reflect the brightness and outline features. So this paper chooses the infrared polarization images of building and vehicle to reflect the infrared polarization characteristics of the objects of same or different material, and then the images between infrared polarization and intensity have the very strong complementary. Infrared polarization and intensity images are obtained from our laboratory (shown in Fig. 4 (a) and Fig. 4(b) ), fused image(shown in Fig.4(c), Fig.4(d), Fig.4(e), Fig.4(f) and Fig.4(g) ). Fig.4 shows that all these five methods have achieved good results. The CDST fusion algorithm is better than NSST, NSCT, and MSBG. It can be seen that the fused image of the proposed algorithm has the better contrast and edge than the fused image of the other fusion algorithms, because this paper fusion algorithm have ability to strong extract contrast and edge features. For example, the rail of Fig4(g) is clearer than the other fusion algorithms, the edge, outline, and texture of internal structure of building are finest in the fused image of the proposed algorithm.
Infrared polarization and intensity image obtained from our laboratory (shown in Fig. 5(a) and Fig. 5(b) ), fused image(shown in Fig.5(c), Fig,5(d), Fig.5(e), Fig.5(f) and Fig.5(g) ). The Fig.5 shows that all the fusion results of five fusion algorithms are good. By comparing five kinds of fusion algorithm, the contrast of Fig. 5(g) is better than fused images of NSST, NSCT, MSBT, and CDST. The edges and contours of building, including roof of house, antenna of roof, and cottage door of fused image of proposed algorithm are clear and the visual effect is the best.
Medium infrared polarization and intensity image obtained from reference (shown in Fig. 6(a) and Fig. 6(b) ), fused image(shown in Fig.6(c), Fig,6(d), Fig.6(e), Fig.6(f) and Fig.6(g)) . The Fig.6 shows that the fused image gotten by proposed algorithm has the best visual effects and its edge is the most clear. The Fig. 6 (e) overall is dim and unclear, and the edge of vehicle body, wheel, roof of vehicle, sidewalk and leaves in the Fig.6 (f) are better than those in Fig.6(c) and Fig. 6(d) .
In the Fig.7 fused image of CDST compared with NSST, NSCT, and MSBT has the fine edge and detail feature, because CDST have the advantage of DTCWT and NSST. This paper fusion algorithm can extract the edge and contrast features very well, so the fused image of this paper is clearer than the other fusion algorithms, the edge, and texture of windows, wall, and air conditioning is best.
In the Fig.8 fused image of CDST is better than MSST, NSCT, and MSBT, the detail and contrast features of SUV and garage is clear. The edge, detail, and contrast of the bumper, mirror, and lamps of SUV are better than the other fusion algorithms in this paper fused image, and the background is clearer than the other fusion algorithm too.
In order to evaluate the effect of the fused image better, this paper has adopted an object evaluation method to evaluate the fused image. The standard deviation(SD), the spatial frequency(SF) [33] and the edge intensity（EG）are used to evaluate fused image. The standard deviation is a measure of the richness of the image, the SF is used to measure the activity level of an image, the EG is used to measure the edge strength [34] , as formula (11), (14) , and (16). Table 1 
1 1
G(x, y) H(s, t) * f (x t, y t)
where SD is standard deviation, f(x,y) is the images, f is the average value of image pixel, M×N is the size of image, Q is the number of image pixel,RF,CF, SF, G, and EG are respectively row frequency and column frequency, spatial frequency, edge and edge strength. H(s,t) is Laplace operator, N is the number of edge pixel. Table 1 , Table2, Table 3 , Table 4 , and Table 5 show that as a whole the CDST fusion algorithm is better than NSST, NSCT, and MSBT fusion algorithms, the SD, SF, and EG obtained by proposed algorithm are much larger than other four algorithms. The spatial resolution and edge strength of this paper fused image comparing with NSST, NSCT, MSBT, and CDST fusion algorithm has great advantages. The information of fused image of proposed algorithm is rich, the contrast of fused image of proposed algorithm is high, and the fused image of proposed algorithm keeps the silent features of the infrared polarization and intensity images, the visual effect of the fused image of proposed algorithm is the best.
Conclusion
This paper proposed a new infrared polarization and intensity image fusion algorithm based on spatial domain to improve the visual effect and contrast of fused image. this paper carried out the following researches:(1) The fractional differentia operator is introduced into the fusion processing to enhance the edge and texture feature of image, and the low frequency features of source images are retained. (2) By analyzing the features of infrared polarization and intensity image, the local mean and skewness are respectively used to extract the low frequency feature and high frequency feature of source images to prevent the information missing of fused image.(3) By the human visual system, the brightness and contrast response function is constructed, the response functions are used to as the feature fusion weight coefficient, and then the different feature fused image is obtained by the fusion of source images. (4) The final fused image is obtained by adding between the different feature fused images. Five pairs of infrared polarization and intensity images have been used to evaluate the performance of this paper fusion algorithm, and the experiment results show that the better fused image can be gotten by using the proposed algorithm.
