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Neurodegenerative diseases such as Alzheimer’s, Huntington’s and Parkinson’s diseases are
among the most devastating and costly diseases. They are characterized by a progressive
and selective loss of anatomically and functionally related neuronal systems. Finding
effective treatments and biomarkers for early detection of neurodegenerative diseases
has been a longstanding research goal of neuro-scientists. In this section, we will briefly
introduce Alzheimer’s disease and Huntington’s disease as well as the role of Magnetic
Resonance Imaging (MRI) in the development of biomarkers for these diseases.
1.1.1 Alzheimer’s disease
Alzheimer’s disease (AD) is the most common cause of dementia [1]. It is characterized by
impairment of memory and disturbances in reasoning, planning, language and perception.
The disease prevalence was approximately 33.9 million people worldwide in 2011 and
expected to triple in the next 40 years [2]. It is the sixth leading cause of death in the
United States and the only one among the top 10 which currently cannot be prevented or
cured [3]. Related neurobiological changes such as the progressive accumulation of the
amyloid-β protein occur years before symptom onset [4] and the mean life expectancy
after diagnosis is between 8 and 10 years [5].
1.1.2 Huntington’s disease
Huntington’s disease (HD) is a slowly progressive neurodegenerative disease. It is caused
by a genetic defect on chromosome 4, with a disease onset at middle age and it is clinically
characterized by symptoms of motor, behavioral and cognitive dysfunctioning [6]. The
mean age of symptom onset is 40 years [7]. Currently no cure exists for this disease,
although many therapeutic strategies have been investigated [8]. Besides therapeutic
agents, much research focuses on the establishment of robust and sensitive biomarkers for
the onset of the disease [9, 10]. This is essential to assess effectively potential therapeutic
agents.
1.1.3 Magnetic resonance imaging as a biomarker
Despite advances in medicine and in our knowledge of the disease’s biological processes,
AD can only be diagnosed as "probable" using neuropsychological examinations, neu-
roimaging and patient clinical data with a sensitivity ranging from 70.9% to 87.3%
and specificity from 44.3% to 70.8% [11]. The definitive diagnosis is still based on the
combination of clinical features and post-mortem data [5, 12]. Due to the enormous
expected increase of AD prevalence as well as the associated social cost, there is a need
for biomarkers which can be used not only for early detection of the disease but also for
monitoring disease progression and evaluating the effects of drug therapies.
In addition to non-imaging clinical biomarkers, research has focused on the use of
MRI to provide in vivo imaging-based biomarkers. Structural MRI-based biomarkers for
instance have been shown to reach an accuracy of 80% in predicting the conversion of mild
cognitive impairment (MCI) to AD [5]. Even though encouraging, this performance is not
sufficient and additional biomarkers need to be developed to increase the prediction
accuracy. Another active aspect of MRI-based research in AD is the detection and
quantification of abnormal iron accumulation in the brain. Studies have suggested
that AD is associated with abnormal iron deposition within the cortex and basal ganglia
[13, 14], possibly due to amyloid-β plaques associating with iron. T*2-weighted images can
potentially be used for non-invasive investigation of both focal and diffuse iron deposition
in the brain in vivo [15].
Regarding HD, MRI has been shown to be sensitive to the alteration of brain structures
of individuals with premanifest or early HD [9, 16]. Multiple MRI-based studies have
reported progressive atrophy in subcortical structures. Among others, it is well established
that in the caudate nucleus and the putamen, atrophy occurs long before disease onset
[17–19]. Early atrophy of the pallidum and accumbens nucleus has also been reported
[20]. In addition to global volume reduction, localized and non-uniform patterns of
atrophy were shown in subcortical structures using shape analysis [21]. Additionally,
evidence of increased iron levels in the caudate and the putamen in manifest stage of the
disease was also reported in an MRI study [22]. T*2-weighted imaging at ultrahigh field is
increasingly used as a tool for assessing tissue magnetic susceptibility changes such as
those caused by alternations in iron content.
1.2 T*2-weighted imaging at ultrahigh field strength
1.2.1 T*2-weighted sequence
T*2-weighted sequence is typically a gradient echo (GRE) sequence that is made more
sensitive to T*2 relaxation by tuning its parameters such as the repetition time (TR) and
echo time (TE). In a GRE sequence, T*2 relaxation refers to the decay of the transverse
magnetization and is composed of two components: T2 relaxation caused by the loss
of phase coherence among spins and T2’ relaxation caused by local magnetic field
inhomogeneities [23].
Data acquired with T*2-weighted sequence, like with other MR sequences, is a complex
image from which the magnitude and phase components can be extracted. The T*2-
weighted image is reconstructed using the magnitude component. The phase component,
on the other hand, is usually discarded. However, it has been shown that the phase images
offer sensitive indirect measures of changes in tissue magnetic susceptibility.
1.2.2 MR phase contrast
Local field inhomogeneity induced by tissue susceptibility produces local variations,




















[24]. This effect opens up possibilities for a new type of contrast based on the phase
images. The phase component of the acquired complex data is bound to the interval of
[−π;π]. Because of the inhomogeneity of the static field, its actual range is much larger,
resulting in discontinuities or phase wraps. A common way to perform phase unwrapping
is high-pass filtering in the k-space [25]. This method is based on the observation that the
frequencies characterizing unwanted slow variations belong to lower frequency ranges
than those characterizing anatomical information. It should be mentioned however that
this filtering technique may lead a loss of anatomical information.
Image phase has been demonstrated as a rich source of information and useful for
improved visualization of the brain structures. For instance, it has been shown that the
phase images exhibit enhanced contrast within the basal ganglia [26] and hippocampus
[27]. The relative contrast between cortical grey and subcortical white matter is more
profound on phase images as compared to the magnitude images [28, 29]. Furthermore,
phase shift has been demonstrated to vary linearly with iron concentration in regions with
high iron content [30]. Image phase can be used as an indirect measure of iron in the
brain.
1.2.3 Ultrahigh field MR imaging
Since the introduction of the first MRI machine in the early 70s, MRI has received much
attention and it has undergone vast technological developments. Continuous effort has
been made to develop new scanners, particularly to increase the magnetic field strength.
An increase in field strength will lead to an increase in spatial image resolution, signal to
noise ratio, contrast to noise ratio and sensitivity to tissue susceptibility [31], from which
several clinical applications can benefit. Besides potential improvements in image quality,
a number of challenges are faced at ultrahigh field such as an increase of inhomogeneity,
geometric distortion, tissue heating, and signal loss due to intravoxel dephasing [31, 32].
Currently, while clinical scanners operate at a standard static field of 1.5 or 3 Tesla (T), an
increasing number of human scanners operating at ultrahigh field strengths (7T or 9.4T)
are used in clinical research.
Since susceptibility-induced changes in the magnetic field scale linearly with field
strength, T*2-weighted images show a higher sensitivity to changes in substances such
as iron and myelin at higher field strengths [26]. Image processing techniques need to
be developed to enable quantitative studies making use of the information offered in
ultrahigh field T*2-weighted magnitude and phase images. To this end, texture analysis
could be a useful tool as it could allow the extraction of several relevant textural features
from those images.
1.3 Texture analysis
Image texture refers to a group of image properties that describe spatial arrangements
of visual patterns and relates to the intuitive notions such as contrast, coarseness and
smoothness [33]. Textures can be recognized qualitatively by means of visual observation.
Nevertheless, the ability of our vision system in detecting and discriminating complex
textures is limited [34]. Texture analysis allows the mathematical description of image
textures that are both perceptible and imperceptible to human eyes. Texture analysis
techniques initially were proposed for 2D images and subsequently extended for 3D
datasets. A texture analysis framework is often composed of the following steps: image
pre-processing, feature extraction, feature selection, statistical comparison or classification
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[35]. Several approaches have been proposed in the literature for feature extraction and
selection.
1.3.1 Feature extraction
In this section, we will briefly review transform-based and statistical approaches, which
are among the most commonly used approaches in texture analysis of neuro-MR images
[35].
In transform-based approaches, image textural features are described as parameters
obtained from signal processing transformations such as Fourier, Wavelet, Gabor and
Stockwell transforms. These approaches represent the image in a new space whose
co-ordinate system, e.g. frequency and size, has an interpretation closely related to image
textural characteristics [36]. Fourier transform-based approaches provide textural features
as measurements in a spatial frequency spectrum. A disadvantage of this approach is
that it cannot reflect any spatial localization in the frequency domain [35]. The Gabor
transform, also referred to as short-time Fourier transform, allows the quantification of
changes in texture in different parts of the image. Textural features extracted using Gabor
transform are invariant with respect to illumination, rotation, and translation [37]. The
Wavelet transform provides a multi-scale representation of the image [38]. The energy of
Haar Wavelet sub-bands, for instance, can be calculated as a textural feature [39]. The
Stockwell transform provides a unique time-frequency representation of the image [40].
Since its feature is a combination of the localization feature of the Gabor transform and
the multi-scale feature of the Wavelet transform, this transform enables capturing subtle
textural changes in the image.
Among other approaches, statistical approaches, particularly Gray-Level Co-occurrence
Matrix (GLCM) approach [41], have been widely used in MRI studies because of its ability
to characterize image properties based on voxel spatial correspondence. A GLCM tabulates
the frequency of every pair of image intensity over the whole image or ROI at a given
spatial offset. Based on this approach, 2D GLCMs or 3D GLCMs can be computed. It has
been shown that 3D GLCM yields features with higher discriminative power compared to
2D GLCM [42]. Additionally, textural features derived from GLCMs are superior compared
to features of other categories regarding their ability to distinguish different patterns for
datasets that are heterogeneous to imaging parameters, including spatial resolution [43].
The run-length matrix has also been used in the literature. This approach allows one to
evaluate the coarseness of a texture in a predetermined direction. A run length matrix is
constructed by tabulating the number of gray-level runs for each gray level at the given
direction. The performance of this approach, compared to the GLCM-based approach, is
subject to some debate [35].
1.3.2 Feature selection
In texture analysis, a large number of features are often extracted. This results in
redundant or correlated features. The selection of relevant features is needed to reduce
the dimensionality. A wide range of techniques has been used in the literature for
feature selection. For example, scatters plots and linear regression can be used to assess
the relation between feature pairs and thereby identify redundant features. Principle
Component Analysis (PCA) was applied to convert a set of possibly correlated features
into an equal or smaller set of uncorrelated features based on eigenvalue decomposition




















analysis [48]. Sequential forward feature selection method based on the Mahalanobis
distance was applied in an iterative framework. The selection procedure iterated until
none of the remaining features would significantly increase the Mahalabonis distance [49].
Linear discriminant analysis was applied in conjunction with augmented variance ratio
for feature ranking [50]. In [51], a pre-selection step was introduced for improving the
effectiveness in searching the feature subsets and ROC analysis was applied characterize
the performance of individual features and feature subsets. In [52], a subset of features
derived from different approaches was selected based on greatest difference between
different tissue types.
1.3.3 Texture analysis of brain MR images
Texture analysis has been shown to be a useful tool in numerous MR-based studies of the
human brain. Texture analysis can be carried out on the entire brain or a region of interest
that is manually delineated or on a structure automatically segmented. It has been applied
to different structures of the brain in the context of several neuronal diseases. For instance,
3D textures were extracted from T1-weighted images of the hippocampus and entorhinal
cortex for the differentiation between AD patients and normal controls. The textural
features used were extracted based on image histogram, gradient, GLCM, and run-length
matrix [53]. Textural features derived using the GLCM approach was used in combination
with computational models for automated detection of focal cortical dysplasia lesion on
T1-weighted images [54]. 3D textural features computed based on image histogram,
GLCM and run-length matrix were used to discriminate benign, malignant and metastatic
brain tissues on T1 post contrast MR images [55]. Features computed from GLCM and
run-length matrix were used for the discrimination of multiple sclerosis from cerebral
microangiopathy lesions [56]. GLCM-based features extracted from postcontrast T1-
weighted images were used for the prediction of hemorrhagic transformation in acute
ischemic stroke. Gradient magnitude and entropy were computed from T1 MR images
for quantifying changes in the temporopolar cortex and white mater in temporal lobe
epilepsy [57]. Wavelet-based textural features, the mean and standard deviation of FLAIR
images of the hippocampus were investigated in a study of mesial temporal lobe epilepsy
[58]. Textural features of T2 MR images extracted using the polar Stockwell transform
was demonstrated as a sensitive measure of tissue injury and recovery resulting from
acute inflammatory lesions in multiple sclerosis [59]. GLCM-based texture analysis of
high resolution MR images showed the ability to discriminate between febrile and afebrile
initial precipitating injury in mesial temporal sclerosis [60]. The added value of texture
analysis in disease monitoring has also been demonstrated in studies of neurodegenerative
diseases such as Alzheimer’s disease [33, 49, 53] and Parkinson’s disease [61].
1.4 Problem statement
In neuro-imaging, texture analysis has been widely applied to T1-weighted MR images.
Texture analysis of T*2-weighted images however has not yet been explored. The ability
to quantitatively capture macro and micro changes in the form of texture makes texture
analysis a potential tool for investigating neuro-tissue alterations such as those related
to tissue magnetic susceptibility as reflected in T*2-weighted images. The main part of
this thesis is inspired by the need to develop methods for quantitative analysis, including
texture analysis, of T*2-weighted images acquired at 7T.
Additionally, as a potential application, texture analysis can be employed to explore the
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informational content of the deformation field obtained from non-rigid image registration.
The Jacobian determinant map of the deformation field can be used to characterize local
volumetric changes. In AD, studies based on volumetric and shape analysis have reported
abnormalities in multiple structures such as the hippocampus, cortex [62], thalamus,
putamen [63], amygdala [64] and ventricle [65]. Several techniques have been developed
for deformation-based morphometry studies of brain changes in AD [45, 66, 67]. However,
the textural aspects of the deformation field have not been investigated. We hypothesize
that the deformation field contains information about the overall patterns of volumetric
changes in the entire brain and this information can be extracted and incorporated in a
classification framework by means of texture analysis.
1.5 Goals and contributions of the thesis
The primary goal of this thesis is to develop methodologies for quantitative analysis of
human brain MR images at ultrahigh field strength. In particular, we aim to develop
methods for:
• Detection of between-group textural differences in 7T T*2-weighted images of
subcortical structures.
• Segmentation and quantification of local changes in the cerebral cortex in 7T
T*2-weighted images.
In addition, we also aim to investigate the possibility to extract and use the textural
information from whole brain deformation field for classification purpose.
The contributions of the thesis are summarized as following:
Chapter 2: approaches for the extraction and usage of quantitative information
from T*2-weighted images at ultrahigh field have not been fully explored. We propose a
quantitative framework to explore textural information available on T*2-weighted images
acquired at 7T based on a second-order texture analysis approach. We apply the proposed
framework to study textural differences in subcortical structures between premanifest HD,
manifest HD and controls. Our results provide the first evidence of textural heterogeneity
of subcortical structures in HD.
Chapter 3: accurate quantitative analysis of the cerebral cortex using T*2-weighted
images requires accurate depiction of the structure from these images. Manual segmenta-
tion is tedious and subject to inter-subject variability. Segmentation based on T1-weighted
images suffers from the decreased GM/WM contrast due to aging and pathology as well
as global and local inaccuracy caused by acquisition artefacts between T1 and T*2 data.
In this chapter, we describe a new method that performs cortical segmentation directly
on T*2-weighted images using the combined magnitude and phase information. The
segmentations obtained using the method are evaluated against manual segmentations
and T1-based segmentations on a group of elderly subjects. The results show that the
proposed method is an accurate and robust approach for cortex segmentation in datasets
presenting low GM/WM contrast.
Chapter 4: T*2-weighted segmentation of the cortex once obtained enables subsequent
automatic analysis steps. We develop a framework for group-wise analysis of the cortical
features based on the segmented cortex and an anatomical atlas. The proposed framework
allows for computing GM/WM contrast and cortical profiles at local cortical regions on
T*2-weighted magnitude and phase images, and perform group-wise comparison using the
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computed measures. Differences in terms of local GM/WM contrast are evaluated using
the Mann-Whitney U-test. By using a local comparison of the regional cortical profile,
differences at each cortical depth can be highlighted. We demonstrate the application of
the framework using data of young and elderly healthy subjects.
Chapter 5: Previous studies indicate that early onset AD (EOAD) patients have
different AD pathology compared to patients with late onset AD (LOAD). In this chapter,
we explore regional iron related differences, possibly indicative for AD pathology, in the
cerebral cortex between EOAD and LOAD patients using 7T MR phase images. Based on
the method presented in chapter 4, we assess the differences between these groups of
patients in terms of lobar phase shift, cortical phase contrast and phase profile at local
cortical regions.
Chapter 6: we develop a novel method for exploiting the information contained in the
Jacobian determinant map of the deformation field. In particular, we study the textural
aspects of the Jacobian determinant map. By means of texture analysis, the developed
method captures the overall patterns of the Jacobian determinant map over the entire
brain, thereby incorporating information about volumetric changes of all structures in the
brain in classification of AD subjects. Classification results using support vector machine
in a bootstrapping procedure demonstrate the potential of texture analysis on entire brain
Jacobian determinant map for diagnosis of AD subjects.




Texture analysis of ultrahigh field T*2-weighted
MR images of the brain: application to
Huntington’s disease
This chapter was adapted from:
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A. C. Roos, J. van der Grond, J. H. C. Reiber, and J. Milles, "Texture analysis of ultrahigh
field T*2-weighted MR images of the brain: application to Huntington’s disease," Journal
of Magnetic Resonance Imaging, vol. 39, no. 3, pp. 633−640, 2014.
Abstract
Purpose: To develop a framework for quantitative detection of between-group textural
differences in ultrahigh field T*2-weighted MR images of the brain.
Materials and methods: MR images were acquired using a three-dimensional (3D)
T*2-weighted gradient echo sequence on a 7 Tesla MRI system. The phase images were
high-pass filtered to remove phase wraps. Thirteen textural features were computed for
both the magnitude and phase images of a region of interest based on 3D Gray-Level
Co-occurrence Matrix, and subsequently evaluated to detect between-group differences
using a Mann-Whitney U-test. We applied the framework to study textural differences
in subcortical structures between premanifest Huntington’s disease (HD), manifest HD
patients, and controls.
Results: In premanifest HD, four phase-based features showed a difference in the caudate
nucleus. In manifest HD, 7 magnitude-based features showed a difference in the pallidum,
6 phase-based features in the caudate nucleus, and 10 phase-based features in the
putamen. After multiple comparison correction, significant differences were shown in the
putamen in manifest HD by two phase-based features (both adjusted p values = 0.04).
Conclusion: This study provides the first evidence of textural heterogeneity of subcortical
structures in HD. Texture analysis of ultrahigh field T*2-weighted MR images can be useful







































Recent technological developments of clinical ultrahigh field MR scanners have enabled
the acquisition of data with increased image resolution, signal-to-noise ratio and contrast-
to-noise ratio [31]. In particular, T*2-weighted imaging has recently received much
attention due to its capability to characterize tissue magnetic susceptibility [26, 68,
69] and phase images showing an increased sensitivity to small differences in tissue
susceptibility with higher field strengths [26]. T*2-weighted images have been used in
quantitative studies of the brain at lower fields, e.g. as an indirect means to study
iron in subcortical structures of patients with multiple sclerosis and clinically isolated
syndromes [70, 71]). With ultrahigh field MRI, T*2-weighted images have been examined
qualitatively for improved visualization of anatomical structures such as the cerebral
cortex [72] and the hippocampus [27]. However, approaches for the extraction and
utilization of quantitative information from these images have not yet been fully explored.
In phase-based studies [70, 71, 73], the mean phase value of a region of interest (ROI)
is often used. This measure does not consider any spatial relationships between phase
voxels and as a result does not reflect local spatial differences. Apart from global phase
shifts, additional local changes among image voxels such as focal or distributed alterations
within the ROI cannot be captured by the mean phase value. This limitation can be
overcome by means of texture analysis.
Image texture describes the spatial arrangement of visual patterns that relate to
intuitive notions such as coarseness, contrast and smoothness. Texture analysis techniques
allow one to mathematically quantify the textural aspect of images independently of
the way they are perceived by the human eye. In the literature, several texture analysis
approaches have been proposed such as transform-based approaches, signal processing
approaches and statistical approaches [35]. Gray-Level Co-occurrence Matrix (GLCM)
[41] is one of the most widely used approaches because of its ability to characterize
image properties based on voxel spatial correspondence. Based on this approach, 3D
GLCMs, which yield features with higher discriminative power compared to 2D GLCMs
[42], can be computed and subsequently used to derive second-order textural features.
The added value of texture analysis in disease monitoring has been demonstrated in
MR-based studies of neurodegenerative diseases such as Alzheimer’s disease [49] and
Parkinson’s disease [61]. This tool can potentially be used to quantitatively study changes
reflected on ultrahigh field T*2-weighted images.
Huntington’s disease (HD) is a slowly progressive neurodegenerative disease clinically
characterized by symptoms of motor, behavioral, psychiatric and cognitive dysfunction [6].
Global and localized atrophy in subcortical structures has been reported in HD [18, 21].
Additionally, studies have shown profound cellular deterioration in the putamen and
caudate nucleus based on histological data [74–76] and increased iron accumulation in
the same structures using MRI [22]. Abnormal iron levels in the basal ganglia have been
demonstrated both post mortem [77] and in vivo using T2 relaxometry [78–80]. We
hypothesized that indications of change at tissue level in subcortical structures in HD,
possibly related to iron accumulation, can be captured using texture analysis of ultrahigh
field T*2-weighted images.
In this work, we propose a quantitative framework composed of 7 Tesla (T) T*2-
weighted imaging and the GLCM texture analysis approach which allows one to capture
between-group differences. We apply the proposed framework to study textural hetero-
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TABLE 2.1: Subject characteristics.
Premanifest HD Manifest HD Controls
Age 43.7 ± 9.9 51.5 ± 12.2 48.1 ± 1.3
CAG repeat 43.7 ± 3 43.8 ± 3.2 n/e
Gender (male/female) 3/4 5/3 3/2
n/e = not examined
geneity in subcortical structures of subjects with premanifest and manifest HD and healthy
controls. Furthermore, by means of texture analysis, we aim to study the quantitative
values of ultrahigh field T*2-weighted images.
2.2 Materials and methods
2.2.1 Subjects
Twenty participants were recruited from our institution’s neurology outpatient clinic,
of which 7 were premanifest HD gene carriers, 8 manifest HD patients and 5 controls.
Inclusion criteria for the premanifest HD consisted of a positive genetic test for a CAG-
repeat expansion of > 39 in the Htt-gene, an absence of motor abnormalities defined as a
score of ≤ 5 on the Unified Huntington’s Disease Rating Scale (UHDRS), total motor score
(TMS) and a diagnostic confidence level of 0 or 1 on the UHDRS. Inclusion criteria for
manifest HD consisted of a positive genetic test for a CAG-repeat expansion of > 39 in the
Htt-gene, a presence of motor abnormalities defined as a score of > 5 on the UHDRS-TMS
and a diagnostic confidence level of 4 on the UHDRS. Healthy gene negative family
members or spouses were recruited as controls. Exclusion criteria for all participants
consisted of significant (neurological) comorbidity, claustrophobia and MRI incompatibility.
The study was approved by the Medical Ethical Committee. All participants gave written
informed consent. Characteristics of the participants are presented in Table 2.1.
2.2.2 MR acquisition
The participants underwent MRI scanning on a 3T and a 7T Philips whole body systems
(Philips Healthcare, Best, the Netherlands) within 24 h. T1-weighted images were acquired
on both scanners and a T*2-weighted imaging sequence was performed on the 7T scanner.
Texture analysis was performed on the 7T T*2-weighted images. The 3T T1-weighted
images were used for automated segmentation of subcortical structures while the 7T T1-
weighted images were only used for registration purpose. The following scan parameters
were applied:
3T T1-weighted MRI
T1-weighted image volumes were acquired using a 3D gradient echo acquisition
sequence with the following imaging parameters: repetition time (TR) = 7.7 ms, echo
time (TE) = 3.5 ms, flip angle (FA) = 8o, field-of-view (FOV) = 240 x 224 x 224 mm3,
164 sagittal slices to cover the entire brain, voxel size 1.1 x 1.0 x 1.0 mm3.
7T T1-weighted MRI
A 3D gradient echo sequence was applied with the following parameters: TR = 18 ms,








































A high-resolution 3D heavily T*2-weighted gradient echo sequence was used with the
following parameters: TR = 24 ms, TE = 15 ms, FA = 45o, FOV 220 x 182 x 142 mm3,
voxel size 0.25 x 0.25 x 0.5 mm3.
Examples of the acquired images are shown in Figure 2.1.
2.2.3 Overall framework
Image analysis was performed as follows. First, preprocessing included intensity inhomo-
geneity correction for the magnitude images, phase unwrapping for the phase images,
and segmentation of the subcortical structures using the 3T T1-weighted images. After
preprocessing, rigid registration was applied to align all images of each subject to the
subject 3T T1-weighted space. Subcortical segmentations were performed using the 3T
T1-weighted images and the segmentation masks were then used to identify subcortical
structures in the 7T T*2-weighted magnitude and phase images. Subsequently, thirteen
Haralick features [41] were computed for both 7T T*2-weighted magnitude and phase
images of each structure based on a GLCM. A nonparametric statistical testing was then
performed on each Haralick feature to compare the premanifest and manifest groups with
a control group.
2.2.4 Image processing
2.2.4.1 Intensity inhomogeneity correction
Intensity non-uniformity is a common artifact in MR imaging characterized by anatom-
ically independent intensity variation throughout the data. Correction for this artifact
is crucial as it degrades the performance of quantitative MRI analysis [81]. In this
study, we applied the N3 algorithm [82] for the correction of the 7T T1-weighted and 7T
T*2-weighted magnitude images using its implementation in MIPAV software [83].
2.2.4.2 Phase unwrapping
The phase of each pixel in the MR image, reconstructed on the scanner, is bound to
the interval of [−π,π]. However, its actual range is much larger due to the intrinsic
inhomogeneity of the magnetic field, resulting in phase wraps in the images. In this study,
phase wrap removal, also referred to as phase unwrapping, was performed based on
high-pass filtering in the k-space as implemented in Wang et al. [25].
FIGURE 2.1: Examples of 3T T1-weighted magnitude (a), 7T T1-weighted magnitude (b), 7T
T*2-weighted magnitude (c), and 7T T*2-weighted (unwrapped) phase (d) images.
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2.2.4.3 Segmentation of subcortical structures
Texture analysis on subcortical nuclei requires segmentation of these structures. To obtain
segmentation of the subcortical nuclei, we applied FIRST [84], part of the FSL package,
on the 3T T1-weighted images. The software has also been successfully applied in recent
HD studies [20–22]. The resulting subcortical masks were used to segment subcortical
structures on the 7T T*2-weighted magnitude and phase images. In the present work, we
studied the following structures: amygdala, caudate nucleus, hippocampus, pallidum,
putamen and thalamus.
2.2.4.4 Registration
Subcortical segmentation on 7T T*2-weighted magnitude and phase images using the 3T T1-
based subcortical masks required registration to transform 7T T*2-weighted images to the
3T T1-weighted space. Since the accuracy of direct registration between 7T T*2-weighted
and 3T T1-weighted images suffered from the differences in type of MR sequences and
field strengths, the 7T T1-weighted images were used in an intermediate step during the
registration to improve the overall performance of registration. The registration was done
using the elastix registration package [85] in two steps: rigid body registration of 7T
T*2-weighted images to 7T T1-weighted images using mutual information as the similarity
measure and a B-spline interpolator, followed by rigid body registration of 7T T1-weighted
images to 3T T1-weighted images using correlation ratio and a B-spline interpolator.
After registration, since the computation of 3D textural features in this study required
isotropic data, all subcortical segmentations were resampled from 1.1 x 1.0 x 1.0 mm3 to
1.0 x 1.0 x 1.0 mm3.
2.2.5 Texture computation
2.2.5.1 3D Gray-Level Co-occurrence Matrix
In this study, the textural features were computed based on 3D Gray-Level Co-occurrence
Matrix (GLCM). A GLCM M of an image I represents how often every combination of gray
scale values occurs in the image at a given spatial offset. The matrix is constructed by
systematically searching the whole image and tabulating the frequency of different gray
level combinations. Each entry M(i , j ) of the matrix is equal to the number of times voxel
I (x, y, z), with value i , and voxel I
(
x +∆x , y +∆y , z +∆z
)
, with value j , occur in the image.
I (x, y, z) and I
(
x +∆x , y +∆y , z +∆z
)
are termed neighboring voxels. The coordinate of the






. This displacement vector is composed of the distance between the voxels
and the direction in which they are searched for.
Mathematically, M(i , j ) is computed as:








1, if I (x, y, z) = i and I (x +∆x , y +∆y , z +∆z ) = j
0, otherwise
(2.1)
where P , Q, and L are the image dimensions. To avoid obtaining a sparse GLCM, image
intensity is often quantized to a smaller range of N gray levels. In this study, we used
a global intensity quantization scheme to preserve the relative difference in dynamic
range between subjects. For each structure of interest, the global maximum intensity
Imax and global minimum intensity Imi n over all studied subjects were computed and







































structure of interest was performed for every subject using the resulting global dynamic
range and quantization step. All GLCMs were square matrices of dimension N computed
from the quantized images. This global scheme has been reported to be optimal compared
to a local scheme that scales each individual dynamic range to the same range of [1; N ]
[42]. In this work, we chose a commonly used value of N of 32 gray levels [35] for
intensity quantization. Prior to this intensity quantization step, the dynamic range of
the whole-brain magnitude images was scaled to the same range of [0;1023] (10 bits) for
intensity normalization.
Since there is no evidence for pathological differences between the different hemi-
spheres in HD, we did not investigate the left and right sub-structures separately, but
rather combined them together. The GLCM for the whole structure was computed as
follows. Prior to the computation of GLCM, the 3D volume of each structure was oriented
such that it was symmetrical with respect to the y = 0 plane. At a given offset specified
by the displacement vector of (∆x ,∆y ,∆z ), one GLCM was computed for the left structure
using this vector and another GLCM was computed for the right structure using a modified
version of the displacement vector (∆x ,−∆y ,∆z ). The sum of the two GLCMs was the
GLCM computed for the whole structure.
In this 3D computation of GLCM, we considered 13 directions and a distance of 1
voxel. For each structure, one GLCM was computed for each direction, resulting in 13
GLCMs. These 13 GLCMs were then averaged to obtain a non-directional GLCM.
2.2.5.2 Haralick features
Thirteen Haralick features [41] were derived from each GLCM after its normalization.
One GLCM was computed for each structure, resulting in 13 features being computed
for each structure. These features included: angular second moment (f1), contrast (f2),
correlation (f3), sum of squares (f4), inverse difference moment (f5), sum average (f6),
sum variance (f7), sum entropy (f8), entropy (f9), difference variance (f10), difference
entropy (f11), information measure of correlation 1 (f12) and information measure of
correlation 2 (f13). Some of the features intuitively represent image texture properties.
Figure 2.2 presents an illustrative example which shows the values of 4 Haralick features
computed from simple synthetic textures. Angular second moment measures the uniformity
of the image. A higher value of angular second moment indicates less variation in the
image intensity. Its value ranges from 0 (image D with randomly-distributed intensity) to
1 (image A with constant intensity). Contrast quantifies the local variations in the image
with a higher value of contrast indicating higher intensity differences between a voxel
and its neighbors over the whole image. For example, image C shows very sharp local
black-white transitions which are represented by a very high value of contrast of this
texture compared to other textures which show less local intensity variation. Correlation,
ranging from -1 to 1, measures linear dependencies of image gray-levels. Image C for
example shows a high linear dependence which is not present in image D. Such differences
are captured by the difference in the computed values of correlation feature (note that
the correlation of a constant image (image A) is not defined). Entropy is a measure of
disorder or randomness. It takes higher values for more complex images, for instance,
image B and D have higher entropy compared to image A and C. For details about the
formulae used to compute each Haralick feature, we refer the readers to the original
reference in the field [41].
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FIGURE 2.2: Illustrative example of 4 Haralick features (angular second moment, contrast,
correlation and entropy) computed from synthetic images. Each image (A-D) presents a simple
texture. A GLCM was computed for each image using a displacement vector of ±(0,1) pixel and a
quantization level N of 16.
2.2.6 Statistical testing
After feature computation, a Mann-Whitney U-test [86] was applied in the following two
comparisons: premanifest HD versus controls, and manifest HD versus controls. The
Mann-Whitney U-test, a non-parametric test which makes no assumption about normal
distribution of the data, was used to determine whether the mean of two groups are
significantly different from each other. In each of the aforementioned comparisons, for
each structure, 13 Mann-Whitney U-tests were carried out for the 13 Haralick features.
Subsequently, to check whether the differences shown by the Mann-Whitney U-tests were
significant, we performed a correction for multiple comparisons as follows. The Bonferroni
procedure was applied to adjust the resulting 13 p values. The adjusted p values were
then compared to the significance level to accept or reject the null hypothesis of equal
means between groups. Both feature computation and statistical tests, with significance







































FIGURE 2.3: p values of the Mann-Whitney U-tests before correction for multiple comparisons:
premanifest HD versus controls (a); manifest HD versus controls (b). In each case, the results of the
tests performed for each studied structure using either 7T T*2-weighted magnitude features or 7T
T*2-weighted phase features are presented. p values smaller or equal to 0.05 were color-coded such
that the darker the color, the smaller the value.
2.3 Results
This section presents the results of the statistical tests performed to compare the pre-
manifest HD group and manifest HD group with the control group. For each subcortical
structure, a total of 26 features were computed from 7T T*2-weighted data, 13 using
the magnitude images and 13 using the phase images. In each comparison, the results
obtained before and after correcting the p values for 13 features are presented. For
the differences revealed by the Mann-Whitney U-tests before the correction, Figure 2.3
presents the resulting p values and Table 2.2 provides a detailed list of the discriminative
features. After correction for multiple comparisons, statistically significant differences
were found in the putamen between manifest HD and controls. Further details are
presented as follows.
2.3.1 Premanifest HD versus Controls
When evaluating the discriminative power of each feature individually, no correction
for multiple comparisons was applied. The magnitude-based features did not show
statistically significant differences. Four phase-based features including the sum variance,
information measure of correlation 1, contrast, and difference variance showed differences
in the caudate nucleus (p = 0.01, 0.03, 0.048, and 0.048 respectively). When a more
stringent significance level was applied using the Bonferroni procedure, none of the
differences shown by the phase-based features were significant.
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TABLE 2.2: List of features showing differences when comparing premanifest and manifest HD
groups with the control group. The listed features were found based on the p values obtained
before the correction for multiple comparisons. Asterisks indicate features that showed significant
difference after correction for multiple comparisons.
Comparison Structure Discriminative feature
T*2-weighted magnitude Manifest HD vs. Controls Pallidum Angular second moment (f1)
Pallidum Contrast (f2)
Pallidum Inverse difference moment (f5)
Pallidum Sum entropy (f8)
Pallidum Entropy (f9)
Pallidum Difference variance (f10)
Pallidum Difference entropy (f11)
Thalamus Sum of squares (f4)
T*2-weighted phase Premanifest HD vs. Controls Caudate nucleus Contrast (f2)
Caudate nucleus Sum variance (f7)
Caudate nucleus Difference variance (f10)
Caudate nucleus Information measure of correlation 1 (f12)
Manifest HD vs. Controls Caudate nucleus Correlation (f3)
Caudate nucleus Sum of squares (f4)
Caudate nucleus Sum average (f6)
Caudate nucleus Sum variance (f7)
Caudate nucleus Information measure of correlation 1 (f12)
Caudate nucleus Information measure of correlation 2 (f13)
Hippocampus Sum variance (f7)
Pallidum Sum variance (f7)
Putamen Angular second moment (f1)
Putamen Contrast (f2)
Putamen Sum of squares (f4)*
Putamen Inverse difference moment (f5)
Putamen Sum average (f6)*
Putamen Sum entropy (f8)
Putamen Entropy (f9)
Putamen Difference variance (f10)
Putamen Difference entropy (f11)
Putamen Information measure of correlation 2 (f13)
Thalamus Difference entropy (f11)
2.3.2 Manifest HD versus Controls
As illustrated in Figure 2.3, before correction for multiple comparisons, 7 of 13 T*2-
weighted magnitude-based features showed a difference in the pallidum (0.011 ≤ p ≤
0.045). Six of 13 and 10 of 13 T*2-weighted phase-based features showed a difference in
the caudate nucleus (0.019 ≤ p ≤ 0.045) and the putamen (0.003 ≤ p ≤ 0.03), respectively.
The magnitude-based features are mainly discriminative in the pallidum, whereas the
phase-based features are mainly discriminative in the caudate nucleus and the putamen. In
addition, one magnitude-based feature and one phase-based feature showed a difference
in the thalamus (sum of squares with p = 0.045 for magnitude and difference entropy
with p = 0.045 for phase). The sum variance computed from the phase images showed
a difference in the hippocampus (p = 0.03) and the pallidum (p = 0.019). No features
showed differences in the amygdala. After correction for multiple comparisons, significant
differences were shown in the putamen by two phase-based features (sum of squares and








































We have presented a novel framework for quantitative detection of textural heterogeneity
in subcortical structures and between-group differences using 7T T*2-weighted images
and a second-order texture analysis approach. We evaluated the framework on in vivo
data of premanifest HD gene carriers, manifest HD patients and control subjects. The
results provide the first evidence of textural heterogeneity of subcortical structures in HD.
Importantly, the regional specific textural differences are in line with structural deficits
previously reported in vivo and ex vivo in both premanifest and manifest HD [16, 87].
In the presented framework, several preprocessing steps were performed prior to
textural computation. Two of them, inhomogeneity correction and phase unwrapping,
were a prerequisite to further analysis and performed on different data, the former on
7T magnitude images and the latter on phase images. Two other steps were due to
the need to identify regions of interest on 7T T*2-weighted images: subcortical structure
segmentation on 3T T1-weighted images and registration from 7T T*2-weighted space
to 3T space. Textural computation itself involved two steps, GLCM computation and
derivation of Haralick features, which are standard steps in GLCM-based texture analysis.
The only steps that may affect texture analysis are the registration of T*2-weighted images
to 3T space and resampling to 1mm3 isotropic voxels for computation of 3D textural
features. In our view, these particular two steps may tend to reduce textural differences
with data presenting other contrasts rather than exacerbating them. Finally, this type of
processing is in line with existing literature on texture analysis.
Resolutions of the 3T T1-weighted images and the 7T images were different, which
may constrain the outcome results to a lower resolution than that of original T*2-weighted
image data. However, it should be noted that the different data were used for different
purposes. First, 3T T1-weighted data were used for automated segmentation of regions
of interest. Both 3T and 7T T1-weighted data were used to align the 3T-based regions
of interest on 7T T*2-weighted data in 3T space. A high order B-Spline interpolator was
used during the transformation to minimize the effect of image interpolation. Second,
T*2-weighted image data were used for texture analysis in the aligned regions of interest.
For the computation of 3D textural features, those data were resampled to isotropic data
of 1 x 1 x 1 mm3, a resolution at which texture analysis of brain MR images is typically
performed. The GLCM-based approach we used, which is solely based on voxel pairs,
is not likely to be affected by the variation in spatial resolution during processing since
it captures many different aspects of texture, and thus enabling the derived features to
reflect image textures across different resolutions.
Textural features were computed based on GLCMs. In this computation, a GLCM
matrix is normalized by dividing it by the sum of all entries [41], effectively normalizing
the matrix for volume differences. Due to this normalization, differences in volume
between the groups due to atrophy are not expected to cause a confounding effect in the
findings of this study. Moreover, the magnitude-based features and phase-based features,
computed from the same structures, yielded statistical differences for different structures,
which would not be the case if structure size were a confounder.
GLCMs of each structure were averaged across directions. In general, one may consider
treating GLCMs computed from different directions separately. However, in this work,
we evaluated the framework using images of subcortical structures and assumed that
textures would be approximately isotropic in these structures. We carried out experiments
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to compare the features computed from GLCMs following different directions. A similar
pattern of p values was obtained, empirically confirming our assumption. In addition,
this pattern was similar to that obtained using the averaged GLCM. Based on this result,
we chose to use the averaged GLCMs in computing the Haralick features.
The proposed framework revealed differences in subcortical structures in HD. Differ-
ences were found, before correcting the p values for multiple comparisons, mostly in the
caudate, the putamen, and the pallidum in the manifest stage. Four phase-based features
showed differences in the caudate nucleus in the premanifest stage. Among these four
discriminative features, sum variance and information measure of correlation 1 showed
differences in both premanifest and manifest stages. This signifies a possibility of using
them to track textural changes in the caudate nucleus. Contrast and difference variance
did not show a difference when comparing manifest HD with controls, which might be
explained by the cross-sectional characteristic of the study. When considering Haralick
features as a whole, significant differences were found after correction for multiple
comparisons in the putamen between manifest and control groups using phase-based
features. This supports the hypothesis that there is a textural change in the putamen
observed in the manifest stage of the disease and this change could be detected using 7T
T*2-weighted phase images. Investigators have reported atrophy in the caudate nucleus,
the putamen [88, 89], the pallidum [20] in both premanifest and manifest stages, and the
thalamus in the manifest stage of HD [90]. The textural findings of our study concur with
existing findings on structural changes in these structures in the manifest stage, especially
the putamen where significant differences were found.
It is known that the contrast on T*2-weighted images is induced by magnetic suscep-
tibility of paramagnetic substances such as iron-containing ferritin [91]. This contrast
is dominated by the tissue susceptibility effects at high field strengths [31]. There
is increasing evidence that iron is involved in pathomechanisms that underlie many
neurodegenerative diseases [14]. We speculate that the differences in texture shown
in this study are related to abnormal iron deposition patterns which could be linked
to altered axonal transport of iron and the effects of possible myelin breakdown [78].
Further evidence of increased iron in HD, especially in the putamen, comes from another
study using asymmetric spin echo sequences [22] which reported increased iron content
in the manifest and not in the premanifest stage. If iron is the main contributor to textural
differences, then significant results are more likely to be found in manifest HD than in
premanifest HD. The significant differences found in the comparison between manifest
HD and controls provide supportive data for a causal role of iron in the textural changes
reflected by 7T T*2-weighted phase images.
In the context of this study, 7T T*2-weighted features are sensitive to between-group
differences with the phase-based features being more sensitive than the magnitude-based
features. This indicates that 7T T*2-weighted images could be used for quantitative studies
of textural changes inside structures. In addition, the results obtained using the 7T
T*2-weighted phase images are different from those using the 7T T*2-weighted magnitude
images, suggesting that they may have different information content. Finally, although the
proposed texture analysis framework uses 7T T*2-weighted scans, it could also be applied
to T*2-weighted scans obtained with a clinical 3T MRI system.
In conclusion, we have developed an automated framework for detecting between-
group textural differences using 7T T*2-weighted imaging and a second-order texture
analysis approach. The results obtained from in vivo HD data show that textural
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differences can be detected using the proposed framework. We report the first evidence
of textural heterogeneity of subcortical structures in HD and we show that the phase-
based features are more sensitive than the magnitude-based features. Texture analysis
of ultrahigh field T*2-weighted MR images could provide useful textural measures for
noninvasive disease monitoring.
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Combined magnitude and phase-based
segmentation of the cerebral cortex in 7T MR
images of the elderly
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J. H. C. Reiber, and J. Milles, "Combined magnitude and phase-based segmentation of the
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Abstract
Purpose: To propose a new method that integrates both magnitude and phase infor-
mation obtained from magnetic resonance (MR) T*2-weighted scans for cerebral cortex
segmentation of the elderly.
Materials and methods: This method makes use of K -means clustering on magnitude
and phase images to compute an initial segmentation, which is further refined by means of
transformation with reconstruction criteria. The method is evaluated against the manual
segmentation of 7T in vivo MR data of 20 elderly subjects (age = 67.7 ± 10.9). The added
value of combining magnitude and phase is also evaluated by comparing the performance
of the proposed method with the results obtained when limiting the available data to
either magnitude or phase.
Results: The proposed method shows good overlap agreement, as quantified by the
Dice Index (0.79 ± 0.04), limited bias (average relative volume difference = 2.94%) and
reasonable volumetric correlation (R = 0.555, p = 0.011). Using the combined magnitude
and phase information significantly improves the segmentation accuracy compared with
using either magnitude or phase.
Conclusion: This study suggests that the proposed method is an accurate and robust








































The cerebral cortex is the thin folded outermost layer of the brain, bordered by cere-
brospinal fluid (CSF)/gray matter (GM) and GM/white matter (WM) interfaces. It has
become an area of great interest for neuroscientists as its geometry and texture have
been shown to provide relevant information about the disease stage in various forms of
dementia [92–94], schizophrenia [95, 96] and attention deficit hyperactivity disorder
(ADHD) [97]. More specifically, studies have suggested that Alzheimer’s disease (AD) is
associated with abnormal iron deposition within the cortex and basal ganglia [13, 14, 98–
100], possibly due to amyloid-beta plaques associating with iron. MRI, through the use of
T*2-weighted images, enables the noninvasive investigation of both focal and diffuse iron
deposition in the brain in vivo [15, 101].
Accurate in vivo analysis of cortical iron deposition requires an accurate depiction
of the cerebral cortex. A first approach would be to use existing cortical segmentation
techniques based on T1-weighted data and apply the obtained cortical mask to the T*2 data.
A large amount of research [102–104] has been carried out over the past several decades
to develop automated cortex segmentation methods making use of T1-weighted data,
which often show good GM/WM contrast [105]. Such contrast can, however, be influenced
by aging and pathological phenomena [29], hampering the final accuracy. Moreover,
this approach requires the additional acquisition of T1-weighted data and the resulting
segmentation may suffer from global and local inaccuracies due to registration errors
and acquisition artifacts between T1 and T*2 data. A second approach is to segment the
cerebral cortex directly using T*2-weighted data, taking advantage of the more consistent
GM/WM contrast offered by phase data compared with magnitude data [28, 72], as
illustrated in Figure 3.1.
To the best of our knowledge, MR phase information has seldom been used for
FIGURE 3.1: Example of GM/WM contrast in T*2-weighted magnitude (left), phase (middle) and
T1-weighted (right) images. The magnified region shows the lack of observable GM/WM contrast
in T*2 and T1 magnitude images compared to phase images.
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segmentation purposes. Bourgeat et al [106] have described a method using this
information to complement traditional magnitude data to segment cartilage and bones in
the knee. Within that application, they have shown that combining both magnitude and
phase yields a significant increase in segmentation accuracy. This paper presents a novel
approach using both MR magnitude and phase data to segment the cerebral cortex. The
performance of the method as well as the added value of combining magnitude and phase
data was evaluated using manual segmentations on 7T in vivo MR T*2-weighted data. In
addition, the results of the presented method are also compared with those obtained by
T1-based approaches.
3.2 Materials and methods
3.2.1 Segmentation algorithm
The proposed algorithm performs the segmentation of the human brain cortex using
T*2-weighted magnitude and phase data acquired at 7T. The algorithm follows the steps
depicted in Figure 3.2.
3.2.1.1 Preprocessing
Preprocessing of the data consists of four steps: intensity inhomogeneity correction, phase
unwrapping, nonbrain tissue removal, and ventricle segmentation.
Intensity inhomogeneity from the transmit and receive radiofrequency (RF) fields is a
common artifact in high-field MRI characterized by slow nonanatomical intensity variation
that degrades the performance of most image-based quantitative analysis methods [81].
Correction for such an artifact has now become a fixture of automated image analysis
pipelines. In this study, the N3 algorithm [82] was applied for the correction using its
implementation in the MIPAV software package [83].
Phase data originating from the MR scanner is bound to the [−π,π] interval. Due to
the inhomogeneity of the static magnetic field, its actual range is much larger than this
interval, resulting in phase wraps, i.e. local and rapid transitions from -π to π and vice
versa. These phase wraps have to be removed before any further processing steps take
place. For this purpose, we implemented a Fourier-based approach based on filtering of







































the k-space data as proposed by Wang et al. [25]. This method is based on the fact that
unwanted phase variations are of lower spatial frequency than anatomical information.
The central part of k-space was isolated using a Hanning filter with a filter size of [128
128] and the low spatial frequency information obtained was used to correct the original
k-space data.
Nonbrain tissue removal was performed by a combination of thresholding and con-
nected component analysis on both the magnitude and unwrapped phase data and was
implemented according to Pandian et al. [107]. Two binary masks were derived by
thresholding magnitude and unwrapped phase images based on their respective standard
deviations. Connected component analysis was used to identify the largest component
common to magnitude and phase data, providing a satisfactory intracranial mask. This
mask was subsequently used to remove nonbrain tissues from both magnitude and phase
images.
Finally, segmentation of the ventricle was performed on the T*2-weighted magnitude
images using a 3D region-growing method with a manually selected seed point. Selection
of the seed point is the only user interaction needed in the whole segmentation pipeline.
3.2.1.2 K -means clustering
After preprocessing of the data, a K -means clustering method [108] was used to extract
the CSF/GM and GM/WM contrast information from the data. The magnitude image
was clustered into 4 classes: GM, WM, CSF, and veins. The unwrapped phase image was
clustered into 3 classes: GM, WM or CSF, and veins.
3.2.1.3 Outer boundary detection
In this step, the cortical outer boundary was detected using K -means clustering obtained
from the magnitude image, as it contained good CSF/GM contrast information. The CSF
and vein clusters were used as geometric markers of the cerebral cortex. In particular, the
input image Bm to this step was computed as the brain mask from which the clusters of
CSF and vein were removed, such that:
BCSF,veins =KmeansCSFmagnitude ∪Kmeansveinsmagnitude (3.1)
Bm = Bbrain mask ∩BCSF, veins (3.2)
where KmeansCSFmagnitude denotes the CSF cluster, Kmeans
veins
magnitude the vein cluster, BCSF,veins
the binary mask of CSF cluster and vein cluster, and Bbrain mask the brain mask.
The outer boundary was detected based on connected component analysis of the
boundaries of Bm . Prior to the analysis, an area closing was applied on Bm to remove
noise introduced by K -means clustering while preserving fine details of the cortical
boundaries. Subsequently, the boundaries of this mask were traced based on the Moore-
neighbor tracing algorithm [109]. The resulting boundaries consisted of cortical and
noncortical contours. 3D connected component labeling was then carried out on the
binary map of the computed contours, such that each contour geometrically disconnected
from the others was assigned a label. The CSF cluster and the ventricle segmentation
obtained from the magnitude image were used as indicators to retain relevant contours
as follows. Considering that the cerebral cortex is bordered by the outer CSF, contours
that were geometrically connected to the CSF cluster and not connected to the ventricle
segmentation were considered as cortical contours and retained. The retained contours
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FIGURE 3.3: a: Example of the evolution of GM voxel density (solid curve) and the cost function
associated to initial inner boundary (dashed curve) as a function of the distance to the outer contour.
Each iteration corresponds to an erosion of the outer mask using a unit ball structuring element. b:
Relative deviation of the Dice Index when the position of the initial inner boundary is shifted.
were further refined to obtain the outer boundary. This refinement was done by computing
the region residing inside the contours using connected component analysis, keeping the
largest component. The outer boundary was identified as the contour of the computed
region.
3.2.1.4 Inner boundary detection
The inner boundary was detected based on GM/WM contrast extracted from both
magnitude and phase images. The subject of this detection step was therefore the
union of the GM clusters from magnitude and phase images, denoted as BGM . The
following operations were carried out to preprocess BGM : noise removal using area
closing, ventricle removal using the segmented ventricle mask, and masking using the
mask that was bordered by the outer boundary (outer mask).
Initial inner boundary detection
This step aimed at obtaining an approximation of the inner boundary by means of a
minimum cost approach. The cost function was computed as follows. The outer mask
was iteratively eroded using morphological erosion with a unit ball structuring element.
In each iteration, the contour of the eroded mask was detected. Subsequently, the density
of GM-labeled voxels on this contour was computed as the total number of GM-labeled
voxels located on the contour divided by the length of the contour. The cost function was
defined as the gradient of the density.
In the first iterations, the density increased. In the middle of the cortical layer,
the density started to decrease. At the global GM/WM interface, the density function
decreased at its maximum rate and the cost function reached its minimum, as shown in
Figure 3.3a. The distance between this global GM/WM boundary and the outer contour
was computed as:
d = arg min
n∈[1;N ]
5D (n)








































FIGURE 3.4: Outer boundary (black) and initial inner boundary (white) overlaid on a region of
interest of an unwrapped phase image. The arrow indicates a cortical segment to be recovered in
the refinement step.
where N denotes the maximum number of iterations and was chosen as an arbitrarily
large number.




BGM (x, y, z) (3.4)
n being the number of iterations, BGM the binary mask of the combined GM clusters, and
Cn the contour of the eroded mask at iteration n.
The initial inner boundary and the outer boundary were the boundaries of the initial
segmentation Si ni t i al . An example of the detected boundaries overlaid on a magnified
region of an unwrapped phase image is presented in Figure 3.4. Once this initial
segmentation was obtained, it was further refined to segment cortical regions which
had not been captured in previous steps due to the lack of CSF/GM contrast. The
refinement was carried out based on the following transformation with reconstruction
criteria.
Transformation with reconstruction criteria
Reconstruction, in the binary case, consists of extracting connected regions of a mask
image f that are "marked" by an image g (marker) contained in f [110]. Reconstruction
transformation of marker g in image f (g ⊆ f ) using geodesic dilations is defined by:
R( f , g ) = lim
n→∞δ
n
f (g ) = δ1f δ1f ...δ1f (g )︸ ︷︷ ︸
until stability
(3.5)
where δ1f (g ) is a geodesic dilation, computed as: δ
1
f (g ) = f ∧δ(g ), ∧ the infimum operator,
and δ(g ) the dilation of g using an elementary ball (a ball with unit radius). R( f , g ) is an
iterative process in which the geodesic dilation is repeated until the process is stable.
One of the most interesting characteristics of reconstruction transformations is that
they enable the complete extraction of the marked objects by preserving the edges.
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FIGURE 3.5: Example of transformation with reconstruction criteria: (a) mask image f , (b) marker
image g aiming at selecting the ellipse, (c) results of reconstruction transformation R( f , g ), and (d)
results of transformation with reconstruction criteria Rλ, f (g ) with λ=1. In contrast to reconstruction
transformation, transformation with reconstruction criteria could correctly extract the ellipse despite
the presence of the narrow link that connects the ellipse and the pentagon.
However, since they reconstruct all connected regions, undesirable regions connected
to the marked regions by narrow links are also reconstructed. This issue is referred to
as a leakage problem: wide flat regions joined by narrow links cannot be treated in a
separated way [111]. Transformation with reconstruction criteria was proposed to solve
this problem.
For binary images, reconstruction transformation can be viewed as a region-growing
algorithm with the marker image used as seed points, and transformation with recon-
struction criteria can be viewed as an extension of the region-growing algorithm with
an opening operator used to separate thin connected sections. Transformation with
reconstruction criteria is built based on reconstruction transformation by introducing
a size criterion to stop the reconstruction process. A morphological opening is used to
stop the reconstruction of the regions where the criterion is not verified. Reconstruction
criteria transformation of marker g in image f is formulated as:
Rλ, f (g ) = γλ limn→∞ω
n
λ, f = γλδ1f γλδ1f γλ...δ1f γλδ1f (g )︸ ︷︷ ︸
until stability
(3.6)
where γλ denotes an opening using a structuring element size λ.
Figure 3.5 demonstrates the ability to deal with leakage problems of transformation
with reconstruction criteria. For further details on transformation with reconstruction







































FIGURE 3.6: Refinement of the initial segmentation using transformation with reconstruction
criteria: (a) BGM , (b) mask image f combining BGM and Si ni t i al , (c) initial segmentation Si ni t i al
(marker image g ), and (d) final segmentation S f i nal .
Inner boundary refinement
The refinement was performed by means of transformation with reconstruction criteria
based on the initial segmentation Si ni t i al and the combined mask BGM of GM clusters.
Using Si ni t i al as an approximation of the cortex segmentation, regions connected to this
initial segmentation by wide links were considered likely to be cortical segments. During
the reconstruction process, morphological opening was applied to impose a constraint on
the width of geometrical connections between regions in marker g such that noncortical
regions connected to the initial segmentation by narrow links would not be captured.
The mask image f was derived from Si ni t i al and BGM , such that:
f = Si ni t i al ∪BGM (3.7)
Choosing Si ni t i al as marker g , the final segmentation S f i nal was computed as:
S f i nal = Rλ, f (Si ni t i al ) (3.8)
where:
Rλ, f (Si ni t i al ) = γλδ1f γλδ1f γλ...δ1f γλδ1f (Si ni t i al )︸ ︷︷ ︸
until stability
(3.9)
A disk-shaped structuring element with radius λ equal to 1 was used. Due to the high
GM/WM contrast on the phase image, the undesired links associated with the noncortical
segments were narrow and most likely caused by noise from the K -means clustering
results. Choosing λ equal to 1 not only enabled sufficient suppression of those links
during the reconstruction but also maximized the ability to capture cortical segments. A
demonstration of the refinement step is given in Figure 3.6.
3.2.2 Validation data
The presented cortical segmentation algorithm was evaluated using in vivo data obtained
from 20 elderly participants (mean age = 67.7 ± 10.9, female/male = 7/13). These
participants were recruited from the Memory Clinic (Leiden University Medical Center,
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Leiden, The Netherlands). This study was approved by the Center’s Committee on Medical
Ethics. Written informed consent was obtained from all subjects.
MRI was performed with a whole body human 7T MR system (Philips Medical
Systems, Best, the Netherlands) using a quadrature transmit, 16-channel receive head coil
(Nova Medical, Wilmington, MA). Participants were scanned using a flow compensated
transverse 2D T*2-weighted gradient-echo scan including the frontal and parietal regions
with a scan duration of 9.59 minutes (TR/TE/flip angle = 794ms/25ms/45o , voxel size =
0.24 x 0.24 x 1 mm3, field of view [FOV] = 240 x 180 mm2), acquiring 20 slices. This
technique was adapted from Duyn et al [72]. To minimize magnetic field inhomogeneity
and reduce the number of phase wraps, third order shimming was performed using a
manufacturer supplied image based approach. A navigator echo correction technique
(TE = 9.5ms) was used to correct for resonance frequency fluctuations [114]. Within the
same session, a T1-weighted gradient echo sequence was applied to obtain a whole brain
scan with scan duration of 9 minutes (TR/TE = 5.6ms/2.6ms, TI = 1300ms, voxel size =
0.7 x 0.7 x 0.7 mm3, 248 sagittal slices).
3.2.3 Validation approach
The validation aimed at evaluating the robustness and performance of the presented
method, as well as the added value of combining magnitude and phase data. For those
purposes, we investigated the following aspects:
• Robustness with regard to initialization, by evaluating the influence of the initial
inner boundary estimate on the final segmentation.
• Accuracy, by comparing the obtained segmentation masks with manual segmenta-
tions.
• Added value of combining phase and magnitude, by comparing the obtained segmen-
tation masks with those obtained using only the magnitude or phase information.
Additionally, to compare the performance of the presented method with that of T1-based
approaches, we compared our segmentations with the segmentations obtained by applying
two commonly used methods, FreeSurfer and FSL, on the T1-weighted images.
3.2.4 Validation measurements
3.2.4.1 Overlap agreement
The overlap agreement between our segmentations and the manual segmentations was
quantified using the Dice Index (DI) [115]. The DI, being proportional to the ratio between
the overlap and the sum of two volumes, measures the degree of overlap between the
volumes.
D I = 2VA∩B
VA +VB
(3.10)
The DI is bounded by 0, no overlap, and 1, perfect overlap.
3.2.4.2 Volumetric agreement
Since the DI does not provide information on the accuracy of the measured absolute








































Bland-Altman analysis [116] was carried out to assess the agreement in terms of
volumetric measurement and whether the difference in volume tended to change with
the size of the measurements. The correlation between the volumes obtained using the
presented method and manual segmentation was assessed using Pearson correlation
analysis. Additionally, a paired t -test was performed to compare the mean of the obtained
volumes. The statistical analysis was performed using the SPSS software (v. 17.0, Chicago,
IL) with a significance level of 0.05.
Finally, the relative volume difference (VD) between two segmentations, indicative of
potential bias within the quantitative results, was computed as following:
V D(%) = VA −VB
VB
∗100 (3.11)
The DI measures the agreement of the segmentations in terms of spatial overlap
but not volumetric agreement. Conversely, relative VD measures the degree of volume
matching but not spatial matching. Therefore, DI and relative VD, when used together,
quantify both spatial and volumetric agreement. A high DI together with a low relative
VD is an indicator for a good boundary match between the segmentations.
3.2.5 Robustness with regard to initial inner boundary positioning
The initial inner boundary was positioned by computing its global distance d to the outer
boundary. In this section, we studied how sensitive the segmentation accuracy was to
the placement of this boundary. The presented method was applied on every subject
with the initial inner boundary not located at the position identified based on Eq. 3.3
but instead shifted with respect to that position. Deviation of the distance (∆d) was
computed as following: ∆d = dshi f ted −d; where dshi f ted was the distance between the
shifted boundary and the outer boundary and d , computed from Eq. 3.3, the distance
between the original boundary and the outer boundary. The more negative or positive
∆d , the more shifted the boundary. Negative values of ∆d correspond to the boundary
being shifted outwards towards the outer boundary, and vice versa. For each value of ∆d ,
the average DI across all subjects was computed. The relative DI deviation was computed
as the difference in percentage of the resulting DI and its maximum value.
3.2.6 Accuracy of the segmentation method
For the purpose of evaluating the accuracy of our segmentation method, we chose to use
manually drawn contours as the gold standard. For each subject, the outer boundary
was traced on the magnitude image and the inner boundary was traced on the phase
image. This manual contour tracing task was performed by a trained human observer
on each axial slice of the 3D volume to obtain the final segmentation of the cortex using
the ITK-SNAP software [117]. Accuracy was evaluated both in terms of overlap and
volumetric agreement.
3.2.7 Added value of combining phase and magnitude
To demonstrate the added value of combining the magnitude and phase information, we
compared the performance of the presented method with the results obtained when limit-
ing the available data to either MR magnitude or (unwrapped) phase. For that purpose,
the segmentation results obtained by each of those three methods were compared with
manual segmentations using overlap and volumetric agreement measures as described
previously.
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3.2.8 Comparison with T1-based segmentation
In this section we performed a quantitative comparison between our segmentations, the
segmentations obtained by applying FreeSurfer/FSL on T1-weighted images and the
manual segmentations. FreeSurfer and FSL were applied on T1-weighted images of all
datasets. This resulted in 20 T1-based cortical segmentations from FSL and 11 from
FreeSurfer. The latter did not produce a result from 9 out of 20 datasets most likely
because of low contrast T1-weighted scans. To avoid possible bias for the comparison
with these T1-based techniques, we chose to limit this comparison to the 11 subjects on
which both FreeSurfer and FSL produced the segmentations.
The T1-weighted segmentation masks were linearly registered to T*2-weighted space for
comparison purpose using FSL’s linear registration tool FLIRT. Since T*2- and T1-weighted
data were acquired immediately after one another, we chose to limit the registration
transform to 7 degrees of freedom. We used the correlation ratio as a cost function and a
nearest neighbor interpolator.
Subsequently, T1-based segmentations were compared with the manual segmentations
and our segmentations both in terms of overlap agreement and volumetric agreement.
3.3 Results
3.3.1 Sensitivity to the initial inner boundary position
The presented method placed an initial estimate of the GM/WM boundary using global
GM voxel density, as described in the detection of inner boundary. We evaluated the
influence of this step, illustrated in Figure 3.3a, on the final segmentation results by
evaluating the variation of the average DI as a function of initial boundary GM/WM
location. The resulting curve, depicted in Figure 3.3b, demonstrates two main points.
First, the initial position determined using global GM voxel density is close to the global
optimal position. Second, the outcome of the segmentation is not very dependent on an
accurate initial positioning. For example, a variation of 9 voxels (≈2.2 mm), is reflected
by a variation of only ≈6% in the computed DI.
3.3.2 Accuracy of the segmentation method
Figure 3.7 shows an example of the segmentation obtained using the presented method in
which the cortical boundaries are overlaid on the magnitude and unwrapped phase images.
A scatter plot and a Bland-Altman plot assessing the agreement regarding volumetric
measurement for the 20-mm imaged section between the presented method and the
human observer are shown in Figure 3.8. Numerical results are provided in Table 3.1.
In terms of volumetric measurement, from the scatter plot one can observe a significant
correlation between our segmentations and the manual segmentations (R = 0.555, p =
0.011). In terms of spatial overlap, automated segmentation results show good agreement
with the manual gold standard (DI = 0.79 ± 0.04). The Bland-Altman analysis shows
that the bias of the presented method compared with manual segmentation is small, as
indicated by an average relative volumetric difference of 2.94%. A negative trend is
visible, but a Pearson correlation analysis reveals a nonsignificant correlation of −0.333
(p = 0.15). Finally, a paired t -test between the automated and manual segmentation







































FIGURE 3.7: Example of cerebral cortex segmentation obtained by the method outlined in this
article. Cortical boundaries are overlaid on (a) T*2-weighted magnitude image and (b) T*2-weighted
phase image.
FIGURE 3.8: Volumetric agreement between automated and manual segmentations: (a) Scatter
plot. The dashed line represents y = x, the solid line is the linear regression line; (b) Bland-Altman
plot. Dashed dotted line = mean, dashed lines = mean ± 2SD.
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FIGURE 3.9: Example of the segmentations obtained using different approaches: (a) magnitude,
(b) original phase, (c) unwrapped and skull-stripped phase, (d) segmentation by magnitude-only
method, (e) segmentation by phase-only method, and (f) segmentation by the presented method.
3.3.3 Added value of combining phase and magnitude
Figure 3.9 shows an example of the segmentations obtained using only magnitude data,
using only phase data, and using the combined magnitude and phase, respectively.
Quantitative evaluation of the magnitude-only and phase-only methods in comparison
with the validation of the presented method is provided in Table 3.1.
From a qualitative perspective, it can be observed that using only phase data provides
unrealistic cortical segmentations and that using only magnitude data produce segmented
cortical volumes that are too thin compared with those produced using the combined data.
Those observations are confirmed by the quantitative evaluation. First, when considering
segmentation overlap, the combined approach provides clearly better result than the
other two methods both in terms of average and standard deviation. Second, relative VDs
show that the combined approach provides segmentation results that, on average, are







































TABLE 3.1: Overlap agreement and volumetric comparison for different approaches.
Volumetric comparison
Dice Index (DI) % Volume difference (VD) Correlation
Average SD Average SD Min Max R p
Presented method 0.79 0.04 2.94 11.02 −9.58 25.74 0.555 0.011
Magnitude-only 0.60 0.12 −39.36 12.12 −62.24 −13.07 0.551 0.012
Phase-only 0.35 0.09 −65.46 16.43 −78.86 0.28 −0.031 0.895
underestimated cortical volumes. Finally, the Pearson correlation analysis shows that both
the combined and magnitude-only methods provide results that correlate significantly
with manual segmentation volumes. Overall, results obtained using the presented method
clearly show that combining magnitude and phase data provide a significant improvement
in quantitative measures with regard to using only magnitude or phase information.
3.3.4 Comparison with T1-based segmentation
On the subset of 11 subjects used for the comparison, FreeSurfer and FSL show a lower
overlap agreement with respect to the manual segmentations (D I = 0.7 ± 0.03 and 0.7 ±
0.07 respectively) than the presented method (D I = 0.81 ± 0.02). Regarding volumetric
agreement, a good correlation is observed when comparing T1-based segmentations to
our segmentations (FreeSurfer: R = 0.853, p < 0.001 and FSL: R = 0.597, p = 0.053)
and manual segmentations (FreeSurfer: R = 0.848, p < 0.001 and FSL: R = 0.659, p =
0.027). Our segmentations exhibit a higher correlation with the manual segmentations
(R = 0.902, p < 0.001) than the T1-based segmentations. The volumes segmented by
the T1-based techniques, however, are much smaller than either our volumes (average
V D for FreeSurfer = −21.0 ± 3.7 % and FSL = −13.5 ± 10.1 %) or the manual volumes
(average V D for FreeSurfer = −22.2 ± 4.2 % and FSL = −15.1 ± 9.1 %).
3.4 Discussion
In the segmentation pipeline, the accuracy of the refinement step as well as that of the final
segmentation was dependent on the initial segmentation, since the refinement further
captured cortical segments using the initial segmentation as an anatomical landmark. The
accuracy of the initial segmentation was dependent on the detection of the outer boundary
since the outer boundary was used as a curved landmark to detect the initial inter boundary.
The detection of the outer boundary relied upon the magnitude CSF/GM contrast only,
thus avoiding possible contamination of this boundary caused by artifacts from residual
phase wraps. Therefore, this contrast and its extraction directly conditioned the accuracy
of the final segmentation. This conditioning issue did not cause a negative effect on
the segmentation accuracy since T*2-weighted magnitude images contain good CSF and
GM separation information. During the segmentation, this information was efficiently
extracted by K -means clustering, enabling good estimation of the outer boundary and
thereby providing a reliable landmark for the subsequent steps.
Large variations of the initial inner boundary position did not have much effect on
the results. As shown in Figure 3.3b, the maximum value of the DI when shifting the
initial inner boundary was obtained at ∆d = 1 (1 voxel shifted), and in general, the
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relative DI deviation with respect to that maximum was small (absolute deviation < 6.5
%). Furthermore, the initial inner boundary identified by the presented method was close
to the optimal position as indicated by the negligible relative DI deviation of −0.11%.
In the refinement step, the algorithm captured cortical segments which had not been
included in the initial segmentation by means of transformation with reconstruction
criteria, resulting in a significant improvement in the segmentation performance. The
DIs of the initial segmentation and final segmentation compared with the manual
segmentation were 0.71 ± 0.04 and 0.79 ± 0.04, respectively.
The proposed method is based on K -means clustering applied separately on magnitude
and phase images. We carried out experiments to compare the results obtained using
multifeature clustering, these features being phase and magnitude data, to those using the
presented method, where two separate clustering steps were used. Quantitative results
were in favor of separate K -means clustering. We observed that the intensity of different
tissue types, e.g. CSF and WM, appeared to be overlapping on the unwrapped phase
images, resulting in a different optimal number of classes required for magnitude and
phase data. This issue may have caused the multifeature approach to perform not as
well as expected. In contrast to the multifeature approach, applying K -means clustering
on the magnitude images with the number of classes K equal to 4 produced good CSF
and vein clusters, which allowed the subsequent steps to detect the outer boundary. The
GM/WM contrast is clearer on phase images and could be extracted by applying K -means
clustering with 3 classes. The resulting clusters included vein, GM, and WM or CSF. The
GM/WM boundary was clearly present on the binary mask of the GM cluster, enabling the
detection of the inner boundary using this cluster. Based on those results, we chose to use
separate K -means clustering and combine the results afterwards.
The comparison between the presented method and the methods using only mag-
nitude or phase demonstrated the added value of using the combined magnitude and
phase information in the segmentation. Segmentation using only phase data failed to
produce good segmentation. The developed algorithm initiated the segmentation with
the detection of the outer CSF/GM boundary on which the subsequent steps strongly
depended. Since CSF/GM contrast on the phase images was not good and WM and CSF
could not be clustered in different classes, the outer boundary was inaccurately detected,
resulting in poor segmentation. Segmentation using only magnitude data, on the other
hand, was superior to the phase-only method but the results were still not satisfying as
suggested by the numerical results in Table 3.1. Based on the good CSF/GM contrast
on the magnitude images, this magnitude-only method could provide reliable outer
boundary. However, the lack or decrease of GM/WM contrast on magnitude data of elderly
subjects resulted in incorrect estimation of inner boundary and low performance of the
algorithm. Unlike the magnitude-only method, the presented method used a combination
of magnitude and phase information in the inner boundary detection. The results show
an obvious improvement in terms of spatial overlap and volumetric measurement, which
demonstrates the importance of phase data in this step. The GM/WM contrast on the
phase images, which appeared not to suffer as much from the aging effect compared with
the magnitude images, was the main contributor to the improvement of the segmentation.
When compared with the manual reference, the T1-based approaches show a lower
overlap and volumetric agreement than the presented method. We believe that the
primary reason for the inaccuracy of the T1-based segmentations is the decrease of
GM/WM contrast on T1-weighted images due to aging effects [29, 118]. Other possible
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sources of this inaccuracy could be small geometric distortions between T1 and T*2 data
and minor registration errors. The results of the quantitative comparison suggest that for
cortical segmentation on T*2-weighted images of the elderly, the presented method has a
superior performance compared with T1-based techniques.
The presented method provides a solution to accurately segment the cerebral cortex
for elderly populations, which remains a challenge for existing T1-based algorithms
due to the effect of aging on GM/WM contrast of magnitude data. It demonstrates
the added value of integrating the phase information in a segmentation process. The
presented method produces good cerebral cortex segmentation using only T*2-weighted
data, which is an important prerequisite for volume-based or texture-based studies of
neurodegenerative diseases. The method could be of particular interest for in vivo studies
based on susceptibility effects associated with cortical iron content at ultrahigh field MRI.
Moreover, it possibly alleviates the need for acquiring a high resolution T1-weighted
dataset when targeting abnormal iron deposition within the cortex. This would result in a
shorter overall acquisition protocol, which is particularly important for elderly subjects
and patients with neurodegenerative diseases.
In conclusion, we have presented an algorithm which combines magnitude and phase
information to segment the human brain cerebral cortex using 7T MR T*2-weighted images.
The proposed method makes use of contrast information obtained from the phase data
to overcome the lack of contrast in magnitude data in a two-step framework where
an initial segmentation is computed based on K -means clustering and further refined
using transformation with reconstruction criteria. Quantitative evaluation carried on 7T
MR data of elderly subjects demonstrated that the proposed method is able to provide
accurate cortical segmentation of challenging datasets, where GM and WM contrast of
the magnitude image is decreased significantly.
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high field T*2-weighted MR images highlights local differences between young and elderly
healthy subjects," Submitted
Abstract
T*2-weighted MR images of the cerebral cortex at high field are increasingly used to study
tissue susceptibility changes related to aging or pathologies. Quantitative approaches
for cortical analysis using these images however have not been fully explored. We
present a novel method for the computation of quantitative cortical measures and group-
wise comparison using 7T T*2-weighted magnitude and phase images. We investigated
grey matter (GM)/white matter (WM) contrast and cortical profiles which depict the
magnitude or phase variation across the cerebral cortex. The cortex was segmented
using a combination of T*2-weighted magnitude and phase information, and subsequently
parcellated based on an anatomical atlas. Local GM/WM contrast and cortical profiles
were computed from the magnitude and phase images in each parcellated region and
further used for group-wise comparison. Differences in local GM/WM contrast were
assessed using a Mann-Whitney U-test. A permutation test was applied for a global
comparison using the entire cortical profiles at each region. Additionally, a second
permutation test was carried out at every cortical depth to assess local differences on the
regional profiles. We applied the method to compare a group of 10 young volunteers with
a group of 15 elderly subjects. Using local GM/WM contrast, significant differences were
shown in at least 14 out of 17 studied regions. Local comparison at each cortical depth
highlighted localized differences in the centre and the boundaries of the cortex. Results
of this study show that the proposed method can be a useful tool for studying cortical




































Post-mortem studies of the cerebral cortex have reported changes related to normal aging
or pathological processes [98, 119]. Using magnetic resonance imaging (MRI), morpho-
logical changes such as cortical thinning have been found in aging and neurodegenerative
diseases [94, 120]. However, the cortex does not only change in geometry but also in tissue
signal properties: for instance, age-related cortical signal intensity alterations have been
demonstrated on MR images [29]. Recent advances in MRI techniques with the ability to
characterize tissue susceptibility properties have enabled non-invasive investigation on
changes of substances such as myelin and iron with regard to aging and diseases [15, 72].
T*2-weighted MR data have been used in susceptibility-based studies of the brain.
For example, phase information has been increasingly investigated as an indirect means
to measure iron-induced changes associated with aging [121] and neurodegenerative
diseases [73, 122]. It has been shown that the contrast between cortical grey matter
(GM) and subcortical white matter (WM) on phase images is more pronounced as
compared to the magnitude images [28, 29] and such contrast can be used for cortical
segmentation [123]. MR phase was shown to reflect iron-induced differences in brain
tissue susceptibility in GM regions [124]. Elevated iron deposition associated with
aging was reported using phase images [121]. Recently, an increased phase shift was
demonstrated in 7T MR images of Alzheimer’s disease (AD) patients compared to age-
matched control subjects [125]. Those studies of the cortical GM, even though valuable,
were based on manual delineation of regions of interest (ROIs), which limits their
generalization for the entire cortex, their application to larger datasets, and thus their
translation to clinical use. With increased field strengths, phase images show an increased
sensitivity with respect to tissue susceptibility and an increased image resolution [26, 31],
allowing susceptibility-based studies of the cortical laminae. Intracortical contrast in
7T MR phase images was shown to be suggestive of an underlying layered structure of
the cortex [72]. Based on 7T MRI and histochemical staining of the occipital cortex, it
was demonstrated qualitatively that myelin-associated iron distributing over the laminar
structure of the cortex forms the dominant source of the layer-specific phase variations
[15]. Quantitative measurement of phase variation across the cerebral cortex at local
cortical regions could harbour information on regional myelin and iron distribution, which
could be useful in detecting and differentiating age-related and neurodegenerative cortical
changes.
The aim of this study is to propose a novel and highly automated method for local
quantitative analysis of the cerebral cortex using high field T*2-weighted images. The
proposed method allows one to compute GM/WM contrast and cortical profiles at local
cortical regions on T*2-weighted magnitude and phase images, and perform group-wise
comparison using the computed measures. We apply the method to 7T MR images of
young and elderly healthy subjects.
4.2 Materials and methods
4.2.1 Subjects
A group of 15 healthy elderly participants (mean age = 75.1 ± 3.6 years, female/male =
5/10) was recruited by focused advertisement. Subjects with an age between 69-80 years,
who were living independently and had a Mini-Mental State Examination (MMSE) score
≥ 25 and a Geriatric Depression Scale (GDS) ≤ 4, were selected for inclusion. Subjects
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FIGURE 4.1: Flowchart of the presented analysis method.
with the following diseases were excluded: stroke, Parkinson’s disease, dementia, diabetes
mellitus, rheumatoid arthritis, polymyalgia rheumatic, cancer, heart failure, and chronic
obstructive pulmonary disease. A second group of 10 healthy young participants (mean
age = 23.3 years, female/male = 7/3) was also recruited by focused advertisement and
selected based on age (20-30 years old). These two groups of subjects were originally
recruited for different studies and the data acquired were subsequently included in this
study. This study was approved by the local Committee on Medical Ethics and written
informed consent was obtained from all subjects.
4.2.2 MR imaging
MRI was performed on a whole body human 7T MR system (Philips Medical Systems, Best,
the Netherlands) using a quadrature transmit, 16-channel receive head coil (Nova Medical,
Wilmington, MA). Participants were scanned using a flow compensated transverse 2D
T*2-weighted gradient echo scan with a scan duration of 10 minutes (TR/TE/flip angle =
1784ms/25ms/60o, voxel size = 0.24 x 0.24 x 1mm3, FOV = 240 x 180mm2), acquiring
46 slices. To minimize magnetic field inhomogeneity and reduce the number of phase
wraps, third order shimming was performed using a manufacturer supplied image based
approach. A navigator echo correction technique (TE = 9.5ms) was used to correct for
resonance frequency fluctuations [114].
Due to difference in the time available for the T*2-weighted scan described above, even
though the same T*2-weighted scan protocol was applied for all subjects, the number of
scans obtained were different between the young and elderly groups. In particular, for
the young subjects, two scans which together covered the entire brain were obtained. For
the elderly subjects, because of the limited scan time available compared to the young
subjects, only one scan which included the frontal and parietal regions was acquired. In
addition to the T*2-weighted scans, within the same session, a magnetization-prepared 3D
T1-weighted gradient echo sequence was applied to obtain a whole brain scan of each
participant. While the analysis was performed on T*2-weighted images, the T1-weighted
images were only used for registration purpose.
4.2.3 Overview
In this study, we propose a method for computing local cortical measures and subsequently
using the computed measures for between-group comparisons. The flowchart of the




































combination of T*2-weighted magnitude and phase images. Subsequently, an atlas was
registered to the subject T*2 space for parcellation of the cortex. Local GM/WM contrast
and cortical profiles were then computed based on the cortex segmentation and the
deformed atlas. This computation provided a common frame of reference for group-wise
analyses. Statistical tests were carried out to study the differences in local GM/WM
contrast and cortical profiles between two groups of subjects.
4.2.4 Pre-processing
Pre-processing of the T*2-weighted data consisted of four steps: intensity non-uniformity
correction for the magnitude images, slab stitching for images of the young subjects,
unwrapping for the phase images, and non-brain tissue removal. The N3 algorithm [82]
was applied for non-uniformity correction of the magnitude images. Phase unwrapping
was carried out by filtering in the k-space domain as proposed in [25]. The two scans of
each young subject were stitched together to obtain a single whole brain volume using
a rigid registration with three degrees of freedom (3 translations) on the magnitude
images. Non-brain tissue removal was performed by a combination of thresholding and
connected component analysis on both the magnitude and unwrapped phase data and
was implemented according to [107].
4.2.5 Cortex segmentation
Segmentation of the cortex was performed using a combination of T*2-weighted magnitude
and phase images as described previously [123]. The segmentation method was based
on K -means clustering of magnitude and phase images. The outer contour of the cortex,
i.e. cerebrospinal fluid (CSF)/GM interface, was detected using K -means clustering of
the magnitude image. Subsequently, an initial inner contour, i.e. GM/WM interface,
was determined by means of a minimum cost approach applied on the combined GM
clusters of the magnitude and phase images and further refined to obtain the final cortex
segmentation.
4.2.6 Registration
An atlas was registered to the subject T*2-weighted space for parcellation purposes using
the elastix toolbox [85]. The T1-weighted image of each subject and the MNI152 template
[126] were used in an intermediate step during registration. In particular, the registration
was carried out based on three transformations: (1) affine transformation from the atlas
space to the MNI152 space, (2) affine transformation from the MNI152 space to the
T1-weighted space, and (3) rigid transformation (with 7 degrees of freedom) from the
T1-weighted space to the T*2-weighted space.
4.2.7 Parcellation
Local cortical measures were computed at parcellated cortical regions. The cortical
parcellation was performed in the subject T*2-weighted space using the segmented cortex
and the deformed atlas.
The atlas was deformed from its original space to the T*2-weighted space using the
transformations computed previously and a nearest neighbour interpolator. Subsequently,
the segmented cortex was parcellated into multiple regions using the deformed atlas as
follows:
GMi = S ∩ li (4.1)
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where GMi denotes the computed cortical GM region, S the binary mask of the cortex
segmentation, and li the region with label i of the deformed atlas.
Furthermore, the WM region within li was defined as being adjacent to GMi and
identified as follows:
W Mi =GMi ∩ li ∩Mouter (4.2)
where Mouter denotes the outer mask.
4.2.8 Computation of local cortical measures
We examined between-group differences in GM/WM contrast and cortical profiles locally
at each parcellated region. Local GM/WM contrast and cortical profiles were computed on
both magnitude and phase images. The intensity of all magnitude images was normalized
to the same range of [0;1023] prior to the computation.
4.2.8.1 Local GM/WM contrast
The local GM/WM contrast ∆i within region li was computed as the difference in average





I (x, y, z)− 1
si ze(W Mi )
∑
x,y,z∈W Mi
I (x, y, z) (4.3)
where I denotes T*2-weighted magnitude or phase image.
Additionally, to provide information regarding homogeneity of the ROIs, we reported
the standard deviation of the intensity or phase value within GMi and W Mi .
4.2.8.2 Local cortical profiles
The cortical profiles were computed for each region li as follows. The outer mask Mouter
was iteratively eroded using an elementary ball as the structuring element. At each
iteration k, the outer contour Ck of the eroded mask was identified. The average phase




leng th(Ck ∩ li )
∑
x,y,z∈(Ck∩li )
I (x, y, z) (4.4)
This computation resulted in a vector containing the average phase value at different
iterations:
p = [pi ,1, pi ,2, ..., pi ,k , ..., pi ,K ] (4.5)
where K was the maximum number of iteration, representing the maximum cortical depth
considered and being set such that it was larger than the expected maximum value of
cortical thickness (4.5mm) [127].
We defined di to be the distance (in voxels) between the outer and inner boundaries of
the cortex in region li . The cortical phase profile pi was composed of the first di elements
of vector p, where di was identified based on the gradient of vector p, as following:
di = arg min
k∈[1;K ]
5p(k) (4.6)
Since vector profile pi contained not only information about the shape of the phase




































in the mean when investigating shape differences, we normalized pi by subtracting its
mean. The cortical profile was therefore determined as following:






The cortical magnitude profile was computed similarly to the computation of cortical
phase profile. Since the GM/WM contrast on the magnitude images of the elderly is
decreased [29] while this contrast on the phase images does not appear to suffer from
this aging effect, we used the value of di computed from the phase images in identifying
the cortical magnitude profile. For data of the young subjects, even though the GM/WM
contrast is more visible on the magnitude images of the young subjects compared to the
elderly subjects, to avoid possible bias in statistical comparisons, we applied the same
computation as used for the elderly subjects.
4.2.8.3 Local region selection
In this work, the Automated Anatomical Labeling (AAL) atlas [128], which contains
in total 90 anatomical regions of interest, was used for cortical parcellation. Since the
scans of the elderly had limited coverage compared to those of the young subjects and
were affected by differences in brain size between subjects, we could only perform group
comparison on a subset of the regions defined in this atlas. Local region selection was
performed as follows. To ensure geometrical correspondence in group-wise comparison, a
mask specifying the common coverage between two groups was identified in the atlas
space by intersecting the coverage of all scans such that the common coverage contained
data of at least 10 subjects per group. This mask was then used to determine the brain
regions on which further analysis was carried out: a region li of the atlas was included
if it contained more than 1cm3 of both GM (GMi > 1cm3) and WM (W Mi > 1cm3). In
the computation of cortical profile, the values of di , identified using Eq. 4.6, outside the
range of cortical thickness ([1mm; 4.5mm] [127]) were considered outliers and excluded
from the analysis. Finally, we only performed statistical testing on a region if it had at
least 10 samples per group to make sure that the results of the comparisons had sufficient
statistical power. Based on the criteria described above, a set of 17 regions was selected
for statistical testing.
4.2.9 Statistical testing
To check whether there was a difference in any parcellated region between the two groups,
we performed statistical testing using the computed local GM/WM contrast and cortical
profile. Since our original hypothesis was that any difference in a region was independent
from that in other regions, we did not perform correction of the p values for comparisons
at multiple regions in our statistical analyses.
4.2.9.1 Local GM/WM contrast
The difference in local GM/WM magnitude or phase contrast between the two groups
was assessed using the Mann-Whitney U-test [129]. The Mann-Whitney U-test is a non-
parametric test which makes no assumptions regarding data distributions and can be used
to assess whether the mean of two groups are significantly different from each other. The
test was carried out using MATLAB (Natick, MA, version 7.9.0) with a significance level of
0.05.
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4.2.9.2 Local cortical profile
We compared the cortical magnitude or phase profiles between two groups using the
permutation test which requires limited assumptions. This method has been employed
for significance testing of waveform difference potentials [130] and successfully used in
neuroimaging studies [131, 132].
Due to the inter-subject variability in cortical thickness, normalization for the length
of cortical profiles was needed before performing the permutation test. For every region,
vector cortical profile pi was normalized such that its length was equal to the maximum
value of di over all studied subjects using a spline interpolator.
When comparing the cortical profiles, there were two questions of interest:
Question 1: "are the shapes of cortical profiles obtained from two groups statistically
different?"
Question 2: "at which cortical depths are there statistical differences between two
groups?"
These questions were answered using two different permutation tests.
First, a permutation test was performed to check the overall null hypothesis for each
cortical region: "the profiles of two groups are the same". This test addressed group-wise
comparison considering the entire profile. The profiles of both groups were randomly
permuted 10,000 times. In each iteration, we computed a t statistic at every cortical depth
and stored the highest value of the resulting statistics. This quantity was denoted as tval .
Similarly, we computed the statistic of the original group division, denoted as tor i g . After
this computation, we obtained a vector t , whose length was (10,000+1), containing 10,000




where Ntest was the total number of group divisions: Ntest = 10,000+1, and N was the
total number of elements in vector t that were greater or equal to tor i g .
Second, for each cortical region, another permutation test was performed to check the
null hypothesis "there is no difference between two groups at a specific cortical depth". In
this test, the local difference at each cortical depth was assessed. The magnitude or phase
values observed at a particular cortical depth were randomly permuted 10,000 times. In
each iteration, a t statistic (tval ) was computed and stored. The t statistic of the original
group division (tor i g ) was also computed. Consequently, a vector t consisting of 10,000
values of tval and the value of tor i g was obtained. The p value was computed as the ratio
between the total number of statistics contained in vector t that were greater or equal to
tor i g (N) and the total number of divisions (Ntest = 10,001). This test was carried out for
every cortical depth on the profile. Subsequently, the Bonferroni procedure was applied to
correct for multiple comparisons. This resulted in a set of adjusted p values, one p value
per cortical depth, which were used to accept or reject the null hypothesis.
We implemented the permutation tests in MATLAB and used 0.05 as the significance
level.
4.3 Results
Figure 4.2 and 4.3 present maps of the p values obtained using local GM/WM contrast




































images are color-coded based on the computed p values. The colour bar is scaled using
l og10 of the p values. For visualization purposes, all p values greater than the significance
level of 0.05 are presented in blue to focus only on discriminative regions. Figure 4.4
shows the magnitude and phase profiles and the adjusted p values obtained at each
cortical depth. In Table 4.1 and Table 4.2, we report the mean and standard deviation of
the intensity or phase value within GM and WM ROIs as well as the p values of the U-test
and permutation test. Table 4.1 presents the results obtained with the magnitude images
and Table 4.2 presents the results obtained with the phase images.
FIGURE 4.2: Map of p values obtained from the U-test on: (a) local magnitude GM/WM contrast,
and (b) local phase GM/WM contrast.
FIGURE 4.3: Map of p values obtained from the whole profile-based permutation test: (a) cortical
magnitude profile, and (b) cortical phase profile.
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FIGURE 4.4: Visualization of the mean profiles within the cortex of all studied regions and the
p values of the permutation tests: (a) magnitude and (b) phase profiles of the young group; (c)
magnitude and (d) phase profiles of the elderly group; (e) adjusted p values obtained at each depth
on the magnitude profiles and (f) adjusted p values obtained at each depth on the phase profiles. It
should be noted that all individual profiles were used in the permutation tests to compute the p




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The U-test on local magnitude GM/WM contrast revealed differences in 15 out of the
17 regions studied. No differences were found in the left or right precuneus. Differences
were shown in 14 out of 17 regions using the U-test on local phase GM/WM contrast.
No differences were found in the left middle frontal gyrus, left inferior frontal gyrus
triangular part, or left precuneus. Significant differences were found in all studied regions
by the permutation test on the entire cortical magnitude profiles. The permutation test
on the entire cortical phase profiles showed highly significant differences in 16 out of 17
regions. No difference was found in the left superior parietal gyrus.
As can be seen in Figure 4.4, in traversing from the CSF/GM interface to the GM/WM
interface, the magnitude profiles showed a decreasing intensity while the phase value
increased up to the middle of the cortex and then decreased from there on. When
comparing the young and elderly groups, Figure 4.4a and 4.4c show that the magnitude
profiles of the young group were higher than those of the elderly group in the middle
of the cortex. Conversely, at the same location of the cortex, Figure 4.4b and 4.4d show
that the phase profiles of the young group were lower than those of the elderly group.
These observations are corroborated by the p values presented in Figure 4.4e and 4.4f.
Significant differences were found at the middle of the cortical ribbon for almost all
regions for both magnitude and phase profiles. In addition, significant differences at the
two tails of the profiles, near the CSF/GM interface and GM/WM interface, can also be
observed, although to a lesser extent than differences in the middle cortex. A similar
pattern of p values was obtained for both magnitude and phase profiles.
4.4 Discussion
In this study, we proposed a novel method for between-group comparison using local
GM/WM contrast and cortical profile derived from 7T T*2-weighted magnitude and phase
images. The proposed method was applied to compare young and elderly healthy subjects.
The differences found are in line with existing literature and could be explained by
changes in myelin and iron content in the cortical GM and WM as an effect of aging.
The differences found using the local magnitude GM/WM contrast suggest a change of
this contrast as an effect of aging. This result is in accordance with findings in a previous
study of Salat et al. [29]. Using T1-weighted MPRAGE images, they reported strong
changes in neural tissue signal properties with aging and that these changes statistically
exceed any changes in morphometry such as cortical thinning. Stronger age-related effects
on T1-weighted MRI signal in the WM compared to GM resulting in reduced GM/WM
contrast were also observed by Westlye et al. [133]. In terms of magnitude cortical
profile, the profile of the young group (Figure 4.4a) started to decrease in the centre of the
cortical ribbon, whereas in the elderly group (Figure 4.4c) this phenomenon took place at
a location beyond the central location and closer to the CSF/GM interface. The pattern
of p values presented in Figure 4.4e highlights the localized differences at this location.
Similarly to the differences in local magnitude GM/WM contrast, this observation can be
attributed to aging of the brain resulting in a decrease in GM intensity [29].
Using local phase GM/WM contrast, differences were shown in 14 out of 17 studied
regions. Possible contributors to GM/WM contrast on the phase images include deoxy-
hemoglobin, myelin, and iron content [134]. It was evident that deoxy-hemoglobin
has no significant contribution to GM/WM phase contrast [135]. Recent studies have
suggested that myelin content is the primary source of this contrast [134, 136]. Aging
of healthy brain leads to changes in myelin content in the brain and affects both the
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WM and GM [137–139]. Particularly, myelination follows roughly quadric trajectories,
reaching a maximum at an age of ∼45 and declining in older age [140, 141]. Cortical
iron accumulation is another contributor to the observed contrast differences. Increased
iron with advancing age in the cerebral cortex has been shown in histological studies
[119]. Additional evidence on significant elevation of iron in the frontal cortex with aging
comes from a study on DNA integrity [142].
Phase images have been used previously as an indirect measure of iron deposition
[71]. It has been suggested that iron colocalizes with myelinated fibers not only in the
WM but also in the GM and myelin-associated iron is the dominant source of intracortical
magnetic susceptibility-based contrast [15]. In addition, myelin also varies across the
cortex [72]. It can be observed from the cortical phase profiles in Figure 4b and 4d that
the phase values are more spread over the cortical layer in the young group and more
concentrated at the centre of the cortex in the elderly group. This observation indicates
a difference regarding the distribution of myelin-associated iron over the cortex: more
diffuse in the young group and more focal in the central thickness in the elderly group.
Given the colocalization of ferritin iron and myelin within the cortex, it is speculated that
the observed differences were linked to changes in both cortical iron and myelin due to
aging.
When comparing the discriminative regions found using local GM/WM contrast and
cortical profile, there are regions where the permutation test on the entire profiles showed
differences while the U-test on GM/WM contrast did not (left and right precuneus on the
magnitude images, and the left middle frontal gyrus, left inferior frontal gyrus triangular
part, and left precuneus on the phase images), and vice versa (the left superior parietal
gyrus on the phase images). This can be explained by the fact that local GM/WM contrast
and cortical profile provide complementary information. The local GM/WM contrast is a
scalar representing the difference in the mean value of GM and WM ROIs. Local GM/WM
was used instead of the mean value of GM as it can compensate for any difference in
magnitude or phase values which are not restricted to GM. Conversely, the cortical profile,
normalized to exclude possible differences in the mean, is a vector representing how the
magnitude or phase value varies across the cortical ribbon.
Local GM/WM contrast was computed based on the average intensity or phase value
in GM and WM ROIs. As can be seen from Table 4.1, in the magnitude measures, intensity
variation in the GM was approximately equivalent to the difference in mean intensity
between GM and WM while the variation in WM was below this difference. In the phase
measures, as presented in Table 4.2, the variation in the GM ROIs was larger than the
GM/WM contrast, indicating a certain degree of phase heterogeneity within the ROIs.
This heterogeneity is likely to be larger for larger ROIs and vice versa.
In this study, we evaluated our method using data of young and elderly healthy groups.
A potential application of the method is the comparison between age-matched groups
of patients with age-related neurodegenerative diseases such as Alzheimer’s disease and
healthy control subjects. It is known that GM/WM contrast on the magnitude images of
the elderly is decreased with aging whereas this contrast on the phase images appears not
to suffer from this effect [72]. Our approach makes use of the more consistent GM/WM
contrast on the phase images in cortical parcellation and computation of the cortical
profiles, and therefore is particularly useful for studies of elderly subjects. In this study,
we chose to use the AAL structural atlas to parcellate the segmented cortex into multiple




































another atlas with predefined cortical areas depending on the specific applications, or use
functional regions defined based on functional MRI.
Additionally, although the method was devised and tested using 7T data, we expect
that it could be applied to high-resolution images obtained at 3T. This, however, should
be confirmed by a further study using 3T data. It should also be noted that T*2-weighted
magnitude and phase imaging benefits from increased image contrast and stronger
susceptibility effects at increased field strengths [26, 31], and thus the proposed method
would be more sensitive to between-group differences related to tissue susceptibility
properties when carried out at 7T.
There were a few limitations of the study. Slightly different image acquisition schemes
were used for the two groups. Only one T*2-weighted scan was acquired for each elderly
subject, whereas two scans were acquired for each young subject. Signal variation due
to motion may have an effect when combining the slabs of the young subjects. However,
the two scans were acquired within the same section, right after each other with a quick
pause in between. Visual inspection showed no considerable effect of rotation. Any 3D
translation was compensated and intensity normalization was performed when stitching
the slabs together. Regarding the geometrical correspondence of the scan coverage
between groups, each elderly scan was positioned at the middle of the brain such that it
included the parietal and frontal lobes, resulting in the coverage of this scan intersecting
with that of both scans in the young subjects. The use of both scans for the young subjects
in this study therefore led to more ROIs to be analysed in group-wise comparison.
Statistical testing was only performed on a subset of cortical regions due to the
difference in data coverage between young and elderly subjects. When performing local
region selection, for each region, an inclusion criterion concerning the size of GM and WM
ROIs was applied to minimize the effect of noise on the measurements. Another criterion
was applied on the values of local distance between CSF/GM and GM/WM interfaces
(di ) to detect outliers. Visual inspection of the outliers revealed inaccurate positioning
or missing the outer contour locally at a few cortical regions which led to inaccurate
identification of the GM/WM interface. This was possibly caused by the lack of CSF voxels
on the magnitude images that the segmentation algorithm was based on to detect the
outer contour.
Image phase is known to be dependent on geometry and orientation relative to the
Bo magnetic field. The effect of this dependency on between-group comparison was
minimized by careful positioning of all subjects in the same manner. Another limitation
is the non-local relation between the measured phase values and the underlying tissue
susceptibility. Recently, quantitative susceptibility mapping (QSM) techniques [143, 144]
have been proposed to compute quantitative susceptibility map by solving the inverse
magnetic field to susceptibility source problem. These techniques require that the phase
images are obtained from a 3D sequence. The data in this study were acquired using 2D
GRE sequence and therefore are not suitable for the application of QSM. Nevertheless, in
principle, given a susceptibility map computed using QSM, local GM/WM contrast and
cortical profile can be derived from the susceptibility map based on the presented method.
4.5 Conclusions
We have presented a novel method for quantification of local cortical changes using 7T
T*2-weighted magnitude and phase images. We applied the method to compare young and
elderly subjects. Using local phase and magnitude GM/WM contrast, differences were
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shown in 14 and 15 out of 17 studied regions, respectively. Localized differences in phase
and magnitude profiles were revealed in 16 and 17 regions, respectively. The results of
this study show that the proposed method can be a useful tool to study cortical changes
in normal aging and may also be useful in studies of neurodegenerative diseases.
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Cortical analysis using 7T MR phase images
reveals regional differences between early and
late onset Alzheimer’s disease
This chapter was adapted from:
S. van Rooden*, N. T. Doan*, M. J. Versluis, J. D. C. Goos, A. G. Webb, A. M. Oleksik, W.
M. van der Flier, P. Scheltens, A. W. E. Weverling - Rynsburger, F. Barkhof, G. J. Blauw, J.
H. C. Reiber, M. A. van Buchem, J. Milles, and J. van der Grond, "Cortical analysis using
7T MR phase images reveals regional differences between early and late onset Alzheimer’s
disease," Submitted, * share first authorship
Abstract
The overall aim of the present study is to explore regional iron related differences possibly
indicative for AD pathology in the cerebral cortex between early (EOAD) and late onset
Alzheimer’s disease (LOAD) patients using 7T MR phase images. High resolution T*2-
weighted scans were acquired in 12 EOAD and 17 LOAD patients at 7T MRI. Lobar peak
phase shifts, regional phase contrasts, and cortical profiles were computed from the phase
images in different cortical regions to compare the EOAD and LOAD groups. An increased
peak phase shift was found for the whole brain in EOAD patients compared to LOAD
patients (p = 0.005). The regional phase contrast in EOAD patients was higher than in
LOAD patients in the middle frontal gyrus, postcentral gyrus, superior parietal gyrus,
inferior parietal gyrus and precuneus (0.002 < p < 0.042). EOAD patients had a different
cortical layer pattern in the middle frontal gyrus, precentral gyrus, postcentral gyrus,
superior parietal gyrus, and precuneus compared to LOAD patients (0.005 < p < 0.050).
These data suggest that patients with EOAD have an increased iron accumulation possibly














































Alzheimer’s disease (AD) is a very common form of dementia and prevalence is increasing
rapidly [145, 146]. Although age is one of the main risk factors for the development
of AD, AD may also develop in younger patients, often referred to as early onset AD
(EOAD). Previous studies have demonstrated that EOAD patients show a different profile
of cognitive impairment and more rapid cognitive decline compared to late onset AD
(LOAD) patients [147–152]. EOAD patients exhibit atypical non-amnestic symptoms
more often than LOAD patients, leading to an incorrect clinical diagnosis in one-third
of the EOAD cases [153, 154]. Although EOAD patients share multiple characteristics
with LOAD patients, several studies have shown differences between the two groups
with respect to the pattern and severity of atrophy [155, 156] as well as the pattern and
severity of disturbances in metabolism [157–159], any or all of which might account for
the differences in cognition [160, 161].
Neuropathological studies have shown that EOAD patients show more neuritic plaques
and neurofibrillary tangles than LOAD patients [162–164]. However, these findings have
not been substantiated in clinical studies. Studies using Positron Emission Tomography
(PET) with carbon-11-labelled Pittsburgh compound-B (PiB) were not conclusive in
replicating the post-mortem findings. In two studies, the reported overall amyloid burden
did not differ between EOAD and LOAD patients [158, 159], whereas in another study,
higher amyloid burden was shown in EOAD patients compared to LOAD patients [165].
A more recent PET study showed a regional increased amount of amyloid burden within
the parietal cortex as opposed to an overall increase in the whole brain in EOAD patients
in comparison to LOAD patients [158].
Recently, high resolution T*2-weighted high field MRI was used to highlight indirect
cortical changes due to differences in iron accumulation related to amyloid deposition in
vivo [125, 166]. A previous study suggested that iron accumulation, which may reflect AD
pathology and more specifically amyloid deposition, is reflected by the phase information
from a T*2-weighted MRI sequence at 7T MRI and measurement of the relative phase in
regions of interest demonstrated a high specificity with respect to AD detection [125].
In contrast to PiB-PET, which is based on an in-plane resolution of 2 x 2 mm2, the high
resolution high field MRI approach uses images with an in-plane resolution of 0.24 x 0.24
mm2, allowing accurate and detailed detection of phase changes, even within cortical
layers [167].
The overall aim of the present study was to explore regional differences in AD based
on phase information, which may reflect AD pathology, in the cerebral cortex between
EOAD and LOAD patients using 7T MR phase images. In particular, group differences in
lobar phase shift, cortical contrast and the layer pattern within the cortex at local cortical
regions were investigated.
5.2 Materials and methods
5.2.1 Participants
This study was approved by the local institutional review board. In all cases, informed
consent was obtained according to the declaration of Helsinki [168]. In total 17 LOAD
patients (age > 67 years) with a mean age of 76.4 years (range 68 to 86 years, 11 male/6
female) and 12 EOAD patients with a mean age of 62.2 years (range 51 to 67 years, 7
male/5 female) were included.
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The AD patients were recruited from the memory clinic of the Leiden University
Medical Center, the VU University Medical Center in Amsterdam, the Bronovo Hospital
in The Hague and the Diaconessen Hospital in Leiden. Memory clinic patients were
referred to the hospital by their general practitioner or a medical specialist. Prior to the 7T
study, all patients underwent a routine clinical protocol, comprising a whole brain MRI, a
battery of neuropsychological tests, and a general medical and neurological examination
performed by a neurologist, psychiatrist or internist-geriatrician. The diagnosis was made
in a multidisciplinary consensus meeting using the NINCDS-ADRDA criteria for diagnosing
probable Alzheimer’s disease [169]. Participants with the diagnosis "probable AD", who
were capable of giving informed consent (Mini Mental State Examination (MMSE) ≥ 19)
were selected for inclusion in the 7T study either retrospectively within one year after
attending the memory clinic, or prospectively.
5.2.2 MR acquisition
MRI was performed on a whole body human 7T MR system (Philips Healthcare, Best,
the Netherlands) using a quadrature transmit and 16-channel receive head coil (Nova
Medical, Wilmington, MA, USA). Participants were scanned using a 2D flow-compensated
transverse T*2-weighted gradient-echo scan including the frontal and parietal regions,
which are most prone for amyloid deposition, with a total imaging duration of 10 minutes.
Positioning of this stack was performed using the sagittal plane of the survey within
the frontal and parietal region above the occipital lobe. The middle of the stack was
positioned through the corpus callosum, just above the thalamus. Imaging parameters
were: repetition time (TR)/echo time (TE) 794/25 ms, flip angle 45o , slice thickness
1.0 mm with a 0.1 mm interslice gap, 20 slices, 240 x 180 x 22 mm3 field of view,
1000 x 1024 matrix size, resulting in an in-plane nominal spatial resolution of 0.24 x
0.24 mm2. The band width per pixel was 46 Hz, corresponding to a readout length
of approximately 22 ms. The frequency and phase encoding directions were along the
anterior-posterior and right-left axes, respectively. These sequences are very sensitive to
image artifacts arising from resonance frequency fluctuations within the brain caused by
slight patient movements, even in areas significantly away from the head. A navigator
echo was included to correct for these artifacts [114]. Shimming up to third order was
performed using an image based shimming approach [170]. The phase images were
subsequently unwrapped by high-pass filtering with a 92x92 kernel size [171].
5.2.3 Image analysis
5.2.3.1 Lobar peak phase shift measurements
As in a previous study, phase values in the cortex were determined using the transverse
2D T*2-weighted gradient echo scans. The peak phase values of the cortical gray matter
(GM) were determined on the unwrapped phase images in regions of interest (ROIs)
in four different areas of the brain: frontal, left temporoparietal, right temporoparietal
and parietal [125]. The overall peak-to-peak phase shift (expressed in radians) between
cortical gray and subcortical white matter (WM) (lobar cortical phase shift) was calculated
for each region in each subject.
5.2.3.2 Regional GM/WM phase contrast
The regional GM/WM phase contrast was measured in more localized cortical regions













































combination of T*2-weighted magnitude and phase information as described in [123]. An
atlas with labels of predefined cortical ROIs (AAL atlas [128]) was then registered to the
subject T*2-weighted image for cortical anatomical parcellation (Figure 5.1b). For each
atlas label (Figure 5.1c), cortical GM and subcortical WM ROIs on the phase images were
identified with the GM ROI being the intersection between the segmented cortex and the
binary mask of the label, and the WM ROI located within the label and adjacent to the
GM ROI. The regional GM/WM contrast was computed as the difference between the
mean phase value of the GM and WM ROIs.
5.2.3.3 Regional cortical phase profile
A cortical phase profile (Figure 5.1d) representing the distribution of the phase value
across the cortical layer [167] was calculated for each atlas label. The outer mask,
bordered by the outer cortical contour, was iteratively eroded. For each iteration, the
mean phase value of voxels positioned both in the contour of the eroded mask and the
particular label was computed, resulting in one node of the profile (see Figure 5.1). The
length of the profile was determined as the local distance between the cerebral spinal
fluid (CSF)/GM and GM/WM interfaces on the phase images. The mean phase value of
the corresponding WM ROI was subtracted from the profile to correct for local RF coil
inhomogeneity.
To minimize the effect of noise on the measurements, the regional GM/WM contrast
and cortical profile for labels were computed only when both GM and WM ROIs satisfied
a size criterion (≥ 1cm3). Finally, statistical testing was only performed on labels having
data from at least 10 subjects to ensure sufficient statistical power.
5.2.4 Statistics
A Mann-Whitney U-test was used to assess the difference in MMSE and a chi-square
test was used to assess the difference in gender between groups. In this study, we used
MMSE score as a measure of the disease severity. Linear regression analysis was used
to assess the association between early and late age-at-onset and lobar peak phase shift
measurements in the four different lobar regions of the cortex, adjusted for gender and
disease severity (MMSE).
Linear regression analysis adjusted for gender and disease severity (MMSE) was also
used to assess group differences in regional GM/WM contrast. To compare the cortical
profiles, two different permutation tests were used. Due to possible differences between
subjects in cortical thickness, the cortical profiles were normalized to have the same length
prior to the permutation tests. The first permutation test checked whether there was a
difference between two groups considering the entire profile, resulting in one p value per
comparison. The second permutation test was more localized. It was performed at each
cortical depth, resulting in one p value per node of the profile. The resulting p values
were then adjusted for the total number of nodes using the False Discovery Rate (FDR)
procedure.
Permutation tests were carried out using Matlab (Natick, MA, version 7.14). All other
statistical analyses were performed with the Statistical Package of Social Sciences (SPSS,
version 17.0.1; SPSS, Chicago, Ill). A significance level of 0.05 was used.
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5.3 Results
Characteristics of the participants are shown in Table 5.1. Age was 76.4±5.9 years in the
LOAD group and 62.2±5.2 years in the EOAD group. No difference in gender and MMSE
was present between the EOAD and LOAD groups.
Figure 5.1 shows a representative transverse T*2-weighted phase image of the cortex
of a subject (Figure 5.1a) and an illustration of cortical parcellation (Figure 5.1b) as
well as the computation of regional cortical profiles (Figure 5.1c-d). Table 5.2 shows
the lobar peak phase shifts of the frontal, temporoparietal, parietal cortex and the whole
brain. For all of these regions, a larger cortical phase shift (p < 0.05) was found in the
EOAD patient group compared to the LOAD patient group which was associated with
age-at-onset (adjusted for gender and disease severity).
Table 5.3 reports the mean regional GM/WM contrast computed from the EOAD and
LOAD groups in 18 studied regions as well as the p values obtained from the statistical
comparisons between the two groups in terms of regional GM/WM contrast and cortical
profile. The p values obtained from linear regression analysis (adjusted for gender and
disease severity) and from the permutation test using the entire profile are color-mapped
on the cortex of an EOAD patient in Figure 5.2a-b. Linear regression analysis (adjusted
for gender and disease severity) showed significant differences in regional GM/WM
contrast in the left middle frontal gyrus, right postcentral gyrus, left and right superior
parietal gyrus, right inferior parietal gyrus, and left and right precuneus. The EOAD group
consistently showed higher mean GM/WM contrast than the LOAD group.
When comparing the cortical phase profile, significant differences were found in the
left middle frontal gyrus, right precentral gyrus, right postcentral gyrus, left and right
superior parietal gyrus, and left and right precuneus (Table 5.3, Figure 5.2b). Figure 5.3
presents the mean cortical phase profile of each group at each region studied (Figure
5.3a-b) and the p values obtained at each node before and after the FDR correction for
the total number of nodes (Figure 5.3c-d). As can be observed from Figure 5.3a-b, the
cortical phase profiles of both groups are bell shaped. The profile of the EOAD group
however exhibits larger amplitudes than the LOAD group. The p values presented in
Figure 5.3c-d specify the cortical depths where the EOAD group shows significantly larger
phase values than the LOAD group. Before multiple comparison correction, differences
were shown at multiple nodes on the cortical profile of the left middle frontal gyrus, left
inferior frontal gyrus opercular part, right precentral gyrus, right postcentral gyrus, left
and right superior parietal gyrus, right inferior parietal gyrus and left and right precuneus.
In most of these structures, the differences were most significant at the cortical layers
between the CSF/GM interface and the middle of the cortex. After correction, significant














































TABLE 5.1: Characteristics of early and late onset AD patients. EOAD = early onset Alzheimer’s
disease, LOAD = late onset Alzheimer’s disease, MMSE = Mini Mental State Examination.
EOAD (n = 12) LOAD (n = 17)
Mean age, years (range) 62.2 (51−67) 76.4 (68−86)
Male/female 7/5 11/6
Median MMSE, points (range) 22 (19−26) 23 (19−26)
TABLE 5.2: Mean lobar phase shifts (in radians) and SDs of the brain lobes in early and late onset
Alzheimer’s disease patients. p values were obtained using linear regression analysis adjusted
for gender and disease severity. EOAD = early onset Alzheimer’s disease, LOAD = late onset
Alzheimer’s disease, asterisks indicate significant differences.
EOAD (n = 12) LOAD (n = 17) p value
Frontal 1.15 ± 0.09 1.04 ± 0.11 0.014*
Temporoparietal left 1.25 ± 0.05 1.18 ± 0.09 0.029*
Temporoparietal right 1.31 ± 0.09 1.23 ± 0.10 0.045*
Parietal 1.27 ± 0.08 1.16 ± 0.10 0.006*
Total 1.25 ± 0.06 1.15 ± 0.09 0.005*
TABLE 5.3: The mean regional gray matter/white matter phase contrast computed for both groups
and the p values obtained by linear regression analysis (adjusted for gender and disease severity)
using this measure and permutation test using the entire cortical profile. GM = gray matter, WM
= white matter, L = left, R = right, EOAD = early onset Alzheimer’s disease, LOAD = late onset
Alzheimer’s disease, asterisks indicate significant differences.
Lobe Structure




Frontal Superior frontal gyrus L 0.165 ± 0.057 0.166 ± 0.090 0.844 0.720
Superior frontal gyrus R 0.167 ± 0.078 0.149 ± 0.087 0.688 0.849
Middle frontal gyrus L 0.199 ± 0.035 0.144 ± 0.049 0.005* 0.050*
Middle frontal gyrus R 0.197 ± 0.045 0.160 ± 0.049 0.072 0.203
Inferior frontal gyrus, opercular part L 0.225 ± 0.044 0.180 ± 0.074 0.169 0.114
Inferior frontal gyrus, opercular part R 0.237 ± 0.031 0.227 ± 0.048 0.656 0.425
Inferior frontal gyrus, triangular part L 0.196 ± 0.035 0.160 ± 0.051 0.051 0.164
Inferior frontal gyrus, triangular part R 0.199 ± 0.028 0.169 ± 0.058 0.126 0.186
Temporoparietal Precentral gyrus L 0.274 ± 0.047 0.236 ± 0.086 0.220 0.170
Precentral gyrus R 0.310 ± 0.041 0.287 ± 0.072 0.415 0.035*
Postcentral gyrus L 0.277 ± 0.052 0.247 ± 0.052 0.165 0.156
Postcentral gyrus R 0.288 ± 0.030 0.252 ± 0.044 0.025* 0.028*
Parietal Superior parietal gyrus L 0.305 ± 0.045 0.245 ± 0.035 0.004* 0.005*
Superior parietal gyrus R 0.284 ± 0.031 0.248 ± 0.034 0.020* 0.037*
Inferior parietal gyrus L 0.273 ± 0.033 0.255 ± 0.038 0.210 0.405
Inferior parietal gyrus R 0.293 ± 0.041 0.246 ± 0.043 0.042* 0.063
Precuneus L 0.249 ± 0.052 0.191 ± 0.044 0.007* 0.008*
Precuneus R 0.241 ± 0.026 0.190 ± 0.036 0.002* 0.007*
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FIGURE 5.1: Illustrative example of cortical parcellation and the computation of regional cortical
profiles: (a) representative transverse 2D T*2- weighted gradient echo phase image (in-plane spatial
resolution is 0.24 x 0.24 mm2); (b) contours of the segmented cortex (in yellow) and of the labels
as defined in the AAL atlas (in red) overlaid on the phase image; (c) magnified cortical ROI; (d) the














































FIGURE 5.2: Maps of p values on the cortex of an early onset AD patient: (a) linear regression
analysis (adjusted for gender and disease severity) on regional GM/WM contrast, and (b)
permutation test on entire cortical profile. All p values > 0.05 are presented in blue, and the color
bar is scaled using − log10 (p values) otherwise. Only the cortical regions included in this study were
presented.
FIGURE 5.3: Cortical phase profiles and the p values obtained using a permutation test at each
cortical depth: (a) profile of early onset AD, (b) profile of late onset AD, (c) p value before FDR
correction for the number of nodes on the profile, and (d) p values after the FDR correction. The
color map in (a) and (b) presents the phase values in radians. The hotter the color, the higher the




This study shows that using 7T MRI phase images, global (i.e. per lobe) and regional
differences in the cortex, as well as differences within the cortical layers, can be detected
between EOAD and LOAD patients in great detail. Measurement of the lobar peak phase
shift demonstrated a higher phase shift throughout the whole brain in EOAD patients
compared to LOAD patients independent of the disease severity. Within the four lobar
cortical regions studied, a higher cortical phase shift of the frontal, temporoparietal and
parietal regions was associated with an early age-at-onset. Previous studies in brain
specimens of AD patients have shown that amyloid deposition and neurofibrillary tangles
as well as tau deficiency co-localize with neuronal iron accumulation [98, 172–174].
The relative phase in cortical regions of interest can be used as an indicator of iron
in the brain [26, 124, 175, 176], which opens up the possibility to measure neuronal
iron co-localized with AD pathology. Previously, it was demonstrated that AD pathology
and more specifically amyloid deposition is indirectly reflected by the phase information
from a T*2-weighted MRI sequence [125]. In this respect, the in-vivo data presented
in this study confirm the previous histological and in-vivo studies which reported that
EOAD patients show more amyloid plaques and tangles than LOAD patients [162–165].
Therefore, the finding of an overall increased phase shift in EOAD patients compared to
LOAD patients suggests that AD pathology, and more specifically amyloid deposition, is
more severe in the EOAD patients. Measurement of the regional phase contrast showed
higher phase values in EOAD patients compared to LOAD patients in the middle frontal
gyrus, postcentral gyrus, superior parietal gyrus, inferior parietal gyrus and precuneus
independent of disease severity. The finding of an increased regional phase contrast
mainly in the parietal sub-regions is in accordance with a recent PET-PiB study which
shows a higher amyloid burden in the parietal lobe in EOAD patients in comparison with
LOAD patients [158]. Moreover, we also found an increased regional phase contrast
in the middle frontal gyrus which confirms an earlier neuropathological study showing
a higher amount of amyloid plaques in EOAD patients compared to LOAD patients in
the parietal and frontal regions [162]. Previous studies have shown that the precuneus,
posterior cingulate gyrus, parietal and frontoparietal regions in EOAD patients also show
more atrophy than in LOAD patients [155, 156, 160, 177–179]. This might imply a direct
association between severity of AD pathology and atrophy in EOAD patients.
The overall cortical layer pattern also showed differences between EOAD and LOAD
patients in the middle frontal gyrus, precentral gyrus, postcentral gyrus, superior parietal
gyrus, and precuneus. The phase profiles showed higher phase values in the EOAD patients
compared to LOAD patients. In the superior parietal gyrus and precuneus, significant
differences within the cortical layers between the CSF/GM interface and the middle of the
cortex could be detected between EOAD and LOAD patients. A previous study showed that
the contrast between different cortical layers using high-field MRI T*2-weighted sequences
and phase images is based on differences in iron and myelin content between different
layers [72, 180]. The current results imply that the distribution of iron and/or myelin is
different in the cortical layers close to the CSF/GM interface in the superior parietal gyrus
and precuneus between the two groups, with the EOAD patients showing higher amounts
of iron/ demyelination.
The precuneus and superior parietal gyrus were the only structures showing a
significant difference in mean phase contrast and cortical profile at very specific cortical
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depths. Previous studies have demonstrated that the precuneus and parietal cortex show
more atrophy [156, 178, 179, 181] and more severely impaired metabolism [159, 182]
in EOAD patients than in LOAD patients. Our results indicate that within the precuneus
and the superior parietal gyrus more iron and/or less myelin is present, which may reflect
increased AD pathology resulting in a change of the cortical layer pattern and phase
contrast. This is in line with the notion that these structures play an important role
in the development of EOAD, or alternatively that EOAD is a different subtype of AD
characterized by pathological changes of the precuneus and superior parietal gyrus.
One overall limitation of the study is that phase measurements may be influenced
by the geometry and orientation of the individual structures [26]. To limit such effects
as much as possible, all participants were positioned in the same manner, and for every
subject, the phase measurements were performed in the same way and were averaged
to cancel out the possible effects of geometry and orientation. A second limitation is the
small number of subjects and the absence of a healthy control group. However, it is very
unlikely that our results were related to an age effect as with healthy aging an increased
phase shift would be expected due to a slight increase in cortical iron and demyelination
with aging [119, 183, 184]. Instead, we found an increased phase shift in the EOAD
patients. Moreover, the source of the observed differences in phase contrast and cortical
profile is not completely clear. Although it is most likely that the difference in phase
contrast and profile between groups is mainly attributable to iron, other compounds may
contribute to a change in phase contrast, such as deoxy-hemoglobin, myelin and proteins
[185]. The effect of deoxy-hemoglobin is expected to be rather small in comparison with
iron and myelin [72]. Myelin and proteins might explain part of the results in our study,
although very few studies have investigated the differences in these substances between
EOAD and LOAD patients [186, 187] and therefore it is difficult to verify what their
influence has been. Future research should focus on studying the correlation between
histology and MR images to confirm that the differences in phase contrast and profile
between LOAD and EOAD patients is due to AD pathology.
In conclusion, in this study, using 7T MRI phase information, regional cortical
differences in contrast and layer pattern were detected in EOAD versus LOAD patients,
indicating regionally more severe iron accumulation possibly due to amyloid deposition
in EOAD compared to LOAD patients.
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Abstract
Neurological pathologies are often reflected in brain magnetic resonance images as
abnormal global or local anatomical changes. These variations can be computed using
non-rigid registration and summarized using Jacobian determinant maps of the resulting
deformation field, which characterise local volume changes. We propose a new approach
which exploits the information contained in Jacobian determinant maps of the whole
brain in Alzheimer’s disease (AD) classification by means of texture analysis. Textural
features were derived from whole-brain Jacobian determinant maps based on 3D Grey
Level Co-occurrence Matrix. The large number of features obtained depicts anatomical
variations at different resolution, allowing retaining both global and local information.
Principle component analysis was applied for feature reduction such that 95% of the
data variance was retained. Classification was performed using a linear support vector
machine. We evaluated our approach using a bootstrapping procedure in which 92
subjects were randomly split into separate training and testing sets. For comparison
purposes, we implemented two dissimilarity-based classification approaches, one based
on pairwise registration and the other based on registration to a single template. Our
new approach significantly outperformed the other approaches. The results of this study
showed that pairwise registration did not bring added value compared to registration to
a single template and textural features were more informative than dissimilarity-based
features. This study demonstrates the potential of texture analysis on whole brain Jacobian





































Alzheimer’s disease (AD) is the most common cause of dementia. Much research
using magnetic resonance imaging (MRI) has been carried out to derive biomarkers
for early detection of the disease. Studies based on volumetric and shape analysis have
reported abnormalities for AD patients in structures such as the hippocampus, cortex
[62], thalamus, putamen [63], amygdala [64] and ventricle [65]. Volumetric and shape
analyses require the determination of structures of interest, as well as their accurate
segmentation, and consider changes occurring within them only in a very global manner.
As a result, these approaches are only tractable in a hypothesis-driven framework and are
not capable of detecting local changes internal to structures, which may precede volume
or shape changes.
To alleviate those issues, segmentation-less methods using image-based registration
have been devised. Deformation-based morphometry is a popular approach for detecting
group differences using non-rigid registration algorithms [66, 188]. The Jacobian
determinant map, computed from the deformation field, is particularly useful as it
characterises local volumetric compression or expansion. Klein et al. proposed to use the
dissimilarity measure computed from the logarithm of the Jacobian determinant map as
a potential measure allowing early diagnosis of dementia [67]. However, this approach
requires pairwise registration between subjects and only yields one global measure for
each pair of subjects. This method thus uses a very computationally intensive step to
generate a feature matrix containing global measures of the deformation between subjects.
In this study, we propose a new approach based on Jacobian determinant maps in
a classification framework, which alleviates the computationally intensive aspects of
the method proposed by Klein and colleagues. After deforming all subjects to a single
template, we apply texture analysis on the Jacobian determinant map to study patterns of
volumetric changes over the entire brain and use them to classify healthy controls and AD
patients. This approach allows taking into account not only global deformations, but also
more local characteristics as it results in a large number of textural features from which
the most descriptive variations can be selected for classification purposes. Moreover, it
only requires registration to a common template instead of pairwise registration over
the whole dataset. This approach, which involves global and local information, could
potentially allow the differentiation of neurological pathologies based on MR image data.
We further evaluate our method using MR data of controls, mild-cognitively impaired
(MCI) subjects and AD patients obtained from the OASIS database [189].
6.2 Materials and methods
6.2.1 Materials
T1-weighted images of 92 subjects aged between 60 and 96 years old were obtained from
the publicly available OASIS database [189]. This dataset consisted of 39 non-demented
subjects, 39 demented subjects, and 14 MCI converters who were characterized as non-
demented at the time of the image acquisition but became demented at later stages of the
study. The non-demented and demented subjects were randomly grouped into separate
training and testing sets as follows. The training set included a group of 25 demented
subjects and a group of 25 non-demented subjects, each of which comprised 7 males
and 18 females. The testing set included the remaining 14 non-demented subjects, 14
demented subjects and the group of 14 MCI converters. Each group of the testing set
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FIGURE 6.1: Flowchart of the proposed approach.
comprised 4 males and 10 females. All groups in the training set and testing set were
age-matched.
6.2.2 Methods
T1-weighted images of all subjects were non-rigidly registered to a template. Subsequently,
the Jacobian determinant map of the deformation field resulting from the non-rigid
registration was computed. A large number of textural features were derived from the
Jacobian determinant map. A classifier was trained using the features retained after
feature reduction. The performance of the trained classifier was evaluated on the testing
set. The overall framework is depicted in Figure 6.1.
6.2.2.1 Registration
Each subject was registered to a common template in a two-step framework using the
elastix registration toolbox [85]. As this work involved local textural characteristics of
the deformation field, instead of using an average image of the studied population as the
template, we chose to use a high contrast, high resolution template (Colin27) constructed
from 27 scans of the same normal individual [190]. In the first step of the registration,
we applied an affine transformation to compensate for the global misalignment with
normalized correlation coefficient as a similarity measure. In the second step, a B-Spline
non-rigid registration was used to compensate for local misalignment. The B-Spline
registration was carried out at five resolutions using an isotropic grid spacing of 120, 60,
60, 30 and 15 mm. We used mutual information as a similarity measure and an adaptive
gradient descent search algorithm. The brain mask of the Colin27 template was used as a
mask of region of interest during the affine and B-Spline registrations.
6.2.2.2 Jacobian determinant computation
For each B-Spline registration, the determinant of Jacobian was computed as following:
J (p) = det (∂T /∂p ), where T (p) was the recovered non-rigid transformation, and p a voxel
coordinate. Values of J greater than 1 indicate volumetric expansion, smaller than 1
indicate compression, and equal to 1 indicate preservation. An example of the Jacobian
determinant map is provided in Figure 6.2.
6.2.2.3 Textural feature computation
In this study, the textural features were computed based on the Grey-Level Co-occurrence





































FIGURE 6.2: The Jacobian determinant maps of three 78 years old female subjects: non-demented
(left), MCI (middle), and demented (right). Upper row: T1-weighted images which were registered
to the Colin27 template using affine transformation; lower row: the corresponding Jacobian
determinant maps computed from the B-Spline transformations.
over the entire brain region of each subject as proposed in Chen et al. [42]:











)= i and I (x +∆x , y +∆y , z +∆z)= j
0, otherwise , (6.1)
where M(i , j ) was the entry at row i th and column j th of matrix M , I the Jacobian
determinant map, ∆(∆x ,∆y ,∆z ) an offset composed of a direction θ and a distance d .
Prior to the computation of GLCMs, the Jacobian determinant map was quantized to
N quantization levels to avoid obtaining sparse matrices. The global minimum and global
maximum of the Jacobian determinant of all training and testing subjects were used in
the quantization step. In this study, we chose the commonly used quantization level N of
64 [35]. 169 GLCMs were computed considering 13 directions and 11 distances (d = 1,
5, 10, 15,..., 50 voxels). A wide range of d was chosen so that the derived features could
be sensitive to textural variations at different scales. Thirteen Haralick features [41] were
derived from each GLCM, resulting in a feature vector of 1859 elements.
6.2.2.4 Classification
6.2.2.4.1 Feature reduction
Principal Component Analysis (PCA) was applied on the resulting data to reduce the
number of features such that 95% of the data variance was retained. Since the range of
the features was very different, to avoid the PCA emphasizing features with large ranges,
we normalized the features to unit-variance before applying PCA.
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6.2.2.4.2 Training and testing
In this study, we used a bootstrapping approach where the training set and testing set
were formed by randomly splitting the dataset of 92 subjects. Group division was repeated
1000 times on the non-demented and demented subjects whereas the MCI converters were
used as testing subjects in every iteration. For each iteration, a 5-fold cross-validation was
performed on the training set using a k-nearest neighbour (k-NN) classifier and a linear
support vector machine (SVM) with polynomial kernel of order 1. The cross-validation was
repeated 30 times and the average performance was reported. Subsequently, the classifiers,
trained using all samples of the training set, were used to classify subjects in the testing
set. To assess the classification performance, we computed the sensitivity, specificity,
accuracy, and area under ROC curve (AUC). The feature reduction and classification
experiments were carried out using the Matlab pattern recognition toolbox PRTools
(http://www.prtools.org/).
6.2.2.4.3 Comparison with classification based on inter-subject whole brain dis-
similarities
For comparison purposes, we implemented two different classification approaches. The
first approach involved inter-subject whole brain dissimilarities as presented in Klein
et al. [67]. Pairwise registration was carried out to register each subject to all other
subjects using an affine registration followed by a B-Spline registration. The same
parameter settings of elastix as described in section 6.2.2.1 were used in this registration.
A dissimilarity matrix was computed from the standard deviation of the logarithm
(stdev(l og )) of the Jacobian determinant maps and used as input feature matrix of
a classifier. Each feature vector consisted of 50 elements. For each subject i , each feature
was derived as the dissimilarity measure between that subject and a subject j ( j ∈ [1;50])
in the training set. A k-NN classifier, as proposed in Klein et al. [67], and a linear SVM
with order 1 polynomial kernel were used for classification. The second approach used
stdev(log ) of Ji T , where Ji T was the Jacobian determinant map of the transformation
from subject i to the Colin27 template, as a feature to train a k-NN classifier and a
linear SVM with order 1 polynomial kernel. This approach hereafter is referred to as the
hybrid approach since it is based on registration to a single template, as employed in our
approach, to compute dissimilarities similar to those proposed in Klein’s approach.
Similarly to our approach, Klein’s approach and the hybrid approach were evaluated
using the bootstrapping procedure. In each case of group division, 5-fold cross-validation
was performed on the training set and the trained classifiers were used for classification
of subjects in the testing set. Paired t -tests, with significant level of 0.05, were performed
to compare our approach with Klein’s approach and the hybrid approach in terms of
sensitivity, specificity, accuracy, and AUC. The following aspects were addressed in the
comparison: classification performance of our approach versus Klein’s approach and the
hybrid approach, pairwise registration versus registration to a single template, the use of
a global dissimilarity feature versus global and local textural features, and performance of
a k-NN classifier versus a linear SVM.
6.3 Results and discussion
Table 6.1 presents a summary of the cross-validation performance on the training set and
the classification results of the trained classifiers on the testing set. The detailed results





























































































































































































































































































































































































































































































































































































































































FIGURE 6.3: Cross-validation performance on the training set (*) and classification results on the
testing set (**) of three approaches using (a) k-NN classifier and (b) linear SVM. Spec = Specificity,
Sen = Sensitivity, Acc = Accuracy. In each boxplot, the red line presents the median value while





































6.3.1 Performance of the proposed approach
Our approach with the linear SVM yielded an accuracy of 59 ± 5% (Spec = 60 ± 6%,
Sen = 59 ± 6%) on the training set, an accuracy of 65 ± 8% (Spec = 62 ± 14%, Sen
= 67 ± 12%) and AUC of 0.72 ± 0.08 on the testing set. Compared to the linear SVM,
a lower performance was obtained using the k-NN classifier (Acc = 55 ± 5% on the
training set; and Acc = 57 ± 8%, AUC = 0.62 ± 0.09 on the testing set). The classification
performances of our approach were moderate, indicating that the textural features indeed
contained useful discriminative information. Interestingly, it is noted that our approach
showed a good accuracy for the prediction of MCI converters (Acc = 76 ± 13%), which
was higher than the classification accuracy of AD in the testing set (Acc = 58 ± 15%).
This indicates that our approach could capture patterns of volumetric changes that are
more prominent in the converters than in AD.
6.3.2 Our approach versus Klein’s approach and the hybrid approach
The numerical results presented in Table 6.1 show that our approach yielded higher
classification results compared to both Klein’s approach and the hybrid approach using
either a k-NN classifier (Acc = 55 ± 5% for our approach vs. 52 ± 5% for Klein’s approach
and 53 ± 6% for the hybrid approach on the training set; Acc = 57 ± 8% vs. 51 ± 7%
and 54 ± 7%, AUC = 0.62 ± 0.09 vs. 0.53 ± 0.08 and 0.56 ± 0.07 on the testing set) or
a linear SVM (Acc = 59 ± 5% vs. 50 ± 5% and 50 ± 9% on the training set; Acc = 65
± 8% vs. 51 ± 10% and 57 ± 13%, AUC = 0.72 ± 0.08 vs. 0.52 ± 0.08 and 0.52 ± 0.12
on the testing set). Using the linear SVM, our approach gave the best performance both
on the training and testing sets. A rather large deviation of the classification accuracy
on the testing set was observed from the boxplots in Figure 6.3 for all three approaches.
Nevertheless, our approach with the linear SVM showed the lowest deviation compared
to the other approaches with the same classifier (standard deviation = 8%, 10%, and
13% for our approach, Klein’s approach, and the hybrid approach, respectively). Overall,
the results showed that our approach significantly outperformed Klein’s approach and the
hybrid approach and seem to indicate that the relatively low performances, compared to
existing literature, may be attributed to the selected data.
6.3.3 Pairwise registration versus registration to a single template
While the hybrid approach was only based on registration of subjects to a common
template, Klein’s approach required a large number of registrations, which was not
only computationally intensive but also more prone to registration errors. Both Klein’s
approach and the hybrid approach showed poor performance (maximum Acc = 57 ± 13%
obtained by the hybrid approach on the testing set), with the hybrid approach showing
higher classification accuracy both on the training and testing sets. It can be deduced
that, in the context of this study, extensive pairwise registration did not bring added value
compared to registration to a single template.
6.3.4 Global dissimilarity feature versus global and local textural features
The hybrid approach and our approach were based on the same registration. The feature
used in the hybrid approach was computed as a global measure from the resulting
Jacobian determinant map. Our approach, on the other hand, involves second-order
textural features computed at different scales. This enables the approach to be more
sensitive to spatial differences. It can be observed in Table 6.1 that a higher sensitivity
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was obtained using our approach with the linear SVM compared to the hybrid approach
on the training set (Sen = 59 ± 6 % vs. 56 ± 8 %) and the testing set (Sen = 67 ± 12 %
vs. 62 ± 12 %).
6.3.5 k-NN classifier versus linear SVM
In our approach, the linear SVM gave superior performance, especially the sensitivity,
compared to the k-NN classifier. In the hybrid approach, the k-NN classifier showed higher
accuracy on the training set and higher AUC on the testing set. This classifier showed a
higher accuracy on the training set, a comparable accuracy and higher AUC on the testing
set compared to the linear SVM in Klein’s approach. These observations suggest that the
performance of the classifiers is strongly dependent on the particular framework. In this
case, the linear SVM is preferred for our approach whereas the k-NN classifier is more
suitable for Klein’s approach and the hybrid approach.
6.4 Conclusions
In this paper, we presented a new approach to image registration-based classification for
brain pathologies. The results show that this approach significantly outperformed two
similar approaches, one published elsewhere in the literature. Additionally, in the context
of this study, pairwise registration did not bring added value compared to registration to
a single template and textural features were more informative than dissimilarity-based
features. This study demonstrates the potential of texture analysis on the Jacobian






























7.1 Summary and conclusion
Alzheimer’s (AD) and Huntington’s (HD) diseases are among the most devastating and
costly neurodegenerative diseases. Finding biomarkers for early detection of AD and
for disease monitoring as well as therapeutic agent assessment of HD has been a long-
standing research goal for neuro-scientists. Post-mortem studies have demonstrated the
association between AD and HD with abnormal iron accumulation in the brain structures
such as the basal ganglia and the cerebral cortex. T*2-weighted imaging provides a non-
invasive means to study susceptibility changes of substances such as myelin and iron in the
brain. Particularly, phase images show an increased sensitivity to magnetic susceptibility
differences with increased field strength. The main goal of the thesis was to develop
methods for quantitative analysis of human brain T*2-weighted images at ultrahigh field
strength. Additionally, we also aimed to investigate textural features for classification of
AD in a deformation-based context.
Chapter 1 of the thesis provided an overview of AD and HD as well as T*2-weighted
imaging at ultrahigh field strength. We highlighted the increased interest in using ultrahigh
field T*2-weighted images for susceptibility studies of the diseases and the need to develop
quantitative analysis techniques making use of these images. A brief review of texture
analysis and its application in neuro-MR image analysis were presented. Finally, this
chapter summarized the goals and contributions of the thesis.
In chapter 2, we proposed a quantitative analysis framework composed of 7T T*2-
weighted imaging and a second order texture analysis approach. Textural features were
computed from both the magnitude and phase images and subsequently used for group-
wise comparison. We applied the proposed approach to study textural differences in
subcortical structures between pre-manifest HD, manifest HD and control subjects. While
the magnitude-based features showed differences in the pallidum in manifest HD, the
phase-based features showed differences in the caudate nucleus and in both the caudate
nucleus and putamen in premanifest HD and manifest HD, respectively. Our study reported
the first evidence of textural heterogeneity of subcortical structures in HD. The regional
specific textural differences found are in line with existing findings on structural deficits
in both premanifest and manifest HD.
While chapter 2 focused on subcortical structures, chapters 3, 4 and 5 dealt with
the cerebral cortex. In chapter 3, we presented a new method for segmentation of the
cerebral cortex from 7T T*2-weighted images. We first discussed the need to develop a
new method that allows to perform the segmentation directly on T*2-weighted images.
Manual segmentation is not feasible as it is not only time consuming but also subjected
to inter-subject variability. Segmentation based on T1-weighted images suffers from the
decreased GM/WM contrast due to aging effect. The proposed method was based on
K-means clustering of the magnitude and phase images. It combined magnitude and phase
information in a two-step framework. In the first step, the outer contour of the cortex was
segmented using the magnitude information. Subsequently, an initial inner contour was
estimated using the combined magnitude and phase information, thereby obtaining the
initial segmentation of the cortex. In the second step, this initial segmentation was further
refined using a mathematical tool called transformation with reconstruction criteria to
obtain the final segmentation. We evaluated our method using the manual segmentations
and the T1-based segmentations obtained using FreeSurfer and FSL, two state-of-the-art
methods. Our method showed good agreement with the manual segmentation and a
superior performance compared to the T1-based approaches.
Chapter 4 presented a method for local group-wise analysis of the cerebral cortex.
The cortex was segmented using the method presented in chapter 3 and parcellated using
an atlas with predefined cortical areas. Subsequently, local GM/WM contrast and local
cortical profile were computed automatically at each parcellated cortical ROI. Group-wise
comparison in terms of local GM/WM contrast was performed using a Mann-Whitney
U-test. To compare local cortical profiles, we used two permutation tests, one using the
entire profile and one performed at each node on the profile. We applied the method
to compare a group of young subjects and a group of elderly healthy subjects. Using
local phase and magnitude GM/WM contrast, differences were shown in 14 and 15 of 17
studied regions, respectively. Localized differences in phase and magnitude profiles were
revealed in 16 and 17 regions, respectively. The local comparison at each cortical depth
highlighted differences in the centre and boundaries of the cortex. The differences found
were in line with existing literature and could be explained by known changes in myelin
and iron content as an effect of aging. The results showed that the method can be a useful
tool in studying normal aging and might also be useful in studies of neurodegenerative
diseases.
In chapter 5, we explored regional differences between early onset AD (EOAD)
patients and late onset AD (LOAD) patients using MR phase images. We manually
measured peak phase shift from four different lobes in the brain and applied the method
presented in chapter 4 to compute GM/WM phase contrast and cortical phase profile
at several local cortical regions. Subsequently, we applied a linear regression model
adjusted for gender and the disease severity, quantified by MMSE score, to assess group
differences in terms of lobar phase shift and local GM/WM contrast. The differences in
cortical profiles were evaluated using two permutation tests as described in chapter 4.
The results showed that subjects with EOAD had a larger cortical phase contrast and a
more severely affected cortical layer pattern compared to LOAD subjects, especially in the
middle frontal gyrus, postcentral gyrus, superior parietal gyrus, and precuneus. These
results indicate that patients with EOAD have an increased iron accumulation possibly
related to an increased amyloid deposition in specific cortical regions compared to LOAD
patients.




























classification of AD and compared the added value of registration to a single template and
pairwise registration in such a classification framework. In our approach, T1-weighted
images of 92 subjects were non-rigidly registered to a template. Textural features were
derived from the Jacobian determinant map of the resulting deformation field of the
entire brain using the Gray Level Co-occurrence Matrix (GLCM) approach. PCA was
applied on the large set of computed features for feature reduction. The retained features
were used as an input of a linear support vector machine for classification. Classification
performance was evaluated using a bootstrapping procedure. We compared the method
with two dissimilarity-based approaches, one based on pairwise registration and the other
based on registration to a template. We showed in the context of this study that pairwise
registration did not bring added value compared to registration to a single template and
textural features were more informative than dissimilarity-based features. Our study
demonstrates the potential of texture analysis on the Jacobian determinant map over the
entire brain for diagnosis of AD subjects.
Considering the work presented in chapters 2-6, we believe that we have achieved the
goals formulated in Section 1.5. We set up a framework for texture analysis of subcortical
structures using 7T T*2-weighted images (chapter 2). Application of the framework was
demonstrated in HD. In terms of cortical analysis, a new algorithm for segmentation of
the cortex from 7T T*2-weighted images was proposed and extensively validated (chapter
3). This development enabled further steps in quantification of changes in the cortex.
Subsequently, we developed a highly automated method for detecting regional changes in
GM/WM contrast and cortical profile at multiple cortical ROIs (chapter 4). In addition
to an analysis of aging effect using data of young and old healthy subjects (chapter 4),
this method was also applied an in vivo study of AD patients (chapter 5). Besides, the
use of textural features derived from the deformation field was addressed (chapter 6).
Even though the classification performance was moderate, the results demonstrated the
potential of using deformation-based textural features in classification of AD.
7.2 Future work
Phase unwrapping is an important preprocessing step in phase-based analysis. Throughout
this thesis, we used a high-pass filtering technique [25] to perform this operation. Even
though this technique has been widely used in the literature, one disadvantage is that,
depending on the kernel size used, it could lead to information loss or artifacts remaining
in areas with very steep transitions [191]. Non-filtering techniques such as SHARP [192]
and PRELUDE [193] could be considered as alternatives.
Image phase has some limitations. It is affected by the structure geometry and tissue
orientation with respect to the main magnetic field. Furthermore, it has been shown
that the phase image has a non-local relation with the underlying tissue susceptibility.
Much research is focusing on developing quantitative susceptibility mapping techniques
[143, 144] that can provide an estimation of tissue susceptibility map based on phase
images. The texture analysis and group-wise cortical analysis frameworks could be easily
adapted to derive cortical features from a susceptibility map. It should be mentioned
that the cortex segmentation step would still require the combined magnitude and phase
information.
In chapter 4, we investigated two cortical features, local cortical GM/WM contrast
and cortical profile, on magnitude and phase images. Other cortical characteristics, for
instance, local inhomogeneity can be visually observed on the phase images. Further
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work should focus on deriving cortical textural features. For that purpose, the GLCM
approach deployed in chapter 2 for subcortical structures could be extended to analysis
of the cortex. While computing GLCM, the search direction should be adapted at each
voxel being considered using the norm of the outer cortical surface at that voxel as the
reference direction.
The performance of AD classification presented in chapter 6 was moderate. Textural
features were derived solely from the entire brain deformation field, which was strongly
dependent on the registration settings. In this study, we used B-Spline registration in a
multi-resolution non-rigid registration framework. At the finest resolution, a relatively
large grid spacing of 15mm was emperically chosen to avoid physiology-meaningless
"foldings" in the deformation field. A disadvantage is that the deformation may not be
sensitive to small local changes such as changes in the accumbens nucleus [194] or in
thickness of the cerebral cortex [195]. Further research could examine the use of smaller
grid spacings in combination with a bending penalty term. Additionally, multi-resolution
texture analysis techniques such as Wavelet-based approaches [39] could be investigated.
In this thesis, application of the methods developed for 7T T*2-weighted image analysis
has been demonstrated in normal aging, Alzheimer’s disease and Huntington’s disease.
Nevertheless, they can also be applied in the context of other neurological diseases such as
Parkinson’s disease and multiple sclerosis where clinical studies have reported alterations
in iron content of the brain structures [77, 196].
Due to the much higher cost of a 7T human MRI system compared to a 3T system
(7M $ vs. 3M $) and further technical development needed for 7T, it is not likely that
7T MRI will replace 3T MRI in the near future. Therefore, it would be interesting to
check if the developed methods can be translated to 3T. However, it should be noted that
susceptibility-based studies performed at 7T would benefit from an increased sensitivity
with respect to tissue magnetic susceptibility compared to 3T.
Iron has been shown to play an important role in normal aging and neurological
disease processes. In my opinion, T*2-weighted imaging at ultrahigh field holds great
promise to be a useful tool for in vivo studies of brain iron. Constant effort has been
dedicated to designing sequences and hardware to improve the quality of images acquired
at ultrahigh field. Images with higher resolution and sensitivity to tissue susceptibility
are possible to obtain. Image processing techniques such as those presented in this
thesis would be good candidates for extracting useful information from ultrahigh field




De ziekte van Alzheimer (AD) en de ziekte van Huntington (HD) behoren tot de ern-
stigste en meest ingrijpende neurodegeneratieve ziekten. Het vinden van biomarkers
voor vroege opsporing van AD, het volgen van het ziekteproces en de ontwikkeling
van nieuwe behandelingen voor HD zijn belangrijke onderzoeksdoelen. Post-mortem
studies hebben de associatie aangetoond tussen AD en HD met verhoogde ijzerstapeling
in de hersenstructuren, zoals de basale ganglia en de cerebrale cortex. T*2-gewogen
MRI beeldvorming biedt de mogelijk om op een niet-invasieve wijze veranderingen in
magnetische susceptibiliteit van stoffen zoals myeline en met name ijzer in de hersenen
te bestuderen. Fasebeelden in het bijzonder, tonen bij hoge veldsterktes een verhoogde
sensitiviteit voor verschillen in magnetische susceptibiliteit. Het doel van dit proefschrift
was om methoden te ontwikkelen voor de kwantitatieve analyse van T*2-gewogen beelden
van het menselijk brein gemaakt met ultrahoge veldsterkte. Daarnaast hebben we ons
ook gericht op het onderzoeken van textuurkenmerken voor de classificatie van AD in een
deformatie-gebaseerde context.
Hoofdstuk 1 van dit proefschrift beschrijft de achtergrond van de ziektes AD en HD,
en geeft een inleiding in T*2-gewogen MRI beeldvorming bij ultrahoge veldsterkte. Gezien
de groeiende interesse in het gebruik van T*2-gewogen beelden met ultrahoge veldsterkte,
wordt de noodzaak om kwantitatieve analysetechnieken te ontwikkelen voor deze beelden
steeds groter. Vervolgens wordt een kort overzicht gepresenteerd van textuuranalyse en
haar toepassingen in de neuro-MR beeldanalyse. Tot slot geeft dit hoofdstuk een overzicht
van de doelstellingen en de bijdragen van dit proefschrift.
In hoofdstuk 2 hebben we een platform voor kwantitatieve analyse geïntroduceerd
bestaande uit 7T T*2-gewogen beeldvorming en een tweede orde textuuranalyse be-
nadering. Textuurkenmerken werden berekend uit zowel de magnitude en fase beelden
en vervolgens gebruikt voor groepsgewijze vergelijkingen. De voorgestelde aanpak is
toegepast om textuur verschillen te bestuderen in de subcorticale structuren tussen
premanifeste HD patiënten, manifeste HD patiënten en controlestudies. De kernmerken
gebaseerd op de magnitude beelden toonen met name verschillen in het pallidum
in manifeste HD patiënten. Daarentegen, de kenmerken op de fase beelden lieten
verschillen zien in de nucleus caudatus in pre-manifeste HD patiënten en verschillen
in zowel de nucleus caudatus als het putamen in manifeste HD patiënten. Onze studie
beschrijft een eerste bewijs van heterogeniteit in de textuur van subcorticale structuren in
HD. De gevonden regio-specifieke textuurverschillen komen overeen met de bestaande
bevindingen over structurele afwijkingen in zowel premanifeste en manifeste patiënten
met HD.
Waar de focus in hoofdstuk 2 lag op de subcorticale structuren, ligt de focus in de
hoofdstukken 3, 4 en 5 op de cerebrale cortex. In hoofdstuk 3 wordt een nieuwe methode
voor de segmentatie van de cerebrale cortex op 7T T*2-gewogen beelden gepresenteerd. Als
eerste werd de noodzaak besproken om een nieuwe segmentatie methode te ontwikkelen
gebaseerd op de T*2-gewogen beelden. In deze beelden is manuele segmentatie niet
haalbaar, niet alleen omdat het tijdrovend is, maar ook gevoelig voor inter-subject
variabiliteit. Segmentatie op basis van het T1-gewogen beeld wordt verder bemoeilijkt
door een verminderd GM/WM contrast als gevolg van veroudering. De voorgestelde
methode is gebaseerd op K-means clustering van de magnitude en fase beelden en
combineert informatie uit de magnitude en fase beelden in een twee-traps benadering.
In de eerste stap wordt de buitenste contour van de cortex gesegmenteerd aan de hand
van de magnitude informatie. Vervolgens wordt een initiëlebinnen contour geschat aan
de hand van de gecombineerde magnitude en fase informatie, resulterend in een initiële
segmentatie van de cortex. In de tweede stap wordt de initiële segmentatie verder verfijnd
met behulp van transformatie met specifieke reconstructiecriteria, om de uiteindelijke
segmentatie verkrijgen. De methode werd geëvalueerd met behulp van de manuele
segmentaties en de T1-gebaseerde segmentaties verkregen met behulp van FreeSurfer en
FSL, twee state-of-the-art methoden. Onze methode toont een goede overeenkomst met
de manuele segmentatie en superieure prestaties in vergelijking met de T1- gebaseerde
benaderingen.
In hoofdstuk 4 wordt een methode geïntroduceerd voor lokale groepsgewijze analyse
van de cerebrale cortex. De cortex wordt gesegmenteerd volgens de methode beschreven
in hoofdstuk 3 en vervolgens opgedeeld met behulp van een atlas waarin gedefinieerde
corticale gebieden staan. Vervolgens werd automatisch voor elke corticale gebied het
lokale GM/WM contrast en het lokale corticale profiel berekend. Groepsgewijze vergeli-
jkingen aan de hand van lokaal GM/WM contrast werd uitgevoerd met behulp van een
Mann-Whitney U-test. Twee permutatietests zijn gebruikt om lokale corticale profielen
te vergelijken; één test met het hele profiel en één test op elk knooppunt in het profiel.
We pasten de methode toe voor het vergelijken van een groep jonge proefpersonen
met een groep oudere gezonde proefpersonen. Door het gebruik van de lokale fase- en
magnitudecontrast van GM/WM werden verschillen gevonden in respectievelijk 14 en
15 van 17 de onderzochte gebieden. Gelokaliseerde verschillen in de fase- en magnitude
profielen werden gevonden in respectievelijk 16 en 17 regio’s. De lokale vergelijking
op elke corticale diepte van het profiel toonde verschillen tussen het centrum en de
grenzen van de cortex. De gevonden verschillen komen overeen met de bestaande
literatuur en kunnen worden verklaard door de reeds bekende veranderingen in myeline
en ijzergehalte als gevolg van veroudering. De resultaten tonen aan dat de methode een
nuttig instrument kan zijn bij het bestuderen van het normale verouderingsproces en ook
toegevoegde waarde kan hebben bij het bestuderen van neurodegeneratieve ziekten.
In hoofdstuk 5 hebben we de regionale verschillen onderzocht tussen patiënten die
op jonge leeftijd AD ontwikkelen (EOAD, Early Onset AD) en patiënten die op latere
leeftijd AD ontwikkelen (LOAD, Late Onset AD) aan de hand van MR fasebeelden. We
hebben handmatig de piek faseverschuiving in alle hersenkwabben gemeten en hebben
de methode uit hoofdstuk 4 voor het berekenen van GM/WM fasecontrast en corticaal
fase profiel in verschillende lokale corticale gebieden toegepast. Vervolgens hebben we
een lineair regressie model gecorrigeerd voor geslacht en de MMSE score gebruikt om
groepsverschillen in termen van lobaire faseverschillen en lokaal GM/WM contrast te
beoordelen. De verschillen in corticale profielen werden geëvalueerd met behulp van
twee permutatietests zoals beschreven in hoofdstuk 4. De resultaten toonen aan dat
patiënten met EOAD een hoger corticaal fasecontrast en een meer aangedaan corticaal
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laagpatroon hadden in vergelijking met LOAD patiënten, vooral in de middelste frontale
gyrus, postcentralis gyrus, superieure pariëtale gyrus, en precuneus. Deze resultaten
tonen aan dat EOAD patiënten meer ijzerstapeling hebben, mogelijk gerelateerd aan een
verhoogde amyloïd stapeling, in vergelijking met LOAD patiënten.
Tenslotte wordt in hoofdstuk 6, het gebruik van deformatie-gebaseerde textuurken-
merken voor de classificatie van AD beschreven, en wordt de toegevoegde waarde van de
registratie naar een template en paarsgewijze registratie met behulp van een classifier
vergeleken. In onze aanpak werden T1-gewogen beelden van 92 proefpersonen niet-rigide
geregistreerd op een template. Textuurkenmerken werden afgeleid van de Jacobiaan
determinanten matrix van het resulterende deformatieveld van het gehele brein met
behulp van Gray Level Co-occurrence Matrix (GLCM). Principale componenten analyse
werd toegepast op de grote set van berekende functies om het aantal kenmerken te
reduceren. De behouden kenmerken werden gebruikt als input van een lineaire support
vector machine die werd gebruikt voor classificatie. De classificatie werd geëvalueerd
met behulp van een bootstrapping procedure. We vergeleken de methode met twee
op verschil-gebaseerde benaderingen, één gebaseerd op paarsgewijze registratie en de
andere op basis van de registratie naar een sjabloon. We toonen in het kader van dit
onderzoek aan dat paarsgewijze registratie geen meerwaarde heeft ten opzichte van
de registratie naar een enkel sjabloon en dat textuurkenmerken informatiever zijn dan
verschil-gebaseerde kernmerken. Onze studie toont het potentieel van textuuranalyse
op de Jacobian determinant matrix aan over het hele brein voor de diagnose van AD
patiënten.
Terugblikkend op het werk beschreven in de hoofdstukken 2 tot en met 6, denken
we de doelstellingen geformuleerd in paragraaf 1.5 te hebben bereikt. We hebben een
platform ontwikkeld voor textuuranalyse van subcorticale structuren aan de hand van 7T
T*2-gewogen beelden (hoofdstuk 2). De toepassing van het framework werd aangetoond
in HD. Voor corticale analyse is een nieuw algoritme voor segmentatie van de cortex op
basis van 7T T*2-gewogen beelden voorgesteld en uitgebreid gevalideerd (hoofdstuk 3).
Deze ontwikkeling maakt verdere stappen voor kwantificatie van veranderingen in de
cortex mogelijk. Vervolgens hebben we een sterk geautomatiseerde methodiek ontwikkeld
voor het identificeren van regionale veranderingen in GM/WM contrast en veranderingen
in het corticale profiel in meerdere corticale gebieden (hoofdstuk 4). Naast een analyse
van het verouderingseffect aan de hand van gegevens van jonge en oude gezonde
proefpersonen (hoofdstuk 4), werd deze methode ook toegepast in een onderzoek
met AD patiënten (hoofdstuk 5). Bovendien is het gebruik van textuurkenmerken
afgeleid uit het deformatieveld besproken (hoofdstuk 6). Hoewel de classificatie matig
presteerde, toonen de resultaten het potentieel van het gebruik deformatie-gebaseerde
textuurkenmerken voor de classificatie van AD aan.
Vervolgonderzoek
Fase extractie is een belangrijke voorbereidingsstap in fase-gebaseerde analyse. In dit
proefschrift, hebben we een high-pass filter techniek [25] gebruikt om deze bewerking
uit te voeren. Hoewel deze techniek op grote schaal wordt gebruikt, heeft deze het
nadeel dat, afhankelijk van de gebruikte kernelgrootte, het kan leiden tot verlies van
informatie of juist tot het behoud van artefacten in gebieden met scherpe overgangen
[191]. Technieken die niet gebaseerd zijn op filtering, zoals SHARP [192] en PRELUDE
[193], kunnen als alternatieven dienen: dit verdient nader onderzoek
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Fasebeelden hebben een aantal beperkingen. Het beeld wordt beïnvloed door de
geometrie van de structuur en de oriëntatie van het weefsel ten opzichte van het
magneetveld. Bovendien is aangetoond dat de fase een niet-lokale relatie heeft met
de susceptibiliteit van het onderliggende weefsel. Een groot deel van het onderzoek
is gericht op het ontwikkelen van kwantitatieve susceptibiliteit kenmerken [143, 144]
die de susceptibiliteit van weefsel kunnen schatten op basis van op fasebeelden. De
textuuranalyse en groepsgewijze corticale analyse methoden kunnen eenvoudig worden
aangepast om corticale kenmerken af te leiden uit een susceptibiliteitsgrafiek. De
segmentatie van de cortex vereist echter nog wel de aanwezigheid van gecombineerde
magnitude en fase informatie.
In hoofdstuk 4 onderzochten we twee corticale kenmerken, namelijk lokaal corticaal
GM/WM contrast en het corticale profiel, gebaseerd op magnitude en fase beelden.
Andere corticale karakteristieken, zoals lokale inhomogeniteit, kunnen visueel worden
waargenomen op de fasebeelden. Verder onderzoek moet worden toegespitst op het
afleiden van corticale textuurkenmerken. Daartoe kan de GLCM methode die in hoofdstuk
2 wordt toegepast op subcorticale structuren worden uitgebreid naar de analyse van de
cortex. Tijdens het berekenen van de GLCM moet de zoekrichting bij elke voxel worden
aangepast zodat de norm van het buitenste corticale oppervlak van de desbetreffende
voxel als referentie richting wordt gebruikt.
Het resultaat van de AD classificatie gepresenteerd in hoofdstuk 6 was matig. De
textuurkenmerken werden afgeleid van het deformatieveld van het gehele brein en dit
veld is sterk afhankelijk van de gekozen registratieinstellingen. In deze studie werd
een B-Spline registratie gebruikt in een multi-resolutie registratie framework. Op de
fijnste resolutie werd op empirische wijze een relatief grote roosterafstand van 15 mm
gekozen om fysiek onmogelijke "vouwen" in het deformatieveld te voorkomen. Een
nadeel hiervan is dat de vervorming wellicht niet gevoelig is voor veranderingen in kleine
structuren zoalsin de nucleus accumbens [194] of de dikte van de cerebrale cortex [195].
In toekomstig onderzoek zou het gebruik van kleinere roosterafstanden in combinatie
met een op buiging gebaseerde randvoorwaarde kunnen worden bestudeerd. Daarnaast
kunnen multi-resolutie textuuranalysetechnieken zoals Wavelet-gebaseerde benaderingen
[39] worden onderzocht.
In dit proefschrift is de toepassing van de ontwikkelde methoden voor 7T T*2-gewogen
MRI beeldanalyse aangetoond bij normale veroudering, de ziekte van Alzheimer en
de ziekte van Huntington. Tevens kunnen ze ook worden toegepast in de context van
andere neurologische aandoeningen zoals de ziekte van Parkinson en multiple sclerose
waarbij klinische studies veranderingen in ijzergehalte in de hersenstructuren hebben
gerapporteerd [77, 196].
Door de veel hogere kosten van een 7T MRI systeem in vergelijking met een 3T
systeem (7M $ tegenover 3M $) en verdere noodzakelijke technische ontwikkelingen
voor 7T is het niet waarschijnlijk dat 3T MRI in de nabije toekomst door 7T MRI zal
worden vervangen. Daarom zou het interessant zijn om te onderzoeken of de ontwikkelde
methoden getransleerd kunnen worden naar 3T. Er moet wel worden opgemerkt dat
susceptibiliteits-gebaseerde studies uitgevoerd op 7T gevoeliger zijn voor magnetische
susceptibiliteitseffecten in het weefsel dan uitgevoerd op 3T.
In het verleden er is aangetoond dat ijzer een belangrijke rol speelt in het normale
verouderingsproces en bij neurologische ziekteprocessen. T*2-gewogen beeldvorming
bij ultrahoog veld is, naar mijn mening, een veelbelovend en nuttig hulpmiddel voor
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in-vivo studies van het ijzergehalte in de hersenen. Er is veel onderzoek nodig voor
het ontwerpen van sequenties en hardware om de kwaliteit van de beelden gemaakt
met ultrahoge veldsterkte te verbeteren. Het moet mogelijk zijn beelden met een
hogere resolutie en gevoeligheid voor weefsel susceptibiliteitseffecten te verkrijgen.
Beeldverwerkingstechnieken zoals gepresenteerd in dit proefschrift zijn daarbij essentieel
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