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THE EXISTENCE OF SOLUTIONS OF 2-DIMENSIONAL
INCOMPRESSIBLE NAVIER-STOKES EQUATIONS ON A
MOVING DOMAIN IN AN OPTIMAL SOBOLEV SPACE
C.H. ARTHUR CHENG, YING-CHIEH LIN, AND CHENG-FANG SU
Abstract. We establish the existence of a solution to the Navier-Stokes equa-
tions on a moving domain with surface tension in an optimal Sobolev space
for the case of two space dimension. No compatibility conditions are required
to guarantee the existence of a solution.
Contents
1. Introduction 1
2. The ALE formulation 3
3. Notation and preliminary results 6
4. Main Theorem 11
5. The construction of solutions 11
6. The ε-independent estimates 24
7. The existence of a solution to the problem 35
Appendix A. Proof of Theorem 3.4 37
Appendix B. Proof of Lemma 6.1 44
References 46
1. Introduction
1.1. The equations. We are concerned with the 2-dimensional Navier-Stokes equa-
tions on a moving domain Ωptq with surface tension on the moving boundary BΩptq.
Let Ω be a bounded domain of R2 (the regularity of Ω will be specified later) which
denotes the initial fluid domain, and u and p denote the fluid velocity and pressure,
respectively. We consider
ut ` pu ¨∇qu `∇p “ ∆u in Ωptq , (1a)
divu “ 0 in Ωptq , (1b)
pDefu´ p Idqn “ σHn on BΩptq , (1c)
u “ u0 on Ωˆ tt “ 0u , (1d)
VpBΩptqq “ u ¨ n on BΩptq , (1e)
where the viscosity of the fluid is assumed to be 1, n is the outward-pointing unit
normal of Ωptq, H is the mean curvature of the boundary of Ωptq, σ ą 0 is the
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surface tension, e the identity map defined by epxq “ x, and VpBΩptqq denotes the
normal velocity of the moving boundary BΩptq.
1.2. Some prior results. Free boundary problems are one of the main sources of
highly nonlinear PDEs that require special treatment to establish well-posedness.
Due to high nonlinearity, even the local-in-time solution are expected to exist only
in spaces with high regularity, and such kind of results usually accompany certain
orders of compatibility conditions if the governing equations are of parabolic type.
For example, Xinfu Chen & Fernando Reitich [1] established the well-posedness of
the Stefan problem with surface tensions provided that the initial data satisfies two
compatibility conditions. In the study of the interaction between incompressible
viscous fluids and elastic shells, two compatibility conditions also have to be im-
posed for the purpose of the existence and uniqueness of the solution (see [2] and
[3] for the detail).
When considering compressible or incompressible Navier-Stokes with surface ten-
sions, one compatibility condition has to be imposed in order to guarantee the well-
posedness in previous literatures. In the compressible case, if ρ0 and u0 denote
the initial fluid density and velocity respectively, by imposing the compatibility
condition“
µDefu0 `
`
λdivu0 ´ ppρ0q
˘
Id
‰
np0q ´ σHp0qnp0q “ ´penp0q on BΩ ,
Solonnikov & Tani [7] showed the existence of a unique solution. In the incom-
pressible case, if Ptan denotes the projection map onto the tangent bundle of BΩ
and u0 is the initial velocity, the first order compatibility condition reads
Ptan
`
Defu0np0q
˘ “ 0 on BΩ , (2)
and under the assumption that u0 P H2pΩq satisfies the first order compatibility
condition Shkoller & Coutand [4] established the well-posedness of the equation.
We remark that compatibility condition (2) does not involve the initial pressure p0.
To illustrate the importance of our work in this paper, we emphasize that the
compatibility conditions put a lot of constraint on the initial data, especially when
considering the numerical simulation in which case the initial data can be given in
almost arbitrary fashions. For example, for the incompressible case, if Ω “ Bp0, 1q
and u0 is given by
u0px, yq “
`
F pyq, Gpxq˘ .
Then (2) holds only when
F 1psin θq `G 1pcos θq “ 0 @ θ P p0, 2πq , (3)
while we know that it is easy to find F and G such that (3) does not hold.
1.3. The difficulties. When looking for the solution of the velocity possessing only
H2 spatial regularity (which is the optimal Sobolev space for a strong solution to
exist), it is not clear how the moving boundary Γptq is defined since the Lagrangian
flow map η satisfying the ODE
ηtpx, tq “ u
`
ηpx, tq, t˘ @ x P Ω, t ą 0 ,
ηpx, 0q “ x @ x P Ω ,
is in general not solvable (uniquely) due to the lack of Lipschitz continuity (on the
other hand, u P C0,αpΩptqq for all α P p0, 1q and t ą 0 because of the Sobolev em-
bedding C0,αpΩptqq ãÑH2pΩptqq if n “ 2). Therefore, it is not adequate to describe
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the moving boundary using the Lagrangian flow map η. Moreover, due to the lack
of regularity of the solution, the nonlinearity appears to be much stronger, and
some standard ways of constructing solutions fail to work (see Remark 5.6 for the
detail), even though the a priori estimates can be easily derived.
1.4. Outlines. In Section 2, we introduce the ALE map which can describe the
time-dependent domain Ωptq with free boundary moving along with an H2-velocity.
However, reasoning in Remark 5.6, the ALE formulation is still not good enough for
the purpose of constructing solutions with optimal regularity, so we slightly modify
the ALE formulation in the last part of this section (for the purpose of construct-
ing an approximated solution). The functional framework are then introduced in
Section 3, and some preliminary results are established in this section as well. The
main theorem is stated in Section 4, and we prove the main theorem from Section
5 to Section 7, including the introduction of an approximated regularized problem
(with a smooth parameter ε) as well as the construction of a solution to this par-
ticular approximation in Section 5, the ε-independent estimates in Section 6, and
the argument of the continuation of time in Section 7.
2. The ALE formulation
2.1. A map ψ that maps from a fixed reference domain to Ωptq. Let Γ be a
smooth closed curve in the tubular neighborhood of BΩ, O be the region enclosed
by Γ, and N is the outward-pointing unit normal of O such that each point y P BΩ
corresponds to a unique x P Γ such that y “ x`h0pxqNpxq for some h0; that is, BΩ
is the graph of h0 over Γ. Let h : ΓÑ R denote the signed distance function which
measure the signed distance from BΩptq to Γ. In other words, if x P Γ, then the
point x` hpx, tqNpxq belongs to the curve BΩptq. Let ψ be the harmonic extension
of the map e` hN on Γ; that is, ψ solves
∆ψ “ 0 in O , (4a)
ψ “ e` hN on Γ . (4b)
We remark that if }h}L8pΓq ! 1, ψ : OÑ Ωptq is a diffeomorphism.
2.2. The representation of some geometric quantities. Let ℓ be the length
of Γ, and Γ be parametrized by the map X : r´ℓ{2, ℓ{2q Ñ R2 with arc-length s.
Then the map
ψpXpsq, tq “ Xpsq ` hpXpsq, tqNpXpsqq on r´ℓ{2, ℓ{2q
is a parametrization of the moving curve BΩptq.
2.2.1. The metric. For any function G defined on Γ, we use the notation 1 to denote
the derivative with respect to the arc-length s; that is,
G 1
`
Xpsq, t˘ “ BBs G`Xpsq, t˘ .
Then ψ 1 “ X1 ˝ X´1 ` h1N ` hN 1. As a consequence, the metric g induced by the
map ψ is given by
g ” ψ 1 ¨ ψ 1 “ 1` 2b0h` h12 ` h2b20 “ p1` b0hq2 ` h12 on Γ , (5)
where b0 “ ´pX2 ˝X´1q ¨N “ pX1 ˝X´1q ¨N 1 is the curvature of Γ (since |X1| “ 1).
We remark that since Γ is assumed to be smooth, b0 is a smooth function (of s).
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2.2.2. The curvature. Since ψ 1 is tangent to BΩptq, we find that the normal vector
n is given by
n ˝ ψ“ ´h
1pX1 ˝X´1q`p1`b0hqNap1`b0hq2`h12 “ ´h
1pX1 ˝X´1q`p1`b0hqN?
g
on Γ . (6)
Therefore, by the formula H ˝ ψ “ g´1ψ 11 ¨ pn ˝ ψq we obtain that
H ˝ ψ “ p1` b0hqh
2 ´ b0p1` 2b0h` b20h2 ` 2h12q ´ hh1b 10
g3{2
. (7)
Remark 2.1. In the methodology we employ, we need H˝ψ P H0.5pΓq. If BΩ is an
H3.5-surface, then we can simply let O “ Ω to proceed. However, since we will only
assume that BΩ is an H2-surface, the use of O “ Ω will result in that b0 P L2pΓq
which implies that the curvature H˝ψ at best belongs to H´1pΓq due to the presence
of b 10 in (7). This is the reason why we choose a smooth O to start with.
2.3. Some basic identities concerning the map ψ. Let J “ detp∇ψq, and
A “ p∇ψq´1. Writing x “ ψpyq, then the divergence theorem and the Piola
identity suggest thatż
Bψ pOq
w ¨ ndSx “
ż
ψpOq
divwdx “
ż
O
JAji pwi ˝ ψq,jdy “
ż
BO
JAji pwi ˝ ψqNjdSy .
Since ψ : BO Ñ Bψ pOq is also a diffeomorphism, the change of variable formula
implies thatż
BO
pwi ˝ ψqpni ˝ ψq?gdSy “
ż
Bψ pOq
w ¨ ndSx “
ż
BO
JAji pwi ˝ ψqNjdSy .
The identity above holds for all smooth w; thus we obtain that
JATN “ ?gpn ˝ ψq on Γ. (8)
In other words, the direction of the exterior normal n is parallel to the vector ATN,
and the length of JATN is
?
g, the square root of the metric.
2.4. The equations in ALE coordinate. Let v “ u ˝ ψ and q “ p ˝ ψ be the
velocity and pressure in ALE coordinate. Taking the composition of (1) and the
map ψ, we find that the equation (1) is transformed to
vit `Akℓ pvℓ ´ ψℓt qvi,k `Aki q,k “ Akℓ
`
Ajℓv
i
,j `Aji vℓ,j
˘
,k
in Oˆ p0,Tq , (9a)
Ajiv
i
,j “ 0 in Oˆ p0,Tq , (9b)“
Ajℓv
i
,j `Ajivℓ,j ´ qδℓi
‰
AkℓNk “ σpH ˝ ψqAkiNk on Γˆ p0,Tq , (9c)
∆ψ “ 0 in Oˆ p0,Tq , (9d)
ψ “ pe` hNq on Γˆ p0,Tq , (9e)
ψt ¨ pn ˝ ψq “ pu ¨ nq ˝ ψ on Γˆ p0,Tq , (9f)
v “ v0 ” u0 ˝ ψ0 on Oˆ tt “ 0u, (9g)
h “ h0 on Γˆ tt “ 0u, (9h)
where J, A are defined in previous sub-section, and ψ0 “ ψp0q. The boundary
condition (9c) is obtained by taking the composition of (1c) and the map ψ, then
applying identity (8). Furthermore, the curvature H˝ψ in boundary condition (9c)
will be represented by (7).
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We also remark that boundary condition (9f) reads that the speed of BΩptq in
the direction of exterior normal is the same as u ¨ n. In other words, the boundary
of Ωptq moves along with the fluid velocity.
2.5. The evolution equation of h. The evolution equation of h is a direct con-
sequence of the boundary condition (9e,f). Differentiating (9e) in time, then taking
the inner product of the resulting equation and n ˝ ψ, by (9f) we find that
htpN ¨ pn ˝ ψq
˘ “ pu ¨ nq ˝ ψ on Γˆ p0,Tq .
By (6) and (8), the equation above reads
ht “ v ¨ pn ˝ ψq
N ¨ pn ˝ ψq “
JviAkiNk?
gN ¨ pn ˝ ψq “
JATN
1` b0h ¨ v on Γˆ p0,Tq . (10)
We remark here that the denominator does not vanish for a short period of time if
|h| ! 1. Equation (10) is the evolution equation of h.
2.6. A modification of the ALE formulation. For the purpose of constructing
solutions, we modify the ALE formulation such that the new formulation keeps the
structure of the divergence-free “velocity” field and the “pure” pressure gradient.
Let wi “ JAijvj or equivalently vi “ J´1ψi,rwr. Then (9b) together with the
Piola identity implies that w is divergence-free. Moreover, since
ψi,sA
k
ℓ
`
Ajℓv
i
,j `Ajivℓ,j
˘
,k
“ ψi,sAkℓ
“
AjℓpJ´1ψi,rwrq,j `Aji pJ´1ψℓ,rwrq,j
‰
,k
“ “ψi,sAkℓAjℓpJ´1ψi,rwrq,j `Akℓ pJ´ψℓ,rwrq,sq‰,k
´ pψi,sAkℓ q,k
“
AjℓpJ´1ψi,rwrq,j `Aji pJ´ψℓ,rwrq,jq
‰
and
ψi,s
“
Ajℓv
i
,j `Aji vℓ,j ´ qδℓi
‰
AkℓNk
“ “ψi,sAkℓAjℓpJ´1ψi,rwrq,j `Akℓ pJ´1ψℓ,rwrq,s ´ qδks ‰Nk ,
if Lψ denotes the second order differential operator given by“
Lψpwq
‰s “ “ψi,sAkℓAjℓpJ´1ψi,rwrq,j `Akℓ pJ´1ψℓ,rwrq,s‰,k (11)
and ℓψpw, qq denotes the boundary operator given by“
ℓψpw, qq
‰s “ “ψi,sAkℓAjℓpJ´1ψi,rwrq,j `Akℓ pJ´1ψℓ,rwrq,s ´ qδks ‰Nk , (12)
we find that pw, qq satisfies the following equation
J´1ψi,sψ
i
,rw
r
t ´
“
Lψpwq
‰s ` q,s “ F s in Oˆ p0, T q , (13a)
divw “ 0 in Oˆ p0, T q , (13b)
ℓψpw, qq “ σpH ˝ ψqN on Γˆ p0, T q , (13c)
∆ψ “ 0 in Oˆ p0, T q , (13d)
ψ “ e` hN on Γˆ p0, T q , (13e)
ht “ w ¨N
1`b0h on Γˆ p0, T q , (13f)
w “ w0 on Oˆ tt “ 0u , (13g)
h “ h0 on Γˆ tt “ 0u , (13h)
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where
F s “ ´ψi,sAjℓpJ´1ψℓ,rwr ´ ψℓt qpJ´1ψi,swsq,j ´ ψi,spJ´1ψi,rqtwr
` pψi,sAkℓ q,k
“
AjℓpJ´1ψi,rwrq,j `Aji pJ´ψℓ,rwrq,jq
‰
.
(14)
Letting F “ F ´ “J´1p∇ψqTp∇ψq ´ Id‰wt, (13a) can be rewritten as
wt ´ Lψpwq `∇q “ F in Oˆ p0, T q . p13a1q
3. Notation and preliminary results
3.1. The energy spaces VpTq, HpTq, WpTq, H1pTq. Let VpTq denote the space
(of solutions v)
VpTq ”
!
v P L2p0,T;H2pOqq
ˇˇˇ
vt P L2p0,T;L2pOqq
)
equipped with norm
}v}VpTq “ }v}L2p0,T;H2pOqq ` }vt}L2p0,T;L2pOqq ,
QpTq denote the space (of solutions q) L2p0,T;H1pOqq, and HpTq denote the space
(of solutions h)
HpTq ”
!
h P L2p0,T;H2.5pΓqq
ˇˇˇ
ht P L2p0,T;H1.4pΓqq
)
(in which the number 1.4 can be replaced by any number closed to but less than
1.5) equipped with norm
}h}HpTq ” }h}L2p0,T;H2.5pΓqq ` }ht}L2p0,T;H1.4pΓqq .
We also define two spaces WpTq and H1pTq for the purpose of constructing ap-
proximated solutions. The space WpTq is the collection of all w P VpTq such that
w P L2p0,T;H2pΓqq; that is
WpTq “
!
w P VpTq
ˇˇˇ
w P L2p0,T;H2pΓqq
)
,
and the norm } ¨ }WpTq is given by
}w}WpTq “ }w}VpTq ` }w}L2p0,T;H2pΓqq .
The space H1pTq, on the other hand, is not a subspace of HpTq. It is given by
H1pTq ”
!
h P L2p0,T;H2pΓqq
ˇˇˇ
ht P L2p0,T;H2pΓqq , htt P L2p0,T;H´0.5pΓqq
)
equipped with norm
}h}H1pTq ” }h}L2p0,T;H2pΓqq ` }ht}L2p0,T;H2pΓqq ` }htt}L2p0,T;H´0.5pΓqq .
By the fundamental theorem of Calculus,
sup
tPr0,Ts
}vptq}H1pOq ď }vp0q}H1pOq ` C}v}VpTq , (15a)
sup
tPr0,Ts
}hptq}H2pΓq ď }hp0q}H2pΓq ` }h}H1pTq . (15b)
3.2. A useful lemma. By interpolation, we can derive the following useful
Lemma 3.1. Suppose that f P HspΓq for some s ą 1{2, and g P H0.5pΓq. Then
fg P H0.5pΓq and
}fg}H0.5pΓq ď Cs}f}HspΓq}g}H0.5pΓq (16)
for some generic constant Cs ą 0.
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3.3. The horizontal convolution-by-layers operator and a commutator
type estimate. Let η : R Ñ R be a non-negative smooth function supported
in the interval
`
´ ℓ
4
,
ℓ
4
˘
and satisfyingż ℓ{4
´ℓ{4
ηpsq ds “ 1.
Let ηǫpsq “ 1
ǫ
η
`s
ǫ
˘
for all ǫ ą 0. Given a function f defined on Γ, we define the
horizontal convolution ηǫ ‹ f by
fǫpxq “ pηǫ ‹ fqpxq ”
`
ηǫ ‹ pf ˝Xq
˘pX´1pxqq
“
ż ℓ{2
´ℓ{2
ηǫpX´1pxq ´ s˜qfpXps˜qq ds˜ @ x P Γ .
Since every point x can be identified as Xpsq for a unique s P r´ℓ{2, ℓ{2q, we also
write the equation above as
fǫpsq “ pηǫ ‹ fqpsq “
ż ℓ{2
´ℓ{2
ηǫps´ s˜qfps˜q ds˜ if x “ Xpsq .
We note that in the equation above, fps˜q is understood as fpXps˜qq. Moreover, given
two parameters ǫ and ε, we have“
ηǫ ‹ pηε ‹ fq
‰psq “ ż ℓ{2
´ℓ{2
1
ǫ
η
`s1
ǫ
˘ ż ℓ{2
´ℓ{2
1
ε
η
`s2
ε
˘
fps2 ` s1 ´ sqds2ds1
“ “ηε ‹ pηǫ ‹ fq‰psq ; (17)
thus two horizontal convolution commute.
Having the convolution on Γ defined, we define the commutator of the horizontal
convolution operator ηǫ‹ and a function f by`“
ηǫ‹, f
‰
g
˘psq “ `ηǫ ‹ pfgq´fpηǫ ‹ gq˘psq “ ż ℓ{2
´ℓ{2
ηǫps´ s˜q
“
fps˜q´fpsq‰gps˜q ds˜ .
Then the mean value theorem and Young’s inequality imply that››“ηǫ‹, f ‰g››L2pΓq ď ǫ}f 1}L8pΓq}g}L2pΓq . (18)
Moreover,`“
ηǫ‹, f
‰
g
˘1psq
“
ż ℓ{2
´ℓ{2
1
ǫ
η1ǫps´ s 1q
“
fps 1q ´ fpsq‰gps 1q ds 1 ´ ż ℓ{2
´ℓ{2
ηǫpx´ yqf 1psqgps 1q ds 1;
thus ››`“ηǫ‹, f ‰g˘1››L2pΓq ď }η 1}L1pΓq}f 1}L8pΓq}g}L2pΓq ` }f 1}L8pΓq}g}L2pΓq
ď C}f 1}L8pΓq}g}L2pΓq . (19)
For any given f defined on R2`, we can also define the horizontal convolution-by-
layers operator Λǫ by
Λǫfpy1, y2q “
ż
R
ηǫpy1 ´ z1qfpz1, y1q dz1 @ fp¨, y2q P L1pRq .
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It should be clear that Λǫ smooths functions defined on R
2 along horizontal y1-
direction, but does not smooth these functions in the vertical y2-direction. In
addition, we can restrict the operator Λǫ to act on functions f : R
n´1 Ñ R as well,
in which case Λǫ becomes the usual mollification operator ηǫ‹.
By standard properties of convolution, there exists a constant C which is inde-
pendent of ǫ, such that for s ě 0,
}ΛǫF }HspR2`q ď C}F }HspR2`q @ F P H
spR2`q ,
and
}ΛǫF }HspBR2`q ď C}F }HspBR2`q @F P HspBR
2
`q .
Furthermore,
ǫ}pΛǫF q,1}L2pR2`q ď C}F }L2pR2`q @F P L2pR2`q . (20)
Similar to (18) and (19), we also have››“Λǫ, f ‰g››L2pR2`q ď Cǫ}f,1}L8pR2`q}g}L2pR2`q , (21a)››`“Λǫ, f ‰g˘,1››L2pR2`q ď C}f,1}L8pR2`q}g}L2pR2`q . (21b)
3.4. The generalized Gronwall inequality. In the process of performing the
nonlinear estimates, we need the following Gronwall type inequality.
Theorem 3.2. Let X be a non-negative continuous function of t, and satisfy that
for some positive constants C, M , T1 and polynomial P,
Xptq ďM ` CtP`Xptq˘ @ t P r0, T1s .
Then there is a T P p0, T1s such that Xptq ď 2M for all t P r0, T s.
3.5. The Lagrangian multiplier lemma. Let V ”  u P H1pOq ˇˇu P H1pΓq(
equipped with norm
}u}V “
”
}u}2L2pOq ` }Defu}2L2pOq ` }u1}2L2pΓq
ı1{2
(22)
which is induced by the inner product
pu, vqV “ pu, vqL2pOq ` pDefu,DefvqL2pOq ` pu1, v 1qL2pΓq .
We note that by Korn’s inequality, the norm defined by (22) is equivalent to the
norm
~u~ ” }u}H1pOq ` }u}H1pΓq .
Lemma 3.3. Let T : VÑ R be a bounded linear functional satisfying that T pϕq “ 0
whenever divϕ “ 0. Then there exists a unique q P L2pOq such that
T pϕq “ `q, divϕ˘
L2pOq
@ϕ P V .
Moreover, for some constant c ą 0,
1
c
}q}L2pOq ď }T }BpV,Rq ” sup
}ϕ}V“1
T pϕq . (23)
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Proof. For any given p P L2pOq, define Lppϕq “
`
p, divϕ
˘
L2pOq
. Then Lp : V Ñ R
is a bounded linear functional. By the Riesz representation theorem, there exists
Qp P V such that
Lppϕq “ pQp, ϕqV @ ϕ P V
and }Qp}V “ }Lp}BpV,Rq ď c1}p}L2pOq. On the other hand, for any p P L2pOq, there
exists up P V such that
divup “ p in O (24)
and satisfies }up}V ď c2}p}L2pOq. In fact, with p¯ denoting the average of p over O;
that is, p¯ ” 1|O|
ż
O
p dx, if v solves
divv “ p´ p¯ in O ,
v “ 0 on Γ ,
and satisfies }v}H1pOq ď C}p´ p¯}L2pOq, then uppx, yq ” vpx, yq ` p¯
2
px, yq belongs to
V and satisfies (24) and
}up}H1pOq ď }v}H1pOq ` C|p¯| ď C}p}L2pOq .
Therefore,
}p}2L2pOq “ pp, divupqL2pOq “ pQp, upqV ď }Qp}V}up}V ď c2}Qp}V}p}L2pOq
which implies that }p}L2pOq ď c2}Qp}V for all p P L2pOq. As a consequence,
1
c2
}p}L2pOq ď }Qp}V ď c1}p}L2pOq @ p P L2pOq ,
so Q : L2pOq Ñ V is one-to-one, and RpQq, the range of Q, is closed. Therefore,
V “ RpQq ‘V RpQqK. Let P : VÑ RpQq be the projection. Then for any u P V,
u “ Pu` pId´ Pqu ,
where pId´ Pqu P RpQqK. Moreover,
v P RpQqK ô pQq, vqV “ 0 @ q P L2pOq ô pq, divvqL2pOq “ 0 @ q P L2pOq
ô divv “ 0 .
Let w P V be the representation of T ; that is, T pϕq “ pw,ϕqV for all ϕ P V. Then
Pw “ Qq for some q P L2pOq, and for any given ϕ P V,
T pϕq “ T pPϕq “ pw,PϕqV “ pPw,PϕqV “ pQq,PϕqV
“ pQq, ϕqV “ Lqpϕq “ pq, divϕqL2pOq .
Finally, by the solvability of (24),
}q}L2pOq “ sup
}p}
L2pOq“1
pq, pqL2pOq ď sup
}ϕ}Vďc2
pq, divϕqL2pOq “ sup
}ϕ}Vďc2
T pϕq ,
and (23) follows immediately. ˝
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3.6. Elliptic regularity. In this sub-section we study an important regularity
theory which is the foundation of our result and is very similar to the regularity of
the steady Stokes problem. The proof is provided in Appendix A.
Theorem 3.4. Let ajkrs be a p2, 2q-tensor such that ajkrs “ akjrs “ ajksr , and satisfy
}ajkrs ´ λ1δjkδrs ´ λ2δkr δjs}L8pOq ! 1 (25)
for some positive constants λ1 and λ2.
(1) Suppose that pw, qq P Vˆ L2pOq is a weak solution to the following elliptic
equation
´“ajkrswr,j‰,k ` q,s “ f s in O , (26a)
divw “ 0 in O , (26b)
ajkrsw
r
,jNk ´ qNs “ ε∆0ws ` gs on Γ ; (26c)
that is, pw, qq satisfies the variational formulation`
ajkrsw
r
,j , ϕ
s
,kqL2pOq ´ pq, divϕqL2pOq ` εpw 1, ϕ 1qL2pΓq
“ pf, ϕqL2pOq ` pg, ϕqL2pΓq @ ϕ P V .
(27)
Then pw, qq P H2pOqˆH1pOq, and there are constants C and Cε such that
}w}2H2pOq`ε}w}2H2pΓq`}q}2H1pOqďCε}g}2L2pΓq`C
`
1`}a}2L8pOq
˘ˆ
ˆ
”`
1`}a}2W 1,8pOq
˘}w}2H1pOq`}f}2L2pOq`}g}2H´0.5pΓqı . (28)
(2) Suppose that a P W 1,4pOq, and pw, qq P H10 pOq ˆ L2pOq is a weak solution
to the following elliptic equation
´“ajkrswr,j‰,k ` q,s “ f s in O , (29a)
divw “ 0 in O , (29b)
w “ 0 on Γ ; (29c)
that is,`
ajkrsw
r
,j , ϕ
s
,kqL2pOq ´ pq, divϕqL2pOq “ pf, ϕqL2pOq @ ϕ P H10 pOq . (30)
Then pw, qq P H2pOq ˆH1pOq satisfies
}w}2H2pOq ` }q}2H1pOq ď C
”
1` }f}2L2pOq ` }∇a}4L4pOq}w}2H1pOq
ı
. (31)
The following corollary is a direct consequence of the second part of the theorem
above.
Corollary 3.5. Suppose that a P W 1,4pOq, and pw, qq P H2pOq ˆ H1pOq is a
solution to the following elliptic equation
´“ajkrswr,j‰,k ` q,s “ f s in O ,
divw “ g in O ,
w “ h on Γ ;
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for some f P L2pOq, g P H1pOq and h P H1.5pΓq with
ż
Γ
h ¨ N dS “
ż
O
g dx. Then
pw, qq P H2pOq ˆH1pOq, and satisfies
}w}2H2pOq ` }q}2H1pOq ď C
”
1` }f}2L2pOq ` }g}2H1pOq ` }∇a}4L4pOq}∇w}2L2pOq
`}h}2H1.5pΓq ` }∇a}2L4pOq}h}2H1pΓq
ı
.
(32)
Remark 3.6. When ajkrs “ δjkδrs , Part (2) of Theorem 3.4 is the (lowest order)
regularity result for the steady Stokes equations. We also note that condition (25)
can also be replaced by the usual ellipticity assumption
ajkrsξ
j
rξ
k
s ě λ1ξijξij ` λ2ξijξji
without any modifications of the proof. Moreover, the condition a P W 1,8pOq in
part (1) can be relaxed to a PW 1,4pOq; however, it is not used in our paper, so we
omit the detail.
4. Main Theorem
Now we state the main result that we establish in this paper.
Theorem 4.1. For any bounded smooth domain O Ď R2, there is a number ς ą 0
such that for all u0 P H1pΩq and h0 P H2pΓq satisfying }h0}H1.7pΓq ă ς, there exists
a unique solution pv, h, qq P VpTq ˆHpTq ˆQpTq to equation (9) for some T ą 0.
Moreover, pv, h, qq satisfies
}v}VpTq ` }q}QpTq ` }h}HpTq ď C
“
1` }u0}H1pOq ` }h0}H2pΓq
‰
. (33)
Remark 4.2. If the initial domain Ω has smooth boundary, we simply let O “ Ω
and choose h0 “ 0 which certainly satisfies the condition }h0}H1.7pΓq ă ς.
Remark 4.3. The fluid velocity in Eulerian coordinate is given by u “ v ˝ ψ´1.
Since pv, ψq P L2p0,T;H2pOqq ˆ L8p0,T;H2.5pOqq, the fluid velocity u belongs to
H2pΩptqq for almost all t P r0,Ts, where Ωptq is given by Ωptq ” ψpΩ, tq. However,
as mentioned in Section 1.3 the existence of the flow map η is not guaranteed since
u is not Lipschitz in spatial variable. Therefore, our result does not implies the
existence of flow map, but implies that the existence of fluid velocity u and fluid
domain Ωptq “ ψpO, tq such that (1c-f) holds.
Remark 4.4. Our theorem can also by applied to the case that O is separated by
an interface Γptq such that O “ O`ptq Y Γptq YO´ptq, where Γptq “ BO´ptq.
5. The construction of solutions
5.1. The regularized problem. Without loss of generality, we assume that the
surface tension σ “ 1. For any fixed ε ą 0, we consider an approximation of (13)
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given by the following equations:
J´1ψi,sψ
i
,rw
r
t ´ rLψpwqss ` q,s “ F s in Oˆ p0, T q , (34a)
divw “ 0 in Oˆ p0, T q , (34b)
ℓψpw, qq “ LεphqN` ε2∆0w on Γˆ p0, T q , (34c)
∆ψ “ 0 in Oˆ p0, T q , (34d)
ψ “ e` hεεN on Γˆ p0, T q , (34e)
ht “ w ¨N
1`b0hεε on Γˆ p0, T q , (34f)
w “ w0ε on Oˆ tt “ 0u , (34g)
h “ h0ε on Γˆ tt “ 0u , (34h)
where as before J “ detp∇ψq and A “ p∇ψq´1, F is given by (14), e is the identity
map, hεε ” ηε ‹pηε ‹hq is the double horizontal convolution of h, ∆0 is the Laplace-
Beltrami operator defined by
∆0w “ pw ˝Xq2 ˝X´1 on Γ , (35)
and Lε is a differential operator defined by
Lεphq ”
`
1` b0hεε
˘
h2 ´ b0
“p1`b0hεεq2 ` 2h12εε‰´ hεεh1εεb 10“`
1`b0hεε
˘2 ` h12εε‰3{2 . (36)
We note that the solution pw, q, ψ, hq depends on ε.
5.2. The linearization of the regularized problem. Define
CTpMq “
!
pw, hq PWpTq ˆH1pTq
ˇˇˇ
}w}WpTq ` }h}H1pTq ď M, wp0q “ w0ε
hp0q “ h0ε, htp0q “ w0ε ¨ N
1` b0h0εεε
)
for some M ą 1 and T ă 1 to be determined later. We note that if M " 1 and
T ą 0 small enough, then CTpMq is non-empty since´
w0ε, h0ε ` tw0ε ¨N
1` b0h0εεε
¯
P CTpMq .
Let p sw,shq P CTpMq be given. For a fixed ε ą 0, let sψ be the solution to
∆ sψ “ 0 in O , (37a)sψ “ e` shεεN on Γ , (37b)
where we recall that shεε ” ηε ‹ pηε ‹ shq. We note that since O is smooth and shεε is
smooth, sψ is a smooth diffeomorphism if h ! 1.
Let sA “ p∇ sψq´1 and sJ “ detp∇ sψq be defined according. We consider the
following linearization of (34):
wt ´ L sψpwq `∇q “ sF in O ˆ p0, T q , (38a)
divw “ 0 in O ˆ p0, T q , (38b)
ℓ sψpw, qq “ ε2∆0w ` sG on Γˆ p0, T q , (38c)
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wheresFs “ pδrs ´ sJ´1 sψi,s sψi,rq swrt ´ sψi,ssAjℓpsJ´1 sψℓ,r swr ´ sψℓt qpsJ´1 sψi,s swsq,j
´ sψi,spsJ´1 sψi,rqt swr ` p sψi,ssAkℓ q,k“sAjℓpsJ´1 sψi,r swrq,j ` sAji psJ´1 sψℓ,r swrq,j‰ ,
sG “ `1` b0shεε˘sh2 ´ b0“p1`b0shεεq2 ` 2sh12εε‰´ shεεsh1εεb 10“`
1`b0shεε˘2 ` sh12εε‰3{2 .
Definition 5.1. A vector-valued function w P L2p0,T;H1pOqq X L2p0,T;H1pΓqq
satisfying wt P L2p0,T;L2pOqq is said to be a weak solution to (38) if
pwt, ϕqL2pOq ` B sψpw,ϕq ` ε2pw 1, ϕ 1qL2pΓq
“ psF, ϕqL2pOq ` psG, ϕqL2pΓq @ ϕ P H1divpOq , a.e. t P r0, T s , (39)
and
w “ w0 on Oˆ tt “ 0u ,
where B sψ : H1pOq ˆH1pOq Ñ R is a bilinear form given by
B sψpw,ϕq “
ż
O
”sAjℓ sψi,ssAkℓ psJ´1 sψi,rwrq,j ` sAkℓ psJ´1 sψℓ,rwrq,sıϕs,kdx , (40)
and H1divpOq ”
 
v P H1pOq ˇˇ divv “ 0( is the collection of divergence-free H1
vector-valued functions.
5.3. Some a priori estimates. In this sub-section, we establish some estimates
concerning the smallness of certain important quantities which will be used through-
out the paper. We remark that even though we have better regularity for the
input sh, we perform the following estimates under the assumption that psh,shtq P
L8p0,T;H2pΓqq ˆ L2p0,T;H1.4pΓqq.
Proposition 5.2. For any ς ą 0 (which is an upper bound of }h0}H1.7pΓq), there
exists TM ą 0 such that
}shptq}H1.7pΓq ă ς @ t P r0,TMs , (41)
Proof. By H0.25-H´0.25 duality,
1
2
d
dt
}sh}2H1.7pΓq ď }sh}H2pΓq}sht}H1.4pΓq ď M}sht}H1.4pΓq
which suggests that
}shptq}2H1.7pΓq ď }h0ε}2H1.7pΓq ` ż t
0
M}sht}H1.4pΓqdt˜
ď }h0}2H1.7pΓq `
?
tM}sht}L2p0,t;H1.4pΓqq ď }h0}2H1.7pΓq `?tM2 .
Since }h0}H1.7pΓq ă ς , the inequality above suggests that
}shptq}2H1.7pΓq ă ς2 @ t P r0,TMs .
provided that TM ą 0 is chosen small enough. ˝
Corollary 5.3. There exists ς ! 1 (with corresponding TM given in Proposition
5.3) such that
}∇ sψptq ´ Id}L8pOq ` }sAptq ´ Id}L8pOq ` }sJptq ´ 1}L8pOq ď Cς @ t P r0,TMs (42)
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for some generic constant C independent of ς. In particular,
1
2
ď }sJptq}L8pOq ď 32 @ t P r0,TMs . (43)
Proof. By the Sobolev embedding and elliptic regularity, for t P r0,TMs,
}∇ sψptq ´ Id}L8pΩq ď C}∇ sψ ´ Id}H1.2pOq ď C}sh}H1.7pΓq ď Cς .
Therefore, since sA´ Id “ sApId´∇ sψq,
}sAptq ´ Id}L8pΩq ď C}sA}L8pOqς @ t P r0,TMs. (44)
On the other hand, }sA}L8pOq ´ 1 ď }sA´ Id}L8pOq; thus
}sA}L8pOq ď 1` C}sA}L8pOq .
By choosing ς small enough,
}sAptq}L8pΩq ď 32 .
The estimate above, together with (44), in turn implies that
}sAptq ´ Id}L8pΩq ď Cς @ t P r0,TMs . (45)
The estimate for }sJptq ´ 1}L8pOq is similar since sJ “ detp∇ sψq. ˝
5.4. The construction of solutions to the regularized problem. In this sub-
section, our goal is to establish a map Φ : CTpMq Ñ CTpMq by choosing M " 1 and
T ! 1, and then show the existence of a fixed-point of the map. This fixed-point
then is a strong solution to the regularized problem (34).
Since the velocity w we are looking for is divergence-free, there are lots of ways
of constructing the solution to the linear problem (38). Two typical ways are:
(1) The Galerkin method: let teku8k“1 be an orthonomal divergence-free basis in
L2pOq which is orthogonal in H1pOq, and approximate (38) by projecting
(38a) onto the subspace spanpe1, ¨ ¨ ¨ , enq. The projection of (38a) then
becomes an ODE so the projected problem is solvable. The remaining
thing to do is to guarantee the solution wn to the projected problem has
an n-independent estimate in appropriate spaces.
(2) The penalty method: approximate (38) by introducing a penalized param-
eter θ ą 0 and approximate the pressure q in (38) by ´1
θ
divwθ. Once a
θ-independent estimate is obtained, the limit of wθ (as θ Ñ 0) satisfies the
divergence-free constraint automatically.
Both methods mentioned above can be used to construct a solution to (38); however,
it should be clear to the readers that the standard Galerkin method fails to work in
constructing solutions to (9) since there is no basis in V which preserves condition
(9b) for all t ą 0. In order to explain why the penalty method does not work for
the purpose of constructing a solution to (9) in the space VpTq ˆHpTq either, in
the following we construct a solution to (38) using the penalty method. We remark
here that it is much easier to use the Galerkin method to construct a weak solution
to (38).
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5.4.1. The penalized problem. Let θ ą 0 be a given positive constant. We consider
wθt ´ L sψpwθq `∇qθ “ sF in Oˆ p0, T q , (46a)
ℓ sψpwθ, qθq “ ε2∆0wθ ` sG on Γˆ p0, T q , (46b)
wθ “ w0 on Oˆ tt “ 0u , (46c)
where qθ “ ´1
θ
divwθ is the penalized pressure. Similar to Definition 5.1, we have
Definition 5.4. A function wθ P L2p0,T;Vq satisfying wθt P L2p0,T;L2pOqq is
said to be a weak solution to (46) if
pwθt, ϕqL2pOq ` B sψpwθ, ϕq ´ pqθ, divϕq ` ε2pw 1θ, ϕ 1qL2pΓq
“ psF, ϕqL2pOq ` psG, ϕqL2pΓq @ ϕ P V , a.e. t P r0, T s , (47)
and
wθ “ w0 on Oˆ tt “ 0u .
We recall that V “  u P H1pOq ˇˇu P H1pΓq(, and the space L2p0, T ; Vq consists
of u : r0,Ts Ñ V such that ż T
0
}uptq}2V dt ă 8 .
Our goal is to obtain a weak solution to (38) by passing the penalized parameter θ
to the weak limit for the weak solution vθ to (46).
5.4.2. The existence of the unique weak solution to the penalized problem. The
construction of a weak solution to (46) can be done using the Galerkin method.
Let teku8k“1 be an orthonormal basis in L2pOq which is orthogonal in V, and let
wn “
nř
k“1
dkptq ekpxq solve
pwnt, ϕqL2pOq ` B sψpwn, ϕq ´ pqn, divϕqL2pOq ` ε2pw 1n, ϕ 1qL2pΓq
“ psF, ϕqL2pOq ` psG, ϕqL2pΓq @ ϕ P spanpe1, ¨ ¨ ¨ , enq (48)
with the initial condition
wnp0q “
nÿ
k“1
pw0, ekqL2pOqek , (49)
where qn ” ´1
θ
divwn. We note that (48) is an ODE; thus the fundamental theorem
of ODE implies that there exists Tn ą 0 such that wn exists in the time interval
r0,Tnq.
Remark 5.5. A basis of V can be obtained by the following eigenvalue problem
u´∆u “ λu in O ,
Bu
BN “ ∆0u on Γ .
The study of this eigenvalue problem relies on the solvability of the elliptic problem
u´∆u “ f in O ,
Bu
BN “ ∆0u on Γ ,
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while the solvability of the equation above is trivial because of the Lax-Milgram
theorem.
The next step is to obtain n-independent estimates for the finite dimensional
approximation wn in certain Banach spaces. Before doing so, we note that if as-
suming that }h0}H1.7pΓq ă ς , by (42), for all w P H1pOq we find that the bilinear
form B sψ satisfies
B sψpw,wq “
ż
O
`
ws,kw
s
,k ` wk,sws,k
˘
dx´
ż
O
“sJ´1sAjℓ sψi,ssAkℓ sψi,r ´ δsrδjk‰wr,jws,kdx
`
ż
O
“ sψi,ssAkℓ sAjℓpsJ´1 sψi,rq,jwr ` sAkℓ psJ´1 sψℓ,rq,swr‰ws,kdx` ż
O
psJ´1´1qwk,sws,kdx
ě 1
2
}Defw}2L2pOq´Cς}w}2H1pOq´C}sh}H2pΓq}w}1{2L2pOq}w}3{2H1pOq
ě 1
2
}Defw}2L2pOq´
`
Cς`δ1
˘}w}2H1pOq´Cδ1`}h0}2H2pΓq`M2˘}w}2L2pOq .
Now let ϕ “ wn P spanpe1, ¨ ¨ ¨ , enq in (48), by the inequality above we have
1
2
d
dt
}wnptq}2L2pOq`
1
2
}Defwn}2L2pOq`θ}qn}2L2pOq`ε2}w 1n}2L2pΓq
ď `Cς`δ1˘}wn}2H1pOq`Cδ1`}h0}2H2pΓq`M2˘}wn}2L2pOq`C“}sF}2L2pOq`}sG}2L2pΓq‰.
Integrating the inequality above in time over the time interval p0, tq, by Korn’s
inequality we further obtain that
}wnptq}2L2pOq `
ż t
0
”
}wn}2H1pOq `
1
θ
}divwn}2L2pOq ` ε2}w 1n}2L2pΓq
ı
dt˜
ď C}w0}2L2pOq `
`
Cς ` 2δ1
˘ ż t
0
}wn}2H1pOqdt˜
` Cδ1
`}h0}2H2pΓq`M2˘ ż t
0
}wn}2L2pOqdt˜` C
ż t
0
”
}sF}2L2pOq ` }sG}2L2pΓqıdt˜ .
Since
}sF}L2pOq ď Cς} swt}L2pOq ` C}D2 sψ}L4pOq}D sw}L4pOq ` C}D2 sψ}2L4pOq} sw}L8pOq
` C`} sw}L4pOq ` } sψt}L4pOq˘`}D2 sψ}L4pOq} sw}L8pOq ` } sw}W 1,4pOq˘
` C}∇ sψt}L4pOq} sw}L4pOq ,
}sG}L2pΓq ď C”}sh}H2pΓq ` }sh1}2L4pΓqı ď C”}sh}H2pΓq ` 1ı ,
by (15) and Young’s inequality we obtain that
}sF}2L2pOq ` }sG}2L2pΓq ď Cς2} swt}2L2pOq ` C}sht}2H1pΓq
` CM2`}w0}2H1pOq ` }h0}2H2pΓq `M2˘6 ` 1M2 } sw}2H2pOq .
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Therefore, by choosing ς ą 0, δ1 ą 0 small enough, and 0 ă T˚M ă TM small enough
so that CM2
`}w0}2H1pOq ` }h0}2H2pΓq `M2˘6T˚M ď 1,
}wnptq}2L2pOq`
ż t
0
”
}wn}2H1pOq`θ}qn}2L2pOq`ε2}w 1n}2L2pΓq
ı
dt˜
ď C
”
1`}w0}2L2pOq
ı
`C`}h0}2H2pΓq`M2˘ ż t
0
}wn}2L2pOqdt˜`Cς2
ż t
0
} swt}2L2pOqdt˜
for all t P r0,T˚Ms. The Gronwall inequality further suggests that
}wnptq}2L2pOq `
ż t
0
”
}wn}2H1pOq ` θ}qn}2L2pOq ` ε2}w 1n}2L2pΓq
ı
dt˜
ď C
”
1` }w0}2L2pOq
ı
` Cς2
ż t
0
} swt}2L2pOqdt˜ (50)
if T˚M is chosen even smaller.
We also need an estimate of wnt in order to pass n to the limit. Since wnt belongs
to the span of e1, ¨ ¨ ¨ , en, it can be used as a test function in (48). By doing so we
obtain that
}wnt}2L2pOq `
ż
O
” sψi,ssAkℓ sAjℓpsJ´1 sψi,rwrnq,j ` sAkℓ psJ´1 sψi,rwrnq,sıwsnt,kdx
` 1
2
d
dt
”
θ}qn}2L2pOq` ε2}w 1n}2L2pΓq
ı
“ psF, wntqL2pOq` ż
Γ
sG ¨ wntdS . (51)
Sinceż
O
” sψi,ssAkℓ sAjℓpsJ´1 sψi,rwrnq,j ` sAkℓ psJ´1 sψi,rwrnq,sıwsnt,kdx
“
ż
O
sJ”sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,jısAkℓ psJ´1 sψi,swsnt,kq dx
“
ż
O
sJ”sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,jıˆ ”sAkℓ psJ´1 sψi,swsnqt,k
´ sAkℓ psJ´1 sψi,sqtwsn,k ´ sAkℓ psJ´1 sψi,sq,kwsnt ´ sAkℓ psJ´1 sψi,sqt,kwsnıdx ,
by the symmetry of sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,j in pi, ℓq we find thatż
O
sJ”sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,jısAkℓ psJ´1 sψi,swsnqt,kdx
ě 1
2
d
dt
ż
O
sJ”sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,jısAkℓ psJ´1 sψi,swsnq,kdx
´ C
”
}∇2 sψ}L8pOq}wnt}L2pOq ` }∇ sψt}L8pOq}∇wn}L2pOq
` }∇2 sψt}L4pOq}wn}L4pOqı››∇rsJ´1p∇ sψqTwns››L2pOq ;
(52)
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thus ż
O
” sψi,ssAkℓ sAjℓpsJ´1 sψi,rwrnq,j ` sAkℓ psJ´1 sψi,rwrnq,sıwsnt,kdx
ě 1
2
d
dt
ż
O
sJ”sAjℓpsJ´1 sψi,rwrnq,j ` sAji psJ´1 sψℓ,rwrnq,jısAkℓ psJ´1 sψi,swsnq,kdx
´ Cδ
”
}shε}2H2.7pΓq ` }sht}H2pΓqı}wn}2H1pOq ´ δ}wnt}2L2pOq ;
Moreover, by the embedding H1pOq ãÑH0.5pΓq,ż t
0
ż
Γ
sG ¨ wntdSdt˜ “ ż
Γ
sG ¨ wndS ˇˇˇ t˜“t
t˜“0
´
ż t
0
ż
Γ
sGt ¨ wndSdt˜
ď Cδ1}sGptq}2H´0.5pΓq ` δ1}wnptq}2H1pOq ` C}wnp0q}2H1pOq
` 1
M2
ż t
0
}sGt}2H´0.5pΓqdt˜` CM2 ż t
0
}wn}2H1pOqdt˜ .
As a consequence, integrating (51) in time over the time interval p0, tq, by (42) and
choosing δ ą 0 small enough we conclude that
}Defwnptq}2L2pOq`θ}qnptq}2L2pOq`ε2}w 1nptq}2L2pΓq`
ż t
0
}wnt}2L2pOqdt˜ (53)
ď Cς}∇wn}2L2pOq`C}D2 sψwn}2L2pOq`C}wnp0q}2H1pOq
`Cδ1}sGptq}2H´0.5pΓq`Cδ2 ż t
0
}sF}2L2pOqdt˜`δ1}wnptq}2H1pOq`δ2 ż t
0
}wnt}2L2pOqdt˜
` 1
M2
ż t
0
}sGt}2H´0.5pΓqdt˜`C ż t
0
”
}shε}2H2.7pΓq`}sht}H2pΓq`M2ı}wn}2H1pOqdt˜ .
Since
}sG}H´0.5pΓq ď Cp}b0}H1pΓqq}sh}H1.5pΓq ď C”}h0}H1.5pΓq `?t}sht}L2p0,t;H1.5pΓqqı
}sGt}H´0.5pΓq ď C”}sht}H1.5pΓq ` }sh1tsh2}H´0.5pΓqı ď C}sht}H1.5pΓq ,
choosing ς ! 1, δ1, δ2 ą 0 small enough, by Korn’s inequality the combination of
(50) and (53) suggests that if t P r0,T˚Ms,
}wnptq}2H1pOq ` θ}qnptq}2L2pOq ` ε2}wnptq}2H1pΓq `
ż t
0
}wnt}2L2pOqdt˜
ď C
”
1` }w0}2H1pOq ` }h0}2H1.5pΓq
ı
` Cς2M2 (54)
` C
ż t
0
”
}shε}2H2.7pΓq`}sht}H2pΓq`M2ı}wn}2H1pOqdt˜
for some constant C independent of the initial data. Since
}shε}2H2.7pΓq ď Cε´3{2}sh}H2pΓq ,
the Gronwall inequality further implies that we may choose Tε ă T˚M such that for
all t P r0,Tεs,
}wnptq}2H1pOq ` θ}qnptq}2L2pOq ` ε2}w 1nptq}2L2pΓq `
ż t
0
}wntpt˜q}2L2pOqdt˜
ď C
”
1` }w0}2H1pOq ` }h0}2H1.5pΓq
ı
` Cς2M2 .
(55)
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Estimate (55) provides an n-independent upper bound for wnt P L2p0,Tε;L2pOqq
and wn P L8p0,Tε; Vq. Therefore, there exists a subsequence nk of n such that
wnk á wθ in Lpp0,Tε; Vq @ p P p1,8q ,
wnkt á wθt in L2p0,Tε;L2pOqq .
The weak limit wθ satisfies” ż t
0
´
}wθpt˜q}2pH1pOq ` }
?
θqθpt˜q
››2p
L2pOq
` }εw 1θpt˜q}2pL2pΓq
¯
dt˜
ı1{p
`
ż t
0
}wθtpt˜q}2L2pOqdt˜ ď C
”
}w0}2H1pOq ` }h0}2H1.5pΓq ` 1
ı
` Cς2M2
(56)
and the variational formż Tε
0
”
pwθt, ϕqL2pOq ` B sψpwθ, ϕq ´ pqθ, divϕq ` ε2pw 1θ, ϕ 1qL2pΓq
ı
dt
“
ż Tε
0
”
psF, ϕqL2pOq ` psG, ϕqL2pΓqıdt @ ϕ P L2p0,Tε; Vq . (57)
Since the right-hand side of (56) is independent of the exponent p, we let p Ñ 8
and obtain that
sup
tPr0,Tεs
”
}wθptq}2H1pOq ` θ}qθptq}2L2pOq ` ε2}w 1θptq}2L2pΓq
ı
`
ż Tε
0
}wθtptq}2L2pOqdt ď C
”
}w0}2H1pOq ` }h0}2H1.5pΓq ` 1
ı
` Cς2M2 .
(58)
The same argument suggests that there exists θk Ñ 0 such that
wθk á w in Lpp0,Tε; Vq @ p P p1,8q ,
wθkt á wt in L2p0,Tε;L2pOqq ,
and the weak limit w satisfies
sup
tPr0,Tεs
”
}wptq}2H1pOq ` ε2}w 1ptq}2L2pΓq
ı
`
ż Tε
0
}wtptq}2L2pOqdt
ď C1
”
}w0}2H1pOq ` }h0}2H1.5pΓq ` 1
ı
` C2ς2M2 ,
(59)
and divw “ 0 since ?θqθ “ 1?
θ
divwθ is uniformly bounded in L
8p0,Tε;L2pOqq.
Moreover, (57) implies that for all a, b P p0,Tεq,ż b
a
”
pwt, ϕqL2pOq ` B sψpw,ϕq ` ε2pw 1, ϕ 1qL2pΓq
ı
dt
“
ż b
a
”
psF, ϕqL2pOq ` psG, ϕqL2pΓqıdt @ ϕ P V XH1divpOq ,
and Lebesgue’s differentiation theorem further suggests that w satisfy (39).
To finish the process of construction a weak solution to (38), it remains to show
that wp0q “ w0. Let ζ : r0,Tεs Ñ R be a non-negative smooth function (of t)
such that ζp0q “ 1 and ζpTεq “ 0, and ϕ P spanpe1, ¨ ¨ ¨ , enq. The use of ζϕ as
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a test function in (48) and then integrating in time over the time interval p0,Tεq,
integrating by parts in time we obtain that
pwnp0q, ϕqL2pOq ´
ż Tε
0
pwn, ζ 1ϕqL2pOqdt`
ż Tε
0
”
B sψpwn, ζϕq ´ pqn, ζdivϕqL2pOq
` ε2pw 1n, ζϕ 1qL2pΓq
ı
dt “
ż Tε
0
”
psF, ζϕqL2pOq ` psG, ζϕqL2pΓqıdt .
By (49), passing nÑ8 we find that
pw0, ϕqL2pOq ´
ż Tε
0
pwθ, ζ 1ϕqL2pOqdt`
ż Tε
0
”
B sψpwθ , ζϕq ´ pqθ, ζdivϕqL2pOq
` ε2pw 1θ, ζϕ 1qL2pΓq
ı
dt “
ż Tε
0
”
psF, ζϕqL2pOq ` psG, ζϕqL2pΓqıdt @ ϕ P H1pOq .
On the other hand, the use of ζϕ as a test function in (57) suggests that
pwθp0q, ϕqL2pOq ´
ż Tε
0
pwθ, ζ 1ϕqL2pOqdt`
ż Tε
0
”
B sψpwθ , ζϕq ´ pqθ, ζdivϕqL2pOq
` ε2pw 1θ, ζϕ 1qL2pΓq
ı
dt “
ż Tε
0
”
psF, ζϕqL2pOq ` psG, ζϕqL2pΓqıdt @ϕ P H1pOq .
The comparison between the two identities above enable us to conclude the identity
wθp0q “ w0. Similar argument can be used to conclude that wp0q “ w0, and is left
to the readers. The uniqueness of the weak solution should also be clear to the
readers.
Finally, let T : VÑ R be given by
T pϕq “ pwt, ϕqL2pOq ` B sψpw,ϕq ` ε2pw 1, ϕ 1qL2pΓq ´ psF, ϕqL2pOq ´ psG, ϕqL2pΓq ,
where w is the weak solution to (38). Since T : V XH1divpOq Ñ t0u, the Lagrange
multiplier lemma implies that there exists a unique q P L2pOq such that
T pϕq “ pq, divϕqL2pOq @ ϕ P V ,
and by (42) we also conclude that q satisfies
}q}L2pOq ď C
”
}wt}L2pOq`}∇w}L2pOq`ε2}w}H1pΓq`}sF}L2pOq`}sG}H´0.5pΓqı . (60)
Remark 5.6. Now we explain briefly why the usual ALE formulation (9) is not a
good choice in obtaining a solution pv, qq P VpTq ˆQpTq. Similar to (34) and (38),
we introduce the linear penalized problem of (9) as the following equation
viθt ` sAkℓ psAjℓviθ,j ` sAjivℓθ,j˘,k ` sAki qθ,k “ sF1 in Oˆ p0, T q , (61a)
psAjℓviθ,j ` sAjivℓθ,j ´ qθδℓi qsAkℓNk “ ε2∆0vθ ` sG1 on Γˆ p0, T q , (61b)
vθ “ v0 ” u0 ˝ ψ0 on Oˆ tt “ 0u, (61c)
for some functions sF1 and sG1, where sA could be obtained from the ALE map sψ or
Lagrangian coordinate sη and qθ “ ´1
θ
sAji viθ,j. The same as before, let vnpx, tq “
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nř
k“1
dkptq ekpxq be the finite dimensional approximation of the solution to (61) sat-
isfying the ODE
pvnt, ϕqL2pOq` 1
2
`psAjℓvin,j` sAjivℓn,jq, psAkℓϕi,k` sAki ϕℓ,jq˘L2pOq`ε2pv 1n, ϕ 1qL2pΓq
´ pqn, sAjiϕi,jqL2pOq “ psF1, ϕqL2pOq`psG1, ϕqL2pΓq @ϕ P spanpe1, ¨ ¨ ¨ , enq (62)
and the initial condition
vnpx, 0q “
nÿ
k“1
pv0, ekqL2pOq ekpxq .
Then for all fixed θ ą 0,
vnj Ñ vθ in L2p0,T;H1pOqq ,
vnj t Ñ vθt in L2p0,T;H1pOq1q .
However, the difficulties here is due to a θ-independent estimate of vθt (which is
required to pass θ Ñ 0). We remind the readers that the way to obtain an estimate
of vθt is to use vnt as a test function in (62), while in this case, for the last term
on the left-hand side of (62) we have
´ `qn, sAjℓvℓnt,j˘L2pOq “ θ2 ddt }qn}2L2pOq ` `qn, sAjℓtvℓn,j˘L2pOq , (63)
where qn “ ´1
θ
sAji vin,j. The appearance of the second term suggests that we are
not able to obtain θ-independent estimate of vnt and the penalty method is not
applicable.
On the other hand, with the satisfaction of the first order compatibility condition
(2), we use the Lagrangian formulation and look for a solution pv, qq in the space
L2p0,T;H3pOqq ˆL2p0,T;H2pOqq with vt P L2p0,T;H1pOqq. In this case, we first
use the Galerkin method to obtain a solution to the following integral equality (which
is the time derivative of the weak formulation (65) of the solution to (62))
xwθt, ϕy `
`“sAkℓ psAjℓviθ,j ` sAjivℓθ,jq‰t, ϕi,k˘L2pOq ` ε2pw 1θ , ϕ 1qL2pΓq
´ `psAji qθqt, ϕi,j˘L2pOq “ psF1t, ϕqL2pOq ` psG1t, ϕqL2pΓq @ ϕ P H1pOq (64)
with wθp0q “ sF1p0q ´∇q0 `∆u0, where vθ “ u0 ` ż t
0
wθds, and
qθ “ q0 ´ 1
θ
sAjiviθ,j .
Integrating (64) in time we find that vθ satisfies
xvθt, ϕy `
`sAkℓ psAjℓviθ,j ` sAji vℓθ,jq, ϕi,k˘L2pOq ` ε2pv 1θ , ϕ 1qL2pΓq
´ `qθ, sAjiϕi,j˘L2pOq “ psF1, ϕqL2pOq ` psG1, ϕqL2pΓq @ ϕ P V . (65)
We remark that to obtain (65) by integrating (64) in time, the first order compati-
bility condition (2) is required.
Since the solution wθ “ vθt to (64) belongs to L2p0, T ;H1pOqq, we may use it as
a test function in (65). In this case, for the last term on the left-hand side of (65)
we have
´`qθ, sAjℓvℓθt,j˘L2pOq “ θ2 ddt}qθ}2L2pOq ` `qθ, sAjℓtvℓθ,j˘L2pOq .
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Even though the equality above looks similar to the finite dimensional approxima-
tion (63), the situation now is different since qθ is the Lagrange multiplier for the
functional T : VÑ R given by
T pϕq “ pvθt, ϕqL2pOq ` 1
2
`psAjℓviθ,j ` sAji vℓθ,jqpsAkℓϕi,k ` sAki ϕℓ,kq˘L2pOq
` ε2pv 1θ ¨ ϕ 1qL2pΓq ´ psF1, ϕqL2pOq ´ psG1, ϕqL2pΓq .
Therefore, (another version of ) the Lagrange multiplier lemma provides an L2-
estimate for qθ:
}qθ}L2pOq ď C
”
}vθt}L2pOq ` }vθ}H1pOq ` ε2}vθ}H1pΓq ` }sF1}L2pOq ` }sG1}L2pΓqı ,
and the estimate above can be used to deduce an θ-independent estimate for vθt in
L2p0, T ;L2pOqq (using Young’s inequality).
5.4.3. The existence of a solution to the regularized problem (34). In the previous
sub-section we have already established the existence of a unique pw, qq P VpTq ˆ
QpTq satisfying
B sψpw,ϕq ´ pq, divϕqL2pOq ` ε2pw1, ϕ 1qL2pΓq
“ psF´wt, ϕqL2pOq ` psG, ϕqL2pΓq @ϕ P V, a.e. t P r0,Ts.
In other words, wptq is the weak solution to the elliptic equation
´pajkrswr,jq,k ` q,s “ f s in O ,
divw “ 0 in O ,
ajkrsw
rNk ´ qNs “ ε2∆0ws ` gs on Γ .
where
aikrs “ sJ´1sAjℓ sψi,ssAkℓ sψi,r ` sJ´1δkr δjs (66)
and
f s ” sFs ´ wst ` “ sψi,ssAkℓ sAjℓpsJ´1 sψi,rq,jwr ` sAkℓ psJ´1 sψℓ,rq,swr‰,k ,
gs ” sGs ´ “ sψi,ssAkℓ sAjℓpsJ´1 sψi,rq,jwr ` sAkℓ psJ´1 sψℓ,rq,swr‰Nk .
Thanks to the convolution, sψ, sψt P L8p0, T ;HkpOqq for all k P N. Therefore,
}a}W 1,8pOq ď C
”
1` }∇2 sψ}L8pOqı ď C”1` }∇2 sψ}H1.5pOqı
ď C
”
1` }shεε}H2.75pΓqı ď C”1` ε´1}sh}H1.75pΓqı .
Moreover, by (59) we find that
}g}L2pΓq ď C
”
1` }sh}H2pΓq ` }∇2 sψ}L4pΓq}w}L4pΓqı
ď C
”
1` }sh}H2pΓq ` ε´1}sh}H1.25pΓq}w}H1pOqı
ď C
”
1` }h0}H2pΓq `M
?
t` ε´1`}w0}H1pOq ` }h0}H1.5pΓq ` 1˘ı ,
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and by (15a) we obtain that
}f}L2pOq ď C
”››Id´ sJ´1p∇ sψqTp∇ sψq››
L8pOq
} swt}L2pOq ` }wt}L2pOq
` `} sw}L4pOq ` } sψt}L4pOq˘`}∇ sw}L4pOq ` }∇2 sψ}L4pOq} sw}L8pOq˘
` }∇ sψt}L2pOq} sw}L8pOq ` }∇2 sψ}L4pOq}∇ sw}L4pOq ` }∇2 sψ}2L4pOq} sw}L8pOq
` `}∇2 sψ}2L4pOq ` }∇3 sψ}L4pOq˘}w}L2pOq ` }∇2 sψ}L2pOq}∇w}L2pOqı
ď C
”
ς} swt}L2pOq ` `1` }w0}H1pOq `M?t˘} sw}H1.25pOqı
` C}wt}L2pOq ` Cε}w}H1pOq.
Therefore, Theorem 3.4 together with (59) implies thatż Tε
0
”
}w}2H2pOq ` ε2}w}2H2pΓq ` }q}2H1pOq
ı
dt ď Cε
ż Tε
0
}g}2L2pΓqdt
` C
ż Tε
0
”`
1` }a}2W 1,8pOq
˘}w}2H1pOq ` }f}2L2pOq ` }g}2H´0.5pΓqıdt
ď Cε
`
1` }w0}2H1pOq ` }h0}2H2pΓq `M2Tε
˘
Tε ` Cε
ż Tε
0
}w}2H1pOqdt` Cς2M2
` C`1` }w0}2H1pOq `M2Tε˘ ż Tε
0
} sw}2H1.25pOqdt` C ż Tε
0
}wt}2L2pOqdt
ď C3
”
}w0}2H1pOq ` }h0}2H2pΓq ` 1
ı
` C4ς2M2 (67)
if Tε ą 0 is chosen small enough, where C3 and C4 are generic constants.
Once pw, qq is obtained, we define
hptq “ h0ε `
ż t
0
w ¨ N
1` b0sh dt˜ . (68)
Then Ho¨lder’s inequality and the normal trace estimate imply that
}h}2H1pTεq ”
ż Tε
0
”
}h}2H2pΓq ` }ht}2H2pΓq ` }htt}2H´0.5pΓq
ı
dt
ď
ż Tε
0
}wt}2L2pOqdt` CTε
”
}h0}2H2pΓq `
ż Tε
0
`}w}2H2pΓq ` }w}2L8pΓq}sh}2H2pΓq˘dtı
ď C1
”
}w0}2H1pOq ` }h0}2H1.5pΓq ` 1
ı
` C2ς2M2
` CTε
”
}h0}2H2pΓq `
M2 ` 1
ε2
´
C3
“}w0}2H1pOq ` }h0}2H2pΓq ` 1‰` C4ς2M2¯ı .
As a consequence, the combination of (59), (67) and an upper bound for }h}H1pTεq
(stated in the estimate above) suggests that
}w}2WpTεq ` }h}2H1pTεq ď C5
”
}w0}2H1pOq`}h0}2H1.5pΓq`1
ı
`C6ς2M2 (69)
for some constants C5 ě maxtC1, C3u and C6 ě maxtC2, C4u, if Tε ą 0 is chosen
even smaller. Let ς be small enough so that C6ς
2 ď 1
2
, and
M2 “ 2C5
”
}w0}2H1pOq ` }h0}2H2pΓq ` 1
ı
.
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Then
}w}2WpTεq ` }h}2H1pTεq ď M2 “ 2C5
”
}w0}2H1pOq ` }h0}2H2pΓq ` 1
ı
. (70)
At this point we have established a map
Φ :
#
CTεpMq Ñ CTεpMq
p sw,shq ÞÑ pw, hq .
Suppose that pwn, hnq P CTεpMq and pwn, hnq á pw, hq in WpTεq ˆ H1pTεq. Let
pψn, ψq be the corresponding ALE map with Jn, An, J, A defined accordingly,
and pwn, hnq ” Φpwn, hnq P CTεpMq. Moreover, let psFn, sGnq and psF, sGq be the
correspond forcing. Due to the boundedness of pwn, hnq in WpTεq ˆ H1pTεq and
the convolution we must have
pwnℓ , hnℓq á prw,rhq in WpTεq ˆH1pTεq , (71a)
ψnℓt á ψt in L2p0,Tε;H2pOqq , (71b)
pwnℓ , hnℓq Ñ pw, hq in L2p0,Tε;H1.75pOqq ˆ Cpr0,Tεs;H1.75pΓqq , (71c)
pψnℓ , ψnℓtq Ñ pψ, ψtq in L8p0,Tε;W 2,8pOqq ˆ L8p0,Tε;H1pOqq , (71d)
for some subsequence nℓ of n. This implies that
panℓqjkrs ” pJnℓq´1pAnℓqjℓpψnℓqi,spAnℓqkℓ pψnℓqi,r ` pJnℓq´1δkr δjs
converges to ajkrs ” J´1Ajℓψi,sAkℓψi,r ` J´1δkr δjs in L8p0,Tε;W 1,8pOqq, andsFnℓ á sF in L2p0,Tε;L2pOqq , (72a)sGnℓ á sG in L2p0,Tε;L2pΓqq . (72b)
Since the definition of Φ suggests that the function pwnℓ , hnℓq P CTεpMq satisfy the
variational identity`
wnℓt , ϕ
˘
L2pOq
` Bψnℓ pwnℓ , ϕq ` ε2
`
wnℓ1, ϕ 1qL2pΓq
“ psFnℓ , ϕqL2pOq ` psGnℓ , ϕqL2pΓq @ϕ P V XH1divpOq ,
by (71) and (72) we find that prw,rhq satisfies that
prwt, ϕqL2pOq ` Bψprw, ϕq ` ε2prw 1, ϕ 1qL2pΓq
“ psF, ϕqL2pOq ` psG, ϕqL2pΓq @ ϕ P V XH1divpOq .
However, by the uniqueness of the weak solution (to the linearized problem) we find
that prw,rhq “ pw, hq. This implies that Φ : CTεpMq Ñ CTεpMq is weakly continuous.
Therefore, the Tychonoff fixed-point theorem suggests that there exists a fixed-point
of Φ in CTεpMq. Every fixed-point pwε, hεq with associated Lagrange multiplies qε
then is a solution to the regularized equation (34).
6. The ε-independent estimates
To avoid confusion and simplify the notation, throughout this section we omit
the super-script ε and denote the strong solution pvε, wε, qε, hεq by pv,w, q, hq. Let
Ψ be the solution to
∆Ψ “ 0 in O ,
Ψ “ e ` pηε ‹ ηε ‹ hqN on Γ ,
24
and J, A be defined accordingly. If v “ J´1p∇Ψqw, then pv, q, hq satisfies
vit´Akℓ
“`
A
j
ℓv
i
,j`Aji vℓ,j
˘‰
,k
`Ajiq,j “AℓjpΨjt ´vjqvi,ℓ in Oˆp0,Tεq, (73a)
A
j
i v
i
,j “ 0 in Oˆp0,Tεq, (73b)“
A
j
ℓv
i
,j`Aji vℓ,j´qδℓi
‰
AkℓNk “LεphqAjiNi`ε2Asi∆0ws on Γˆp0,Tεq, (73c)
ht“ JA
TN
1`b0hεε ¨ v on Γˆp0,Tεq, (73d)
pv, hq “ pu0ε, h0εq on Oˆtt“0u, (73e)
here we recall that
Lεphq “ p1` b0hεεqh
2 ´ b0p1 ` 2b0hεε ` b20h2εε ` 2h12εεq ´ hεεh1εεb 10“p1` b0hεεq2 ` h12εε‰3{2 .
If ϕ P V is a test function, then
pJvt, ϕqL2pOq `
ż
O
J
`
A
j
ℓv
i
,j ` Aji vℓ,j
˘
Akℓϕ
i
,kdx
` ε2
ż
Γ
pJAji viq1pJAjkϕkq1dS “
ż
Γ
LεphqJAjiNjϕidS (74)
` `q, JAjiϕi,j˘L2pOq ` pAℓjpΨjt ´vjqvi,ℓ, ϕiqL2pOq a.e. t P p0,Tεq .
In the following, we let M1 denote a positive constant (to be determined later) such
that
M21 ěM2 “ 2C5
”
}w0}2H1pOq ` }h0}2H2pΓq ` 1
ı
,
and r0,Ts be the (maximal) time interval in which a solution exists, and will be
determined later as well.
6.1. Key elliptic estimate. The fundamental reason for that the time of ex-
istence Tε depends on the smoothing parameter ε is the requirement for extra
regularity for sψ. For example, it requires that ∇2 sψ P L8p0,T;L8pOqq in the
process of estimating wnt (see estimate (52)), and we need a
jk
rs P W 1,8pOq and
f P L2p0,T;L2pOqq to apply Theorem 3.4, while the boundedness of ∇3 sψ (in some
Sobolev spaces) is required in both cases. However, our functional framework (for
the linearized problem) only provides us sh P L8p0,T;H2pΓqq which suggests thatsψ P L8p0,T;H2.5pOqq, so the requirement of extra regularity has to be provided
by the convolution. Therefore, an improvement of the regularity of h is important
for obtaining ε-independent estimates.
Before proceeding to the derivation of ε-independent estimates, we state the
following lemma, while the proof of this Lemma will be provided in Appendix B.
Lemma 6.1. Let pv, q, hq P WpTq ˆ QpTq ˆ H1pTq be a strong solution to (73).
Then for some generic constant C (independent of ε)ż T
0
}hptq}2H2.5pΓqdt ď C
”
1` }h0}2H1.5pΓq ` }v}2VpTq ` }q}2QpTq
ı
. (75)
In particular, the corresponding J, A and Ψ satisfyż T
0
”
}A}2H2pOq ` }J}2H2pOq ` }∇ψ}2H2pOq
ı
dt
ď C
”
1` }h0}2H1.5pΓq ` }v}2VpTq ` }q}2QpTq
ı
.
(76)
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Remark 6.2. We emphasize that with the regularity of Ψ given by (76), w and
v cannot belong to L2p0,T;H2pOqq simultaneously: if v P L2p0,T;H2pOqq, the
identity
D2w “ D2pJAqv ` 2DpJAqDv ` JAD2v
suggests that w R L2p0,T;H2pOqq since D2pJAqv R L2p0,T;L2pOqq (for it would
require that v P L8p0,T;L8pOqq). This is the main reason that we switch back to
the ALE formulation (73) instead of directly looking for ε-independent estimates
using (34), even though we have improved regularity for h.
6.2. The estimate for vt in L
2p0,T;L2pOqq. As suggested in Section 5.4.2, esti-
mating vt P L2p0,T;L2pOqq requires that we use vt as a test function in (74). Since
vt does not belongs to H
1pOq, it cannot be used as a test function in (74). To
resolve this issue, we adopt the approach of difference quotient. We note that since
v P Cpr0,Ts;H1pOqq, D∆tvptq ” vpt`∆tq ´ vptq
∆t
can be used as a test function in
(74) for all t P r0,Ts. By doing so, for t˜ “ t and t˜ “ t`∆t for almost all t P p0,Tq
and ∆t ą 0,´
Jpt˜qvtpt˜q, D∆tvptq
¯
L2pOq
`
ż
O
Jpt˜q
”
A
j
ℓpt˜qvi,jpt˜q ` Aji pt˜qvℓ,jpt˜q
ı
Akℓ pt˜q
“
D∆tvptq
‰i
,k
dx
` ε2
ż
Γ
pJpt˜qAji pt˜qvipt˜qq1
”
Jpt˜qAjkpt˜qD∆tvkptq
ı1
dS (77)
“
ż
Γ
Lεphpt˜qqJpt˜qAji pt˜qNjD∆tviptqdS `
´
qpt˜q, Jpt˜qAji pt˜q
“
D∆tvptq
‰i
,j
¯
L2pOq
`
´
Jpt˜qAℓjpt˜qpΨjt pt˜q´vjpt˜qqvi,ℓpt˜q, D∆tviptq
¯
L2pOq
.
Summing (77) over t˜ “ t and t˜ “ t`∆t, integrating the sum over the time interval
pa, bq Ď r0,Ts, and then passing ∆tÑ 0 will then result in the desired estimates.
To be more precise, we note thatż
O
Jpt`∆tq
”
A
j
ℓpt`∆tqvi,jpt`∆tq`Aji pt`∆tqvℓ,jpt`∆tq
ı
Akℓ pt`∆tq
“
D∆tvptq
‰i
,k
dx
`
ż
O
Jptq
”
A
j
ℓptqvi,jptq ` Aji ptqvℓ,jptq
ı
Akℓ ptq
“
D∆tvptq
‰i
,k
dx
“ 1
∆t
ż
O
Jpt˜q
”
A
j
ℓpt˜qvi,jpt˜q ` Aji pt˜qvℓ,jpt˜q
ı
Akℓ pt˜qvi,kpt˜qdx
ˇˇˇ t˜“t`∆t
t˜“t
´
ż
O
pJAkℓAjℓqpt`∆q ´ pJAkℓAjℓqptq
∆t
vi,jptqvi,kpt`∆tq dx
and due to the fact that Aji v
i
,j “ 0 ,`
qpt`∆tq, Jpt`∆tqAji pt`∆tqD∆tvptq
˘
L2pOq
` `qptq, JptqAji ptq“D∆tvptq‰i,j˘L2pOq
“ ´
´
qpt`∆tq, Jpt`∆tqA
j
i pt`∆tq ´ JptqAji ptq
∆t
vi,jptq
¯
L2pOq
´
´
qptq, Jpt`∆tqA
j
i pt`∆tq ´ JptqAji ptq
∆t
vi,jpt`∆tq
¯
L2pOq
.
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By the fact that
fp¨ `∆tq Ñ fp¨q in L2pa, b;Xq if f P L2p0,T;Xq ,
fp¨ `∆tq ´ fp¨q
∆t
á ftp¨q in L2pa, b;Xq if ft P L2p0,T;Xq ,
if ra, bs Ď p0,Tq, we obtain that
lim
∆tÑ0
ż b
a
” ż
O
Jpt`∆tq`Ajℓpt`∆tqvi,jpt`∆tq`Aji pt`∆tqvℓ,jpt`∆tq˘ˆ
ˆAkℓ pt`∆tq
“
D∆tvptq
‰i
,k
`Jptq`Ajℓptqvi,jptq`Aji ptqvℓ,jptq˘Akℓ ptq“D∆tvptq‰i,k dxıdt
“
ż b
a
1
2
d
dt
››?J “p∇vqA`ATp∇vqT‰››2
L2pOq
dt´
ż b
a
ż
O
pJAkℓAjℓqtvi,jvi,kdxdt
and
lim
∆tÑ0
ż b
a
”´
qpt`∆tq, Jpt`∆tqAji pt`∆tq
“
D∆tvptq
‰i
,j
¯
L2pOq
`
´
qptq, JptqAji ptq
“
D∆tvptq
‰i
,j
¯
L2pOq
ı
dt“ 2´
ż b
a
`
q, pJAji qtvi,j
˘
L2pOq
dt .
Moreover,
lim
∆tÑ0
ż b
a
ż
Γ
”`
LεphqJAji
˘pt`∆tq ` `LεphqJAji ˘ptqıNjD∆tviptqdxdt
“ 2
ż b
a
@
Lεphq,
`
JA
j
iNjvqt
D
dt´ 2
ż b
a
ż
Γ
Lεphq
`
JA
j
i qtNjv dSdt
ď 2
ż b
a
@
Lεphq,
`
JA
j
iNjvqt
D
dt` C
ż b
a
`}h}H2pΓq ` 1˘}ht}W 1,4pΓq}v}L4pΓqdt
and by Young’s inequality,
lim
∆tÑ0
ż b
a
ż
Γ
”`
JA
j
i∆0pJAjℓvℓq
˘pt`∆tq ` `JAji∆0pJAjℓvℓq˘ptqıD∆tviptqdSdt
“ 2
ż b
a
ż
Γ
pJAji vitq∆0pJAjℓvℓqdS “ 2
ż b
a
ż
Γ
“pJAji viqt ´ pJAji qtvi‰∆0pJAjℓvℓqdS
ď 2
ż b
a
ż
Γ
“pJAji viqt∆0pJAjℓvℓqdSdt` Cδ1ε2
ż b
a
}∇Ψt}2L4pΓq}v}2L4pΓqdt
` δ1ε2
ż b
a
}∆0pJAvq}2L2pΓqdt .
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As a consequence, summing (77) over t˜ “ t and t˜ “ t`∆t and then integrating in
t over the time interval pa, bq and then passing ∆tÑ 0, we find that
1
2
››?J“∇vA ` ATp∇vqT‰››2
L2pOq
ˇˇˇt“b
t“a
`
ż b
a
}
?
Jvt}2L2pOqdt
ď 2
ż b
a
@
Lεphq,
`
JA
j
iNjv
iqt
D
dt` 2ε2
ż b
a
ż
Γ
“pJAji viqt∆0pJAjℓvℓqdSdt
` C
ż b
a
`}h}H2pΓq ` 1˘}ht}W 1,4pΓq}v}L4pΓqdt (78)
` C
ż b
a
}∇Ψt}L2pOq
”
}∇v}2L4pOq ` }q}L4pOq}∇v}L4pOq
ı
dt
` Cδ1
ż b
a
}∇Ψt}2L4pΓq}v}2L4pΓqdt` δ1ε4
ż b
a
}∆0pJAvq}2L2pΓqdt .
We note that
}∇Ψt}L4pΓq ď C}ht}H1.25pΓq ď C
“}JA}H1.25pΓq}v}H0.7pΓq ` }JA}H0.7pΓq}v}H1.25pΓq‰
ď C“}h}H2.25pΓq}v}H1.2pOq ` }v}H1.75pOq‰ ,
by Young’s inequality we obtain that
}∇Ψt}2L4pΓq}v}2L4pΓq ď C
“}h}2H2.25pΓq}v}2H1.2pOq`}v}2H1.75pOq‰}v}2H0.75pOq
ď C“}h}11{8
H1.7pΓq}h}
5{8
H2.5pΓq}v}
18{5
H1pOq}v}
2{5
H2pOq`}v}
5{2
H1pOq}v}
3{2
H2pOq
‰
ď Cδ
“}v}4H1pOq`}v}10H1pOq‰`δ“}v}2H2pOq`}h}2H2.5pΓq‰ .
Since (78) holds for all 0 ă a ă b ă T and v P Cpr0,Ts;H1pOqq, passing aÑ 0 and
bÑ t for some t ď T, by (75) estimate (78) implies that
1
2
››?J“∇vA`ATp∇vqT‰››2
L2pOq
`
ż t
0
}
?
Jvt}2L2pOqdt˜ ď C
“
1`}u0}2H1pOq`}h0}2H1.5pΓq
‰
`2
ż t
0
@
Lεphq,
`
JA
j
iNjvqt
D
dt˜`2ε2
ż t
0
ż
Γ
“pJAji viqt∆0pJAjℓvℓqdSdt˜
`Cδ,δ1
ż t
0
”`
1`}h}2H2pΓq
˘}v}2H1pOq`}v}4H1pOq`}v}10H1pOqıdt˜
`δ
ż t
0
”
}v}2H2pOq`}q}2H1pOq
ı
dt˜`δ1ε4
ż t
0
}∆0pJAvq}2L2pΓqdt˜ .
Integrating by parts in time,ż t
0
@
Lεphq,
`
JA
j
iNjvqt
D
dt˜ “ @Lεphq, JAjiNjvDˇˇˇ t˜“t
t˜“0
´
ż t
0
@`
Lεphq
˘
t
, JA
j
iNjv
D
dt˜
ď Cδ,δ2
”
1`}v}2L2pOq`
ż t
0
}v}2H1pOqdt˜
ı
`δ
”
}h}2H2pΓq`
ż t
0
}v}2H2pOqdt˜
ı
`δ2}v}2H1pOq,
while on the other hand,ż t
0
ż
Γ
“pJAji viqt∆0pJAjℓvℓqdSdt˜“´12
ż t
0
d
dt
››pJAvq1››2
L2pΓq
dt˜“´1
2
››pJAvq1››2
L2pΓq
ˇˇˇ t˜“t
t˜“0
.
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Moreover,
}∆0pJAvq}L2pΓq ď C
”
}hε}H3pΓq}v}L8pΓq ` }hε}H2.25pΓq}v}H1.25pΓq ` }v}H2pΓq
ı
ď C
”1
ε
}h}H2pΓq}v}1{2L2pOq}v}
1{2
H2pOq `
1
ε1{2
}v}H2pOq ` }v}H2pΓq
ı
and
ε2}pJAvq1}2L2pΓq ě
ε2
c
}v 1}2L2pΓq ´ Cε2}hε}2H2.25pΓq}v}2H0.25pΓq
ě ε
2
c
}v 1}2L2pΓq ´ Cδ2}v}2L2pOq ´ δ2}v}2H1pOq .
Therefore, by ε2}u0ε}2H1pΓq ď C}u0}2H1pOq, if ε ă 1,››Defvptq››2
L2pOq
`ε2››v 1ptq››2
L2pΓq
`
ż t
0
}vt}2L2pOqdt˜
ď C
”
1`}u0}2H1pOq`}h0}2H1.5pΓq
ı
`Cδ,δ1
ż t
0
`
1`}h}4H2pΓq
˘}v}2H1pOqdt˜
`Cδ,δ2
`
1`}v}2L2pOq
˘`δ2}vptq}2H1pOq`Cδ,δ1 ż t
0
“}v}4H1pOq`}v}10H1pOq‰dt˜
`δ
ż t
0
”
}v}2H2pOq`}q}2H1pOq
ı
dt˜`δ1
”
}hptq}2H2pΓq`ε4
ż t
0
}v}2H2pΓqdt˜
ı
.
(79)
On the other hand, the use of v as a test function in (74) implies that
1
2
d
dt
}
?
Jv}2L2pOq `
1
2
››?J“∇vA` ATp∇vqT‰››2
L2pOq
ď C`}h}H2pΓq ` 1˘}v}L2pΓq
ď Cδ3
`
1` }v}2L2pOq
˘` δ3}∇v}2L2pOq ` C}h}2H2pΓq ,
where we use the trace estimates and Young’s inequality to conclude the last in-
equality. Integrating the equality above in time over the time interval p0, tq and
choosing δ3 ą 0 small enough, by the Gronwall inequality we obtain that
}vptq}2L2pOq `
ż t
0
}∇v}2L2pOqdt˜ ď C
”
}u0}2L2pOq `
ż t
0
`}h}2H2pΓq ` 1˘dt˜ı . (80)
Combining estimates (79) and (80), by Korn’s inequality and choosing δ2 small
enough we conclude that››vptq››2
H1pOq
` ε2››vptq››2
H1pΓq
`
ż t
0
}vt}2L2pOqdt˜ ď Cδ
“
1` }u0}2H1pOq ` }h0}2H1.5pΓq
‰
` Cδ,δ1
ż t
0
”`}h}4H2pΓq ` 1˘`1` }v}2H1pOq˘` }v}10H1pOqıdt˜ (81)
` δ
ż t
0
”
}v}2H2pOq ` }q}2H1pOq
ı
dt˜` δ1
”
}hptq}2H2pΓq ` ε4
ż t
0
}v}2H2pΓqdt˜
ı
.
6.3. The estimate for v P L2p0,T;H1.5pΓqq. Let tχmuKm“1 be cut-off functions
supported near the boundary Γ so that there exists θm : Bp0, rmq Ñ sptpχmq
satisfying
(1) θmpB`p0, rmqq “ sptpχmq XO , where B`p0, rmq ” Bp0, rmq X ty2 ą 0u,
(2) θmpBp0, rmq X ty2 “ 0uq “ sptpχmq X Γ ;
(3) detp∇θmq “ 1.
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For a fixed m, define ra “ p∇θmq´1, rχ “ χm ˝ θm in sptprχmq, prw, rqq “ pw, qq ˝ θm in
B`p0, rmq. Our goal is to use
ϕ “ “Λǫprχ2Λǫrv,1q,1‰ ˝ θ´1m , (82)
as a test function in (74) (which is legitimate since ϕ P L2p0,T;H1pOqq, and then
pass ǫÑ 0.
6.3.1. The estimate of pJvt, ϕqL2pOq. Let rJ “ J ˝ θm. Then
pJvt, ϕqL2pOq “
`rJrvt,Λǫprχ2pΛǫrv,1q,1˘L2pB`p0,rmqq
“ `ΛǫprJrvtq, prχ2Λǫrv,1q,1˘L2pB`p0,rmqq
“ `rJΛǫrvt, prχ2Λǫrv,1q,1˘L2pB`p0,rmqq ` `“Λǫ,rJ‰rvt, prχ2Λǫrv,1q,1˘L2pB`p0,rmqq
“ ´`rJprχΛǫrv,1qt, rχΛǫrv,1˘L2pB`p0,rmqq ´ `rJ,1Λǫrvt, rχ2Λǫrv,1˘L2pB`p0,rmqq
` `“Λǫ,rJ‰rvt, prχ2Λǫrv,1q,1˘L2pB`p0,rmqq .
By (18) and the properties of convolution,`“
Λǫ,rJ‰rvt, prχ2Λǫrv,1q,1˘L2pB`p0,rmqq
ě ´Cǫ}∇J}L8pOq}vt}L2pOq}v}H2pOq ě ´
Cǫ
ε
}vt}L2pOq}v}H2pOq ;
thus`
ΛǫprJrvt,1q, rχ2Λǫrv,1˘L2pB`p0,rmqq ě ´12 ddt}arJrχΛǫrv,1}2L2pB`p0,rmqq
´ 1
2
`rJtrχΛǫrv,1, rχΛǫrv,1˘L2pB`p0,rmqq´ Cǫε }vt}L2pOq}v}H2pOq
ě ´1
2
d
dt
}
arJrχΛǫrv,1}2L2pB`p0,rmqq´C}Jt}L2pOq}∇v}2L4pOq´ Cǫε }vt}L2pOq}v}H2pOq .
Therefore, since ΛǫvÑ v in Cpr0,Ts;H1pOqq, by interpolation we conclude that
lim
ǫÑ0
ż t
0
`
ΛǫprJrvt,1q, rχ2Λǫrv,1˘L2pB`p0,rmqqdt˜ ě ´12}arJrχrv,1}2L2pB`p0,rmqq
´ C}u0}2H1pOq ´ Cδ
ż t
0
}v}4H1pOqdt˜´ δ
ż t
0
}v}2H2pOqdt˜ .
(83)
6.3.2. The estimate of
ż
O
JpAjℓvi,j ` Aji vℓ,jqAkℓϕi,kdx. Let rA “ A ˝ θm. Thenż
O
JpAjℓvi,j`Aji vℓ,jqAkℓϕi,kdx “
ż
B`p0,rmq
rJ`rAjℓrarjrvi,r` rAjirarjrvℓ,r˘rAkℓraskΛǫprχ2Λǫrvi,1q,1sdy
“ ´
ż
B`p0,rmq
rJ`rAjℓrarjrvi,1r` rAjirarjrvℓ,1r˘rAkℓraskΛǫprχ2Λǫrvi,1sq dy `R1
with some error term R1 satisfying
R1 ě ´C
”
}∇2Ψ}
L2
`pOq}∇v}L8´pOq ` }∇v}L2pOq
ı
}∇v}H1pOq ,
where 2` is a number close to but greater than 2 so that the Sobolev embedding
H0.2pOq ãÑL2`pOq holds, and8´ is the corresponding Ho¨lder’s conjugate satisfying
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12`
` 18´ “
1
2
. Using the notation of commutators,ż
B`p0,rmq
rJ`rAjℓrarjrvi,1r` rAjirarjrvℓ,1r˘rAkℓraskΛǫprχ2Λǫrvi,1sq dy
“
ż
B`p0,rmq
rJ“rAjℓrarjΛǫprχrvi,1rq` rAjirarjprχΛǫrvℓ,1rq‰rAkℓraskprχΛǫrvi,1sq dy
`
ż
B`p0,rmq
”`“
Λǫ,rJrAjℓrAkℓ rarjrask ‰rvℓ,1r˘` `“Λǫ,rJrAji rAkℓrarjrask ‰rvℓ,1r˘ırχ2Λǫrvi,1sdy ;
thus by (18),ż
B`p0,rmq
rJrarj`rAjℓrvi1,r` rAjirvℓ,1r˘rAkℓraskΛǫprχ2Λǫrvi,1sq dy
ď
ż
B`p0,rmq
rJ“rAjℓrarjΛǫprχrvi,1rq` rAjirarjprχΛǫrvℓ,1rq‰rAkℓraskprχΛǫrvi,1sq dy
` Cǫ}JAjℓAkℓ }W 1,8pOq}∇2v}2L2pOq
ď
ż
B`p0,rmq
rJ“rAjℓrarjΛǫprχrvi,1rq` rAjirarjprχΛǫrvℓ,1rq‰rAkℓraskprχΛǫrvi,1sq dy`Cǫε }∇2v}2L2pOq.
Therefore, since Λǫprχrvi,1rq Ñ rχrvi,1r in L2p0,T;L2pB`p0, rmqqq, by interpolation and
Young’s inequality we conclude that
lim
ǫÑ0
ż t
0
ż
O
JpAjℓvi,j`Aji vℓ,jqAkℓϕi,kdxdt˜
ě
ż t
0
ż
B`p0,rmq
rJ“rAjℓrarjΛǫprχrvi,1rq` rAjirarjprχΛǫrvℓ,1rq‰rAkℓ raskprχΛǫrvi,1sq dydt˜
´ C
ż t
0
”
}∇2Ψ}
L2
`pOq}∇v}L8´ pOq ` }∇v}L2pOq
ı
}∇v}H1pOqdt˜
ě 1
2
ż t
0
››Defprχrv,1q››2B`p0,rmqdt˜´Cδ
ż t
0
}v}2H1pOqdt˜´pCς`δq
ż t
0
}v}2H2pOqdt˜ . (84)
6.3.3. The estimate of pq, JAjiϕi,jqL2pOq. Let rq “ q˝θm. Making a change of variable
and integrating by parts in y1, we obtain that
pq, JAjiϕi,jqL2pOq “
`rq,rJrAjiraℓjΛǫprχ2Λǫrvi,1q,1ℓ˘L2pB`p0,rmqq
“ ´`rq,rJrAji praℓjq,1Λǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqq
´ `rq, prJrAji q,1raℓjΛǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqq
´ `rq,1,rJrAjiraℓjΛǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqq .
For the first term, we can integrate by parts in y1 again and obtain that
´ `rq,rJrAji praℓjq,1Λǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqq
ď C
”
}q}
L8
´pOq}∇2Ψ}L2`pOq ` }q}H1pOq
ı
}v}H1pOq ď C}q}H1pOq}v}H1pOq .
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Similarly, it is easy to see that the second term satisfy that
´ `rq, prJrAji q,1raℓjΛǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqq
ď C}rq}
L8
´pOq}∇2Ψ}L2`pOq}v}H2pOq ď Cς}q}H1pOq}v}H2pOq .
For the last term, since 0 “ pAji vi,jq ˝ θm “ rAjiraℓjrvi,ℓ, we find thatrJrAjiraℓjrvi,1ℓ “ `rJrAjiraℓjrvi,ℓ˘,1 ´ `rJrAjiraℓjq,1rvi,ℓ “ ´`rJrAjiraℓjq,1rvi,ℓ ;
thus by the convergence of Λǫ
`rχ2Λǫrvi,1˘,ℓ Ñ `rχ2rvi,1˘,ℓ in L2p0,T;L2pB`p0, rmqqq,
´ lim
ǫÑ0
ż t
0
`rq,1,rJrAjiraℓjΛǫprχ2Λǫrvi,1q,ℓ˘L2pB`p0,rmqqdt˜
“ ´
ż t
0
`rq,1,rJrAjiraℓjprχ2rvi,1q,ℓ˘L2pB`p0,rmqqdt˜
ď C
”
}q}
L8
´pOq}∇2Ψ}L2`pOq ` }q}H1pOq
ı
}v}H1pOq ď C}q}H1pOq}v}H1pOq .
As a consequence, by Young’s inequality we conclude that
lim
ǫÑ0
ż t
0
pq, JAjiϕi,jqL2pOqdt
ď Cδ
ż t
0
}v}2H1pOqdt˜` pCς ` δq
ż t
0
”
}v}2H2pOq ` }q}2H1pOq
ı
dt˜ .
(85)
6.3.4. The estimate of
`
Jpt˜qAℓjpt˜qpΨjtpt˜q ´ vjpt˜qqvi,ℓpt˜q, ϕi
˘
L2pOq
. Since
}Ψt}L6pOq ď C}ht}H1{6pΓq ď C}v}H1{6pΓq ď C}v}H2{3pOq,
by interpolation and Young’s inequality it is easy to see that`
Jpt˜qAℓjpt˜qpΨjt pt˜q ´ vjpt˜qqvi,ℓpt˜q, ϕi
˘
L2pOq
ď C`}Ψt}L6pOq ` }v}L6pOq˘}v}W 1,3pOq}v}H2pOq
ď Cδ}v}2L2pOq}v}4H1pOq ` δ}v}2H2pOq . (86)
6.3.5. The estimate of
ż
Γ
LεphqpJAjiϕiNjqdS. Let g “ p1`b0hεεq2 ` h12εε. We note
that since h satisfies (41),
}gptq ´ 1}H0.7pΓq ď Cς @ t P r0,TM1s .
By writting Lεphq “ h
2
1`b0hεε `R , where by (16) R ” Lεphq ´
h2
1`b0hεε satisfies
}R}H0.5pΓq ď C
”››› p1`b0hq2
g3{2
´ 1
›››
H0.625pΓq
}h}H2.5pΓq ` 1
ı
ď C
”?
ς }h}H2.5pΓq ` 1
ı
,
we find thatż
Γ
LεphqpJAjiϕiNjq dS
“
ż
Γ
h2
JATN
1`b0hεε ϕ
idS `
ż
Γ
”
Lεphq ´ h
2
1`b0hεε
ı
pJATNq ¨ ϕdS
ě
ż
Γ
h2
JATN
1`b0hεε ϕ
idS ´ C
”?
ς }h}H2.5pΓq ` 1
ı
}v}H1.5pΓq .
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On the other hand, since ϕÑ pχ2rv,1q,1 in L2p0,T;L2pBp0, rmq X ty2 “ 0uqq,
lim
ǫÑ0
ż t
0
ż
Γ
h2
1`b0hεε pJA
j
iϕ
iNjq dSdt˜
ě
ż t
0
ż
Γ
rχ2h2”h2t ´´´h1εεpX1 ˝X´1q1`b0hεε `N
¯2
v´2
´´h1εεpX1 ˝X´1q
1`b0hεε `N
¯1
v 1
ı
dSdt˜
´ C
ż t
0
}h2}L2pΓq}v 1}L2pΓqdt˜
ě 1
2
“}rχh2}2L2pΓq´}h0}2H2pΓq‰´ż t
0
ż
Γ
pX 1˝X´1q ¨ v
1`b0hεε h
3
εεh
2dSdt˜
´C
ż t
0
`}h2}2L4pΓq`}h2}L2pΓq˘}v}H1pΓqdt˜ .
By commutator estimate (18),ż
Γ
pX 1˝X´1q ¨ v
1`b0hεε h
3
εεh
2dS
“ ´
ż
Γ
´”
ηε‹, pX
1˝X´1q ¨ v
1`b0hεε
ı
h3ε
¯
h2dS ´
ż
Γ
pX 1˝X´1q ¨ v
1`b0hεε h
3
ε h
2
ε dS
ď 1
2
ż
Γ
”pX 1˝X´1q ¨ v
1`b0hεε
ı1
|h2ε |2dS ` Cε}v}W 1,8pΓq}h3ε }L2pΓq}h2}L2pΓq ;
thus by interpolation and Young’s inequality,ż
Γ
pX 1˝X´1q ¨ v
1`b0hεε h
3
εεh
2dS
ď C}v}H1pΓq}h2}2L4pΓq ` C
?
ε}v}1{2
H1pΓq}v}
1{2
H2pΓq}h}H2.5pΓq}h}H2pΓq
ď C}v}H1pΓq}h}H2pΓq}h}H2.5pΓq ` Cδ1}v}2{3H1pΓq}h}4{3H2.5pΓq}h}4{3H2pΓq ` δ1ε2}v}2H2pΓq
ď Cδ
”
}h}2H2pΓq ` }h}4H2pΓq
ı
}v}2H1pΓq ` δ
”
}h}2H2.5pΓq ` ε2}v}2H2pΓq
ı
ď Cδ,δ2
`
1` }h}8H2pΓq
˘}v}2H1pOq ` δ”}v}2H2pOq ` }h}2H2.5pΓqı` δ2ε2}v}2H2pΓq .
Therefore, we obtain that
lim
ǫÑ0
ż t
0
ż
Γ
LεphqpJAjiϕiq dSdt˜
ě 1
2
}rχh2ptq}2L2pΓq ´ C}h0}2H2pΓq ´ Cδ,δ2 ż t
0
`
1` }h}8H2pΓq
˘}v}2H1pOqdt˜ (87)
´ pC?ς ` δq
ż t
0
”
}v}2H2pOq ` }h}2H2.5pΓq
ı
dt˜´ δ2ε2
ż t
0
}v}2H2pΓqdt˜ .
6.3.6. The estimate of ε2
`
∆0pJAjrvrq, JAjsϕs
˘
L2pΓq
. Let |θm,1|2 “ rg. Then
∆0pJAjrvrq ˝ θm “
1arg
´ 1arg prJrAjrrvrq,1
¯
,1
on Bp0, rmq X ty2 “ 0u .
33
Therefore, by ϕÑ prχ2rv,1q,1 in L2p0,T;L2pΓqq,
lim
ǫÑ0
ε2
ż t
0
`
∆0pJAjrvrq, JAjsϕs
˘
L2pΓq
dt˜
“ ε2
ż t
0
ż
Bp0,rmqXty2“0u
´ 1arg prJrAjrrvrq,1
¯
,1
rJrAjsprχ2rvs,1q,1dy1dt˜
ě ε2
ż t
0
ż
Bp0,rmqXty2“0u
rJ2rAjrrAjsarg prχrvr,11qprχrvs,11q dy1dt˜
´ Cε2
ż t
0
”
}JA}H2pΓq}v}L8pΓq ` }JA}W 1,8pΓq}v}H1pΓq
ı
}v}H2pΓqdt˜ .
By interpolation and the properties of convolution,
}JA}H2pΓq ď
C
ε
}h}H2pΓq, }JA}W 1,8pΓq ď C}JA}1{2H1pΓq}JA}
1{2
H2pΓq ď
C?
ε
}h}H2pΓq;
thus by interpolation, the trace estimate, and Young’s inequality we conclude that
lim
ǫÑ0
ε2
ż t
0
`
∆0pJAjrvrq, JAjsϕs
˘
L2pΓq
dt˜
ě ε2
ż t
0
ż
Bp0,rmqXty2“0u
1arg |rχrJrAjrrvr,11|2 dy1dt˜
´ Cε
ż t
0
}h}H2pΓq}v}6{7H0.75pOq}v}
8{7
H2pΓqdt˜´ Cε3{2
ż t
0
}h}H2pΓq}v}2{3H1pOq}v}
4{3
H2pΓqdt˜
ě ε2p1´ Cςq
ż t
0
››rg´1{4rχrv,11››2L2pBp0,rmqXty2“0uqdt˜´ δ
ż t
0
}v}2H2pOqdt˜ (88)
´ Cδ,δ2
ż t
0
`
1` }h}3H2pΓq
˘}v}2H1pOqdt˜´ δ2ε2 ż t
0
}v}2H2pΓqdt˜ .
6.3.7. The combination of (83)-(88). Summing (83)-(88) over m “ 1, ¨ ¨ ¨ ,K, by
the Korn’s inequality, the trace estimate, estimate (75) and choosing δ2 ą 0 small
enough we find that
}
arJrχrv,1}2L2pB`p0,rmqq`}hptq}2H2pΓq`ż t
0
”
}v}2H1.5pΓq`ε2}v}2H2pΓq
ı
dt˜
ď C`1`}u0}2H1pOq`}h0}2H2pΓq˘`pC?ς`δq ż t
0
”
}v}2H2pOq`}q}2H1pOq
ı
dt˜ (89)
`Cδ
ż t
0
`
1` }v}2H1pOq`}h}8H2pΓq
˘}v}2H1pOqdt˜ .
6.4. The implication of the Stokes regularity. First, we combine (81) and
(89) as well as choose δ1 ą 0 small enough to conclude that
}vptq}2H1pOq ` }hptq}2H2pΓq `
ż t
0
”
}vt}2L2pOq ` }v}2H1.5pΓq ` ε2}v}2H2pΓq
ı
dt˜
ď Cδ
“
1` }u0}2H1pOq ` }h0}2H2pΓq
‰` δ ż t
0
“}v}2H2pOq ` }q}2H1pOq‰dt˜ (90)
` Cδ
ż t
0
”`}h}4H2pΓq ` 1˘`1` }v}2H1pOq˘` }v}10H1pOqıdt˜ .
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Next, we rewrite (73a,b) as
´∆v `∇q “ f in O ,
divv “ g in O ,
where f and g are given by
f i “ AℓjpΨjt ´vjqvi,ℓ ´ vit ` pδkj ´ AkℓAjℓqvi,jk ` pδkℓ δji ´ AkℓAji qvℓ,jk
´ Akℓ
`
A
j
ℓ,kv
i
,j ` Aji,kvℓ,j
˘` pδji ´ Aji qq,j ,
g “ pδji ´ JAji qvi,j .
Applying the regularity theory for the Stokes equation, by interpolation and Young’s
inequality we obtain that
}v}2H2pOq ` }q}2H1pOq ď C
”
}f}2L2pOq ` }g}2H1pOq ` }v}2H1.5pΓq
ı
ď C
”
}vt}2L2pOq ` }v}2H1.5pΓq ` }∇A}2L4pOq}∇v}2L4pOq
ı
` C`}Ψt}L4pOq ` }v}L4pOq˘}∇v}L4pOq ` Cς”}v}2H2pOq ` }q}2H1pOqı
ď C
”
}vt}2L2pOq ` }v}2H1.5pΓq
ı
` Cδ
`}v}2H1pOq ` }v}4H1pOq˘
` pCς ` δq
”
}v}2H2pOq ` }q}2H1pOq ` }h}2H2.5pΓq
ı
;
thus by (75) and (90) with ς ! 1 and δ ą 0 small enough,ż t
0
”
}v}2H2pOq ` }q}2H1pOq
ı
dt˜ ď C“1` }u0}2H1pOq ` }h0}2H2pΓq‰
` C
ż t
0
”`}h}4H2pΓq ` 1˘`1` }v}2H1pOq˘` }v}10H1pOqıdt˜ . (91)
Let Eptq be the energy function defined by
Eptq “ sup
sPr0,ts
”
}vpsq}2H1pOq ` }hpsq}2H2pΓq
ı
`
ż t
0
}v}2H2pOqdt˜
Then Eptq is continuous in t, and (90) and (91) together imply that
Eptq ď C“1` }u0}2H1pOq ` }h0}2H2pΓq‰` tP`Eptq˘
for some polynomial P . Therefore, there exists T˚ ą 0 such that
Eptq ď 2C
”
1` }u0}2H1pOq ` }h0}2H2pΓq
ı
@ t P r0,T˚s (92)
whenever Eptq exists.
7. The existence of a solution to the problem
7.1. The continuation argument. Let M1 ą 0 be given by
M21 “ max
!
2C
”
1` }u0}2H1pOq ` }h0}2H2pΓq
ı
,M2
)
,
and T ” mintTM1 ,T˚u, where we recall that TM1 is chosen (in Proposition 5.3) so
that
}hptq}H1.7pΓq ă ς @ t P r0,TM1s .
In Section 5, we have shown that for any given pw0, h0q P H1divpOq ˆH2pΓq with
}h0}H1.7pΓq ă ς , there exists a solution pwε, qε, hεq to equation (34) in the time
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interval r0,Tεs for some Tε depending on the smoothing parameter ε. In principle,
Tε Ñ 0 as εÑ 0. Nevertheless, estimate (92) implies that if Tε ď T,
wεpTεq P H1divpOq and hεpTεq P H2pΓq ;
thus if Tε ă T, we can use
`
wεpTεq, hεpTεq
˘
as a new set of initial data and extend
the time interval of existence (using the updated initial data) to r0,T1εs for some
T1ε ą Tε. Estimate (92) still holds in the time interval r0,T1εs; thus if T1ε ă T,
we can keep the process of solving (34) using new initial data. This implies that
solution pwε, qε, hεq exists in the time interval r0,Ts.
7.2. The existence of a solution to equation (13). Since pwε, qε, hεq exists
in a time interval independent of ε, and satisfies estimate (92) with ε-independent
upper bound, we can pass εÑ 0 and obtain that
pwε, wεt q á w in L2p0,T;H2pOqq ˆ L2p0,T;L2pOqq ,
qε á q in L2p0,T;H1pOqq ,
phε, hεt q á ph, htq in L2p0,T;H2.5pΓqq ˆ L2p0,T;H1.5pΓqq
for some pw, q, hq P VpTq ˆQpTq ˆHpTq. In particular, there exists εj such that
hεj Ñ h in Cpr0,Ts;H1.75pΓqq
which further implies that
ψεj Ñ ψ in Cpr0, T s;H2.25pOqq ,
Aεj Ñ A in Cpr0, T s;H1.25pOqq ãÑCpr0, T s;CpOqq ,
where ψεj is the ALE map corresponding to hεj and Aεj “ p∇ψεj q´1. Since
pwεj , qεj , hεj q satisfies`
w
εj
t , ϕ
˘
L2pOq
` Bψεj pwεj , ϕq ` εj
`
wεj 1, ϕ 1
˘
L2pΓq
` `qεj , divϕqL2pOq
“ pF, ϕqL2pOq `
ż
Γ
Lεj phεj qpϕ ¨Nq dS @ ϕ P H1pOq, a.e. t P r0,Ts,
integrating the equality above in t over the time interval pa, bq Ď p0,Tq and then
passing j Ñ8, we conclude that pw, q, hq satisfiesż b
a
”`
wt, ϕ
˘
L2pOq
` Bψpw,ϕq `
`
q, divϕqL2pOq
ı
dt
“
ż b
a
pF, ϕqL2pOqdt`
ż b
a
ż
Γ
Lphqpϕ ¨ NqdSdt @ ϕ P H1pOq ,
and the Lebesgue differentiation theorem further implies that pw, q, ϕq satisfies`
wt, ϕ
˘
L2pOq
` Bψpw,ϕq `
`
q, divϕqL2pOq
“ pF, ϕqL2pOq `
ż
Γ
Lphqpϕ ¨Nq dS @ϕ P H1pOq, a.e. t P r0,Ts.
Moreover, since
`
wεp0q, hεp0q˘ “ pw0, h0q for all ε ą 0, we must have `wp0q, hp0q˘ “
pw0, h0q. Therefore, we establish the existence of a solution pw, q, hq to equation
(13) which is the main result of this paper.
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Appendix A. Proof of Theorem 3.4
Theorem 3.4. Let ajkrs be a p2, 2q-tensor such that ajkrs “ akjrs “ ajksr , and satisfy
}ajkrs ´ λ1δjkδrs ´ λ2δkr δjs}L8pOq ! 1 p25q
for some positive constants λ1 and λ2.
(1) Suppose that pw, qq P VˆL2pOq is a weak solution to the following elliptic
equation
´“ajkrswr,j‰,k ` q,s “ f s in O , p26aq
divw “ 0 in O , p26bq
ajkrsw
r
,jNk ´ qNs “ ε∆0ws ` gs on Γ ; p26cq
that is, pw, qq satisfies the variational formulation`
ajkrsw
r
,j , ϕ
s
,kqL2pOq ´ pq, divϕqL2pOq ` εpw 1, ϕ 1qL2pΓq
“ pf, ϕqL2pOq ` pg, ϕqL2pΓq @ϕ P V .
p27q
Then pw, qq P H2pOqˆH1pOq, and there are constants C and Cε such that
}w}2H2pOq`ε}w}2H2pΓq`}q}2H1pOqďCε}g}2L2pΓq`C
`
1`}a}2L8pOq
˘ˆ
ˆ
”`
1`}a}2W 1,8pOq
˘}w}2H1pOq`}f}2L2pOq`}g}2H´0.5pΓqı . p28q
(2) Suppose that a PW 1,4pOq, and pw, qq P H10 pOq ˆ L2pOq is a weak solution
to the following elliptic equation
´“ajkrswr,j‰,k ` q,s “ f s in O , p29aq
divw “ 0 in O , p29bq
w “ 0 on Γ ; p29cq
that is,`
ajkrsw
r
,j , ϕ
s
,kqL2pOq ´ pq, divϕqL2pOq “ pf, ϕqL2pOq @ ϕ P H10 pOq . p30q
Then pw, qq P H2pOq ˆH1pOq satisfies
}w}2H2pOq ` }q}2H1pOq ď C
”
1` }f}2L2pOq ` }∇a}4L4pOq}w}2H1pOq
ı
. p31q
Proof. For simplicity, we assume λ1 “ 1 and λ2 “ 0, while the additional term
λ2δ
k
r δ
j
s with λ2 ą 0 can be treated in exactly the same way and with the help of
the Korn inequality
c1}u}H1pOq ď }u}L2pOq ` }Defu}L2pOq ď C1}u}H1pOq .
Part 1: We prove (1) first.
Basic energy estimates: Letting ϕ “ w in (27) we obtain that
}∇w}2L2pOq ` ε}w 1}2L2pΓq ď C
”
}w}2L2pOq ` }f}2L2pOq ` }g}2H´0.5pΓq
ı
(93)
and the Lagrange multiplier lemma (with aji “ δji ) suggests that
}q}L2pOq ď C
”
}∇w}L2pOq ` ε}w 1}L2pΓq ` }f}L2pOq ` }g}H´0.5pOq
ı
ď C
”
}w}L2pOq ` }f}L2pOq ` }g}H´0.5pOq
ı
. (94)
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Estimates in the interior: Let χ be a smooth cut-off function with sptpχqĂĂO,
and ηǫ be a family of mollifiers. Since`pajkrswr,jq, ηǫ ˚ rχ2pηǫ ˚ wsq,ℓs,ℓk˘L2pOq “ `ηǫ ˚ pajkrswr,jq,ℓ, rχ2pηǫ ˚ wsq,ℓs,k˘L2pOq
“ `ajkrspηǫ ˚ wr,jq,ℓ, rχ2pηǫ ˚ ws,kq,ℓs ` 2rχχ,kpηǫ ˚ ws,ℓqs˘L2pOq
` `p“ηǫ˚, ajkrs ‰wr,jq,ℓ, rχ2pηǫ ˚ ws,kq,ℓs ` 2rχχ,kpηǫ ˚ ws,ℓqs˘L2pOq
ě `1´ }a´ Idb Id}L8pOq˘}χ∇pηǫ ˚∇wq}2L2pOq (95)
´ C}a}L8pOq}∇w}L2pOq}χ∇pηǫ ˚∇wq}L2pOq
´ C››p“ηǫ˚, ajkrs ‰wr,jq,ℓ››L2pOq”}χ∇pηǫ ˚∇wq}L2pOq ` }∇w}L2pOqı
and by divw “ 0,
´ pq, ηǫ ˚ rχ2pηǫ ˚ wiq,ℓs,ℓi
˘
L2pOq
“ ´2pq, ηǫ ˚ rχχ,ipηǫ ˚ wi,ℓqs,ℓ
˘
L2pOq
ď C}q}L2pOq
”
}∇w}L2pOq ` }χ∇pηǫ ˚∇q}L2pOq
ı
, (96)
the use of ηǫ ˚ rχ2pηǫ ˚ wq,ℓs,ℓ as a test function in (27) suggests that`
1´ }a´ Idb Id}L8pOq
˘}χ∇pηǫ ˚∇wq}2L2pOq
ď C}a}L8pOq}∇w}L2pOq}χ∇pηǫ ˚∇wq}L2pOq
` C››p“ηǫ˚, ajkrs ‰wr,jq,ℓ››L2pOq”}χ∇pηǫ ˚∇wq}L2pOq ` }∇w}L2pOqı (97)
` C}q}L2pOq
”
}∇w}L2pOq ` }χ∇pηǫ ˚∇q}L2pOq
ı
` C}f}L2pOq}χ∇pηǫ ˚∇wq}L2pOq .
Similar to (19), ››p“ηǫ˚, ajkrs ‰wr,jq,ℓ››L2pOq ď C}∇a}L8pOq}∇w}L2pOq ;
thus applying Young’s inequality to inequality (97) we find that
}χ∇pηǫ ˚∇wq}2L2pOq ď C
”
}a}W 1,8pOq`}a}2W 1,8pOq
ı
}∇w}2L2pOq`C}f}2L2pOq
`C}q}L2pOq}∇w}L2pOq
ď C
”`
1`}a}2W 1,8pOq
˘}∇w}2L2pOq`}w}2L2pOq`}f}2L2pOq`}g}2H´0.5pΓqı .
By (93), the right-hand side of the estimate above is independent of ǫ, we can pass
ǫÑ 0 and find that w P H2locpOq satisfying
}χ∇2w}2L2pOq
ď C
”`
1`}a}2W 1,8pOq
˘}∇w}2L2pOq`}w}2L2pOq`}f}2L2pOq`}g}2H´0.5pΓqı (98)
for some constant C depending on ∇χ.
Let ψ P H2pOq be given, and ϕ “ χ∇ψ be a test function in (27). Then
pχq,∆ψqL2pOq “ ´pajkrswr,j , pχψ,sq,kqL2pOq ` pχf ´ q∇χ,∇ψqL2pOq
“ `pajkrsχwr,jq,k, ψ,s˘L2pOq ´ pajkrswr,jχ,k, ψ,sqL2pOq ` pχf ´ q∇χ,∇ψqL2pOq ;
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thus χq is a distributional solution to
∆pχqq “ f1 ” ´
“
ajkrsw
r
,j∇χ
‰
,s
` “pajkrsχwr,jq,k‰,s ´ divpχf ´ q∇χq in O ,
χq “ 0 on Γ .
Since f1 P H´1pOq satisfies that
}f1}H´1pOq ď C
”
}ajkrswr,j∇χ}L2pOq ` }pajkrsχwr,jq,k}L2pOq ` }χf ´ q∇χ}L2pOq
ı
ď C
”
}a}W 1,8pOq}∇w}L2pOq ` }a}L8pOq}χ∇2w}L2pOq ` }f}L2pOq ` }q}L2pOq
ı
,
we find that q P H1locpOq, and
}χq}H1pOq ď C}a}L8pOq
`
1` }a}W 1,8pOq
˘}∇w}L2pOq
` C`1` }a}L8pOq˘”}w}L2pOq ` }f}L2pOq ` }g}H´0.5pΓqı (99)
for some constant C depending on ∇χ.
Estimates near the boundary: Now we focus on the boundary regularity. Let
tχmuKm“1 be cut-off functions supported near the boundary Γ introduced in Section
6.3. For a fixedm, define ra “ p∇θmq´1, rχ “ χm˝θm in sptprχmq, prw, rqq “ pw, qq˝θm
in B`p0, rmq, and let
ϕs “ “θsm,ℓ`Λǫprχ2pΛǫpraℓj rwjq,1qq,1˘‰ ˝ θ´1m
be a test function in (27), where if x “ θmpyq, then ,1 denotes the partial derivative
with respect to y1. Since
ϕs ˝ θm “ θsm,ℓ
`
Λǫprχ2pΛǫpraℓj,1 rwjq,1qq˘` 2θsm,ℓ`Λǫprχrχ,1pΛǫpraℓj rwjq,1qq˘
` θsm,ℓ
`
Λǫprχ2p“Λǫ, raℓj ‰ rwj,1q,1q˘` θsm,ℓ`Λǫprχ2raℓj,1pΛǫrwj,1qq˘
` θsm,ℓ
`
Λǫprχ2raℓjpΛǫrwjq,11q˘ ,
similar to (95) we have`
ajkrsw
r
,j , ϕ
s
,kqL2pOq
“ `pajkrs ˝ θmqraℓjrwr,ℓ, raik“θsm,ℓ`Λǫprχ2pΛǫpraℓp rwpq,1qq,1˘‰,i˘L2pB`p0,rmqq
ě `λ´ }ra}2L8pB`p0,rmqq}a´ Idb Id}L8pOq˘}rχpΛǫ∇rwq,1}2L2pB`p0,rmqq
´ C}a}W 1,8pOq}∇w}L2pOq
”
}rχpΛǫ∇rwq,1}L2pB`p0,rmqq ` }w}H1pOqı ,
in which we use the property that raℓjraijξℓξi ě λ|ξ|2 for some positive constant λ.
Similar to (96), by raki θim,ℓ “ δkℓ and raji rwi,j “ pdivwq ˝ θm “ 0 in B`p0, rmq,
´pq, divϕqL2pOq “ ´
`rq, raki “θim,ℓ`Λǫprχ2pΛǫpraℓj rwjq,1qq,1˘‰,k˘L2pB`p0,rmqq
“ ´`rq, “Λǫprχ2pΛǫpraℓj rwjq,1qq,1‰,k˘L2pB`p0,rmqq
ě´C}q}L2pOq
”
}w}H1pOq ` }rχpΛǫ∇rwq,1}L2pB`p0,rmqqı .
Moreover, for the two integrals over the boundary, we have
pw 1, ϕ 1qL2pΓq ě }rχpΛǫrwq,11}2L2pBp0,rmqXty2“0uq
´ C}rχpΛǫrwq,11}L2pBp0,rmqXty2“0uq”}rχpΛǫrwq,1}L2pBp0,rmqXty2“0uq ` }w}L2pΓqı
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and `
g, ϕqL2pΓq ď C}g}L2pΓq
”
}rχpΛǫrwq,11}L2pBp0,rmqXty2“0uq ` }w}H1pΓqı;
thus the use of ϕs “ “θsm,ℓ`Λǫprχ2pΛǫpraℓj rwjq,1qq,1˘‰ ˝ θ´1m as a test function in (27)
suggests that
λ
2
}rχpΛǫ∇rwq,1}2L2pB`p0,rmqq ` ε2 }rχpΛǫrwq,11}2L2pBp0,rmqXty2ą0uq
ď C`1` }a}2W 1,8pOq˘}w}2H1pOq ` C”}q}2L2pOq ` }f}2L2pOqı
` Cε}g}2L2pΓq ` ε}w}2H1pΓq
ď C
”`
1` }a}2W 1,8pOq
˘}w}2H1pOq ` }f}2L2pOq ` }g}2H´0.5pΓqı` Cε}g}2L2pΓq .
We note here that Cε “ Opε´1q.
Sum the estimates above over all m. Since the right-hand side of the estimate
above is independent of ǫ, letting U “
KŤ
m“1
 
χm ą 1{2
(
, we conclude that
λ}Bw}2H1pUq`ε}w}2H2pΓq
ď C
”`
1`}a}2W 1,8pOq
˘}w}2H1pOq`}f}2L2pOq`}g}2H´0.5pΓqı`Cε}g}2L2pΓq .
(100)
Let ϕi “ “θim,ℓ rχΛǫpraℓjψjq,1‰ ˝ θ´1m be a test function in (27). First of all we find
that
pq, divϕqL2pOq “ ´
`pajkrs ˝ θmqrapj rwr,p, raqk“θsm,ℓ rχΛǫpraℓiψiq,1‰,q˘L2pB`p0,rmqq
` εprw 11, θim,ℓ rχΛǫpraℓjψjq,1˘L2pB`p0,rmqXty2“0uq
` `f ˝ θm, θim,ℓ rχΛǫpraℓjψjq,1˘L2pB`p0,rmqq
` `g ˝ θm, θim,ℓ rχΛǫpraℓjψjq,1˘L2pB`p0,rmqXty2“0uq .
By raki θim,ℓ “ δkℓ and the Piola identity rakj,k “ 0,
pq, divϕqL2pOq “
`rq, raki “θim,ℓ rχΛǫpraℓjψjq,1‰,k˘L2pB`p0,rmqq
“ `rq, raki `θim,ℓ rχ˘,kΛǫpraℓjψjq,1 ` rχΛǫprakjψj,kq,1˘L2pB`p0,rmqq
“ `Λǫpraki pθim,ℓ rχq,krqq, praℓjψjq,1˘L2pB`p0,rmqq´ `Λǫprχrqq,1, rakjψj,k˘L2pB`p0,rmqq .
Therefore, if we define a bounded linear function T : VÑ R by
T pϕq “ `Λǫpraki pθim,ℓ rχq,krqq, prakjψjq,1˘L2pB`p0,rmqq
´ `Λǫ“θsm,ℓ rχraqk`pajkrs ˝ θmqrapj rwr,p˘,q‰, praℓiψiq,1˘L2pB`p0,rmqq
´ εpΛǫ
“
θim,ℓ rχrw 11‰, praℓjψjq,1˘L2pB`p0,rmqXty2“0uq
´ `Λǫ“θim,ℓ rχpf ˝ θmq‰, praℓjψjq,1˘L2pB`p0,rmqq
´ `Λǫ“θim,ℓ rχpg ˝ θmq‰, praℓjψjq,1˘L2pB`p0,rmqXty2“0uq ,
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by the Lagrange multiplier lemma (with aji “ raji ) we find that Λǫprχrqq,1 is the
Lagrange multiplier associated to T , and
}Λǫprχrqq,1}L2pB`p0,rmqq ď C”}q}L2pOq ` }a}L8pOq}χ∇2w}L2pOq
` }∇a}L8pOq}∇w}L2pOq ` ε}w}H2pΓq ` }f}L2pOq ` }g}L2pΓq
ı
ď C`1` }a}L8pOq˘`1` }a}W8pOq˘}w}H1pOq
` C`1` }a}L8pOq˘”}f}L2pOq ` }g}H´0.5pΓqı` C}g}L2pΓq .
Passing ǫ to zero, we obtain that
}prχrqq,1}L2pB`p0,rmqq ď C`1` }a}L8pOq˘`1` }a}W 1,8pOq˘}w}H1pOq
` C`1` }a}L8pOq˘”}f}L2pOq ` }g}H´0.5pΓqı` C}g}L2pΓq . (101)
Estimates of normal derivatives of w and q: Since pw, qq P H2locpOqˆH1locpOq,
(26) holds almost everywhere. Making the change of variable x “ θmpyq, (26a,b)
are transformed to
´“raℓkpajkrs ˝ θmqraij rwr,i‰,ℓ ` raksrq,k “ pf ˝ θmq in B`p0, rmq , (102a)raji rwi,j “ 0 in B`p0, rmq . (102b)
Differentiating (102b) with respect to y2, after rearrangement we find that
´pajkrs ˝ θmqra2jra2krwr,22 ` ra2srq,2 “ f s2 in B`p0, rmq , (103a)ra2i rwi,22 “ f3 in B`p0, rmq , (103b)
where f2 and f3 are given by
f s2 ” pf ˝ θmq `
“raℓkpajkrs ˝ θmqraij‰,ℓrwr,i ` pajkrs ˝ θmqra1jra1krwr,11
` 2pajkrs ˝ θmqra1jra2krwr,12 ´ ra1srq,1 ,
f3 ” ´ra2i,2rwi,2 ´ ra1i rwi,12 ´ ra1i,2rwi,1 ,
and satisfy
}rχf2}L2pB`p0,rmqq ` }rχf3}L2pB`p0,rmqq ď C”}f}L2pOq ` }rχrq 1}L2pB`p0,rmqq
` `1` }a}W 1,8pOq˘}w}H1pOq ` `1` }a}L8pOq˘}rχrw 1}H1pB`p0,rmqqı
ď C`1` }a}L8pOq˘`1` }a}W8pOq˘}w}H1pOq
` C`1` }a}L8pOq˘”}f}L2pOq ` }g}H´0.5pΓqı` Cε}g}L2pΓq .
Write (103) in the matrix form»——–
´pajk11 ˝ θmqra2jra2k ´pajk21 ˝ θmqra2jra2k ra21
´pajk12 ˝ θmqra2jra2k ´pajk22 ˝ θmqra2jra2k ra22ra21 ra22 0
fiffiffifl
»——–
rχrw1,22rχrw2,22rχrq,2
fiffiffifl “
»——–
rχf12rχf22rχf3
fiffiffifl .
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Since ajkrs « δjkδrs and detpraq “ detp∇θmq´1 “ 1,
det
¨˚
˚˝
»——–
´pajk11 ˝ θmqra2jra2k ´pajk21 ˝ θmqra2jra2k ra21
´pajk12 ˝ θmqra2jra2k ´pajk22 ˝ θmqra2jra2k ra22ra21 ra22 0
fiffiffifl‹˛‹‚« “pra21q2 ` pra22q2‰2 ‰ 0 .
Therefore, (103) is solvable, and
}rχrw,22}L2pB`p0,rmqq ` }rχrq,2}L2pB`p0,rmqq
ď C
”
}rχf2}L2pB`p0,rmqq ` }rχf3}L2pB`p0,rmqqı
ď C`1` }a}L8pOq˘`1` }a}W8pOq˘}w}H1pOq (104)
` C`1` }a}L8pOq˘”}f}L2pOq ` }g}H´0.5pΓqı` Cε}g}L2pΓq .
Estimate (28) then follows from the combination of (98), (99), (100), (101), and
(104).
Part 2: Next, we assume that a P W 1,4pOq and pw, qq P H10 pOq ˆ L2pOq is a
weak solution to (29). Let ε be a smoothing parameter and aε P W 1,8pOq be a
sequence converging to a in W 1,4pOq, and aε still satisfies the requirement (25) by
the following construction: let E : W 1,4pOq ÑW 1,4pR2q be an extension map, and
aε is defined by
aε “ ηε ˚ pEaq .
Let wε be the weak solution to
´“paεqjkrswεr,j ‰,k ` qε,s “ f s in O , (105a)
divwε “ 0 in O , (105b)
wε “ 0 on Γ ; (105c)
that is,`paεqjkrswεr,j , ϕs,k˘L2pOq “ pf, ϕqL2pOq @ ϕ P H10,divpOq ” H10 pOq XH1divpOq .
The existence of a weak solution is guaranteed by the Lax-Milgram theorem, and
wε satisfies the basic energy estimate
}wε}H1pOq ď C}f}L2pOq . (106)
(A different version of) the Lagrange multiplier lemma then suggests that there
exists a unique q P L2pOq such that`paεqjkrswεr,j , ϕs,k˘L2pOq ` pqε, divϕqL2pOq “ pf, ϕqL2pOq @ϕ P H10 pOq (107)
and
}qε}L2pOq ď C
”
}∇wε}L2pOq ` }f}L2pOq
ı
ď C}f}L2pOq . (108)
The argument in part 1 then can applied again (in the case ε “ 0 and g “ 0) to
show that pwε, qεq P H2pOq ˆH1pOq.
Since pwε, qεq is a strong solution, we can perform the estimates as those in Part
1 in a slightly different fashion. To illustrate the idea, we focus on the interior
estimates. The same as part 1, we use ηǫ ˚ rχ2pηǫ ˚wεs,ℓ qs,ℓ as a test function in (30),
here we emphasize that here the convolution parameter is ǫ instead of ε. This time
we integrate by parts in xℓ first and then move the convolution around next (in
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part 1 we move the convolution around first then integrate by parts for the next
step since the solution does not belong to H2pOq yet) to obtain that
´ `paεqjkrswεr,j , ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,ℓk˘L2pOq
“ `“paεqjkrswεr,j ‰,ℓ, ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,k˘L2pOq
“ `paεqjkrsχpηǫ ˚wεr,ℓjq, χpηǫ ˚ wεs,ℓkq˘L2pOq
` `“ηǫ˚, paεqjkrs ‰wεr,ℓj , rχ2pηǫ ˚ wεsq,ℓs,k˘L2pOq
` 2`paεqjkrswεr,ℓj , ηǫ ˚ rχχ,kpηǫ ˚ wεs,ℓ qs˘L2pOq
` `paεqjkrs,ℓwεr,j , ηǫ ˚ rχ2pηǫ ˚ wεsq,ℓs,k˘L2pOq .
By (18) and the basic energy estimate (106),
}χpηǫ ˚∇2wεq}2L2pOq ď
`“paεqjkrswεr,j ‰,k, ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,ℓ˘L2pOq
` }a´ Idb Id}L8pOq}χpηǫ ˚∇2wεq}2L2pOq
` Cǫ}aε}W 1,8pOq}χ∇2wε}L2pOq
”
}f}L2pOq ` }χpηǫ ˚∇2wεq}L2pOq
ı
` C}aε}L8pOq}χ∇2wε}L2pOq}f}L2pOq
` C}∇aε}L4pOq}χ∇wε}L4pOq
”
}f}L2pOq ` }χpηǫ ˚∇2wεq}L2pOq
ı
.
Since wε P H2pOq independent of ǫ, by Young’s inequality and passing ǫ Ñ 0 we
find that
}χ∇2wε}2L2pOq ď
`“paεqjkrswεr,j ‰,k, ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,ℓ˘L2pOq
` `}a´ Idb Id}L8pOq ` δ˘}χ∇2wε}2L2pOq (109)
` Cδ
”`
1` }aε}2L8pOq
˘}f}2L2pOq ` }∇aε}2L4pOq}χ∇wε}2L4pOqı .
By interpolation,
Cδ}∇aε}2L4pOq}χ∇wε}2L4pOq ď Cδ}∇aε}2L4pOq}χ∇wε}L2pOq}χ∇wε}H1pOq
ď Cδ}∇aε}2L4pOq}∇wε}L2pOq
”
1` }χ∇2wε}L2pOq
ı
ď Cδ
”
1` }∇aε}4L4pOq}∇wε}2L2pOq
ı
` δ}χ∇2wε}2L2pOq ;
thus by choosing δ ą 0 small enough, with the smallness assumption (25) we find
that (109) suggests that
}χ∇wε}2L2pOq ď
`“paεqjkrswεr,j ‰,k, ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,ℓ˘L2pOq
` C
”
1` }f}2L2pOq ` }∇aε}4L4pOq}∇wε}2L2pOq
ı
.
(110)
On the other hand, we have
´ `qε, div“ηǫ ˚ rχ2pηǫ ˚ wε,ℓqs,ℓ‰˘L2pOq “ ´`qε, ηǫ ˚ rχ2pηǫ ˚ wεs,ℓ qs,ℓs˘L2pOq
“ ´2`qε, ηǫ ˚ rχχ,spηǫ ˚ wεs,ℓ q‰,ℓ˘L2pOq
ď C}qε}L2pOq
”
}∇w}L2pOq ` }χpηǫ ˚∇2wεq}L2pOq
ı
ď Cδ}f}2L2pOq ` δ}χpηǫ ˚∇2wεq}2L2pOq
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which implies (by passing ǫÑ 0) that
pqε,s, pχ2wε,ℓq,ℓ
˘
L2pOq
ď Cδ}f}2L2pOq ` δ}χ∇2wε}2L2pOq (111)
Moreover,
´ `f, pχ2wε,ℓq,ℓ˘L2pOq ď Cδ}f}2L2pOq ` δ}χ∇2wε}2L2pOq . (112)
By choosing δ ą 0 small enough, the combination of (110), (111) and (112) together
with interpolation then suggests that
}χ∇2wε}2L2pOq ď C
”
1` }f}2L2pOq ` }∇aε}4L4pOq}∇wε}2L2pOq
ı
.
The interior H1-estimate of qε is done in the same way as part 1 (via a different
version of the Lagrange multiplier lemma), and the estimates near the boundary
can be done in the same fashion (by integrating by parts first then moving the con-
volution around) as the interior estimates. Moreover, the estimates of the normal
derivatives of wε and qε are obtained in the same way as part 1, so we conclude
that
}wε}2H2pOq ` }qε}2H1pOq ď C
”
1` }f}2L2pOq ` }∇aε}4L4pOq}∇wε}2L2pOq
ı
. (113)
Since a P W 1,4pOq, the right-hand side of the estimate above is independent of
ε. Therefore, there is a sequence εj such that pwεj , qεj q converges weakly to some
function pw, qq P H2pOq ˆ H1pOq. Moreover, since aε Ñ a in W 1,4pOq, the vari-
ational identity (107) converges to (30); thus pw, qq must be the weak solution to
(29). Finally, estimate (31) is a direct consequence of (113) by passing ε to the
limit. ˝
Appendix B. Proof of Lemma 6.1
Before proceeding to the proof of Lemma 6.1, we state the following simple
proposition which can be proved easily by interpolation.
Proposition B.1. Let f P L2p0,T;H0.5pΓqq h0 P H2.5pΓq, and h P H1pTq be a
strong solution to
h2 ` ε2h2t “ f on Γˆ p0,Tq , (114a)
h “ g on Γˆ tt “ 0u . (114b)
Then h P L2p0,T;H2.5pΓqq and satisfies
}h1}2L2p0,T;H1.5pΓqq ď C
”
ε2}g}2H2.5pΓq ` }f}2L2p0,T;H0.5pΓqq
ı
. (115)
Lemma 6.1 Let pw, q, hq P WpTq ˆ QpTq ˆ H1pTq be a strong solution to (73).
Then ż T
0
}hptq}2H2.5pΓqdt ď C
”
1` }h0}2H1.5pΓq ` }v}2VpTq ` }q}2QpTq
ı
. p75q
In particular, the corresponding J, A and Ψ satisfyż T
0
”
}A}2H2pOq ` }J}2H2pOq ` }∇ψ}2H2pOq
ı
dt
ď C
”
1` }h0}2H2pΓq ` }v}2VpTq ` }q}2QpTq
ı
.
p76q
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Proof. We note that (73c) can be rewritten as
p1`b0hεεqh2
g3{2
N` ε2w 11 “ f on Γˆ p0,Tq , (116)
where f is given by
f s “ ψi,s
“
A
j
ℓv
i
,j ` Aji vℓ,j ´ qδℓi
‰
AkℓNk `
p1`b0hεεq2 ` 2h12εε ` hεεh1εεb10
g3{2
Ns
and satisfies
}f}L2p0,T;H0.5pΓqq ď C
”
}v}VpTq ` }q}QpTq ` 1
ı
.
We first show that h indeed belongs to L8p0,T;H2.5pΓqq (with an ε-dependent
estimate), and then use this fact to obtain estimate (75).
Taking the inner product of (116) and N, by the Leibniz rule we obtain that” p1`b0hεεq
g3{2
h` ε2pw ¨Nq
ı2
“ rf
where rf is given by
rf ” f ¨ N` ε2w ¨N2 ` 2ε2w 1 ¨N1 ` ” p1`b0hεεq
g3{2
ı2
h` 2
” p1`b0hεεq
g3{2
ı1
h1 .
We note that due to the convolution, rf P L2p0,T;H0.5pΓqq. Therefore, by elliptic
regularity,
p1`b0hεεq
g3{2
h` ε2pw ¨Nq “ g P L2p0,T;H2.5pΓqq .
Since w satisfies ht “ w ¨ N
1`b0hεε , we can further rewrite the equation above as
g´3{2h` ε2ht “ g
1`b0hεε .
Solving the ODE above using the method of integrating factor, we find that h P
L8p0,T;H2.5pΓqq.
Now we rewrite (116) as
h2N` ε2 w
11
1`b0hεε “
f
1`b0hεε ` p1 ´ g
´3{2qh2N
which, by projecting to the normal direction, further suggests that
h2 ` ε2h2t “ sf (117)
with sf satisfying
} sf}H0.5pΓq ď C”}f}H0.5pΓq``}h}H1.55pΓq`}g´1}H0.55pΓq˘}h}H2.5pΓq`ε2}w}H1.5pΓqı
ď C
”
}f}H0.5pΓq` ς}h}H2.5pΓq`}h}H1.55pΓq}v}H1.5pΓq
ı
ď C
”
}f}H0.5pΓq ` }v}H2pOq ` ς}h}H2.5pΓq
ı
,
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where we use w “ JAv and (41) to derive the estimate above. Therefore, by
Proposition B.1,ż T
0
}h1}2H1.5pΓqdt˜ďC
”
ε2}h0ε}2H2.5pΓq`
ż T
0
“}f}2H0.5pΓq`}v}2H2pOq` ς}h}2H2.5pΓq‰dt˜ı
ď C
”
}h0}2H1.5pΓq`}v}2VpTq`}q}2QpTq`1
ı
`Cς
ż T
0
}h}2H2.5pΓqdt˜ . (118)
On the other hand, the evolution equation (73d) implies that
}hptq}L2pΓq ď }h0}L2pΓq`
ż t
0
››› pJATNq ¨ v
1`b0hεε
›››
L2pΓq
dt˜ ď }h0}L2pΓq`
?
t}v}L2p0,t;H2pOqq ,
and (75) following from the combination of (118) and the estimate above since
ς ! 1. ˝
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