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Abstract
For a given connected set Γ in d−dimensional Euclidean space, we con-
struct a connected set Γ˜ ⊃ Γ such that the two sets have comparable Haus-
dorff length, and the set Γ˜ has the property that it is quasiconvex, i.e. any
two points x and y in Γ˜ can be connected via a path, all of which is in Γ˜,
which has length bounded by a fixed constant multiple of the Euclidean dis-
tance between x and y. Thus, for any set K in d−dimensional Euclidean
space we have a set Γ˜ as above such that Γ˜ has comparable Hausdorff length
to a shortest connected set containing K. Constants appearing here depend
only on the ambient dimension d. In the case where Γ is Reifenberg flat, our
constants are also independent the dimension d, and in this case, our theo-
rem holds for Γ in an infinite dimensional Hilbert space. This work closely
related to k−spanners, which appear in computer science.
Mathematics Subject Classification (2000): 28A75
Keywords: chord-arc, quasiconvex, k-spanner, traveling salesman.
Contents
1 Statement of main theorem 2
1.1 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Animation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Notation and tools 5
2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Cones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
∗Dep. of Mathematics, Univ. of Washington, Box 354350, Seattle, WA 98195-4350, U.S.A.
†Dep. of Mathematics, Stony Brook Univ., Stony Brook, NY 11794-3651, U.S.A.
1
ar
X
iv
:0
91
2.
13
56
v2
  [
ma
th.
M
G]
  6
 Ja
n 2
01
2
22.3 Nets, Grids, and Cubes . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 The Traveling Salesman Theorem . . . . . . . . . . . . . . . . . 8
2.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Constructing shortcuts 9
3.1 The Bridges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Three types of cubes . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.1 Definition of and construction at Flat-Bad cubes . . . . . . 12
3.2.2 Definition of and construction at Non-Flat balls . . . . . . 14
3.3 Estimating the total length . . . . . . . . . . . . . . . . . . . . . 16
4 Route finding: there are enough shortcuts 20
4.1 The Case of x or y not in Γ . . . . . . . . . . . . . . . . . . . . . 20
4.2 Main Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Proof of main lemma . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.1 Case 1: (x, y) ∩ Γ 6= ∅ . . . . . . . . . . . . . . . . . . . 23
4.3.2 Case 2.a: β(M ′B) < ε . . . . . . . . . . . . . . . . . . 23
4.3.3 Case 2.b: β(M ′B) > ε. Preliminaries . . . . . . . . . . . 25
4.3.4 Case 2.b.i: β(B(z,M ′rz)) < ε . . . . . . . . . . . . . . . 27
4.3.5 Case 2.b.ii: β(B(z,M ′rz)) ≥ ε . . . . . . . . . . . . . . 32
4.4 Putting it all together . . . . . . . . . . . . . . . . . . . . . . . . 34
1 Statement of main theorem
For a curve γ in Rd, let `(γ) denote the arclength of γ. For a set K ⊂ Rd, let
H 1(K) denote the 1−dimensional Hausdorff measure of K. We prove the fol-
lowing theorem.
Theorem 1.1. Let d ≥ 2. There exist constants C1, C2 > 1, C1 depending on d,
such that for any subset K ⊂ Rd there exists a connected set Γ˜ ⊂ Rd such that:
(i) Γ˜ ⊃ K.
(ii) H 1(Γ˜) ≤ C1H 1(Γ) for any connected Γ ⊃ K.
(iii) For any x, y ∈ Γ˜ there is a path connecting x and y, γx,y ⊂ Γ˜, with
`(γx,y) ≤ C2|x− y| .
A set Γ˜ satisfying property (iii) above is called quasiconvex.
3The case d = 2 was first shown by Peter Jones [Jon90] using complex analysis
machinery. This was a main tool in his proof of the planar analyst’s Traveling
Salesman Theorem.
Let us mention a relation to computer-science. For a (possibly weighted) graph
G = (V,E), a k-spanner is a subgraph with the same vertices, G′ = (V,E′), in
which every two vertices are at most k times as far apart onG′ (in the graph metric)
than on G. This is a useful concept in studying network optimization. A geometric
k−spanner is a graph over a set of vertices K in Euclidean space, such that the
graph distance is bounded by k times the Euclidean distance for any two points
in K. See [Mit04, NS07] for more details on how these are useful in computer
science. We note that the problem we are dealing with is harder than finding k-
spanners. For a given set K, we are concerned with finding a ‘not too long’ set Γ˜,
such that Γ˜ is a geometric k−spanner for itself, not just for the set K, in particular
we are building a network which is not too long, and in which all new nodes are
also well connected. (Also note that in our case, we must also treat the edges as
continua of nodes.)
The Traveling Salesman Theorem is a major tool used in our proof (see The-
orem 2.2 below). It holds in the setting of an infinite dimensional Hilbert space.
This is one reason why the authors believe the following.
Conjecture 1.2. Theorem 1.1 holds with constants independent of dimension and
in fact holds in the for the case where K is a subset of an infinite dimensional
Hilbert space.
See Remark 3.4 for a discussion of where our present proof breaks down in this
context. Under some flatness assumptions, however, we can say more. A set K
is called ε−Reifenberg flat (with holes) if for any ball B of radius r, we have that
K ∩B is contained inside a tube of radius εr, where ε > 0 is some fixed constant.
In Remark 3.5 below, we indicate how our proof of Theorem 1.1, coupled with
the proof of Theorem 2.2, yields the following theorem. (We, unfortunately, must
appeal to the proof of Theorem 2.2, and not its statement.)
Theorem 1.3. There exist constants C1, C2 > 1, and ε > 0 such that for any ε-
Reifenberg flat (with holes) set K ⊂ H , a (possibly infinite-dimensional) Hilbert
space, there exists a connected set Γ˜ ⊂H such that:
(i) Γ˜ ⊃ K.
(ii) H 1(Γ˜) ≤ C1H 1(Γ) for any connected Γ ⊃ K.
(iii) For any x, y ∈ Γ˜ there is a path connecting x and y, γx,y ⊂ Γ˜, with
`(γx,y) ≤ C2|x− y| .
4We note that the work presented in this paper is not the first extension of the
d = 2 version of Theorem 1.1. The following theorem holds for any Euclidean
space.
Theorem 1.4 ([Jon90, GJM92]). There is M > 0 such that if Γ is a rectifiable
simple closed curve in Rn and F (D) is a minimal surface with boundary Γ, then
there is a locally finite partition {Dj} of D such that:
1. F is a homeomorphism of Dj onto F (Dj),
2. F (∂(Dj)) is an M chord-arc curve, and
3.
∑
H 1(F (∂(Dn))) ≤MH 1(Γ).
As discussed before, for d = 2 this was done in [Jon90]. For d > 2 this was
shown by John Garnett, Peter Jones and Donald Marshall [GJM92]. They adapted
the analytic techniques of Jones’ original argument to the minimal surface spanned
by Γ.
Other related works are, for example, [KK92] and [DN95]. Kenyon and Kenyon
[KK92] is a mathematically weaker version of Theorem 1.1 for d = 2, which has
the advantage that is computationally tractable. Das and Narasimhan, in [DN95],
improve on [KK92] and extend to d > 2. Both of these fit within the k-spanner
setting in that they are concerned only with the well-connectedness of nodes in the
original set K, and not with the well-connectedness of the resulting set. Christo-
pher Bishop [Bis10], improves on Theorem 1.1 for d = 2. This work has the
advantage of being computationally tractable.
1.1 Organization
The paper is organized as follows. In Section 2 we set-up some notation and tools
we will use. In particular we denote by Γ a connected set of shortest Hausdorff
length containing K. In Section 3 we add the needed paths to Γ, giving us a
connected set Γ˜ which does not have length more than a constant times that of Γ.
In Section 4 we show that Γ˜ satisfies the properties of Theorem 1.1, in particular,
that any points x and y in Γ˜ can be connected via a path, all of which is in Γ˜, which
has length bounded by a fixed constant multiple of the Euclidean distance between
x and y.
1.2 Acknowledgements
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5and John Garnett for his helpful advice. The second author was supported in part
by NSF DMS 0502747 and NSF DMS 0800837 (renamed to NSF DMS 0965766).
1.3 Animation
The first author created some animation exemplifying the construction in this pa-
per. It is available at
http://www.math.sunysb.edu/˜schul/math/AzzamSC-link.html
2 Notation and tools
2.1 Notation
Let |A| denote the diameter of a set A. Let H 1(A) denote the 1-dimensional
Hausdorff measure of A and for a curve γ, let `(γ) denote the arclength of γ. See
[Mat95] for a discussion of Hausdorff measure and arclength. For a set A ⊆ Rd,
define
Aδ = {x ∈ Rd : dist(x,A) < δ}.
For points x, y ∈ Rd, and ρ ≥ 0, we will define
Rρ(x, y) := B(
x+ y
2
,
1 + ρ
2
|x− y|)
and let R(x, y) := R0(x, y). Also define
Sλ(x, y) = B(x, (1− λ)|x− y|) ∩B(y, (1− λ)|x− y|)
and let S(x, y) := S0(x, y). See Figure 2.
For a ball B, and a set K, define the Jones−β number, βK(B) by setting
βK(B)|B| to be the width of the smallest tube containing K ∩B, i.e.
βK(B) := inf
L line
sup
x∈B∩K
dist(x, L)
|B| .
We often omit the subscript K when it is clear from context. For M > 0, we let
MB denote the ball with the same center but diameter M |B|. See Figure 1.
If γ is a curve with initial and terminal points x and y, we say that γ is a
chord-arc path with constant C, if its arclength parametrization is a C-bilipschitz
function. If we do not specify C, we assume it is obvious from the context. In
this paper, we will be constructing chord-arc-paths with constant C2, where C2 is
a sufficiently large constant to be determined later.
Let Γ be a connected set containing K. We may assumeH 1(Γ) <∞.
6}
Figure 1: Geometrically, 2βK(B)|B| is the width of the smallest tube containing
the portion of K inside the ball B.
2.2 Cones
For a constant α > 1 and for any point ξ in a set A, define Cα,A the (α,A) cone
with apex ξ to be the union of connected components of the set
{z ∈ Rd : |z − ξ| < αdist(z,A)} (2.1)
which contain ξ in their closures (the case of their being more than one such com-
ponent is most evident in two dimensions when, say, A is a circle, although this
may still occur in higher dimensions; see Figure 4). We will let Cα(ξ) = Cα,Γ(ξ).
2.3 Nets, Grids, and Cubes
Let {∆k}k>0 be an increasing sequence of maximal 2−k-nets in Γ, and assume
|Γ| is small enough so that ∆0 = {ξ0}. Such a sequence may be constructed via
induction on k.
We also create a lattice in the complement of Γ that mimics a Whitney de-
composition. Let k0 be an integer to be chosen later. Let N0 be a 2−k0-net for
Γ1\Γ1/2, defineN ′k to be a 2−k−k0-net for
(
(Γ2−k\Γ2−k−1)
⋃
Nk−1
)
containing
Nk−1. Let Nk = (Γ2−k\Γ2−k−1) ∩N ′k . Let N =
⋃
Nk. The set N forms the
vertices of a “grid” in the complement of Γ upon which we will build our bridges
by constructing polygonal paths between nearby points in N . This will ensure
that the angles between segments in each path don’t become too small. We note
that, for k0 large enough, we may ensure that
x ∈ Nk and y ∈ N ∩B(x, 10 · 2−k−k0)⇒ y ∈ Nk−1 ∪Nk ∪Nk+1. (2.2)
7Also note that for all k > 0, every point in Γ2−k is within 2
−k−k0+2 of a point in
N . LetB0 = {B0} = {B(ξ0, 1)} and for k > 0,
Bk := {B(ξ, 2−k) : ξ ∈ ∆k}, andB =
⋃
Bk.
Note that B ∈ Bk implies 12B ∈ Bk+1.
We need a version of dyadic cubes in the spirit of Michael Christ or Guy David.
We do not have an underlying measure, so we cannot appeal to their constructions,
however we can use ideas from [Chr90, Dav88]. We fix a constant J = 100, and
give a family (i.e. tree) structure on ∪k∆kJ . For each x ∈ ∆kJ where k > 0, we
define a unique parent y ∈ ∆(k−1)J , so that |y − x| is minimized. If there is more
than one such possible y, choose arbitrarily. By the construction of ∆kJ , we have
that 2−kJ ≤ |y − x| < 2−kJ+1. Let D(x) be the collections of descendants of x
by the above family relation, and set Dj(x) = D(x) ∩∆j , where j here satisfies
j = Jl for some l ≥ 0.
For k ≥ 0, and x ∈ ∆kJ , let
Qo(x) =
⋃
l≥0
⋃
z∈Dj(x)
j=(l+k)J
B(z, 2−j−100) ,
and let Q(x) be the closure of Qo(x). Let Qk = {Q(x) : x ∈ ∆k} and Q =
∪kQk. We have have the properties described below.
Lemma 2.1. For k ≥ 0 we have the following.
(i) Γ = ∪x∈∆kJQ(x).
(ii) If x1, x2 ∈ ∆kJ , then Qo(x1) ∩Qo(x2) = ∅.
(iii) If x ∈ ∆kJ then B(x, 2−kJ−100) ⊂ Qo(x) ⊂ Q(x) ⊂ B(x, 2−kJ(1 +
2−J)) .
(iv) If l ≥ k, y ∈ ∆l, and Qo(x) ∩Qo(y) 6= ∅ then Qo(x) ⊃ Qo(y).
We note that if Γ ⊂ Rd then the quantity #Dj(x) grows exponentially in j,
with fixed base, depending on the dimension d. We will not make use of this fact,
nor will we need any bound on this growth except under special circumstances,
where we will have explicit bounds which will be independent of d.
Proof. First, (i) follows from the definition and induction on k. To see (ii), suppose
that y ∈ Qo(x1) and assume that y ∈ D(x1). Then, dist(x, y) ≤
∑l−1
p=0 2
−pJ2−kJ ≤
2−kJ(1 + 2−J). Furthermore, if x′ ∈ D(x1) ∩D(k+1)J with y ∈ D(x′), then
dist(x′, x2) ≥ dist(x′, x1) ,
8and by the triangle inequality, 2dist(x′, x2) ≥ dist(x1, x2) ≥ 2−kJ giving us
dist(x′, x2) ≥ 2−kJ−1 Also, as above, dist(x′, y) ≤ 2−kJ−J(1 + 2−J). Using
the triangle inequality again,
dist(y, x2) ≥ 2−kJ−1 − 2−kJ−J(1 + 2−J) > 2−kJ−1(1− 2−J)
for J > 2, for example J = 100. This gives that y /∈ B(x2, 2−kJ−100+1). We can
run the same argument for any other ball in the definition of Qo(x2). In particular,
we get (ii) by the density of D(x1) in Qo(x1). Similarly, (iii) and (iv) follow as
well.
For a cube Q, denote by MQ the set {x : dist(x,Q) ≤ Mdiam(Q)}. We will
assume M > 2J+2.
2.4 The Traveling Salesman Theorem
The last tool we use is the following theorem:
Theorem 2.2 ((Analyst’s) Traveling Salesman Theorem). For a set K in a Hilbert
spaceH , define
βK = |K|+
∑
k
∑
B∈Bk
β2K(MB)|B|.
There is M0 such that for M > M0 and any set K, if βK is finite, then K may be
contained in a connected set Γ such that
H 1(Γ) . βK .
Moreover, if Γ is any rectifiable set of finite length, then
βΓ .H 1(Γ)
for any M > 1.
Note that this imples that if Γ ⊂H is a connected set, then
βΓ ∼H 1(Γ)
This theorem was originally proved for H = C by Peter Jones [Jon90], then
generalized to H = Rd by Kate Okikiolu [Oki92], and to infinite dimensional
Hilbert spaces by the second author of this paper [Sch07].
We now begin the proof of the main theorem by showing we may contain Γ in
a set Γ˜ satisfying
H 1(Γ˜) .H 1(Γ) + β(Γ) .H 1(Γ) .
9Remark 2.3. By the proof of the Traveling Salesman Theorem, we may assume,
by allowing an increase of H 1(Γ) by a constant multiple, that Γ satisfies the fol-
lowing properties for balls B with center in Γ and β(2B) < ε, with ε sufficiently
small
• There is a component of Γ ∩B with diameter at least |B|(1− ε).
• The Hausdorff distance between Γ ∩ B and L ∩ B is bounded by 4ε|B| for
some affine line L.
Furthermore, if Γ had initially been ε−Reifenberg flat with holes, then the above
may be achieved while keeping Γ 2ε−Reifenberg flat; if K is ε−Reifenberg flat
with holes, then one may construct Γ ⊃ K 2ε−Reifenberg flat and such that
H 1(Γ) . H 1(Γ′) for any Γ′ ⊃ K. Henceforth, we shall assume Γ has these
properties.
2.5 Outline
Let us give a rough idea of our plan. The proof of the theorem is a stopping time
process run on a family of balls centered along Γ. The idea is that when a certain
stopping time function becomes too big on one of the balls, this tells us to build a
bridge between points. At first, it would seem that we merely have to check when
the β-number of a ball was too large since this would detect a bend in the curve
Γ where one should build a short-cut. However, this doesn’t account for the case
of sets which have small β on all scales but contain a lot of length. (It is amusing
to note that if we didn’t have the assumption that Γ had finite length, then Γ could
possibly satisfy β(MB) ∼ ε for all sufficiently small balls B with centers in Γ, in
which case all balls will be “flat” or have small β, but Γ will have dimension at least
1 + cε2 for some constant c independent of ε; see [BJ97] or exercises in chapter
X of [GM08]. A simple example of such a set is a flat Von-Koch snowflake).
Therefore, it is necessary to keep a history of the β-numbers through the stopping
time process, that is, not only do we keep track of the β of a ball but also of the balls
in the previous generations containing it (see condition (3.2) below). We run the
stopping time process until a chain of balls have accumulated a large total amount
of β-numbers, and in this event we add a bridge. Separate treatment is given to
balls with β(MB) bounded away from zero.
3 Constructing shortcuts
In this section we will classify all balls into three classes and explain how we build
bridges in each of those cases. We will record some of their properties, and use
10
those in Section 4.
3.1 The Bridges
The general idea for building a bridge between two points in Γ inside a ball B is
to pick a point z ∈ Γc whose distance from each of those points is ∼ |B| and then
connect it to both of those points. This is not as trivial as it sounds. If one is not
careful enough, it may be the case that after adding all our bridges to Γ to form
Γ˜, while each pair of points in Γ may be joined by a path of small relative length,
points between the bridges themselves may have to travel a long relative distance to
reach each other. To see this, imagine two bridges connecting two different pairs of
points in Γ, but their middles being very close (i.e. they form a narrow overpass).
Building our bridges as polygonal paths with vertices in N will help guarantee
that points on different bridges can only be as close as their distance from Γ.
Lemma 3.1. Suppose ξ ∈ Γ, z ∈ Nk ∩ B(ξ, C2−k) ∩ Cα(ξ), ξ is in the closure
of some component A of Cα(ξ), and z and ξ may be joined by a path p in A.
Moreover, suppose p has the property that for any ball B = B(w, 2−j−k0+1) with
w ∈ Nj that intersects p, 2B ∩ p is connected. Then there is a path p′ connecting
z and ξ with the following properties:
a. p′ is a polygonal path in C2α(ξ) with vertices inN
b. `(p′) . `(p),
c. if [x, y] is an edge in the path p′ and x ∈ Nj for some j, then y ∈ Nj−1 ∪
Nj ∪Nj+1 and there is λ > 0 such that
Rλ(x, y) ∩ (N \{x, y}) = ∅ ,
and
d. |x− y| ∼ 2−j−k0 . Here, λ and all other implied constants are universal.
Proof. Since {B(w, 2−j−k0+1) : w ∈ Nj , j ≥ 0} is a cover of Γc, consider the
subcollectionC of all those balls that intersect p\{ξ}. Let γ : [0, `(p))→ p\{ξ} be
the arclength parametrization of p\{ξ}, Let I = {γ−1(2B) : B ∈ C }. Choose
a subcollection {Ij} ⊆ I so that the rightmost endpoint of Ij is contained in
Ij+1 and so that I0 = γ−1(B(z, 2−k−k0+2)), and so that no point in [0, `(p)) is
contained in more than two sets in {Ij}. Hence,
∑
`(Ij) . `(p). Let Bj ∈ C be
the ball so that Ij = γ−1(2Bj) and let wj be their centers, with w0 = 0. Then
2Bj ∩ 2Bj+1 6= ∅ and by (2.2), |wj − wj+1| . |Bj |. Moreover,∑
|Bj | .
∑
`(Ij) . `(p).
11
Let p′ be the path
⋃∞
j=0[wj , wj+1]. Then
`(p′) ≤
∑
|wj − wj+1| ≤
∑
2|Bj | . `(p).
Figure 2: On the left are the balls B(x, cr), B(y, cr), R(x, y), and the set S(x, y).
Then by slightly adjusting r in the definition of the latter two sets, we know there is
λ small such that Rλ(x, y) is contained in the shaded region B(x, cr)∪B(y, cr)∪
Sλ(x, y).
Hence we can find a polygonal path so that (b) is satisfied. We will now adjust
this path so that (b) is still satisfied but so that (c) is true. Let [x, y] be an edge in p′.
If x ∈ Nj , by the work above, y ∈ B(x, 2−j−k0+3) and hence is inNj−1 ∪Nj ∪
Nj+1 and |x − y| > 2−j−k0−1. Let r = |x − y|, then by the previous sentence
there is a constant b = b(k0) < 1, such that (B(x, br) ∪ B(y, br)) ∩N = ∅. By
some planar geometry, (see Figure 2), there exists a small constant λ = λ(b) > 0
such that
Rλ(x, y) ⊆ B(x, cr) ∪B(y, cr) ∪ Sλ(x, y).
Suppose that [x, y] didn’t satisfy (c). Let w ∈ Rλ(x, y) ∩ (N \{x, y}). Replace
the edge [x, y] with [x,w] and [w, y]. The total length we have added is no more
than [x, y], and moreover, since w 6∈ B(x, br) ∪ B(y, br), we have |w − x|, |w −
y| < (1 − λ)|x − y|. Repeat the process on these two new edges, checking to
see if they satisfy (c) and replacing them if not. This replacement can only happen
a finite number of times, since the vertices of any new edge we add must be in
Nj−1 ∪Nj ∪Nj+1 by (2.2), but their mutual distances are decreasing by a factor
12
of 1 − λ each time we add a new edge. By doing this on each edge in p′ a finite
number of times, we have adjusted p′ into a path that satisfies (c) and increased it’s
length by no more than some universal factor.
Suppose |x− y| is an edge with x ∈ Nj . We have already seen that |x− y| &
2−k−k0 . If |x − y| ≥ 10 · 2−k−k0 , then B(x+y2 , 2−k−k0+2) ∩N is empty by part
(c), but this contradicts the sentence following (2.2).
Finally, if k0 is large enough (depending on α), the final product p′ will be
contained in C2α(ξ), which gives (a).
Remark 3.2. We will only replace paths p with polygonal paths p′ when p satisfies
the conditions of this lemma. In fact, it so happens that the only paths p we ever
have to deal with are polygonal paths composed of either one segment or two
segments that make an angle of pi4 . Hence, when we refer to a path or polygonal
path, we will assume it has the properties in the lemma.
3.2 Three types of cubes
We will classify all cubes inQ as Flat-Good , Flat-Bad , or Non-Flat . Let δ, ε > 0
and M > 0, to be chosen later (see subsection 4.2). If B ∈ B satisfies β(MB) >
δε we say that B is of Non-Flat . If Q = Q(x) ∈ Qk is such that B(x, 2−kJ)
is Non-Flat , call Q Non-Flat as well. The rest of the cubes are divided into two
distinct classes:Flat-Good and Flat-Bad . The class Flat-Bad will be defined in the
following section, and the class Flat-Good will simply be all the cubes inQ which
are not of the types Flat-Bad or Non-Flat .
3.2.1 Definition of and construction at Flat-Bad cubes
Let ε > 0 and M > 0, to be chosen later, with ε  1M (see subsection 4.2).
Suppose Γ has diameter small enough so that β(Q0) < ε, where Q0 = Q(ξ0),
∆0 = {ξ0}. Call {Qj}kj=m a chain if Qj ∈ Qj , and Qj+1 is a child of Qj for each
j ≥ m.
Going through the cubes in order, consider the first cube Q (if it exists) such
that there is a chain {Qj}kj=0 so that Qk = Q ∈ Qk, β(Qj) < εδ for 0 < j ≤ k
and
k−1∑
j=1
β(MQj)
2 ≤ ε <
k∑
j=1
β(MQj)
2. (3.1)
This sum is essentially a truncated Jones function (see [GM08]). Call Qk Flat-
Bad . Let B = Bk = B(x, 2−kJ) where x is the center of Q. Pick z ∈ 2Bk ∩NkJ
closest to the center of B.
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For each ξ ∈ 2B ∩ ∆kJ (there will be at most three of these for ε small),
pick ξ′ ∈ B(ξ,Mε|B|) ∩ Γ that is closest to z, and note that, for small ε  1M ,
[z, ξ′] ⊆ Cα(ξ′), so by Lemma 3.1, we may connect z to ξ′ by a polygonal path (α
will be fixed in Section 4). See Figure 3.
Figure 3: Building bridges for Flat-Bad balls.
Remark 3.3. Building our path within a component of C2α(ξ′) in this way ensures
that the path won’t intersect Γ at too sharp an angle or get too close to Γ before
reaching ξ′, and for this reason it is in fact necessary for any curves we add to be
contained in cones centered on Γ.
It is also important to note why we can’t necessarily connect z directly to ξ
instead of the nearby point ξ′. In R2 this is evident since the point ξ′ may be
separated from z by Γ itself, making it impossible to connect z to ξ. In higher
dimensions, it may be the case that we can connect z to ξ by a polygonal path, but
possibly not without getting too close to Γ, which may be the case if Γ resembles
a Peano curve near ξ. In other words, if we had simply taken Cα(ξ) to be the
entire set in (2.1), it wouldn’t always be possible to build our path in Cα(ξ) since
whatever component we start building it in may not contain ξ in it’s closure (see
Figure 4). Hence, we will have to make due with building bridges to points ξ′ near
ξ ∈ ∆k.
We continue going through the tree in this manner. We stop and declare Qk to
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Figure 4: The shaded regions depict the set {z : |z − ξ| < αd(z,Γ)}, which may
have several components, some of which may not contain ξ in their boundaries.
be Flat-Bad every time we have Qk satisfying
k−1∑
j=m+1
β(MQj)
2 ≤ ε <
k∑
j=m+1
β(MQj)
2 (3.2)
for a chain of cubes {Qj}kj=m, so that {Qj}k−1j=m+1 are all not of type Non-Flat ,
where Qm is one of: Q0, a Non-Flat cube, or the previous Flat-Bad ;
Let z be any point in 2Bk ∩NkJ ∩Cα(ξ) closest to the center of Bk. For each
ξ ∈ ∆kJ ∩ 2Bk, we pick points ξ′ ∈ B(ξ,Mε2−k) closest to z and connect them
to z as before.
We remind the reader that if a cube is neither Flat-Bad or Non-Flat , call it
Flat-Good . Note that all the intermediate cubes {Qj}k−1j=m+1 in equation (3.2) are
Flat-Good .
3.2.2 Definition of and construction at Non-Flat balls
Let δ > 0, k1, and C > 2 be numbers to be specified later. We recall that a
ball B = B(ξ1, 2−k) is Non-Flat if β(MB) > δε. In this case, consider all
ξ2 ∈ B(ξ1, C2−k)\B(ξ1, 2−k+1) ∩∆k such that
(C1) ∃ηj ∈ B(ξj , 2−k)∩Γ, j = 1, 2, and z ∈ CCα(η1)∩CCα(η2)∩B(ξ1, C2−k)∩
B(ξ2, C2
−k)∩N ′k+k1 6= ∅ that can be connected to each ηj by a path p with
`(p) . 2−k.
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Figure 5: Building bridges from a Non-Flat ball.
By Lemma 3.1, the condition implies we may connect the ηj by a path of length
. 2−k. If we choose ε small enough, then if B ⊆ NB′, where 2−k ≤ |B′| ≤
2−k+1, 2 ≤ N ≤ 2M , and β(NB′) < ε we may pick ηj ∈ B(ξj ,Mε2−k) that
satisfy (C1) as in the case of Flat-Bad balls (since our set is so straight locally, the
cones Cα(ηj) will have large intersection for our choices of ξj). We then connect
those points by a polygonal path. This exception will be needed in Case 2 of
Lemma 4.3.
If a B′ as above does not exist for B, then just add a path connecting points η1
and η2 satisfying the condition (C1) .
Note that such pairs might not exist in general, but we will show below that
they exist often enough.
Remark 3.4. This is the only point in the proof that breaks down in infinite dimen-
sions, since we are controlling the number of bridges we build for a ball B ∈ Bk
by #(∆k ∩ MB), which is uniformly bounded so long as we work in finite di-
mensions. We do however conjecture that Theorem 1.1 still holds with constants
independent of dimension and in fact holds in the case of an infinite-dimensional
Hilbert space.
Remark 3.5. We note that if, for example, one has the assumption of the set K
being ε−Reifenberg flat (with holes), where ε is sufficiently small, then by the proof
of Theorem 2.2 (see [Sch07, Section 4, p. 365]), Γ can be constructed to be Cε-
Reifenberg flat (C > 0 being some universal constant), and hence #(∆k ∩MB)
will be uniformly bounded. In this case, the proof of Theorem 1.1 below gives
Theorem 1.3 with constants independent of the ambient dimension. In fact, in this
setting, one can replace Rd with an infinite-dimensional Hilbert space.
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3.3 Estimating the total length
Let Γ˜ be the union of Γ with all paths we have added for Flat-Bad cubes and Non-
Flat balls. The goal of this section is to bound the length of Γ˜.
Lemma 3.6. Let Γ˜ be as above. ThenH 1(Γ˜) .d H 1(Γ).
To prove this, we will need some additional lemmas. The following lemma
and it’s techniques will be used to help estimate the length we have added on from
Flat-Bad cubes. It will also be used later, when we find short paths between points
in Γ˜.
Lemma 3.7. There exists an ε0 > 0 and C > 0 such that for any K > 0 and any
connected compact Γ contained in any Hilbert space satisfying
(i) for any r < |Γ| and x ∈ Γ, we have
βΓ(B(x, r)) < ε0,
(ii) for any r < |Γ| and x ∈ Γ, we have that the Hausdorff distance between
B(x, r) ∩ Γ and B(x, r) ∩ L is less than 4ε0|B| for some line L.
(iii) for x ∈ Γ
∞∑
k=− log |Γ|
β2Γ(x, 2
−k) < K ,
we have
H 1(Γ) . |Γ|eCK .
Note that assumption (ii) is assured by Remark 2.3.
Remark 3.8. The assumptions (i) and (ii) above may be omitted, but that would
require a longer, more complicated proof. This lemma does not appear in the
literature for infinite dimensional Hilbert spaces. However, for the plane, this is
shown in [BJ94]. Also see Theorem X.2.1 in [GM08] as well as [Ler03].
Proof. Without loss of generality, we assume |Γ| = 1. Fix C ′ such that 110ε >
C ′ ≥ 1. We inductively construct a sequence of polygonal curves Pn as follows.
Let x0, x1 ∈ Γ be such that dist(x0, x1) = |Γ|. We set P0 = I∅ = [x0, x1] and
get `(P0) = 1. By property (ii), we have the existence of x2 ∈ Nε0 [x0, x1], the ε0
neighborhood of the interval [x0, x1] satisfying |x1 − x2| ∼C′ |x0 − x2|. We set
P1 = I0 ∪ I1 = [x0, x2] ∪ [x2, x1]. By the Pythagorean theorem we have that
`(P1) = |x2 − x0|+ |x1 − x2| ≤ 1 + Cβ2{x0,x2,x1}(x2, |x0 − x1|) .
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The constant C here depends only on the choice of C ′ above. We will abuse nota-
tion and, for a triple x0, x1, x2 as above, denote
β[x0, x1] := β
2
{x0,x2,x1}(x2, |x0 − x1|) .
We may now iterate this process on each of the intervals [x0, x2] and [x2, x1],
getting a polygonal curve P2 satisfying
`(P2) ≤ `(I0)(1 + Cβ2[x0, x2]) + `(I1)(1 + Cβ2[x2, x1])
= `(P1)
(
`(I0)
`(P1)
(1 + Cβ2(I0)) +
`(I1)
`(P1)
(1 + Cβ2(I1))
)
≤ `(P0)(1 + Cβ2(I∅))
( 1∑
i=0
`(Ii)
`(P1)
(1 + Cβ2(Ii))
)
.
Continuing inductively, we get by at the nth step a polygon with 2n edges,
satisfying
`(Pn) ≤
∑
ω∈{0,1}n
aωΠ
n
k=0(1 + Cβ[Iωk ])
where ωk is the truncation to the first k elements of ω, and 1 =
∑
ω∈{0,1}n aω.
Note that
Πnk=0(1 + Cβ[Iωk ]) ≤ eCK .
Also note that, by property (i), at the nth step, the vertices of Pn form a
(
1+C′
C′
)−n
net for Γ.
Remark 3.9. A few things things should be mentioned about the proof:
1. The choice of x2 between x0 and x1 is not important so long as we pick it
far from x0 and x1, i.e. d(x2, {x0, x1}) & |x0 − x1|. This ensures that our
sequence of paths will converge to Γ.
2. In the construction in the proof, we could have stopped iterating at a finite
polygonal path, or more generally, cease adjusting our sequence of curves
on some collection of segments. The resulting path, by virtue of being a
polygon or having corners, would not satisfy the conditions of the theorem
at the vertices, however it would still satisfy the conclusion of the lemma.
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3. Also note that condition (iii) can be replaced by∑
kJ>− log |Γ|
β2Γ(x,M2
−kJ) < K
since, for M large enough and ε0 small enough, this will imply (iii) (with
perhaps a different K).
We mention these facts since we will want to use the construction in this
proof to construct polygonal paths with vertices in
⋃
∆kJ using the Flat-
Bad condition on cubes.
Lemma 3.10. Let E(x, y) be the collection of maximal cubes Q with |Q| ≤
|S(x, y) ∩ Γ|, centers in S(x, y), and are not Flat-Good (so no cube in E(x, y)
is properly contained in another cube in E(x, y)). There exists ε0 > 0 such that
for any x, y ∈ Γ, if β(Rx,y) < ε0, then∑
Q∈E(x,y)
|Q| . |x− y|.
Proof. Let Γx,y = S(x, y) ∩ Γ. Let
Qx,y = {Q ∈ Q : Q has center in Γx,y and |Q| ≤ |Γx,y|}.
Let k be the largest number for which there is no Q ∈ Qk contained in Γx,y.
Construct a path as in Lemma 3.7 as follows. For j ≥ 1, choose points xj and yj in
∆(k+j)J ∩Γx,y closest to x and y respectively (so xj → x and yj → y as j →∞).
Note that [x1, y1]∪
⋃
j≥1[xj , xj+1]∪ [yj , yj+1] is a connected path connecting
x to y. Let P0 = [x1, y1]
Pick x′ ∈ ∆(k+1)J ∩ Γx,y closest to the midpoint of [x1, y1], replace P0 with
P1 = [x1, x
′] ∪ [x′, y1]. Continue this process, suppose we have a path Pn with
edge [a, b], a, b ∈ ∆(k+1)J and there is a point x′ ∈ ∆(k+1)J between a and b
closest to the midpoint between a and b (so d(x′, {a, b}) & |a− b|). Then replace
that edge with [a, x′]∪ [x′, b] to form Pn+1. If there is no such point between a and
b, then leave that edge.
In the end, we have constructed a path P 1 with vertices all points in ∆(k+1)J ∩
Γx,y. Repeat the process as follows. Take an edge [a, b], a, b ∈ ∆(k+1)J such that
either a or b is the center of a cube Q ∈ Qk+1 ∩Qx,y that is Flat-Good and is not
the child of a Flat-Bad or Non-Flat cube in Qx,y. On this edge, perform the same
as above, i.e. replace it with [a, x′] ∪ [x′, b] where x′ ∈ ∆(k+2)J ∩ Γx,y etc. This
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gives P 2. Continue inductively to get a sequence of paths Pn that converge to a
path P[x1,y1]. By Lemma 3.7 and Remark 3.9, `(P[x1,y1]) . |x1 − y1| if ε0 is small
enough (so that (i) of Lemma 3.7 is satisfied).
We can do similarly for each segment [xj , xj+1] and [yj , yj+1] to make paths
P[xj ,xj+1] and P[yj ,yj+1] respectively. Let
P = [x1, y1] ∪
⋃
j≥1
P[xj ,xj+1] ∪ P[yj ,yj+1]
and
`(P ) . |x1 − y1|+
∑
j≥1
(|xj − xj+1|+ |yj − yj+1|) . |x− y| ,
where the last inequality is just the summing of a geometric sum. Note that the
center a of any Q ∈ E(x, y) is the endpoint of an edge [a, b] ⊆ P of length
`([a, b]) ∼ |Q|. Let eQ = (a, a+b2 ). Then {eQ : Q ∈ E(x, y)} is a disjoint
collection of segments in P with `(eQ) ∼ |Q|, and thus∑
Q∈E(x,y)
|Q| . `(P ) . |x− y|,
which proves the claim.
Proof of Lemma 3.6. Recall that any path p added on for a Non-Flat ball B has
length . |B|. Thus, by Theorem 2.2, the total lengths of all paths p added may be
bounded as follows.∑
B Non-Flat
∑
p path for B
`(p) .
∑
B Non-Flat
|B| ≤
∑
B Non-Flat
β(MB)2
(δε)2
|B|
.H 1(Γ).
For a Flat-Bad cubeQ, let pQ be the path constructed for the ballQ as described
earlier. These have length . |Q|. Note that for each Flat-Bad cube Q, there is a
chain A(Q) = {Qm+1, ..., Qk} with Qk = Q, Bm+1, ..., Bk−1 all Flat-Good ,
and satisfying (3.2). Let D(Q) be the set of Flat-Bad descendants of Q that are
connected to Q by a chain of Flat-Good cubes. Then∑
Q Flat-Bad
`(pQ) .
∑
Q Flat-Bad
|Q| ≤ 1
ε
∑
Q Flat-Bad
∑
Q′∈A(Q)
|Q|β(MQ′)2
=
1
ε
∑
Q′ Flat-Good
β(MQ′)2
∑
Q∈D(Q′)
|Q|.
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We claim that ∑
Q∈D(Q′)
|Q| . |Q′|,
in which case the lemma will follow by Theorem 2.2. This follows by applying
Lemma 3.10 with x and y being points in Q′ that maximize |x− y|.
4 Route finding: there are enough shortcuts
We now turn to proving that Γ˜ is quasiconvex, that is, any two arbitrary points
x, y ∈ Γ˜ may be connected by a curve in Γ˜ of length . |x − y|. This is the final
step in proving Theorem 1.1 (as well as Theorem 1.3).
In the first section, we reduce to the case when x, y ∈ Γ, using the properties
in Lemma 3.1. After that, we state and prove the main lemma. Our main lemma
says that between any points x, y ∈ Γ there are bridges connecting points that are
almost collinear with x and y. In the last part of this section, we pull these results
together and conclude the main theorem.
4.1 The Case of x or y not in Γ
Lemma 4.1. There is a universal constant a > 0 such that if s1 and s2 are two
nonadjacent segments in Γ˜\Γ, then d(s1, s2) ≥ a ·min{|s1|, |s2|}.
Proof. Let [x, y] and [z, w] be two non-adjacent segments such that |x − y| ≥
|z − w|, x, y, z, w ∈ N , and suppose there are points x′ and z′ in each of these
segments respectively such that |x′− z′| = d([x, y], [z, w]) < a|z−w|, where a is
a small constant we will pick shortly. Set r = |x− y|.
Recall that by the definition of N , w, z 6∈ B(x, cr). If x′ ∈ B(x, c2r), we
know
x ∈ R(s, t) ⊆ R(z, w) ⊆ Rλ(z, w)
where (s, t) = [w, z]∩B(x, cr), but this contradicts Lemma 3.1. Hence, applying
a similar argument for y, we may assume
d(x′, {x, y}) > c
2
|x− y| (4.1)
The idea for the remainder of the proof is to shift the line [w, z] so that it
intersects [x, y], in which case both lines will lie in a plane and we can prove the
result more easily in this case. The general case will follow because the amount we
needed to shift is very small since we are assuming that the lines come very close
to each other. See Figure 6.
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Figure 6: Accompanying figure to Lemma 4.1.
Let v = x′ − z′, so |v| < a|z − w|. By Lemma 3.1, w, z 6∈ Rλ(x, y), and
if a is much smaller than λ, w + v, z + v 6∈ Rλ
2
(x, y) as well. Now let (s, t) =
[w+ v, z+ v]∩R(x, y), which, for a small enough with respect to c, is nonempty
by (4.1). If x+y2 ∈ (s, t), then
|w − z| = |(w + v)− (z + v)| ≥ 2 · 1 +
λ
2
2
|x− y| > |x− y|,
a contradiction. Hence (s, t) avoids the midpoint of [x, y]. Suppose now that x is
closer to (s, t) than y. Then for a much smaller than λ,
x ∈ R(s, t) ⊆ Rλ
2
(w + v, z + v) ⊆ Rλ(w, z),
again, a contradiction.
Corollary 4.2. To prove the main theorem, it suffices to show that if x, y ∈ Γ then
they are joined by a path of length . |x− y|.
Proof. If x, y are in the same segment or two adjacent segments in Γ˜, then we’re
done. If they are in two different segments sx and sy, then |x−y| ≥ amin{|sx|, |sy|},
but by (2.2), the endpoints of these segments are all of comparable distances be-
tween each other, so in fact |x − y| & max{|sx|, |sy|}. Let px and py be shortest
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paths connecting x and y to points x′, y′ ∈ Γ respectively. These paths will have
lengths ∼ |sx| and ∼ |sy| respectively by the construction (and Lemma 3.1), so
|x′ − y′| . |x− y|. Moreover, between x′ and y′, by assumption, there is a path p
connecting them of length . |x− y|, and thus the path px ∪ p∪ py connects x and
y and has length
`(px ∪ p ∪ py) . |sx|+ |x′ − y′|+ |sy| . |x− y|+ |x− y|+ |x− y| . |x− y|.
Suppose x ∈ Γ and y ∈ Γ˜\Γ. There is a path of shortest length py connecting y
to a point y′ ∈ Γ which has length `(py) ∼ d(y,Γ)) ≤ min{|y− y′|, |y− x|}, and
then a path pxy′ connecting y′ to x of length `(pxy′) . |x−y′|. If |x−y′| < 2|x−y|,
then
`(py ∪ pxy′) . |x− y|+ |x− y′| < 3|x− y|
and otherwise, if |x− y′| ≥ 2|x− y|, then
|x− y| ≥ d(y,Γ) ∼ |y − y′| ≥ |x− y′| − |x− y| ≥ |x− y|,
thus
|x− y| ∼ d(y,Γ) ∼ `(py) ∼ |y − y′|,
hence
`(py ∪ pxy′) . |x− y|+ |x− y′| ≤ 2|x− y|+ |y − y′| . |x− y|
and that finishes the proof.
4.2 Main Lemma
Lemma 4.3 (Main lemma). Let x, y ∈ Γ. Then we may find a path γ connecting x
and y that is either a chord-arc path in Γ or a union of segments S, with endpoints
in Γ and a set P ⊆ Γ˜ that satisfy
σ =
∑
s∈S
`(s) ≤ |x− y| (4.2)
and
H 1(P ) . |x− y| − σ. (4.3)
In the proof that follows, we set several constants. Let us mention our order of
choosing of the constants we use below so there is no ambiguity. Let φ be a small
angle that we will fix later. Then we will set α in terms of φ, and C in terms of φ
and α. We pick M to be large in terms of φ, M ′ in terms of M , δ in terms of M
and M ′, and ε small depending on M and M ′.
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4.3 Proof of main lemma
Proof. We describe a process of constructing γ, i.e. obtaining P and S as in the
statement of the lemma. We do so inductively. In particular, we will have a se-
quence of paths γj such that each path is a union of paths in Γ˜ and line segments,
and the consecutive γj+1 is constructed by replacing each of the segments with
another path according to some schema.
Let L be the infinite line through x and y, Π the projection onto this line, and
φ > 0 some small angle to be chosen later, and M ′ < M a large number to be
chosen later (in fact, M ′ will be picked proportionally to M ). The schema for
replacing a segment [x, y] with a new path is organized into four cases:
1. (x, y) ∩ Γ 6= ∅
2. (x, y) ∩ Γ = ∅
(a) β(M ′B) < ε
(b) β(M ′B) ≥ ε. For z ∈ [x, y], let
z ∈ (x, y) s.t. rz = sup{r : B(z, r) ∩ Γ = ∅} is maximum. (4.4)
(i) β(B(z,M ′rz) < ε
(ii) β(B(z,M ′rz)) ≥ ε.
We treat each case below.
4.3.1 Case 1: (x, y) ∩ Γ 6= ∅
Decompose [x, y]\Γ into subintervals {(ai, bi)} and let γ be the path with segments
[ai, bi].
From now on, we assume (x, y)∩Γ = ∅. Let B ∈ B be the smallest ball such
that 2B 3 x, y.
4.3.2 Case 2.a: β(M ′B) < ε
Suppose first that x, y ∈ ∆kJ are adjacent. We will construct a sequence of paths
γN by adjusting or adding edges. When adjusting a γN to get γN+1, we may add
some edges that will be permanent in the sense that they will be contained in γi for
all i > n. We will keep track of these edges by placing them in a collection S.
Let x = x0, x1, ..., xn = y be the points in ∆(k+1)J between x and y (note that
such a path must exist by Remark 2.3). Let γ′1 be the path obtained by connecting
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these points in order. If [xj , xj+1] is an edge such that Q = Q(xj) ∈ Qk+1 is
Flat-Bad , then since ε is small enough, there is a path pQ ⊆ Γ˜ and segments e1Q
and e2Q with `(e
i
Q) . Mε|Q| such that pQ ∪ e1Q ∪ e2Q is a path connecting xj to
xj+1. Do similarly if Q(xj+1) is Flat-Bad . Add these edges to our set S. Doing
this on each edge in γ′1 makes a new path γ1.
If Q is Non-Flat , then a path pQ and edges e1Q and e
2
Q exist just as above if
ε > 0 is small by the discussion after the definition of Condition (C1) .
Repeat the above process on each edge [xj , xj+1] in γ′1 that remained in γ1
(i.e. both Q(xj) and Q(xj+1) are Flat-Good ) to get a path γ2 and so on to get a
sequence of paths γN that converge to a path γ with length . |x0 − x1| = |x− y|
by Lemma 3.7 and Remark 3.9. Moreover, γ\Γ˜ = ⋃s∈S s◦, where s◦ denotes the
relative interior of s.
By construction, each s ∈ S is associated to some maximal Flat-Bad or Non-
Flat cube Q with `(s) . Mε|Q| (that is, Q is contained in no other Flat-Bad or
Non-Flat cube with an edge associated to it), and each such cube has no more than
three edges associated to it. By Lemma 3.10, for ε small enough,
σ =
∑
s∈S
`(s) .Mε
∑
Q∈E(x,y)
|Q| .Mε|x− y|.
Let P = γ ∩Γ. Then we can pick ε small enough so that σ < ε1|x− y|, where
we pick ε1 < 14 below, and hence
H 1(P ) ≤ `(γ) . |x− y| . |x− y| − σ.
Now suppose that x, y are arbitrary. Again, we will construct a collection S of
edges. Choose k
so that 2−(k−1)J < |x− y| ≤ 2−(k−2)J , so if x0, ..., xn ∈ ∆kJ are those points
between x and y ordered by their distance from x, then because J ≥ 100,
|x0 − x|+ |xn − y| < 1
4
|x− y| (4.5)
Add [x0, x] and [xn, y] to S. Let γ′ = [x, x0] ∪
⋃n−1
j=0 [xj , xj+1] ∪ [xn, y]. Then
`(γ′) . |x − y|. If any edge [xj , xj+1] has Q(xj) or Q(xj+1) not Flat-Good , as
before there is a path γj = pQ ∪ e1Q ∪ e2Q connecting xj to yj , add e1Q and e2Q to S.
Let Sj = {e1Q, e2Q} and Pj = pQ. For ε small, these satisfy
H 1(Pj) . |xj − xj+1| − σj , σj =
∑
s∈Sj
`(s) < ε1|xj − xj+1|. (4.6)
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Otherwise, since xj , xj+1 ∈ ∆kJ are adjacent, we may apply the previous con-
struction to these points (if ε is sufficiently small) to get a path γj that is the union
of a set Pj and collection of segments Sj satisfying (4.6) as well. Add the segments
from each such Sj segments to S.
Note there is a universal constant C0 such that
|x− x0|+ |xn − y|+
∑
j
|xj − xj+1| ≤ C0|x− y|.
This follows from equation (4.5) and because, for ε > 0 small enough, the angle
between [xj , xj+1] and (x, y) is no more than pi4 for each j, and so the polygonal
path x1, ..., xn is a Lipschitz graph along (x, y).
Let ε1 < 14C0 , then by (4.6),
σ =
∑
s∈S
`(s) = |x− x0|+ |xn − y|+
∑
j
∑
s∈Sj
`(s)
<
1
4
|x− y|+ ε1
∑
|xj − xj+1|
< (
1
4
+
1
4
)|x− y| = 1
2
|x− y|.
Let
γ = [x, x0] ∪ [xn, y] ∪
⋃
j
γj
and P =
⋃
Pj . Then
H 1(P ) .
∑
j
|xj − xj+1| . |x− y| . |x− y| − σ
and γ thus satisfies the conditions of our lemma and settles the case of when
β(M ′B) < ε.
4.3.3 Case 2.b: β(M ′B) > ε. Preliminaries
From now on, we assume β(M ′B) > ε.
Pick
z ∈ (x, y) s.t. rz = sup{r : B(z, r) ∩ Γ = ∅} is maximum. (4.7)
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Identify L 3 x, y with R so that x > y and let Π : Rd → R be the orthogonal
projection onto L. Define
H−z := {v : y < Π(v) < z}, H+z := {v : z < Π(v) < x}.
That is,H +z is the area trapped in between two parallel half planes, once centered
at x and another at z, that are perpendicular to L. Similarly forH −z . For j = 1, 2,
define Vj(z) = C 1
sin jφ
,L(z)
c, that is, a cone centered at z with axis L.
Lemma 4.4. For sufficiently small φ > 0, if
x′ ∈ H+z ∩ V1(z)
and
y′ ∈ H−z ∩ V1(z)
are connected by a chord-arc path p, then γ = [x, x′] ∪ p ∪ [y, y′] satisfies (4.2)
and (4.3).
Proof. Clearly (4.2) is satisfied. Choose φ > 0 small enough so that sinφ < cosφ2 .
Let φ′ < φ be the angle that [x′, z] makes with L and θ the angle [x, x′] makes with
L. Then by the law of sines,
|x− x′|(1− cos θ) = sin
2 θ
1 + cos θ
|x− x′| = sin θ sinφ
′
1 + cos θ
|x′ − z| ≤ sinφ′|x′ − z|
<
cosφ′
2
|x′ − z|
and since |x− x′| cos θ + |x′ − z| cosφ′ = |x− z|,
|x− z| − |x− x′| = (cos θ − 1)|x− x′|+ cosφ′|x′ − z| ≥ cosφ
′
2
|x′ − z|
=
1
2
|x′′ − z|
where x′′ = Π(x′). Similarly,
|y − z| − |y − y′| ≥ 1
2
|y − y′′|
where y′′ = Π(y′). Hence,
|x− y| − |x− x′| − |y − y′| = |x− z|+ |z − y| − |x− x′| − |y − y′|
≥ 1
2
(|x− x′′|+ |y − y′′|) = 1
2
|x′′ − y′′|.
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Note that the angle that [x′, y] makes with L can be no more than φ, thus
`(p) . |x′ − y′| ≤ 1
cosφ
|x′′ − y′′| . |x− y| − |x− x′| − |y − y′|
which proves (4.3).
Remark 4.5. By this Lemma, if we pick φ small so that sin 2φ < cos 2φ2 , it now
suffices for us to find x′, y′ ∈ Γ in each component of V2(z) that are connected by
a chord arc path in Γ˜, which is what we’ll do in the next two cases (see Figure 7).
Figure 7: γ as constructed in cases 2.b. (i) and (ii).
4.3.4 Case 2.b.i: β(B(z,M ′rz)) < ε
We need a proposition that will be used rather frequently in the arguments below:
Proposition 4.6. Identify L with R and suppose a and b are points so that Π(a) >
Π(b) and the following hold:
(a) Π(a) ∈ (x, y)
(b) a, b ∈ B(z0, M ′r04 ) for some z0 ∈ L,
(c) |a− b| > cr0, c some small constant,
(d) dist(a,L)−dist(b,L)||Π(a)−Π(b)| ≥ |dist(a,L)−dist(b,L)||a−b| > 10M ′ .
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(e) β(B(z0,M ′r0)) < ε.
Let z′ = Π(a) + w + 2r0, where
w =
{
2r0(Π(a)−Π(b))
dist(a,L)−dist(b,L) Π(a) > Π(b)
0 otherwise
.
Then z′ ∈ B(z0, M ′r02 ) and dist(z′,Γ) > 32r0 for small ε (depending on c). Fur-
thermore, x, y 6∈ B(z0,M ′r0) ∩ [Π(a),∞), so in particular, z′ ∈ [x, y]. (See
Figure 8).
Figure 8: The heuristic for Proposition 4.6 is that if two points a and b satisfy these
conditions, then Γ is contained in a tube around La,b that is moving away from L,
so somewhere along L there must be a point far away from La,b and hence from Γ.
Proof. First consider the case when L and La,b lie in the same two dimensional
plane and a = Π(a). Identify this plane with R2 so that L = R, Π(a) ≥ Π(b),
and a lies in the upper half plane. Suppose Π(a) > Π(b). Let f(t) = dist(t, La,b),
which, in this case, is a linear function with slope at least 10M ′ . Hence
f(Π(a) + w) ≥ 2r0
and so Π(a) + w + 2r0 is at least 2r0 from La,b. Thus
dist(La,b, B(Π(a) + w + 2r0,
3
2
r0)) >
1
4
r0.
Moreover, since Π(a) ∈ B(z0, M ′r04 ),
|z′ − z0| ≤ M
′r0
4
+ |w|+ 2r0 ≤ r0(M
′
4
+
2M ′
10
+ 2) <
M ′
2
r0
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for large enough M ′, hence
dist(B(z′,
3
2
r0), La,b ∪ ∂B(z0,M ′r0)) ≥ (M
′
2
− 3
2
)r0 >
1
4
r0. (4.8)
Therefore, for small enough ε > 0, by property (e), Γ∩B(z0,M ′r0) is contained in
a tube of radius no more than 2M ′r0ε, and by property (c), for small enough ε > 0
this tube is contained in (La,b) r0
4
, and thus we have dist(z′,Γ) > 32r0. The case
Π(a) = Π(b) can be treated similarly. For the case Π(a) 6= a, we just note that
|Π(a) − a| < M ′r0ε, and so by translating the line La,b, the constants above will
change by no more than a multiplicative constant if we pick ε > 0 small enough.
Now consider the case when L and La,b lie in two parallel hyperplanes H and
Ha,b in Rd. Let a′, b′, L′a,b = La′,b′ be the projections of a, b, and La,b onto the hy-
perplane containing L . Since this projection is isometric, Π(a) = Π(a′),Π(b) =
Π(b′), and dist(a, L) − dist(b, L) decreases as Ha,b moves away from H , proper-
ties (a) through (d) of the proposition still hold with a′, b′ instead of a, b. Thus the
estimate (4.8) holds with z′ as before since it holds with a′ and b′ in place of a and
b. The proof that dist(z′,Γ) ≥ 32r0 is similar to the previous case.
To prove the final statement, notice that if x ∈ B(z0,M ′r0) ∩ [Π(a),∞), then
f(x) ≥ f(Π(a)) = dist(a, L) ≥ dist(a, L)− dist(b, L) > |a− b| 10
M ′
>
10cr0
M ′
,
which means that x can’t be contained in (La,b) r0
4
if we pick ε small enough.
In particular, we have the following useful corollary:
Corollary 4.7. If r0 ≥ rz , there are no points a, b ∈ Γ satisfying (a)-(e).
Proof. This is simply because rz′ > rz contradicts the maximality of rz .
Corollary 4.8. If z0 ∈ (x, y) and β(B(z0,M ′r0)) < ε, r0 ≥ rz , then x, y 6∈
B(z0,M
′r02−4).
Proof. Suppose x ∈ B(z0,M ′r02−4) (the case with y is identical). Let ξ be a
point in B(z0,M ′rz0) that projects onto z0, so |z0 − ξ| < 2M ′r0ε. Then for ε
small enough,
|ξ − x| ≥ dist(ξ, L) ≥ dist(z0,Γ) = r0,
dist(ξ, L)− dist(x, L)
|ξ − x| ≥
r0 − 0
|ξ − z0|+ |z0 − x| ≥
r0
2M ′r0 +M ′r02−4
>
10
M ′
.
Hence ξ and x satisfy the conditions of Proposition 4.6, and there exists a point
z′ ∈ [x, y] ∩ B(z0, M
′rz0
2 ) ∩ [x, y] that is at least 32rz0 > rz from Γ, contradicting
the maximality of rz .
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Let m be such that B ∈ Bm. There is
ξk ∈ B(z, 2rz) ∩∆k, where 2−k ≤ rz < 2−k+1. (4.9)
By Corollary 4.8 applied to z0 = z, zk = Π(ξk) ∈ (x, y). Since β(M ′B) > ε
and ξk ∈ B, there is a sequence {ξj}kj=m such that ξm is the center of B, ξj ∈ ∆j
and ξj ∈ B(ξj−1, 2−j) and furthermore, there must be a smallest ball B(ξj , 2−j),
m ≤ j ≤ k such that β(B(ξj ,M ′2−j)) > ε and x, y 6∈ B(ξj , 2−j). Let zi denote
the projection of ξi onto L for j ≤ i ≤ k, which are contained in (x, y) again by
Corollary 4.8.
Corollary 4.9. |ξi − zi| < 2−i+2 for j ≤ i ≤ k.
Proof. Let ξ′j ∈ Γ be such that |ξ′j − zj | = rzj < rz . We prove this by induction.
If j = k, then
|ξk − zk| ≤
√
|ξk − zk|2 + |zk − z|2 = |ξk − z| < 2rz < 2−k+2.
Suppose the claim is true down to some i > j but not true for i− 1, that is,
|ξi − zi| ≥ 2−(i−1)+2 = 2−i+3. (4.10)
Then since ξi−1, ξi ∈ ∆i,
|ξi−1 − ξi| ≥ 2−i.
Furthermore,
|ξi−1 − zi| ≤ |ξi−1 − ξi|+ |ξi − zi| < 2−i+1 + 2−k+2
< 2−i+1 + 2−i+2 = 2−i+3.
Here, the second inequality followed by our induction hypothesis that |ξi − zi| <
2−i+2. Hence ξi−1, ξi ∈ B(zi, M ′2−i4 ) if we pick M ′ > 25. Furthermore, by the
choice of j, since i > j, we know β(B(zi,M ′2−i)) < ε, and by how we chose ξi
and zi,
|zi − zi−1| ≤ |ξi − ξi−1| ≤ 2−i+1,
we have
dist(ξi−1, L)− dist(ξi, L)
|ξi−1 − ξi| =
|ξi−1 − zi−1| − |ξi − zi|
|ξi−1 − ξi|
≥ 2
−i+3 − 2−i+2
2−i+1
≥ 2
−i+1
2−i+1
= 1.
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Here we used (4.10) and the induction hypothesis that |ξi − zi| < 2−i+2. Hence
ξi−1, ξi satisfy the the conditions of Proposition 4.6, so there is a z′ ∈ B(zi, M ′2−i2 )
with rz′ > 322
−i > rz , a contradiction since z was picked so that rz was maximal.
The second inequality in the corollary follows from the way we picked k.
Claim:
(B(zj , 2
−j+4 cscφ)\B(zj , 2−j+3 cscφ)) ∩ Γ ⊆ V1(zk).
Proof. We assume j < k, since the case of j = k can be proven in a similar
manner. Suppose there is a point ξ ∈ Γ in the annulus but outside the cone. Then
dist(ξ, L) ≥ 2−j+3 cscφ sinφ = 2−j+3. (4.11)
Then, for M ′ > 40(24 cscφ+ 3), and since our choice of φ gives cscφ > 2,
|ξ − ξj+1| ≥ |ξ − zj+1| − |zj+1 − ξj+1|
≥ 2−j+3 cscφ− 2−j+3 ≥ 2−j+4 − 2−k+3 ≥ 2−j+3,
|ξ − zj+1| ≤ 2−j+4 cscφ < M2
−j−1
4
,
and
dist(ξ, L)− dist(ξj+1, L)
|ξ − ξj+1| ≥
2−j+3 − 2rz
|ξ − zj |+ |zj − zj+1|+ |zj+1 − ξj+1|
≥ 2
−j+3 − 2−k+2
2−j+4 cscφ+ 2−j + rz
≥ 2
−j−2
2−j(24 cscφ+ 1 + 2)
≥ 10
M ′
.
Hence ξ, ξj+1 ∈ B(zj+1, M ′2−j−14 ) and β(B(zj+1,M ′2−j−1)) < ε by our choice
of j, thus ξ and ξj+1 satisfy conditions (a)-(e) of the proposition, which is a con-
tradiction, giving us the claim.
Now, fix k′ so that 2−k′ ≤ 12 |1 − eiφ| < 2−k
′+1. Then we may find points
ηi ∈ ∆j+k′ , i = 1, 2, on either component of the cone V2(zj) such that
B(ηi,M2
−j−k′) ⊇ B(ξj ,M ′2−j),
which is true if we fix M > M ′2k′ . Then
32
β(B(ηi,M2
−j−k′)) >
M ′2−j
M2−j−k′
β(B(ξj ,M
′2−j)) > δε
for i = 1, 2, if we pick δ < M
′
M2−k′
. Hence the balls B(ηi, 2−j−k
′
) are Non-
Flat and satisfy (C1) (so long as we pick C > 2·2
−j+4 cscφ
2−(j+k′)
) since both points are in
B(zj , 2
−j+2), hence there are η′i ∈ B(ηi,Mε2−j−k
′
) that are contained in the two
components of V2(zj) that are connected by a chord-arc path p ⊆ Γ˜ with length
. 2−j as desired. (See Figure 9.) This follows from our choice of k′ and that
dist(η′i,Γ ∩ (B(zj , 2−j+4 cscφ)\B(zj , 2−j+3 cscφ))) ≤ dist(η′i, ηi) + 2−j−k
′
< (Mε+ 1)2−j−k
′
< 2 · 2−j 1
2
|1− eiφ| = 2−j |1− eiφ|
hence ηi − zj makes an angle of no more than 2φ with L.
Figure 9: The ηj satisfy (C1) since β(ξj+1,M ′2−j−1) < ε.
4.3.5 Case 2.b.ii: β(B(z,M ′rz)) ≥ ε
Claim: There exist ξ± ∈ Γ ∩ V1(z) ∩H±z ∩B(z, αrz) with z ∈ Cα(ξj).
Proof. It suffices to find ξ = ξ+, since the proof is the same for ξ−. Suppose there
was no such point. Let ξ ∈ Γ ∩ V1(z) ∩H +z ∩ B(z, αrz) be closest to zj . Then
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since z cannot be in Cα(ξj),
|z − ξ| ≥ αdist(z,Γ) = αrz,
thus Γ ∩ V1(z) ∩ H+z ∩ B(z, αrz) = ∅. For large enough α, however, we may
find another ball centered on H +z ∩ [x, y] with radius larger than rz , which is a
contradiction (see Figure 10).
Figure 10: If Γ ∩ V1(z) ∩H+z ∩ B(z, αrz) = ∅, for large α we may find a ball in
the cone with radius larger than rz and disjoint from Γ.
Let ξ+ be the point in Γ ∩ V1(z) ∩H + ∩ B(z, αrz) closest to z that satisfies
the claim. Identify the two-dimensional plane containing x, z, and ξ+ with C so
that z = 0, x > 0, and =ξ+ ≥ 0.
We may pickC ′ large enough so thatCC′α(ξ+) contains the path [ξ+, t]∪ [t, z],
where t ∈ R is such that arg(ξ+ − t) ≥ pi4 , and then C ′′ larger so that B(z, rz2 ) ⊆
CC′′α(ξ+). Note that we may pick C ′′ independent of ξ+ and z.
Pick x′ ∈ B(ξ+, 2−k′) ∩∆k′ , where k′ = k′(rz) is now the integer such that
2−k
′ ≤ 1
2
|rzeiφ − rzei2φ| = 1
2
rz|1− eiφ| < 2−k′+1.
We may find y′ and a ξ− satisfying similar conditions in H −z , and clearly |x′ −
y′| < C ′′′2−k′ for some constant C ′′′.
Now fix k1 so that there is w ∈ B(z, rz2 ) ∩ N ′k′+k1 (recall the relationship
between k′ and r, so we can pick k1 independent of these quantities). Then we
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Figure 11:
may connect ξ+ to w via the path [ξ+, t]∪ [t, z]∪ [z, w], which has length . 2−k′ ,
and a similar path can be found for ξ−. Hence x′ and y′ satisfy the condition (C1)
if we pick C > max{C ′′, C ′′′}. Also,
β(B(x′,M2−k
′
)) ≥ M
′rz
M2−k′
β(B(z,M ′rz)) > δε
so B(x′, 2−k′) is Non-Flat if we pick δ < 4M
′
M |1−eiφ| ). Hence, we know that there
are x′′ ∈ B(x′, 2−k′) and y′′ ∈ B(y′′, 2−k′) that are connected by a polygonal path
of length . 2−k′ , and our choice of k′ guarantees that x′′, y′′ ∈ V2(z) ∩ H+z , as
desired.
4.4 Putting it all together
Using the above lemma, we can fully describe the construction of the curve con-
necting x and y. We run [x, y] through our schema to get a new curve γ1, which is
a union of segments S1 and a set P1 that satisfy
σ1 =
∑
s∈S1
`(s) < |x− y|
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and
H 1(P1) . |x− y| − σ1.
On each segment s ∈ S1, we replace each of them with new paths γs, which
are unions of segments s′ ∈ Ss and a set Ps such that
σs =
∑
s′∈Ss
`(s′) ≤ `(s)
and
H 1(Ps) ≤ C1(`(s)− σs).
After replacing each of these segments, we form a new path γ2 connecting x
and y that is a union of segments S2 and a set P2 = P1 ∪
⋃
s∈S1 Ps such that
σ2 =
∑
s∈S2
`(s) =
∑
s∈S1
∑
s′∈Ss
`(s′) ≤
∑
s∈S1
`(s) < |x− y|
and
H 1(P2) ≤H 1(P1) +
∑
s∈S1
H 1(Ps) ≤ C1(|x− y| − σ1) +
∑
s∈S1
C1(`(s)− σs)
= C1|x− y| − C1
∑
s∈S1
σs = C1
|x− y| −∑
s∈S2
`(s)

= C1(|x− y| − σ2).
Inductively, we may construct a sequence of curves γn such that each γn is a
union of segments Sn and a set Pn such that
σn :=
∑
s∈Sn
`(s) < |x− y|
and
H 1(Pn) ≤ C1(|x− y| − σn).
Hence, they converge to a Lipschitz curve γ that is contained in Γ˜ that satisfies
`(γ) ≤ (C1 + 1)|x− y|. This combined with Lemma 4.2 and Lemma 3.6 finishes
the proof of the main theorem.
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