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ModifiedMann-Halpern algorithms forfindingthefixedpointsof pseudocontractive mappings arepresented. Strongconvergence
theorems are obtained.
1. Introduction
Finding the fixed points of nonlinear operators is an impor-
tanttopicinfixedpointtheory,duetothefactthatmanynon-
linear problems can be reformulated as fixed point equations
of nonlinear mappings. The research of this area dates back
to Picard’s and Banach’s time. Now it is well known that the
Picard iterates {𝑇
𝑛𝑥} converge to the unique fixed point of
𝑇 whenever 𝑇 is a contraction of a complete metric space.
However, if 𝑇 is not a contraction (e.g., nonexpansive), then
theP ica r dalg o ri thm{𝑇
𝑛𝑥}doesnotconverge.Consequently,
M a n n ’ sa l g o r i t h mw a sc o n s t r u c t e db yM a n n[ 1]i n1 9 5 3 :
𝑥
𝑛+1 =( 1−𝗼 𝑛)𝑥
𝑛 +𝗼 𝑛𝑇𝑥
𝑛,𝑛 ≥ 0 . (1)
TherearealargenumberofpapersonMann ’ salgorithminthe
literature. See [2–5]. Now we know that if 𝑇 is nonexpansive,
then Mann’s algorithm converges weakly to a fixed point of
𝑇. This algorithm however does not converge in the strong
topology.
In order to get the strong convergence, the following
Halpern’s algorithm was introduced:
𝑥
𝑛+1 =𝗼 𝑛𝑢+( 1−𝗼 𝑛)𝑇 𝑥
𝑛,𝑛 ≥ 0 . (2)
Th ei n t e r e s ta n di m p o r t a n c eo fH a l p e r ni t e r a t i v em e t h o dl i e
in the fact that strong convergence of the sequence {𝑥𝑛} is
achieved under certain mild conditions on parameter {𝗼𝑛} in
a general Banach space. Please refer to [6–12].
I nt h ep r e s e n tp a p e r ,w ea r ed e v o t e dt ofi n dt h efi x e d
points of pseudocontractive mappings. For some related
works, please see [13–23]. The interest of pseudocontractions
lies in their connection with monotone operators. Browder
and Petryshyn [24] studied weak convergence of Mann’s
algorithm for the class of strict pseudocontractions. But
Mann’s algorithm fails to converge for Lipschitzian pseudo-
contractions [25].
Inspired by the results in the literature, the main purpose
of this paper is to construct an iterative method for finding
the fixed points of pseudocontractive mappings. Under some
mild conditions, strong convergence results are given.
2. Preliminaries
Let 𝐻 be a real Hilbert space with inner product ⟨⋅,⋅⟩
and norm ‖⋅‖ ,r e s p e c t i v e l y .L e t𝐶 be a nonempty closed
convex subset of 𝐻.Am a p p i n g𝑇:𝐶→𝐶 is called
pseudocontractive if
⟨𝑇 𝑥−𝑇 𝑦 ,𝑥−𝑦 ⟩ ≤ 򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2,𝑥 , 𝑦 ∈ 𝐶 . (3)
Am a p p i n g𝑇:𝐶→𝐶is called 𝑘-Lipschitzian if there exists
𝑘>0such that
򵄩 򵄩 򵄩 򵄩𝑇 𝑥−𝑇 𝑦 򵄩 򵄩 򵄩 򵄩 ≤𝑘򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩, (4)
forall𝑥,𝑦 ∈ 𝐶.Inthiscase,if𝑘<1 ,then𝑇isa𝑘-contraction.2 Abstract and Applied Analysis
I ti sw e l lk n o w nt h a ti nar e a lH i l b e r ts p a c e𝐻 the
following inequality holds:
򵄩 򵄩 򵄩 򵄩𝑥+𝑦 򵄩 򵄩 򵄩 򵄩
2 ≤ ‖𝑥‖
2 + 2⟨𝑦,𝑥 + 𝑦⟩, (5)
for all 𝑥,𝑦 ∈ 𝐻.
In the present paper, we will use the following notations:
(i) we use Fix(𝑇) to denote the set of fixed points of 𝑇;
(ii) 𝑥𝑛 ⇀𝑥denotes the weak convergence of 𝑥𝑛 to 𝑥;
(iii) 𝑥𝑛 →𝑥 denotes the strong convergence of 𝑥𝑛 to 𝑥.
Lemma 1 (see [26]). Let 𝐶 be a closed convex subset of a
real Hilbert space 𝐻.L e t𝑇:𝐶→𝐶 be a continuous
pseudocontractive mapping. Then (𝐼−𝑇)isdemiclosedatzero.
Lemma 2 (see [27]). Let {𝑤𝑛} be a sequence of real numbers.
Assume {𝑤𝑛} does not decrease at infinity; that is, there exists
at least a subsequence {𝑤𝑛𝑘} of {𝑤𝑛} such that 𝑤𝑛𝑘 ≤𝑤 𝑛𝑘+1 for
all 𝑘≥0 .F o re v e r y𝑛≥𝑀 , define an integer sequence {𝑊(𝑛)}
as
𝑊(𝑛) = max{𝑖 ≤ 𝑛 : 𝑤𝑛𝑖 <𝑤 𝑛𝑖+1}. (6)
Then 𝑊(𝑛) → ∞ as 𝑛→∞ and for all 𝑛≥𝑀
max{𝑤𝑊(𝑛),𝑤 𝑛} ≤𝑤 𝑊(𝑛)+1. (7)
Lemma 3 (see [28]). Assume that {𝐴𝑛} is a sequence of
nonnegative real numbers such that
𝐴𝑛+1 ≤( 1−𝗾 𝑛)𝐴𝑛 +𝜉 𝑛, (8)
where {𝗾𝑛} is a sequence in (0,1) and {𝜉𝑛} is a sequence such
that
(1) ∑
∞
𝑛=1 𝗾𝑛 =∞ ;
(2) lim sup𝑛→∞(𝜉𝑛/𝗾𝑛)≤0or ∑
∞
𝑛=1 |𝜉𝑛|<∞ .
Then lim𝑛→∞𝐴𝑛 =0 .
3. Main Results
Now we present the statement of our algorithm.
The Modified Mann-Halpern Algorithm.Le t𝐶 beanonempty
closedconvexsubsetofarealHilbertspace𝐻.Let𝑇:𝐶→𝐶
be a pseudocontractive mapping and 𝑆:𝐶→𝐻 a 𝜌-
contractive mapping. Let {𝗼𝑛}, {𝗽𝑛},a n d{𝗾𝑛} be three real
number sequences in [0,1].W eh a v et h ef o l l o w i n gs t e p s .
(1) Initialization:
∀𝑥0 ∈𝐶 . (9)
(2) Mann step: for a given 𝑥𝑛, define a sequence 𝑦𝑛 by
𝑦𝑛 = (1−𝗾 𝑛)𝑥𝑛 +𝗾 𝑛𝑇𝑥𝑛, (10)
for all 𝑛≥0 .
(3) Halpern step: for a given 𝑥𝑛 and 𝑦𝑛, define
𝑥𝑛+1 =𝗼 𝑛𝑆(𝑥𝑛) + (1−𝗼 𝑛 −𝗽 𝑛)𝑥𝑛 +𝗽 𝑛𝑇𝑦𝑛, (11)
for all 𝑛≥0 .
In the following, we assume that
(i) the mapping 𝑇:𝐶→𝐶is 𝑘-Lipschitzian;
(ii) thesequences{𝗼𝑛},{𝗽𝑛},and{𝗾𝑛}satisfythefollowing
conditions (C1)–(C5):
(C1):l i m 𝑛→∞𝗼𝑛 =0 ;
(C2): ∑
∞
𝑛=1 𝗼𝑛 =∞ ;
(C3): 𝗼𝑛 +𝗽 𝑛 ≤𝗾 𝑛;
(C4): 0<lim inf𝑛→∞𝗽𝑛;
(C5): 0<lim sup𝑛→∞𝗾𝑛 <1 / ( √1+𝑘 2 +1 ) .
Now, we prove our main result as follows.
Theorem 4. Suppose Fix(𝑇) ̸ =0. Then the sequence {𝑥𝑛}
defined by (11) converges strongly to a fixed point of 𝑇.
Proof. Since 𝑆 is a 𝜌-condition, then ProjFix(𝑇)𝑆 is a contrac-
tive mapping (where Proj is the metric projection). Hence,
there exists a unique 𝑢 such that 𝑢=ProjFix(𝑇)𝑆(𝑢).I nt h e
sequel, we will show that the sequence {𝑥𝑛} defined by (11)
converges strongly to 𝑢.
From (11), we get
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
= 򵄩 򵄩 򵄩 򵄩𝗼𝑛𝑆(𝑥 𝑛)+( 1−𝗼 𝑛 −𝗽 𝑛)𝑥 𝑛 +𝗽 𝑛𝑇𝑦𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
≤ 򵄩 򵄩 򵄩 򵄩𝗼𝑛 (𝑆(𝑥𝑛)−𝑢 )+( 1−𝗼 𝑛 −𝗽 𝑛)(𝑥 𝑛 −𝑢 )+𝗽 𝑛 (𝑇𝑦𝑛 −𝑢 ) 򵄩 򵄩 򵄩 򵄩
=
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝗼𝑛 (𝑆(𝑥𝑛)−𝑢 )+( 1−𝗼 𝑛)
×(
1−𝗼 𝑛 −𝗽 𝑛
1−𝗼 𝑛
(𝑥𝑛 −𝑢 )+
𝗽𝑛
1−𝗼 𝑛
(𝑇𝑦𝑛 −𝑢 ) )
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≤𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑆(𝑥 𝑛)−𝑢 򵄩 򵄩 򵄩 򵄩 +( 1−𝗼 𝑛)
×
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(1 − 𝗼𝑛 −𝗽 𝑛)(𝑥 𝑛 −𝑢 )
1−𝗼 𝑛
+
𝗽𝑛 (𝑇𝑦𝑛 −𝑢 )
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
.
(12)
It is well known that there holds the following inequality in
Hilbert spaces:
򵄩 򵄩 򵄩 򵄩𝑡𝑥 + (1−𝑡 )𝑦򵄩 򵄩 򵄩 򵄩
2 =𝑡 ‖𝑥‖
2 + (1−𝑡 )򵄩 򵄩 򵄩 򵄩𝑦򵄩 򵄩 򵄩 򵄩
2
−𝑡(1−𝑡 )򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2
(13)
for all 𝑥,𝑦 ∈ 𝐻 and 𝑡∈[ 0 ,1 ] .H e n c e ,w eh a v e
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(1 − 𝗼𝑛 −𝗽 𝑛)(𝑥𝑛 −𝑢 )
1−𝗼 𝑛
+
𝗽𝑛(𝑇𝑦𝑛 −𝑢 )
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
2
≤
1−𝗼 𝑛 −𝗽 𝑛
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +
𝗽𝑛
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑇𝑦𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
−
𝗽𝑛 (1 − 𝗼𝑛 −𝗽 𝑛)
(1 − 𝗼𝑛)
2
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2.
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We know that 𝑇 is pseudocontractive if and only if 𝑇 satisfies
the condition
򵄩 򵄩 򵄩 򵄩𝑇 𝑥−𝑇 𝑦 򵄩 򵄩 򵄩 򵄩
2 ≤ 򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩( 𝐼−𝑇 ) 𝑥−( 𝐼−𝑇 ) 𝑦 򵄩 򵄩 򵄩 򵄩
2 (15)
for all 𝑥,𝑦 ∈ 𝐶.S i n c e𝑢∈Fix(𝑇),w eh a v ef r o m( 15)t h a t
‖𝑇 𝑥−𝑢 ‖
2 ≤ ‖𝑥−𝑢 ‖
2 + ‖𝑥−𝑇 𝑥 ‖
2, (16)
for all 𝑥∈𝐶 .
By using (13)a n d( 16), we obtain
򵄩 򵄩 򵄩 򵄩𝑇𝑦𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
≤ 򵄩 򵄩 򵄩 򵄩𝑦𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩𝑦𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
= 򵄩 򵄩 򵄩 򵄩(1 − 𝗾𝑛)𝑥𝑛 +𝗾 𝑛𝑇𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+ 򵄩 򵄩 򵄩 򵄩(1 − 𝗾𝑛)𝑥𝑛 +𝗾 𝑛𝑇𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
= 򵄩 򵄩 򵄩 򵄩(1 − 𝗾𝑛)(𝑥𝑛 −𝑢 )+𝗾 𝑛(𝑇𝑥𝑛 −𝑢 ) 򵄩 򵄩 򵄩 򵄩
2
+ 򵄩 򵄩 򵄩 򵄩(1 − 𝗾𝑛)(𝑥𝑛 −𝑇 𝑦 𝑛)+𝗾 𝑛(𝑇𝑥𝑛 −𝑇 𝑦 𝑛)򵄩 򵄩 򵄩 򵄩
2
=( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑇𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2 +𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑇𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
≤( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗾 𝑛 (򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2)
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2 +𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑇𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2.
(17)
Note that 𝑇 is 𝑘-Lipschitzian and
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑦 𝑛
򵄩 򵄩 򵄩 򵄩 =𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩. (18)
From (17), we have
򵄩 򵄩 򵄩 򵄩𝑇𝑦𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
≤( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗾 𝑛 (򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2)
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2 +𝗾 𝑛𝑘
2򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
=( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗾 𝑛 (򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2)
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2 +𝗾
3
𝑛𝑘
2򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 𝗾𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
= 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2.
(19)
By condition (C5), without loss of generality, we may assume
that 𝗾𝑛 ≤𝑎<1 / ( √1+𝑘 2 +1 )for all 𝑛.Th e n ,w eh a v e1−
2𝗾𝑛 −𝗾
2
𝑛𝐿
2 >0for all 𝑛≥0 .S u b s t i t u t i n g( 19)t o( 14)a n d
noting condition (C3),w eh a v e
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(1 − 𝗼𝑛 −𝗽 𝑛)(𝑥𝑛 −𝑢 )
1−𝗼 𝑛
+
𝗽𝑛(𝑇𝑦𝑛 −𝑢 )
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
2
≤
1−𝗼 𝑛 −𝗽 𝑛
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +
𝗽𝑛
1−𝗼 𝑛
×( 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +( 1−𝗾 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2)
−
𝗽𝑛 (1 − 𝗼𝑛 −𝗽 𝑛)
(1 − 𝗼𝑛)
2
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
= 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +
𝗽𝑛 (𝗼𝑛 +𝗽 𝑛 −𝗾 𝑛)
(1 − 𝗼𝑛)
2
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
≤ 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2.
(20)
Therefore,
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(1 − 𝗼𝑛 −𝗽 𝑛)(𝑥 𝑛 −𝑢 )
1−𝗼 𝑛
+
𝗽𝑛 (𝑇𝑦𝑛 −𝑢 )
1−𝗼 𝑛
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
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It follows from (12)a n d( 21)t h a t
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
≤𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑆(𝑥 𝑛)−𝑢 򵄩 򵄩 򵄩 򵄩 +( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
≤𝗼 𝑛
򵄩 򵄩 򵄩 򵄩𝑆(𝑥 𝑛)−𝑆(𝑢)򵄩 򵄩 򵄩 򵄩 +𝗼 𝑛 ‖𝑆(𝑢) −𝑢 ‖
+( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
≤𝗼 𝑛𝜌򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩 +𝗼 𝑛 ‖𝑆(𝑢) −𝑢 ‖
+( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
=𝗼 𝑛 ‖𝑆(𝑢) −𝑢 ‖ +[ 1−( 1−𝜌 )𝗼 𝑛]򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
≤ max{򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩,
‖𝑆(𝑢) −𝑢 ‖
1−𝜌
}
≤ max{򵄩 򵄩 򵄩 򵄩𝑥0 −𝑢 򵄩 򵄩 򵄩 򵄩,
‖𝑆(𝑢) −𝑢 ‖
1−𝜌
}.
(22)
This implies that the sequence {𝑥𝑛} is bounded.
From (5)a n d( 11), we have
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2
= 򵄩 򵄩 򵄩 򵄩(1 − 𝗼𝑛)(𝑥 𝑛 −𝑢 )−𝗽 𝑛 (𝑥𝑛 −𝑇 𝑦 𝑛)
+𝗼𝑛(𝑆(𝑥𝑛)−𝑢 ) 򵄩 򵄩 򵄩 򵄩
2
≤ 򵄩 򵄩 򵄩 򵄩(1 − 𝗼𝑛)(𝑥𝑛 −𝑢 )−𝗽 𝑛(𝑥𝑛 −𝑇 𝑦 𝑛)򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩
= 򵄩 򵄩 򵄩 򵄩(1 − 𝗼𝑛)(𝑥𝑛 −𝑢 ) 򵄩 򵄩 򵄩 򵄩
2
−2 𝗽 𝑛 (1 − 𝗼𝑛)⟨𝑥 𝑛 −𝑇 𝑦 𝑛,𝑥 𝑛 −𝑢 ⟩
+𝗽
2
𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩ .
(23)
Note that (19)i se q u i v a l e n tt o
2⟨𝑥𝑛 −𝑇 𝑦 𝑛,𝑥 𝑛 −𝑢 ⟩
≥𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
+𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2.
(24)
Therefore,
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2
≤( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
−𝗽 𝑛 (1 − 𝗼𝑛)𝗾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
+𝗽
2
𝑛
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑦 𝑛
򵄩 򵄩 򵄩 򵄩
2
−𝗽 𝑛 (1 − 𝗼𝑛)𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩
≤( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
−𝗽 𝑛 (1 − 𝗼𝑛)𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩ .
(25)
It follows that
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2 − 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗽 𝑛 (1 − 𝗼𝑛)𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
≤𝗼 𝑛 (⟨2𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩−򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2).
(26)
Since 𝑥𝑛 and 𝑆(𝑥𝑛) a r eb o u n d e d ,t h e r ee x i s t s𝑀>0such that
sup𝑛{2⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩−‖ 𝑥 𝑛 −𝑢 ‖
2}≤𝑀 .S o
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2 − 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗽 𝑛 (1 − 𝗼𝑛)𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
≤𝗼 𝑛𝑀.
(27)
Next, we prove two cases.
Assume there exists an integer 𝑚>0such that {‖𝑥𝑛 −𝑢‖}
is decreasing for all 𝑛≥𝑚 .
In this case, we know that lim𝑛→∞‖𝑥𝑛 −𝑢 ‖exists. From
(27), we deduce
𝗽𝑛 (1 − 𝗼𝑛)𝗾 𝑛 (1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩
2
≤ 򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 − 򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2 +𝑀 𝗼 𝑛.
(28)
By conditions (C4) and (C5),w eh a v el i m i n f 𝑛→∞𝗽𝑛(1 −
𝗼𝑛)𝗾𝑛(1 − 2𝗾𝑛 −𝗾
2
𝑛𝑘
2)>0 .Th u s ,f r o m( 28), we get
lim
𝑛→∞
򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑇 𝑥 𝑛
򵄩 򵄩 򵄩 򵄩 =0 . (29)
Since{𝑥𝑛}isbounded,thereexistsasubsequence{𝑥𝑛𝑘}of{𝑥𝑛}
satisfying
𝑥𝑛𝑘 򳨀→ ̃ 𝑥∈𝐶 ,
lim sup
𝑛→∞
⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛 −𝑢 ⟩= lim
𝑘→∞
⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛𝑘 −𝑢 ⟩ .
(30)
Thus, we use the demiclosed principle of 𝑇 (Lemma 1)t o
deduce
̃ 𝑥∈Fix(𝑇). (31)Abstract and Applied Analysis 5
So
lim sup
𝑛→∞
⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛 −𝑢 ⟩= lim
𝑘→∞
⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛𝑘 −𝑢 ⟩
=⟨ 𝑆(𝑢) −𝑢 ,̃ 𝑥−𝑢 ⟩
≤0 .
(32)
Returning to (25)a n du s i n g( 5)w eo b t a i n
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2
≤( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑢 ,𝑥 𝑛+1 −𝑢 ⟩
=( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛⟨𝑆(𝑥𝑛)−𝑆(𝑢),𝑥 𝑛+1 −𝑢 ⟩
+2 𝗼 𝑛⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛+1 −𝑢 ⟩
≤( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+2 𝗼 𝑛𝜌򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
+2 𝗼 𝑛⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛+1 −𝑢 ⟩
≤( 1−𝗼 𝑛)򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+𝗼 𝑛𝜌(򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2 + 򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2)
+2 𝗼 𝑛⟨𝑆(𝑢) −𝑢 ,𝑥 𝑛+1 −𝑢 ⟩ .
(33)
It follows that
򵄩 򵄩 򵄩 򵄩𝑥𝑛+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2 ≤[ 1 − ( 1 − 𝜌 ) 𝗼 𝑛]򵄩 򵄩 򵄩 򵄩𝑥𝑛 −𝑢 򵄩 򵄩 򵄩 򵄩
2
+
2𝗼𝑛
1−𝗼 𝑛𝜌
⟨𝑆𝑢 − 𝑢,𝑥𝑛+1 −𝑢 ⟩ .
(34)
In Lemma 3,w et a k e𝐴𝑛 =‖ 𝑥 𝑛+1 −𝑢 ‖
2, 𝗾𝑛 =( 1−𝜌 ) 𝗼 𝑛,a n d
𝜉𝑛 =( 2 𝗼 𝑛/(1−𝗼𝑛𝜌))⟨𝑆𝑢−𝑢,𝑥𝑛+1−𝑢⟩.W ecancheckeasilythat
∑
∞
𝑛=1 𝗾𝑛 =∞and limsup𝑛→∞(𝜉𝑛/𝗾𝑛)≤0 .Th u s ,w ed e d u c e
that 𝑥𝑛 →𝑢 .
Assume there exists an integer 𝑛0 such that ‖𝑥𝑛0 −𝑢 ‖≤
‖𝑥𝑛0+1−𝑢‖.I nthiscase ,w eset𝜔𝑛 ={ ‖ 𝑥 𝑛−𝑢‖}.Then,w eha v e
𝜔𝑛0 ≤𝜔 𝑛0+1. Define an integer sequence {𝑊 𝑛} for all 𝑛≥𝑛 0 as
follows:
𝑊(𝑛) = max{𝑙∈N |𝑛 0 ≤𝑙≤𝑛 , 𝜔 𝑙 ≤𝜔 𝑙+1}. (35)
It is clear that 𝑊(𝑛) is a nondecreasing sequence satisfying
lim
𝑛→∞𝑊(𝑛) =∞,
𝜔𝜏(𝑛) ≤𝜔 𝑊(𝑛)+1,
(36)
for all 𝑛≥𝑛 0.F r o m( 28), we get
lim
𝑛→∞
򵄩 򵄩 򵄩 򵄩𝑥𝑊(𝑛) −𝑇 𝑥 𝑊(𝑛)
򵄩 򵄩 򵄩 򵄩 =0 . (37)
This implies that 𝜔𝑤(𝑥𝑊(𝑛))⊂Fix(𝑇).Th u s ,w eo b t a i n
lim sup
𝑛→∞
⟨𝑆(𝑢) −𝑢 ,𝑥 𝑊(𝑛) −𝑢 ⟩≤0 . (38)
Since 𝜔𝑊(𝑛) ≤𝜔 𝑊(𝑛)+1,w eh a v ef r o m( 34)t h a t
𝜔
2
𝑊(𝑛) ≤𝜔
2
𝑊(𝑛)+1
≤[ 1 − ( 1 − 𝜌 ) 𝗼 𝑊(𝑛)]𝜔
2
𝑊(𝑛)
+
2𝗼𝑊(𝑛)
1−𝗼 𝑊(𝑛)𝜌
⟨𝑆𝑢 − 𝑢,𝑥𝑊(𝑛)+1 −𝑢 ⟩ .
(39)
It follows that
𝜔
2
𝑊(𝑛) ≤
2
(1 − 𝗼𝑊(𝑛)𝜌)(1 − 𝜌)
⟨𝑆𝑢 − 𝑢,𝑥𝑊(𝑛)+1 −𝑢 ⟩ . (40)
Combining (38)a n d( 40), we have
lim sup
𝑛→∞
𝜔𝑊(𝑛) ≤0 , (41)
and hence
lim
𝑛→∞𝜔𝑊(𝑛) =0 . (42)
From (34), we obtain
򵄩 򵄩 򵄩 򵄩𝑥𝑊(𝑛)+1 −𝑢 򵄩 򵄩 򵄩 򵄩
2
≤[ 1−( 1−𝜌 )𝗼 𝑊(𝑛)]򵄩 򵄩 򵄩 򵄩𝑥𝑊(𝑛) − 𝑢򵄩 򵄩 򵄩 򵄩
2
+
2𝗼𝑊(𝑛)
1−𝗼 𝑊(𝑛)𝜌
⟨𝑆𝑢 − 𝑢,𝑥𝑊(𝑛)+1 −𝑢 ⟩ .
(43)
It follows that
lim sup
𝑛→∞
𝜔𝑊(𝑛)+1 ≤ lim sup
𝑛→∞
𝜔𝑊(𝑛). (44)
This together with (42)i m p l i e st h a t
lim
𝑛→∞𝜔𝑊(𝑛)+1 =0 . (45)
Applying Lemma 2 we get
0≤𝜔 𝑛 ≤ max{𝜔𝑊(𝑛),𝜔 𝑊(𝑛)+1}. (46)
Therefore, 𝜔𝑛 →0 .Tha tis,𝑥𝑛 →𝑢 .Thep r oo fisco m pleted.
4. Conclusions
It is now well known that Mann’s algorithm fails to converge
for Lipschitzian pseudocontractions. Strong convergence of
I s h i k a w a ’ sa l g o r i t h mh a sn o tb e e na c h i e v e dw i t h o u tc o m -
pactness assumption. In the present paper, modified Mann-
Halpern algorithms for finding the fixed points of pseu-
docontractive mappings are presented. Strong convergence
theorems are obtained.6 Abstract and Applied Analysis
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