Jacobi symbols, ambiguous ideals, and continued fractions by R. A. Mollin (Calgary, Alta.)
2. If I is reduced , then N (I) < √ ∆.
If 0 ≤ b < a < √ ∆ and a > √ ∆/2, then I is reduced if and only if
Now we give an elucidation of the theory of continued fractions as it pertains to the above. Continued fraction expansions will be denoted a 0 ; a 1 , a 2 , . . . , a l , . . . , where a i ∈ R are called the partial quotients of the continued fraction expansion. If a i ∈ Z, and a i > 0 for all i > 0, then the continued fraction is called an infinite simple continued fraction (which is equivalent to being an irrational number), whereas if the expression terminates, then it is called a finite simple continued fraction (which is equivalent to being a rational number).
We will be discussing quadratic irrationals which are real numbers γ associated with a radicand D such that γ can be written in the form
where P, Q, D ∈ Z, D > 0, Q = 0, and
The following is a setup for our discussion of the continued fraction algorithm.
Suppose that I = [a, b + ω ∆ ] is a primitive ideal in O ∆ . Then we define the following for the quadratic irrational γ = (b + ω ∆ )/a (where g and h are defined above):
and (for i ≥ 0),
where x is the greatest integer less than or equal to x, i.e. the floor of x. Therefore, γ = a 0 ; a 1 , . . . , a i , . . . is the simple continued fraction expansion of γ. In what follows we need the notion of equivalence of ideals. Two ideals I and J of O ∆ are equivalent (denoted by I ∼ J) if there exist non-zero α, β ∈ O ∆ such that (α)I = (β)J (where (x) denotes the principal ideal generated by x). For a discriminant ∆, the class group of O ∆ determined by these equivalence classes is denoted by C ∆ , with order h ∆ , the class number of O ∆ . The following is fundamental to the discussion (see [4, 
In the next section the methods of proof require results on the following well-known pair of sequences. For a quadratic irrational γ = a 0 ; a 1 , . . . , define two sequences of integers {A i } and {B i } inductively by:
The first result for these sequences comes from [4, Exercise 2.1.2(c), p. 54]:
Also, if we define the alternating sum for
and by [3, (4 
The reader is cautioned that our notation is in conflict with that of Friesen [3] . Our notation is consistent with that of [4] . There is also another useful fact that we will exploit in the next section. Finally, there is a classical result due to Gauss that we will need, so we present it here for the convenience of the reader. First, we need to define the following concepts. The elementary abelian 2-subgroup of O ∆ is denoted by C ∆,2 with order h ∆,2 . Theorem 1.4. If ∆ is a fundamental discriminant divisible by exactly n ∈ N distinct primes, then the following each hold.
is generated by classes represented by ambiguous ideals. 
Results.
At the beginning of [3, Section 7, p. 377], Friesen states: "The cases considered in this paper, namely where N is the product of two distinct primes or where N is twice such a product, are, in some sense, both the most general cases and also the simplest ones, for which we can hope to arrive at relationships between the Legendre symbols, the alternating sum, Σ, and the period of the continued fraction expansion of √ N . One can expect more complications (and many more separate cases to examine) when N has 3 or more odd prime factors." In this section, we show that this view is not entirely correct when viewed from the perspective of ideal theory. We show that there can be an unbounded number of prime factors in the discriminant if the analogous situation to the simple cases covered in [1] , [3] , and [5] is assumed (see Corollaries 2.1 and 2.4 below). Furthermore, we need not even restrict attention to fundamental discriminants. For instance, our first result generalizes one of the main results of [3] by exploiting some classical ideal-theoretic facts seemingly overlooked by the aforementioned authors. 
Hence,
where the last equality follows from the fact that b ≡ 3 (mod 4). Also,
where the last equality follows since a ≡ 3 (mod 4).
Remark 2.1. The reader may wonder why we did not need to assume that gcd(a, b) = 1 in the hypothesis of Theorem 2.1. However, the condition a = Q l/2 is strong enough to ensure that this is the case. To see this we merely look at (2.13) in the above proof. .
For an example of a non-fundamental radicand, we have the following. so l = 26, and Q l/2 = Q 13 = 3. Therefore,
The hypothesis of Theorem 2.1 may seem difficult to check in general. However, we can cite entire classes of radicands which, by their very nature, must satisfy the criterion. For instance, we have the following. 
Then the following Jacobi symbol equalities hold : Other ERD-types fit into the pattern as well. 
Then the following Jacobi symbol equalities hold : 
However, if the hypothesis of Theorem 2.1 is violated, then the conclusion cannot be guaranteed. Here D ≡ 3 (mod 4).
Theorem 2.1 also has a disguised test for principality of ambiguous ideals built into it. It is not always easy to check whether a given ideal is principal without, for example, constructing the continued fraction expansion of √ D and sifting through the values of the Q j 's via the continued fraction algorithm. However, all we need to know via Theorem 2.1 is the value of l( 
Also,
and 7 · 13 15
Since h D = h D,2 = 4 by part 1 of Theorem 1.4, we cannot have all combinations of P j for j = 3, 7, 13 non-principal, so the only possibility is that P 3 P 7 ∼ 1. Hence, we have shown that
Example (2.6) shows the power of Theorem 2.1 in determining the elementary abelian 2-group structure via Jacobi symbols.
Thus far, we have considered only radicands D ≡ 1 (mod 4). We now turn to the other case covered in [3] . Then α ∈ O ∆ , and
Therefore We now turn to a generalization of results from [1] - [3] and [5] involving the alternating sum Σ. First we generalize a result from [3] as a preparatory lemma. .2), P l/2 is even, so by Theorem 1.3, a l/2 is even. By (1.7), A l/2−2 is odd, and by (1.10), B l/2−2 is even. Therefore, using (1.10), a l/2 ≡ ±A l/2−1 (mod 4). Hence, by putting all of this information into (1.9), we get
and since l ≡ −l (mod 4) and −2 ≡ 2 (mod 4), we obtain
as required. Now we assume that Q l/2 is odd. Thus, by (1.8), A l/2−1 is odd, and by Theorem 1.3, a l/2 is even. Therefore, by (1.10),
Hence, from (1.9), 
where We may now state the first main result on the alternating sum Σ. 
where Q l/2 | A l/2−1 by the same techniques as used in the proof of Theorem 2.1. Thus, by setting x = A l/2−1 /Q l/2 and y = B l/2−1 , we get
Suppose that Q l/2 = 2b. By (2.17), x is odd and l/2 is even, so A l/2−1 ≡ 2 (mod 4). Therefore, by (2.15) in Lemma 2.1,
Also, from (2.17) we get
so the result follows. Suppose that Q l/2 = 2a. Then by (2.17),
Therefore, x and l/2 have the same parity, so
By (2.15), Σ ≡ 2 (mod 4). Also, by (2.17) and quadratic reciprocity,
The result follows. Suppose that Q l/2 = a. Then by (2.17),
Hence, all of l/2, x, and B l/2−1 are odd. Thus, by (2.16) in Lemma 2.1,
so the result follows. Finally, suppose that Q l/2 = b. By (2.17),
so both x and A l/2−1 are odd. Thus,
Hence, the full result is proved.
To check that the hypothesis on the Q l/2 holds in Theorem 2.4, we merely note that D = cQ l/2 for some c ∈ N. This is easily determined for ERD-types. Since Σ = −6 + 30 = 24, we get Since Σ = −10 + 1380 = 1370, we get
However, when the hypothesis of Corollary 2.8 fails, then we cannot guarantee the conclusion. Here, b ≡ 1 (mod 4).
We now generalize some results from [3] on alternating sums in order to complete the picture. This will allow us to formulate a table of values that generalizes tables in [3] . 
If Q l/2 ≡ 1 (mod 4) and D ≡ 1 (mod 4), then by Theorem 1.3,
If l/2 is even, then by (1.8), A l/2−1 is odd and B l/2−1 is even. By (1.10),
Hence, putting the above into (1.9) yields Σ ≡ 0 ≡ 2a 0 l (mod 4). If l/2 is odd, then by (1.8), A l/2−1 is even and B l/2−1 is odd. By (1.7), A l/2−2 is odd and by (1.10),
Finally, putting the above into (1.9) yields Σ ≡ 0 ≡ 2a 0 l (mod 4). The above allows us to generalize tables in [3] . In Table 2 .1, we assume that D = ab, a, b ∈ N, is a radicand. Also, in the columns for a ≡ 1, 5 (mod 8), we assume that D is not divisible by any prime p ≡ 3 (mod 4), and Q l/2 is square-free. In the columns where a ≡ 3, 7 (mod 8), we assume that Q l/2 = a. 
Next, we observe that if a, b ∈ N are odd and relatively prime, then
if and only if Σ ≡ a b + 1 (mod 4).
Hence, we achieve the following generalization of [3, Table 2 , p. 366] via Theorem 2.4. In Table 2 .2, we assume that D = 2ab, for a, b ∈ N, is a radicand. Also, in the columns for a ≡ 1, 5 (mod 8), we assume that D is not divisible by any prime p ≡ 3 (mod 4) and Q l/2 is square-free. In the columns where a ≡ 3, 7 (mod 8), we assume that Q l/2 ∈ {a, b, 2a, 2b}. Furthermore, in the column where a ≡ 3 (mod 8) and b ≡ 7 (mod 8), we assume that Q l/2 = 2a, and in the column where a ≡ 7 (mod 8) and b ≡ 3 (mod 8), we assume Q l/2 = 2b. Finally, we observe that, with the above generalizations of the results from [3] , we may state the following. We conclude with an illustration of Corollary 2.12 that shows the power over the narrower scope in Corollary 2.11. We use a non-fundamental discriminant and composite a and b. 
