ABSTRACT The increasing popularity of video delivery among mobile users makes the problem of explosive traffic growth becoming more and more serious for traditional wireless networks, and video transmission-based on device-to-device communication through mobile opportunistic networks (MONs) is regarded as an ideal way to resolve this issue. However, data transmission in the MONs is mainly through the two ways: data replication and data forwarding. Thus, to achieve high delivery ratio and low delivery delay, data replication is usually excessively exploited, and the large number of redundant replicas will not only consume large amount of nodal resource but also greatly increase the overload of networks. For video transmission, this issue becomes more severe for its volume and continuity. Thus, in this paper, we propose a novel routing scheme for video data transmission in the MONs, namely, video routing-based multi-player cooperative game which can maximize the quality of reconstructed video data while minimizing the overhead of nodal and network resources. Specifically, we first construct the marginal gain model for video delivery quality, and then model the video data transmission among multiple encounters as a multi-player cooperative game. Under the guidance of the Nash equilibrium theory, the video data carried by these encountering nodes is adaptively and optimally re-assigned among them. Extensive simulations based on real-life mobility traces and synthetic traces have validated the effectiveness of the proposed routing algorithm.
I. INTRODUCTION
The past ten years have witnessed the rapid development of microelectronics and wireless communication technology, and the rapid spread of mobile intelligent terminals. All kinds of smart devices, such as mobile phones and vehicles, have been equipped with camera sensors which enable common users to have the ability of conveniently capturing video data. Furthermore, benefiting from the development of mobile Internet, these video data not only can be shared with other users for social purpose anytime and anywhere, but also can provide many important and attractive services [1] - [5] . However, the proliferation of mobile devices has brought about a continuous surge of mobile data traffic, in which video data accounted for a large proportion and will eventually reach 84% by 2018 according to forecast data of Cisco [6] . Because mobile data transmission is mainly carried out through cellular networks, such as 3G/4G and LTE, the cellular network providers have trouble keeping up with the rapidly increasing demands of mobile users in terms of bandwidth and speed in despite of the significant advances achieved in cellular technologies [7] .
Mobile data offloading is regarded as an effective way to rescue network operators from the above difficult situation, which takes advantage of complementary wireless network technologies to deliver data originally targeted for cellular networks [8] , [9] . Although Wi-Fi hotspots, access points, or mesh networks are now commonly utilized as the main complementary technology to deliver data [10] , [11] , it is difficult to provide full coverage in the larger area due to the limited communication range and high deployment cost. Therefore, how to offload mobile data, especially the mobile video data efficiently and cheaply from traditional cellular networks, has been an important issue of common concern to academic and industrial communities. In this paper, the issue of video data offloading is investigated utilizing the method of mobile opportunistic transmission. FIGURE1 gives an intuitive example. In urban area, all the mobile users and moving vehicles form an opportunistic network consciously or unconsciously. The mobile user A can deliver video clip to user B via wireless multi-hop communication fully utilizing the contacting opportunities among the participating users. Thus, the process of video delivery illustrated is a sequence of direct D2D (Device-to-Device) communications among mobile users, through which the video data is successfully offloaded from cellular networks efficiently. Although the idea of using opportunistic transmission to offload video data looks very promising, there are still two challenging problems to be addressed. When general data is delivered through opportunistic networks, there will be multiple copies for each packet so as to increase delivery ratio and decrease the transmission delay. This will not cause much trouble if the data transmitted is the type of regular scalar data, such as a temperature or humidity value of periodic sampling. But, for video data, due to its persistence and volume, the large number of copies of video packets will exhaust the nodal and network resources, such as memory and bandwidth, and greatly decrease the quality of video data offloading. Thus, the first problem is how to determine whether a video packet should be replicated or forwarded when transmission opportunity is coming. On the other hand, due to the mobility of mobile users, there will be many small, dynamic, and fully connected subnetworks which are formed by the nodes meeting at the same time. Although the existence time of the subnetwork formed by some mobile nodes is very short, it is a great opportunity for video data transmission.
Then, how to determine who the data should be forwarded to or to whom it should be replicated is another challenging problem.
There has been plenty of research work on the issue of data delivery in opportunistic networks in recent years, and many routing algorithms have been proposed. However, due to the following reasons, they can not apply to video data transmission in our scenario. Firstly, video data has the unique features which are different from general data in essence, and should be fully considered during routing algorithm design, such as high volume, strong local correlation, and long continuity on the time dimension. Secondly, the metric which is utilized as the basis to design routing algorithm is totally different. For general data transmission, the main indexes to evaluate the performance are packet delivery ratio and transmission delay, while the quality of reconstructed video data and overhead are the main indexes for video transmission in our work. The formulation of the reconstructed video quality is much more complicated than that of packet delivery ratio. Thirdly, in the existing work, when designing routing algorithms, they usually focused on the data forwarding or replication only between two mobile nodes, and ignored that the performance will be better if data forwarding or replication can be optimized among the connected subnetworks in mobile opportunistic networks.
Therefore, in view of the flaws mentioned above, in this paper, we propose a Video Routing algorithm based on Multiplayer Cooperative Game, namely VR-MCG, which can maximize the video delivery quality while minimizing the overhead incurred so as to efficiently offload video traffic from traditional wireless networks. More specifically, we firstly formulate the model of video delivery quality in opportunistic networks fully considering the characteristics of networks and video data itself, and based on the model a novel utility function is designed to guide the video data transmission. Secondly, we regard the cluster of multi-meeting nodes as a connected subnetwork, model the data transmission among them as a multi-player cooperative game, and utilize the Pareto optimization theory of Nash equilibrium to determine which video packet should be forwarded or replicated to which nodes. Thus, with the completion of video data redistribution in the subnetwork, the transmission opportunity is utilized perfectly.
In summary, the main contributions of our work in this paper can be chiefly described as follows:
• We fully consider the factors which determine the delivery quality of video data in opportunistic networks, formulate the model of reconstructed video quality;
• Based on the above model, a novel metric of marginal quality gain is designed to quantify the importance of each video packet.
• We regard the cluster of multiple meeting nodes as a connected subnetwork, and propose a video routing algorithm based on multi-player cooperative game, namely VR-MCG for mobile opportunistic networks to offload video traffic; VOLUME 6, 2018
• We evaluate the performance of VR-MCG through extensive simulations based on synthetic dataset and real-life mobility traces. The rest of the paper is organized as follows: we survey the related works in Section II. Section III introduces network model and assumption, and further introduces the model formulation for reconstructed video quality in Section IV. Next, the routing algorithm is detailed in Section V. We show simulation setting and evaluation in Section VI, followed by the conclusion in Section VII.
II. RELATED WORKS
How to achieve the best network performance with overhead as little as possible is an important and widely studied issue, which has always led the direction of routing algorithm design from the emergence of mobile opportunistic networks. Thus, the existing routing algorithms can be classified as the following two categories according to the number of replicas: single-copy routing and multi-copy routing, and the algorithms of multi-copy routing can be further divided into two subcategories according to the method of data replication: deterministically routing and adaptively routing.
Single-copy routing algorithms just forward data to other node, and do not generate any copy during data delivery, which can save equipment and network resources and reduce transmission overhead. Direct Delivery [12] is a typical algorithm falling into this category, in which the source will forward data only if it encounters with the destination node. First Contact [13] is another single-copy routing scheme, which is a one-hop encounter-prediction-based routing, and the data is prevented from being forwarded to any encountered node which has already carried this data before. The scheme proposed in [14] also belongs to this category, in which data forwarding mainly relies on predicting the future contacts of two specified nodes based on a time-homogeneous semiMarkov process model.
Due to the poor performance, the application scenarios which can be applied to the single-copy routing algorithms are very limited. Therefore, the researchers had begun to focus on the design of multi-copy routing algorithm. Epidemic routing [15] is a typical flood-based algorithm, which utilizes the pattern like infectious disease spreading to transmit data in the network. Because there are many copies of each message, the algorithm can achieve the optimal performance in terms of delivery ratio and delay in case of unlimited resource, and just on account of this reason, it is often used as a target for the comparison by other algorithms. Due to the high overhead incurred by amount of copies, researchers began to limit the number of copies during routing design. The first kind of routing algorithms is to directly limit the maximum number of copies before each message is transmitted, which is called deterministically routing algorithm. The representative one is Spray-and-Wait [16] , which combines the diffusion speed of Epidemic and the simplicity of direct transmission to reduce the overhead of flooding-based schemes, the total number of nodes which can be forwarded to is determined in advance. Spray-andFocus [17] can be regarded as an improved version of [16] , which has the same spray phase of [16] , and the difference between them is that in the focus phase of Spray-and-Focus, the node will only forward the message to the encountered one which has a larger utility value than that of itself. The scheme of OPF [18] aims to provide an optimal forwarding protocol which maximizes the expected delivery rate while satisfying a certain constant on the number of forwardings per message. In addition to these, there are many routing algorithms belonging to this category, such as [19] and [20] . Although the deterministically routing algorithms can effectively control the transmission overhead by limiting the maximum number of copies, the indexes of delivery quality, such as delivery ratio and delay, not necessarily the best. Therefore, the other kind of routing algorithms has been proposed, in which the maximum number of message is not determined in advance and will change continuously with the continuous optimization of some specific utility function. We call this kind of routing schemes as adaptively routing algorithms. Many routing algorithms can fall into this category, and the follows are some typical ones. Delegation Forwarding [21] makes timely forwarding decisions by observing a sequence of samples, and seeks to reduce costs while achieving high performance based on optimal stopping theory. Yuan and Wang [22] proposed the scheme of OPPO which exploits the transient contact ratio of nodes to spray data copies so as to optimize the delivery delay. Li et al. [23] proposed a scheme of GameR which regards the data transmission among nodes as a bargaining game, and use Nash bargaining solution to guide the adaptive replication of messages.
However, due to the unique characteristics of video data and the different requirements on transmission quality, these schemes can not work well for video data delivery. VideoFountain [24] proposed to deploy kiosks at popular venues to store and transmit digital media to personal devices using WiFi access points. In fact, it is only using video data transmission as the application background, and there is no features of video data to be utilized to design routing scheme. There are some articles focusing on video delivery through VANETs (Vehicular Ad Hoc Networks), such as [25] - [27] . However, the routing design for VANETs has great difference with that for mobile opportunistic networks, because the topological information of road networks can be utilized. That is why we propose our routing scheme of VR-MCG for video data in mobile opportunistic networks. from the perspective of networking. Video data is delivered among them by the means of D2D (Device-to-Device) communication during their opportunistic contacts. Therefore, video data offload is actually a process of video data transmission through mobile opportunistic networks, which includes packet storing, carrying and forwarding. FIGURE 2 gives the system model of video traffic offloading from traditional wireless networks, such as cellular wireless networks, which are suffering from the high-volume mobile video traffics. As illustrated, the system model is mainly composed of two parts: platform side and user side. The platform can be regarded as a server deployed in traditional wireless networks, and is mainly responsible for participating user recruitment, video request management, and packet information collection, which can communicate with participating users only through Wi-Fi or cellular base station. In the user side, the users and vehicles are regarded as mobile nodes which move with their wishes. The nodes can not only communicate with each other through D2D communication during opportunistic contacts, but also communicate with the platform through Wi-Fi or cellular base stations. When a mobile node participates or quits the task of video data offloading, it must inform the platform so that the latter can be aware of the exact number of participants at any time. Each node must also report and acquire video information to or from the platform, which can be used to compute the video packet's utility and the user's gain in real time. Such information exchanged between nodes and the platform is called ''control messages'', which is used to assist video transmission. However, it is worth noting that, in order to offload traffic, only the ''control messages'' can be transmitted through Wi-Fi or cellular base station. The steps of x-| in FIGURE 2 show the process of video data offloading. If a node wants a video clip, it will send a requesting message to the platform (x-y). The platform will inform the node which has the video clip (z-{), and the latter will send video to its requester by the means of D2D communication through mobile opportunistic networks (|).
It should be noted that, each node must report the change of its video packets immediately after each contact so that the platform can accurately obtain the diffusion information of video packets delivered in real time. In addition, as the theoretical basis of our formulations, we also assume that the contact between two mobile nodes, u i and u j , can be regarded as a homogeneous Poisson process with a contact frequency of λ ij , which has been validated utilizing the real mobile traces in [28] and [29] .
B. PROBLEM FORMULATION
The main purpose of this work is to efficiently offload video data from traditional wireless networks, then we propose to deliver video data based on opportunistic D2D communications among mobile users through mobile opportunistic networks. Therefore, our essential problem is to design routing algorithm for video data transmission in opportunistic networks, which should satisfy the following requirements: 1) maximizing the quality of reconstructed video clips; 2) minimizing the overhead as much as possible; 3) applying to the multi-node meeting scenario. To formulate our problem, we firstly give the following definition:
Definition 1 (Marginal Quality Gain): For a video packet delivered in networks, it will have an expected gain on the quality of reconstructed video clip if it is not received. The expected gain is called Marginal Quality Gain of this video packet, which is denoted as MQG.
Assume that, there are N nodes which encounter with each other at time t, and they totally carry M video packets which are from X video clips. We use δ to denote a binary number, which is used to indicate whether a video packet is in the buffer of some node. For any node n (n ∈ {1, 2, . . . , N }), we can use a vector n = (δ n,1 , δ n,1 , δ n,2 , . . . , δ n,M ) to indicate the video packets in its buffer. Thus, we can use the vector = ( 1 , 2 , . . . n , . . . , N ) to indicate the distribution of all the M video packets in the buffers of N nodes. The purpose of us is to maximize the quality of reconstructed video clips while reduce the transmission overhead as much as possible, therefore, our problem is to maximize the contributions of all the meeting nodes on the quality of reconstructed video clips in each transmission opportunity while minimizing the number of times of copying for each video packets. Thus, the problem of us can be formulated as following:
where, MQG n,m , and MQG n,m denote the marginal quality gains of video packet m carried by node n after and before the data transmission among the nodes encountered, respectively; δ n,m , and δ n,m indicate whether the video packet m is in the VOLUME 6, 2018 buffer of the node n after and before the data transmission, respectively; * is the optimal
According to the solution of * , the nodes can not only know whether a video packet is forwarded or replicated, but also know which video packet should be forwarded or replicated to which node.
C. DESIGN OVERVIEW
According to the problem formulation above, in order to achieve the optimal solution of * , the first thing we should do is to construct the model of marginal quality gain (MQG) for video packets. Thus, in Section IV, we will show the model constructing of MQG in detail. As mentioned previously, we regard the data transmission among the nodes encountered as a bargaining process, and model them as a multi-player cooperative game. Thus, in Section V, we will give a brief introduction of multi-player cooperative game, and then introduce how to design our utility function based on the multi-player cooperative game. Due to the great computing complexity of finding the Pareto-optimal solution in theory, we show how to achieve Nash solution based on geometrical spatial representation. FIGURE 3 illustrates the design overview of our scheme VR-MCG.
IV. MODEL CONSTRUCTION FOR MARGINAL QUALITY GAIN
When a video clip is transmitted in the networks, it will be fragmented into many packets which are routed along different paths. The video clip will be rebuilt at the destination node if there are enough video packets to be delivered successfully. How to quantify the contribution of a node which forwards or replicates a video packet on the quality of reconstructed video clip is a very difficult problem. The first reason is from the video data itself, and the other one comes from the networks. Because different video packets have different importance on the recovered quality, and different video packet has different number of replicas due to the multi-copy routing. Therefore, in the following parts, we have to integrate the two factors to construct our models.
A. INTRODUCTION OF FRAME STRUCTURE OF VIDEO DATA
According to [30] , we know that, for any video clip, it can be divided int many groups of pictures (GoPs), which have the same and fixed structure. FIGURE 4 illustrates an example of frame structure of a GoP. It is can be seen that, the structure is composed of a fixed number of I-frames, B-frames, and P-frames. The number of video frames composing a structure can be 9, 12, or other positive integer, but for convenience, in our work, we assume that each gop has 9 video frames as FIGURE 4 shows, and they are labeled as I 1 , B 1 , B 2 , P 1 , B 3 , B 4 , P 2 , B 5 , B 6 consequently. During transmission, all the frames will be fragmented into many video packets,and injected into the network, thus there will be three kinds of video packets which are called I-packets, B-packets, and P-packets.
Because of the compression technology, there is strong correlation among frames of the same GoP, which make the different frame has different importance on the video clip recovery, and make the video packets from different frames also have different importance accordingly. More specifically, the I-frame in the structure is used as a reference frame, which can be rebuilt independently if all the I-packets from it are delivered successfully, and does not need additional information to be decoded. P-frame is the term used to define the forward Predicted pictures, which can be decoded not only depending the successful delivery of all the P-packets from it but also depending on the successfully decoding of the previous I-or P-frame. B-frame is the term for bidirectionally predicted pictures, and the decoding of it depends on the successful delivery of all its B-packets and the decoding of both the previous and following I-or P-frames. For example, the decoding of frame P 2 depends on the successfully decoding of P 1 , while the decoding of B 2 not only depends on the decoding of I 1 but also depends on the decoding of P 1 .
B. MODEL CONSTRUCTION FOR THE QUALITY OF RECONSTRUCTED VIDEO DATA
On the purpose to quantify the contribution of node which forwards or replicates a video packet during video transmission, we should select a appropriate metric which can evaluate the delivery quality of video data in opportunistic networks. PSNR (Peak Signal to Noise Ratio) is usually used as the metric to quantify the quality of video data in traditional networks, however, it can not be used in opportunistic networks to do model construction. The reason is that, we can not compute the PSNR of frames while the packets of them are still being transmitted in the networks. Therefore, in this work, we propose a new metric named Frame Delivery Ratio (FDR) to quantify the delivery quality of video data.
Definition 2 (Frame Delivery Ratio):
For a video clip, Frame Delivery Ratio (FDR) is defined as the number of frames which can be rebuilt successfully at destination node to the number of all the frames transmitted, which can be computed as following:
where N I , N P , and N B are the numbers of I-, P-, and B-frames which can be decoded at destination, respectively; N T denotes the total number of frames which are injected into the network. For a video clip transmitted in the network, we assume that, it consists of N G GoPs, and each I-frame, B-frame, and P-frame in a GoP can be divided into M I I-packets, M B B-packets, and M P P-packets on average, respectively. We also use the symbol of R I to denote the successful delivery probability of I-packet, and R P , R B has the same meanings for P-packet, and B-packet. In addition, the expression P(x) is used to denote the probability that the frame x can be rebuilt, where x is an I-, P-, or B-frame. Thus, according to the interrelationship among the frames of a GoP, the expectations of N I , N P , and N B can be derived as follows:
When a video clip is divided and transmitted, its parameters, such as N G , M I , M B , and M P are all known. Therefore, FDR is actually a function of R I , R P , and R B , i.e.,
Thus, we need to derive the R I , R P , and R B if we want to compute FDR. During the transmission of the video clip, it is assumed that, the number of the distinct I-packets is K I (t) in the network at time t, which have the same TTL (Time-To-Live). For an I-packet i ∈ [1, K I (t)], T I ,i (t) is its elapsed time at time t, M I ,i (T I ,i (t)) is the number of nodes which received a copy of this video packet at one time since it is injected into the network (excluding the source user), N I ,i (T I ,i (t)) is the number of nodes which still has a replica of this video packet at time t, and R I ,i (t) represents its remaining life time at time t. In addition, N S is used to denote the total number of nodes participating into the video data offloading. Then, we have:
Because the inter-contact time follows exponential distribution with λ, the probability that the I-packet i can not be delivered successfully is equal to the probability that the next meeting time of any of its replicas with the destination is larger than R I ,i (t), which is exp(−λR I ,i (t)). Therefore, the probability that the I-packet i can be delivered successfully before its TTL expiration, which is denoted by P I ,i , can be derived as following:
Thus, we have the the average global delivery probability of I-packet for the whole network at time t:
By the same way, we can get the R P and R B , respectively.
C. FORMULATION OF MARGINAL QUALITY GAIN
During video data transmission, each packet which has not been delivered has an expected gain on the quality of quality of reconstructed video clip. From Eqs. (6) and (8), we know that, for a video packet, FDR can be actually regarded as a function of the number of its replicas. No matter the number of its replicas plus or minus one, the value of FDR will change. We call the amount of change of FDR as the expected gain of this video packet on the quality of reconstructed video clip, which can be computed by the means of partial derivative VOLUME 6, 2018
and discretization. For an I-packet i, its MQG at time t can be computed as following:
Similarly, we can get MQG for a P-packet i and B-packet i as follows:
;
.
(10)
V. SCHEME DESIGN FOR VR-MCG
The philosophy of our routing design is to maximize the delivery quality of video data while reducing the number of replicas of packets as much as possible so as to minimize the transmission overhead. To achieve this, we regard data transmission among multi-meeting nodes as a multi-player cooperative game, and seek help from Nash Pareto-optimal theory.
A. DESCRIPTION OF MULTI-PLAYER COOPERATIVE GAME
The multi-player cooperative game is know as a non-zerosum game, in which the participating players are rational and selfish, but try to achieve a win-win situation. The players taking part in the finite strategic-form game is denoted by a set Q = {1, 2, 3, · · · n}. All the possible strategies of player i consist of its strategy space denoted by s i , and then S = s 1 × s 2 × · · · × s n represents the joint strategy set. In the game, each player has a gain function F i , and the gain will change with different strategy adopted. For a multi-player equilibrium game, it will come to an equilibrium if there is no other possible agreement that allows each player to have the high gain simultaneously [31] - [33] .Thus, we have the following theorem: Theorem 1 (Nash Theorem [33] ): The solution for multiplayer cooperative game, which satisfies four axioms: invariance, symmetry, independence, and Pareto optimality, is given by Eq. (11) (
where, (F * 1 , F * 2 , · · · F * n ) is the optimal solution, which is also called Nash Equilibrium Solution; F * i is the gain of player i in Nash Equilibrium Solution; F 0 i is the status quo point, which is usually defined as the utility gain of no cooperation, and the expression of arg max i∈Q (F i − F 0 i ) is called Nash Product.
B. UTILITY FUNCTION FOR VIDEO DATA TRANSMISSION
When some mobile nodes encounter at time t, they form a fully connected subnetwork at the moment of contact. Thus, all the nodes can use the contact opportunity to exchange packets they carry so as to efficiently delivery video clips. As mentioned, we use N to denote the number of nodes encountered, M to denote the number of all the distinct video packets they carry, V to denote the number of video clips delivered simultaneously. For any video clip v, it has a destination of its own. In addition, we also use p n,v to denote the contact probability between node n and the destination node of video clip v, and use MQG n,v,m 1 to denote the marginal quality gain of the video packet m which is carried by node n and comes from video clip v. Thus, if a node n has video packets which are not delivered yet, the contribution of this node to the delivery quality can be quantified by the total expected quality gains of the video packets it carries. Therefore, the utility function can be formulated as following:
When the multiple users meet, they all want to receive video packet from others, and use video packet with low marginal quality gain to exchange video packet with high marginal quality gain with other users, so as to maximize the contribution increment of each of them as much as possible. In other words, they all expect to maximize their contribution increments through the video packet exchange, i.e, max(F n − F n ), where F n is the expected contribution of node n before data exchange. However, because the contrition of each user is quantified by the total expected marginal quality gains of video packets carried by him/her, they are not willing to forward their video packets to other users for free. Simultaneously, they are not willing to replicate any video packet to other users. The reason is that, according to the formulation ofMQG, the expected marginal quality gain of video packet will decrease if the number of its copies in the network increases. Thus, the meeting users are conflicting in their interests. On the other hand, all of the users participating into the task of video offloading have the willingness to finish the task and maximize the quality of the recovered video data. Thus, all the users are cooperative. The only obstacle among them is to achieve an agreement that allows each user to have the high gain simultaneously. Thus, we can regard the data transmission among them as a multi-cooperative game.
According to Theorem.1, if the Nash product is maximized, we can find the Nash Equilibrium Solution which can maximize the benefits for all the nodes. If the nodes do not cooperate with each other, there is no gains which can be achieved by them, and the status quo point is the MQGs of the video packets they originally carry. Thus, we have the Eq. (13), as shown at the top of the next page, according to Theorem.1.
Thus, if we can find a vector * which can satisfy Eq. (13), all the nodes can forward or replicate video packets among them according to * , and the result will match our expectation of routing performance. Please note that, multi-player cooperative game is actually a bargaining problem in essence. Thus, for this equation, we can use a greedy algorithm which travels all the possible strategy sets to find the * , but the *
computational complexity will increase exponentially with the increase of the number of video packets M . And, we know that the value of M usually is not a small integer. Thus, on the purpose to achieve the vector * efficiently, in this work we seek help from the method of geometrical spatial representation [34] instead of the greedy algorithm.
C. NASH SOLUTION BASED ON GEOMETRICAL SPATIAL REPRESENTATION
Wong [40] mentioned that despite significant progress in recent years, algorithms for computing equilibrium are still not competent at solving very large games, and approximate solution methods are often the best computed solution. Thus, the authors proposed to utilize the method of geometrical spatial representation to deal with such kind of problems. Specifically, for each video packet, it has a utility value to any of the players, and the distance of a video packet to the player is defined as a decreasing function of the utility. For simplicity, the inverse proportionality function is used, and all the distances are normalized.
In our application scenario, we use p n,v MQG n,v,m to denote the utility of video packet m to node n, then the utility distance between them, denoted by d n,m , can be computed as:
Thus, we can see that if the importance or value of a video packet is greater to a node, its utility distance from this node will be shorter, and it has a bigger priority to this node. Therefore, for each node n, we can have a list of video packets, in which the video packets are arranged in descending order in terms of the utility distance, denoted by L n , where
According to [34] , assigning video packets with lower or higher priorities to a player can shift the equilibrium away from the Pareto-optimality, but assignment of video packets to a node by traversing them from the highest priority to the lowest one enhances computational resources. To solve this problem, the concept of Utility-Distance Product is presented by the authors. Specifically, the Utility-Distance Product for an video packet m to node n, which is denoted as ϕ n,m , is computed by multiplying the normalized
It can be seen that, for a given video packet, it has the same Utility-Distance Product for all the nodes. Therefore, we can have the equilibrium condition as following:
, (17) where, u n is used to determine the video packet which corresponds to the pivot location.
Thus, we can select the first k video packets from the list of L n , and assign to node n, in which the symbol k should satisfy the following requirement:
where, d j denotes its Utility-Distance Product of the j-th video packets of list L n to node n. According to the assignment, all the meeting nodes know whether to forward or copy his video packets to others. Please note that, it is possible that a video packet will be assigned to several nodes, thus, the video packet must be replicated, but the number of replicas is determined by the Nash solution; on the other hand, due to the low importance, it is also possible that a video packet is not assigned to any node, thus it will be dropped.
VI. PERFORMANCE EVALUATIONS
As mentioned previously, there is very little work on the issue of video data routing for mobile opportunistic networks. Although some researchers claim that the schemes proposed by them can also be used to deliver video data, they do not consider the characteristics of video data during routing design. The closest work to ours is the routing algorithm of GameR proposed in [23] , which also considers the scenario of multi-node meeting during data transmission, but is designed for common data. The other scheme to be compared with is a variant from VR-MCG, namely VR-TCG, which only transmits video data between two nodes and do not consider the situation of multi-node meeting. In addition, to evaluate VOLUME 6, 2018
the adaptive replication of video packets, we also compare our scheme with Epidemic.
A. SIMULATION ENVIRONMENT
To evaluate the performance of our scheme, we have established a DTN-like framework based on the network simulator of NS-2. In the framework, each nodes is regarded as a mobile user, which can communicate with others using 802.11b, and the communication range of them is set to 100 meters. The storage space of each node is divided into two queues: the first one is used to store the video packets generated by itself, and the other one is used to cache the video packets received from other nodes. The two queues have the same length, and each of them can store up to 128 video packets. On the purpose to simulate the video data transmission, the standard video sequence of ''foreman qcif'' is used as source data. In addition, in order to transmit video data more conveniently, the tool of myEvalvid [35] has been integrated into our framework, which can easily divide the source video data into 659 video packets, and inject them into the network strictly according to their location and time interval in the original video sequence. In the same way, with the help of this tool, we can also reconstruct the video sequence using the received video packets.
B. PERFORMANCE COMPARISON AND ANALYSIS BASED ON SYNTHETIC MOBILITY TRACES
The synthetic dataset is generated based on the mobility model of Random Waypoint, which consists of 60 mobile nodes moving in the region of 1000 × 1000m 2 . For all the nodes, we set the maximal speed to 10m/s, and the waiting time to 0s. During each simulation, the TTL (Time-to-Live) of all the video packets is set to the same value. To achieve more results, we also change the TTL, and for each of them, repeat the simulation 20 times. In addition, for each simulation, the source and destination nodes are all selected randomly. The simulation results related to the quality of video transmission are all illustrated in FIGURE 5, in which the performances of the four schemes are compared in terms of FDR and PSNR 2 . From FIGURE 5(a), it can be seen that, the scheme of Epidemic has the lowest FDR when TTL is set to different value, and obviously our scheme of VR-MCG has the best performance. Although the scheme of GameR has better performance than Epidemic, it still has a performance gap with the scheme of VR-TCG. But the FDR of all the schemes will increase with the increase of TTL. This phenomenon can be explained as follows. Due to the unlimited replication, the scheme of Epidemic exhausts the resource quickly, and many video packets are dropped during video delivery, which results in the worst performance. The scheme of GameR is designed to achieve high packet delivery rate for general data delivery, which does not consider the characteristics of video data, and has the different purpose 2 Please note that, the value of PSNR is computed after each simulation according to the reconstructed video data. with VR-TCG and VR-MCG, thus, it is not surprising that the latter two schemes have better performance than GameR. As for the performance difference between VR-TCG and VR-MCG, the main reason is that, VR-MCG optimizes the process of video data transmission among multi-meeting nodes while VR-TCG only considers the situation of twonode meeting. In order to make the difference more intuitive, we also give the comparison in term of PSNR of reconstructed video clips as shown in FIGURE 5(b), from which we can see the same performance tendency for all the schemes as illustrated in 5(a).
C. PERFORMANCE COMPARISON AND ANALYSIS BASED ON REAL-LIFE MOBILITY TRACES
To validate the practicability of our scheme, we also evaluate the performance of them based on a dataset of real-life mobility traces, namely KAIST [36] , which consists of GPS traces collected from the 92 mobile students in the region of 10000 × 10000m 2 , and the duration is 24 hours.
On the purpose to observe the effect of number of concurrent transmitted video clips to the performance of routing schemes, we also change the number of video clips from 1 to 5, and for each value, the same simulations have been done based the real-life mobility traces. FIGURE 6 and 7 show the performance comparsions in terms of FDR and PSRN, respectively. From these figures, in addition to the phenomena observed in FIGURE 5, we can also find that, with the change of the number of video clips from 1 to 5, all the schemes have a performance drop, but that of GameR, VR-TCG, and VR-MCG is slight (about 0.01 in term of FDR, 0.4dB in term of PSNR), while the scheme of Epidemic is more obvious (about 0.023 in term of FDR, 1.5dB in term of PSNR). The reason is that, with the increase of the concurrent video clips, the resource of nodes, such as buffer space, becomes more and more limited. Thus, the network can not accommodate the unlimited replicas of Epidemic, and more video packets are dropped, which will certainly reduce its performance. However, due to controlled replication of video packets, this problem is not very obvious to the schemes of GameR, VR-TCG, and VR-MCG.
In order to compare the resource consumptions of the four routing schemes more intuitively, the statistics of the average maximum number of replications for each of them is given in FIGURE 8. From this figure, we can observe that, when the TTL is set to 2000s, the maximum number of replications for each video packet can be close to 80 times on average, while the value of GameR and VR-MCG is about 20 times, and VR-TCG is about 30 times. The result is in line with our expectation of Epidemic. Although the replication processes of GameR, VR-TCG, and VR-MCG are all controlled, the scheme of VR-TCG do not consider the situation of multinode meeting, and only transmits video packet between two nodes, thus its average maximum number of replication is bigger than that of GameR and VR-MCG.
VII. CONCLUSIONS
Mobile traffic offloading is a hot topic in recent years, and opportunistic transmission based on D2D communication is regarded as a ideal way to deal with this issue. In this paper, we propose a quality oriented routing algorithm named VR-MCG for video transmission in mobile opportunistic networks, which can guide the video packet transmission based on Nash solution so as to maximize the delivery quality of video clips while reducing the transmission overhead as much as possible. The simulations driven by the synthetic and reallife datasets have validated its performance.
