Abstract-We propose a novel density evolution approach to analyze the iterative decoding algorithms of low-density parity-check (LDPC) codes and product codes, based on Gaussian densities. Namely, for these classes of codes we derive a one-dimensional (1-D) map whose iterates directly represent the error probability both for the additive white Gaussian noise (AWGN) and the Rayleigh-fading channel. These simple models allow a qualitative analysis of the nonlinear dynamics of the decoding algorithm. As an application, we compute the decoding thresholds and show that they are consistent with the simulation results available in the literature.
I. INTRODUCTION
Recently, it has been demonstrated that iterative-decoding algorithms can perform at rates extremely close to the Shannon limit imposed by the noisy channel coding theorem [1] , yet with reasonable complexity. In particular, irregular low-density parity-check (LDPC) codes and product codes are among the most promising candidates for future applications. LDPC codes were originally introduced by Gallager [2] in 1962, and rediscovered by MacKayet al. [3] in 1996. The crucial innovation of LDPC codes being the introduction of iterative decoding algorithms. Recently, it has been recognized that the various message-passing decoding algorithms, which provide good decoding performances for these codes, can be formulated in terms of a general framework, namely, the sum-product algorithm [4] . On the other hand, product codes were introduced by Elias [5] as a class of powerful concatenated block codes with high minimum distance. Elias proposed a suboptimal decoding algorithm based on the sequential algebraic decoding of the constituent codes to keep the decoding complexity relatively low. The introduction of turbo codes [6] later showed that performance near capacity can be obtained by decoding constituent codes with an iterative soft-input soft-output (SISO) decoder. Using the same idea, Pyndiah [7] , [8] , improved the decoding scheme of Elias by replacing the algebraic decoders by iterative SISO decoding based on the Chase algorithm [9] .
Recently, several techniques have been proposed in the literature to analyze iterative decoding by tracking the density of the information exchanged in the decoder. This idea was originally introduced for LDPC codes [10] , [11] , under the name of density evolution. For these particular codes, the exact densities of the messages exchanged in the decoder are available because the extrinsic information admits a closed-form representation given by the "tanh rule. " Density evolution, though, requires a numerical evaluation of the densities of the Manuscript received September 13, 2002 messages used by the decoder and is usually computationally intensive. Often, the density of the extrinsic information is approximated by a Gaussian either to simplify the analysis or when a closed-form expression of the extrinsic information is not available. The validity of this assumption was first recognized for LDPC and turbo codes by Wiberg [12] and used in [13] to perform an approximate analysis of LDPC codes. The Gaussian approximation in conjunction with Monte Carlo simulations has also been proposed to analyze the performances of the turbo decoding algorithm [14] , [15] . Previous work concerning Gaussian approximations has relied on different parameters in order to obtain a one-dimensional (1-D) model, namely, the mean value in [13] , the signal-to-noise ratio (SNR) in [14] , [15] , the mutual information in [16] , [17] , and the bit-error rate (BER) [17] , [18] . Another method based on matching mean and covariance was presented in [19] .
In this correspondence, we propose a model of the iterative decoding of LDPC and product codes based on the BER, using the Gaussian approximation. Under the Gaussian approximation, the mean, SNR, and mutual information can be easily converted to the corresponding BER as shown in [13] , [14] , and [17] , respectively. In contrast with this approach, our expression of the BER is not merely a byproduct, but the parameter by which we identify the tail of the Gaussian distribution. For LDPC codes, we follow a method somewhat similar to the one suggested in [13] in order to analyze the message-passing decoder. However, our method is based on a closed-form expression in terms of error probabilities. By error probability we mean here the probability that variable nodes are sending incorrect messages. Moreover, we show that our approach leads to the correct stability condition, that is consistent with density evolution. On the other hand, for product codes our starting point is [8] . For this class of codes, we introduce a novel density evolution approach based upon the evaluation of the extrinsic information exchanged by the constituent decoders. In both cases, despite the simplicity of the model, it is possible to predict the thresholds of the decoder with acceptable accuracy, when compared to simulation results.
This correspondence is organized as follows. In Section II, we recall the basic principles of LDPC codes and derive a 1-D model of the message-passing decoder based on Gaussian densities, both for the additive white Gaussian noise (AWGN) and the Rayleigh-fading channel models. Section III is devoted to the iterative decoding of product codes. Namely, for both the AWGN and the Rayleigh-fading channel, we derive a 1-D map based on the Gaussian approximation. Section IV shows an application of the models derived for the iterative decoding of LDPC and product codes, for threshold computation purposes. Specifically, we illustrate the qualitative nonlinear dynamics of the iterative decoding process and explain the mechanisms underlying the existence of the threshold.
II. MODEL OF THE MESSAGE-PASSING DECODING OF LDPC CODES

A. Preliminaries on LDPC Codes
An LDPC code is defined by a bipartite graph [10] formed by variable and check nodes appropriately related by edges. Assume d v (resp., dc) is the maximum variable (resp., check) node degree; we denote the variable (resp., check) degree distribution polynomial of the graph by
) [11] . In particular, if (x) = x d 01 and (x) = x d 01 , the code is said to be regular, otherwise, the code is said to be irregular. The message-passing algorithm used to decode LDPC codes implements the sum-product algorithm applied to the bipartite graph of the code. The message v sent by a variable node to a check node on edge e 0018-9448/03$17.00 © 2003 IEEE is the log-likelihood ratio of that variable node, given the log-likelihood ratios of the check nodes u i received on all incoming edges except e and given the channel log-likelihood ratio u 0 [10] 
The message u sent by a check node to a variable node on edge e is the log-likelihood ratio of that check node, given the log-likelihood ratios of the variable nodes v i received on all incoming edges except e [10] 
Equations (1) and (2) constitute one decoding iteration and each variable node message is initialized with the channel log-likelihood ratio u 0 of the corresponding bit [11] , [13] .
B. Gaussian Density Approximation
As already stated in [13] , the density of variable and check node messages is close to a Gaussian, although this is less obvious for check node messages. This is especially true when the right degree distribution polynomial (x) is concentrated on a few degrees, which is verified for regular codes and for almost all good irregular codes as well [13] . Moreover, the analysis is greatly simplified if a density, call it f , verifies the so-called symmetry condition: f(x) = e x f(0x). It was shown by Richardson et al. [11] that the densities of u 0 , v, and u in (1) and (2) Throughout this analysis, we will restrict ourselves to binary phaseshift keying (BPSK) modulation (binary 0 ! +1, binary 1 ! 01).
The message-passing algorithm can be analyzed with the following assumption. If the block length of the code tends to infinity, the concentration theorem [10] ensures that the performance of a particular bipartite graph chosen at random can be assimilated to the average performance of the cycle-free graph, i.e., the messages received by every node at every iteration are independent and identically distributed (i.i.d.) random variables. In the remainder of the present correspondence, this assumption is supposed to be valid. Without loss of generality, we will also suppose that the all-zero codeword is sent, therefore, the error probability P l e () at iteration l is simply the average probability that the variable node messages are negative [11] .
1) AWGN Channel:
We consider here an AWGN channel and denote by the noise standard deviation. Let m u = 2 be the mean of u0, and m l u and m l v be the mean of u and v at iteration l, respectively. Our goal is to find an expression of P l+1 e (), the error probability at iteration l+1, as a nonlinear function of P l e (), the error probability at iteration l. In order to achieve this, consider a check node u of degree j at iteration l + 1; then it follows from (2) that
where sign(x) is 0 if x > 0, and 1 otherwise. It was shown by Gallager [2] that the probability of u < 0 for degree j nodes is 
Then by combining (3) and (4), and defining the polynomial s(x) as
we obtain the expression of the error probability at iteration l + 1 as P l+1
In other words, (5) represents a nonlinear 1-D map of the form P l+1 e () = f P l e (); ; l 1 (6) describing the dynamics of the message-passing algorithm in terms of error probability, with P 0 e () = Q 1 . The nonlinear map f(x; ) is defined as
where acts as a control parameter. We now show that the map f(x; ) admits the same stability condition derived in [11] by using density evolution. which completes the proof.
2) Rayleigh-Fading Channel:
On the Rayleigh-fading channel, the density of the channel log-likelihood ratios is [17] p u (u 
The check-node messages have a density which can be approximated as a symmetric Gaussian with mean m l+1 u at iteration (l + 1). It follows that, at iteration (l + 1), the density of a variable node v of degree i is the convolution of p u (u 0 ) with a symmetric Gaussian of mean
u . The probability that v < 0 is known as [17] Similarly to the AWGN case, 0 is a fixed point of f, whose stability condition (see Appendix II) is given by
which is consistent with [21] .
III. MODEL OF THE ITERATIVE DECODING OF PRODUCT CODES
A. Preliminaries on Product Codes
A product code Cp = C1 C2 is defined by the serial concatenation of two block codes C 1 (n 1 ; k 1 ; d 1 ) and C 2 (n 2 ; k 2 ; d 2 ). We assume here that binary codes are used. The information bits are placed in an array of k1 lines and k2 columns. The columns (resp., rows) are encoded using C 1 (resp., C 2 ), as described in Fig. 1 .
The iterative decoding process is described in Fig. 2 . The decoding is performed iteratively column-wise then row-wise using the modified Chase SISO algorithm [8] . The column decoder uses channel observations Z and a priori information A c in the form of log-likelihood ratios to generate an a posteriori log-likelihood ratio Lc for each bit.
The extrinsic information is then defined as E c = L c 0 Z 0 A c . After block interleaving, Ec is used as a priori information Ar in conjunction with Z by the row decoder to generate an a posteriori log-likelihood ratio L r for each bit. The extrinsic information is then defined as Er = Lr 0Z 0Ar and is used as a priori information for the columns after block interleaving.
B. Analysis of the Iterative Decoder
Let us assume that Chase Algorithm 2 is used as the row/column decoder with the modification proposed in [8] to obtain soft outputs.
Let C(n; k; d) be one of the constituent codes; the error-correcting capability of the code is t = b(d 0 1)=2c and the number of least reliable positions used to generate the list of candidate codewords is l = bd=2c. Assume also that BPSK signaling is used (binary 0 ! +1, binary 1 ! 01) and that the all-zero codeword is transmitted. We modify the method proposed in [22] to obtain a good approximation of the BER of the constituent decoder. Assume the decoder admits as its input a log-likelihood ratio vector r r r = (r1; . . . ; rn) instead of the channel outputs. Let n0i(n 0 i)). A good approximation of the word error rate of Chase Algorithm 2 is given by [22] P e = l+t i=t+1 n i
n i p i (1 0 p) n0i (13) where p represents the channel crossover probability. With a slight modification, we obtain an approximation of the BER as (14) Assume that the elements of r r r are i.i.d. with probability density function f(x) and let f c (x) (resp., f e (x)) be the density associated with a reliability corresponding to a correct (resp., erroneous) hard decision, then
where u(x) is the unit step function. The method to calculate the term P (t+1(i) n0l0t (n 0 i)) in (14) using (16) and (17) can be found in [22] .
C. Gaussian Density Approximation
A widely used model for the density of the extrinsic information is the symmetric Gaussian [13] , [15] , [18] which is described solely by its mean m E for the rows and m E for the columns, the variance being twice the mean. We will use this model in the rest of this analysis. Furthermore, we assume that the a priori information is i.i.d., even if this is true in practice only for very large interleavers. 
Noting that L r = Z + A r + E r has a symmetric Gaussian distribution with mean of m L , it follows that
and finally mE = 2 Q 01 (P r b ) 2 0 mZ 0 mE : (23) By iterating this process with the initialization m E = 0, we obtain a description of the iterative decoding of product codes on the AWGN channel.
2) Rayleigh-Fading Channel: On the Rayleigh-fading channel, the distribution of the channel log-likelihood ratio Z is [17] pZ(z) = 
Therefore, the distribution of the input log-likelihood ratio of the column decoder Z + A c is the convolution of p Z (z) with a symmetric Gaussian with mean mE [17] shown in (25) at the top of the next page. Using f(x), we obtain the column BER P c b by applying the method described in Section III-B. Since L c = Z + A c + E c , the density pL (x) of Lc is also the convolution of pZ(z) with a symmetric Gaussian with mean m = m E + m E . It follows that [17] P c
where 
The row decoder is described with the same equations, but replacing P c b with P r b and inverting the roles of mE and mE . By iterating this process with the initialization m E = 0, we obtain a description of the iterative decoding of product codes on the Rayleigh-fading channel. 1 
IV. APPLICATION: THRESHOLD COMPUTATION
This part of the correspondence is concerned with the computation of a decoding threshold in the iterative decoding algorithm. As will be shown, the existence of the threshold can be explained in terms of the nonlinear dynamics of the 1-D model describing the iterative decoding system.
A. LDPC Codes
We study the convergence properties of the message passing algorithm by means of (6) of smaller, equal, and larger than 3 , respectively. At = 3 , a tangent (or saddle-node) bifurcation occurs [20] : two fixed points, one stable (S) the other unstable (U), appear (see Fig. 5 ).
A similar behavior can be observed for the map derived by (11) on the Rayleigh-fading channel. 1 Note that at the first iteration the distribution of the input log-likelihood ratio of the row decoder is the convolution of p (z) with a Dirac function, as initially m = 0. Before proceeding to the numerical evaluation of thresholds we add the following remark on code optimization [11] , [13] . intuitively that the threshold 3 is maximum for concentrated check degree distribution polynomials. When performing code optimization of irregular codes, once (x) is fixed, it is easy to find a suitable (x) so as to maximize the threshold. This is consistent with the fact mentioned in Section II-B that for good LDPC codes, the polynomial (x) is concentrated and with the fact that the performance of a single parity-check codes is increased if the number of information bits is reduced. Similar results for the binary-symmetric channel (BSC) and the binary erasure channel (BEC) have been presented in [23] and [24] , respectively.
1) Numerical Results:
We conclude this subsection by comparing the threshold values 3 and their corresponding ratios E N 3 obtained with our analysis, versus density evolution. In Table I , we give the thresholds for rate R = m m+1 regular LDPC codes with dv = 3, for m = 1; . . . ; 8. It can be seen that the model proposed in Section II-B estimates the E b =N 0 threshold with accuracy between 0.1 and 0.3 dB.
The accuracy obtained by the authors in [13] is better by approximately one order of magnitude; however, our closed-form analytical model provides more insight into the decoder dynamics.
B. Product Codes
In order to analyze a 1-D system, we choose to study the iterates of the BER at the output of the row decoder P r b (l) as a function of the iteration index l and the noise parameter . P r b (0) is arbitrarily set to the channel crossover probability. It can be verified that 0 is a fixed point of the iterative decoding model described in Section III-B. As for LDPC codes, a threshold The decoding trajectory starts in the upper right corner and ends at the origin. At = 3 , the decoding trajectory enters a bottleneck or tunnel region [15] , [17] near the bisectrix line with a characteristic slowing down of the convergence rate.
In general, we observed that for C(n; k; d) 2 product codes where n and k are fixed, the threshold 3 is an increasing function of d.
This seems to indicate that well-known constituent codes with high minimum distance such as the Bose-Chaudhuri-Hocquenghem (BCH) codes are suitable to obtain product codes with a good threshold under iterative decoding. Tables II and III give the thresholds calculated with the method presented in Section III-B for the product codes [8] on the AWGN and Rayleigh channels, respectively. We emphasize that although it is not possible to define rigorously a threshold for codes with finite block lengths, the threshold existing in our model is a good indicator of the beginning of the waterfall region of the BER curves, except when the block length of the constituent codes is 32. In this particular case, the calculated thresholds are even below the capacity. This confirms that the hypothesis of i.i.d. extrinsic information is approximately justified only for large block lengths.
1) Numerical Results:
V. CONCLUSION
In this correspondence, we have presented 1-D models for the iterative decoding of LDPC and product codes, based on Gaussian densities. These simple 1-D maps describe the evolution of the error probabilities, as a function of the number of iterations, on both the AWGN and the Rayleigh-fading channel. For LDPC codes, our analysis leads to a stability condition which is consistent with the density evolution method.
Our approach allows a qualitative analysis of the nonlinear dynamics of the decoding algorithm near the threshold. Also, we have verified that the thresholds obtained with our approximate models are in good agreement with the values computed through density evolution or Monte Carlo simulations.
