This paper evaluates the performance of receiver-based compensation methods for distortion caused by nonlinear bandlimited satellite channels. Speci¯-cally, the performance of Volterra equalizers and maximum-likelihood sequence detection (MLSD) receivers for nonlinear bandlimited satellite systems are quanti¯ed. In addition, the performance of a receiver with a fractionaly-spaced equalizer followed by a Volterra equalizer is studied (FSE-Volterra equalizer). We use as our performance criteria mean-square error (MSE) and probability of error.
I.

Introduction
In order to provide su±cient link margin, satellite channels employ a high power ampli¯er (HPA) often in the form of a traveling wave tube (TWT). 1 The consequence of increasing demand for bandwidth and the desire to minimize satellite power consumption leads to the TWT being driven at or near saturation. The end result is the introduction of nonlinear bandlimited signal distortion yielding nonlinear ISI (intersymbol interference). For such systems, it may be prudent to compensate for this nonlinear ISI.
One compensation approach for nonlinear distortion in a satellite channel is nonlinear equalization. Channel equalization of nonlinear distortion on voice channels was¯rst studied by Falconer [1] . Characterization of nonlinear satellite channels using Volterra series channels was then studied by Benedetto et. al. [2] , but not including equalization. Nonlinear equalization of digital satellite channels using Volterra kernels was¯rst proposed by Benedetto and Biglieri [3] . The e®ectiveness of Volterra equalization for mitigating nonlinear bandlimited distortion was demonstrated for a noiseless system. In [4] a predistortion method based on the theory of pth order inverse systems is analyzed. The method places a discrete system with memory between the source and the modulator, where it was shown to be very e®ective and capable of linearizing a channel up to a given order. Volterra equalization was also analyzed and compared to other signal compensation approaches such as predistortion and ISI cancellation in [5, 6] for microwave radio channels employing M-QAM Recently solid state ampli¯ers have become available which will likely replace the TWT as the HPA in new satellites. Since many existing satellites use TWT ampli¯ers, in this work TWT ampli¯ers will be considered. However, the equalization and detection methods discussed will be equally applicable to solid state ampli¯ers.
modulation.
An alternate, and more e®ective, approach of compensation for nonlinear signal distortion is maximum-likelihood signal detection (MLSD). Forney [7] has shown that the optimum receiver for a linear channel with ISI is a whitened matched¯lter followed by a nonlinear processor known as the Viterbi algorithm [8] . A maximum-likelihood receiver for binary sequences over bandlimited nonlinear channels was derived in [9] . Benedetto et. al. [10] derived the optimal receiver for a nonlinear bandlimited satellite channel and arbitrary modulation formats. Although the approaches for deriving the receivers in [9] and [10] di®ered, both resulted in a similar structure: a bank of matched¯lters followed by a maximum-likelihood detector.
In this work, we evaluate receiver-based methods for mitigating the e®ects of nonlinear ISI in the presence of noise for nonlinear satellite systems employing four and eight PSK modulation. From the existing literature, however, it is not clear when receiver-based compensation of nonlinear bandlimited signal distortion is e®ective in such systems. We consider both raised-cosine and non-return to zero (NRZ) signal formats. The performance of various Volterra equalizers, and FSE-Volterra equalizer con¯gurations are considered, where an FSE-Volterra equalizer consists of an FSE (fractionally-spaced equalizer) followed by a nonlinear Volterra equalizer. We use as our performance criteria mean-square error (MSE) and probability of error. In order to improve the convergence characteristics of the nonlinear equalizers, a multiple step size LMS algorithm is proposed.
Next, we compare the performance of the nonlinear equalizers to MLSD receivers. For a given scenario, this exercise indicates if there is further opportunity for improvement with higher complexity or alternative equalizer structures. The complexity of the so-callerd MFB-MLSD receiver (i.e., matched¯lter bank followed by Viterbi detector) grows exponentially with the channel memory, thus a lower complexity single¯lter MLSD receiver, the so-called SF-MLSD, is also evaluated. The results of this e®ort quantify the performance characteristics of these nonlinear compensation methods for nonlinear satellite systems. Thus provide some guidance as to their application.
The following section introduces the nonlinear satellite system model. The structure of the Volterra and FSE-Volterra equalizers are described in Section III, including a discussion of the adaptation and convergence rate. Also, a multiple step size adaptation algorithm is suggested which increases the rate of convergence while maintaining stability. Section IV gives a brief description of the MFB-MLSD and SF-MLSD receivers. In the following section, Section V, a description of the simulated systems is given followed by a presentation of the performance results. Section VI presents the conclusions.
II. The Nonlinear Satellite Channel Fig. 1 represents a low-pass equivalent block diagram of a single-hop transponder communications link which accounts for the dominant performance-limiting components. The data-bearing waveform P n d n ±(t ¡ nT ) , where T is the symbol interval, ±(t) is the Dirac delta function, and d n is complex data, is¯ltered by the transmit¯lter h T (t): The satellite model consists of a pre-¯lter, h pre (t); a TWT high power ampli¯er, and post-¯lter, h pst (t):
The pre-and post-¯lters represent the satellite input multiplexing and output multiplexinḡ lters. Although in general the signal entering the satellite is subject to thermal noise, only the noise at the receiver is assumed to be signi¯cant. As indicated, the receiver may perform nonlinear compensation of any bandlimited satellite distortion. Finally, the detector outputs estimatesd n of the transmitted symbols d n .
In this work the TWT is modeled, following Saleh [11] , as a frequency-independent memoryless bandpass function. It is completely characterized by its AM/AM and AM/PM conversions given by
where r is the amplitude of the input waveform, and the parameters ® a ,¯a, ® Á , and¯Á are obtained by a minimum mean-square error curve¯tting procedure to experimental TWT data . If r(t) and µ(t) are the instantaneous input modulus and phase, respectively, of the TWT, then A [r(t)] and Á [r(t)] + µ(t) represent the instantaneous amplitude and phase, respectively, of the TWT output. In this study, ® a = 1:9638,¯a = 0:9945, ® Á = 2:5293, and Á = 2:8168; as in [11] .
III.
Nonlinear Equalizers
A. Volterra Equalizer
The form of the nonlinear Volterra equalizer is suggested by the discrete-time low-pass equivalent Volterra series characterization of a nonlinear communications channel. The output of the equalizer, z n ; consists of a linear combination of the inputs, y n ; plus odd-order nonlinear combinations, and is given by [3] 
The terms y n denote samples from the receiver¯lter output. If we consider the receiver¯lter as part of the channel, then the output of the equalizer consists of weighted combinations of channel outputs where the weights multiply linear and nonlinear combinations of channel outputs: In general, the weights are complex and the weights, c k ; directly multiply channel outputs y k : The weights c k 1 ;k 2 ;k 3 multiply third order combinations of channels outputs, etc.
Only odd order terms are considered since even order terms fall out of the frequency band of interest. This expression consists of in¯nite summations of linear ISI terms and nonlinear ISI terms of odd degree. In practice, any channel has a¯nite memory and nonlinearity of nite degree, so that the summations in (3) are¯nite.
The nonlinear equalizer of (3) can be considered to consist of two parts [10] . The¯rst part consists of a nonlinear combiner with inputs y n and outputs consisting of y n and odd The objective of the following discussion is to show that for convergence, the maximum allowable step size,1 max ; of the nonlinear equalizer, is greater than ¹ max ; the maximum allowable step size of the linear equalizer: Then, in order to improve the convergence characteristics, a modi¯ed update algorithm which improves the convergence rate of the nonlinear equalizer while still maintaining good convergence characteristics is suggested.
First, in order to compare the convergence of the nonlinear Volterra equalizer to the linear tapped delay line equalizer (i.e.,Ñ = 0), some well known convergence conditions for the linear equalizer are cited. It is well known that, for convergence in the mean of the tap vector for a linear equalizer, the condition 0 < ¹ < 2 max on the step size, ¹, must hold; where¸m ax is the largest eigenvalue of the tap input correlation matrix [12] . Also, in examining convergence in the mean, it is found that the convergence rate is limited by the eigenvalue spread¸m ax =¸m in ; where¸m in is the smallest eigenvalue of the tap input correlation matrix. Under the assumption that the sequence of tap input vectors y N are independent 2 (independence assumption) and that the error at the output of the equalizer is independent of all tap inputs, the following condition for convergence of the excess mean square error is obtained [14] .
where N is the number of taps in the linear equalizer. This expression indicates that for convergence of the excess MSE, the maximum step size, ¹ max = 2=(N ¢¸m ax ); is inversely proportional to the number of taps as well as¸m ax :
We observe that the adaptive part of the nonlinear equalizer is identical in structure to a linear equalizer. That is, it forms a linear combination of the inputs and updates each weight according to the output error and the corresponding input. We thus obtain a similar constraint for the maximum step size of the nonlinear equalizer, that is1 max = 2=(N T ¢~m ax ), where N T = N +Ñ is the number of taps in the nonlinear equalizer (i.e., sum of linear and
The assumption that the sequence of tap weight vectors are independent is not strictly true, however in most cases it has been found to lead to results which agree with experiment [13] . Nevertheless, the results obtained by using the independence assumption retain su±cient information about the adaptive process to serve as reliable design guidelines [12] .
nonlinear weights), and~m ax is the largest eigenvalue of the linear combiner input correlation matrix (i.e., correlation matrix of u n ) 3 .
Consider 
where + N 6 is complex vector space of dimension N T , and © is a vector of N T zeros. Equation (7) states that the largest eigenvalue ofR is obtained by the largest amount by which any vector is ampli¯ed by vector multiplication. We note that similar expressions exist for the largest and smallest eigenvalues of R.
To illustrate the point that1 max < ¹ max we will¯rst show that~m ax¸¸max : Suppose 
Note that1 max is smaller than ¹ max by at least a factor given by the proportion of weights in the linear equalizer (N ) to the number weights in the nonlinear equalizer (N T ).
C. Multiple-Step Size adaptation Algorithm
In the next section, the sensitivity to the step size is illustrated with an example. However, before considering such an example, it is useful to investigate a method for improving the convergence characteristics of the nonlinear equalizer. This can be done with the multiplestep size LMS algorithm [15] [16] [17] [18] . With this algorithm each weight may be updated with a unique step size. This leads to the update equation
where M is a diagonal matrix with the step sizes ¹ i along the main diagonal and zeros elsewhere. With the nonlinear equalizer, it has been found useful to choose a larger step size for linear terms and smaller step sizes for the nonlinear terms. 
D. FSE-Volterra Equalizer
The FSE-Volterra equalizer is shown in Fig. 2 . The merits of an FSE-Volterra equalizer relative to the other equalizer structures considered here is discussed in the Computer Simulation Results section. The input signal r(t) to the receiver is the noisy channel output and is sampled at the rate 1=T 0 , where 1/T 0 is a rate greater than twice the highest frequency in the received signal. The output of the FSE, y(n 0 T 0 ); is resampled at the symbol rate and is input to the Volterra equalizer. The detector then outputs an estimated n of the transmitted symbol d n .
Adaptive setting of the FSE weights is obtained via the LMS algorithm where tap updates occur at the rate 1=T [22] . The adaptation strategy is as follows. First, the Volterra weights are initialized to an impulse function (i.e., the weight corresponding to the center linear tap is set to unity and all others set to zero). The initial FSE tap weights are set such that the FSE is matched to the transmit¯lter. The FSE is then adapted via the LMS algorithm until the MSE, at its output, is no longer decreasing after which the FSE tap weights are¯xed.
Next, the Volterra equalizer tap weights are adapted.
IV.
MLSD Receivers
A¯nite-state machine (FSM) model is useful for modeling a downlink-limited satellite channel [10] . In this model, the transmitter and satellite channel are modeled as a nonlinear transmitter in the form of a FSM. The input to the FSM is the discrete-time data sequence fa n g ; a n 2 f0, 1, : : : , M ¡ 1g, and the output are the chips h(t ¡ nT ; a n ; ¾ n ), where each chip is zero outside the interval [(n ¡ 1)T; nT ), ¾ n is the state, and M is the symbol set size.
Therefore, the output signal s(t) of the FSM transmitter is the sum of nonoverlapping chips [10] :
X n h(t ¡ nT ; a n ; ¾ n ):
Assuming that the communication system has a memory of L symbols, the state ¾ n of the FSM is the set of L previous channel inputs fa n¡1 ; a n¡2; :::; a n¡L g. It follows that the nonlinear transmitter has M L unique states and M unique inputs. Consequently, the FSM generates up to M L+1 distinct chips.
The SF-MLSD receiver is shown in Fig. 3 (a) . The output,°(t); of the receive¯lter, h R (t); is sampled and detected to provide the estimated data symbolâ n¡d , where d is the decoding delay. The discrete-time data inputs to the detector are expressed as°n =°(nT ) = s n +´n; (12) where the signal component is given by
h(¿ ¡ nT ; a n ; ¾ n )h R (nT ¡ ¿ )d¿; 
where w(¿ ) is an additive white Gaussian noise (AWGN) process at the input to the receiver.
The objective of the MFB-MLSD receiver is the detection of the¯nite sequence of symbols a = fa 0; a 1 ; : : : ; a K ¡1 g ; where K is large relative to the channel memory L: The detection process is based on the observation of the waveform
h(t ¡ nT ; a n ; ¾ n ) + w(t)
The log-likelihood function is given by [10] l i = ¡ The decision rule involves settingâ k = a i whenever the log-likelihood function l i , given by equation (18), is minimum for i = k. A brute force method for minimization of (18) would require evaluating all M K (L+1) choices for the sequence a i . Alternatively, since the relationship between the elements of the sequence a i may be described by a¯nite-state machine, the Viterbi algorithm can e±ciently provide the maximum-likelihood estimateâ k .
As in [19] , the chips h (t; a n ; ¾ n ) may be sampled (i.e., sampled at a rate greater than twice the highest frequency) and listed in a state This section reports MSE and probability of bit error (P b ) performance obtained by MonteCarlo computer simulation. In the following subsections, we¯rst introduce the simulated systems, and then discuss equalizer MSE performance, equalizer P b performance, and the MLSD P b performance:
A. Simulated Systems Two representative nonlinear satellite communication systems are considered. For each system, the probability of bit error performance is quanti¯ed for several equalizer and MLSD detector con¯gurations. The¯rst system, System I, employs NRZ pulse shaping at the transmitter. This system has 6th-order Butterworth pre-and post-¯lters with a 3-dB cuto® frequency of 0.75R s , where the symbol rate R s = 1=T . The TWT is driven at 0-dB backo®, where backo® is de¯ned as the average input power to the TWT below that which causes saturation at the output of the TWT. For both systems, when a single receive¯lter is employed, with the exception of an FSE equalizer, the receive¯lter is matched to the transmitter, i.e.
the NRZ pulse. System I represents the case of a wideband constant envelope transmit pulse into a nonlinear bandlimited satellite channel.
For System I, the signi¯cant channel memory has been found to be 1 previous symbol and 2 past symbols. For the MFB-MLSD receiver with QPSK modulation, this results in 256 matched¯lters. A Viterbi detector with decoding depth of 15 was simulated. It should be noted that for this case and that of System II, to be described, the MFB-MLSD receiver is computationally expensive by today's standards. However, the MFB-MLSD receiver servers as a gauge for comparing the performance of suboptimum methods such as the equalizer structures considered here.
The second system, System II, employs a square root raised-cosine transmit¯lter with 25% excess bandwidth. It is assumed that the transmitted signal spectrum¯ts su±ciently inside the satellite's¯lters. Thus, for this case the signal is una®ected by the pre-and postlters and there is no signal loss, as for System I. For this channel, the satellite pre-and post-¯lters are replaced with wires. The TWT is driven at 0-dB backo®. System II represents the case of non-constant modulus signals through a bandlimited nonlinear satellite channel.
For System II, the signi¯cant channel memory was found to be 3 previous and 3 future 
B. MSE Performance
In this subsection the system simulated corresponds to System I, however the equalizer con¯gurations vary from those previously described. Fig. 4 plots the mean-square error versus adaptation time in symbols for various 3-tap equalizers for a nonlinear QPSK system.
In this case, the equalizers under consideration are a 3-tap linear, 3-tap 3rd-order, and 3-tap 3rd-order reduced complexity equalizer. The reduced complexity equalizer has the tap weights of the terms y i y j y ¤ k set to zero for i = k or j = k [3, 19] . The MSE estimate is obtained by appropriately scaling a 512-symbol running sum of the squared error at the output of the equalizer. This method gives a quick but biased estimate of the MSE, especially before the equalizer has converged. After the equalizer has converged, the method gives a good estimate of the MSE. Although ensemble averaging of learning curves is the proper method for estimating MSE, the computer time necessary for such an approach was prohibitive. Fig 4 (a) illustrates that for E b =N 0 = 10 dB the reduced complexity equalizer has performance (in MSE) comparable to that of the linear equalizer. As the E b =N 0 increases, as in Fig. 4 (b) , where E b =N 0 = 100 dB, the reduced equalizer performance approaches that of the non-reduced equalizer but still has a performance loss even at very high E b =N 0 . Thē gure also illustrates that the convergence time for the 3rd-order equalizer is on the order of 100,000 symbols, although most of the MSE reduction is achieved in about 10,000 symbols. with an E b =N 0 of 9 dB. The curve illustrating large jumps and higher overall mean-square error is for a 3-tap 5th-order equalizer with a single step size of 10 ¡3 . The lower curve is for a 3-tap 5th-order equalizer with multiple-step size adaptation and step sizes of 10 ¡3 , 10 ¡4 , and 10 ¡5 , for the linear, 3rd-order, and 5th-order terms, respectively. The single step size equalizer is evidently unstable at this adaptation rate. In order to stabilize the single step size equalizer, the step size may be reduced, but at the expense of a much slower convergence time. The¯gure illustrates that the multiple-step size algorithm lessens the penalty of a slower convergence rate while improving performance in MSE. Fig. 4 shows that the nonlinear Volterra equalizer gives a signi¯cant improvement in MSE over a linear equalizer. As will be evident in the next section, however, the signi¯cant improvement in E b =N 0 does not necessarily translate to a commensurate improvement in probability of error. Some insight may be obtained by looking at a scatter plot of the equalizer output, Fig. 5 . With the distortion below or at a comparable level to the noise, the equalizer can signi¯cantly reduce the mean-square error by reducing the component of the noise in the radial direction. However, this noise reduction is orthogonal to the direction which leads to a decision error. Thus, although the mean-square error is signi¯cantly reduced, the probability of error is not improved. This result is unique to M -PSK. It will be seen that the nonlinear Volterra equalizers provide much larger improvement in probability of error performance for the case of 8-PSK than for QPSK. than for QPSK. We note that the equalizers are operating on a signal which is corrupted not only by distortion but also with noise. It is interesting that according to Fig. 4 , the MSE performance for a 3rd-order equalizer is signi¯cantly better than for a linear device; however, for the case of QPSK there is no improvement in P b for a 3rd-order equalizer over a linear device. This is attributed to two reasons. First, the equalizers must balance between noise enhancement and mitigating of distortion. Second, although there is a large improvement in MSE, this improvement goes towards limiting the noise in the radial direction which does not o®er improvement in P b : These observations also apply in part to all the curves of Fig. 6 ) and 0.8 dB, respectively. It is important to identify the source of the performance di®erence between the linear and FSE equalizers. It is well known that in contrast to a symbol-spaced equalizer an FSE can correct for timing-phase error [22] . The input to the symbol-spaced equalizer consists of samples from the receive¯lter, where the sampling interval is equal to the symbol rate. In these computer simulations, the sampling instant, within each symbol, corresponds to a point which minimizes the MSE at the output of the¯lter. As a consequence, we do not attribute the gain in FSE performance over the symbol-spaced equalizer to correction of timing-phase. The symbol-spaced equalizer follows a¯lter which is matched to the transmit waveform; however, the optimum receive¯lter for a nonlinear channel is equivalent to a bank of matched lters each followed by a transversal¯lter [21] . As shown in [22] , a symbol-spaced equalizer, preceded by a non-optimal linear¯lter, outputs an equalization of aliased components. Thus, although the symbol-spaced equalizer can attempt to formulate the optimum receive¯lter, the combined structure is unable to synthesize the optimum linear receiver. In contrast, the FSE has the capabilities of an analog¯lter and hence can be con¯gured as the best linear receiver. In this case, the FSE attempts to minimize the MSE at its output and thus emulate the optimum received¯lter, which o®ers a performance improvement, both in MSE and P b ;
over the symbol-spaced equalizer. It should be noted that, for an optimal receive¯lter, i.e.
as in [BiglieriEliaLopresti] , the symbol-spaced equalizer and FSE give the same performance.
Finally, when the FSE is followed by a 3-tap 3rd-order equalizer, FSE-Volterra equalizer, it gives performance of approximately 0.5 dB and 0.75 dB from theory for QPSK and 8-PSK, respectively. then the SF-MLSD receiver provides a P b lower bound for a Volterra equalizer followed by a symbol by symbol detector. In this case we see that the Volterra equalizer provides P b performance within 0.2 dB of this lower bound. where the performance measures were MSE and probability of bit error. The results of this study indicate examples of where an adaptive Volterra equalizer and MLSD receivers for nonlinear satellite channels may be e®ective and provide some guidance as to their application.
For the equalizers, the LMS algorithm was employed for adaptation of the tap weights.
Next, the maximum step size for an adaptive Volterra equalizer was shown to be smaller than that for the corresponding linear equalizer. Consequently, in order to improve the convergence characteristics, a multiple step size algorithm was suggested. Because in minimizing the MSE the nonlinear equalizers can limit the noise in a direction orthogonal to the direction of a decision error, it was found that a signi¯cant improvement in MSE did not necessarily translate to a commensurate improvement in probability of error. Also, for the system congurations considered here, an FSE-Volterra equalizer gives improved performance relative to the Volterra equalizer when the receive¯lter is not matched to the channel. The probability of error performance of an optimal MFB-MLSD receiver and suboptimal SF-MLSD receiver for nonlinear satellite channels employing QPSK modulation formats were evaluated. In addition, the MLSD receivers were used as a baseline for comparing the performance of the adaptive equalizers. The SF-MLSD receiver illustrates the performance of a practical MLSD receiver. Finally, it was found that the MFB-MLSD receiver gave performance close to the ideal performance over an AWGN channel for all cases considered.
