The article aims at detecting and quantifying early structural damages using deterministic and probabilistic model updating techniques. To achieve this purpose, local information in a form of optical strain measurement is employed. The strategy consists in updating physical parameters associated to damages, such as Young's modulus, in order to minimize the gap between the numerical strain obtained from finite element solves and the strain sensor outputs. Generally, the damage estimation is an ill-posed inverse problem, and hence requires reg- and give similar estimation of the damage level.
Introduction
Structural Health Monitoring (SHM) has become of crucial importance in the civil engineering community for detecting and localizing damages, reducing the maintenance cost of structures and ensuring the safety of individuals. Three levels of damage assessment [1] can be distinguished: damage detection (level 1), 5 damage localization (level 2) and damage quantification (level 3). Levels 1 and 2 mostly rely on data-driven methods for computing damage indicators from measurements performed on vibrating structures. The damage indicators are generally designed to be sensitive to the variations of the modal signature of the structure under study and at least require a comparison with a reference state; 10 different methods coexist and operate in time or frequency frameworks with deterministic or stochastic inputs. Basics and classical references on SHM can be found in [2, 3] , whereas more recent works on vibration-based damage detection and localization are presented in [4, 5] and the references therein. Model updating in turn or model calibration techniques directly allows damage assessment 15 up to level 3. The starting point of these methods is to consider a parametric model (generally derived by using a Finite Element framework) as sufficiently accurate to stand for the behavior of the real structure in an undamaged configuration; this reference model is then compared to the measurements performed on the actual damaged structure, and optimal parameters sets are sought as 20 those ensure the best compatibility between model and measurements. The basic principle behind this consists in assuming that localized structural damage results in a local diminution of stiffness. Over the last few decades, uncertainty quantification or inverse problem resolution has gained substantially in interest and has led to a huge amount of approaches and strategies in various scientific 25 domains. Among the most popular approaches for uncertainty quantification, 2 one can non-exhaustively cite : the deterministic parametric residual minimization (deterministic approach, see e.g. [6] and the references therein, or [7, 8] in linear mechanics), the probabilistic Bayesian approach (see e.g. [9] or [10] ), and a non-probabilistic Fuzzy approach (see references in [11, 12, 13] ). Bayesian 30 approach was previously considered in a two-stage damage detection process consisting of Bayesian and immune genetic algorithms to determine the reduction of Young's moduli [14] . Similarly, in [15, 16] is considered the structural model selection and damage identification given measured data in Monte Carlo like way. However, most of these approaches utilize the expensive numerical al-
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gorithms which can be applied only for small dimensional problems. For further mention of existing methodologies on uncertainty quantification and damage assessment, the interested reader is referred to the rich review [17] . This paper will focus on three of the existing methods: two of them from the deterministic parametric residual minimization approach and one from the Bayesian infer-40 ence. In this article the new Bayesian technique following the ideas presented in [18] is suggested to be used for high dimensional problems due to its small computational cost. The method can fully employ linear algebra apparatus and hence can re-use existing fast linear algebra computational libraries.
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Post-tensioned concrete beams are widely used in civil engineering structures, in particular for independent span viaducts with prestessed beams. Due to this reason in the French research project named "SIPRIS", an 8 meter post-tensioned concrete beam is constructed and instrumented to simulate the damage scenario and repair actions in a laboratory surrounding. To study and 50 to compare damage detection techniques, the post-tensioned concrete beam is instrumented by a large number of devices: accelerometers, inclinometers, displacement sensors, extensometers, and optic fibers placed along longitudinal reinforcement and groove in the concrete. Herein, we focus on the strain measurement provided by optic fibers. Combining model updating techniques and 55 the local strain information, the aim of this paper is at detecting, localizing and quantifying early damages with the help of deterministic and probabilistic 3 numerical procedures. For this purpose three model updating techniques are discussed and compared naming: classical Tikhonov regularization [19] , Constitutive Relation Error (CRE) based updating method [20, 21, 22, 23] and
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Bayesian framework [10, 18] . They are analyzed with respect to the measure of the information gain obtained after the updating procedure. In this paper both deterministic and probabilistic approaches are assuming that the real value of the damage parameter is deterministic and give the estimate of its expected value given data. In the latter case the Bayesian posterior distribution repre-65 sents the confidence bound on the estimate and may encounter uncertainties such as modelling and measurement errors. However, these uncertainties are not quantified per se as for this task further generalizations of the problem have to be provided, and these are not the subject of this paper.
70
The paper is organized as follows: in Section 2, the considered model updating techniques are summarized and in Section 3 the damage detection results are compared on a real 8 meter post-tensioned concrete beam.
Outlines of model updating techniques for damage detection
A classical damage theory [24] takes into consideration structural damages via loss of Young's modulus. By assuming the mechanical behavior of the structure to be the static linear elasticity, we further employ the model updating strategies in order to determine a cartography of the Young's modulus, and thus to localize and to quantify its variations due to damage processes. Herein, the potential damaged area is discretized using a coarse mesh "H" and the Young's modulus is considered piecewise constant on the elements. The corresponding vector of Young's modulus to be updated is denoted by E. On the other side, a more refined mesh "h" is used to solve the mechanical problem by the Finite Element Method
in which the nodal displacement U is equal to prescribed displacement U d on the kinematic boundary. In the finite element setting the rigidity matrix K (symmetric and positive definite) is parameterized by a vector E, whereas the vector U (resp. F) is associated to the nodal values of the displacement (resp. the static loading). and the sensor outputs, we seek the optimal value of the vector E. This further coincides with an early damage detection given the local information on strain measurements. The process of estimating E given noisy measurement data is generally ill-posed [6] , and hence requires regularization. This can be achieved in many different ways, three of which are considered in this paper. In the fol-
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lowing sub-sections, the three approaches for regularizing the ill-posed inverse problem are discussed and presented.
Tikhonov-based technique
Damage localization and quantification can be formulated as a constrained minimization problem. The following approach has been proposed in [21] . We seek the vector E of Young modulus which minimizes the functional
under the equilibrium constraint (i.e. the nodal displacements have to verify the mechanical problem given in Eq. (1)).
In Eq. (2) the first term of the functional J T measures the gap between the numerical solution and the sensor outputs, whereas the second term corresponds to a Tikhonov regularization [19] . The role of the latter one is to enforce the Young's modulus E to be in the vicinity of the undamaged Young modulus E ud , 5 and thus to avoid the case of having several unphysical minima. For a physical homogeneity of the cost function terms and customization of their weights, the parameter s T and the normalized ponderation coefficient α T are introduced, respectively. The numerical value of the last one is determined according to the discrepancy principle due to Morozov [25] . In practice, α T is chosen such that the maximal value of the data misfit at the end of the model updating process is close to the measurement error and strictly superior. Commonly, to solve a constrained minimization problem in Eq. (2), one introduces the Lagrange multiplier Ψ and studies the Lagrangian function
Writing the stationarity of the Lagrangian with respect to Ψ and U leads respectively to the discrete equilibrium equation (1) and to the so-called me-
Note that the adjoint problem is quite similar to the direct problem in Eq.
(1). In both problems, the rigidity matrix and the boundary associated to the kinematic conditions are the same. Nevertheless, the specificity of the adjoint problem lies in the following facts: the kinematic conditions vanish, the loading is located at the sensor position and its amplitude is given by the data misfit.
The third stationary condition is obtained by differentiating the Lagrangian with respect to the Young's modulus, which further gives us the gradient of the
Its form simplifies in the linear elastic isotropic case for which some of the 6 appearing partial derivatives read
In order to compute the functional gradient at a lower computational cost than the straightforward use of the finite-difference schemes the adjoint solution Ψ is employed.
Finally, to localize and to quantify the damage, we seek the vector E of Young's 100 moduli minimizing the functional J T defined in Eq. (2) . The minimization problem is solved in an iterative way by means of the steepest descent method.
At each iteration, the steps are the following:
1. Solve the direct problem (1) considering the vector E old of Young's moduli from the previous iteration, and get U; 3. Compute the descent direction, i.e. the functional gradient ∇J T using Eq.
(5) and (6) , and determine the descent step β by a linesearch approach; 4. Update the vector E of Young's moduli:
Constitutive Relation Error technique
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The concept of the constitutive relation error was initially introduced for the estimation of the discretization error in the finite element simulations [26] .
Then, it has been extended to model updating purposes [8, 20, 22, 27, 28 ].
This framework is particularly adapted for the determination of the constitutive relation parameters, such as Young's moduli. In this technique, we distinguish a nodal displacement U satisfying the kinematic boundary conditions (7) and a nodal displacement V verifying the equilibrium equations in a finite element sense (8)
where CU represents the extraction of the nodal displacement on the kinematic boundary with prescribed displacement U d .
The constitutive relation parameters, i.e. the vector E of Young's moduli, are determined by acquiring the energy gap between the kinematic field U and the static field V together with the misfit between the measurements to be minimized. The corresponding functional is called the "modified constitutive relation error", and is defined by
The first term in Eq. (9) corresponds to the data misfit, as in the Tikhonovbased method, whereas the second term is associated to the constitutive relation error. The parameter s CRE ensures the physical homogeneity of both terms in the functional (9) . As in Section 2.1, the normalized ponderation coefficient α CRE is determined using the discrepancy principle.
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To solve the minimization problem, we introduce the Lagrangian given by:
Finding its stationary points leads to the following system:
Hence the kinematically admissible field U, the statically admissible field V and the adjoint field Ψ are obtained solving:
8 Let us note that, for a given vector E of Young's moduli, if the kinematically admissible field U and the statically admissible field V are equals, then the data misfit vanishes, i.e. BU − mes = 0.
Contrary to the previous method, herein the model parameters to be updated are chosen according to a constitutive relation error criteria instead of 125 the functional gradient. First, we evaluate the contribution denoted ε i CRE of each subdomain Ω i (associated to H-size mesh), whose Young's modulus corresponds to E i , to the constitutive relation error term, involved in Eq. (9) .
where U i , V i , and K i are the restrictions of U, V and K on the subdomain
Then, we deduce the highest constitutive relation error ε 
Bayesian technique
The previously described Tikhonov and Constitutive Relation Error regu-155 larization procedures mathematically promote the idea of loss functions which measure the error in predicting the observation data in a purely deterministic way. However, the estimation of Young's moduli E, i.e. localization of damage, can be considered in another setting which allows the prior expert beliefs on unknown parameters to enter the model. Prior beliefs describe the quantity of 160 matter before gaining any evidence, and are commonly described by a probability density function p(E). This function plays the regularization role for an inverse problem considered in a Bayesian setting
In this manner the process of damage localization becomes well posed and relies on the computation of the probability density function π(E|z) that best Following the derivation in [10, 18] one may rewrite the Bayes rule in terms of quadratic minimization
in which the space Φ spans the set of all measurable functions w(ϕ, E) := ϕ(z(E)). As the complete space Φ cannot be represented by computations, the previous minimization is further relaxed to
in which the closed subspace Φ n ∈ Φ is spanned by polynomials of up to n-th degree
Here, the polynomial coefficients H k are symmetric and k linear tensors, whereas z (⊗k) is symmetric tensor product of z's taken k times with itself.
Satisfying the stationary condition of Eq. (16) one obtains the linear system of
in which < • > denotes the mathematical expectation of the quantity of 185 consideration:
i.e. the high dimensional integral over the probability space Ω with the probability measure P .
In a special case when n = 1 the system in Eq. (18) reduces to the so-called
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linear Bayesian formula (see [10] )
in which H 1 plays the role of the Kalman gain, and E a and E f are the posterior and prior random variables, respectively.
Employing the random variables instead of probability density functions, the To summarize, the determination of the vector E of Young's moduli in a probabilistic manner is done in several steps:
1. Choose the prior distributions for the vector of Young's moduli; 2. Represent random variables E(ω) by a set of samples E(ω 1 ), ..., E(ω N );
3. Predict the measurement dataẑ(ω 1 ), ...,ẑ(ω N ) given E(ω 1 ), ..., E(ω N ); 215 5. Make the estimation of posterior by using Eq. (17) , i.e.:
Note that in the previous equation the measurement error ε 1 as well as possible modelling errors ε 2 are taken into account. Namely, the predicted measurementẑ is modelled asẑ = z f + ε in which z f is the prediction of the structural response given uncertain Young's moduli E f , whereas ε is indepen-220 dent uncertain term encountering the data-model discrepancies in a following manner ε = ε 1 + ε 2 . The distribution of ε is taken a priori (e.g. normally distributed), but later can be updated in a similar manner as shown previously.
The main goal of this paper is not to quantify the existing discrepancies (i.e. sensing technique is better than ±1 o C in temperature and ±5pm in strain with a centimetric spatial resolution.
In our experiment, an optic fiber (represented in blue in Figure 1 ) was put along a longitudinal reinforcement at a distance of 30mm from the bottom part measurements, which further allows the temperature effect to be neglected. In Figure 2 , the brown curve shows the strain measurement obtained by the fiber optic which is in accordance with a three points bending test as expected. However, due to a crack a small peak appears at 0.7m from the middle of the beam.
Note that this peak can be detected by the fiber optic because the Rayleigh sens-
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ing technique has a high spatial resolution. So, this technique of measurement permits to localize accurately the location of cracks. However, the quantification of cracks (length and opening) is less obvious. Indeed, the strain transfer 
Damage detection results
The goal is to localize and to quantify a potential damage on the 8 meter post-tensioned concrete beam using strain sensor outputs and model updating techniques. Before the updating process, the undamaged Young's modulus Figure 2 ). Hence, we get 35 averaged strain sensor outputs. The measurement error is estimated at 2µm/m.
In Figure 2 , we observe that the simulated strain is closed to the strain sensor 315 outputs. The highest data misfit is located at 0.7m from the middle of the beam (x = 0.7 in Figure 2 ), which may correspond to a damaged area. In Tikhonovbased model updating, we take s T = 1/(E 2 ud ) and we find that the normalized ponderation coefficient α T = 2 × 10 −10 allows the highest data misfit at the end of the model updating process to be closed to the measurement error and 320 strictly superior. The simulated strain after Tikhonov updating is represented in Figure 2 (blue circle) and the updated values of the Young modulus is given in Figure 3 . The highest reduction of Young modulus, estimated at 8%, is located in the subdomain 13. It exactly corresponds to the subdomain with a crack which was brought out by the optic fiber outputs (see Section 3.2).
325
Concerning the constitutive relation error technique, to verify the discrepancy principle we take α CRE = 4 × 10 −7 and s CRE = 1/(LHe). In Figure 4 , 5, the cartography of the updated Young modulus is given. As observed in There the quadratic estimate is better, see Figure 9 . This also can be supported by graphs of 5 sigma regions in Figure 10 which are drawing the same conclusion. Namely, the quadratic probability region is including all the values of the measured strain, whereas the linear does not. The reason for this is more than 365 obvious: linear update is the optimal estimate when the relation between the measurement and the parameter being identified is linear. However, note that the quadratic estimate is also not the optimal but closer. To obtain the best estimate one would have to compute higher degree updates. This is the subject of the further study which has also to take into account more realistic models 
Conclusions and prospects
Three model updating techniques, involving different kind of regularization, have been compared; their respective ability to localize and to quantify early damages has been illustrated using the results of an optical fiber sensor instru-375 menting a 8 meters post-tensioned concrete beam. Even though the procedures have used different kinds of estimation, they successed to localize the damage area, as well as to give similar estimation of its value. In the present work, Young modulus was considered as a damage indicator. In practice, the proposed techniques can be employed in a long term monitoring strategy. Each 380 month, the model updating process can be run to actualize the cartography of Young's moduli in the structure. Hence, the site manager can follow the time evolution of the damage indicator. In case of abnormal variation, an alarm could be generated and a visual inspection could be recommended. 
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