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ABSTRACT
We study five-dimensional Kasner cosmologies in a time-dependent Calabi-
Yau compactification of M-theory undergoing a flop transition. The dynam-
ics of the additional states, which become massless at the transition point
and give rise to a scalar potential, are taken into account using a recently
constructed gauged supergravity action. Due to the dynamics of these states
the moduli do not show the usual run-away behavior but oscillate around the
transition region. Moreover, the solutions typically exhibit short periods of
accelerated expansion. We also analyze the interplay between the geometries
of moduli space and space-time.
1Work supported by the ‘Schwerpunktprogramm Stringtheorie’ of the DFG.
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1 Introduction
The derivation of cosmology from a fundamental theory of gravity and parti-
cle interactions is a very interesting and challenging problem. In particular,
it turns out to be rather hard to understand the origin of primordial infla-
tion, which is a key ingredient of the most compelling cosmological models
[1, 2]. Moreover, recent astronomical observations [3, 4, 5] indicate that our
universe currently undergoes a modest accelerated expansion. Both cases are
typically explained by postulating a suitable scalar potential. As long as one
has no or minimal (N = 1) supersymmetry, this potential is an independent
function, and there are many choices which lead to inflation. Even though
there has been considerable progress in constructing such potentials from
string theory [6, 7, 8], inflation is non-generic and involves some degree of
‘functional fine tuning’.
The situation becomes even more involved when one considers effective
theories which preserve more than the minimal supersymmetry (N ≥ 2) or
live in higher dimensions (D ≥ 5): here the potential is not an independent
function, but is determined by a so-called gauging, i.e., by the action of the
gauge group on the manifold parametrized by the scalar fields. This reduces
the options for fine-tuning and it becomes difficult to find potentials which
allow for inflation at all. So far two mechanisms are known for deriving
potentials from string and M-theory compactifications which are of interest
for getting accelerated cosmological expansion [9]: (i) compactifications on
time-dependent hyperbolic spaces [10, 11, 12, 13, 14, 15, 16, 17, 18] and (ii)
compactifications with fluxes [19, 20, 14, 17, 18] or, in a broader sense, brane
world cosmologies (we refer to [21] for a review and more references). Generi-
cally, the amount of expansion in these models is not sufficient for primordial
inflation, but may be relevant for explaining the acceleration observed today.
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In this paper we investigate a third mechanism to obtain accelerated ex-
pansion from M-theory compactifications: the inclusion of extra light modes
arising from the internal Calabi-Yau (CY) manifold X becoming singular.
In this case some cycles of X are contracted to zero volume. The additional
states, which we will call ‘transition states’ (following [22]) are the winding
modes of strings or branes wrapping the contracted cycles. This intrinsically
stringy phenomenon has profound consequences. Although the manifold X
becomes singular in this limit, the full string or M-theory physics is non-
singular. This also applies to the corresponding low energy effective action
(LEEA), provided that all relevant, i.e., light, degrees of freedom are taken
into account [23, 24]. Moreover, degenerations of the internal manifold can
often be smoothed in more than one way, implying the existence of so-called
topological phase transitions, where one passes from a smooth family of com-
pactification spaces to another one, with different topology [25, 26, 27, 24].2
We study the effect of the transition states arising in an M-theory flop
transition on the dynamics of Kasner cosmological solutions. Thereby, we
extend earlier work by Bra¨ndle and Lukas [22] where the hypermultiplet
scalar manifold was taken to be flat. This assumption is compatible with
rigid, but not with local supersymmetry. To describe the flop transition, we
use the gauged supergravity action constructed in [29], which has N = 2
local supersymmetry. Our work continues the study of transition states in
the framework of low energy effective actions along the lines of [30, 31, 32,
33, 34, 35].
We find that the inclusion of the dynamical transition states has two
important effects: the first is that the scalar fields no longer show the usual
run-away behavior but are dynamically attracted to the flop region, where
2We refer to [28] for a review and further references.
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they oscillate around the transition locus. The second is that we indeed find
solutions with several, though very short, periods of accelerated expansion.
Yet, in our specific model we do not realize slow-roll inflation and the net
effect of the accelerating periods on cosmic expansion is not significant.
The stabilization of moduli in the vicinity of the flop line was already
observed in [22]. Part of the motivation of our work is to reinvestigate this
interesting phenomenon using a locally supersymmetric action. Although it
is natural to expect that the coupling to supergravity does not modify the
properties of a scalar potential in an essential way, we need to point out that
this is actually more subtle. In theories with more than four supercharges
the scalar potential is not an independent function, but is determined by
the gauging of the scalar manifold. Also, the conditions on the geometries of
these manifolds are different for local and for rigid supersymmetry. Therefore
it is not guaranteed that the properties of a rigidly supersymmetric matter
sector carry over to supergravity. One illustrative example was given in [36]:
while it is possible to construct potentials suitable for hybrid inflation in
rigid four-dimensional N = 2 supersymmetry, their extension to N = 2
supergravity did not work in this case.
We now give an outline of the paper and summarize our main results.
Section 2 contains the necessary background material. First we review the
properties of the particular CY space that we use for compactification, the
F1-model described in detail in [37, 38]. Then we specify two different LEEA
for the compactified theory. The usual LEEA is obtained by dimensional re-
duction on a smooth CY manifold and only contains states which are generi-
cally massless, while the transition states are left out. We call this description
the ‘Out-picture’. The ‘In-picture’ is obtained by including the transition
states as dynamical fields in the LEEA. We then derive the equations of
4
motion for Kasner cosmological solutions,
ds2 = −e2ν(t) dt2 + e2α(t)d~x2 + e2β(t)dy2 . (1.1)
Since our space-time is five-dimensional, we allow different scale factors of
the three-dimensional part, with coordinates ~x, and of the extra dimension,
with coordinate y. This ansatz also includes de Sitter spaces. In this case the
lapse function ν(t) is set to zero and the logarithmic scale factors α and/or β
increase linearly in time. Our main reason for considering a five-dimensional
instead of a four-dimensional cosmology is that we can treat the sector which
controls the flop transition exactly, as we will explain in detail below. Of
course, it would also be interesting to integrate our five-dimensional model
into a brane world setup.
In section 3 we consider cosmological solutions of the Out-picture equa-
tions of motion. We show that Kasner cosmological solutions are smooth
when the internal space passes through a topological phase transition. The
proof is independent of the choice of the internal manifold, and applies to
flops as well as to transitions with SU(2) gauge symmetry enhancement.
We also show that an accelerated expansion is possible along the extra y-
direction, but not in the three-dimensional ~x-space. Then we illustrate the
dynamics of the moduli, using representative numerical solutions for the F1-
model. These show the usual run-away behavior, i.e., they roll through the
moduli space until they reach its boundary. One remarkable feature is that
the solutions do not become singular as long as the moduli take values in
the interior of the moduli space, which fits nicely with observations made in
the context of BPS solutions and adds further evidence to the idea that the
Ka¨hler cone acts as a cosmic censor [32, 34]. The behavior of solutions at the
boundaries is studied analytically, and we give examples of solutions which
connect any two boundary components of the moduli space in finite time.
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In section 4 we analyze cosmological solutions in the In-picture. First we
review the properties of the scalar potential which is induced by the tran-
sition states. Then we show that the equations of motion have a family of
non-hyperbolic fixed points, which is parametrized by the flat directions of
the scalar potential. ‘Non-hyperbolic’ means that the fixed manifold is nei-
ther attractive nor repulsive, so that linearized solutions exhibit oscillations.
Therefore it is difficult to make an analytic statement about the asymptotic
behavior of the full non-linear system. However, the numerical solutions be-
have uniformly. They are attracted towards the region of the flop where they
oscillate around the transition locus. We neither see an attractor behavior
where all the scalars approach constant values nor a run-away behavior.
The second new feature of the In-picture is that accelerated expansion
of the three-dimensional ~x-space is now possible. In order to investigate
whether one can generate a sufficient amount of inflation we use generalized
slow-roll conditions suitable for non-linear sigma models (see for example
[39]). A numerical investigation shows that these conditions cannot be sat-
isfied in our model. We also study explicit examples of numerical solutions
with an accelerating scale factor of the three-dimensional ~x-space. These
solutions oscillate rapidly between between accelerated and decelerated ex-
pansion, leaving the net effect of the inflationary episodes negligible.
In the last section we discuss our results and explain the dynamics of the
In-picture in terms of the scalar potential. We also consider which modifi-
cations are needed in order to get realistic moduli stabilization and inflation
before we conclude with an outlook on future directions of research.
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2 Review of the model
In this section we collect all the material which is needed later. First we
review flop transitions in M-theory and their description in the Out- and In-
picture. We then give the details of the LEEA for the particular CY space
we use to set up our cosmological model. Finally we derive the equations of
motion for Kasner space-times.
2.1 Scalar manifolds: Out-picture vs In-picture
The compactification of eleven-dimensional supergravity on a smooth CY
threefold X with Hodge numbers hp,q results in five-dimensional minimal su-
pergravity coupled to nV = h
1,1−1 abelian vector multiplets and nH = h2,1+1
neutral hypermultiplets [40]. The theory has no scalar potential, and all the
scalars are moduli. The vector multiplet scalars parametrize deformations of
the Ka¨hler form of X at fixed total volume, while the hypermultiplet scalars
parametrize the volume of X , deformations of its complex structure, and
deformations of the eleven-dimensional three-form gauge field.
Supersymmetry imposes restrictions on the geometries of the scalar man-
ifolds. The vector multiplet scalars are coordinates of a so-called very special
real manifoldMVM, which can be realized as the level set of a homogeneous,
real, cubic polynomial, called the prepotential [41]:
V(φ) = CIJKhI(φ)hJ(φ)hK(φ) = 1 . (2.1)
Here φ = (φx), x = 1, . . . , nV denote the scalars which parametrize MVM,
while hI , I = 0, . . . , nV are the embedding coordinates. The coefficients CIJK
of the prepotential V determine all couplings in the vector multiplet sector.
In CY compactifications they are given by the triple intersection numbers of
X .
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The hypermultiplet manifoldMHM must be a quaternion-Ka¨hler manifold
with a negative Ricci scalar [42]. There is no simple relation between the
topological data of X and MHM. In fact, not much is known about MHM
in general. The so-called universal hypermultiplet, which is the subspace of
MHM containing the volume of X and no complex structure deformations,
is known. At the classical level the corresponding quaternion-Ka¨hler space
is X(1) = U(2, 1)/(U(2)× U(1)) [40].3
The Ka¨hler moduli space ofX has the structure of a cone and is called the
Ka¨hler cone KX [44] (see also [45]). If the boundary of KX is approached,
certain cycles within X are contracted to zero volume and one obtains a
singular space Xˆ . The most simple degeneration is a type I contraction,
where a finite number N of holomorphic curves is contracted. In this case it
is possible to make a flop transition and to obtain a new family of smooth
CY spaces X˜ , parametrized by a new Ka¨hler cone KX˜ . The extended Ka¨hler
cone is constructed by joining the Ka¨hler cones of all CY spaces related
by a flop transition along their common boundaries. The spaces X and X˜
have different topologies, in particular they have different triple intersection
numbers CIJK and C˜IJK . In terms of the LEEA the changes in the couplings
of the vector multiplet sector can be explained as the threshold corrections
arising from integrating out the N charged hypermultiplets, which become
massless at the transition point [24]. Moreover, the winding states of M2-
branes around the N contracted curves indeed account for these N additional
charged hypermultiplets.
One way to describe the dynamics near the flop transition is to work
with the standard Out-picture LEEA. In this case the flop transition man-
3It has been shown recently that there is a non-trivial one-loop correction [43]. We will
work with the tree level manifold for simplicity.
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ifests itself in a discontinuous change of the triple intersection numbers,
CIJK → C˜IJK . However, configurations where the transition states are ex-
cited cannot be described. But a reliable description of M-theory low energy
dynamics needs to include all the light states. Therefore it is preferable
to work with the extended In-picture LEEA. The vector multiplet sector of
this action can be found exactly: the Lagrangians in the Out-picture are
determined by the triple intersection numbers of X and X˜ , and the thresh-
old corrections induced by integrating out N charged hypermultiplets are
also known exactly [24]. The prepotential in the In-picture is given by the
‘averaged triple intersection numbers’4
CˆIJK =
1
2
(CIJK + C˜IJK) . (2.2)
The situation in the hypermultiplet sector is more complicated: it is not
known how to compute the metric ofMHM in string or M-theory, whether in
the Out-picture or in the In-picture. However, in [29] we constructed a toy
model forMHM which (i) gives a consistent supergravity action, (ii) has the
correct physical properties to describe a flop, and (iii) is simple enough to
allow for explicit calculations. The hypermultiplet manifold in the In-picture
contains N + 1 hypermultiplets and is taken to be
X(1 +N) =
U(1 +N, 2)
U(1 +N)× U(2) , (2.3)
where N of the hypermultiplets carry the charges appropriate for the tran-
sition states of a flop. This charge assignment uniquely fixes the gauging
of isometries, which in turn determines the gauged supergravity Lagrangian
and in particular the scalar potential. The remaining neutral hypermultiplet
4This ‘orbit sum rule’ does not only apply to flops, but also to transitions with SU(2)
gauge symmetry enhancement [33].
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parametrizes the space X(1) and is identified with the universal hypermulti-
plet.5
2.2 The vector multiplet sector of the F1-model
We consider a particular CY compactification, where the internal manifold
is the elliptic fibration over the first Hirzebruch surface F1 [37, 38]. We will
refer to this choice as the F1-model. It has two vector multiplets and consists
of two Ka¨hler cones which, following [38], will be called region II and region
III. These regions are conveniently parametrized by the three real variables
hI = T, U,W , and their prepotentials are given by
V(II) := 3
8
U3 +
1
2
U T 2 − 1
6
W 3 = 1 ,
V(III) := 5
24
U3 +
1
2
U2W − 1
2
U W 2 +
1
2
T 2 U = 1 . (2.4)
The boundaries of the regions II and III are located at
W = 0 , U =W , T = 3
2
U , and
U = 0 , U =W , T = 1
2
U +W ,
(2.5)
respectively. The flop transition occurs at the boundary U = W where a
single holomorphic curve shrinks to zero volume. The extended Ka¨hler cone
of this model is obtained by joining the two regions at this boundary. Here
the discontinuity of the prepotentials (2.4),
V(II) − V(III) = 1
6
(U −W )3 , (2.6)
corresponds precisely to the threshold correction arising from integrating
out one hypermultiplet with unit charge under the U(1) associated with the
direction U −W [24, 38].
5As discussed in [29] the relation between the hypermultiplet manifolds in the In- and
the Out-picture may be more complicated due to threshold corrections which we neglect
in this paper.
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In order to find the metrics on the two Ka¨hler cones, we first calculate
the coupling matrix aIJ of the gauge fields,
6
aIJ := − 1
3
∂I ∂J ln(V) |V=1 = −2CIJK hK + 3CIKLCJMN hKhLhMhN ,
(2.7)
where the index I enumerates the fields hI = T, U,W . To construct the
vector multiplet scalar metric, we single out two coordinates which will serve
as the vector multiplet scalar fields: φx = U,W . Solving the constraints (2.4)
in terms of the remaining coordinate T , we explicitly obtain T (U,W ) in the
regions II and III as
T(II)(U,W ) =
(
24 + 4W 3 − 9U3
12U
)1/2
and
T(III)(U,W ) =
(
24 + 12UW 2 − 12U2W − 5U3
12U
)1/2
,
(2.8)
respectively. The metric gxy on the vector multiplet scalar manifold is pro-
portional to the pull-back of aIJ by the immersion
gxy = h
I
x h
J
y aIJ , where h
I
x := −
√
3
2
∂x h
I(φ) . (2.9)
Here “∂x” denotes the partial derivative with respect to the vector multiplet
scalar φx and T is taken as T (U,W ). The prepotentials (2.4) give rise to the
following scalar manifold metrics:
g(II)xy =

 9U3W 3+54U3−12W 3−36−W 62U2(9U3−4W 3−24) − W 2(9U3−W 3−6)2U(9U3−4W 3−24)
− W
2(9U3−W 3−6)
2U(9U3−4W 3−24)
W(9U3−W 3−24)
2(9U3−4W 3−24)

 , (2.10)
g(III)xy =

 18−15U3−18U2W+12UW 2−4U4W 2U2(24+12UW 2−12U2W−5U3) 6W−9U+4U3W24+12UW 2−12U2W−5U3
6W−9U+4U3W
24+12UW 2−12U2W−5U3
4U(3−U3)
24+12UW 2−12U2W−5U3

 .
6Here and in the following we use the standard formulae for five-dimensional vector
multiplets [41].
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Figure 1: Comparison between the vector multiplet scalar manifolds in the Out- (left)
and In-picture (right). The gray line labeled “flop” indicates the locus of the flop transition
U = W . The labels “b1”, “b2”, “b3” and “b4” indicate the other boundaries of the scalar
manifolds. The location of these boundaries is different in the Out- and In-picture.
These metrics are non-degenerate at the flop line U = W , and can be con-
nected continuously. The properties of the other boundaries of the extended
Ka¨hler cone shown in the left diagram of Fig. 1 can be found in [38] and are
summarized in Table 1.
Let us now consider the vector multiplet sector of the In-picture LEEA.
Application of the ‘orbit sum rule’ (2.2) to the case at hand gives
V(In) =1
2
(V(II) + V(III))
=
7
24
U3 +
1
2
UT 2 − 1
12
W 3 +
1
4
U2W − 1
4
UW 2 = 1 .
(2.11)
The metric on the vector multiplet scalar manifold is obtained in the same
way as the metrics (2.10). Explicitly, we find
g(In)xy =

 gUU gWU
gWU gWW

 , (2.12)
12
boundary location det(gxy) microscopic picture
b1 U = 0 infinite zero CY volume
b2 W = 0 zero tensionless strings
b3 T(II) =
3
2
U zero tensionless strings
b4 T(III) =
1
2
U +W finite SU(2)-enhancement
Table 1: Boundaries of the Out-picture Ka¨hler cones. Here T(II) and T(III) are given in
eq. (2.8) and gxy is short for g
(II)
xy or g
(III)
xy depending on the region. The last column gives
the interpretation of the boundaries in terms of microscopic M-theory physics.
where the entries are given by
gUU =
1
8U2K
(
144− 6W 4U2 + 48UW 2 + 4W 5U − 72U2W
−14U3W 3 − 17U4W 2 − 168U3 + 24W 3 +W 6
)
,
gWU =
1
8U K
(
24UW − 36U2 − 12W 2 −W 5 − 4W 4U (2.13)
+6U2W 3 + 14U3W 2 + 17U4W
)
,
gWW =
1
8K
(
48(U +W ) + 4UW 3 − 6U2W 2 − 14U3W +W 4 − 17U4) ,
with
K := 24− 7U3 + 2W 3 − 6U2W + 6UW 2 . (2.14)
The boundaries of the vector multiplet manifold are defined by the loci where
the metric g
(In)
xy degenerates. This manifold is shown in the right diagram
of Fig. 1. Here we distinguish between the two boundaries b1 and b2 which
correspond to the lines where det(g
(In)
xy )→∞ and det(g(In)xy ) = 0, respectively.
Note that the boundaries of the vector multiplet scalar manifolds of the Out-
and the In-picture have slightly different locations.
Combined with the hypermultiplet sector discussed below the prepoten-
tial (2.11) defines a consistent supergravity Lagrangian. In order to interpret
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this Lagrangian correctly it is important to realize that it can only be ex-
pected to be a good description of M-theory low energy physics as long as
the masses of the transition states are smaller than those of all other massive
M-theory states. This is true in the vicinity of the flop line. If one moves far
away from this line, there are many other states which have masses compa-
rable to those of the transition states. One should then either include these
other massive states in the LEEA (which so far has not been done) or one
should integrate out the transition states and work in the Out-picture (valid
at energies less than the mass of the lightest massive excitation).
We are of course free to study the In-picture LEEA (2.11) as an interesting
gauged supergravity model in its own right. Therefore we will later consider
solutions within the full scalar manifold, including the boundaries. However,
only those properties which are determined by the behavior close to the flop
line are guaranteed to capture the M-theory physics correctly.
2.3 The hypermultiplet sector of the F1-model
Let us now turn to the hypermultiplet sector in the Out-picture, which can
be truncated consistently to the universal hypermultiplet. This multiplet
contains the CY volume V and three real scalars σ, θ, τ arising from the
dimensional reduction of the three-form field. These scalars parametrize the
coset
X(1) =
U(2, 1)
U(2)× U(1) . (2.15)
The explicit metric obtained from CY compactifications of M-theory is [46]
ds2 =
1
4V 2
dV 2 +
1
4V 2
(dσ + 2θdτ − 2τdθ)2 + 1
V
(
dθ2 + dτ 2
)
. (2.16)
This metric completely determines the hypermultiplet sector of the Out-
picture LEEA.
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The hypermultiplet sector of the In-picture has in addition a second hy-
permultiplet, the transition states. Following [29] we take the hypermultiplet
manifold to be
X(2) =
U(2, 2)
U(2)× U(2) . (2.17)
The metric on this space was constructed in [29] by employing the supercon-
formal quotient construction [47, 48, 49] resulting in7
GXY =


0 Gvv¯ 0 Gvu¯
Gv¯v 0 Gv¯u 0
0 Guv¯ 0 Guu¯
Gu¯v 0 Gu¯u 0


, (2.18)
with the entries:
Guiu¯¯ =
1
2φ−
(
ηi¯ + v¯¯ vi
)− 1
2φ2−
(
η¯lul + v¯
¯
(
vlul
)) (
ηil¯u¯l¯ + v
i
(
v¯ l¯u¯l¯
))
,
Gv¯ı¯uj =
1
2φ2−
(
u¯ı¯v
j
(
1 + ηkl¯uku¯l¯
)
− u¯ı¯ηjl¯u¯l¯
(
vlul
))
, (2.19)
Gviv¯¯ =
1
2φ+
ηi¯ − 1
2φ2+
(
ηil¯ v¯
l¯
) (
η¯l v
l
) − 1
φ+φ−
uiu¯¯
+
1
2φ−
ui u¯¯ − 1
2φ2−
ui u¯¯
(
vl ul
)(
v¯ l¯u¯l¯
)
.
Here the index i = 1, 2 enumerates the hypermultiplets parametrized by the
complex fields vi, ui and X, Y = {vi, v¯ ı¯, ui, u¯ı¯}. Further ηil¯ = diag [−1,−1]
and ηil¯ is its inverse. Additionally φ+ and φ− are defined by:
φ+ := 1 + ηi¯ v
iv¯¯ , φ− := 1 + η
i¯ uiu¯¯ +
(
viui
)
(v¯ ı¯ u¯ı¯) . (2.20)
The other non-vanishing entries of the matrix can be obtained from the
relations Gviv¯¯ = Gv¯¯vi , Guiu¯¯ = Gu¯¯ui, Gviu¯¯ = Gu¯¯vi and Gviu¯¯ =
(
Gv¯ı¯uj
)∗
,
where “∗” denotes complex conjugation.
7Note that the metrics obtained by the superconformal quotient construction are neg-
ative definite. Their relation to the positive definite metrics appearing in the Lagrangian
(2.25) is given by ds2(gXY ) = −ds2(GXY ).
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We take v1, u1 to be neutral while the second hypermultiplet v
2, u2 carries
the charge required to describe the transition states. This is achieved by
gauging the particular U(1) isometry corresponding to the Killing vector
kgauge = − i
[
0 , v2 , 0 , −v¯2 , 0 , −u2 , 0, u¯2
]T
, (2.21)
given with respect to the basis {∂v1 , ∂v2 , ∂v¯1 , ∂v¯2 , ∂u1 , ∂u2, ∂u¯1 , ∂u¯2} . The masses
of these states are encoded in the scalar potential of the Lagrangian. We will
come back to this point in the next subsection.
Since we identify the neutral hypermultiplet of the In-picture with the
universal hypermultiplet, we would like to know how the coordinates v1, u1
of X(2) are explicitly related to the fields V, σ, θ, τ . We first observe that
restricting the metric on X(2) to the subspace of vanishing transition states,
v2 = u2 = 0, provides us with a metric on X(1). Explicitly, this metric is
given by
Guu¯ = − 1
2φ2−
(1− vv¯) ,
Guv¯ =
1
2φ2−
u¯v , (2.22)
Gvv¯ = − 1
2φ2+ φ
2
−
(
1− uu¯ (1− vv¯)2) ,
which is the metric of X(1) obtained in [47, 29]. Note that here and in the
rest of this subsection, we drop the index 1 from the fields v1, u1.
Taking into account that ds2(gXY ) = −ds2(GXY ), the transformation
between v, u and V, σ, θ, τ can then be found by composing the coordinate
transformations between the different parametrizations of the universal hy-
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permultiplet given in [51, 47]. This leads to the relations
V =
1
L
(
1− uu¯ (1− vv¯)2 − vv¯) ,
σ =
i
L
(u− u¯) (1− vv¯) ,
θ =
1
2L
(v¯ (1 + u¯ (1− vv¯)) + v (1 + u (1− vv¯))) ,
τ =
i
2L
(v¯ (1 + u¯ (1− vv¯))− v (1 + u (1− vv¯))) , (2.23)
where L is given by
L := (1 + u (1− vv¯)) (1 + u¯ (1− vv¯)) . (2.24)
It is straightforward to check that this coordinate transformation indeed re-
lates the metrics (2.16) and (2.23) for the universal hypermultiplet given
above. Therefore we recover the eleven-dimensional meaning of the parame-
ters in the subspace X(1) and in particular their relation to the CY volume
V , which we will take to be time-dependent in the cosmological solutions of
the following sections. For later use we note that taking v = 0 and u = u¯
corresponds to setting σ = θ = τ = 0 and truncating the universal hyper-
multiplet to the volume scalar V .
2.4 The low energy effective Lagrangians
After discussing the scalar manifolds in detail, we can now specify the LEEA.
The general form of a N = 2, D = 5 gauged supergravity Lagrangian is
known from [50, 51] and the concrete form of the LEEA modeling a flop
transition was explicitly worked out in [29]. We refer to these papers for
further details.
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The bosonic part of the Lagrangian is [29]
√−g−1LN=2bosonic = −
1
2
R− 1
4
aIJF
I
µνF
J µν
−1
2
gXYDµqXDµqY − 1
2
gxy∂µφ
x∂µφy (2.25)
+
1
6
√
6
CIJK
√−g−1ǫµνρστF IµνF JρσAKτ − g2V(φ, q) .
Here φx and qX denote the vector and hypermultiplet scalars parametrizing
the scalar manifolds introduced in the previous subsection. Additionally, we
have the five-dimensional metric gµν with Ricci scalar R and three vector
fields AIµ, I = T, U,W , with field strengths F
I
µν = ∂µA
I
ν − ∂νAIµ. The CIJK
are determined by the cubic polynomials (2.4) and (2.11), and aIJ is given in
eq. (2.7). The covariant derivative appearing in the hypermultiplet kinetic
term is given by DµqX := ∂µqX + gAIµKXI (q). This Lagrangian is general
enough to describe both the Out- and the In-picture.
The Out-picture Lagrangian is obtained by setting g = 0 and taking the
scalar metrics to be (2.10) and (2.16). To get the In-picture Lagrangian we
have to use the scalar metrics (2.12) and (2.19) instead. Moreover, we now
have a non-trivial gauging of the hypermultiplet isometry corresponding to
the Killing vector (2.21). The explicit form of the covariant derivative is
Dµ qX = ∂µ qX + g
(
AUµ − AWµ
)
kXgauge(q) . (2.26)
The gauge coupling g is uniquely fixed in terms of microscopic M-theory data
[22, 29],
g =
√
2
3
T(2)(6v)
1/3 =
√
2
3
(48π)1/3 , (2.27)
where T(2) denotes the tension of the M2-brane and v =
κ2
(11)
κ2
(5)
relates the
eleven-dimensional and the five-dimensional gravitational couplings. In the
second step we used T(2) = (
8π
κ2
(11)
)1/3 and set κ(5) = 1.
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The gauging determines the scalar potential
V(φ, q) = −6W2 + 9
2
gΛΣ∂ΛW∂ΣW , (2.28)
where gΛΣ = gXY ⊕ gxy is the direct sum of the inverse hypermultiplet and
vector multiplet scalar metrics. The superpotential W is given by
W = 6−5/6
(
1
2φ−
(u¯2u2) +
1
2φ+
(
v¯2v2
))
(U −W ) . (2.29)
2.5 Kasner space-times
We now turn to the cosmological solutions of the Lagrangian (2.25). For the
five-dimensional space-time metric we make the following Kasner ansatz:
ds25 = −e2ν(t)dt2 + e2α(t)d~x2 + e2β(t)dy2 . (2.30)
Here ~x = (x1, x2, x3) are three space-like coordinates, parametrizing the
macroscopic dimensions, while y is the coordinate of the fifth, extra dimen-
sion. Note that we include a non-trivial lapse function eν(t) in the ansatz.
This will play a crucial role in solving the Einstein equations in the Out-
picture analytically. We also impose that all fields are homogeneous in the
four space-like directions, i.e., they do not depend on the spatial coordinates.
Moreover, we restrict ourselves to the case where the vector fields AIµ
can be consistently set to zero, as this will considerably simplify the later
analysis. In the Out-picture the equations of motion are always solved by
AIµ = 0. The In-picture Lagrangian, however, contains a non-trivial source
term, which arises from the covariant derivative in the hypermultiplet kinetic
term,
jsourceµ :=
√−g g gXY (q)∂µqXkYgauge(q) . (2.31)
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This term vanishes, if the complex hypermultiplet scalar fields vi, ui are re-
stricted to be real. Therefore we will use this truncation in the rest of the
paper.
Under these assumptions we get the following non-trivial equations of
motion from the Lagrangian (2.25):
Einstein equations:
3
(
α˙2 + α˙ β˙
)
= T + g2 e2ν V ,
2α¨+ β¨ + 2α˙β˙ + 3α˙2 + β˙2 − 2ν˙α˙− ν˙β˙ = −T + g2 e2ν V , (2.32)
3
(
α¨+ 2α˙2 − ν˙α˙) = −T + g2 e2ν V ,
vector multiplet sector:
φ¨x + γxyz φ˙
y φ˙z +
(
3α˙ + β˙ − ν˙
)
φ˙x + e2νg2gxy
∂V
∂φy
= 0 , (2.33)
hypermultiplet sector:
q¨X + ΓXY Z q˙
Y q˙Z +
(
3α˙+ β˙ − ν˙
)
q˙X + e2νg2gXY
∂V
∂qY
= 0 . (2.34)
Here the “overdot” indicates a derivative with respect to the time coordinate
t, i.e., q˙X := ∂
∂t
qX , etc. We also introduced the kinetic energy T as
T :=
1
2
gXY q˙
X q˙Y +
1
2
gxy φ˙
xφ˙y . (2.35)
The γxyz and Γ
X
Y Z denote the Christoffel symbols of the vector and hypermul-
tiplet scalar metrics gxy and gXY , respectively. We note that T and V(φ, q)
are both positive semi-definite.
To obtain the equations of motion valid in the Out- or In-picture, we make
the appropriate substitutions for the potential and the scalar field metrics.
When studying numerical solutions we will fix g to the value determined by
M-theory, eq. (2.27).
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3 Solutions in the Out-picture
In this section we study cosmological solutions in the Out-picture. First
we derive some of their general properties which can be established without
specifying the vector and hypermultiplet manifolds. Then we focus upon the
F1-model.
3.1 General properties of cosmological solutions
We start our investigation by considering an arbitrary CY threefold and
cosmological solutions which pass through a topological phase transition in-
volving a finite number of transitions states. This means that we do admit
both flop transitions with an arbitrary number of charged hypermultiplets,
and type III contractions which lead to SU(2) gauge symmetry enhancement
[44, 52, 24, 33]. In the latter case one has two charged vector multiplets to-
gether with a number of charged hypermultiplets depending on the details
of the contraction. We will show that ν(t), α(t) and β(t) are smooth across
any topological phase transition satisfying these assumptions.8
The only source of discontinuities in the Out-picture is the jump in the
triple intersection numbers, which can be understood as a threshold effect.
When integrating out the transition states one finds that the Out-picture
prepotentials in the two Ka¨hler cones differ by the amount [24, 52, 33]
∆V = 1
6
(δnH − δnV ) (h⋆)3. (3.1)
Here h⋆ = qIh
I is proportional to the volume of the collapsing cycle9 C⋆ =
qIC
I , while δnV and δnH count the vector and hypermultiplets which become
massless in the transition. The transition locus corresponds to h⋆ = 0. By
8This was also shown in [22] for the flop of a single curve.
9The CI are a basis of H2(X,Z), therefore qI ∈ Z.
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virtue of eq. (2.7) we find that ∆V does not contribute to the metric aIJ
at the transition point. Hence aIJ and also gxy will be continuous. But the
first derivative of aIJ with respect to h
⋆ is not continuous due to the jump in
the triple intersection numbers indicated by eq. (3.1). This implies that the
derivative of gxy and therefore the Christoffel connection γ
x
yz is discontinuous
at the transition locus.
Next we impose that the function T defined in (2.35) is constant. As
we will see, this corresponds to a specific choice of the lapse function in
our ansatz and leads to a consistent solution. If T is constant the Einstein
equations decouple from the matter equations and can be solved analytically:
α(t) = c1 t+ c2 ,
β(t) = − 1
3 c1
(
3 c21 − T
)
t + c3 , (3.2)
ν(t) =
1
3 c1
(
6 c21 + T
)
t+ c4 ,
where the ci are constants of integration. This solution does not depend on
the choice of the vector and hypermultiplet scalar metric. It satisfies
3α˙ + β˙ − ν˙ = 0 . (3.3)
We read this as a condition which fixes the lapse function such that T is con-
stant with respect to the corresponding time variable. Now we have to check
whether this is consistent with the scalar equations of motion. Substituting
in our result, these reduce to the standard geodesic equations with respect
to the vector and hypermultiplet scalar metrics:
φ¨x + γxyz φ˙
y φ˙z = 0 , q¨X + ΓXY Z q˙
Y q˙Z = 0 . (3.4)
By taking the time derivative of T and using the geodesic equations above
we find that T is conserved, d
dt
T = 0, so that we indeed have a consistent
solution of the equations of motion.
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In order to prove that the functions α(t), β(t) and ν(t) given by (3.2)
are smooth, we only need to show that the piecewise constant function T is
continuous at the transition point. Looking at the definition (2.35), we find
that T contains the vector and hypermultiplet scalar metrics as well as φ˙x
and q˙X . The metrics have already been shown to be continuous. To establish
the continuity of the scalar fields, we observe that their dynamics is governed
by the geodesic equations (3.4). These differential equations are different at
both sides of the transition line because of the discontinuity in the Christoffel
symbols γxyz. But since eq. (3.4) is of second order, we can choose our free
constants of integration in such a way that the scalar fields φx, qX as well as
their first derivatives φ˙x, q˙X are continuous at the transition locus. Then T is
continuous at the transition line. This completes the proof of the statement
given above.
Note that we only get a smooth solution if we choose a particular lapse
function. This choice is distinguished by the fact that the gravitational and
scalar equations of motion decouple. Moreover, the time variable correspond-
ing to our lapse function is the affine parameter of the geodesic equations on
the moduli spaces. When studying cosmological solutions, however, we will
use the standard cosmological time τ , which amounts to setting the lapse
function to unity. In this parametrization the second derivatives of α(τ)
and β(τ) are continuous, but have a kink when crossing the transition locus.
This frame dependence of the solutions resembles the differences between the
string frame and the Einstein frame familiar from string theory.
3.2 Cosmological solutions of the F
1
-model
We now turn to the cosmological solutions of the F1-model. In order to
have the standard parametrization used in cosmology we now switch to the
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cosmological time τ so that the space-time metric (2.30) becomes
ds2 = −dτ 2 + e2α(τ)d~x2 + e2β(τ)dy2 . (3.5)
Here and henceforth it is understood that all fields and the functions α and
β now depend on τ and we use the “dot” to indicate derivatives with respect
to τ . The corresponding equations of motion can be obtained from (2.32),
(2.33) and (2.34) by setting ν = ν˙ = 0 and replacing t → τ . Note that the
Einstein and matter equations do not decouple anymore. By taking certain
linear combinations, Einstein equations may now be written as:
3
(
α˙2 + α˙ β˙
)
= T (τ) ,
3
(
β¨ + β˙2 + 2α˙β˙ − α˙2
)
= −T (τ) , (3.6)
3
(
α¨ + 2α˙2
)
= −T (τ) .
In this parametrization T is no longer conserved along the integral curves of
(2.33) and (2.34) and therefore depends on τ .
Possibilities for inflation
In order to discuss whether this model allows inflation, we first introduce the
following scale factors:
a = eα , a˙ = α˙ eα , a¨ =
(
α¨ + α˙2
)
eα ,
b = eβ , b˙ = β˙ eβ , b¨ =
(
β¨ + β˙2
)
eβ .
(3.7)
An expansion of space-time in the ~x- and y-dimensions is characterized by
a˙ > 0 and b˙ > 0, while accelerated expansion corresponds to a¨ > 0 and b¨ > 0,
respectively.
Rewriting Einstein equations (3.6) in terms of a¨ and b¨ and taking appro-
priate linear combinations leads to
a¨ = −
(
1
3
T + α˙2
)
eα , b¨ =
(−T + 3α˙2 ) eβ. (3.8)
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These equations show that the Out-picture does not allow for accelerated
expansion in the ~x-dimensions, since a¨ is negative semi-definite. An acceler-
ating phase in the y-dimension is possible and requires 3α˙2 > T .
Numerical Examples
We will now study numerical solutions of the eqs. (2.32), (2.33) and (2.34)
parametrized by the time τ . In this course we restrict the universal hyper-
multiplet sector of our model to the volume scalar V , setting σ, θ, τ to zero,
which can be done consistently. In this case the eq. (3.3) for the hypermul-
tiplet sector becomes
V¨ − 1
V
V˙ 2 +
(
3α˙+ β˙
)
V˙ = 0 . (3.9)
We first focus on the dynamics of the vector multiplet scalar fields U,W .
Their typical dynamics is shown in Fig. 2. Here the arrows point towards
increasing values of τ . But the equations of motion (2.32), (2.33) and (2.34)
are invariant under time reversal τ → −τ so that each trajectory has a
time-reversed conterpart.
The vector multiplet scalar trajectories may be classified according to the
boundaries where they start and end. Fig. 2 shows one example for every
type of these trajectories. We find that for every possible pair of boundaries
there is one class of trajectories which start at one of the boundaries and end
at the other.10 All boundaries can be reached in finite time which depends on
the particular trajectory chosen. The solution “L” corresponds to a certain
subclass of the types introduced above. Here the absolute value of the field
10For the boundary b1 this is not obvious from Fig. 2. The numerical analysis indicates
that the trajectories which leave the plot at W = 3 approach the boundary b1 at large
values of W . However, the numerical solutions are not conclusive about whether the
boundary is reached at a finite of infinite value of W .
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Figure 2: Illustrative examples for possible solutions of the Out-picture equations of
motion with initial conditions given in Table 2 in the Appendix A. The solutions “a”
to “f” connect all possible boundaries of the extended Ka¨hler cone. Solution “L” is an
example for a solution that starts at the boundary and remains inside the moduli space
for an exceptionally long time.
derivatives decreases monotonically, so that the corresponding solution stays
inside the vector multiplet moduli space for an exceptionally long time. None
of the examples becomes singular while inside the extended Ka¨hler cone.
We further observe that all trajectories are one times differentiable at the
flop line U = W . The behavior of the solutions at the boundaries of the
vector multiplet scalar manifold will be discussed in more detail in the next
subsection.
Let us now turn to the other fields appearing in the equations of motion.
Examples of their characteristic behavior are illustrated in Fig. 3. The initial
conditions for these trajectories are given by the lines “b”, “d” and “L” in
Table 2.
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Figure 3: Three examples of solutions illustrating the typical behaviors of cosmological
solutions in the Out-picture. The solutions “b” and “d” show the usual run-away behavior
of the moduli fields while the “L” solution stays inside the extended Ka¨hler cone for an
exceptionally long time.
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The first row of Fig. 3 shows the behavior of the vector multiplet scalar
fields U(τ),W (τ). The first two diagrams display the solutions “b” and “d”
which both start at the boundary b3 and end at b1 and b2, respectively. The
second row shows the behavior of the CY volume V . Here we observe that
V (τ) either increases or decreases monotonically, depending on whether the
solution started with V˙ (0) > 0 or V˙ (0) < 0. Choosing V˙ (0) = 0 leads to
a constant volume. We find that V (τ) does not become singular, V (τ) = 0
or V (τ) = ∞, while the solution is inside the extended Ka¨hler cone. The
evolution of the scale factors α(τ) and β(τ) is shown in the third row of
Fig. 3. All solutions have α¨ ≤ 0. Their behavior is governed almost entirely
by their initial conditions α˙(0), β˙(0). For positive (negative) initial values
the solutions monotonically increase (decrease). The only exception to this
rule arises when the solution approaches the boundary b1. In this case the
kinetic term T becomes large due to the vector multiplet scalar metric g
(III)
xy
developing an infinite eigenvalue. This induces a rapid decrease of both
α(τ) and β(τ). But the solution only becomes singular at the boundary b1.
Therefore we do not encounter any space-time singularities, while the vector
multiplet scalars are inside the extended Ka¨hler cone of the model.
3.3 Behavior of solutions at the boundaries of moduli
space
After studying the general behavior of the vector multiplet scalar fields in the
previous subsections, we will now discuss their dynamics close to the bound-
aries of the extended Ka¨hler cone shown in the first diagram of Fig. 1. The
case of an internal boundary (flop), where the vector multiplet scalar metric
gxy is regular and continuous, was already discussed in subsection 3.1. Since
boundaries where det(gxy) is infinite, zero, or regular, quite generally appear
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in vector multiplet moduli spaces and are not limited to our particular model,
we will label such boundaries as being of type I, II, and III, respectively.11
In this subsection we will focus on the behavior of our solutions close to
the boundaries b1 and b2, b3 where gxy has an infinite or zero eigenvalue, re-
spectively. Here we observe that the Christoffel connection diverges when the
solutions approach these boundaries. This singularity completely dominates
the behavior of the solution in these regions. We expand the connection
piece around the singularity in a Laurent series and keep the leading order
term only. The resulting differential equations can be solved analytically and
the corresponding expressions properly describe the behavior of the solutions
close to the boundary.
The boundary b1
We start with the type I boundary b1 which is given by U = 0. Here the
metric g
(III)
xy has an infinite eigenvalue. Expanding the Christoffel symbols
for small U we obtain
γUUU = − 1U +O(U) , γWWW = O(U0) ,
γUWW = O(U5) , γWUU = − W4U2 +O(U−1) ,
γUWU = O(U4) , γWWU = 12U +O(U0) .
(3.10)
Assuming that W and W˙ are of order one, the equation for U(τ) decouples,
U¨(τ)− 1
U(τ)
U˙(τ)2 = 0 , (3.11)
and we can determine the behavior of U(τ) close to U = 0:
U(τ) = c1 e
c2τ . (3.12)
11In comparison to [44] type I boundaries correspond to the cubic cone, type II bound-
aries are associated with type II contractions, and type III boundaries are related to type
I or type III contractions.
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Here c1 and c2 are the constants of integration, which are fixed by the initial
conditions. In order for the solution to be inside region III and U(0)≪ 1 we
need 0 < c1 ≪ 1. The condition that U(τ) approaches the boundary fixes
c2 < 0. Substituting this result into the equation for W (τ), we find
W¨ (τ) +
c2
2
W˙ (τ) +
(c2)
2
4
W (τ) = 0 . (3.13)
This is the equation for a damped harmonic oscillator, which has the solution
W (τ) = c3 e
−
c2
4
τ sin
(√
3c2
4
τ
)
+ c4 e
−
c2
4
τ cos
(√
3c2
4
τ
)
. (3.14)
Here c3 and c4 are determined by the initial conditions for W (τ), while c2
enters from the equation for U(τ). Since c2 < 0 this solution describes
harmonic oscillations with exponentially growing amplitude. According to
the initial values c3 and c4 we can distinguish 3 different types of behavior:
1. The values c2, c3 and c4 are such that the solution monotonically de-
creases and reaches W = 0 in a finite time.
2. The solution first oscillates away from W = 0 before running into the
boundary W = 0.
3. The solution grows rapidly and leaves the region whereW (τ) and W˙ (τ)
are small compared to 1
U(τ)
. Here our approximation breaks down and
the solutions (3.12) and (3.14) are no longer valid.
This implies that the solutions 1) and 2) do not run into the boundary b1,
since eq. (3.12) shows they cannot reach this boundary in a finite time.
Instead they run into the boundary b2 where W = 0. For the solutions 3)
the analytic expression allows no conclusions.
Numerical examples for the solutions of the full equations of motion close
to b1 are shown in the first diagram of Fig. 4. Here we give one example for
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Figure 4: Numerical investigation of the behavior of solutions close to the boundaries
“b1”, “b2” and “b3”. The initial conditions for the trajectories are given in Table 3 in
Appendix A. The arrow points in the direction of increasing value of τ . These example
solutions confirm the qualitative features found analytically.
all 3 types of solutions discussed above, confirming the qualitative behavior
found in our analytic investigation.
The boundary b2
Let us now turn to the boundary b2 which is of type II and given by the line
0 < U <
(
2
3
)1/3
, W = 0. At this line the metric g
(II)
xy has a zero eigenvalue
along the W -direction. Expanding the corresponding Christoffel symbols
around W = 0, we obtain
γUUU = − 9U
6−3U3+16
U(3U3−8)(3U3−2)
+O(W 3) , γWWW = 12W +O(W 2) ,
γUWW = − U4W +O(W 4) , γWUU = O(W 1) ,
γUWU = O(W 2) , γWWU = O(W 3) .
(3.15)
Assuming that U˙(τ) is of order one, we can write down the equation of motion
for W (τ) close to W = 0:
W¨ (τ) +
1
2W (τ)
W˙ (τ)2 = 0 . (3.16)
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This equation has the solution
W (τ) =
(
3
2
(c1τ + c2)
)2/3
, W˙ (τ) =
c1√
W (τ)
. (3.17)
In order for W (τ) to run inside the region II and to approach the boundary,
we take c2 > 0 and c1 < 0. Then eq. (3.17) indicates that the solution
reaches W (τ) = 0 in a finite time τb = − c2c1 > 0. Looking at W˙ (τ) we see
that W˙ (τ) → −∞ as τ → τb. Substituting the solution for W (τ) into the
equation of motion for U(τ) gives
U¨(τ) =
9U(τ)6 − 3U(τ)3 + 16
U(τ) (3U(τ)3 − 8) (3U(τ)3 − 2) U˙(τ)
2 +
(c1)
2
4
U(τ) . (3.18)
Since the RHS of this equation does not become singular as W (τ)→ 0, U˙(τ)
is finite. The result that U˙(τ) is finite while W˙ (τ)→ −∞ as τ → τb implies
that the corresponding trajectories become orthogonal to the line b2 when
W (τ) → 0. There is no mechanism preventing the solution from reaching
the boundary in a finite time.
This behavior is also found when studying numerical solutions of the full
equations of motion. Examples of such solutions which run into the boundary
b2 are shown in the second diagram of Fig. 4. These solutions exactly match
the analytic behavior found above.
The boundary b3
The type II boundary b3 is given by the line 6 +W
3 − 9U3 = 0. Here the
metric g
(II)
xy has a zero eigenvalue in the U -direction. In order to analyze the
behavior of solutions at this boundary analytically, we use coordinates W
and
ǫ = 6 +W 3 − 9U3, (3.19)
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where ǫ ≥ 0 measures the distance from the boundary b3. The metric g(II)xy
then becomes
g(II)xy (ǫ,W ) =

 gǫǫ gǫW
gWǫ gWW

 , (3.20)
where
gǫǫ =
ǫ (6 +W 3)
18 (6 +W 3 − ǫ)2 (18 + 3W 3 + ǫ) ,
gǫW = − ǫ
2W 2
18 (6 +W 3 − ǫ)2 (18 + 3W 3 + ǫ) , (3.21)
gWW =
W (648 + 216W 3 + 18W 3 − 30W 3ǫ+ 6ǫ2 + ǫ3)
18 (6 +W 3 − ǫ)2 (18 + 3W 3 + ǫ) .
Calculating the Christoffel symbols and expanding around ǫ = 0, we obtain
γǫ ǫǫ =
1
2ǫ
+O(ǫ2) , γWWW = − W
3−3
W (6+W 3)
+O(ǫ) ,
γǫ WW = O(ǫ0) , γWǫǫ = − W108(6+W 3)2 ǫ+O(ǫ2) ,
γǫ Wǫ = O(ǫ0) , γWWǫ = O(ǫ2) .
(3.22)
Assuming that W˙ (τ) is of order one andW (τ) > 0 gives the following leading
order differential equation for ǫ(τ) close to the boundary:
ǫ¨(τ) +
1
2ǫ(τ)
ǫ˙(τ)2 = 0 , (3.23)
solved by
ǫ(τ) =
(
3
2
(c1τ + c2)
)2/3
, ǫ˙(τ) =
c1√
ǫ(τ)
. (3.24)
Imposing that we start inside region II and run towards the boundary fixes
c2 > 0 and c1 < 0. Note that this is exactly the same solution as we obtained
for W (τ) at the boundary b2. This in particular implies that ǫ = 0 can be
reached in finite time τb = − c2c1 > 0 and ǫ˙(τ) → −∞ when the solution
approaches the boundary.
Substituting this solution into the differential equation for W (τ) yields
W¨ (τ) =
W (τ)3 − 3
W (τ) (6 +W (τ)3)
W˙ (τ)2 +
(c1)
2W (τ)
108 (6 +W (τ)3)2
. (3.25)
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As in the b2 case we observe that the RHS of this equation does not become
singular at ǫ(τ) = 0. This indicates that it is the part of ǫ˙(τ) pointing in
the U -direction which becomes infinite as we approach the boundary, while
W˙ (τ) stays finite. Hence the trajectory {U(τ),W (τ)} turns parallel to the
U -direction when reaching the boundary b3.
This behavior of the solutions of the full equations of motion can also be
observed numerically. The third diagram of Fig. 4 shows a family of trajec-
tories running into the boundary b3. Their behavior is in exact agreement
with the analytic analysis above.
Summarizing the results of this subsection, we find that the boundaries
of type II, b2 and b3, can be reached in finite time. At these boundaries the
metric develops a zero eigenvalue. The derivatives of the scalar field associ-
ated with this zero eigenvalue diverge while the derivatives of the other scalar
fields remain finite. As a consequence, the trajectories become parallel to the
direction associated with the zero eigenvalue when reaching the boundary.
Furthermore, the divergence of the scalar field derivatives exactly cancels
the zero eigenvalue of the scalar field metric, so that the kinetic energy T
is finite at these boundaries. For the type I boundary b1, associated with
a space-time singularity,12 we observe that there is a mechanism preventing
the solutions from running into this boundary due to a singularity in the
Christoffel symbols. However, this analysis does not cover trajectories like
“a” and “b” shown in Fig. 1, as these correspond to the case 3) found for
the boundary b1.
These results imply that in all cases which could be treated analytically,
no space-time singularity occurs. Since the behavior of our solutions is uni-
versally determined by the type of degeneracy of the scalar field metric, we
12Here we assume that the boundary is approached with finite U˙(τ).
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conjecture that these results will hold for any type I or type II boundary.
4 Solutions in the In-picture
After analyzing the behavior of cosmological solutions in the Out-picture,
we now turn to the In-picture. The new ingredient is the non-trivial scalar
potential induced by the transition states. As we will show in the following,
it is this new feature that can give rise to an accelerating phase in our cosmo-
logical solutions and leads to the dynamical stabilization of the moduli close
to the flop.13 Thus we start the discussion of the In-picture by examining
the properties of this potential.
4.1 The scalar potential
In [29] it was found that the potential arising in the In-picture description of a
flop transition is of the form (2.28). It is completely determined by the vector
and hypermultiplet metrics (2.12), (2.19) and the superpotential (2.29). The
potential is positive semi-definite, V(φ, q) ≥ 0. Its minima correspond to
supersymmetric Minkowski vacua which are parametrized by a subset MC
of the scalar manifold, characterized by vanishing transition states:
∂ΛV |MC = 0 , MC =

 v
2 = u2 = 0
v1, u1, U,W undetermined .
(4.1)
As explained in [53, 29], these minima are the only critical points of the
potential. They are also critical points of the superpotential: ∂ΛW|MC =
0 =W|MC .
13Since the In-picture LEEA is smooth, it is clear that the corresponding Kasner so-
lutions are smooth at flop transitions and also at any other transition involving finitely
many transition states.
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Figure 5: The potential V(φ, q) at fixed values of the hypermultiplet scalars u1 = u2 =
0.2, v1 = v2 = 0. The potential has its minimum in the vicinity of the flop line U = W .
At the boundary “b2”, where the metric g
(In)
xy has a zero eigenvalue, the potential diverges,
while at the boundary “b1”, where det(g
(In)
xy ) becomes infinite, it is finite.
Fig. 5 shows the potential V(φ, q) for some non-trivial but fixed values of
the hypermultiplet scalar fields. The potential is positive definite and finite
as long as we are inside the vector multiplet scalar manifold. While Fig. 5
clearly shows that the value of the potential is small in the vicinity of the
flop line U = W , an explicit calculation reveals that its actual minimum for
fixed non-zero values of the transition states is not located at the flop line but
slightly next to it.14 The potential diverges at the boundary b2 where the
vector multiplet metric g
(In)
xy has a zero eigenvalue. At the boundary b1, where
det(g
(In)
xy ) is infinite, the potential is finite. This feature can be traced back
to the second term of the scalar potential (2.28) which contains the inverse
14Note that this point is not a critical point of the potential, since the derivatives with
respect to the hypermultiplet scalars do not vanish.
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metric g(In) xy. Finally we observe that in the limit W → ∞ the potential
diverges quadratically, V ∝W 2.
After considering the properties of the potential at the boundaries of the
vector multiplet scalar manifold, let us comment on the boundaries appearing
in the hypermultiplet sector. These are given by the loci where the hypermul-
tiplet metric (2.19) has an infinite eigenvalue. This occurs for either φ+ or
φ− defined in (2.20) becoming zero. The potential diverges at all boundaries
of the hypermultiplet moduli space.
Fig. 6 illustrates the dependence of the potential on the transition states.
Taking v2 = p, u2 = q both real and v
1 = u1 = 0 and substituting this
restriction into φ+ and φ−, we obtain
φ+ = 1− p2 , φ− = 1− q2 + p2 q2 . (4.2)
This indicates that p is bounded and takes values −1 < p < 1, while q is
unbounded. The potential blows up when φ+ or φ− given above vanish.
In summary we find that the potential diverges at the boundaries of the
moduli space where the vector multiplet scalar metric develops a zero or the
hypermultiplet scalar metric an infinite eigenvalue. At the boundaries where
det(g
(In)
xy ) becomes infinite, the potential is finite. These features can also
be deduced from eq. (2.28). However, as explained before, it is not clear
to which extent the In-picture LEEA at the boundaries really captures the
microscopic M-theory physics.
4.2 Fixed points of the equations of motion
After discussing the properties of the scalar potential, we now turn to the
In-picture equations of motion. Before investigating their properties numer-
ically, let us first obtain some analytic results by studying the fixed point
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Figure 6: The scalar potential restricted to the submanifold U = W = 0.6, v1 = u1 = 0
and v2 = p, u2 = q taken to be real. The potential diverges at the loci where φ+ or φ−
become zero.
properties of these equations. We begin by rewriting the system of second
order equations (2.32), (2.33) and (2.34) as a set of coupled autonomous
first order equations. This is done in the standard way by introducing the
momentum variables:
pX := q˙X , ρx := φ˙x , γ := α˙ , δ := β˙ . (4.3)
Substituting in these variables, the equations of motion can be written as
q˙X = βXq , p˙
X = βXp , φ˙
x = βxφ , ρ˙
x = βxρ , γ˙ = βγ , δ˙ = βδ , (4.4)
where the constraint arising in the Einstein equations takes the form
δ =
1
γ
(
1
3
(T + g2V)− γ2
)
. (4.5)
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In these expressions the functions βi are given by:
βXq = p
X , βxφ = ρ
x ,
βXp = − (3γ + δ) pX − ΓXY Z pY pZ − g2 gXY
∂V
∂qY
,
βxρ = − (3γ + δ) ρx − γxyz ρy ρz − g2 gxy
∂V
∂φy
,
βγ = −γ δ − 3γ2 + 2
3
g2V , βδ = −3γδ − δ2 + 2
3
g2V . (4.6)
The set of fixed points of these equations consists of the points where the
functions βi vanish simultaneously. For the matter fields the only solution to
the equations βXq = 0, β
x
φ = 0 is given by p
X = 0, ρx = 0. Substituting this
constraint into βXp , β
x
ρ , we find that these functions vanish iff g
ΛΣ ∂V
∂φΣ
= 0.
Since the metric gΛΣ is non-degenerate, this condition requires ∂V
∂φΣ
= 0. This
is just the condition for a critical point of the potential, which has already
been investigated in the previous subsection. Using the result (4.1) we see
that the fixed points of the matter equations are
MmatC =
{MC , pX = 0 , ρx = 0} . (4.7)
Hence the fixed point manifold of the matter equations of motion is parametrized
by the flat directions of the potential.
Concerning the Einstein equations, we first observe that under the condi-
tion (4.7) T and V vanish identically. In this case βγ, βδ and the constraint
(4.5) simplify to
βγ|Mmat
C
= −γ δ − 3 γ2 , βδ|Mmat
C
= −3 γ δ − δ2 , δ = −γ . (4.8)
Applying the fixed point condition βγ = 0, βδ = 0, implies that γ = 0, δ = 0
while the values of α and β are not determined by the fixed point condition.
Thus we find that the equations (4.4) have an entire manifold of fixed points
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MFPC , given by
MFPC =

 MC , p
X = 0 , ρx = 0 , γ = 0 , δ = 0
α, β undetermined.
(4.9)
Let us now discuss the properties of these fixed points. In this course we
calculate the critical exponents arising from linearizing the equations (4.4) in
the vicinity of the fixed points. These exponents are given by the eigenvalues
of the stability matrix
Bij := ∂j βi|MFP
C
,
{
i, j ∈ α, β, δ, ρ, φx, ρx, qX , pX} . (4.10)
In order to calculate the entries of this matrix, we observe that
∂βΛφ
∂φΣ
∣∣∣∣∣
MFP
C
= − g2 gΛΞ ∂
2
V
∂φΣ ∂φΞ
∣∣∣∣
MFP
C
(4.11)
is the negative of the mass matrixMΛΣ computed in [29]. There it was found
that MΛΣ is diagonal with entries
MΛΣ =
3
2
6−2/3 g2 (U −W )2 diag [0 , 1 , 0 , 1 , 0 , 1 , 0 , 1 , 0 , 0 ] . (4.12)
The non-vanishing entries correspond to the transition states {v2, v¯2, u2, u¯2}.
With this information at hand, it is now straightforward to compute the
entries of Bij with respect to the basis (4.10),
Bij =


0 12 0 0 0 0
0 0 0 0 0 0
0 0 0 12 0 0
0 0 0 0 0 0
0 0 0 0 0 18
0 0 0 0 −MYX 0


. (4.13)
The eigenvalues of this matrix are either zero or purely imaginary. Here
it is useful to distinguish between the directions corresponding to the fields
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α, β, γ, δ, φx, ρx, v1, u1, v˙
1, u˙1 and the charged transition states v
2, u2, v˙
2, u˙2.
The corresponding eigenvalues for these fields are given by
θneutral = 0 , θtrans = ±i
√
3
2
6−1/3 g (U −W ) , (4.14)
respectively. This result implies that the fixed plane is neutrally stable, i.e.,
the solutions are neither attracted nor repelled by the fixed points. In other
words these fixed points are non-hyperbolic [54, 55]. Since in this case it
is not guaranteed that the stability matrix encodes the behavior of the full
non-linear system, we rely on numerical solutions. As we will see in the next
subsection, the transition states indeed oscillate around their value at the
fixed point v2 = u2 = 0. The frequency of these oscillations depends on the
actual values of the vector multiplet scalar fields. This is the same qualitative
behavior as indicated in eq. (4.14).
4.3 Numerical solutions
We now turn to the numerical solutions of the equations of motion (2.32),
(2.33) and (2.34). In order to be able to work with a trivial vector field
background, we restrict the theory to the case where the hypermultiplet
scalar fields are real, i.e.,
Qv = Re(v
1) , qv = Re(v
2) , Qu = Re(u1) , qu = Re(u2) . (4.15)
As discussed in subsection 2.5, this restriction provides a consistent trunca-
tion of the hypermultiplet equations of motion (2.34).
To illustrate some characteristic features, we have picked a few exam-
ples of solutions whose initial conditions are given in Table 4 in Appendix A.
The solution labeled “b′” has the same initial conditions as the corresponding
solution “b” in the Out-picture, the only difference being one dynamical tran-
sition state for which we choose a non-vanishing initial value. This feature
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Figure 7: Numerical solutions of the In-picture equations of motion for the initial condi-
tions “b′” (left) and “i” (right) given in Table 4. The trajectories U(τ),W (τ) stabilize in
the vicinity of the flop line. The right diagram also illustrates how the solution is repelled
by the boundary b2.
allows us to compare the qualitative behavior of the Out- and the In-picture
solutions. Another example labeled “i” illustrates the behavior of a solution
which initially starts far away from the flop line.
Let us first focus on the dynamics of the vector multiplet scalars U,W .
The trajectories of the example solutions “b′” and “i” projected to the vector
multiplet scalar manifold are shown in Fig. 7. The solutions first approach
the flop line before starting to oscillate around U = W . However, the flop
line is not an attractor: the solutions oscillate in the region close to the flop,
but do not settle down at a fixed point. This generic behavior of solutions
differs from the corresponding behavior in the Out-picture, where the solu-
tions crossed the flop line and did not stabilize. The In-picture solution “b′”
initially evolves analogously to its Out-picture cousin “b” but after crossing
the flop line is turned back by the potential. A similar effect is shown in the
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second diagram, where one can also observe that the trajectory gets repelled
when approaching the boundary b2. Hence the In-picture potential provides
a mechanism that prevents the solutions from running into the boundaries
where det(g
(In)
xy ) = 0. This is different from the Out-picture, where such
boundaries are reached in finite time.
Let us now focus on the solution “b′” more closely. The corresponding
moduli are shown in Fig. 8. We observe that the vector multiplet moduli
U(τ) and W (τ) oscillate around the flop line U =W instead of approaching
the boundary b1. The CY volume V (τ) is obtained by substituting the nu-
merical solution into eq. (2.23). We find that when picking the initial value
V˙ (0) = 0.1, as for the Out-picture solution “b”, the volume increases mono-
tonically. This is completely analogous to the corresponding Out-picture
solution. The difference between the two pictures is, however, that the Out-
picture volume undergoes an accelerated increase while the volume in the
In-picture shows decelerated increase.
The initial values for the transition states were chosen such that qv(τ)
is frozen to be zero. The non-trivial initial value for qu results in qu(τ)
oscillating around qu = 0. The frequency of oscillations depends on the
difference |U(τ) −W (τ)| in the sense that a large difference induces rapid
oscillations while a small difference, i.e., being close to the flop, corresponds
to a low frequency. After some initial period the logarithmic scale factors
α(τ) and β(τ) become almost constant. This differs from the Out-picture
where α(τ) → −∞, β(τ) → −∞ as the solution approaches the boundary
b1.
So, comparing these examples of In- and Out-picture solutions we find
that the inclusion of the charged transition states drastically modifies the
behavior of the solution. In particular, the In-picture solution does not run
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Figure 8: The complete numerical solution of eqs. (2.32), (2.33) and (2.34) starting with
the initial values “b′” given in Table 4. These are the same as for the Out-picture solution
“b” except for the non-trivial transition state qu(0) = 0.1. Starting from the upper left, the
plots depict the dynamics of the vector multiplet scalars U(τ),W (τ), the CY volume V (τ),
the transition states qu(τ), qv(τ) and the logarithmic scale factors α(τ), β(τ), respectively.
After some initial period the CY volume stabilizes, the logarithmic scale factors increase
monotonically, and qu(τ) oscillates around the fixed plane value qu = 0.
44
into a boundary where the solution becomes singular.
The complete solution of our second example “i” is shown in Fig. 9. Here
we have taken the vector multiplet scalar W to start “far away” from the
flop line and the initial conditions for Qu and Qv were chosen such that the
CY volume stays constant, V (τ) = 1.
The scalars U(τ),W (τ) start in a region of high potential so that the
solution first rolls down to the region of low potential before it begins to
oscillate around the flop line. The first turning point inW (τ) and the second
turning point in U(τ) correspond to points where the solution is repelled by
the boundary b2. In the region where |U(τ)−W (τ)| is large the moduli qu(τ)
and qv(τ) exhibit rapid oscillations around the zero line. The frequency of the
oscillations is identical for both qu(τ) and qv(τ). The logarithmic scale factors
α(τ) and β(τ) increase monotonically with time. In fact, a closer look on
their dynamics in subsection 4.5 reveals several short periods of accelerated
expansion, although these do not significantly influence the behavior of α(τ)
and β(τ).
For the solution “g” shown in Fig. 10 we have chosen our initial values
(see Table 4) for U and W to be on the flop line. However, the solution does
not stay at the flop but starts oscillating around it. This result illustrates
again that the flop line is neither a stable nor an unstable manifold. Another
notable feature of this solution is that the CY volume V (τ) is no longer
monotonic, but oscillates before settling to a finite value. This behavior is
caused by giving non-trivial initial values to the transition states.
A common property of all the solutions presented in this subsection is
that if we evolve them backwards in time, they become singular. Here the
magnitude of α˙(τ) and β˙(τ) becomes increasingly large, while the moduli
qX , φx are still inside their respective manifolds. As this happens, our nu-
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Figure 9: The complete numerical solution of eqs. (2.32), (2.33) and (2.34) starting with
the initial values “i” given in Table 4. As in Fig. 8, the diagrams show the dynamics of the
vector multiplet scalars U(τ),W (τ), the CY volume V (τ), the transition states qu(τ), qv(τ)
and the logarithmic scale factors α(τ), β(τ), respectively. The vector multiplet scalars are
repelled when approaching the boundary b2. The transition states qu(τ), qv(τ) oscillate
with exactly the same frequency.
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Figure 10: The left and right diagram show U(τ), W (τ) and the CY volume V (τ)
arising from the initial conditions “g” given in Table 4. The solution starts at the flop
line but then evolves away and oscillates around U = W . Furthermore, V (τ) is no longer
monotonic but oscillates before stabilizing.
merical solutions are no longer reliable and we do not obtain any conclusive
results about the origin of this singularity.
4.4 Behavior of solutions at the boundaries of moduli
space
As in subsection 3.3, it is also interesting to discuss the behavior of solutions
close to the In-picture boundaries of the vector multiplet scalar manifold.15
15Note that in such an analysis we investigate the properties of the In-picture Lagrangian
far away from the flop line. Thus these results do not necessarily reflect the full M-theory
behavior.
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For this purpose it is convenient to introduce
ǫ := 12(U +W )− 17U4 − 14U3W − 6U2W 2 + 4UW 3 +W 4 . (4.16)
This quantity is positive inside the vector multiplet scalar manifold displayed
in Fig. 1 and vanishes at the boundary b2. In this sense ǫ measures the
distance away from the boundary b2.
We observe that the In-picture equations of motion (2.32), (2.33), and
(2.34) become singular as ǫ→ 0. This is due to det(g(In)xy ) = 0 for ǫ = 0. This
behavior reflects itself in the Christoffel symbols of the vector multiplet sector
and in the scalar potential, which both diverge as 1
ǫ
. The last observation
implies that for non-zero transition states the potential term appearing in
the vector multiplet equations of motion diverges as 1
ǫ3
. Assuming that U˙(τ)
and W˙ (τ) are finite, this term completely dominates eq. (2.34) close to b2.
The shape of the potential shown in Fig. 5 then implies that this term drives
the solution away from the boundary.16
The inclusion of non-zero transition states thus provides a new mech-
anism preventing the solutions from reaching the boundaries of the vector
multiplet scalar manifold where the metric degenerates. An analysis along
the lines of subsection 3.3 fails, however, due to the complicated nature of the
corresponding differential equations close to the boundary. But the second
diagram of Fig. 7 gives a numerical example for this mechanism when the
solution is repelled from the boundary b2.
At the boundary b1 we observe that the potential is finite forW > 0. This
implies that at this boundary the Christoffel symbols of the vector multiplet
sector are the only quantities which become singular. The corresponding
behavior of the solutions should be similar to the Out-picture solutions of
16This observation justifies the assumption that U˙(τ) and W˙ (τ) are finite as the potential
term decreases these quantities close to the boundary.
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type 1) and 2) found in subsection 3.3. The case 3), however, is modified by
the strong repulsive potential as W (τ) becomes large.
4.5 The search for inflation
In this subsection we investigate whether inflation is possible in the In-picture
model. Eq. (3.8) shows that the Out-picture does not admit accelerated ex-
pansion in the ~x-directions, while in the y-direction the occurrence of acceler-
ation depends on the actual value of α˙. However, contrary to the Out-picture,
the In-picture contains a scalar potential, which, in principle, can give rise
to an inflationary phase.
General analysis of our model
The starting point for our analysis are the Einstein equations (2.32) written
in terms of the cosmological time τ . Setting ν = 0, ν˙ = 0, these take the
form:
3
(
α˙2 + α˙ β˙
)
= T + g2V ,
2α¨ + β¨ + 2α˙β˙ + 3α˙2 + β˙2 = −T + g2V , (4.17)
3
(
α¨ + 2α˙2
)
= −T + g2V .
Eliminating the terms containing α˙β˙ and rewriting the second and third
equation in terms of a¨ and b¨ given in (3.7), we find the following analytic
expressions for a¨ and b¨:
a¨ =
(
1
3
(
g2V− T )− α˙2) eα , b¨ = (−(T + 1
3
g2V
)
+ 3α˙2
)
eβ . (4.18)
These equations show that while V opposes accelerated expansion in the
extra-dimension, it also enables accelerated expansion in the ~x-directions.
Acceleration in the three-space occurs if the potential dominates over the
49
kinetic term T and the α˙-contribution. In principle, eq. (4.18) allows for
de Sitter like solutions, which correspond to V > 0, α˙ positive and approx-
imately constant, and T small compared to V. However, since the ground
state of our model is Minkowski, we cannot realize these de Sitter like solu-
tions. The best approximation we can obtain are solutions which behave de
Sitter like for a limited period of time. This can be realized when the scalar
fields roll slowly at a non-vanishing value of the potential.
Slow-Roll conditions
Having found that our model admits inflationary phases in principle, we
need to investigate whether there is a region in our parameter space where
our potential satisfies the slow-roll conditions.
We consider the consistency conditions given in terms of the slow-roll
parameter ǫ [2], generalized to non-linear sigma models (see for example
[39]). Since the existence of a slow-roll regime is a property of the scalar
potential V(φ, q), we will drop the (3 + 1)-split of our space-like directions
and set α(τ) = β(τ). We also introduce the standard Hubble parameter
H = α˙. In terms of the covariant derivative with respect to the scalar field
metrics, Dτ φ˙
Λ = φ¨Λ+ΓΛΣΞφ˙
Σφ˙Ξ, the equations of motion (2.32), (2.33), and
(2.34) imply
H2 =
1
6
(
T + g2V
)
, Dτ φ˙
Σ + 4Hφ˙Σ = − g2 gΣΛ ∂V
∂φΛ
. (4.19)
Here
(
φΣ
)
=
(
φx, qX
)
and ΓΛΣΞ is the Christoffel connection with respect to
the combined scalar metric gΛΞ = gxy ⊕ gXY . Slow-roll inflation implies the
following conditions:
T ≪ g2V , Dτ φ˙Σ ≪ 4Hφ˙Σ . (4.20)
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In the slow-roll regime we can use the eq. (4.19) to express ǫ := T
g2V
entirely
in terms of the potential,
ǫ ≈ 3
16V2
gΣΛ
∂V
∂φΣ
∂V
∂φΛ
. (4.21)
Consistency of the slow-roll conditions requires ǫ ≪ 1. By substituting
α(τ) = β(τ) into eq. (4.18) and eliminating α˙(τ), we find that an accel-
erated expansion needs 3T < g2V. Hence the period of inflation ends when
ǫ = 1
3
.
We then use this generalized slow-roll parameter ǫ (4.21) to investigate
the possibility of slow-roll inflation for the In-picture scalar potential V(φ, q).
An extended numerical check shows that the condition for slow-roll inflation,
i.e., the RHS of eq. (4.21) being less than one third, is never satisfied. Thus
we conclude that our scalar potential does not allow for a phase of slow-roll
inflation.
Numerical examples
Even though our model does not admit slow-roll inflation, it nevertheless has
solutions with short periods of accelerated expansion. This is not in conflict
with the results above, as the conditions leading to (4.21) may be violated
so that the approximation which we used to show that ǫ is bigger than one
third breaks down.
Let us return to the numerical solutions “b′” and “i” studied in subsec-
tion 4.3. The functions a¨(τ) and b¨(τ) for these solutions are shown in the
left and right diagram of Fig. 11, respectively. In both cases a¨(τ) and b¨(τ)
show an oscillatory behavior. But the most prominent feature is that both
solutions have short periods of acceleration. Looking at the solution “b′” we
see that b¨(τ) is positive for an extended period. This corresponds to a de-
celerated contraction of the y-direction which later turns into expansion (see
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Figure 11: The factors a¨(τ) and b¨(τ) along the solutions “b′” and “i” given in Table 4.
Both solutions yield multiple short periods of accelerated expansion in three-space. The
late time maxima are slightly positive.
Fig. 8). In the three-dimensional ~x-space we observe several short periods
of accelerated expansion at late times. For the solution “i” these periods
are more pronounced. Here b¨(τ) is initially negative and oscillates strongly
whereas at later times we see small fluctuations. A common feature of the
scale factors of both solutions is that after an initial period the average value
of acceleration is small and negative, showing preference for a decelerating
universe.
This behavior can also be understood from eq. (4.18). From there it is
obvious that accelerated expansion in the three-space requires V(φ(τ), q(τ))
to dominate over T (φ(τ), q(τ)) and α˙(τ)2 for some τ . For our potential these
requirements are most easily met if the transition states are non-zero and the
vector multiplet moduli take values far away from the flop line. But there
the transition states oscillate rapidly, and each time they pass through zero
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the potential vanishes, killing inflation. From eq. (4.18) we also observe that
α˙ non-zero generically decreases a¨. Thus there are two mechanisms working
against sustained accelerated expansion.
These effects are also displayed by our numerical solutions. Looking at
Fig. 8 shows that solution “b′” initially has a large value of α˙(τ), which for
early times suppresses acceleration in a(τ) and induces acceleration in b(τ).
For later times α˙(τ) decreases and the value of a¨(τ) is controlled by T and
V. During this phase we observe decelerated expansion when T dominates,
while accelerated expansion corresponds to V dominating. The fluctuations
in a¨(τ) reflect the fluctuations of the transition states. The potential vanishes
if the transition states are zero, so that at the corresponding points we auto-
matically obtain decelerated expansion. On the other hand, if the numerical
values of the transition states are large, the value of V also becomes large.
These points are the most likely ones for V dominating over T and give rise
to the observed short phases of accelerated expansion. For the solution “i”
the effect of accelerated expansion is enhanced by choosing a small initial
value of α˙ and |U −W | being large, leading to large values of the potential
and hence of a¨. The fluctuations in a¨(τ) are induced by the oscillations of
the transition states, which cause oscillations in the value of the potential.
Note that the mechanism which leads to accelerated expansion in the
above examples is rather generic. Acceleration is maximal at a collective
turning point, where T momentarily vanishes and the moduli fields turn
from running “uphill” the potential to running “downhill” the potential.17
The farer the system is away from this point, the smaller is the resulting
17It was pointed out in [14], that essentially the same mechanism is responsible for tran-
sient accelerating phases in cosmologies of hyperbolic and flux (S-brane) compactifications
of string and M-theory.
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acceleration. As we have seen, the phases of acceleration in our model are
not strong enough to induce an inflationary growth of the scale factors a, b.
This is consistent with our earlier result that slow-roll inflation cannot be
realized.
5 Discussion and Outlook
In this paper we studied cosmological solutions of M-theory compactified on
a Calabi-Yau threefold which dynamically passes through a particular topo-
logical phase transition, a flop. The solutions were analyzed in both the
Out-picture, where the extra light states arising in the transition are inte-
grated out, and in the In-picture, where they are dynamical. In the latter case
one has a positive semi-definite scalar potential, which is completely deter-
mined by microscopic M-theory physics. This potential drastically modifies
the behavior of the cosmological solutions, with consequences for the two
important problems of moduli stabilization and inflation.
Concerning the moduli stabilization we have seen that the usual picture
of run-away behavior can be highly misleading. As soon as we allow all light
states to be excited the moduli are dynamically confined to the transition
region. Thus the “almost singular” manifolds close to a topological phase
transition are dynamically preferred. This is somewhat surprising, because
the potential has still many unlifted flat directions, so that there is no energy
barrier which prevents the system from running away. Therefore this effect
cannot be predicted by just analyzing the critical points of the superpotential.
The behavior of our cosmological solutions can be qualitatively under-
stood from a thermodynamic analogy. Around the flop line additional de-
grees of freedom can be excited. Generically, the available energy is then
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distributed equally among all the light modes (“thermalization”). Once this
has happened it becomes very unlikely (though it remains possible in princi-
ple) that the system “finds” the flat directions and “escapes” from the flop
region (“entropy beats energy”). This picture is consistent with all the nu-
merical solutions we have looked at: irrespective of the initial conditions the
system finally settles down in a state where all the fields either approach
constant finite values or oscillate around the transition region with compa-
rable and small amplitudes. For long simulation time one sees “fluctuations
from equilibrium”, i.e., some mode picks up a bigger share of the energy for
a while, but the system eventually thermalizes again. This fits nicely with
the non-hyperbolic character of the fixed point manifold, which implies that
linearized solutions describe oscillations.
In a realistic scenario of moduli stabilization one would of course prefer
that the system is damped, so that the moduli are attracted to fixed point
values. This is possible for hyperbolic fixed points, which are the generic
case in dynamical systems. Obviously, the non-generic feature of our system
is the existence of a degenerate family of supersymmetric vacua. It would
be interesting to investigate if the lifting of the flat directions of the LEEA
makes the fixed point hyperbolic. This would open the possibility of attractor
behavior, but also carries the risk of reintroducing run-away behavior.
Let us now discuss what can be learned about inflation. Our In-picture
solutions generically exhibit several periods of transient acceleration. Both
the analysis of the slow-roll conditions and the study of numerical solutions
shows that the amount of acceleration is much too small to account for
an inflationary expansion of the early universe. However, our mechanism
might still be relevant for the moderate acceleration suggested by current
observations.
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Again, the behavior of the solutions can be understood qualitatively in
terms of properties of the scalar potential. The point is that the potential is
only flat along the unlifted directions parametrized by the moduli. Thus it is
either flat, but vanishing, or non-vanishing, but steep. This also explains why
hybrid inflation [56, 57] is not realized in our model, despite the ingredients
are present, namely several scalar fields and both flat and steep directions in
the scalar potential. To get a considerable amount of inflation, one needs to
lift the flat directions gently without making them to steep.
Flux and hyperbolic compactifications are two ways for obtaining positive
semi-definite potentials from string and M-theory compactifications. The in-
clusion of transition states in singular Calabi-Yau compactifications provides
an alternative. As was pointed out in [14, 9] it is a common feature of the
potentials in the two former cases that cosmological solutions exhibit epochs
of accelerated expansion, which generically are not pronounced enough to
describe primordial inflation. We observe this feature is shared by the po-
tentials induced in the presence of transition states.
Our construction also avoids the no-go theorem [58, 59] which excludes de
Sitter vacua in ten- or eleven-dimensional supergravity compactified on time-
independent, smooth and compact internal spaces. In both the Out- and the
In-picture we compactified on a time-dependent manifold. Moreover, in the
In-picture we have gone beyond eleven-dimensional supergravity by including
states of wrapped M2-branes in order to have a sensible theory when the
internal space becomes singular. But as we have seen, the mere fact that the
no-go theorem is circumvented does not automatically lead to the existence
of de Sitter solutions or inflation. Nevertheless it opens up the possibility
that combining our approach with additional effects, which do not necessarily
violate the no-go theorem by themselves, might lead to de Sitter solutions.
56
In summary we see that the dynamics of the transition states is interesting
and relevant, but can only be part of the solution of the problems of moduli
stabilization and inflation. The first step to extend our work is to consider
more general gaugings of our five-dimensional model. Here the detailed study
of Kasner solutions performed in this paper will be helpful, because they
show which kinds of contributions to the equations of motion are needed
in order to enhance the periods of acceleration and to stabilize the moduli.
Once gaugings which lead to interesting cosmological solutions are found, one
should clarify whether these can be derived from string or M-theory where
they correspond to adding fluxes or branes. This framework also allows to
address supersymmetry breaking.
Another direction is to work out to which extent our results can hold
independently of the detailed form of the hypermultiplet metric. In partic-
ular, one can use the fact that a Calabi-Yau manifold has a flop transition
in order to constrain the hypermultiplet metric in the In-picture. Yet an-
other direction is to consider topological transitions other than flops, where
one also gets non-abelian gauge symmetry enhancement or additional flat
directions (“Higgs branches”) of the potential. Finally, one should inves-
tigate four-dimensional cosmologies, for example in the context of type II
compactifications on Calabi-Yau threefolds. Here the main new complica-
tion is the vector multiplet sector, which is no longer controlled by a simple
cubic polynomial, but by a general holomorphic prepotential. Ultimately,
all these directions need to be put together to find realistic four-dimensional
cosmologies in compactifications which include the effects of flux, branes, and
transition states.
We have also obtained several nice results concerning the relation be-
tween the geometry of the moduli space and space-time. In the Out-picture
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we found that there are three types of boundaries which we labeled type I, II,
and III. Type III boundaries are internal boundaries corresponding to topo-
logical phase transitions involving finitely many transition states. For these
boundaries we proved in a model-independent way that Kasner cosmological
solutions are smooth. For type II boundaries where the vector multiplet met-
ric degenerates, we observed that our solutions can reach these boundaries
in a finite time. We also observed that these boundaries are not related to a
space-time singularity. At type I boundaries where the moduli space metric
diverges, we found a mechanism which prevents the solutions from reaching
this boundary in a finite time. We conjecture that the behavior of our solu-
tions at the type I and II boundaries is general, since we found that close to
such boundaries it is completely determined by the singularity occurring in
the scalar field metric. Finally we have seen that solutions in the Out-picture
are non-singular, as long as the moduli take values inside the Ka¨hler cone.
All these observations have their counterparts in static BPS solutions,
such as black holes, black strings, and domain walls [30, 32, 34]. This shows
that there is a systematic connection between the geometry of the internal
Calabi-Yau space and the geometries of various space-time geometries of the
compactified theory. In particular it seems that the Ka¨hler cone acts as a
cosmic censor. These aspects also deserve further study.
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A Initial conditions for numerical solutions
Traj. U U˙ W W˙ V V˙ α α˙ β
a 0.6 −0.1 0.2 0.1 1 0.1 0 0.1 0
b 0.8 −0.1 0.5 0.1 1 0.1 0 0.1 0
c 0.85 −0.1 0.7 0.1 1 0 0 −0.2 0
d 0.1 −0.1 0.8 0.1 1 0.2 0 0.2 0
e 0.1 −0.1 1.45 0.1 1 0.2 0 0.1 0
f 0.7 −0.1 1.5 0.1 1 −0.2 0 −0.05 0
L 0.8 −0.1 1 0 1 −0.2 0 0.1 0
Table 2: Initial conditions for the numerical solutions of the Out-picture equations of
motion discussed in subsection 3.2.
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boundary U U˙ W W˙ α˙
b1 0.07 −0.1 0.55 −0.05 0.2
b1 0.07 −0.13 0.55 0.15 0.2
b1 0.07 −0.1 0.2 0.1 0.2
b2 0.76 0.05 0.01 −0.1 0.1
b2 0.765 0.05 0.01 −0.1 0.1
b2 0.77 0.05 0.01 −0.1 0.1
b2 0.775 0.05 0.01 −0.1 0.1
b3 0.87 0.05 0.505 0.05 0.1
b3 0.87 0.05 0.515 0.05 0.1
b3 0.87 0.05 0.525 0.05 0.1
b3 0.87 0.05 0.535 0.05 0.1
Table 3: Initial conditions for the numerical solutions close to the boundaries b1, b2 and
b3 shown in Fig. 4. We further take V = 1, V˙ = 0, α = 0 and β = 0. The column
“boundary” indicates to which diagram the solution belongs.
Traj. U U˙ W W˙ Qu Q˙u Qv qu qv α˙
b′ 0.8 −0.1 0.5 0.1 0 −0.05 0 0.1 0 0.1
i 0.3 0 3 0 0 0 0 0.07 0.02 0.1
g 0.6 0 0.6 0 −0.2 0 0.5 −0.05 0.3 0.2
Table 4: Initial conditions for the numerical solutions of the In-picture equations of
motion discussed in subsection 4.3. Additionally we take q˙u = q˙v = Q˙v = 0, α = β = 0
for all three solutions.
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