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OPTIMAL STABLE ORNSTEIN-UHLENBECK REGRESSION
HIROKI MASUDA
Abstract. We prove some efficient inference results concerning estimation of a Ornstein-Uhlenbeck
regression model, which is driven by a non-Gaussian stable Le´vy process and where the output process
is observed at high-frequency over a fixed time period. Local asymptotics for the likelihood function is
presented, followed by a way to construct an asymptotically efficient estimator through a suboptimal
yet very simple preliminary estimator, which enables us to bypass not only numerical optimization of
the likelihood function, but also the multiple-root problem.
1. Introduction
The Ornstein-Uhlenbeck (OU) models has been used in a wide variety of applications, such as: electric
consumption modeling [15], [1], [19], and [20], ecology [10], and protein dynamics modeling [3], to mention
a few. In this paper, we consider the following OU regression model
(1.1) Yt = Y0 +
∫ t
0
(µ ·Xs − λYs)ds+ σJt, t ∈ [0, T ],
where J is the symmetric β-stable (ca`dla`g) Le´vy process characterized by
E(eiuJt) = exp(−|u|β), t ≥ 0, u ∈ R,
and where X = (Xt)t∈[0,T ] is an Rq-valued non-random ca`dla`g function. We suppose that the driving
noise J is stochastically independent of the initial variable Y0. Throughout, the terminal sampling time
T > 0 is fixed (see, however, Remark 2.2). Let
θ := (λ, µ, β, σ) ∈ Θ,
where Θ ⊂ Rp (p := q + 3) is a bounded convex domain such that its closure satisfies Θ ⊂ R × Rq ×
(0, 2)× (0,∞). We denote by (Pθ)θ∈Θ a family of induced image measures of (J, Y ) on some probability
space. We assume that there exists a true value θ0 ∈ Θ inducing the distribution L(J, Y ). In the
likelihood asymptotics, we assume that available data is (Xt)t∈[0,T ] and (Ytj )
n
j=1, where tj = t
n
j := jh
with h = hn := T/n. The model (1.1) thus described can be seen as a continuous-time counterpart of the
simple first-order autoregressive exogenous (ARX) model. Nevertheless, any proper form of the efficient
estimation result has been missing in the literature, due to the lack of background theory which can
deal with the bounded-domain infill asymptotics. The objective of this paper is to study asymptotically
efficient estimation of the parameter θ, assuming that the model is correctly specified.
Let us recall that, when J is a Wiener process (β = 2), the drift parameters are consistently estimable
only when the terminal sampling time tends to infinity, and the associated statistical experiments are
known to possess essentially different properties according to the sign of λ, that is to say, the model is:
locally asymptotically normal for λ > 0 (ergodic case); locally asymptotically Brownian functional for
λ = 0 (unit-root case); locally asymptotically mixed-normal (LAMN) for λ < 0 (non-ergodic (explosive)
case).
In the present stable-noise setup, we will show that the model is uniformly locally asymptotically
mixed normal (LAMN), and also that the likelihood equation has a root which is asymptotically efficient
in the classical sense. Besides, we will provide a way to provide an asymptotically efficient estimator
through a suboptimal yet very simple preliminary estimator, which enables us to bypass computationally
demanding numerical optimization of the likelihood function, which involves the β-stable density.
It is worth mentioning that, unlike the case of ARX time-series models and the Gaussian OU models, it
does not matter that if the model is ergodic or not. The asymptotic results presented here are uniformly
valid over each compact subset of the parameter space Θ. In particular, the sign of the autoregressive
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parameter λ0 is no longer important, which in turn implies that the conventional unit-root problem (see
[16] and the references therein) is not relevant here at all.
2. Asymptotically optimal estimation
2.1. Likelihood asymptotics. Denote by φβ the density of the distribution L(J1): Pθ(J1 ∈ dy) =
φβ(y)dy. It is known that φβ(y) > 0 for each y ∈ R, that φβ is smooth in (y, β) ∈ R × (0, 2), and from
[6] that
sup
y∈R
|y|β+1+k
logl(1 + |y|)
∣∣∂k∂lβφβ(y)∣∣ <∞, k, l ∈ Z+.
Here we wrote ∂k∂lβφβ(y) := (∂
k/∂yk)(∂l/∂βl)φβ(y); analogous notation for the partial derivatives will
be used in the sequel. Integrating by parts applied to t 7→ eλtYt provides us with the explicit ca`dla`g
solution process: under Pθ,
Yt = e
−λ(t−s)Ys + µ ·
∫ t
s
e−λ(t−s)Xsds+ σ
∫ t
s
e−λ(t−s)dJs, t > s.
For x, λ ∈ R, we write
η(x) =
1
x
(1 − e−x),
ζj(λ) =
1
h
∫ tj
tj−1
e−λ(tj−s)Xsds.
By the property of the Le´vy integral, we have
logEθ
{
exp
(
iu σ
∫ tj
tj−1
e−λ(tj−s)dJs
)}
= −|σu|β
∫ tj
tj−1
e−λβ(tj−s)ds
= −∣∣σh1/βη(λβh)1/βu∣∣β .
Hence
(2.1) ǫj(θ) :=
Ytj − e−λhYtj−1 − µ · ζj(λ)h
σh1/βη(λβh)1/β
Pθ∼ i.i.d. L(J1).
Then, the exact log-likelihood function ℓn(θ) = ℓn
(
θ; (Xt)t∈[0,T ], (Ytj )
n
j=0
)
is given by
ℓn(θ) =
n∑
j=1
log
(
1
σh1/βη(λβh)1/β
φβ (ǫj(θ))
)
=
n∑
j=1
(
− log σ + 1
β
log(1/h) +
1
β
log η(λβh) + logφβ (ǫj(θ))
)
.
To investigate asymptotic behavior of this random function ℓn, we introduce further notation. We
write an . bn when there exists a universal constant C such that an ≤ Cbn for every n large enough.
For positive functions an(θ) and bn(θ), we denote an(θ) .u bn(θ) if supθ |an(θ)/bn(θ)| . 1, where the
supremum is taken over the compact set Θ. For a matrix A we write A⊗2 = AA⊤, with ⊤ denoting
the transposition. We will simply write
∫
j instead of
∫ tj
tj−1
. Denote by →u the uniform convergence of
non-random quantities with respect to θ over Θ. Given continuous random functions ξ0(θ) and ξn(θ),
n ≥ 1, we write: ξn(θ) L−→u ξ0(θ) if |P ξn(θ)f − P ξ0(θ)f | →u 0 for each bounded continuous function f ,
where P ζ denotes the distribution of ζ; also, ξn(θ)
p−→u ξ0(θ) if the joint distribution of ξn and ξ0 are
well-defined under Pθ and if Pθ{|ξn(θ) − ξ0(θ)| > ǫ} →u 0 for every ǫ > 0 as n→∞.
Let
(2.2) ϕn = ϕn(θ) := diag
{
1√
nh1−1/β
I1+q,
1√
n
(
ϕ11,n(θ) ϕ12,n(θ)
ϕ21,n(θ) ϕ22,n(θ)
)}
,
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where the real entries ϕkl,n = ϕkl,n(θ) are assumed to be continuous in θ and to satisfy the following
conditions for some finite values ϕkl = ϕkl(θ):
(2.3)


ϕ11,n(θ)→u ϕ11(θ),
ϕ12,n(θ)→u ϕ12(θ),
s21,n(θ) := β
−2 log(1/hn)ϕ11,n(θ) + σ−1ϕ21,n(θ)→u ϕ21(θ),
s22,n(θ) := β
−2 log(1/hn)ϕ12,n(θ) + σ−1ϕ22,n(θ)→u ϕ22(θ),
inf
θ
|ϕ11(θ)ϕ22(θ) − ϕ12(θ)ϕ21(θ)| > 0,
max
(k,l)
∣∣∂(β,σ)ϕkl,n(θ)∣∣ .u log2(1/h).
The matrix ϕn(θ) will turn out to be the right norming with which u 7→ ℓn (θ + ϕn(θ)u) − ℓn (θ) under
Pθ has an asymptotically quadratic structure in R
p; see [2] and [5] for previous related studies. Note that√
nh
1−1/β
n →u ∞ and |ϕ21,n(θ)| ∨ |ϕ22,n(θ)| . log(1/h). By the same reasoning as in [2, page 292], we
also have infθ |ϕ11,n(θ)ϕ22,n(θ)− ϕ12,n(θ)ϕ21,n(θ)| & 1 and |ϕn(θ)| →u 0.
Let
fβ(y) :=
∂βφβ
φβ
(y), gβ(y) :=
∂φβ
φβ
(y).
We define the block-diagonal random matrix I(θ) = diag{Iλ,µ(θ), Iβ,σ(θ)}, where, for a random variable
ǫ such that L(ǫ) = φβ(y)dy,
Iλ,µ(θ) := 1
σ2
Eθ{gβ(ǫ)2} 1
T
∫ T
0
(
Y 2t −YtX⊤t
−YtXt X⊗2t
)
dt,(2.4)
Iβ,σ(θ) :=
(
ϕ11 ϕ12
−ϕ21 −ϕ22
)⊤(
Eθ{fβ(ǫ)2} Eθ{ǫfβ(ǫ)gβ(ǫ)}
Eθ{ǫfβ(ǫ)gβ(ǫ)} Eθ{(1 + ǫgβ(ǫ))2}
)(
ϕ11 ϕ12
−ϕ21 −ϕ22
)
.(2.5)
Note that I(θ) depends on the choice of ϕ(θ) = {ϕkl(θ)}. In what follows, we assume that∫ T
0
X⊗2t dt > 0 (positive definite),
Then we have I(θ) > 0, Pθ-a.s.: indeed, Iβ,σ(θ) > 0 a.s. was verified in [2, Theorem 1], and we have
Iλ,µ(θ) > 0 a.s. since
∫ T
0
Y 2t dt > 0 a.s. and for every nonzero u ∈ Rq,
u⊤


∫ T
0
X⊗2t dt−
(∫ T
0
YtXtdt
)(∫ T
0
Y 2t dt
)−1(∫ T
0
YtXtdt
)⊤
 u
=
∫ T
0
(u ·Xt)2dt−
(∫ T
0
Y 2t dt
)−1(∫ T
0
Yt(u ·Xt)dt
)2
> 0
because of Schwarz’s inequality; the identity Y = (u ·X)ξ on [0, T ] does not hold with positive probability
for any constant real ξ.
The normalized score function is given by
∆n(θ) := ϕn(θ)
⊤∂θℓn(θ).
Let MNp(0, I(θ)−1) denote the covariance mixture of p-dimensional normal distribution, corresponding
to the characteristic function u 7→ Eθ{exp(−u⊤I(θ)−1u/2)}. Here is the main claim of this section.
Theorem 2.1. Under the aforementioned setup:
(1) The uniform local asymptotically mixed normal (LAMN) property holds, that is,
ℓn (θ + ϕn(θ)u)− ℓn (θ)−
(
∆n(θ)[u]− 1
2
I(θ)[u, u]
)
p−→u 0,
where (∆n(θ), I(θ)) L−→u
(I(θ)1/2Z, I(θ)) with Z ∼ Np(0, I) independent of (Y0, J).
(2) There exists a local maximum θˆn of ℓn with probability tending to 1 such that
ϕn(θ)
−1(θˆn − θ) L−→u MNp
(
0, I(θ)−1) .
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As in [2], the particular non-diagonal form of An(θ) is inevitable in the ML estimation. The LAMN
property ensures the asymptotic optimality property of the MLE. See [9, Theorem 8] for details.
Proof of Theorem 2.1. The proof is analogous to that of [2, Theorem 1], the argument of which make
use of the general theory [17]. Although the Fisher information matrix I(θ) is random, we do not need
to take care about the stable convergence in law for the normalized score function at all, which is quite
often crucial when concerned with a high-frequency sampling for a process with dependent increments.
We have supt∈[0,T ] |Xt| <∞ since X : [0, T ]→ Rq is ca`dla`g. By means of the localization procedure,
we may and do suppose that the driving stable Le´vy process does not have jumps of size greater than
some fixed threshold: see [14, Section 6.1] for a concise account; in particular, we may suppose that
supθ∈Θ Eθ(|Jt|K) < ∞ for any K > 0 and t ∈ [0, T ]. Also to be noted is that, due to the symmetry of
L(J1), the removal of large jumps does not change the parametric form of the drift coefficient.
We will complete the proof of Theorem 2.1 by showing the three statements corresponding to the
conditions (12), (13), and (14) in [2], which here read
In(θ) := −ϕn(θ)⊤∂2θℓn(θ)ϕn(θ)
p−→u I(θ),(2.6)
sup
θ′∈Nn(c;θ)
|ϕn(θ′)−1ϕn(θ) − I3| →u 0,(2.7)
sup
θ1,...,θp∈Nn(c;θ)
∣∣ϕn(θ)⊤{∂2θℓn(θ1, . . . , θp)− ∂2θ ℓn(θ)}ϕn(θ)∣∣→u 0,(2.8)
respectively, where (2.7) and (2.8) should hold for all c > 0 with
Nn(c; θ) :=
{
θ′ ∈ Θ : |ϕn(θ)−1(θ′ − θ)| ≤ c
}
,
and where ∂2θ ℓn(θ
1, . . . , θp), θk ∈ Θ, denotes the p× p Hessian matrix, whose (k, l)th element is given by
∂θk∂θlℓn(θ
k). Verification of (2.7) is completely the same as in [2], hence omitted.
To verify (2.6), we first recall that
ℓn(θ) =
n∑
j=1
(
− log σ + 1
β
log(1/h) + log
(
η1/β(λβh)
)
+ logφβ (ǫj(θ))
)
.
For looking at the entries of ∂2θ ℓn(θ), we make several shorthands. Let us omit the subscript β and the
argument ǫj of the aforementioned notation, such as g := gβ(ǫj) and so on, and symbolically write the
last display as
ℓn(θ) =
n∑
j=1
(
− logσ + 1
β
l′n + (log c) + logφ(ǫ)
)
.
Further, the partial differentiation with respect to a variable will be denoted by the braced subscript such
as ǫ(a) := ∂aǫj(θ) and ǫ(a,b) := ∂a∂bǫj(θ). Then direct computations give the first-order partial derivatives
∂µℓn(θ) =
∑n
j=1
(
(log c)(λ) + g ǫ(λ)
)
, ∂λℓn(θ) =
∑n
j=1 g ǫ(µ), ∂βℓn(θ) =
∑n
j=1
(−β−2l′n + (log c)(β) + g ǫ(β) + f),
∂σℓn(θ) =
∑n
j=1
(−σ−1 + g ǫ(σ)), followed by
∂2λℓn(θ) =
n∑
j=1
{
(∂g)(ǫ(λ))
2 + g ǫ(λ,λ) + (log c)(λ,λ)
}
,
∂2µℓn(θ) =
n∑
j=1
(∂g)(ǫ(µ))
2,
∂2βℓn(θ) =
n∑
j=1
{
2β−2l′n + (log c)(β,β) + g ǫ(β,β) + g(β) ǫ(β) + (∂g) (ǫ(β))
2 + f(β) + (∂f) ǫ(β)
}
,
∂2σℓn(θ) =
n∑
j=1
{
σ−2 + (∂g) (ǫ(σ))2 + g ǫ(σ,σ)
}
,
∂λ∂µℓn(θ) =
n∑
j=1
{
(∂g) ǫ(λ) ǫ(µ) + g ǫ(µ,λ)
}
,
∂λ∂βℓn(θ) =
n∑
j=1
{
(log c)(λ,β) + g(β) ǫ(λ) + (∂g) ǫ(β) ǫ(λ) + g ǫ(λ,β)
}
,
OPTIMAL STABLE OU REGRESSION 5
∂λ∂σℓn(θ) =
n∑
j=1
{
(∂g) ǫ(σ) ǫ(λ) + g ǫ(λ,σ)
}
,
∂µ∂βℓn(θ) =
n∑
j=1
{
g(β) ǫ(µ) + (∂g) ǫ(β) ǫ(µ) + g ǫ(β,µ)
}
,
∂µ∂σℓn(θ) =
n∑
j=1
{
(∂g) ǫ(µ) ǫ(σ) + g ǫ(µ,σ)
}
,
∂β∂σℓn(θ) =
n∑
j=1
{
g(β) ǫ(σ) + (∂g) ǫ(β) ǫ(σ) + g ǫ(β,σ)
}
.
It is straightforward to see what is the leading term in each expression above. We do not list up all the
details here, but for later reference just mention a few of the points:
• We have ∂k log η(y) = O(1) for |y| → 0 whatever k ∈ Z+ is, and (log c)(λ) = O(h), (log c)(λ,λ) =
O(h2), (log c)(β) = O(h
2), (log c)(β,β) = O(h
4), and so on.
• supj≤n |∂kλζj(λ)| = O(hk), k ∈ Z+.
• Recalling the definition (2.1), we obtain asymptotic equivalence of the partial derivatives of
ǫj(θ), valid uniformly in θ ∈ Θ: we have ǫ(µ,σ) ∼u σ−2h1−1/β , ǫ(µ,λ) ∼u σ−1h2−1/β/2, ǫ(σ,λ) ∼u
−σ−2h1−1/βYtj−1+O∗p(h∨h2−1/β), ǫ(λ,λ) = O∗p(h2−1/β), ǫ(β,β) = O∗p((l′n)2), ǫ(λ,β) = O∗p(l′nh1−1/β),
and so on, where we wrote An(θ) ∼u Bn(θ) if supθ |An(θ)/Bn(θ) − 1|
p−→u 0, and where O∗p(an)
stands for any random sequence χnj(θ) such that (under the localization)
sup
n
sup
j≤n
Eθ
(|a−1n χnj(θ)|K) <∞
for any K > 0; likewise, we will occasionally use the O∗u(an) if the sequence in question is not
random and the asymptotics is uniformaly valid in θ ∈ Θ.
Now we write
In(θ) =
( I11,n(θ) I12,n(θ)
I12,n(θ)⊤ I22,n(θ)
)
,
where I11,n(θ) ∈ R1+q⊗R1+q and I12,n(θ) ∈ R1+q⊗R2. We can deduce I22,n(θ) p−→u Iβ,σ(θ) in the same
way as in the proof of Eq.(12) in [2]. We will show I11,n(θ) p−→u Iλ,µ(θ) and I12,n(θ) p−→u 0 below.
Let rn = rn(β) :=
√
nh1−1/β, and denote any random sequence
p−→u 0 and p−→u 1 by ou,p(1) and 1u,p,
respectively; we will also use the notation Ou,p(1) in the obvious sense. The right continuity of t 7→ Xt
implies that
(2.9) lim
n→∞ supj≤n
∣∣∣∣ 1h
∫
j
(Xs −Xtj−1)ds
∣∣∣∣ = 0.
We obtain
− 1
r2n
∂2µℓn(θ) = −
1
n
n∑
j=1
σ−2(∂g) ζj(λ)⊗2 + ou,p(1) =
1
n
n∑
j=1
σ−2g2X⊗2tj−1 + ou,p(1),
− 1
r2n
∂2λℓn(θ) = −
1
n
n∑
j=1
σ−2(∂g)Y 2tj−1 1u,p + ou,p(1) +Ou,p(h
1/β)
=
1
n
n∑
j=1
σ−2g2 Y 2tj−1 + ou,p(1),
− 1
r2n
∂λ∂µℓn(θ) = − 1
n
n∑
j=1
{
(∂g)
(
1u,pσ
−1Ytj−1 ζj(λ) +O
∗
p(h
1/β)
)
(−σ−11u,p) + g O∗p(h1/β)
}
= 1u,p

 1
n
n∑
j=1
σ−2(∂g)Ytj−1 ζj(λ) + ou,p(1)

+ ou,p(1)
=
1
n
n∑
j=1
σ−2g2 Ytj−1Xtj−1 + ou,p(1).
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Now we note that, in general, the Burkholder inequality ensures that
1√
n
n∑
j=1
πj−1(θ)U(ǫj(θ)) = Ou,p(1)
for any continuous π(x, y; θ) and for U(ǫj(θ)) such that Eθ{U(ǫj(θ))} = 0 (θ ∈ Θ) the left-hand side is
continuous over θ ∈ Θ, where πj−1(θ) := π(Xtj−1 , Ytj−1 ; θ); this is a basic device which we will make use
of several times below without mention.
Let us turn back to our model: making the compensation g2 = Eθ(g
2)+(g2−Eθ(g2)) in the summand
of the expression of −r−2n ∂(λ,µ)ℓn(θ), noting that ǫj = ǫj(θ) ∼ i.i.d. L(J1) under Pθ, and then apply the
law of large numbers
(2.10)
1
n
n∑
j=1
ψ(Xtj−1 , Yj−1)
p−→ 1
T
∫ T
0
ψ(Xt, Yt)dt, n→∞,
valid for any ψ ∈ C1(Rq × R) with |∂(x,y)ψ(x, y)| . (1 + |x| + |y|)C under the Riemann integrability of
t 7→ (Xt(ω), Yt(ω)), we can make use of the argument in the last paragraph to conclude that I11,n(θ) p−→u
Iλ,µ(θ).
We also need to look at I12,n(θ) = {Ikl12,n(θ)}k,l:
I1112,n(θ) = ϕ11,n(θ)∂λ∂βℓn(θ) + ϕ21,n(θ)∂µ∂βℓn(θ),
I1212,n(θ) = ϕ11,n(θ)∂λ∂σℓn(θ) + ϕ21,n(θ)∂µ∂σℓn(θ),
I2112,n(θ) = ϕ12,n(θ)∂λ∂βℓn(θ) + ϕ22,n(θ)∂µ∂βℓn(θ),
I2212,n(θ) = ϕ12,n(θ)∂λ∂σℓn(θ) + ϕ22,n(θ)∂µ∂σℓn(θ).
However, we can deduce that I12,n(θ) p−→u 0 just by inspecting the four component separately in a similar
way that we managed I11,n(θ). Let us only mention the lower-left q × 1 component: recalling that
|ϕ22,n| .u l′n,
I2112,n(θ) = −
(h1−1/β)−1
n
n∑
j=1
(
ϕ12,n (log c)(λ,β) + ϕ12,n g(β) ǫ(λ) + ϕ12,n (∂g) ǫ(λ) ǫ(β)
+ ϕ12,n g ǫ(λ,β) + ϕ22,n g(β) ǫ(µ) + ϕ22,n (∂g) ǫ(β) ǫ(µ) + ϕ22,n g ǫ(β,µ)
)
= O(h1+1/β) +Ou,p(n
−1/2 ∨ h1/β) +Ou,p
(
(n−1/2 ∨ h1/β)l′n
)
+Ou,p(n
−1/2) +Ou,p
(
n−1/2(l′n)
2
)
+Ou,p
(
n−1/2(l′n)
2
)
p−→u 0.
To verify (2.8), we note that for |ǫj(θ′)| .u |ǫj(θ)|+ ou,c(1) for θ′ ∈ Nn(c; θ). Hence for each k, l,m ∈
Z+, we have
1
n
∣∣∂kβ∂lσ∂mµ ℓn(θ)∣∣ .u {log(1/h)}kh(1−1/β)m 1n
n∑
j=1
(1 + |Ytj−1 |)2
{
1 + log
(
1 + |ǫj(θ)|2
)}k
.
As in the proof of Eq.(14) in [2], for each c > 0 we can find a constant R = R(c) > 0 such that
sup
θ1,...,θp∈Nn(c;θ)
∣∣ϕn(θ)⊤{∂2θℓn(θ1, . . . , θp)− ∂2θ ℓn(θ)}ϕn(θ)∣∣
.u sup
θ′,θ1,...,θp∈Nn(c;θ)
∣∣ϕn(θ)⊤ {∂3θ ℓn(θ1, . . . , θp)[θ′ − θ]}ϕn(θ)∣∣
.u
1√
n
{log(1/h)}6 sup
β′,β′′∈B(β;R/ log(1/h))
h(1/β
′−1/β′′)3 sup
θ′∈Nn(c;θ)
1
n
n∑
j=1
{1 + log (1 + |ǫj(θ′)|)}3
.u
1√
n
{log(1/h)}6 1
n
n∑
j=1
{1 + log (1 + |ǫj(θ)|)}3 p−→u 0.
This shows (2.8), hence the proof of Theorem 2.1 is complete.
Remark 2.2 (Time scale). (1) We have set the terminal sampling time fixed to be T . Note that√
nh1−1/β = n1/β−1/2T 1−1/β. If β > 1 and if (X,Y ) is, informally speaking, more or less stable
over the period [0, T ], then a longer (resp. shorter) period will lead to a better (resp. worse)
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performance of estimating (λ, µ). The situation is reversed for β < 1. The Cauchy case β = 1 is
exceptional.
(2) We can explicitly associate changing T with changes of the components of θ. Consider sam-
pling period [0, 1] instead of [0, T ]. Then, changing t to tT in (1.1), we see that the process
Y T = (Y Tt )t∈[0,1] := (YtT )t∈[0,1] satisfies the same integral equation as in (1.1) except that
θ = (λ, µ, β, σ) is replaced by θT = (Tλ, Tµ, β, T
1/βσ), Xt by X
T
t := XtT , and finally Jt by
JTt := T
−1/βJtT . As a result, it is straightforward to rewrite our theoretical results for the case
of any fixed [0, T ].
(3) This present framework allows us to do unit-period wise (for example, day-by-day) inference for
both trend and scale structures, providing a sequence of period-wise estimates with theoretically
valid approximate confidence sets. This would suggest an aspect of change-point analysis in high-
frequency data: if we have high-frequency sample over [k − 1, k] for k = 1, . . . , [T ], then we can
construct a sequence of estimators {θˆn(k)}[T ]k=1; then it would be possible in some way to reject
the constancy of θ over [0, [T ]] if (some of) the parameter components have got changed.
2.2. One-step estimator. The well-known shortcoming of the classical Crame´r-type argument is its
local character: the result just tells us the existence of asymptotically good root of the likelihood equation,
but does not provide us with information about which local maxima is the one in case where there are
multiple local maxima, or multiple roots for the likelihood equations [11, Section 7.3]. Indeed, the log-
likelihood function ℓn is highly nonlinear and and non-concave. In this section, we consider removing
the locality by a one-step improvement, which in our case will not only remedy the aforementioned
inconvenience about the multiple-root problem, but also enable us to bypass the numerical optimization
involving the stable density φβ .
In [2, Section 3], for the β-stable Le´vy process, which is a special case of (1.1) with λ = µ = 0, we
provided an initial estimator based on the sample median and the method of moments associated with
logarithm and/or lower-order fractional moments. In that paper it was crucial that the model was a
Le´vy process, for which we could apply the median-adjusted central limit theorem. Here we will take a
different route.
2.2.1. Initial rates of convergence. First we prove a basic result about the classical one-step estimator.
Recall the definition (2.2) of the non-diagonal matrix ϕn = ϕn(θ). We have seen that the likelihood
equation ∂θℓn(θ) = 0 admits a root, denoted by θˆn, such that ϕn(θ)
−1(θˆn−θ) is uniformly asymptotically
mixed-normal in the sense of Theorem 2.1(2).
We introduce the diagonal matrix ϕ0n = ϕ
0
n(θ) by
ϕ0n = diag(ϕ
0
1,n, . . . , ϕ
0
p,n) := diag
(
1√
nh1−1/β
I1+q,
1√
n
,
log(1/h)√
n
)
.
Suppose that there exists an estimator θˆ0n = (λˆ
0
n, µˆ
0
n, βˆ
0
n, σˆ
0
n) satisfies that (ϕ
0
n)
−1(θˆ0n − θ) = Ou,p(1):
(2.11)
(√
nh1−1/β(λˆ0n − λ),
√
nh1−1/β(µˆ0n − µ),
√
n(βˆ0n − β),
√
n
log(1/h)
(σˆ0n − σ)
)
= Ou,p(1).
Then, we define the one-step estimator θˆ1n = (λˆ
1
n, µˆ
1
n, βˆ
1
n, σˆ
1
n) starting from θˆ
0
n by
(2.12) θˆ1n = θˆ
0
n + ϕn(θˆ
0
n) In(θˆ0n)−1∆n(θˆ0n),
which is well-defined with probability tending to 1 for n→∞ since (recall the property (2.8))
In(θˆ0n)
p−→u I(θ)
with the limit being a.s. positive definite.
Theorem 2.3. For any θˆ0n satisfying (2.11), the one-step estimator θˆ
1
n defined by (2.12) is uniformly
asymptotically equivalent to the asymptotically efficient MLE θˆn in the sense that ϕn(θ)
−1(θˆn − θˆ1n) =
ou,p(1). In particular,
(2.13) ϕn(θˆ
1
n)
−1(θˆ1n − θ) L−→u MNp
(
0, I(θ)−1) .
In (2.13) we may replace the term ϕn(θˆ
1
n)
−1 by ϕn(θˆ0n)
−1.
Proof of Theorem 2.1. We only need to show
(2.14) ϕ−1n (θˆn − θˆ1n) = ou,p(1).
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Below we will use the shorthand “hat” for plugging-in θˆ0n: Iˆn = In(θˆ0n), ϕˆn = ϕn(θˆ0n), ∂θ ℓˆn = ∂θℓn(θˆ0n),
and so on.
Note that (2.3) and (2.11) imply
(2.15)
∣∣ϕ−1n ϕˆn − Ip∣∣ p−→u 0,
so that it suffices to show ϕˆ−1n (θˆ
1
n − θˆn) = ou,p(1).
By (2.12) and the second-order Taylor expansion of ∂θℓn(θˆ
0
n) therein around θˆn, we have for some
random point ξn ∈ [0, 1],
ϕˆ−1n (θˆ
1
n − θˆn)
= ϕˆ−1n (θˆ
0
n − θˆn) + Iˆ−1n ϕˆ⊤n
(
∂θ ℓˆn + ∂
2
θ ℓn
(
θˆn + ξn(θˆ
0
n − θˆn)
)
[θˆ0n − θˆn]
)
= Iˆ−1n
{
ϕˆ⊤n ∂θ ℓˆn +
(
Iˆn + ϕˆ⊤n ∂2θℓn
(
θˆn + ξn(θˆ
0
n − θˆn)
)
ϕˆn
)
ϕˆ−1n ϕ
0
n[(ϕ
0
n)
−1(θˆ0n − θˆn)]
}
= Iˆ−1n
{
ϕˆ⊤n ∂θ ℓˆn +
(
Iˆn + ϕˆ⊤n ∂2θ ℓˆnϕˆn
)
ϕˆ−1n ϕ
0
n[(ϕ
0
n)
−1(θˆ0n − θˆn)]
+(ϕ−1n ϕˆn)
⊤
(
ϕ⊤n {∂2θℓn
(
θˆn + ξn(θˆ
0
n − θˆn)
)− ∂2θ ℓˆn}ϕn)ϕ−1n ϕ0n [(ϕ0n)−1(θˆ0n − θˆn)]}
=: Iˆ−1n (δ1,n + δ2,n + δ3,n).
We have δ2,n ≡ 0; we need an additional condition for this term, when concerned with a scoring procedure,
see Remark 2.4. We also have δ1,n
p−→u 0 since for every ǫ > 0, Pθ(|δ1,n| > ǫ) ≤ Pθ(|∂θℓn(θˆn)| 6= 0)→u 0,
for θˆn is a consistent root of the likelihood equation with probability tending to 1. Due to (2.15) and
(ϕ0n)
−1(θˆ0n − θˆn) = Ou,p(1), in order to deduce δ3,n
p−→u 0 it suffices to show that(
ϕ⊤n {∂2θℓn
(
θˆn + ξn(θˆ
0
n − θˆn)
)− ∂2θ ℓˆn}ϕn)ϕ−1n ϕ0n p−→u 0.
For this, it is in turn sufficient that there exists a positive sequence ǫ′n → 0 such that both
ǫ′n
∣∣ϕ−1n ϕ0n∣∣→u 0,
∀c > 0, max
1≤k≤p
sup
ρ∈Θ: |(ϕ0n)−1(ρ−θ)|≤c
∣∣∣(ϕ⊤n ∂θk∂2θ ℓn(ρ)ϕn) (θˆ0k,n − θˆk,n)∣∣∣ = Ou,p(ǫ′n)
hold. Indeed, we can take ǫ′n = n
−1/2 logK(1/h) for some K > 0: then the former is obvious, and we can
verify the latter as in the proof of Eq.(14) in [2]. Thus we have obtained (2.14), which combined with
Theorem 2.1 ends the proof of Theorem 2.1.
Remark 2.4. (1) As was the classical Fisher’s scoring, we could replace the definition of θˆ1n by
θˆ1n = θˆ
0
n + ϕn(θˆ
0
n)
−1Hn(θˆ0n)
−1∆n(θˆ0n),
for any random function Hn(θ) for which Hn(θ)
p−→u I(θ) and that
(
Hˆn + ϕˆ
⊤
n ∂
2
θ ℓˆnϕˆn
)
ϕˆ−1n ϕ
0
n
p−→
0. This is easily seen by inspecting the proof above.
(2) We may repeatedly apply the above argument to obtain k-step estimator. In the literature, one
may need a refined one-step estimator when rate of convergence of an initial estimator is “much”
slower than the target one, see [12]; in our situation, just one step is enough to achieve the best.
Remark 2.5. Having (2.13) in hand, we want to have consistent estimators Iˆλ,µ,n p−→u Iλ,µ(θ) and
Iˆβ,σ,n p−→u Iβ,σ(θ), so that
(2.16)
(
Iˆ1/2λ,µ,n
√
nh1−1/βˆ
1
n
(
λˆ1n − λ
µˆ1n − µ
)
, Iˆ1/2β,σ,n
√
n ϕ˜n(θˆ
1
n)
−1
(
βˆ1n − β
σˆ1n − σ
))
L−→ Np(0, Ip),
where n−1/2ϕ˜n(θ) denotes the lower-right 2 × 2-part of ϕn(θ); (2.16) can be used for goodness-of-fit
testing, in particular variable selection among the components of X . In view of the expressions (2.4) and
(2.5), we can observe the following.
• Replacing the (Riemann) dt-integrals by corresponding sample quantities (see (2.10)).
• The elements of the form Eθ{H(ǫ;β)} =
∫
H(ǫ;β)φβ(ǫ)dǫ is estimated through a numerical
integration involving the density φβ(ǫ) and its partial derivatives with respect to (β, ǫ), with
plugging-in the estimate βˆ1n for the value of β.
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• The values ϕkl(θ) are estimated by plugging-in θˆ1n in (2.3):

βˆ−2n log(1/h)ϕ11,n(θˆ
1
n) + σˆ
−1
n ϕ21,n(θˆ
1
n)→u ϕ21(θ),
βˆ−2n log(1/h)ϕ12,n(θˆ
1
n) + σˆ
−1
n ϕ22,n(θˆ
1
n)→u ϕ22(θ),
ϕ11,n(θˆ
1
n)→u ϕ11(θ),
ϕ12,n(θˆ
1
n)→u ϕ12(θ).
A concrete example satisfying (2.11) will be briefly mentioned below. Borrowing some existing results
partly with slight modifications, we will propose to make use of the least absolute deviation (LAD)
estimator and the power-variation based estimator for (λ, µ) and (β, σ), respectively, under the assumption
that
(2.17) β ∈
(
2
3
, 2
)
.
To avoid technical difficulty, we assume that we observe {(∫ tj
tj−1
Xsds, Ytj )}nj=1 in the sequel. An additional
constraint on acceptable range of β will be made in Section 2.2.3.
2.2.2. LAD estimator of (λ, µ). Let us recall the key expression:
Ytj = e
−λhYtj−1 + µ ·
∫
j
e−λ(tj−s)Xsds+ σ
∫
j
e−λ(tj−s)dJs.
We note that the approximation of the Riemann integral:
(2.18)
∫
j
e−λ(tj−s)Xsds =
∫
j
Xsds+O
∗
u(h
2).
This combined with the conventional convexity argument will make the subsequent exposition much
simpler.
We define the LAD estimator (λˆ0n, µˆ
0
n) by a minimizer of the random function
(λ, µ) 7→
n∑
j=1
∣∣∣∣Ytj − e−λhYtj−1 − µ ·
∫
j
Xsds
∣∣∣∣ .
This is a slight modification of the previously studied approximate LAD estimator in [13] in the context
of drift estimation of the ergodic locally stable OU process. Because the technical aspects here are quite
analogous to those of [13], we will only mention an outline.
We will work under Pθ below, unless otherwise mentioned. Let
ǫ′j = ǫ
′
j(θ) := h
−1/β
(
Ytj − e−λhYtj−1 − µ ·
∫
j
Xsds
)
= ǫj(θ)ση(λβh)
1/β +O∗u(h
2−1/β).
This will later enable us to approximate as ǫ′j(θ) ≈ i.i.d. L(ση(λβh)1/βJ1) ≈ L(σJ1). For brevity we
write xj−1 = (Ytj−1 ,
∫
j
Xsds). Introduce the convex random fields
Λ′n(u) :=
n∑
j=1
(∣∣∣∣ǫ′j − 1√nu · xj−1
∣∣∣∣− |ǫ′j|
)
,
Λn(u) :=
n∑
j=1
(∣∣∣∣ǫj(θ)ση(λβh)1/β − 1√nu · xj−1
∣∣∣∣− |ǫj(θ)ση(λβh)1/β |
)
, u ∈ R1+q.
Define a variable uˆn = (uˆ1,n, uˆ2,n) ∈ R×Rq by uˆ1,n :=
√
nh−1/β(e−λˆ
0
nh−e−λh) and uˆ2,n :=
√
nh1−1/β(µˆ0n−
µ). Then, according to the definition of (λˆ0n, µˆ
0
n), uˆn is a minimizer of Λ
′
n. Further, when β > 2/3, by
the triangular inequality we have for each u,
|Λn(u)− Λ′n(u)| . |u|Ou,p(
√
nh2−1/β) . |u|Ou,p(h3/2−1/β) = |u|ou,p(1).
Next let
Λ♯n(u) := ∆
0
n[u]−
1
2
Γ0n[u, u],
where
∆0n :=
n∑
j=1
1√
n
xj−1sgn(ǫj),
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Γ0n := 2φσ,β(0)
1
n
n∑
j=1
(
Y 2tj−1 −Ytj−1X⊤tj−1
−Ytj−1Xtj−1 X⊗2tj−1
)
,
with φσ,β denoting the density of L(σJ1). Moreover, we have
Γ0n
p−→u Γ0 := 2φσ,β(0) 1
T
∫ T
0
(
Y 2t −YtX⊤t
−YtXt X⊗2t
)
dt.
Then, we have the locally asymptotically quadratic structure:
(2.19) Λn(u)− Λ♯n(u) = ou,p(1)
uniformly in u ∈ R1+q over compact sets; the proof is in a quite similar fashion to that of [13, Theorem
2.1], hence omitted.
We now verify the representation
(2.20) uˆn = Γ
−1
0 ∆n + ou,p(1),
from which it will follow that the LAD estimator (λˆ0n, µˆ
0
n) is
√
nh1−1/β-consistent. The a.s. positive
definiteness of Γ0 implies that argminΛ
♯
n a.s. consists of the single point uˆ
♯
n := Γ
−1
0 ∆n. Fix any ǫ > 0 in
the sequel, and let δn(u) := Λn(u)−Λ♯n(u). Making use of the convexity of Λn, (2.19) and [7, Lemma 2],
we have
Pθ
(|uˆn − uˆ♯n| ≥ ǫ) ≤ Pθ

 sup
u:|u−uˆ♯n|≤ǫ
|δn(u)| ≥ 1
2
inf
(u,v): |v|=1,
u=uˆ
♯
n+ǫv
Λ♯n(u)


≤ Pθ
(
sup
u:|u−uˆ♯n|≤ǫ
|δn(u)| ≥ ǫ
2
2
λmin
)
(2.21)
for each n ∈ N, where λmin > 0 a.s. denotes the minimum eigenvalue of Γ0. Given any K > 0, the upper
bound in (2.21) is bounded by Pθ(supu:|u|≤K+ǫ |δn(u)| ≥ ǫ2λmin/2) + supn Pθ(|uˆ♯n| ≥ K). By (2.19) the
first term →u 0, so that (2.20) follows from uˆ♯n = Ou,p(1). To show ∆n = Ou,p(1), we apply the Lenglart
inequality (e.g. [8, I.3.31]): for any K ′,K ′′ > 1, we have
sup
n
Pθ(|∆n| ≥ K) . K
′
K
+
K ′′
K
+ sup
n
Pθ

 1
n
n∑
j=1
(1 + Y 2tj−1 ) &
K ′′
1 + ‖X‖2∞

 .
Since n−1
∑n
j=1 Y
2
tj−1 = Ou,p(1), we conclude (2.20).
Remark 2.6. The structural assumptions could be much weakened for the LAD estimator to be
√
nh1−1/β-
consistent: the driving noise J can be a symmetric locally β-stable Le´vy process as in [14], [4], and [5].
The assumption that the covariate process X is non-random could be removed if it satisfies a certain
continuity-in-probability conditions; also, when X is random yet independent of (Y0, J), then by looking
at the X-conditional probability measure from the very beginning we could proceed as if X is a non-
random process. Further, although it is enough here to look at the tightness (2.11), we could prove that
(λˆ0n, µˆ
0
n) is asymptotically normally mixed-normally distributed. The same remarks as above apply to
the power-variation based estimator (βˆ0n, σˆ
0
n) mentioned subsequently.
2.2.3. Power variation based estimator of (β, σ). We apply the limit theorems for the power-variation
statistics via second-order increments [18]; note that we keep assuming (2.17). Pick an r ∈ ( |β−1|2(β∧1) , β/2) ⊂
[0, 1), and let
V ′n(r) :=
n∑
j=2
|∆jY −∆j−1Y |r,
V ′′n (r) :=
n∑
j=4
|∆jY −∆j−1Y +∆j−2Y −∆j−3Y |r.
We introduce the following simple estimators of β and σ:
βˆ0n(r) := r log(2)/ log
(
V ′′n (r)/V
′
n(r)
)
,
σˆ0n(r) := T
−1/βˆ0n(r)
{
nr/βˆ
0
n(r)−1V ′n(r)
/
m
(
r, βˆ0n(r)
)}1/r
,
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where, with J ′ and J ′′ denoting i.i.d. copies of J1,
m(r, β) := Eθ(|J ′ − J ′′|r) = 2r/β 2
rΓ ((r + 1)/2)Γ(1− r/β)√
πΓ(1− r/2) .
By [18, Theorem 3] we have both
√
n(βˆ0n(r)− β) = Ou,p(1) and
√
n
log(1/h) (σˆ
0
n(r)− σ) = Ou,p(1), hence the
requirement in (2.11).
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