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Abstract
We present a framework for accelerating a spectrum of machine learning algorithms that require
computation of bilinear inverse forms u>A−1u, where A is a positive definite matrix and u a given
vector. Our framework is built on Gauss-type quadrature and easily scales to large, sparse matri-
ces. Further, it allows retrospective computation of lower and upper bounds on u>A−1u, which in
turn accelerates several algorithms. We prove that these bounds tighten iteratively and converge at
a linear (geometric) rate. To our knowledge, ours is the first work to demonstrate these key proper-
ties of Gauss-type quadrature, which is a classical and deeply studied topic. We illustrate empirical
consequences of our results by using quadrature to accelerate machine learning tasks involving deter-
minantal point processes and submodular optimization, and observe tremendous speedups in several
instances.
1 Introduction
Symmetric positive definite matrices arise in many areas in a variety of guises: covariances, kernels,
graph Laplacians, or otherwise. A basic computation with such matrices is evaluation of the bilinear
form uT f (A)v, where f is a matrix function and u, v are given vectors. If f (A) = A−1, we speak
of computing a bilinear inverse form (BIF) uT A−1v. For example, with u=v=ei (ith canonical vector)
uT f (A)v = (A−1)ii is the ith diagonal entry of the inverse.
In this paper, we are interested in efficiently computing BIFs, primarily due to their importance
in several machine learning contexts, e.g., evaluation of Gaussian density at a point, the Woodbury
matrix inversion lemma, implementation of MCMC samplers for Determinantal Point Processes (Dpp),
computation of graph centrality measures, and greedy submodular maximization (see Section 2).
When A is large, it is preferable to compute uT A−1v iteratively rather than to first compute A−1
(using Cholesky) at a cost of O(N3) operations. One could think of using conjugate gradients to
solve Ax = v approximately, and then obtain uT A−1v = uTx. But several applications require precise
bounds on numerical estimates to u>A−1v (e.g., in MCMC based Dpp samplers such bounds help
decide whether to accept or reject a transition in each iteration–see Section 5.1), which necessitates a
more finessed approach.
Gauss quadrature is one such approach. Originally proposed in [23] for approximating integrals,
Gauss- and Gauss-type quadrature (i.e., Gauss-Lobatto [43] and Gauss-Radau [51] quadrature) have since
found application to bilinear forms including computation of uT A−1v [4]. Bai et al. also show that
Gauss and (right) Gauss-Radau quadrature yield lower bounds, while Gauss-Lobatto and (left) Gauss-
Radau yield upper bounds on the BIF uT A−1v.
However, despite its long history and voluminous existing work (see e.g., [29]), our understanding
of Gauss-type quadrature for matrix problems is far from complete. For instance, it is not known
whether the bounds on BIFs improve with more quadrature iterations; nor is it known how the bounds
obtained from Gauss, Gauss-Radau and Gauss-Lobatto quadrature compare with each other. We do not
even know how fast the iterates of Gauss-Radau or Gauss-Lobatto quadrature converge.
Contributions. We address all the aforementioned problems and make the following main contri-
butions:
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– We show that the lower and upper bounds generated by Gauss-type quadrature monotonically ap-
proach the target value (Theorems 4 and 6; Corr. 7). Furthermore, we show that for the same
number of iterations, Gauss-Radau quadrature yields bounds superior to those given by Gauss or
Gauss-Lobatto, but somewhat surprisingly all three share the same convergence rate.
– We prove linear convergence rates for Gauss-Radau and Gauss-Lobatto explicitly (Theorems 5 and
8; Corr. 9).
– We demonstrate implications of our results for two tasks: (i) scalable Markov chain sampling from
a Dpp; and (ii) running a greedy algorithm for submodular optimization. In these applications,
quadrature accelerates computations, and the bounds aid early stopping.
Indeed, on large-scale sparse problems our methods lead to even several orders of magnitude in
speedup.
Related Work. There exist a number of methods for efficiently approximating matrix bilinear forms.
Brezinski [12] and Brezinski et al. [13] use extrapolation of matrix moments and interpolation to esti-
mate the 2-norm error of linear systems and the trace of the matrix inverse. Fika et al. [20] extend the
extrapolation method to BIFs and show that the derived one-term and two-term approximations coin-
cide with Gauss quadrature, hence providing lower bounds. Further generalizations address x∗ f (A)y
for a Hermitian matrix A [19]. In addition, other methods exist for estimating trace of a matrix func-
tion [3, 13, 18] or diagonal elements of matrix inverse [5, 60].
Many of these methods may be applied to computing BIFs. But they do not provide intervals
bounding the target value, just approximations. Thus, a black-box use of these methods may change
the execution of an algorithm whose decisions (e.g., whether to transit in a Markov Chain) rely on the
BIF value to be within a specific interval. Such changes can break the correctness of the algorithm.
Our framework, in contrast, yields iteratively tighter lower and upper bounds (Section 4), so the
algorithm is guaranteed to make correct decisions (Section 5).
2 Motivating Applications
BIFs are important to numerous problems. We recount below several notable examples: in all cases,
efficient computation of bounds on BIFs is key to making the algorithms practical.
Determinantal Point Processes. A determinantal point process (Dpp) is a distribution over subsets
of a set Y (|Y| = N). In its L-ensemble form, a Dpp uses a positive semidefinite kernel L ∈ RN×N , and
to a set Y ⊆ Y assigns probability P(Y) ∝ det(LY) where LY is the submatrix of L indexed by entries
in Y. If we restrict to |Y| = k, we obtain a k-Dpp. Dpp’s are widely used in machine learning, see e.g.,
the survey [36].
Exact sampling from a (k-)Dpp requires eigendecomposition of L [33], which is prohibitive. For
large N, Metropolis Hastings (MH) or Gibbs sampling are preferred and state-of-the-art. Therein the
core task is to compute transition probabilities – an expression involving BIFs – which are compared
with a random scalar threshold.
For MH [1, 7], the transition probabilities from a current subset (state) Y to Y′ are min{1, Lu,u −
Lu,Y L−1Y LY,u} for Y′ = Y ∪ {u}; and min{1, Lu,u− Lu,Y′L−1Y′ LY′ ,u} for Y′ = Y\{u}. In a k-Dpp, the moves
are swaps with transition probabilities min
{
1,
Lu,u−Lu,Y′ L−1Y′ LY′ ,u
Lv,v−Lv,Y′ L−1Y′ LY′ ,v
}
for replacing v ∈ Y by u /∈ Y (and
Y′ = Y\{v}). We illustrate this application in greater detail in Section 5.1.
Dpps are also useful for (repulsive) priors in Bayesian models [37, 53]. Inference for such latent
variable models uses Gibbs sampling, which again involves BIFs.
Submodular optimization, Sensing. Algorithms for maximizing submodular functions can equally
benefit from efficient BIF bounds. Given a positive definite matrix K ∈ RN×N , the set function F(S) =
log det(KS) is submodular: for all S ⊆ T ⊆ [N] and i ∈ [N] \ T, it holds that F(S ∪ {i}) − F(S) ≥
F(T ∪ {i})− F(T).
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Finding the set S∗ ⊆ [N] that maximizes F(S) is a key task for MAP inference with Dpps [25],
matrix approximations by column selection [11, 59] and sensing Krause et al. [35]. For the latter,
we model spatial phenomena (temperature, pollution) via Gaussian Processes and select locations to
maximize the joint entropy F1(S) = H(XS) = log det(KS) + const of the observed variables, or the
mutual information F2(S) = I(XS; X[N]\S) between observed and unobserved variables.
Greedy algorithms for maximizing monotone [49] or non-monotone [14] submodular functions rely
on marginal gains of the form
F1(S ∪ {i})− F1(S) = log(Ki − KiSK−1S KSi);
F1(T \ {i})− F1(T) = − log(Ki − KiUK−1U KUi);
F2(S ∪ {i})− F2(S) = log Ki−KiSK
−1
S KSi
Ki−KiS¯K−1S¯ KS¯i
for U = T\{i} and S¯ = [N]\S. The algorithms compare those gains to a random threshold, or find an
item with the largest gain. In both cases, efficient BIF bounds offer speedups. They can be combined
with lazy [47] and stochastic greedy algorithms [48].
Network Analysis, Centrality. When analyzing relationships and information flows between con-
nected entities in a network, such as people, organizations, computers, smart hardwares, etc. [2, 9, 16,
17, 40, 54], an important question is to measure popularity, centrality, or importance of a node.
Several existing popularity measures can be expressed as the solution to a large-scale linear system.
For example, PageRank [50] is the solution to (I − (1− α)A>)x = α1/N, and Bonacich centrality [10] is
the solution to (I − αA)x = 1, where A is the adjacency matrix. When computing local estimates, i.e.,
only a few entries of x, we obtain exactly the task of computing BIFs [39, 61]. Moreover, we may only
need local estimates to an accuracy sufficient for determining which entry is larger, a setting where our
quadrature based bounds on BIFs will be useful.
Scientific Computing. In computational physics BIFs are used for estimating selected entries of
the inverse of a large sparse matrix. More generally, BIFs can help in estimating the trace of the
inverse, a computational substep in lattice Quantum Chromodynamics [15, 22], some signal processing
tasks [31], and in Gaussian Process (GP) Regression [52], e.g., for estimating variances. In numerical
linear algebra, BIFs are used in rational approximations [57], evaluation of Green’s function [21], and
selective inversion of sparse matrices [39, 41, 42]. A notable use is the design of preconditioners [8] and
uncertainty quantification [6].
Benefiting from fast iterative bounds. Many of the above examples use BIFs to rank values, to
identify the largest value or compare them to a scalar or to each other. In such cases, we first compute
fast, crude lower and upper bounds on a BIF, refining iteratively, just as far as needed to determine the
comparison. Figure 1 in Section 4.4 illustrates the evolution of these bounds, and Section 5 explains
details.
3 Background on Gauss Quadrature
For convenience, we begin by recalling key aspects of Gauss quadrature,1 as applied to computing
u> f (A)v, for an N × N symmetric positive definite matrix A that has simple eigenvalues, arbitrary
vectors u, v, and a matrix function f . For a more detailed account of the relevant background on
Gauss-type quadratures please refer to Appendix A, or [29].
It suffices to consider u> f (A)u thanks to the identity
u> f (A)v = 14 (u + v)
> f (A)(u + v)− 14 (u− v)> f (A)(u− v).
1The summary in this section is derived from various sources: [4, 24, 29]. Experts can skim this section for collecting our
notation before moving onto Section 4, which contains our new results.
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Let A = Q>ΛQ be the eigendecomposition of A where Q is orthonormal. Letting u˜ = Qu, we then
have
u> f (A)u = u˜> f (Λ)u˜ =∑Ni=1 f (λi)u˜2i .
Toward computing uT f (A)u, a key conceptual step is to write the above sum as the Riemann-Stieltjes
integral
I[ f ] := u> f (A)u =
∫ λmax
λmin
f (λ)dα(λ), (3.1)
where λmin ∈ (0,λ1), λmax > λN , and α(λ) is piecewise constant measure defined by
α(λ) :=

0, λ < λ1,
∑kj=1 u˜
2
j , λk ≤ λ < λk+1, k < N,
∑Nj=1 u˜
2
j , λN ≤ λ.
Our task now reduces to approximating the integral (3.1), for which we invoke the powerful idea of
Gauss-type quadratures [23, 24, 43, 51]. We rewrite the integral (3.1) as
I[ f ] := Qn + Rn =∑ni=1 ωi f (θi) +∑
m
i=1 νi f (τi) + Rn[ f ], (3.2)
where Qn denotes the nth degree approximation and Rn denotes the remainder term. In represen-
tation (3.2) the weights {ωi}ni=1, {νi}mi=1, and quadrature nodes {θi}ni=1 are unknown, while the values
{τi}mi=1 are prescribed and lie outside the interval of integration (λmin,λmax).
Different choices of these parameters yield different quadrature rules: m = 0 gives Gauss quadra-
ture [23]; m = 1 with τ1 = λmin (τ1 = λmax) gives left (right) Gauss-Radau quadrature [51]; m = 2
with τ1 = λmin and τ2 = λmax yields Gauss-Lobatto quadrature [43]; while for general m we obtain
Gauss-Christoffel quadrature [24].
The weights {ωi}ni=1, {νi}mi=1 and nodes {θi}ni=1 are chosen such that if f is a polynomial of degree
less than 2n+m− 1, then the interpolation I[ f ] = Qn is exact. For Gauss quadrature, we can recursively
build the Jacobi matrix
Jn =

α1 β1
β1 α2 β2
β2
. . .
. . .
. . . αn−1 βn−1
βn−1 αn
, (3.3)
and obtain from its spectrum the desired weights and nodes. Theorem 1 makes this more precise.
Theorem 1. [30, 62] The eigenvalues of Jn form the nodes {θi}ni=1 of Gauss quadrature; the weights {ωi}ni=1
are given by the squares of the first components of the eigenvectors of Jn.
If Jn has the eigendecomposition P>n ΓPn, then for Gauss quadrature Thm. 1 yields
Qn =∑ni=1 ωi f (θi) = e>1 P>n f (Γ)Pne1 = e>1 f (Jn)e1. (3.4)
Given A and u, our task is to compute Qn and the Jacobi matrix Jn. For BIFs, we have that f (Jn) = J−1n ,
so (3.4) becomes Qn = eT1 J
−1
n e1, which can be computed recursively using the Lanczos algorithm [38].
For Gauss-Radau and Gauss-Lobatto quadrature we can compute modified versions of Jacobi matrices
Jlrn (for left Gauss-Radau), Jrrn (for right Gauss-Radau) and Jlon (for Gauss-Lobatto) based on Jn. The
corresponding nodes and weights, and thus the approximation of Gauss-Radau and Gauss-Lobatto
quadratures, are then obtained from these modified Jacobi matrices, similar to Gauss quadrature.
Aggregating all these computations yields an algorithm that iteratively obtains bounds on uT A−1u.
The combined procedure, Gauss Quadrature Lanczos (GQL) [28], is summarily presented as Algorithm 1.
The complete algorithm may be found in Appendix A.
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Algorithm 1 Gauss Quadrature Lanczos (GQL)
Input: Matrix A, vector u; lower and upper bounds λmin and λmax on the spectrum of A
Output: (gi, grri , g
lr
i , g
lo
i ): Gauss, right Gauss-Radau, left Gauss-Radau, and Gauss-Lobatto quadrature estimates
for each i
Initialize: u0 = u/‖u‖, g1 = ‖u‖/u>0 Au0, i = 2
for i = 1 to N do
Update Ji using a Lanczos iteration
Solve for the modified Jacobi matrices Jlri , J
rr
i and J
lo
i .
Compute gi, grri , g
lr
i and g
lo
i with Sherman-Morrison formula.
end for
Theorem 2. [44] Let gi, glri , g
rr
i , and g
lo
i be the i-th iterates of Gauss, left Gauss-Radau, right Gauss-Radau,
and Gauss-Lobatto quadrature, respectively, as computed by Alg. 1. Then, gi and grri provide lower bounds on
u>A−1u, while glri and g
lo
i provide upper bounds.
It turns out that the bounds given by Gauss quadrature have a close relation to the approximation
error of conjugate gradient (CG) applied to a suitable problem. Since we know the convergence rate of
CG, we can obtain from it the following estimate on the relative error of Gauss quadrature.
Theorem 3 (Relative error Gauss quadrature). The i-th iterate of Gauss quadrature satisfies the relative error
bound
gN − gi
gN
≤ 2
(√κ − 1√
κ + 1
)i
, (3.5)
where κ := λ1(A)/λN(A) is the condition number of A.
In other words, Thm. 3 shows that the iterates of Gauss quadrature have a linear (geometric) conver-
gence rate.
4 Main Theoretical Results
In this section we summarize our main theoretical results. As before, detailed proofs may be found
in Appendix B. The key questions that we answer are: (i) do the bounds on u>A−1u generated by
GQL improve monotonically with each iteration; (ii) how tight are these bounds; and (iii) how fast do
Gauss-Radau and Gauss-Lobatto iterations converge? Our answers not only fill gaps in the literature
on quadrature, but provide a theoretical base for speeding up algorithms for some applications (see
Sections 2 and 5).
4.1 Lower Bounds
Our first result shows that both Gauss and right Gauss-Radau quadratures give iteratively better lower
bounds on u>A−1u. Moreover, with the same number of iterations, right Gauss-Radau yields tighter
bounds.
Theorem 4. Let i < N. Then, grri yields better bounds than gi but worse bounds than gi+1; more precisely,
gi ≤ grri ≤ gi+1, i < N.
Combining Theorem 4 with the convergence rate of relative error for Gauss quadrature (Thm. 3)
we obtain the following convergence rate estimate for right Gauss-Radau.
Theorem 5 (Relative error right Gauss-Radau). For each iteration i, the right Gauss-Radau iterate grri satisfies
gN − grri
gN
≤ 2
(√κ − 1√
κ + 1
)i
.
5
4.2 Upper Bounds
Our second result compares Gauss-Lobatto with left Gauss-Radau quadrature.
Theorem 6. Let i < N. Then, glri gives better upper bounds than g
lo
i but worse than g
lo
i+1; more precisely,
gloi+1 ≤ glri ≤ gloi , i < N.
This shows that bounds given by both Gauss-Lobatto and left Gauss-Radau become tighter with
each iteration. For the same number of iterations, left Gauss-Radau provides a tighter bound than
Gauss-Lobatto.
Combining the above two theorems, we obtain the following corollary for all four Gauss-type
quadratures.
Corollary 7 (Monotonicity). With increasing i, gi and grri give increasingly better lower bounds and g
lr
i and
gloi give increasingly better upper bounds, that is,
gi ≤ gi+1; grri ≤ grri+1;
glri ≥ glri+1; gloi ≥ gloi+1.
4.3 Convergence rates
Our next two results state linear convergence rates for left Gauss-Radau quadrature and Gauss-Lobatto
quadrature applied to computing the BIF uT A−1u.
Theorem 8 (Relative error left Gauss-Radau). For each i, the left Gauss-Radau iterate glri satisfies
glri − gN
gN
≤ 2κ+
(√κ − 1√
κ + 1
)i
,
where κ+ := λN/λmin, i < N.
Theorem 8 shows that the error again decreases linearly, and it also depends on teh accuracy of
λmin, our estimate of the smallest eigenvalue that determines the range of integration. Using the
relations between left Gauss-Radau and Gauss-Lobatto, we readily obtain the following corollary.
Corollary 9 (Relative error Gauss-Lobatto). For each i, the Gauss-Lobatto iterate gloi satisfies
gloi − gN
gN
≤ 2κ+
(√κ − 1√
κ + 1
)i−1
,
where κ+ := λN/λmin and i < N.
Remarks All aforementioned results assumed that A is strictly positive definite with simple eigen-
values. In Appendix C, we show similar results for the more general case that A is only required to
be symmetric, and u lies in the space spanned by eigenvectors of A corresponding to distinct positive
eigenvalues.
4.4 Empirical Evidence
Next, we empirically verify our the theoretical results shown above. We generate a random symmetric
matrix A ∈ R100×100 with density 10%, where each entry is either zero or standard normal, and shift
its diagonal entries to make its smallest eigenvalue λ1 = 10−2, thus making A positive definite. We
set λmin = λ−1 = (λ1 − 10−5) and λmax = λ+N = (λN + 10−5). We randomly sample u ∈ R100 from a
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Figure 1: Lower and upper bounds computed by Gauss-type quadrature in each iteration on u>A−1u
with A ∈ R100×100.
standard normal distribution. Figure 1 illustrates how the lower and upper bounds given by the four
quadrature rules evolve with the number of iterations.
Figure 1 (b) and (c) show the sensitivity of the rules (except Gauss quadrature) to estimating the
extremal eigenvalues. Specifically, we use λmin = 0.1λ−1 and λmax = 10λ
+
N .
The plots in Figure 1 agree with the theoretical results. First, all quadrature rules are seen to yield
iteratively tighter bounds. The bounds obtained by the Gauss-Radau quadrature are superior to those
given by Gauss and Gauss-Lobatto quadrature (also numerically verified). Notably, the bounds given
by all quadrature rules converge very fast – within 25 iterations they yield reasonably tight bounds.
It is valuable to see how the bounds are affected if we do not have good approximations to the
extremal eigenvalues λ1 and λN . Since Gauss quadrature does not depend on the approximations
λmin < λ1 and λmax > λN , its bounds remain the same in (a),(b),(c). Left Gauss-Radau depends on
the quality of λmin, and, with a poor approximation takes more iterations to converge (Figure 1(b)).
Right Gauss-Radau depends on the quality of λmax; thus, if we use λmax = 10λ+N as our approximation,
its bounds become worse (Figure 1(c)). However, its bounds are never worse than those obtained by
Gauss quadrature.
Finally, Gauss-Lobatto depends on both λmin and λmax, so its bounds become worse whenever we
lack good approximations to λ1 or λN . Nevertheless, its quality is lower-bounded by left Gauss-Radau
as stated in Thm. 6.
5 Algorithmic Results and Applications
Our theoretical results show that Gauss-Radau quadrature provides good lower and upper bounds to
BIFs. More importantly, these bounds get iteratively tighter at a linear rate, finally becoming exact (see
Appendix B). However, in many applications motivating our work (see Section 2), we do not need
exact values of BIFs; bounds that are tight enough suffice for the algorithms to proceed. As a result, all
these applications benefit from our theoretical results that provide iteratively tighter bounds. This idea
translates into a retrospective framework for accelerating methods whose progress relies on knowing
an interval containing the BIF. Whenever the algorithm takes a step (transition) that depends on a BIF
(e.g., as in the next section, a state transition in a sampler if the BIF exceeds a certain threshold), we
compute rough bounds on its value. If the bounds suffice to take the critical decision (e.g., decide
the comparison), then we stop the quadrature. If they do not suffice, we take one or more additional
iterations of quadrature to tighten the bound. Algorithm 2 makes this idea explicit.
We illustrate our framework by accelerating: (i) Markov chain sampling for (k-)Dpps; and (ii) maxi-
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Algorithm 2 Efficient Retrospective Framework
Require: Algorithm with transitions that depend on BIFs
while algorithm not yet done do
while no transition request for values of a BIF do
proceed with the original algorithm
end while
if exist transition request for values of a BIF then
while bounds on the BIF not tight enough to make the transition do
Retrospectively run one more iteration of left and(or) right Gauss-Radau to obtain tighter bounds.
end while
Make the correct transition with bounds
end if
end while
mization of a (specific) nonmonotone submodular function.
5.1 Retrospective Markov Chain (k-)Dpp
First, we use our framework to accelerate iterative samplers for Determinantal Point Processes. Specif-
ically, we discuss MH sampling [34]; the variant for Gibbs sampling follows analogously.
The key insight is that all state transitions of the Markov chain rely on a comparison between a scalar
p and a quantity involving the bilinear inverse form. Given the current set Y, assume we propose to
add element y to Y. The probability of transitioning to state Y ∪ {y} is q = min{1, Ly,y − Ly,Y L−1Y LY,y}.
To decide whether to accept this transition, we sample p ∼ Uniform(0, 1); if p < q then we accept the
transition, otherwise we remain at Y. Hence, we need to compute q just accurately enough to decide
whether p < q. To do so, we can use the aforementioned lower and upper bounds on Ly,Y L−1Y LY,y.
Let si and ti be lower and upper bounds for this BIF in the i-th iteration of Gauss quadrature. If
p ≤ Ly,y − ti, then we can safely accept the transition, if p ≥ Ly,y − si, then we can safely reject the
transition. Only if Ly,y− ti < p < Ly,y− si, we cannot make a decision yet, and therefore retrospectively
perform one more iteration of Gauss quadrature to obtain tighter upper and lower bounds si+1 and
ti+1. We continue until the bounds are sharp enough to safely decide whether to make the transition.
Note that in each iteration we make the same decision as we would with the exact value of the BIF,
and hence the resulting algorithm (Alg. 3) is an exact Markov chain for the Dpp. In each iteration, it
calls Alg. 4, which uses step-wise lazy Gauss quadrature for deciding the comparison, while stopping
as early as possible.
If we condition the Dpp on observing a set of a fixed cardinality k, we obtain a k-Dpp. The MH
sampler for this process is similar, but a state transition corresponds to swapping two elements (adding
y and removing v at the same time). Assume the current set is Y = Y′ ∪ {v}. If we propose to delete v
and add y to Y′, then the corresponding transition probability is
q = min
{
1,
Ly,y − Ly,Y′L−1Y′ LY′ ,y
Lv,v − Lv,Y′L−1Y′ LY′ ,v
}
. (5.1)
Again, we sample p ∼ Uniform(0, 1), but now we must compute two quantities, and hence two sets of
lower and upper bounds: syi , t
y
i for Ly,Y′L
−1
Y′ LY′ ,y in the i-th Gauss quadrature iteration, and s
v
j , t
v
j for
Lv,Y′L
−1
Y′ LY′ ,v in the j-th Gauss quadrature iteration. Then if we have p ≤
Ly,y−tyi
Lv,v−svj , we can safely accept
the transition; and if p ≥ Ly,y−s
y
i
Lv,v−tvj we can safely reject the transition; otherwise, we tighten the bounds
via additional Gauss-Radau iterations.
Refinements. We could perform one iteration for both y and v, but it may be that one set of bounds
is already sufficiently tight, while the other is loose. A straightforward idea would be to judge the
8
Algorithm 3 Gauss-Dpp (L)
Require: Dpp kernel L; ground set Y
Ensure: Y sampled from exact Dpp (L)
Randomly Initialize Y ⊆ Y
while chain not mixed do
Pick y ∈ Y , p ∈ (0, 1) uniformly randomly
if y ∈ Y then
Y′ = Y\{y}
Compute bounds λmin, λmax on the spectrum of LY′
if DppJudge(Lyy−p, LY′ ,y, LY′ , λmin, λmax) then
Y = Y′
end if
else
Y′ = Y ∪ {y}
Compute bounds λmin, λmax on the spectrum of LY
if not DppJudge(Lyy−p, LY,y, LY , λmin, λmax) then
Y = Y′
end if
end if
end while
Algorithm 4 DppJudge(t, u, A,λmin,λmax)
Require: target value t; vector u, matrix A; lower and upper bounds λmin and λmax on the spectrum of A
Ensure: Return true if t < u>A−1u, false otherwise
while true do
Run one Gauss-Radau iteration to get grr and glr for u>A−1u.
if t < grr then
return true
else if t ≥ glr then
return false
end if
i = i + 1
end while
tightness of the lower and upper bounds by their difference (gap) ti−si, and decide accordingly which
quadrature to iterate further.
But the bounds for y and v are not symmetric and contribute differently to the transition decision.
In essence, we need to judge the relation between p and
Ly,y−Ly,Y′ L−1Y′ LY′ ,y
Lv,v−Lv,Y′ L−1Y′ LY′ ,v
, or, equivalently, the relation
between pLv,v − Ly,y and pLv,Y′L−1Y′ LY′ ,v − Ly,Y′L−1Y′ LY′ ,y. Since the left hand side is “easy”, the essential
part is the right hand side. Assuming that in practice the impact is larger when the gap is larger,
we tighten the bounds for Lv,Y L−1Y LY,v if p(t
v
j − svj ) > (tyi − s
y
i ), and otherwise tighen the bounds for
Ly,Y L−1Y LY,y. Details of the final algorithm with this refinement are shown in Appendix D.
5.2 Retrospective Double Greedy Algorithm
As indicated in Section 2, a number of applications, including sensing and information maximization
with Gaussian Processes, rely on maximizing a submodular function given as F(S) = log det(LS). In
general, this function may be non-monotone. In this case, an algorithm of choice is the double greedy
algorithm of Buchbinder et al. [14].
The double greedy algorithm starts with two sets X0 = ∅ and Y0 = Y and serially iterates through
all elements to construct a near-optimal subset. At iteration i, it includes element i into Xi−1 with
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probability qi, and with probability 1− qi it excludes i from Yi−1. The decisive value qi is determined
by the marginal gains ∆−i = F(Yi−1\{i})− F(Yi−1) and ∆+i = F(Xi−1 ∪ {i})− F(Xi−1):
qi = [∆+i ]+/[∆
+
i ]+ + [∆
−
i ]+.
For the log-det function, we obtain
∆+i = − log(Li,i − Li,Y′i−1 L
−1
Y′i−1
LY′i−1,i)
∆−i = log(Li,i − Li,Xi−1 L−1Xi−1 LXi−1,i),
where Y′i−1 = Yi−1\{i}. In other words, at iteration i the algorithm uniformly samples p ∈ (0, 1), and
then checks if
p[∆−i ]+ ≤ (1− p)[∆+i ]+,
and if true, adds i to Xi−1, otherwise removes it from Yi−1.
This essential decision, whether to retain or discard an element, again involves bounding BIFs,
for which we can take advantage of our framework, and profit from the typical sparsity of the data.
Concretely, we retrospectively compute the lower and upper bounds on these BIFs, i.e., lower and
upper bounds l+i and u
+
i on ∆
+
i , and l
−
i and u
−
i on ∆
−
i . If p[u
−
i ]+ ≤ (1− p)[l+i ]+ we safely add i to
Xi−1; if p[l−i ]+ > (1− p)[u+i ]+ we safely remove i from Yi−1; otherwise we compute a set of tighter
bounds by further iterating the quadrature.
As before, the bounds for ∆−i and ∆
+
i may not contribute equally to the transition decision. We
can again apply the refinement mentioned in Section 5.1: if p([u−i ]+ − [l−i ]+) ≤ (1− p)([u+i ]+ − [l+i ]+)
we tighten bounds for ∆+i , otherwise we tighten bounds for ∆
−
i . The resulting algorithm is shown in
Appendix E.
Data Dimension nnz Density(%)
Abalone 4,177 144,553 0.83
Wine 4,898 2,659,910 11.09
GR 5,242 34,209 0.12
HEP 9,877 61,821 0.0634
Epinions 75,879 518,231 0.009
Slashdot 82,168 959,454 0.014
Table 1: Data. For all datasets we add an 1E-3 times identity matrix to ensure positive definiteness.
5.3 Empirical Evidence
We perform experiments on both synthetic and real-world datasets to test the impact of our retro-
spective quadrature framework in applications. We focus on (k-)Dpp sampling and the double greedy
algorithm for the log-det objective.
5.3.1 Synthetic Datasets
We generate small sparse matrices using methods similar to Section 4.4. For (k-)Dpp we generate
5000× 5000 matrices while for double greedy we use 2000× 2000. We vary the density of the matrices
from 10−3 to 10−1. The running time and speedup are shown in Figure 2.
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Figure 2: Running times (top) and corresponding speedup (bottom) on synthetic data. (k-)Dpp is
initialized with random subsets of size N/3 and corresponding running times are averaged over 1,000
iterations of the chain. All results are averaged over 3 runs.
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Abalone Wine GR HEP Epinions Slashdot
Dpp
9.6E-3 1x 8.5E-2 1x 9.3E-3 1x 6.5E-2 1x 1.46 1x 5.85 1x
5.4E-4 17.8x 5.9E-3 14.4x 4.3E-4 21.6x 5.9E-4 110.2x 3.7E-3 394.6x 7.1E-3 823.9x
k-Dpp
1.4E-2 1x 0.15 1x 1.7E-2 1x 0.13 1x 2.40 1x 11.83 1x
7.3E-4 19.2x 1.1E-2 13.6x 7.3E-4 23.3x 9.2E-4 141.3x 4.9E-3 489.8x 1E-2 1183x
Dg
1025.6 1x 1951.3 1x 965.8 1x 6269.4 1x ∗ ∗ ∗ ∗
17.3 59.3x 423.2 4.6x 10 9.7x 25.3 247.8x 418 ∗ 712.9 ∗
Table 2: Running time and speedup for (k-)Dpp and double greedy. For results on each dataset (occupy-
ing two columns), the first column shows the running time (in seconds) and the second column shows
the speedup. For each algorithm (occupying two rows), the first row shows results from the original
algorithm and the second row shows results from algorithms using our framework. For Epinions and
Slashdot, entries of “∗” indicate that the experiments did not finish within 24 hours.
The results suggest that our framework greatly accelerates both Dpp sampling and submodular
maximization. The speedups are particularly pronounced for sparse matrices. As the matrices become
very sparse, the original algorithms profit from sparsity too, and the difference shrinks a little. Overall,
we see that our framework has the potential to lead to substantial speedups for algorithms involving
bilinear inverse forms.
5.3.2 Real Datasets
We further test our framework on real-world datasets of varying sizes. We selected 6 datasets, four
of them are of small/medium size and two are large. The four small/medium-sized datasets are
used in [26]. The first two of small/medium-sized datasets, Abalone and Wine2, are popular datasets
for regression, and we construct sparse kernel matrices with an RBF kernel. We set the bandwidth
parameter for Abalone as σ = 0.15 and that for Wine as σ = 1 and the cut-off parameter as 3σ for
both datasets, as in [26]. The other two small/medium-sized datasets are GR (arXiv High Energy
Physics collaboration graph) and HEP (arXiv General Relativity collaboration graph), where the kernel
matrices are Laplacian matrices. The final two large datasets datasets are Epinions (Who-trusts-whom
network of Epinions) and Slashdot (Slashdot social network from Feb. 2009) 3 with large Laplacian
matrices. Dataset statistics are shown in Tab. 1.
The running times in Tab. 2 suggest that the iterative bounds from quadrature significantly accel-
erate (k-)Dpp sampling and double greedy on real data. Our algorithms lead to speedups of up to a
thousand times.
On the large sparse matrices, the “standard” double greedy algorithm did not finish within 24
hours, due to the expensive matrix operations involved. With our framework, the algorithm needs
only 15 minutes.
To our knowledge, these results are the first time to run Dpp and double greedy for information
gain on such large datasets.
5.4 Numerical details
Instability. As seen in Alg. 1, the quadrature algorithm is built upon Lanczos iterations. Although
in theory Lanczos iterations construct a set of orthogonal Lanczos vectors, in practice the constructed
vectors usually lose orthogonality after some iterations due to rounding errors. One way to deal with
this problem is to reorthogonalize the vectors, either completely at each iteration or selectively [? ].
2Available at http://archive.ics.uci.edu/ml/.
3Available at https://snap.stanford.edu/data/.
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Also, an equivalent Lanczos iteration proposed in [? ] which uses a different expression to improve
local orthogonality. Further discussion on numerical stability of the method lies beyond the scope of
this paper.
Preconditioning. For Gauss quadrature on u>A−1u, the convergence rate of bounds is dependent on
the condition number of A. We can use preconditioning techniques to get a well-conditioned submatrix
and proceed with that. Concretely, observe that for non-singular C,
u>A−1u = u>C>C−>A−1C−1Cu
= (Cu)(CAC>)−1(Cu).
Thus, if CAC> is well-conditioned, we can use it with the vector Cu in Gauss quadrature.
There exists various ways to obtain good preconditioners for an SPD matrix. A simple choice is to
use C = [diag(A)]−1/2. There also exists methods for efficiently constructing sparse inverse matrix [? ].
If L happens to be an SDD matrix, we can use techniques introduced in [? ] to construct an approximate
sparse inverse in near linear time.
6 Conclusion
In this paper we present a general and powerful computational framework for algorithms that rely on
computations of bilinear inverse forms. The framework uses Gauss quadrature methods to lazily and
iteratively tighten bounds, and is supported by our new theoretical results. We analyze properties of
the various types of Gauss quadratures for approximating the bilinear inverse forms and show that all
bounds are monotonically becoming tighter with the number of iterations; those given by Gauss-Radau
are superior to those obtained from other Gauss-type quadratures; and both lower and upper bounds
enjoy a linear convergence rate. We empirically verify the efficiency of our framework and are able to
obtain speedups of up to a thousand times for two popular examples: maximizing information gain
and sampling from determinantal point processes.
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A Further Background on Gauss Quadrature
We present below a more detailed summary of material on Gauss quadrature to make the paper self-
contained.
A.1 Selecting weights and nodes
We’ve described that the Riemann-Stieltjes integral could be expressed as
I[ f ] := Qn + Rn =∑ni=1 ωi f (θi) +∑
m
i=1 νi f (τi) + Rn[ f ],
where Qn denotes the nth degree approximation and Rn denotes a remainder term. The weights
{ωi}ni=1, {νi}mi=1 and nodes {θi}ni=1 are chosen such that for all polynomials of degree less than 2n +
m− 1, denoted f ∈ P2n+m−1, we have exact interpolation I[ f ] = Qn. One way to compute weights and
nodes is to set f (x) = xi for i ≤ 2n + m − 1 and then use this exact nonlinear system. But there is
an easier way to obtain weights and nodes, namely by using polynomials orthogonal with respect to
the measure α. Specifically, we construct a sequence of orthogonal polynomials p0(λ), p1(λ), . . . such that
pi(λ) is a polynomial in λ of degree exactly k, and pi, pj are orthogonal, i.e., they satisfy∫ λmax
λmin
pi(λ)pj(λ)dα(λ) =
{
1, i = j
0, otherwise.
The roots of pn are distinct, real and lie in the interval of [λmin,λmax], and form the nodes {θi}ni=1 for
Gauss quadrature (see, e.g., [29, Ch. 6]).
Consider the two monic polynomials whose roots serve as quadrature nodes:
pin(λ) =∏ni=1(λ− θi), ρm(λ) =∏
m
i=1(λ− τi),
where ρ0 = 1 for consistency. We further denote ρ+m = ±ρm, where the sign is taken to ensure ρ+m ≥ 0
on [λmin,λmax]. Then, for m > 0, we calculate the quadrature weights as
ωi = I
[
ρ+m(λ)pin(λ)
ρ+m(θi)pi′n(θi)(λ− θi)
]
, νj = I
[
ρ+m(λ)pin(λ)
(ρ+m)′(τj)pin(τj)(λ− τj)
]
,
where f ′(λ) denotes the derivative of f with respect to λ. When m = 0 the quadrature degenerates to
Gauss quadrature and we have
ωi = I
[
pin(λ)
pi′n(θi)(λ− θi)
]
.
Although we have specified how to select nodes and weights for quadrature, these ideas cannot be
applied to our problem because the measure α is unknown. Indeed, calculating the measure explicitly
would require knowing the entire spectrum of A, which is as good as explicitly computing f (A), hence
untenable for us. The next section shows how to circumvent the difficulties due to unknown α.
A.2 Gauss Quadrature Lanczos (GQL)
The key idea to circumvent our lack of knowledge of α is to recursively construct polynomials called
Lanczos polynomials. The construction ensures their orthogonality with respect to α. Concretely, we
construct Lanczos polynomials via the following three-term recurrence:
βi pi(λ) = (λ− αi)pi−1(λ)− βi−1 pi−2(λ), i = 1, 2, . . . , n
p−1(λ) ≡ 0; p0(λ) ≡ 1,
(A.1)
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while ensuring
∫ λmax
λmin
dα(λ) = 1. We can express (A.1) in matrix form by writing
λPn(λ) = JnPn(λ) + βn pn(λ)en,
where Pn(λ) := [p0(λ), . . . , pn−1(λ)]>, en is nth canonical unit vector, and Jn is the tridiagonal matrix
Jn =

α1 β1
β1 α2 β2
β2
. . . . . .
. . . αn−1 βn−1
βn−1 αn
 . (A.2)
This matrix is known as the Jacobi matrix, and is closed related to Gauss quadrature. The following
well-known theorem makes this relation precise.
Theorem 10 ([30, 62]). The eigenvalues of Jn form the nodes {θi}ni=1 of Gauss-type quadratures. The weights{ωi}ni=1 are given by the squares of the first elements of the normalized eigenvectors of Jn.
Thus, if Jn has the eigendecomposition Jn = P>n ΓPn, then for Gauss quadrature Thm. 10 yields
Qn =∑ni=1 ωi f (θi) = e>1 P>n f (Γ)Pne1 = e>1 f (Jn)e1. (A.3)
Specialization. We now specialize to our main focus, f (A) = A−1, for which we prove more precise
results. In this case, (A.3) becomes Qn = [J−1n ]1,1. The task now is to compute Qn, and given A, u to
obtain the Jacobi matrix Jn.
Fortunately, we can efficiently calculate Jn iteratively using the Lanczos Algorithm [38]. Suppose
we have an estimate Ji, in iteration (i + 1) of Lanczos, we compute the tridiagonal coefficients αi+1
and βi+1 and add them to this estimate to form Ji+1. As to Qn, assuming we have already computed
[J−1i ]1,1, letting ji = J
−1
i ei and invoking the Sherman-Morrison identity [55] we obtain the recursion:
[J−1i+1]1,1 = [J
−1
i ]1,1 +
β2i ([ji]1)
2
αi+1 − β2i [ji]i
, (A.4)
where [ji]1 and [ji]i can be recursively computed using a Cholesky-like factorization of Ji [29, p.31].
For Gauss-Radau quadrature, we need to modify Ji so that it has a prescribed eigenvalue. More
precisely, we extend Ji to Jlri for left Gauss-Radau (J
rr
i for right Gauss-Radau) with βi on the off-diagonal
and αlri (α
rr
i ) on the diagonal, so that J
lr
i (J
rr
i ) has a prescribed eigenvalue of λmin (λmax).
For Gauss-Lobatto quadrature, we extend Ji to Jloi with values β
lo
i and α
lo
i chosen to ensure that J
lo
i
has the prescribed eigenvalues λmin and λmax. For more detailed on the construction, see [27].
For all methods, the approximated values are calculated as [(J′i )
−1]1,1, where J′i ∈ {Jlri , Jrri , Jloi } is the
modified Jacobi matrix. Here J′i is constructed at the i-th iteration of the algorithm.
The algorithm for computing Gauss, Gauss-Radau, and Gauss-Lobatto quadrature rules with the
help of Lanczos iteration is called Gauss Quadrature Lanczos (GQL) and is shown in [28]. We recall its
pseudocode in Alg. 1 to make our presentation self-contained (and for our proofs in Section 4).
The error of approximating I[ f ] by Gauss-type quadratures can be expressed as
Rn[ f ] =
f (2n+m)(ξ)
(2n + m)!
I[ρmpi2n],
for some ξ ∈ [λmin,λmax] (see, e.g., [58]). Note that ρm does not change sign in [λmin,λmax]; but with
different values of m and τj we obtain different (but fixed) signs for Rn[ f ] using f (λ) = 1/λ and
λmin > 0. Concretely, for Gauss quadrature m = 0 and Rn[ f ] ≥ 0; for left Gauss-Radau m = 1 and
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Algorithm 5 Gauss Quadrature Lanczos (GQL)
Require: u and A the corresponding vector and matrix, λmin and λmax lower and upper bounds for
the spectrum of A
Ensure: gi, grri , g
lr
i and g
lo
i the Gauss, right Gauss-Radau, left Gauss-Radau and Gauss-Lobatto quadra-
ture computed at i-th iteration
Initialize: u−1 = 0, u0 = u/‖u‖, α1 = u>0 Au0, β1 = ‖(A− α1 I)u0‖, g1 = ‖u‖/α1, c1 = 1, δ1 = α1,
δlr1 = α1 − λmin, δrr1 = α1 − λmax, u1 = (A− α1 I)u0/β1, i = 2
while i ≤ N do
αi = u>i−1 Aui−1 {Lanczos Iteration}
u˜i = Aui−1 − αiui−1 − βi−1ui−2
βi = ‖u˜i‖
ui = u˜i/βi
gi = gi−1 +
‖u‖β2i−1c2i−1
δi−1(αiδi−1−β2i−1)
{Update gi with Sherman-Morrison formula}
ci = ci−1βi−1/δi−1
δi = αi − β
2
i−1
δi−1 , δ
lr
i = αi − λmin −
β2i−1
δlri−1
, δrri = αi − λmax −
β2i−1
δrri−1
αlri = λmin +
β2i
δlri
, αrri = λmax +
β2i
δrri
{Solve for Jlri and Jrri }
αloi =
δlri δ
rr
i
δrri −δlri
( λmax
δlri
− λminδrri ), (β
lo
i )
2 =
δlri δ
rr
i
δrri −δlri
(λmax − λmin) {Solve for Jloi }
glri = gi +
β2i c
2
i ‖u‖
δi(α
lr
i δi−β2i )
, grri = gi +
β2i c
2
i ‖u‖
δi(α
rr
i δi−β2i )
, gloi = gi +
(βloi )
2c2i ‖u‖
δi(α
lo
i δi−(βloi )2)
{Update grri , glri and gloi with
Sherman-Morrison formula}
i = i + 1
end while
τ1 = λmin, so we have Rn[ f ] ≤ 0; for right Gauss-Radau we have m = 1 and τ1 = λmax, thus Rn[ f ] ≥ 0;
while for Gauss-Lobatto we have m = 2, τ1 = λmin and τ2 = λmax, so that Rn[ f ] ≤ 0. This behavior of
the errors clearly shows the ordering relations between the target values and the approximations made
by the different quadrature rules. Lemma 2 (see e.g., [44]) makes this claim precise.
Lemma 11. Let gi, glri , g
rr
i , and g
lo
i be the approximations at the i-th iteration of Gauss, left Gauss-Radau, right
Gauss-Radau, and Gauss-Lobatto quadrature, respectively. Then, gi and grri provide lower bounds on u
>A−1u,
while glri and g
lo
i provide upper bounds.
The final connection we recall as background is the method of conjugate gradients. This helps us
analyze the speed at which quadrature converges to the true value (assuming exact arithmetic).
A.3 Relation with Conjugate Gradient
While Gauss-type quadratures relate to the Lanczos algorithm, Lanczos itself is closely related to
conjugate gradient (CG) [32], a well-known method for solving Ax = b for positive definite A.
We recap this connection below. Let xk be the estimated solution at the k-th CG iteration. If x∗
denotes the true solution to Ax = b, then the error εk and residual rk are defined as
εk := x∗ − xk, rk = Aεk = b− Axk, (A.5)
At the k-th iteration, xk is chosen such that rk is orthogonal to the k-th Krylov space, i.e., the linear space
Kk spanned by {r0, Ar0, . . . , Ak−1r0}. It can be shown [46] that rk is a scaled Lanczos vector from the
k-th iteration of Lanczos started with r0. Noting the relation between Lanczos and Gauss quadrature
applied to appoximate r>0 A−1r0, one obtains the following theorem that relates CG with GQL.
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Theorem 12 (CG and GQL; [45]). Let εk be the error as in (A.5), and let ‖εk‖2A := εTk Aεk. Then, it holds that
‖εk‖2A = ‖r0‖2([J−1N ]1,1 − [J−1k ]1,1),
where Jk is the Jacobi matrix at the k-th Lanczos iteration starting with r0.
Finally, the rate at which ‖εk‖2A shrinks has also been well-studied, as noted below.
Theorem 13 (CG rate, see e.g. [56]). Let εk be the error made by CG at iteration k when started with x0. Let
κ be the condition number of A, i.e., κ = λ1/λN . Then, the error norm at iteration k satisfies
‖εk‖A ≤ 2
(√κ − 1√
κ + 1
)k‖ε0‖A.
Due to these explicit relations between CG and Lanczos, as well as between Lanczos and Gauss
quadrature, we readily obtain the following convergence rate for relative error of Gauss quadrature.
Theorem 14 (Gauss quadrature rate). The i-th iterate of Gauss quadrature satisfies the relative error bound
gN − gi
gN
≤ 2
(√κ − 1√
κ + 1
)i
.
Proof. This is obtained by exploiting relations among CG, Lanczos and Gauss quadrature. Set x0 = 0
and b = u. Then, ε0 = x∗ and r0 = u. An application of Thm. 12 and Thm. 13 thus yields the bound
‖εi‖2A = ‖u‖2([J−1N ]1,1 − [J−1i ]1,1) = gN − gi
≤ 2
(√κ − 1√
κ + 1
)i‖ε0‖A = 2(√κ − 1√
κ + 1
)i
u>A−1u = 2
(√κ − 1√
κ + 1
)i
gN
where the last equality draws from Lemma 15.
In other words, Thm. 14 shows that the iterates of Gauss quadrature converge linearly.
B Proofs for Main Theoretical Results
We begin by proving an exactness property of Gauss and Gauss-Radau quadrature.
Lemma 15 (Exactness). With A being symmetric positive definite with simple eigenvalues, the iterates gN , glrN ,
and grrN are exact. Namely, after N iterations they satisfy
gN = glrN = g
rr
N = u
>A−1u.
Proof. Observe that the Jacobi tridiagonal matrix can be computed via Lanczos iteration, and Lanczos
is essentially essentially an iterative tridiagonalization of A. At the i-th iteration we have Ji = V>i AVi,
where Vi ∈ RN×i are the first i Lanczos vectors (i.e., a basis for the i-th Krylov space). Thus, JN =
V>N AVN where VN is an N × N orthonormal matrix, showing that JN has the same eigenvalues as A.
As a result piN(λ) = ∏Ni=1(λ− λi), and it follows that the remainder
RN [ f ] =
f (2N)(ξ)
(2N)!
I[pi2N ] = 0,
for some scalar ξ ∈ [λmin,λmax], which shows that gN is exact for u>A−1u. For left and right Gauss-
Radau quadrature, we have βN = 0, αlrN = λmin, and α
rr
N = λmax, while all other elements of the
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(N + 1)-th row or column of J′N are zeros. Thus, the eigenvalues of J′N are λ1, . . . ,λN , τ1, and piN(λ)
again equals ∏Ni=1(λ− λi). As a result, the remainder satisfies
RN [ f ] =
f (2N)(ξ)
(2N)!
I[(λ− τ1)pi2N ] = 0,
from which it follows that both grrN and g
lr
N are exact.
The convergence rate in Thm. 13 and the final exactness of iterations in Lemma 15 does not neces-
sarily indicate that we are making progress at each iterations. However, by exploiting the relations to
CG we can indeed conclude that we are making progress in each iteration in Gauss quadrature.
Theorem 16. The approximation gi generated by Gauss quadrature is monotonically nondecreasing, i.e.,
gi ≤ gi+1, for i < N.
Proof. At each iteration ri is taken to be orthogonal to the i-th Krylov space: Ki = span{u, Au, . . . , Ai−1u}.
Let Πi be the projection onto the complement space of Ki. The residual then satisfies
‖εi+1‖2A = εTi+1 Aεi+1 = r>i+1 A−1ri+1
= (Πi+1ri)>A−1Πi+1ri
= r>i (Π
>
i+1 A
−1Πi+1)ri ≤ ri A−1ri,
where the last inequality follows from Π>i+1 A
−1Πi+1  A−1. Thus ‖εi‖2A is monotonically nonincreas-
ing, whereby gN − gi ≥ 0 is monotonically decreasing and thus gi is monotonically nondecreasing.
Before we proceed to Gauss-Radau, let us recall a useful theorem and its corollary.
Theorem 17 (Lanczos Polynomial [29]). Let ui be the vector generated by Alg. 1 at the i-th iteration; let pi
be the Lanczos polynomial of degree i. Then we have
ui = pi(A)u0, where pi(λ) = (−1)i det(Ji − λI)
∏ij=1 β j
.
From the expression of Lanczos polynomial we have the following corollary specifying the sign of
the polynomial at specific points.
Corollary 18. Assume i < N. If i is odd, then pi(λmin) < 0; for even i, pi(λmin) > 0, while pi(λmax) > 0 for
any i < N.
Proof. Since Ji = V>i AVi is similar to A, its spectrum is bounded by λmin and λmax from left and right.
Thus, Ji − λmin is positive semi-definite, and Ji − λmax is negative semi-definite. Taking (−1)i into
consideration we will get the desired conclusions.
We are ready to state our main result that compares (right) Gauss-Radau with Gauss quadrature.
Theorem 19 (Thm. 4 in the main text). Let i < N. Then, grri gives better bounds than gi but worse bounds
than gi+1; more precisely,
gi ≤ grri ≤ gi+1, i < N. (B.1)
Proof. We prove inequality (B.1) using the recurrences satisfied by gi and grri (see Alg. 1)
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Upper bound: grri ≤ gi+1. The iterative quadrature algorithm uses the recursive updates
grri = gi +
β2i c
2
i
δi(α
rr
i δi − β2i )
,
gi+1 = gi +
β2i c
2
i
δi(αi+1δi − β2i )
.
It suffices to thus compare αrri and αi+1. The three-term recursion for Lanczos polynomials shows that
βi+1 pi+1(λmax) = (λmax − αi+1)pi(λmax)− βi pi−1(λmax) > 0,
βi+1 p∗i+1(λmax) = (λmax − αrri )pi(λmax)− βi pi−1(λmax) = 0,
where pi+1 is the original Lanczos polynomial, and p∗i+1 is the modified polynomial that has λmax as a
root. Noting that pi(λmax) > 0, we see that αi+1 ≤ αrri . Moreover, from Thm. 16 we know that the gi’s
are monotonically increasing, whereby δi(αi+1δi − β2i ) > 0. It follows that
0 < δi(αi+1δi − β2i ) ≤ δi(αrri δi − β2i ),
and from this inequality it is clear that grri ≤ gi+1.
Lower-bound: gi ≤ grri . Since β2i c2i ≥ 0 and δi(αrri δi − β2i ) ≥ δi(αi+1δi − β2i ) > 0, we readily obtain
gi ≤ gi +
β2i c
2
i
δi(α
rr
i δi − β2i )
= grri .
Combining Thm. 19 with the convergence rate of relative error for Gauss quadrature (Thm. 14)
immediately yields the following convergence rate for right Gauss-Radau quadrature:
Theorem 20 (Relative error of right Gauss-Radau, Thm. 5 in the main text). For each i, the right Gauss-
Radau grri iterates satisfy
gN − grri
gN
≤ 2
(√κ − 1√
κ + 1
)i
.
This results shows that with the same number of iterations, right Gauss-Radau gives superior
approximation over Gauss quadrature, though they share the same relative error convergence rate.
Our second main result compares Gauss-Lobatto with (left) Gauss-Radau quadrature.
Theorem 21 (Thm. 6 in the main text). Let i < N. Then, glri gives better upper bounds than g
lo
i but worse
than gloi+1; more precisely,
gloi+1 ≤ glri ≤ gloi , i < N.
Proof. We prove these inequalities using the recurrences for glri and g
lo
i from Alg. 5.
glri ≤ gloi : From Alg. 5 we observe that αloi = λmin +
(βloi )
2
δlri
. Thus we can write glri and g
lo
i as
glri = gi +
β2i c
2
i
δi(α
lr
i δi − β2i )
= gi +
β2i c
2
i
λminδ
2
i + β
2
i (δ
2
i /δ
lr
i − δi)
gloi = gi +
(βloi )
2c2i
δi(α
lo
i δi − (βloi )2)
= gi +
(βloi )
2c2i
λminδ
2
i + (β
lo
i )
2(δ2i /δ
lr
i − δi)
To compare these quantities, as before it is helpful to begin with the original three-term recursion for
the Lanczos polynomial, namely
βi+1 pi+1(λ) = (λ− αi+1)pi(λ)− βi pi−1(λ).
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In the construction of Gauss-Lobatto, to make a new polynomial of order i + 1 that has roots λmin and
λmax, we add σ1 pi(λ) and σ2 pi−1(λ) to the original polynomial to ensure{
βi+1 pi+1(λmin) + σ1 pi(λmin) + σ2 pi−1(λmin) = 0,
βi+1 pi+1(λmax) + σ1 pi(λmax) + σ2 pi−1(λmax) = 0.
Since βi+1, pi+1(λmax), pi(λmax) and pi−1(λmax) are all greater than 0, σ1 pi(λmax) + σ2 pi−1(λmax) < 0.
To determine the sign of polynomials at λmin, consider the two cases:
1. Odd i. In this case pi+1(λmin) > 0, pi(λmin) < 0, and pi−1(λmin) > 0;
2. Even i. In this case pi+1(λmin) < 0, pi(λmin) > 0, and pi−1(λmin) < 0.
Thus, if S = (sgn(σ1), sgn(σ2)), where the signs take values in {0,±1}, then S 6= (1, 1), S 6= (−1, 1) and
S 6= (0, 1). Hence, σ2 ≤ 0 must hold, and thus (βloi )2 = (βi − σ2)2 ≥ β2i given that β2i > 0 for i < N.
Using (βloi )
2 ≥ β2i with λminc2i (δi)2 ≥ 0, an application of monotonicity of the univariate function
g(x) = axb+cx for ab ≥ 0 to the recurrences defining glri and gloi yields the desired inequality glri ≤ gloi .
gloi+1 ≤ glri : From recursion formulas we have
glri = gi +
β2i c
2
i
δi(α
lr
i δi − β2i )
,
gloi+1 = gi+1 +
(βloi+1)
2c2i+1
δi+1(α
lo
i+1δi+1 − (βloi+1)2)
.
Establishing glri ≥ gloi+1 thus amounts to showing that (noting the relations among gi, glri and gloi ):
β2i c
2
i
δi(α
lr
i δi − β2i )
− β
2
i c
2
i
δi(αi+1δi − β2i )
≥ (β
lo
i+1)
2c2i+1
δi+1(α
lo
i+1δi+1 − (βloi+1)2)
⇐⇒ β
2
i c
2
i
δi(α
lr
i δi − β2i )
− β
2
i c
2
i
δi(αi+1δi − β2i )
≥ (β
lo
i+1)
2c2i β
2
i
(δi)2δi+1(α
lo
i+1δi+1 − (βloi+1)2)
⇐⇒ 1
αlri δi − β2i
− 1
αi+1δi − β2i
≥ (β
lo
i+1)
2
δiδi+1(α
lo
i+1δi+1 − (βloi+1)2)
⇐⇒ 1
(αi+1 − δlri+1)− β2i /δi
− 1
αi+1 − β2i /δi
≥ 1
δi+1(α
lo
i+1δi+1/(β
lo
i+1)
2 − 1) (Lemma 23)
⇐⇒ 1
δi+1 − δlri+1
− 1
δi+1
≥ 1
δi+1(
λminδi+1
(βloi+1)
2 +
δi+1
δlri+1
− 1)
⇐⇒ λminδi+1
(βloi+1)
2
+
δi+1
δlri+1
− 1 ≥ δi+1
δlri+1
− 1
⇐⇒ λminδi+1
(βloi+1)
2
≥ 0,
where the last inequality is obviously true; hence the proof is complete.
In summary, we have the following corollary for all the four quadrature rules:
Corollary 22 (Monotonicity of Lower and Upper Bounds, Corr. 7 in the main text). As the iteration
proceeds, gi and grri gives increasingly better asymptotic lower bounds and g
lr
i and g
lo
i gives increasingly better
upper bounds, namely
gi ≤ gi+1; grri ≤ grri+1
glri ≥ glri+1; gloi ≥ gloi+1.
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Proof. Directly drawn from Thm. 16, Thm. 19 and Thm. 21.
Before proceeding further to our analysis of convergence rates of left Gauss-Radau and Gauss-
Lobatto, we note two technical results that we will need.
Lemma 23. Let αi+1 and αlri be as in Alg. 1. The difference ∆i+1 = αi+1 − αlri satisfies ∆i+1 = δlri+1.
Proof. From the Lanczos polynomials in the definition of left Gauss-Radau quadrature we have
βi+1 p∗i+1(λmin) =
(
λmin − αlri
)
pi(λmin)− βi pi−1(λmin)
=
(
λmin − (αi+1 − ∆i+1)
)
pi(λmin)− βi pi−1(λmin)
= βi+1 pi+1(λmin) + ∆i+1 pi(λmin) = 0.
Rearrange this equation to write ∆i+1 = −βi+1 pi+1(λmin)pi(λmin) , which can be further rewritten as
∆i+1
Thm. 17
= −βi+1
(−1)i+1det(Ji+1 − λmin I)/∏i+1j=1 β j
(−1)idet(Ji − λmin I)/∏ij=1 β j
=
det(Ji+1 − λmin I)
det(Ji − λmin I) = δ
lr
i+1.
Remark 24. Lemma 23 has an implication beyond its utility for the subsequent proofs: it provides a
new way of calculating αi+1 given the quantities δlri+1 and α
lr
i ; this saves calculation in Alg. 5.
The following lemma relates δi to δlri , which will prove useful in subsequent analysis.
Lemma 25. Let δlri and δi be computed in the i-th iteration of Alg. 1. Then, we have the following:
δlri < δi, (B.2)
δlri
δi
≤ 1− λmin
λN
. (B.3)
Proof. We prove (B.2) by induction. Since λmin > 0, δ1 = α1 > λmin and δlr1 = α− λmin we know that
δlr1 < δ1. Assume that δ
lr
i < δi is true for all i ≤ k and considering the (k + 1)-th iteration:
δlrk+1 = αk+1 − λmin −
β2k
δlrk
< αk+1 −
β2k
δk
= δk+1.
To prove (B.3), simply observe the following
δlri
δi
=
αi − λmin − β2i−1/δlri−1
αi − β2i−1/δi−1
(B.2)
≤ αi − λmin
αi
≤ 1− λmin
λN
.
With aforementioned lemmas we will be able to show how fast the difference between glri and gi
decays. Note that glri gives an upper bound on the objective while gi gives a lower bound.
Lemma 26. The difference between glri and gi decreases linearly. More specifically we have
glri − gi ≤ 2κ+(
√
κ − 1√
κ + 1
)igN
where κ+ = λN/λmin and κ is the condition number of A, i.e., κ = λN/λ1.
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Proof. We rewrite the difference glri − gi as follows
glri − gi =
β2i c
2
i
δi(α
lr
i δi − β2i )
=
β2i c
2
i
δi(αi+1δi − β2i )
δi(αi+1δi − β2i )
δi(α
lr
i δi − β2i )
=
β2i c
2
i
δi(αi+1δi − β2i )
1(
αlri − β2i /δi
)/(
αi+1 − β2i /δi
)
=
β2i c
2
i
δi(αiδi − β2i )
1
1− ∆i+1/δi+1 ,
where ∆i+1 = αi+1 − αlri . Next, recall that gN−gigN ≤ 2
(√
κ−1√
κ+1
)i
. Since gi lower bounds gN , we have
(
1− 2
(√κ − 1√
κ + 1
)i)
gN ≤ gi ≤ gN ,(
1− 2
(√κ − 1√
κ + 1
)i+1)
gN ≤ gi+1 ≤ gN .
Thus, we can conclude that
β2i c
2
i
δi(αiδi − β2i )
= gi+1 − gi ≤ 2
(√κ − 1√
κ + 1
)i
gN .
Now we focus on the term
(
1− ∆i+1/δi+1
)−1. Using Lemma 23 we know that ∆i+1 = δlri+1. Hence,
1−∆i+1/δi+1 = 1− δlri+1/δi+1
≥ 1− (1− λmin/λN) = λmin/λN , 1κ+ .
Finally we have
glri − gi =
β2i c
2
i
δi(αiδi − β2i )
1
1− ∆i+1/δi+1 ≤ 2κ
+
(√κ − 1√
κ + 1
)i
gN .
Theorem 27 (Relative error of left Gauss-Radau, Thm. 8 in the main text). For left Gauss-Radau quadrature
where the preassigned node is λmin, we have the following bound on relative error:
glri − gN
gN
≤ 2κ+
(√κ − 1√
κ + 1
)i
,
where κ+ := λN/λmin, i < N.
Proof. Write glri = gi + (g
lr
i − gi). Since gi ≤ gN , using Lemma 26 to bound the second term we obtain
glri ≤ gN + 2κ+
(√κ − 1√
κ + 1
)i
gN ,
from which the claim follows upon rearrangement.
Due to the relations between left Gauss-Radau and Gauss-Lobatto, we have the following corollary:
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Corollary 28 (Relative error of Gauss-Lobatto, Corr. 9 in the main text). For Gauss-Lobatto quadrature,
we have the following bound on relative error:
gloi − gN
gN
≤ 2κ+
(√κ − 1√
κ + 1
)i−1
, (B.4)
where κ+ := λN/λmin and i < N.
C Generalization: Symmetric Matrices
In this section we consider the case where u lies in the column space of several top eigenvectors of
A, and discuss how the aforementioned theorems vary. In particular, note that the previous analysis
assumes that A is positive definite. With our analysis in this section we relax this assumption to the
more general case where A is symmetric with simple eigenvalues, though we require u to lie in the
space spanned by eigenvectors of A corresponding to positive eigenvalues.
We consider the case where A is symmetric and has the eigendecomposition of A = QΛQ> =
∑Ni=1 λiqiq
>
i where λi’s are eigenvalues of A increasing with i and qi’s are corresponding eigenvectors.
Assume that u lies in the column space spanned by top k eigenvectors of A where all these k eigenvec-
tors correspond to positive eigenvalues. Namely we have u ∈ Span{{qi}Ni=N−k+1} and 0 < λN−k+1.
Since we only assume that A is symmetric, it is possible that A is singular and thus we consider the
value of u>A†u, where A† is the pseudo-inverse of A. Due to the constraints on u we have
u>A†u = u>QΛ†Q>u = u>QkΛ†k Q
>
k u = u
>B†u,
where B = ∑Ni=N−k+1 λiqiq>i . Namely, if u lies in the column space spanned by the top k eigenvectors of
A then it is equivalent to substitute A with B, which is the truncated version of A at top k eigenvalues
and corresponding eigenvectors.
Another key observation is that, given that u lies only in the space spanned by {qi}Ni=N−k+1, the
Krylov space starting at u becomes
Span{u, Au, A2u, . . .} = Span{u, Bu, B2u, . . . , Bk−1u} (C.1)
This indicates that Lanczos iteration starting at matrix A and vector u will finish constructing the
corresponding Krylov space after the k-th iteration. Thus under this condition, Alg. 1 will run at most
k iterations and then stop. At that time, the eigenvalues of Jk are exactly the eigenvalues of B, thus
they are exactly {λi}Ni=N−k+1 of A. Using similar proof as in Lemma 15, we can obtain the following
generalized exactness result.
Corollary 29 (Generalized Exactness). gk, grrk and g
lr
k are exact for u
>A†u = u>B†u, namely
gk = grrk = g
lr
k = u
>A†u = u>B†u.
The monotonicity and the relations between bounds given by various Gauss-type quadratures will
still be the same as in the original case in Section 4, but the original convergence rate cannot apply in
this case because now we probably have λmin(B) = 0, making κ undefined. This crash of convergence
rate results from the crash of the convergence of the corresponding conjugate gradient algorithm for
solving Ax = u. However, by looking at the proof of, e.g., [56], and by noting that λ1(B) = . . . =
λN−k(B) = 0, with a slight modification of the proof we actually obtain the bound
‖εi‖2A ≤ minPi maxλ∈{λi}Ni=N−k+1
[Pi(λ)]2‖ε0‖2A,
where Pi is a polynomial of order i. By using properties of Chebyshev polynomials and following the
original proof (e.g., [29] or [56]) we obtain the following lemma for conjugate gradient.
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Lemma 30. Let εk be as before (for conjugate gradient). Then,
‖εk‖A ≤ 2
(√κ′ − 1√
κ′ + 1
)k‖ε0‖A, where κ′ := λN/λN−k+1.
Following this new convergence rate and connections between conjugate gradient, Lanczos itera-
tions and Gauss quadrature mentioned in Section 4, we have the following convergence bounds.
Corollary 31 (Convergence Rate for Special Case). Under the above assumptions on A and u, due to the
connection Between Gauss quadrature, Lanczos algorithm and Conjugate Gradient, the relative convergence rates
of gi, grri , g
lr
i and g
lo
i are given by
gk − gi
gk
≤ 2
(√κ′ − 1√
κ′ + 1
)i
gk − grri
gk
≤ 2
(√κ′ − 1√
κ′ + 1
)i
glri − gk
gk
≤ 2κ′m
(√κ′ − 1√
κ′ + 1
)i
gloi − gk
gk
≤ 2κ′m
(√κ′ − 1√
κ′ + 1
)i
,
where κ′m = λN/λ′min and 0 < λ′min < λN−k+1 is a lowerbound for nonzero eigenvalues of B.
D Accelerating MCMC for k-Dpp
We present details of a Retrospective Markov Chain Monte Carlo (MCMC) in Alg. 6 and Alg. 7 that
samples for efficiently drawing samples from a k-Dpp, by accelerating it using our results on Gauss-
type quadratures.
Algorithm 6 Gauss-kDpp (L, k)
Require: L the kernel matrix we want to sample Dpp from, k the size of subset and Y = [N] the ground
set
Ensure: Y sampled from exact kDpp (L) where |Y| = k
Randomly Initialize Y ⊆ Y where |Y| = k
while not mixed do
Pick v ∈ Y and u ∈ Y\Y uniformly randomly
Pick p ∈ (0, 1) uniformly randomly
Y′ = Y\{v}
Get lower and upper bounds λmin, λmax of the spectrum of LY′
if k-Dpp-JudgeGauss(pLv,v − Lu,u, p, LY′ ,u, LY′ ,v,λmin,λmax) = True then
Y = Y′ ∪ {u}
end if
end while
E Accelerating Stochastic Double Greedy
We present details of Retrospective Stochastic Double Greedy in Alg. 8 and Alg. 9 that efficiently select a
subset Y ∈ Y that approximately maximize log det(LY).
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Algorithm 7 kDpp-JudgeGauss(t, p, u, v, A,λmin,λmax)
Require: t the target value, p the scaling factor, u, v and A the corresponding vectors and matrix, λmin
and λmax lower and upper bounds for the spectrum of A
Ensure: Return True if t < p(v>A−1v)− u>A−1u, False if otherwise
u−1 = 0, u0 = u/‖u‖, iu = 1, βu0 = 0, du = ∞
v−1 = 0, v0 = v/‖v‖, iv = 1, βv0 = 0, dv = ∞
while True do
if du > pdv then
Run one more iteration of Gauss-Radau on u>A−1u to get tighter (glr)u and (grr)u
du = (glr)u − (grr)u
else
Run one more iteration of Gauss-Radau on v>A−1v to get tighter (glr)v and (grr)v
dv = (glr)v − (grr)v
end if
if t < p‖v‖2(grr)v − ‖u‖2(glr)u then
Return True
else if t ≥ p‖v‖2(glr)v − ‖u‖2(grr)u then
Return False
end if
end while
Algorithm 8 Gauss-Dg (L)
Require: L the kernel matrix and Y = [N] the ground set
Ensure: X ∈ Y that approximately maximize log det(LY)
X0 = ∅, Y0 = Y
for i = 1, 2, . . . , N do
Y′i = Yi−1\{i}
Sample p ∈ (0, 1) uniformly randomly
Get lower and upper bounds λ−min,λ
−
max,λ
+
min,λ
+
max of the spectrum of LXi−1 and LY′i respectively
if Dg-JudgeGauss(LXi−1 , LY′i , LXi−1,i, LY′i ,i, Li,i, p,λ
−
min,λ
−
max,λ
+
min,λ
+
max) = True then
Xi = Xi−1 ∪ {i}
else
Yi = Y′i
end if
end for
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Algorithm 9 Dg-JudgeGauss(A, B, u, v, t, p,λAmin,λ
A
max,λBmin,λ
B
max)
Require: t the target value, p the scaling factor, u, v, A and B the corresponding vectors and matrix,
λAmin, λ
A
max, λBmin, λ
B
max lower and upper bounds for the spectrum of A and B
Ensure: Return True if p| log(t− u>A−1u)|+ ≤ (1− p)| − log(t− v>B−1v)|+, False if otherwise
du = ∞, dv = ∞
while True do
if pdu > (1− p)dv then
Run one more iteration of Gauss-Radau on u>A−1u to get tighter lower and upper bounds lu,
uu for | log(t− u>A−1u)|+
du = uu − lu
else
Run one more iteration of Gauss-Radau on v>B−1v to get tighter lower and upper bounds lv,
uv for | log(t− v>B−1v)|+
dv = uv − lv
end if
if puu ≤ (1− p)lv then
Return True
else if plu > (1− p)uv then
Return False
end if
end while
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