Recent advances in multivariate fMRI analysis stress the importance of information inherent to voxel patterns. Key to interpreting these patterns is estimating the underlying dimensionality of neural representations. Dimensions may correspond to psychological dimensions, such as length and orientation, or involve other coding schemes. Unfortunately, the noise structure of fMRI data inflates dimensionality estimates and thus makes it difficult to assess the true underlying dimensionality of a pattern. To address this challenge, we developed a novel approach to identify brain regions that carry reliable taskmodulated signal and to derive an estimate of the signal's functional dimensionality. We combined singular value decomposition with cross-validation to find the best low-dimensional projection of a pattern of voxel-responses at a single-subject level. Goodness of the low-dimensional reconstruction is measured as Pearson correlation with a test set, which allows to test for significance of the low-dimensional reconstruction across participants. Using hierarchical Bayesian modeling, we derive the best estimate and associated uncertainty of underlying dimensionality across participants. We validated our method on simulated data of varying underlying dimensionality, showing that recovered dimensionalities match closely true dimensionalities. We then applied our method to three published fMRI data sets all involving processing of visual stimuli. The results highlight three possible applications of estimating the functional dimensionality of neural data. Firstly, it can aid * Corresponding author Email addresses: c.ahlheim@ucl.ac.uk (Christiane Ahlheim), b.love@ucl.ac.uk (Bradley C. Love) evaluation of model-based analyses by revealing which areas express reliable, task-modulated signal that could be missed by specific models. Secondly, it can reveal functional differences across brain regions. Thirdly, knowing the functional dimensionality allows assessing task-related differences in the complexity of neural patterns.
Introduction
tion achieved by MDS, whereas two stimuli that were very distant from each tional dimensionality and provides reasonable estimates of the underlying dimensionality. In the first fMRI dataset, participants performed a catego-153 rization task which required differential attention to various stimulus features 154 (Mack et al., 2013) . The second study investigated shape-and category spe-155 cific neural responses to the presentation of natural images (Bracci and Op de 156 Beeck, 2016). The third study involved categorization tasks that varied sysmatrix row) is mean-centered. In this toy example, rest is implicitly included Figure 1 : Illustration of the concept of overfitting and generalizability. A: As more components are added to a low-dimensional reconstruction, the correlation between the training data and the reconstruction approaches the maximum of 1 for a full-dimensional reconstruction (purple curve). Adding components is equivalent to adding model parameters to improve fit, which reduces the model's bias and increases its variance. For the correlation between the reconstructed training and independent test data (red curve), adding components initially improves performance but at some point reduces performance due to overfit (see Parpart et al., 2017 , for a related illustration). B: Reconstruction correlations achieved by all possible low-dimensional reconstructions for a simulated ground-truth dimensionality of 4. Reconstruction correlations rise as more components are added up to the point where the true dimensionality is reached, and decrease afterwards. Results are averaged across 6 runs and 1000 simulated voxel patterns.
as a condition, that is, even if all conditions showed the same activity pattern, the estimated dimensionality would be 1. Mean-centering the voxel patterns 189 beforehand accounts for this. 190 However, functional dimensionality could be lower. For example, dimen-191 sionality would be lower if the region only responded to face stimuli and 192 showed the same lower response to house and tool stimuli.
193
The approach to dimensional estimation we present here is modular and 194 estimates a matrix's dimensionality by combining low-rank approximation 195 with cross-validation and significance testing. This modularity allows to 196 flexibly choose the dimensionality reduction technique which best fits with 197 ones requirements. Here, we used SVD (which is often used to compute 198 PCA solutions) because it is a well-understood, easy to implement, and a 199 computationally efficient low-rank matrix approximation.
200
The choice of SVD, as well as how the data matrix is normalized is in- Step 2
Step 3 Step 4
Step 1 Figure 2 (previous page):
Step 1: Prior to dimensionality estimation, raw data are pre-processed with preferred settings and software and beta estimates derived from a GLM are obtained for each condition of interest. The resulting j matrices of size n (number of voxels) ×m (number of conditions) are pre-whitened and mean-centered (by row, i.e., voxel) to remove baseline differences across runs.
Step 2: a combination of cross-validation and SVD is implemented to find the best dimensionality estimate k for each run j. Pearson correlations between all possible low-dimensionality reconstructions of the data and a held-out test set quantify the goodness of each reconstruction for each run j (see Figure 3 for details).
Step 3: the resulting j correlations are averaged for each participant and tested for significance, for instance using t-tests, across all participants.
Step 4: If the reconstruction correlations are significant across participants, a hierarchical Bayesian model can be used to derive the best estimate of the degree of functional dimensionality (see Figure 4 for details). For each participant, the average estimated dimensionality and standard deviation of this estimate is calculated and a population estimate and respective standard deviation (uncertainty in the estimate) is derived across all participants.
2.1.
Step 1: Data pre-processing 226 We developed the presented method with application to fMRI data in 227 mind, though it can be easily adapted to fit requirements of single cell record- 
To estimate the dimensionality of fMRI data, we applied SVD to j(number 263 of runs) matrices Y of n(number of voxel) × m(number of beta estimates),
264
with the restriction of n > m. 265 Critically, fMRI beta estimates are noisy estimates of the true signal.
266
In the presence of noise, all singular values of a matrix will be non-zero, alike (Cattell, 1966) . To that end, we implemented a nested cross-validation 274 procedure at the core of our method to identify singular values that carry is picked as best estimate k of the underlying dimensionality. As keeping 291 components that reflect noise rather than signal lowers the correlation with 292 an independent data set, the highest correlation is not necessarily achieved 293 by keeping more components. This procedure thus avoids inflated dimen-294 sionality estimates.
295
After identifying the best dimensionality estimate k for run j, the training 296 and validation runs from 1 to j − 1 are averaged together and SVD is applied 297 to the averaged data. We then generate a k-dimensional reconstruction of 298 the averaged data. validation and test data, we first average all training runs and build all possible low-dimensional reconstructions of these averaged data using SVD. All reconstructions are then correlated with the validation run, resulting in j − 1 correlation coefficients and respective dimensionalities. The dimensionality that results in the highest average correlation across j − 1 runs is picked as dimensionality estimate k for this fold and a k-dimensional reconstruction of the average of the training and validation runs is correlated with a held-out test-run, resulting in a final reconstruction correlation. In total, j reconstruction correlations are returned that can be averaged and tested for significance across participants using one-sample t-tests or alike. To derive a better estimate of the underlying dimensionality, the j dimensionality estimates per participant can be submitted to the hierarchical Bayesian model (step 4 in Figure 2) For each individual participant, the model estimates the participant's true underlying dimensionality and returns the uncertainty of this estimate. a non-zero functional dimensionality in the population.
391
The prior distribution can be adapted to be informative for studies esti-392 mating the functional dimensionality of neural patterns with stronger priors. 393 Figure 4 shows an illustration of the model.
394
The model is formally expressed in Equation 2.
( 2) The maximum population variance was defined as the expected variance 396 of this uniform distribution 1 12 (m − 2) 2 , reflecting the prior that each partici-397 pant could express a different, true dimensionality. On the subject-level, the 398 maximum variance was defined as
which corresponds to the maximum possible variance across j dimension-400 ality estimates.
401
The j estimates of a participant's dimensionality were not independent, 402 since the training data overlapped. Thus, the standard deviation of the 403 estimates will be underestimated. The degree of this underestimation will be 404 the same for all participants though, which allows us to rely on the observed 405 standard deviation as a proxy for the estimation noise without correcting. Before applying our method to real fMRI data, we tested the validity of 408 our method through dimensionality-recovery studies on simulated fMRI data.
409
Estimating the dimensionality for simulated cases where the true underlying 410 dimensionality is known allowed us to assess whether our procedure results 411 in a reliable dimensionality estimate. Figure 2 . The observed averaged dimensionality estimates per participant are assumed to be sampled from an underlying subject-specific t-distribution with mean µ i and standard deviation σ i . The standard deviationσ i of the participants' dimensionality estimates is assumed to be sampled from a normal distribution with mean σ i and a standard deviation of 1. The subject-specific t-distributions of µ i are assumed to come from a population distribution with a normally distributed mean µ and variance σ. Subject-specific standard deviations σ i are assumed to come from a uniform distribution, ranging from 0 to max(σ i ). At the top level, a uniform prior is implemented. Mean and variance of the normal distribution of population means µ are assumed to come from a uniform distribution ranging from 1 to m − 1 and 0 to σ max , respectively. Distributions were derived from https://github.com/ rasmusab/distribution_diagrams.
Methods
Simulated data were created using the RSA toolbox (Nili et al., 2014) All eigenvalues of this initial k-dimensional matrix had the same value. Rows 432 of this matrix were added to an n × 16 matrix. For each row, i.e. voxel, a 433 specific amplitude was drawn from a normal distribution and added.
434
In the next step, we calculated the dot-product of the generated beta 435 matrices and generated design matrices, which were HRF convolved. This 436 resulted in noise-free fMRI time series.
437
A noise matrix was generated by randomly sampling from a Gaussian dis-438 tribution. The n(voxel) × t(timesteps) matrix was then spatially smoothed 439 and temporally smoothed with a Gaussian kernel of 4 FWHM. Finally, this 440 temporally and spatially smoothed noise matrix was added to the noise-free 441 time-series and the design matrix was fit to the resulting data using a GLM.
442
This resulted in a (noisy) voxel × conditions beta matrix for each simulated 443 run. The generated beta matrices were then passed on to the dimensionality 444 estimation.
445
To gather a reliable estimate of the performance of our procedure, we 446 ran a total of 100 of these simulations for each combination of ground-truth 447 dimensionality and noise-level. 448 We then estimated the dimensionality for each simulated participant as to the mean of the prior.
472
As can be seen in Figure 5A , the results from the simulation show that Figure 5B shows the average reconstruction correlations with the held 480 out test data for the different ground-truth dimensionalities and the different 481 noise levels, which are highly overlapping. ground-truth dimensionality: Mean Figure 5 : Results from the simulation. A: Distributions of single-subject posterior dimensionality estimates for a ground-truth dimensionality of 4, 8, or 12 and increasing noise levels. As noise increases, the estimates become less accurate and less certain, as indicated by the width of the distributions. For the highest noise level, the posterior distributions for all ground-truth dimensionalities overlap largely. B: Average reconstruction correlations for the different ground-truth dimensionalities and increasing noise levels. As the noise level increases, reconstruction correlations drop, and this effect is the same across the three different ground-truth dimensionalities. a result, singular values that reflect noise could surpass singular values that model-based RSA of stimulus similarities functional dimensionality overlap Figure 6 : Areas that showed significant functional dimensionality (green), significant fit with the RSA comparing neural representational similarity with modelbased predictions of stimulus similarity (orange), or both (yellow). FWE-corrected using a TFCE threshold of p < .05. Notably, our method identifies large clusters of functional dimensionality in prefrontal cortex, indicating that areas here were consistently engaged by the task, though their patterns did not fit with the implemented cognitive model. 
Results

566
We aimed to identify areas that show functional dimensionality and ex-567 amine how those overlap with the authors' original findings implementing a 568 model-based analysis. We found significant dimensionality (i.e., reconstruc-569 tion correlations) in an extended network of occipital, parietal and prefrontal 570 areas (see Figure 6 ). In these areas, signal was reliable across runs and showed 571 functional dimensionality.
572
As can be seen in Figure 6 , our method successfully identified all areas 573 that were found in the original model-based analysis, which bolsters the 574 authors original interpretation of their results. Notably, we were able to 575 identify further areas that did not show a fit with the implemented attention-576 based model, suggesting that signal changes in those areas reflect a different 577 aspect of the task space than captured by the cognitive model. 
Discussion
Within the first dataset, we showed that by identifying areas with signifi-580 cant functional dimensionality, it is possible to reveal areas that can plausibly 581 be tested for correspondence with a hypothesized representational similarity 582 structure, as for instance derived from a cognitive model. More specifically, 583 we were able to identify all areas that have been reported in the original anal-584 ysis by Mack et al. (2013) to show a representational similarity as predicted 585 by a cognitive model. Additionally, we found further areas that had not been 586 revealed in the original analysis to show functional dimensionality. This in-587 dicates that those areas have a reliable functional dimensionality but reflect 588 cognitive processes or task-aspects that are not captured by the cognitive 589 model. For instance, activation in the medial BA 8 has been found to cor-590 relate with uncertainty and task-difficulty (Volz et al., 2005; Huettel, 2005; 591 Crittenden and Duncan, 2014), suggesting that the neural patterns in this 592 region in the current task might reflect processes related to the difficulty or 593 category uncertainty of the categorization decision for each stimulus. Given underlying task-space is summarized. In line with the original authors' 651 findings (Bracci and Op de Beeck, 2016), we found more pronounced func-652 tional dimensionality in prefrontal regions for the GLM emphasizing the 653 category-information across stimuli, compared to the one focusing on shape-654 information. Likewise, functional dimensionality in occipital regions was 655 more pronounced for the shape-based GLM.
656
However, compared to the authors' original findings, we did not find a 657 sharp dissociation between shape and category. For example, we find both 658 shape and category dimensionality present in early visual regions and shape 659 dimensionality extending into frontal areas.
660
As discussed in the previous section, our method provides a general test 661 of dimensionality whereas the original authors evaluate specific representa-662 tional accounts that make additional assumptions about shape and category 663 similarity structure. Comparing results suggest that to some degree the dis-664 sociation found in Bracci and Op de Beeck (2016) rests on these specific 665 assumptions. A more general test of functional dimensionality, for stimuli 666 organized along shape or category, provides additional information to assist 667 in interpreting the cognitive function of these brain regions, which comple-668 ments testing more specific representational accounts.
669
Additional information could be gleamed by estimating differences in di-670 mensionality. In the case of the shape and category GLMs considered in 671 this section, interpretation would be somewhat complicated by the different 672 properties of these two GLMs, including differences in the maximum possible 673 number of dimensions. In the next section, we consider a more straightfor-ward case in which the same GLM is used to compare task influences on problem, resulting in 3 (runs) × 2 (ROIs) × 2 (problems) correlation coefficients and dimensionality estimates. Correlation coefficients were aver-711 aged per participant, ROI and problem and tested for significance using 712 one-sample t-tests. To derive the best population estimate for the under-713 lying dimensionality for each ROI and problem, we implemented the above 
Results
719
Estimating dimensionality across two different ROIs in LOC and two 720 different tasks allowed us to test whether the estimated dimensionality differs 721 across problems with different task-demands. As participants had to pay 722 attention to one stimulus feature in the type I problem and two stimulus 723 features in the the type II problem, we hypothesized that dimensionality of 724 the neural response would be higher for type II compared to type I in an 725 LOC ROI.
726
Both ROIs showed significant reconstruction correlations across both tasks 727 (lLOC, type I: t 21 = 3.08, p = .006; rLOC, type I: t 21 = 2.21, p = .038; lLOC, 728 type II: t 21 = 3.03, p = .006; rLOC, type II: t 21 = 3.37, p = .003). This shows 729 that signal in the LOC showed reliable functional dimensionality across runs 730 for both problem types, which is a prerequisite for estimating the degree of 731 functional dimensionality.
732
To estimate whether the dimensionality differed across problems, we ana-733 lyzed the data by implementing a multilevel Bayesian model using Stan (The 734 Stan Development Team, 2017), see Figure 2 for an illustration of the model.
735
As hypothesized, the estimated underlying dimensionality was higher for the 736 type II problem compared to type I (type I: µ lef t = 2.92 (CI 95% : 1.33, 4.33), 737 µ right = 2.66 (CI 95% : 1.23, 4.14); type II: µ lef t = 4.74 (CI 95% : 3.20, 6.46), 738 µ right = 4.69 (CI 95% : 3.56, 6.06), see Figure 8 ). was reduced the less dimensions were relevant to the categorization problem.
761
Our approach allows to directly assess this effect without the need of fitting 762 a cognitive model. Brown, 2011, for a model of medial prefrontal cortex function), which was 795 not the authors' original focus but may merit further study.
796
In the second study, working with data from Bracci and Op de Beeck
797
(2016), we demonstrated how stimuli could be grouped or organized in differ-798 ent fashions to explore how dimensional organization varies across the brain.
799
In this case, the data matrix was either organized along shape or category. 800 We found neural patterns of shape and category selectivity consistent with the authors' original results. However, we found the selectivity to be more mixed in our analyses and identified additional responsive regions, mirroring
