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Scattering experiments play a crucial role in the exploration of the internal structure of matter
already since the early days of nuclear and particle physics. Several pivotal results have been
obtained from observations of particle scattering with atomic targets. Rutherford, Geiger and
Marsden conducted experiments in which they observed the scattering of α particles off gold
atoms in a thin foil [1–4]. Rutherford compared the experimentally observed distribution of
scattered particles to theoretical calculations in different models [5]. The comparison revealed
that the data favoured a model in which atoms are composite objects comprising negatively
charged electrons and the positive charge concentrated in a nucleus and disfavoured the picture in
which the electrons are embedded in a continuous cloud of positive charge as previously assumed
by Thomson [6]. This combination of scattering experiments and their theoretical interpretation
has henceforth been a prevailing pattern in nuclear and particle physics. The nucleus is made up
of protons, discovered by Rutherford in 1919 [7], and neutrons, discovered by Chadwick in 1932
[8]. Both discoveries were made in scattering experiments where radioactive sources were used to
provide high-energetic probes and the observation of the scattered particles allowed conclusions
about the structure of the scattering target. The measurement of the anomalous magnetic
moment of the nucleons [9–11] showed that it deviated from the value expected for point particles
and proved that nucleons are extended objects. The approach of using scattering experiments to
investigate the nucleon substructure proved successful again when Hofstadter and collaborators
performed quasi-elastic scattering experiments with protons [12]. They could resolve the charge
distribution of the proton, measure its charge radius and show that the boundary of nucleons is
not sharp.
Experiments at Stanford Linear Accelerator Center (SLAC) in the late 1960s [13–16], cf. also
[17–19], probed the internal structure of protons by scattering high energy electrons off a liquid
hydrogen target. The cross section showed several peaks in the invariant mass distribution of
the hadronic final state, which correspond to the elastic scattering peak and several nucleon
resonances. At even larger virtualities Q2 = −q2 > 2 GeV2 they also measured the continuum
contribution of what is called deep-inelastic scattering (DIS). Here q2 is the square of the 4-
momentum carried by the exchanged photon. In this kinematic region the differential cross
section can be parametrised by several structure functions Fi, which carry the information about
the substructure of the nucleon. The data suggested that the structure functions would become
(approximately) independent of Q2 the further Q2 was increased. This independence of Q2,
known as scaling, was predicted for DIS by Bjorken [20] based on an analysis of current algebra.
One can define the Bjorken scaling variable x = Q2/2Mν, where ν is the energy transfer from the
lepton to the proton in the laboratory frame andM is the nucleon mass. In the Bjorken limit one
keeps x fixed but goes to the limit of Q2 →∞ and ν →∞. In this limit, instead of the absolute
momentum scales Q2 and ν, the structure functions depend solely on the dimensionless ratio x.
Increasing the scale Q2 corresponds to an increase of the spatial resolution. Since independence
of an absolute energy or length scale is realised for point-like objects, the scaling behaviour hints
towards point-like constituents inside the proton.
Feynman was then able to demonstrate that the assumption of point-like scattering centres
inside the proton could reproduce the observed scaling behaviour [21–23]. He called those quasi-
free particles partons. In his model a highly virtual electro-weak gauge boson, emitted by the
lepton, probes the proton at such short time scales that it finds effectively free particles. There-
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fore, the photon or weak bosons scatter elastically off the quasi-free partons. The cross section
is then given by the incoherent sum over scattering off the individual partons. Each of these
cross sections is weighted by the parton distribution functions (PDFs) fi(xi). They describe the
probability of finding a massless parton of type i inside the proton carrying a fraction xi of the
proton’s longitudinal momentum. Conclusions about the spin of such partons can be drawn from
the ratio of the scattering cross sections for longitudinally (L) and transversally (T) polarised
photons with nucleons, R = σT/σL. For spin 1/2 constituents R should be small. In the naive
parton model with spin 1/2 partons the Callan-Gross relation [24] even predicts R = 0. On the
other hand, spin 0 constituents, for example, would entail large values for R. The ratio can be
related to the structure functions of deep-inelastic scattering. While the first measurements did
not yet allow to disentangle the individual structure functions, later measurements [14] showed
that R is small. This supported the hypothesis of spin 1/2 constituents and ruled out other
approaches to deep-inelastic scattering, like vector meson dominance models [25, 26].
During the 1940s and 1950s experiments using cosmic rays and later also experiments at
particle accelerators showed the existence of a large number of particles and resonances that
were classified by their quantum numbers such as spin, parity, isospin or strangeness. In order to
organize the strongly interacting states (hadrons), Gell-Mann [27] and Ne’eman [28], cf. also [29],
extended the SU(2) symmetry of nuclear isospin to an SU(3) description, which incorporated
strangeness into the symmetry structure. The mesons (hadrons with integer spin) could be
organized into a singlet and an octet representation and the baryons (hadrons with half-integer
spin) were represented as approximate octets and a decuplet. Besides grouping the states, the
symmetry allowed the derivation of mass formulae for those hadrons [27, 30, 31]. At that time,
the existence and mass of the spin 3/2 baryon Ω− with strangeness S = −3 was a prediction of
this scheme. The observation of this baryon [32] in bubble chamber experiments at Brookhaven
National Laboratory with the predicted mass was a strong indication for the correctness of this
approach.
Shortly thereafter Gell-Mann [33] and independently Zweig [34] introduced the concept of
hypothetical constituents of hadrons as fundamental triplets of the SU(3) symmetry. Zweig
called these entities aces while Gell-Mann called them quarks: The proposal was to have an up
quark with charge +2/3 and down and strange quarks with charge −1/3. Later the term flavour
was coined to refer to the fact that there are several types of quarks, distinguished only by their
mass and charge. Taking quarks to carry spin 1/2 and fractional charges as stated above, one can
form mesons as quark-antiquark states and baryons as states formed by three quarks.
With quarks as spin 1/2 constituents for the observed hadrons and experimental data suggesting
point-like spin 1/2 partons being responsible for scaling in DIS, identifying quarks as partons was
a next logical step that yielded the quark-parton model [35]. This means that quarks are not
only mathematical entities but real constituents of protons and prompts the question whether
one can observe free quarks in nature, which are not bound inside hadrons. To this date free
quarks have not been observed despite intense searches [36].
Another problem arose from the fact that, since quarks are fermions, they must obey the
spin-statistics theorem [38–42] and therefore have an antisymmetric wave function. However,
the assumption of three equally flavoured spin 1/2 quarks in a spin 3/2 baryon like the Ω− (sss),
∆++ (uuu) or ∆− (ddd) would yield a symmetric wave function. This problem was noted by
Greenberg and he proposed para-Fermi-statistics [43] for the quarks to resolve this difficulty. This
was later shown to be equivalent to a new quantum number, now called colour, which is based
on a separate SU(3)c symmetry [44–47]. The colour degree of freedom allows to anti-symmetrise
the baryon wave function and thus to reconcile it with the spin-statistics theorem. Further
support for the existence of colour and the number of colours Nc = 3 comes from the ratio of
the hadronic e+e− annihilation cross section to the cross section of e+e− → µ+µ−, the decay
width of pi0 → 2γ if fractional charges are assumed, and the ratio of the hadronic and leptonic τ
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lepton decay widths. All of these quantities involve some hadronic initial or final state and the
introduction of constituents of hadrons with three colours introduces extra factors of Nc which
are needed to produce agreement between theoretical predictions and experimental observations.
Since no coloured objects were observed as free states in the detectors, it was postulated that the
physical spectrum can only contain colourless objects, i.e. singlets under SU(3)c. A consequence
of this postulate would be that free quarks or gluons cannot be observed since they are triplets
or octets under colour.
On the theoretical side, quantum field theory had been very successfully applied to electromag-
netism in the form of quantum electrodynamics (QED). One of the main tools in the application
of QED is the perturbative expansion in the coupling constant. Its smallness ensures good
agreement of already the first terms of the perturbative series with experimental observations.
Motivated by the success of QED, attempts were made to apply quantum field theory also to the
strong interactions. This turned out to be unsuccessful at first since the coupling constant of the
strong interactions is large at low scales and thereby prevents the successful use of perturbation
theory. As an alternative, other approaches to strong interactions were developed. This includes
methods like Regge theory where one deduces scattering cross sections from the analyticity of
the S-Matrix and crossing relations. Gell-Mann proposed current-algebra where only the com-
mutation relations of currents are assumed without the necessity of an underlying field theory.
Other approaches included the bootstrap model, the vector dominance model, the dual resonance
model or models on a purely phenomenological basis like the parton model, mentioned above.
While they explained some parts of the experimental data of that time reasonably well, they
were found unsatisfactory with the advent of precise data at higher energies, notably the DIS
data from the SLAC-MIT experiment [13–16].
The investigation of gauge theories with non-abelian gauge groups, pursued by Yang and Mills
in 1954 [48], was a cornerstone of what would later become the quantum field theory of strong
interactions. Non-abelian gauge theories, later called Yang-Mills theories, were not regarded
much for some time since the theory predicted massless vector particles, gauge bosons analogous
to the photon of QED, which were, however, not observed in nature. A peculiar feature of this
type of gauge theories is that the non-commutativity of their symmetry generators induces self-
interaction between the gauge bosons. Foundations for the later applications of these theories
were laid by Faddeev and Popov, who found a way to consistently quantize Yang-Mills fields
[49], and Veltman and ’t Hooft, who proved the renormalisability of Yang-Mills fields [50–55].
Yang-Mills theories would soon prove instrumental for DIS and the electroweak Standard Model
[56–58].
The observation of approximate scaling in DIS could be explained if the underlying theory
has the property of asymptotic freedom: If the coupling strength decreases for increasing scales,
scattering at high momentum transfer would effectively probe an ensemble of non-interacting
particles. In contrast, all known field theories in four dimensions at that time showed increasing
coupling strength with increasing scale (see, e.g. [59, 60]). Progress arose after Gross and Wilczek
[61] as well as Politzer [62], cf. also [63], showed that Yang-Mills theories enjoy asymptotic
freedom. Their renormalisation group analysis revealed that these theories can have a negative
β-function and therefore a diminishing coupling constant in the ultraviolet (UV) regime.
In the application of Yang-Mills theories to the strong interactions Nambu [45] as well as Fritz-
sch, Gell-Mann and Leutwyler suggested [64, 65] to identify the non-abelian symmetry with the
SU(3)c colour degree of freedom of quarks and to use an octet of vector bosons (gluons) as force
carriers. Quarks transform as triplets in the fundamental representation, whereas gluons trans-
form in the adjoint representation. This theory was named quantum chromodynamics (QCD)
and turned out to be rather successful in describing the strong interactions: Being a Yang-Mills
theory based on SU(3)c, it has asymptotic freedom, which is compatible with the observed be-
haviour of the DIS structure functions. The gauging of colour as a local gauge symmetry implies
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the strong force. Finally, it was conjectured [66, 67] that the infrared divergences of the theory,
which are enhanced by the self-interactions of the massless gluons, can explain confinement of
coloured states as a dynamical effect.
Asymptotic freedom also opened up the possibility to apply perturbation theory at short
distances where the coupling is weak. For this, another development of that time was crucial:
The operator product expansion developed by Wilson [68], cf. also [69–74], which allowed a
systematic separation of long and short distance contributions. It had direct application in DIS
since here, the scattering cross section can be described by a product of two electromagnetic
current operators [75, 76]. It can be shown that the most relevant contributions come from
light-like separations of the currents. Therefore, we can apply the operator product expansion
on the light-cone [71, 77, 78], called light-cone expansion. It allows to express products of
operators in terms of local operators, which describe physics at long distances, and coefficient
functions, which describe the short distance phenomena. The local operators are regular in
the limit of light-like separation while the coefficient functions carry the singularities of the
original product in this limit. As mentioned above, theories which enjoy asymptotic freedom
have weak coupling at short distances and therefore allow to calculate the coefficient functions
perturbatively. Hence, the structure functions of DIS depend on the coefficient functions, also
called Wilson coefficients, and matrix elements of the local operators. It is possible to order
the relevance of the individual operators in the light-cone limit by the degree of singularity of
the corresponding Wilson coefficient. An analysis reveals that the singularity depends on the
difference between the canonical dimension of the operator and its spin – a quantity called twist
[79] – and that the operators of lowest twist are most relevant. In the case of DIS the operators
of twist 2 are the first that contribute.
How the structure functions depend on the scale Q2 is of course of particular interest since it
addresses the question of scaling (independence from Q2). After all, QCD is not a free theory
and contrary to the assumption of the naive parton model, there are interactions between the
partons. It turns out, however, that the leading-order behaviour in perturbation theory in the
twist-2 approximation reproduces the free field result up to calculable logarithmic corrections
in Q2 and therefore exhibits approximate Bjorken scaling [67, 80, 81]. The scale behaviour is
governed by the renormalisation group equations [82–87] and in particular the anomalous dimen-
sions of the local operators, which were calculated at leading order in [67, 80, 81]. Thus, even
quantitative predictions of the scaling violations were possible in QCD, at least in limited kin-
ematic regions probed given typical experimental resolutions available in the 1970s. Subsequent
experimental investigations [88, 89] indeed found scaling violations which were in agreement with
those predicted from QCD – a finding which led to a greater acceptance of QCD as the correct
theory of the strong interactions. Applying an inverse Mellin transformation to the renormalisa-
tion group equations and anomalous dimensions of the light-cone operators allows to translate
the expressions to x space [71, 80, 81, 90–93]. At leading twist, these quantities can be given
an interpretation in the parton picture [94–98]. The matrix elements of the local operators cor-
respond to parton distribution functions, and their scale dependence is described by a set of
integro-differential equations. The anomalous dimensions of the local operators at leading twist
are equivalent to splitting functions Pij which give the probability to find a parton of type i
when probing a parton of type j.
Many experiments thereafter measured deep-inelastic lepton-hadron scattering processes. While
the first experiments were fixed target experiments, later also collider experiments were realised.
They allowed for an exploration of larger virtualities Q2 and smaller values of x. So far the largest
range of kinematical parameters was accessible with the HERA collider [99, 100] at DESY. Its
detectors H1 [101], ZEUS [102] and HERMES [103] probed protons at virtualities ranging from
Q2 = 0.045 GeV2 to 50 000 GeV2 and 6 · 10−7 ≤ x ≤ 0.65 [100].
To keep up with the increasing experimental precision, also the theoretical calculations had
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to be extended to higher accuracy. Therefore, higher orders in perturbation theory beyond the
leading order (LO) were needed. As a first step, the 1-loop QCD corrections to the coefficient
functions to unpolarised DIS were calculated [104, 105], cf. also [106], mainly at the end of the
1970s. Also the next-to-leading order (NLO) corrections to the anomalous dimensions in the
unpolarised case [104, 107–118] were obtained. The 2-loop QCD corrections to the massless
Wilson coefficients followed during the next 15 years [118–128]. The step to next-to-next-to-
leading order (NNLO) was first taken for sum rules [129] and a series of fixed moments of the
anomalous dimensions and Wilson coefficients [130–134]. Finally, also the expressions for general
values of the Mellin variable N and parton momentum fraction x were obtained for the NNLO
anomalous dimensions [135, 136] and the massless 3-loop Wilson coefficients [137, 138]. There
are even a few fixed moments for the unpolarised non-singlet anomalous dimension available at
4-loop order [139–142]. The anomalous dimensions and massless Wilson coefficients are single-
scale quantities and are expressible in terms of nested harmonic sums [143, 144] in N space
and in terms of a certain class of iterated integrals called harmonic polylogarithms [145] in x
space. These mathematical objects obey algebraic and structural relations [146–148] which allow
to reduce the expressions to a small number of basis sums or integrals. For the 3-loop Wilson
coefficients and anomalous dimensions this was achieved in [149].
Besides the scattering of unpolarised leptons with nucleons, experiments have also investigated
scattering of polarised leptons and nucleons. The polarisation of both probe and target gives
insight into the spin structure of the nucleons. Here more independent structure functions arise
and additional operators contribute. Therefore, the description of polarised DIS requires the
separate calculation of polarised Wilson coefficients and anomalous dimensions. The Wilson




[150–153] and the structure
function g2 is related to g1 by the Wandzura-Wilczeck relation [154]. The polarised anomalous
dimensions were calculated to LO in [96, 155, 156], to NLO in [157–159] and to NNLO in [160,
161].
In charged current DIS, a charged electro-weak gauge boson W± is exchanged instead of
a photon. The parity-violating nature of the weak current allows new structure functions to
contribute. They can be used to disentangle the flavour structure of the nucleons. Corrections
to the corresponding Wilson coefficients were calculated at 1-loop order in [105, 106] and later
to 2-loop [118, 122] and 3-loop order [153, 162, 163].
Besides the nearly massless up, down and strange quarks which were part of Gell-Mann’s
original proposal for the quark model, heavier quarks were observed as well. In 1974 the existence
of a fourth quark was inferred from narrow resonances in e+e− collisions, called ψ and ψ′ and
observed at SLAC [164, 165], and a pp resonance, called J and observed at BNL [166]. The J and
ψ states turned out to be the same particle and were found to be consistent with the interpretation
as a quark-antiquark bound state of the new quark. The quark was called charm quark and had
been postulated on several occasions before [167–172], cf. also [173], and was particularly welcome
in the context of anomaly cancellation [174, 175] and the suppression of flavour-changing neutral
currents through the Glashow-Iliopulos-Maiani mechanism [176]. Another quark, now called
bottom quark, was found three years later as the Υ resonance, a bb¯ bound state observed at
Fermilab [177]. The most recent quark discovery was the top quark, also observed at Fermilab
[178–180] in 1995. In contrast to the other quarks, the top quark, however, decays on such short
time scales that it cannot form hadrons.
In the parton picture, all partons are massless particles. Quarks, on the other hand, do have
masses. For the up, down and strange quarks the massless approximation is generally justified
already at energies of a few GeV. Other flavours, starting with the charm quark, have masses
larger than 1 GeV and cannot be treated as massless over the whole range allowed kinematically.
The top quark has a mass of mt ≈ 173 GeV [37] and is too heavy to be produced in the DIS
experiments carried out so far, but charm and bottom quarks have to be taken into account.
5
1. Introduction
The influence of such heavy quarks on DIS was considered in theoretical calculations soon after
the discovery of the charm quark. At the end of the 1970s, the leading-order contributions to the
structure functions were calculated [181–185]. For photon exchange heavy quarks start to appear
at O(αs) and are produced by photon gluon fusion (γg → QQ¯). Also the scaling behaviour of
heavy quarks turns out to be different from that of massless quarks. Therefore, the study of
heavy quarks can give a handle on the otherwise rather loosely constrained gluon distribution.
This motivated the calculation of the NLO corrections [186–188]. At NLO also quark-initiated
reactions start to contribute, but the gluon contributions stay dominant. Similar developments
were carried out for polarised [151, 189–193] and charged current scattering [194–199].
While the NLO calculation of heavy quark contributions to unpolarised DIS were first given
semi-analytically [186–188]1 for general kinematics, it was later found [201] that the heavy flavour
Wilson coefficients factorise in the limit of large virtuality compared to the heavy quark mass
(Q2  m2). In this asymptotic region the Wilson coefficients can be written as the Mellin
convolution of the massless Wilson coefficients and massive operator matrix elements (OME).
The approximation is valid in the limit where power corrections in m2/Q2 can be discarded. By
comparing to the exact NLO calculation it was found [202] that for the unpolarised structure
function F2(x,Q2) the approximation holds forQ2 & 10m2 at the percent level, which covers large
parts of the kinematic range relevant at HERA. On the other hand, for the structure function
FL(x,Q
2) the approximation becomes reliable only for Q2 & 800m2 due to the presence of terms
proportional to (m2/Q2) ln (m2/Q2). The OMEs are matrix elements of the light-cone operators
between partonic states and they contain the complete dependence on the heavy quark mass
that remains in this limit. Moreover, the OMEs are process independent, while the process
dependence is then carried by the massless Wilson coefficients.
The massive OMEs do not only appear in the asymptotic description of the heavy flavour
Wilson coefficients, but also in the definition of PDFs in a variable flavour number scheme
(VFNS) [193, 202, 203]. The VFNS describes the transition of PDFs in a scheme with NF
massless and one massive quark to a scheme with NF + 1 massless quarks. In the new scheme,
the massive quark is treated as massless and is assigned a PDF which is obtained by matching
to the NF flavour scheme at some matching scale µ. Here the massive OMEs enter as matching
coefficients. Having such a scheme is relevant for experiments at energy scales much larger
than the heavy quark mass, such as those carried out at the LHC. Treating the heavy quarks
purely perturbatively would yield logarithms of large scale ratios involving the heavy quark mass.
Through the VFNS the heavy quarks are treated as effectively massless above a matching scale,
which removes their mass scale from the problem.
At NLO the massive OMEs were calculated in [201, 202] and checked in a recalculation in [204,
205]. In addition to the check of the NLO results, also expressions needed for the extension of the
results to 3-loop order were obtained [206, 207]. In these calculations the authors obtained the 2-
loop OMEs through direct integration of the Feynman parameter integrals in N space. This was
possible by employing Mellin-Barnes representations [208–210] and by expressing the Feynman
parameter integrals in terms of higher hypergeometric functions [211–214]. The resulting sums
could then be simplified and expressed as nested harmonic sums. The development was not only
interesting as a recalculation, but also since the same methods are applicable also at the next or-
der in perturbation theory. Since the massless Wilson coefficients and the anomalous dimensions
are already known at NNLO, the calculation of the massive OMEs at NNLO would allow for a
NNLO description of the heavy flavour contribution to DIS in the asymptotic region. A first step
in that direction was taken in 2009 with the calculation of a series of moments for the massive
OMEs and the extension of the renormalisation procedure to 3-loop order [193, 203, 215]. This
calculation also verified the parts of the NNLO anomalous dimensions which are proportional to
1A numerical implementation in Mellin space was presented in [200].
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the colour factor TF through independent calculations. The moments were obtained by mapping
the diagrams to massive tadpoles through appropriate projectors and the use of the FORM [216]
program MATAD [217]. For phenomenological applications, however, the expressions for general
values of the Mellin variable N are necessary, which requires different calculational techniques.
Since then, several partial results working towards the goal of a complete asymptotic NNLO
description were completed. We will give a brief review of of these developments in Section 2.8.
Overall, DIS has been and still is an important tool to establish and test QCD as the correct
theory of strong interactions. Moreover, DIS is used to obtain information which cannot be pre-
dicted from QCD. Using the theory predictions and comparing to the accumulated data of almost
half a century of experiments, one can extract several important quantities. For example, DIS
allows to determine the non-perturbative PDFs rather precisely. They are universal quantities
and can therefore be reused for the prediction of other hadronic collisions like for example pp
collisions which are currently investigated at centre-of-mass energies of
√
s = 13 TeV at the LHC
at CERN. Precise knowledge of the PDFs is a prerequisite for drawing accurate conclusions from
hadronic collisions – be it for precision measurements of Standard Model parameters or searches
for effects of new physics. Modern global analyses [100, 218–222] use deep-inelastic scattering,
along with other processes, to fit phenomenological parametrisations of the PDFs to the data.
Moreover, information from deep-inelastic scattering provides access to theory parameters like
the strong coupling constant αs(m2Z). It can be determined at the level of O(1%) in modern
NNLO analyses [223–225]. Finally, also the masses of charm and bottom quarks can be extracted,
see for example [226]. Given the small experimental uncertainties, NNLO corrections have to be
taken into account in the analyses mentioned above. This includes contributions from massive
quarks like the charm and bottom quarks. It is the aim of this thesis to contribute to extending
the description of heavy quark corrections to deep-inelastic scattering to 3-loop order.
In this thesis, we present results in the context of the long-term project to calculate the
massive OMEs at 3-loop order which are required to extend the description of the heavy flavour
contributions to DIS and the VFNS to NNLO. In Chapter 2, we review the basic formalism to
describe deep-inelastic scattering and contributions from massive quarks. We discuss the relevant
kinematic variables, the description via structure functions and the interpretation in the parton
model, as well as the light-cone expansion in the context of QCD and the factorisation of the
heavy flavour Wilson coefficients into massive OMEs and massless Wilson coefficients. Moreover,
we explain the VFNS and renormalisation procedure for OMEs. The chapter closes with a brief
summary of the status of the calculation of the massive OMEs.
We calculate the OMEs in a diagrammatic approach, which involves generating Feynman
diagrams and solving the associated Feynman integrals. To handle the large number of integrals,
integration-by-parts identities [227–233] are used to eliminate relations among the integrals and
to reduce them to a much smaller number of master integrals. These master integrals have to be
solved and their results must be assembled into the result for the complete OME. We present an
outline of the major steps involved in this calculation in Section 3.1 and collect some properties of
the nested sums and iterated integrals which appear in the results in Section 3.2. Since one of the
most demanding tasks is the calculation of the master integrals, we explain the techniques we use
in Section 3.3. These methods include introducing a Feynman parametrisation and identifying
the integrals as generalised hypergeometric functions and related functions [211–214, 234–239] to
arrive at a sum representation or to use Mellin-Barnes integrals [208–210] to the same end. These
sum representations are subsequently simplified in terms of nested sums using the summation
algorithms [240–251], which are implemented in the Mathematica packages Sigma [241, 252, 253],
EvaluateMultiSums and SumProduction [254–257], as well as HarmonicSums [258–263]. Another
important technique is the calculation of master integrals via differential equations [264–268]. We
use a formal power series ansatz to translate the differential equations into difference equations
and solve those by uncoupling them into a scalar recurrence and solving that in terms of nested
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sums with the packages mentioned above.
In Chapter 4, we apply the techniques to calculate the flavour non-singlet OME for even and
odd values of the Mellin variable N . The even moments corresponds to the matrix element of the
vector operator and the odd moments to the axial-vector operator. Moreover, we also calculate
the OME of the tensor operator, which is relevant for the transversity structure functions. Besides
the OMEs, we also obtain the NF -dependent parts of the non-singlet anomalous dimensions. The
OMEs enter the asymptotic factorisation of the heavy flavour Wilson coefficients for Q2  m2
and we discuss their influence on the unpolarised structure function F2(x,Q2), the polarised
structure function g1(x,Q2) and the charged current structure function xF3(x,Q2). In the latter
two cases, we also comment on the associated sum rules. Finally, we examine the non-singlet
matching relation in the VFNS. Chapter 5 deals with the pure-singlet OME and its application.
We first present the calculation of the OME and of the pure-singlet anomalous dimension, which
we obtain as a by-product of the calculation. This is the first independent recalculation of the
pure-singlet anomalous dimension, which was first found in the massless case in [136]. We then
give the pure-singlet asymptotic heavy flavour Wilson coefficient and illustrate its impact on the
structure function F2(x,Q2). Diagrams with ladder- and V-topology are an important class of
diagrams which contribute to several OMEs. We select a sample of twelve diagrams from A(3)Qg
and discuss their calculation in Chapter 6. Here the method of differential equations plays a
crucial role to calculate all required master integrals. Using similar methods, we also calculate
the O(ε0) term of the gluonic OME A(3)gg,Q in Chapter 7. This OME enters the matching relation
for the gluon PDFs in the VFNS. In Chapter 8, we use the known fixed moments for the OMEs
[193, 203] to compare the relative importance of the individual OMEs in the context of the heavy
flavour Wilson coefficients and the VFNS. Chapter 9 contains the conclusions. The Feynman
diagrams in this thesis have been drawn using Axodraw [269].
8
2. Deep-inelastic scattering
In this chapter, we review the basic formalism which is used to describe deep-inelastic scatter-
ing (DIS) processes in the context of quantum chromodynamics. In particular, we collect the
definitions which lead up to the description of the contributions from heavy quarks in terms of
operator matrix elements, since these are the quantities which we calculate here.
2.1. Kinematics of deep-inelastic scattering
The power of deep-inelastic lepton-hadron scattering lies in using stable, non-strongly interacting
elementary particles to probe composite particles. The electro-weak interaction of leptons is well
understood, which makes leptons excellent probes for the substructure of composite particles
like hadrons. In a classical DIS experiment, a beam of leptons (electrons, muons or neutrinos) is
shot at a fixed target or a second beam consisting of hadrons (usually protons or nuclear targets
containing both protons and neutrons). The lepton then scatters off the hadron inelastically.
While the lepton is just deflected in this process, the hadron disintegrates into a complicated
final state involving a number of particles. DIS is usually carried out as an inclusive experiment
in which all possible hadronic final states that are allowed by quantum number conservation are
taken into account. At lowest order of electro-weak theory, the lepton exchanges one electro-weak
gauge boson with the hadron. This is the Born approximation and we will confine our discussion
to this approximation, assuming that radiative corrections to the lepton system have already
been carried out [270]. The gauge boson can be a photon, a Z0 or a W± boson.
The kinematic situation is sketched in Fig. 2.1. An incoming lepton with four-momentum
k = (E,~k) scatters off a hadron with initial momentum P = (EP , ~P ) which results in a scattered
lepton of momentum k′ = (E′, ~k′) and a hadronic final state carrying collective momentum P ′.
The scattering is mediated by exchange of one electro-weak gauge boson which carries momentum
q = k − k′. Obviously, the momenta of the initial state hadron and of the initial and final state
lepton are on their respective mass shells, k2 = m2` and k
′2 = m2`′ and P
2 = M2, where m`(`′) is
the mass of the incoming (outgoing) lepton and M is that of the initial state hadron. Since the
momentum P ′ describes a collection of particles, there is no on-shell condition for this momentum
and we denote its invariant hadronic mass by W 2 = P ′2.
Several useful kinematic variables can be defined in a Lorentz-invariant way, which however
take physically intuitive forms in certain reference frames. For two-particle scattering, the Man-
delstam variable s, defined as
s = (P + k)2 , (2.1)
characterises the initial state and reduces to the square of the total energy in the centre-of-
momentum frame. Since the gauge boson is exchanged in the t-channel, it has space-like mo-
mentum and its squared four-momentum q2 is negative. Therefore, it is common practice to
define
Q2 = −q2 = −(k − k′)2 (2.2)
and to call this quantity the virtuality of the gauge boson. The name reflects the fact that in the
case of photon exchange it measures how far off the mass shell (q2 = 0) the boson is. In Born
9
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Figure 2.1.: Sketch of the kinematic setup for deep-inelastic lepton-hadron scattering in Born
approximation: The upper line denotes the lepton, the wavy line represents the
electro-weak gauge boson and the lower line stands for the hadronic part of the
reaction.






W 2 +Q2 −M2
2M
(2.3)
such that in the rest frame of the hadron (target system) it becomes the energy transfer from
the leptons to the hadronic system, ν = ETS−E′TS. Furthermore, it proves to be useful to define


















W 2 +Q2 −M2
s−M2 −m2`
. (2.5)
In the target system, the inelasticity can be interpreted as the energy transfer from the lepton
to the hadron system relative to the energy of the incoming lepton, y = (ETS − E′TS)/ETS.
The scattering process is called deep-inelastic if the virtuality Q2 and the invariant mass of
the final state W 2 are sufficiently large. For nucleon (i.e. proton or neutron) targets a reasonable
requirement is Q2 ≥ 4 GeV2 and W 2 ≥ 4 GeV2 [272]. Below these limits there are significant
contributions from nucleon resonances, while above them the continuum contribution dominates.
This continuum contribution is the matter of interest in DIS experiments, since it contains
information about the internal structure of the hadron. For the discussions in this thesis, we
neglect the masses of the leptons m` = 0 and drop terms of order M2/Q2. The latter are called
target mass corrections and can become important at low values of Q2 and large values of x
[273–277]. Moreover, we will specialise the discussion to the case of nucleons in the initial state.
Both the leptons and the nucleons are spin 1/2 particles. The nucleon spin is described by the
spin four-vector S, which we normalise as S2 = −M2. It fulfils P.S = 0 and can be decomposed
into a longitudinal and transverse component with respect to the beam axis. In the nucleon rest
frame the components take a particularly simple form if we align the z-axis with the beam axis,
SL = M(0, 0, 0, 1) , ST = M(0, cos(β), sin(β), 0) , (2.6)
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where β is the angle of the nucleon spin direction in the plane transverse to the beam axis.
For unpolarised scattering, there are three independent variables necessary to describe the
kinematics of the scattering process. One variable describes the initial state for which we can
choose for example the Mandelstam variable s. The two other variables, such as x and Q2,
characterise the final state configuration. If we describe scattering of polarised particles additional
angular variables are necessary to describe the orientation of the spins.
The physical region of phase space is determined by a number of constraints. The total
energy must account for at least the mass of the initial state nucleon, s ≥ M2. Baryon number
conservation requires at least one baryon in the final state which leads to W 2 ≥ m2p, where mp is
the proton mass, since the proton is the lightest baryon. Moreover, for vanishing lepton masses,
the virtuality must be non-negative, Q2 ≥ 0, as must be the energy transfer to the hadronic
system, ν ≥ 0. Then we deduce from Eq. (2.5) that 0 ≤ y ≤ 1. The limit y → 0 requires
the energy transfer to the hadronic system ν to vanish, which corresponds to exact forward
scattering. Considering proton scattering, we use




to show that 0 ≤ x ≤ 1. The elastic situation, where W 2 = m2p, corresponds to the limit x→ 1.
Since at most three kinematic variables can be independent, there are of course relations between
the above invariants. A particularly useful one is
Q2 = xy(s−M2) ≈ xys . (2.8)
This allows to estimate the lowest attainable value of x for a given virtuality. In particular, we





2.2. Cross section and structure functions
The calculations presented in this thesis concern the QCD corrections from massive quarks
to inclusive deep-inelastic lepton-nucleon scattering. In particular, the results will be applied
to three situations: Unpolarised scattering mediated by photons, photon-mediated polarised
scattering and unpolarised scattering mediated by charged currents (W± bosons). Therefore,
we discuss the cross-sections which are relevant for these three cases and suppress contributions
from weak neutral currents for brevity.
The matrix element for inclusive lepton-hadron scattering in the Born approximation of electro-
weak theory reads [75, 76]





∣∣Jµi (0)∣∣P, S〉 , (2.10)
where u and u¯ are the Dirac spinors describing the initial and final state leptons with helicities λ
and λ′, respectively. We denote the electromagnetic unit of charge by e and the Dirac matrices
by γµ and γ5, cf. also Appendix A. The nucleon initial state with momentum P and spin S
has the state vector |P, S〉 and the hadronic final state is described by |P ′〉. Depending on the
gauge boson that mediates the scattering, indicated by the index i, the vector coupling gV,i, the
axial-vector coupling gA,i and the propagator factor Di(q2) take different values. For photons we
get
gV,γ = 1 , gA,γ = 0 , Dγ(q
2) = q2 , (2.11)
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while for W bosons they are
gV,W± = 1 , gA,W± = −1 , DW±(q2) = 2
√
2 sin θW(q
2 −M2W ) , (2.12)
where MW is the mass of the W boson and θW is the weak mixing angle. The current operator
Jµi (0) is the electromagnetic (i = γ) or the weak charged current (i = W
±). The former is





In order to obtain the differential cross section for inclusive scattering, we have to insert the
squared matrix element into the cross section, sum over all allowed hadronic final states and
integrate over their respective phase space. The form of the matrix element Eq. (2.10) allows us
to decompose the cross section into a leptonic tensor Lµν and a hadronic tensor Wµν . First, we












Here α = e2/(4pi) denotes the electromagnetic fine structure constant. If the polarisation of the
final state lepton is not observed, we have to sum over its helicity states λ′. For unpolarised
scattering, we also average over the spins of the initial state lepton and the nucleon, after which
the integration over the azimuthal angle φ of the scattered lepton becomes trivial. The normal-
isation constants ηi(Q2) absorb the propagator factors and allow for a uniform notation across
the different channels. They read
ηγ(Q






















The leptonic tensor with all polarisation information is then given by
Liµν =
[
u¯(k′, λ′)γµ(gV,i + gA,iγ5)u(k, λ)
]† [
u¯(k′, λ′)γν(gV,i + gA,iγ5)u(k, λ)
]
, (2.17)

















The same expression arises both for leptons and anti-leptons in the initial state. Keeping the
polarisation information of the initial state lepton, but summing over the final state lepton















Finally, we give the expression for unpolarised charged current scattering, in which we average





















2.2. Cross section and structure functions
The hadronic tensor, on the other hand, contains the matrix element of the current operator
between hadronic initial and final states. Since we have to sum or integrate over all unobserved
degrees of freedom of the hadronic final state and since we sum over all allowed final states,
we can use the completeness of states together with the positivity of the energy to write the
hadronic tensor as a commutator of the currents between nucleon states,




d4z eiq.z 〈P, S|[J i†µ (z), J iν(0)]|P, S〉 . (2.21)
A similar expression, where the current commutator is replaced by a time-ordered product, arises
as the amplitude for Compton scattering of virtual photon with a nucleon for forward kinematics,
T iµν(P, S, q) = i
∫
d4z eiq.z 〈P, S|T[J i†µ (z)J iν(0)]|P, S〉 , (2.22)
where T[. . . ] is the time ordered product of its arguments. In fact, the two tensors are related
by the optical theorem, see e.g. [75],
W iµν(P, S, q) =
1
2pi
ImT iµν(P, S, q) . (2.23)
At times, it is more convenient to deal with a time ordered product rather than the commutator of
currents. By using translation invariance, one can also show that the crossing operation q → −q,
µ↔ ν, which interchanges the initial and final state leptons, yields T γµν(P, S,−q) = T γµν(P, S, q)
for the electromagnetic case, i.e. the amplitude is even under this operation. However, in the
charged current case, the crossing operation acts on the Compton amplitude as TW±νµ (P, S,−q) =
TW
∓
µν (P, S, q). In order to discuss objects with even or odd behaviour under crossing, it is useful








which behave like TW+±W−µν (P, S,−q) = ±TW
+±W−
µν (P, S,−q).
A direct evaluation of the hadronic tensor is not possible because of the strongly interacting,
composite nucleon states. Nevertheless, we can parametrise it, using what is commonly known
as structure functions, by making an ansatz using all possible Lorentz structures and imposing
symmetry principles and conservation laws, see e.g. [272, 282]. In general, 14 independent struc-
ture functions are required to describe the hadronic tensor [276, 280] but under the assumptions
made here, only five structure functions appear,








































We choose to use the structure function FL(x,Q2). An alternative choice would be to use
F1(x,Q







By contracting the hadronic and leptonic tensors and averaging over the initial state spins, we


































































FW++W−2 =FW+2 +FW−2 , FW+−W−2 =FW+2 −FW−2 , (2.32)
FW++W−L =FW+L +FW−L , FW+−W−L =FW+L −FW−L , (2.33)






whichexactlyswapsFW ++W3 andFW +−W3 .
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2.3. DIS in the parton model
The fact that we cannot evaluate the hadronic tensor directly has led us to parametrise it in terms
of structure functions. These depend on two kinematic variables, like ν and Q2 and describe
the behaviour of the cross section beyond what is expected for point-like scattering centres.
For smooth, extended objects, the structure functions are expected to fall rapidly, which was
confirmed for protons in quasi-elastic scattering experiments at SLAC [12].
Bjorken investigated the hadronic tensor using current algebra, which assumes commutation
rules for the currents based on the commutation rules of free fields. From this analysis he
predicted [20] that the structure functions become independent of Q2 in the Bjorken limit where
we take Q2 →∞ and ν →∞ while keeping the ratio Q2/ν fixed. This property became known
as scaling and suggested using the dimensionless ratio x = Q2/2Mν to describe the structure
functions in the Bjorken limit. The absence of an absolute length scale in the structure functions
hints towards scattering off point-like particles: Increasing the spatial resolution of the probe by
increasing the virtuality Q2 does not lead to a different scattering behaviour for point-like objects,
except for trivial kinematic dependence. The scaling behaviour was confirmed approximately in
the deep-inelastic region by experiments at SLAC [13–16] for the range of Q2 accessible at that
time.
The parton model, put forward by Feynman [21–23], allowed to explain the observed behaviour.
In this model, the proton consists of several point-like particles, called partons. The leptons
scatter off the proton by exchanging photons with the partons. Since the photon is highly
virtual, the time scale of interaction for the photon is assumed to be very short compared to the
time scale on which the partons interact with each other. Thus, the photon effectively probes
a proton with “frozen” internal interactions, which leads to elastic scattering off one individual
parton. The cross section for lepton-proton scattering is then given by an incoherent sum over
the individual electron-parton cross sections, weighted by the probability to find a parton with











|Mq|22piδ(p′2 −m2) , (2.35)










where p and p′ are the initial and final state momenta of the partons. The initial state momentum
of the parton is related to the momentum of the proton by p = ξP . This is based on the
assumption that the partons are collinear to the proton, i.e. that transverse momenta can be
neglected, and leads to the collinear parton model. The sum over q extends over all parton
species found in the proton, eq is the electromagnetic charge of the parton and fq(ξ) describes
the number density of partons of type q with momentum fraction ξ inside the proton. The
δ-distribution enforces the on-shell condition of the final state parton where m is its mass. For
massless partons the δ-distribution enforces ξ = x. Contracting the hadronic tensor in Eq. (2.35)












1 + (1− y)2] . (2.37)
The index q runs over all active quark and anti-quark species. A comparison with Eq. (2.27)
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2) = 0 . (2.39)
We see two key predictions of the parton model in this result: The structure functions are
independent of Q2 and the longitudinal structure function vanishes. The latter is known as the
Callan-Gross relation [24] and implies F2(x,Q2) = 2xF1(x,Q2) for spin-12 quarks and anti-quarks.
2.4. Quantum chromodynamics and the light-cone expansion
By construction Feynman’s parton model does not make any statements about the interactions
between the partons, except for requiring that the partons are non-interacting at very high energy
scales. In Quantum Chromodynamics (QCD) the binding force is mediated by gluons [45, 64,
65] and the partons are identified with quarks and gluons. Over the course of the years since its
inception, QCD has been repeatedly and successfully tested and is by now the established theory
of strong interactions. Its application to DIS yields a good description of the scattering processes
also beyond leading order. The results can be interpreted in the parton picture by extending the
parton model to the QCD-improved parton model. Therefore, we review some basic facts about
QCD and its application to DIS to the extent necessary for the remaining chapters. A more
in-depth treatment can be found in many reviews and textbooks, see e.g. [75, 76, 272, 283, 284].
QCD is a gauge theory, i.e. a theory which is invariant under local symmetry transformations.
In the case of QCD the underlying symmetry group is SU(3)colour, which is to say that the colour
degrees of freedom of the quarks can be transformed locally without changing the theory if a
corresponding change is made to the gluon fields. The gluons then mediate a force between all
coloured objects. Since SU(3) is a non-abelian group, additional terms arise which correspond
to interactions of gluons among themselves. This is a characteristic feature of non-abelian gauge



















a) + (∂µω¯a) [δab∂
µ − gsfabcBµc ]ωb , (2.40)
where the gluon field strength tensor Gµνa is given by
Gµνa = ∂
µBνa − ∂νBµa + gsfabcBµb Bνc (2.41)
in terms of the gluon field Bµa . The indices a, b, c are in the adjoint representation of the colour
algebra and the Dirac spinors ψq, representing the quark fields of flavour q with mass mq,
transform as colour triplets in the fundamental representation. The ta are the generators of the
colour algebra which fulfil commutation relations determined by the structure constants fabc
[ta, tb] = ifabctc . (2.42)












2.4. Quantum chromodynamics and the light-cone expansion
The first line of Eq. (2.40) corresponds to the classical Lagrangian, while the quantisation pro-
cedure introduced by Faddeev and Popov [49] requires the introduction of ghost fields ω¯ and ω
as well as a gauge fixing term. We choose to work in the covariant Lorentz gauges, which depend









which takes a particularly simple form for ξ = 0 (Fermi-Feynman gauge). This gauge is economic,
especially for higher order calculations, due to the reduced number of terms that each propagator
introduces. Therefore, we will work in this gauge for the remainder of this thesis.
After quantisation, QCD requires renormalisation to remove divergences which arise in the
ultraviolet (UV) limit. It was shown by ’t Hooft and Veltman [50–53] that it is indeed pos-
sible to absorb the infinities into suitable redefinitions of fields, masses and coupling constants.
Through this procedure the coupling constant acquires a scale dependence, which is described
by the renormalisation group equation. A renormalisation group analysis by Politzer, Gross and
Wilczek [61, 62], cf. also [63], revealed that the QCD coupling constant vanishes towards infinite
momentum scales at lowest order in the coupling constant. This property is called asymptotic
freedom and gives a justification for the assumption of the parton model that the partons behave
essentially like free particles for very high momentum transfer. Nevertheless, the theory becomes
strongly interacting at low scales, which precludes a naive application of perturbation theory.
One first has to separate the contribution at high scales, which can be treated perturbatively,
from those at low scales, which are intrinsically non-perturbative.
For the purposes of deep-inelastic scattering, this task is accomplished by the operator product
expansion, proposed by Wilson and others [68–70, 72–74]. It was originally formulated to express
products of local operators in the limit of short distances. Products of local operators are usually
highly singular in this limit. The operator product expansion allows to express them as a series
of regular, local operators and coefficient functions, called Wilson coefficients, which carry the
singularities. The product of current operators in the hadronic tensor of Eq. (2.21), however,
requires a slightly different expansion. It can be shown that the hadronic tensor is dominated
by contributions from light-like separations of the currents, z2 ≈ 0.
The concept of the operator product expansion at short distances was generalised to light-like
distances and is then called light-cone expansion [71, 77, 78]. The light-cone expansion can be
applied most conveniently to the virtual forward amplitude for Compton scattering, which is
related to the hadronic tensor via the optical theorem, see Eq. (2.23). It has the general form












written here for scalar currents. Here the local operators Oµ1...µNi,τ (z
2, µ2F) are regular in the limit
z2 → 0, while the Wilson coefficients C¯Ni,τ (z2, µ2F) are c-number functions which carry the singu-
larities of the time ordered product in the limit z2 → 0. The scale µ2F is the factorisation scale at
which the operator product expansion is defined: If we include composite operators in a theory,
these develop additional UV singularities which are not removed by the renormalisation of the
masses, couplings and fields of the theory. Thus, we need to introduce an additional renormal-
isation of the composite operators in order to render them finite, cf. e.g. [285]. Therefore, the
renormalised operators are scale dependent and in order to write down the light-cone expansion,
we have to fix a scale µ2F for the renormalised operators at which we define the expansion. In
addition, the renormalisation of QCD introduces another scale µ2R at which the renormalisation
procedure is defined. If we choose to regularise the UV divergences by continuing the number of
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dimensions to D = 4 + ε, as we will do, another scale µ2D arises from the requirement that the
coupling constant should remain dimensionless. In general, these are three separate scales which
have to be treated independently. However, we will identify these three scales in the following,





The sum in Eq. (2.45) extends over all operators which are compatible with the quantum
numbers of the operator product on the left-hand side. The index i addresses the different sets
of allowed operators, which are distinguished for example by their flavour symmetries and fields
involved. Moreover, the operators differ by their spin N , i.e. their transformation properties
under the Lorentz group, which ranges up to infinity in the sum. Finally, it is possible to define
the twist τ of an operator O as the difference of its canonical mass dimension dO and its spin,
[79],
τ = dO −N . (2.46)
It determines the degree of divergence of the coefficients functions, as can be seen from dimen-
sional analysis: Suppose that the two current operators have mass dimension dJ . Since the mass
dimension of the operators is dO and that of the vectors zµi is −N , the coefficient functions must








in the limit z2 → 0. Strictly speaking, this is only true for free field theory, but due to asymptotic
freedom of QCD, the scaling dimensions of the operators receive only logarithmic corrections.
This implies that the dominant, i.e. most singular, contributions arise from the operators of lowest
twist. Taking only the most singular terms into account is called the leading twist approximation.
It can be shown that the results of the leading twist approximation agree with the QCD-improved
parton model [272, 283, 284]. If we insert the light-cone expansion into the Compton amplitude,
only the local operators act on the nucleon states. These hadronic operator matrix elements
contain the non-perturbative information about the low scale behaviour of the product. The
coefficient functions on the other hand express the behaviour at high scales. Due to asymptotic
freedom of QCD, they can be calculated in perturbation theory.
To discuss the application of the light-cone expansion to DIS, we first need to specify the













ψ¯iVijγµ(1− γ5)ψj , (2.49)
where the ei denote the charges of the quarks and the Vij are the Cabibbo-Kobayashi-Maskawa
(CKM) matrix elements [286, 287]. For the charged current, we give its form for four active
flavours u, d, s, c. The light-cone expansion for the time-ordered product of two electromagnetic






































2.4. Quantum chromodynamics and the light-cone expansion













ψ¯γµ1Dµ2 . . . DµNψ









− trace terms , (2.53)
where S indicates a symmetrisation of the Lorentz indices µ1, . . . , µN and Tr is the trace in the
fundamental representation of the colour algebra. The spinors ψ are the quark fields, Gaµν is
the gluon field strength tensor and Dµ denotes the gauge-covariant derivative. The non-singlet
operator, marked by the superscript NS, transforms in the adjoint representation of the flavour
group SU(NF ) through the group’s generator λr, while the other two operators are singlets under
the flavour group, indicated by the superscript S. The subscripts q and g refer to the quark and
gluon operators, respectively. The trace terms ensure that the operators have a definite spin N
under Lorentz transformations, which requires the operators to be traceless, symmetric tensors.













ψ¯γ5γµ1Dµ2 . . . DµNψ










− trace terms . (2.56)
Calculating the hadronic matrix elements of these operators yields
〈P |Oµ1...µNi (0, µ2)|P 〉 = Ai(N,µ2)Pµ1 . . . PµN + trace terms . (2.57)




















































The sum is only convergent for x > 1, which is outside the physical region for DIS, given by
0 ≤ x ≤ 1. We can however, analytically continue the above result to the physical region using
dispersion relations. Employing furthermore the optical theorem, we arrive at expressions for





































where we sum over the singlet and non-singlet quark operators as well as the gluon operator.
These integrals have the form of a particular integral transformation:
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which is also called the Mellin transformation of f . When we speak of Mellin moments, we
usually take N as integer, but of course the definition can be extended to complex N as long
as the integral converges. Moreover, we can define the Mellin convolution of two functions f(x)
and g(x) as






dz2 δ(x− z1z2)f(z1)g(z2) . (2.63)
It is diagonalised by the Mellin transformation, i.e. the Mellin transformation of f ⊗ g is the
product of the Mellin moments of f and g,
M[f ⊗ g](N) = M[f ](N) M[g](N) . (2.64)






ds x−s M[f ](s) . (2.65)
The integration contour is parallel to the imaginary axis and c ∈ R is chosen in such a way,
that the contour lies to the right of all singularities of M[f ](s). The application of this inversion
requires M[f ](N) to be defined for complex N . If the Mellin moments of a function f(x) are
known for all integers N , Carlson’s theorem [289, 290] guarantees the uniqueness of an analytic
continuation within a certain class of functions.2 It is enough to know either the even or odd
moments of the function to construct an analytic continuation from those moments.
The form of Eqs. (2.59) to (2.61) indicates that the structure functions are Mellin convolutions
of two functions. This interpretation is compatible with the form of the structure functions in
the parton model, cf. Section 2.3. We are led to the QCD-improved parton model, if we identify
the hadronic operator matrix elements Ai(N) with the Mellin moments of parton distribution
functions and the Wilson coefficients Ci(N) with the Mellin transformations of coefficient func-
tions Ci(x). Since the operator matrix elements depend on a factorisation scale µ2, also the
PDFs in the QCD-improved parton model become scheme- and scale-dependent quantities. As
such they loose their direct probabilistic interpretation beyond leading order. They have to be
interpreted as scheme dependent quantities, in a similar way as, for example, coupling constants.
The light-cone expansion itself is an operator identity and is valid independently of the states
on which the operators act. Therefore, the Wilson coefficients are independent of the states as
well and can be obtained by choosing particularly convenient states, such as single quark or gluon
states, and calculating both the left- and right-hand sides of the expansion. This calculation can
be carried out perturbatively, if we choose very high scales µ2 at which the coupling constant
is small due to asymptotic freedom. Since physical observables cannot depend on the arbitrary
factorisation scale µ2, we can derive renormalisation group equations which allow to translate
these results to other scales. After applying the light-cone expansion, the process dependence is
carried by the Wilson coefficients, while the dependence on the external states is contained in
the operator matrix elements or equivalently in the PDFs. The PDFs are universal in the sense
that they are process-independent and once they are known, they can be used for describing the
nucleon structure in different scattering processes involving nucleons.
2See [261] for a precise statement of the theorem and a discussion of the application to the present case.
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Starting from PDFs for each quark flavour k, denoted by fk(x, µ2), and corresponding anti-
quark distributions f¯k(x, µ2), as well as a gluon PDF G(x, µ2), we can define PDF combinations
whose moments can be identified with operator matrix elements, based on their flavour sym-
metries. The gluon PDF can be readily identified with the gluon operator. The singlet quark










and the non-singlet PDF combination
∆k(x, µ
2) = fk(x, µ





corresponds to the non-singlet operator. Here NF denotes the number of light flavours.

































where i ∈ {2, L} and the first index of the Wilson coefficients indicates whether the contributing
processes are initiated by a quark (q) or a gluon (g). A corresponding expression in N space
is obtained by applying the Mellin transformation to both sides, which expresses all quantities
by their moments and turns the convolutions into simple products. To simplify the notation
we will use the same symbols for the Wilson coefficients, PDFs, etc. in x- and N space and
distinguish both representations just by their argument. Since all diagrams which contribute to
the non-singlet Wilson coefficient also contribute to the quark singlet coefficient, it is convenient






Inserting this into Eq. (2.68) yields a very similar expression, in which the non-singlet Wilson
coefficient multiplies the PDF combination fk(x, µ2) + f¯k(x, µ2) instead of ∆k(x, µ2). In the
remainder of this thesis, we will frequently make use of this decomposition since it simplifies the
organisation of the calculations from a diagrammatic point of view: Diagrams belong either to
the non-singlet or pure-singlet part and do not have to be considered more than once. Because
of this convention and in accordance with earlier literature [201, 202], we will sometimes refer
to the combination fk(x, µ2) + f¯k(x, µ2) as a non-singlet PDF combination, even if it is not a
non-singlet quantity in the sense of the evolution equations, to be discussed below.
Since the calculation of the Wilson coefficients involves massless particles, infrared divergences
appear in limits where massless particles become collinear or soft. The soft singularities cancel
between real and virtual corrections due to the inclusiveness of the structure functions. Further-
more, the Kinoshita-Lee-Nauenberg theorem [291, 292] asserts that collinear singularities of the
final state cancel, but since the twist-2 approximation implies that we only take a single parton
as initial states into account, the collinear singularities of the initial state remain. They factor-
ise and can be absorbed into a redefinition of the PDFs. To this end, we introduce transition
functions Γij which contain precisely the collinear singularities of the Wilson coefficients. The
singularities of the bare Wilson coefficients Cba,i are cancelled by the transition functions so that
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a,jΓji are finite. Analogously, the bare PDFs f
b
k
are renormalised by the inverse transition functions. For only massless partons, the factorisation




























For QCD with massless quarks, the transition functions are given by the inverse of the operator
renormalisation constants Γij = Z−1ij and the collinear singularities of the coefficient functions
correspond to the UV divergences of the operators. A similar factorisation will play an important
role for the case of NF massless and a single massive quark in the asymptotic region where
Q2  m2, which we will discuss in the next section.
The dependence of the Wilson coefficients and PDFs on the factorisation scale µ2 is a remnant
of the fact that we have to choose a scale for the renormalised operators in terms of which we
define the light-cone expansion. Taking all orders of perturbation theory into account, the de-
pendence on this scale has to cancel in physical observables like the structure functions. Together
with the renormalisation group equations for the operators this allows to derive renormalisation
group equations for the structure functions and Wilson coefficients.








2) , i ∈ {q, g} , (2.73)
where a sum over j ∈ {q, g} is implied in the second line and the superscript R marks the
renormalised operators. The non-singlet operators do not mix under renormalisation so that
their renormalisation constants are scalar. In fact, they are also independent of the adjoint
flavour index r, see e.g. [76, 131]. However, the singlet quark and gluon operators do mix
under renormalisation since they carry the same quantum numbers. Thus, their renormalisation















Starting from the scale independence of the bare operators, we can derive evolution equations for


























At the level of twist-2 operators, the anomalous dimensions are related to the Mellin transform-
ations of the splitting functions Pij(z), which describe the collinear emission of a parton of type
i with momentum fraction z from a parton of type j. The relation is given by [71, 80, 81, 90–93]
γij(N) = −M[Pij ](N) . (2.78)
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The renormalisation group equations of the moments of the PDFs correspond to the DGLAP
evolution equations in x space [96–98].
To shorten the notation, we define the total derivative with respect to the scale µ2 as [86, 87]









where we made use of the β-function of the strong coupling constant and the mass anomalous














The independence of the structure functions from the factorisation scale then yields a renormal-
isation group equation for it,
D(µ2)Fi(x,Q2) = 0 . (2.82)
Upon combining this with the factorised form of Fi(x,Q2) in Eq. (2.68) and the evolution equa-
































Note that the anomalous dimension matrix in Eq. (2.84) is transposed compared to Eq. (2.77)
and that the sign on the right hand side of the evolution equations for the Wilson coefficients is
opposite to the sign in the corresponding equations for the PDFs.
The perturbative expansions of the anomalous dimensions γij are known at leading order since
the early days of QCD [67, 80, 81, 96]. Also their NLO [104, 107–118] and NNLO [130–136] terms
are known. The corresponding Wilson coefficients for unpolarised scattering by photon-exchange
with only massless quarks were obtained at 1-loop [104, 105], 2-loop [118–128] and 3-loop order
[137, 138]. Similar discussions as above can of course be given for polarised scattering, where the
anomalous dimensions of the operators in Eqs. (2.54) to (2.56) were calculated in [96, 155, 156]
to LO and to NLO in [157–159]. Finally, also the NNLO results are available in the literature
[160, 161].
If we calculate the Wilson coefficients for a fixed factorisation scale µ2, the expressions will
depend on the scale ratio Q2/µ2 through powers of logarithms of the form lnl(Q2/µ2), where l ∈ N.



























where the subscripts i and a indicates the initial parton and the structure function respectively.
At each order of the perturbative expansion, the logarithmic coefficients c(k,l)i,a are completely
determined by the renormalisation group equations. The anomalous dimensions, β-function













inserting all this into the renormalisation group equations of the Wilson coefficients, Eqs. (2.83)
and (2.84), and comparing coefficients in as and ln(Q2/µ2), we can derive expressions for c
(k,l)
i,a .
Explicit expressions up to O(a3s) can be found in [293]. We will make use of this in the upcoming
chapters, as presentations of results in the literature often omit these terms altogether through
the scale choice µ2 = Q2, precisely because they can be reconstructed using the renormalisation
group equations.
2.5. Heavy flavour contributions
So far, we have mainly discussed contributions to deep-inelastic scattering in a theory with only
massless quarks. This is certainly justified for the u, d and s quarks. Their current masses [37]
mu ≈ 2 MeV , md ≈ 5 MeV , ms ≈ 100 MeV , (2.87)
are below the QCD scale ΛQCD ∝ 200− 300 MeV and are therefore produced non-perturbatively.
We can assign generic PDFs to these quarks which describe their non-perturbative features and
treat them as massless in perturbative calculations. The other three quarks of the Standard
Model, the c, b and t quarks, on the other hand, have pole masses of [37]
mc = (1.67± 0.07) GeV , mb = (4.78± 0.06) GeV , mt = (174.6± 1.9) GeV , (2.88)
respectively, which are much larger than the QCD scale. Therefore, these quarks are produced
radiatively and assigning a generic PDF to them is not justified.
In all DIS experiments carried out so far, the energy was never large enough for top quark pair
production. Though kinematically possible at HERA, single top quark production [294–297] was
not observed there [298, 299], cf. also [300].
Charm and bottom quarks, however, contribute both as final state particles and in virtual
corrections. Due to confinement, the real production of charm and bottom quarks must yield
hadrons with charm or bottom content. For the charm quark, these are in particular D mesons,
where a charm (or anti-charm) quark is combined with a light quark, and the cc¯ resonances, of
which the J/Ψ meson is the lightest. Especially at low values of x the contributions from heavy
quarks to the structure functions can be substantial. A precise knowledge of the heavy flavour
corrections is therefore important for precision analyses of the DIS world data. This concerns
the determination of the QCD scale ΛQCD, the heavy quark masses and the PDFs.
The calculations discussed in this thesis are applicable to the inclusive structure functions.
Their heavy quark contributions are defined as the structure functions for both massless and
massive quarks minus the contributions from just the massless quarks. We will first discuss the
case of a fixed flavour number scheme (FFNS) with NF massless quarks, which are assumed to be
constituents of the nucleon and described by a generic PDF, and a single massive quark, which is
produced only through perturbative processes. In the next section we will also consider a variable
flavour number scheme (VFNS), where the number of light flavours is adapted depending on the
scale of the process considered. A plausible choice at HERA is to treat the up, down and strange
quarks as light (NF = 3) and the charm quark as the heavy quark. The bottom quark is heavier
than the charm quark by about a factor three. Up to O(a2s), the bottom quark can be included
into the FFNS with NF = 3 by just adding the heavy flavour contributions with the charm
quark mass replaced by that of the bottom quark. Starting at O(a3s), however, diagrams with
two separate heavy quark lines arise. Such diagrams depend on the ratio of the masses m2c/m2b.
We confine our discussion to the case of a single heavy quark flavour and refer to [301, 302] for
the case of two distinct masses.
24
2.5. Heavy flavour contributions
In a FFNS with NF light quark flavours, we can split the inclusive structure functions into




2) = F l2(x,Q
2) + F h2 (x,Q
2) , (2.89)
where the light part F li (x,Q
2) is essentially given by Eq. (2.68) and the heavy part reads







































































⊗G(x, µ2, NF )
]}
. (2.90)
The argument NF + 1 of the heavy flavour Wilson coefficients has to be read symbolically in
that it refers to NF massless and a single massive flavour. We distinguish the Wilson coefficients
in which the photon couples to the light quark, denoted by L, from those where it couples to
the heavy quark, denoted by H. The former are multiplied by the charges ek of the light quarks
while the latter are multiplied by the heavy quark charge eQ. Analogous to the massless case,
cf. Eq. (2.69), we have split up the quarkonic singlet coefficient into a non-singlet (NS) and a
pure-singlet (PS) part. This split gives rise to the PDF combination fk(x, µ2) + f¯k(x, µ2) as
discussed before. For unpolarised photon-mediated scattering, there is no HNSq,2 since it would
require a heavy quark in the initial state, which contradicts our assumptions in the FFNS.
The lowest order contributions from heavy flavours arise from the virtual-photon-gluon fusion
process γ∗g → QQ¯, which is of order O(as) and contributes to the Wilson coefficient HSg,2.
The leading-order process was calculated using various methods in [181–185]. At O(a2s), besides
corrections to HSg,2, there are also non-vanishing contributions to the non-singlet and pure-singlet
Wilson coefficients LNSq,2 and HPSq,2 . In the relevant diagrams for the non-singlet coefficient LNSq,2
the photon couples to a massless quark line which is connected to a massless quark in the initial
state. The heavy quark appears either through pair production or virtual corrections. Diagrams
for HPSq,2 are initiated by massless quarks as well, but the photon couples directly to a heavy quark
line. The NLO expressions were given in [186–188] as semi-numerical computer programs due to
the complexity of the phase space integrals for certain subprocesses.3 In the inclusive description




due to self-energy corrections from heavy quarks, but the first non-




onwards since three separate fermion lines have to be present in diagrams contributing here: The
external quark is massless, the photon couples to a separate massless quark line and at the same
time a massive quark has to be present.
Even though the NLO results could only be obtained in semi-numerical form for general
kinematic configurations, it has been shown in [202] that analytic expressions can be obtained
3An implementation in Mellin space was given in [200].
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in the asymptotic limit Q2  m2. In this limit the inclusive Wilson coefficients factorise into
the massless Wilson coefficients Ci,a and massive operator matrix elements (OMEs) Aij . The
factorisation holds up to power corrections which are suppressed by powers of m2/Q2. As long as
such power corrections can be neglected, the asymptotic form of the Wilson coefficients describes
the heavy flavour contributions to the structure functions. However, it is important to stress
that the factorisation holds only for the inclusive structure functions where heavy quarks enter
both as real particles in the final state and as virtual corrections to the production of massless
partons. By comparing the asymptotic expressions to the exact results at NLO, it was shown in
[201] that the asymptotic representation of the structure function F2(x,Q2) holds for Q2/m2 & 10.
The factorisation of the longitudinal structure function FL(x,Q2) starts to be valid only at much
higher scales Q2/m2 & 800.
The heart of the factorisation is the observation that for large momentum transfer Q2 the
massive quark behaves essentially like a massless particle. The terms which are not power
suppressed in the limit Q2  m2 are those terms which form the mass singularities in the limit
m2 → 0. Similar to the case of light quarks discussed before, the soft singularities as well
as final state collinear singularities cancel due to the inclusiveness of the structure functions.
However, the collinear singularities of the initial state remain but factorise. By absorbing the
additional singularities from the heavy quark into the PDFs as well, we would arrive at a scheme
for NF + 1 massless quarks where we assign a PDF to the heavy quark in the massless limit.
This is called a zero-mass variable flavour number scheme and will be discussed in greater detail
in the next section. Instead of absorbing the collinear singularities into the PDFs, we can also
use the transition functions to reconstruct the asymptotic behaviour of the heavy flavour Wilson
coefficients [201, 202]. The transition functions of this factorisation are given by the massive
operator matrix elements AQj and Aij,Q which will be discussed below. The factorisation relation






























where we neglect power suppressed terms. For the singlet part the factorisation relations become
more complex due to operator mixing. Suppressing the dependence on N and the scale ratios
Q2/µ2 and m2/µ2 for brevity, one finds
CPSq,a(NF ) + L
PS
q,a(NF + 1) =
[
ANSqq,Q(NF + 1) +A
PS




×NF C˜PSq,a(NF + 1) +APSqq,Q(NF + 1)CNSq,a (NF + 1)
+Agq,Q(NF + 1)NF C˜
S
g,a(NF + 1) , (2.92)
CSg,a(NF ) + L
S





q,a (NF + 1)
+
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q,a(NF + 1) . (2.93)
Similarly, the factorisation relations for the Hi,a read

















g,a(NF + 1) , (2.94)
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HSg,a(NF + 1) = Agg,Q(NF + 1)C˜
S










The argument NF + 1 of the massive OMEs and heavy flavour Wilson coefficients refers to NF
massless and one massive flavour, while the arguments of the massless Wilson coefficients always
refer to the number of massless flavours only. In order to shorten the expressions, we make use








and for later use, we also define





The massive operator matrix elements appearing above are given by the local twist-2 light-
cone operators between massless, on-shell gluon or quark states, calculated in the theory with







(pµ1 . . . pµN + trace terms) = 〈j|Oµ1...µNi |j〉 , (2.98)
where the external state j can be either a gluon (g) or a quark (q) and the index i distinguishes
the operators. The loop corrections from purely massless diagrams vanish in dimensional regu-
larisation for p2 = 0 since these are scaleless integrals. Only the tree-level contributions from the
massless partons as well as higher order corrections involving massive quarks remain. After the
factorisation, all mass dependence is carried by the massive OMEs, except for power suppressed
terms.
In order to calculate the massive operator matrix elements Aij , we make use of the fact that
they are closely related to connected two-point Green’s functions with operator insertions. The
external gluon or massless quark states are on-shell (p2 = 0) and no momentum leaves or enters
through the operator. Since the Lorentz structure factorises from the Aij , cf. Eq. (2.98) and
[283], we contract the operators with the source term
Jµ1...µN = ∆µ1 . . .∆µN , (2.99)
where ∆ is an arbitrary light-like vector (∆2 = 0), so that all trace terms vanish. In addition,
we extract the spinors u(p, s) and polarisation vectors µ(p) of the external quarks or gluons,
thereby exposing the colour, Dirac and Lorentz tensor structure. We write
u¯k(p, s)Gˆ
NS,kl
q λrul(p, s) = Jµ1...µN 〈q, k|ONS,µ1...µNq,r |q, l〉Q , (2.100)
u¯k(p, s)Gˆ
kl
i ul(p, s) = Jµ1...µN 〈q, k|Oµ1...µNi |q, l〉Q , i ∈ {q, g,Q} , (2.101)
µ(p)Gˆabi,µν
ν(p) = Jµ1...µN 〈g, µ, a|Oµ1...µNi |g, ν, b〉Q , i ∈ {q, g,Q} , (2.102)
where k, l and a, b are indices in the fundamental and adjoint representation of the colour group,
respectively. The subscript Q denotes the presence of a heavy quark. Note, that even though the
external fields are extracted from Gˆi, self-energy contributions on external legs are still included.
The hat indicates that the relations are written at the unrenormalised level. Beyond leading
order, contributions to the singlet matrix elements with external gluon or quark states arise from
all three types of singlet operators – purely gluonic operators (i = g), operators involving light
quarks (i = q) and the heavy quark operators (i = Q).
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To extract the massive OMEs from the Green’s functions, we can define projectors which

















where Nc is the number of colours, which is of course Nc = 3 for QCD. Two different projectors



























The second variant of the gluonic projector eliminates unphysical polarisations of the external
gluons at the cost of more complicated integrals. The first projector, on the other hand, includes
these unphysical gluon polarisations in the sums over µ and ν, which have to be removed by
including additional diagrams with external ghost fields. Since the computational complexity is
lower for the latter approach, we use P (1),µνg,ab . In [203] the physical projector has been used for a
few low moments as a cross-check on the calculation.
The massive OMEs are then calculated using the projectors in Eqs. (2.103) and (2.104) and
the Feynman rules for QCD and the operator insertions, which are collected for convenience in










































































and in analogy to Eq. (2.69) we define a pure-singlet OME by
APSqq,Q = A
S
qq,Q −ANSqq,Q . (2.110)
2.6. Variable flavour number scheme
The factorisation of the heavy flavour Wilson coefficients described in the previous section is
based on the mass factorisation of the heavy quark for Q2 →∞. In this limit, the heavy quark
becomes effectively light and in the FFNS the logarithm of the scale ratio ln(Q2/m2) becomes
large. For large but not too large values of Q2, we can use the asymptotic form of the heavy
flavour Wilson coefficients to describe the structure functions. Here the heavy quark is treated
purely perturbatively and appears only through radiative corrections. At even larger virtualities
Q2, the logarithms will eventually become so large that they have to be resummed. For this
purpose, we can switch to a scheme in which the heavy quark is treated as an additional massless
quark and assign a PDF to it. In this (NF + 1)-flavour scheme, the heavy quark is treated as
completely massless and the scale evolution of its PDF is governed by the renormalisation group
equations of the theory with NF + 1 massless quarks. The connection between the two schemes
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is established by matching them at a certain scale µ2, where both descriptions are valid. We
call a (NF + 1)-flavour scheme obtained in this way a zero mass variable flavour number scheme
(ZMVFNS).
Several definitions of variable flavour number schemes exist in the literature [202, 303–305].
We will follow [202] for this discussion. The definition of [202] was extended to NNLO in [203].
In the ZMVFNS the massless (NF +1)-flavour structure functions are matched to the asymptotic
form of the FFNS structure functions, retaining only terms which are not power-suppressed by
powers of m2/Q2. Based on the factorisation relations Eqs. (2.91) to (2.95) the matching relations
for the PDFs become, [202, 203],
fk(NF + 1, N, µ
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G(NF , N, µ
2) , (2.111)
fQ(NF + 1, N, µ
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2) , (2.112)
















G(NF , N, µ
2) . (2.113)
The PDFs on the left-hand side refer to the (NF + 1)-flavour scheme, while the PDFs on the
right-hand side are the PDFs in the FFNS, depending on NF massless flavours. The PDF
combination fQ + f¯Q is the new PDF assigned to the heavy quark Q. Due to the appearance
of the massive OMEs Aij , the new PDFs depend on the heavy quark mass. By combining
Eqs. (2.111) and (2.112) we can write down the singlet and non-singlet PDF combinations,





































G(NF , N, µ
2) ,
(2.114)
∆k(NF + 1, N, µ
2,m2) = fk(NF + 1, N, µ




Σ(NF + 1, N, µ
2,m2) . (2.115)
When choosing the matching scale, we have to keep in mind that both descriptions have to be
valid at this scale. Therefore, the appropriate scale depends on the process under consideration,
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as was discussed for example in [306]. In particular, the description is bound to break down near
the heavy quark threshold: There it is no longer justified to treat the heavy quark as massless.
Thus, the ZMVFNS is only valid for Q2/m2  1. The FFNS with exact dependence on the heavy
quark mass, on the other hand, is well suited to describe the heavy flavour contributions near the
threshold. Its validity is bounded by the requirement that the size of the logarithms ln(Q2/m2)
should not spoil the perturbative convergence, i.e. as ln(Q2/m2) . 1. This suggests to combine the
ZMVFNS and the exact description in the FFNS into a general mass variable flavour number
scheme (GMVFNS) [202, 303–305, 307], which smoothly interpolates between both schemes.
One example is the BMSN scheme [202, 308] where the structure function is defined by
FBMSN2 (NF ) = F
exact
2 (NF ) + F
ZMVFNS
2 (NF + 1)− F asympt2 (NF ) . (2.116)
The exact mass dependence near threshold is captured by F exact2 (NF ), which depends on NF
massless quarks, while the massless description of the heavy quark is provided by FZMVFNS2 ,
which uses the massless Wilson coefficients for NF + 1 massless quarks along with the PDFs
defined above. In order to avoid double counting, the asymptotic form F asympt2 (NF ), which
discards power corrections, is subtracted. It has been shown in [308] that FBMSN2 (NF ) smoothly
interpolates between the threshold region and the asymptotic region.
The discussion so far implicitly assumed that only a single heavy quark needs to be decoupled.
If there is a strong hierarchy between the masses of heavy quarks, the matching procedure can
be iterated for each quark individually. However, for charm and bottom quarks the ratio of
masses ρ = m2c/m2b ∼ 0.1 requires careful assessment as to whether the hierarchy is sufficient for a
sequential decoupling. Starting from 3-loop order, the decoupling is complicated further by the
appearance of diagrams with two massive quarks with different masses, cf. [301, 302].
The massive OMEs which we calculate in this thesis enter the matching relations of the ZM-
VFNS, thereby contributing to its extension to NNLO.
2.7. Renormalisation of massive operator matrix elements
The calculation of the massive operator matrix elements involves both ultraviolet (UV) and
infrared (IR) divergent Feynman integrals, which have to be regularised. We use dimensional
regularisation [309–312], where we analytically continue the dimensionality of space-time to D
dimensions. The divergences show up as poles of the regularised integrals in a Laurent expansion
around ε = D − 4 and can be removed by renormalisation and mass factorisation.
Calculations within dimensional regularisation require to find generalisations for all objects
which depend on the dimension of space-time. Most obviously, the momentum integration must
be suitably generalised. For the calculations at hand, the first step is to perform a Wick rotation,
which leaves us with integrals over Euclidean momenta k that we continue to D dimensions. In








Γ(r +D/2)Γ(m− r −D/2)
Γ(D/2)Γ(m)
(R2)r−m+D/2 . (2.117)
This integral vanishes if R = 0, i.e. if there is no external scale, like masses or other momenta,
involved in the integral [285]. The Γ-functions Γ(z) [313, 314] arising on the right hand side are





converges and an analytic continuation in z is obtained from the functional equation
Γ(z + 1) = zΓ(z) . (2.119)
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As can be seen from the functional equation, the Γ-function has poles for z = 0,−1,−2, . . . . In
Eq. (2.117), these poles correspond exactly to the divergences of the momentum integrals for
ε = D− 4→ 0. Choosing a complex ε, the divergences show up as poles in the principal part of
the Laurent series of the Γ-functions. The Laurent series around negative integers can be inferred
from combining the functional equation with the expansion of the Γ-function around z = 1,







, |ε| < 1 , (2.120)







, 2 ≤ i ∈ N . (2.121)
Thus, by defining the momentum integration by Eq. (2.117), we regularise divergences from UV
and IR regions of the loop momenta as well as collinear divergences from collinear emission of
massless particles. Using dimensional regularisation has the advantage that it keeps Lorentz and
gauge invariance of the integrals intact.
Besides the momentum integration, we have to treat also the Lorentz contractions and the
Clifford algebra of Dirac matrices in D dimensions. The corresponding relations are collected in
Appendix A. A problem arises in the generalisation of γ5 since it is an inherently four dimensional






where the Levi-Civita symbol is contracted in D dimensions according to
εαβγδεµνρσ =
∣∣∣∣∣∣∣∣
gαµ gαν gαρ gασ
gβµ gβν gβρ gβσ
gγµ gγν gγρ gγσ
gδµ gδν gδρ gδσ
∣∣∣∣∣∣∣∣ . (2.123)
In general, the prescription described above violates the Ward identity of the axial current and
requires a finite renormalisation of the axial current to restore this Ward identity [129, 319].
However, in this thesis we will only discuss the non-singlet contributions to the polarised and
charged-current Wilson coefficients. The non-singlet OME can be calculated using an anti-
commuting γ5 due to a Ward-Takahashi identity [320, 321] which we will discuss in Section 4.1.
In dimensional regularisation the unrenormalisedD-dimensional coupling constant gˆs,D aquires
a mass dimension, to ensure that the action remains dimension-less. We can make this explicit
by defining a dimensionless coupling gˆs and introducing an arbitrary mass scale µD,
gˆs,D = µ
−ε/2
D gˆs . (2.124)
As mentioned above, we identify this scale with the factorisation and renormalisation scales and
write only µ, dropping the subscript D.
Once the divergences are made explicit via regularisation, they can be removed consistently
via renormalisation and mass factorisation, such that afterwards the limit ε → 0 can be taken.
Dimensional regularisation allows for a convenient renormalisation scheme, called minimal sub-
traction (MS) scheme [322], in which only the pole terms of the Laurent expansion are absorbed
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into the renormalisation constants. A slight modification simplifies expressions even more: Each







where γE is the Euler-Mascheroni constant. It arises from the Γ-functions in Eq. (2.117) and
the normalisation of the measure of integration, together with the relation Eq. (2.120). In the
MS scheme, Sε is simply expanded, which introduces the constants γE and ln(4pi) into the
results. Since this factor arises purely from the regularisation prescription, we can define the
renormalisation scheme such that Sε is absorbed into the renormalisation constants at each order,
thereby eliminating γE and ln(4pi) from the results altogether. This scheme is called the modified
minimal subtraction (MS) scheme [105] and we will frequently employ it.
A renormalisation procedure for massive operator matrix elements was worked out up to
O(a3s) in [193, 203]. We briefly summarise the steps involved following the presentations in
[193, 199, 203]. As the starting point we use the unrenormalised OMEs obtained from the
connected Green’s functions as defined in Eqs. (2.100) to (2.102). Note that only the external
fields are removed but the self-energy corrections on external legs are still present. Since we work
in dimensional regularisation and we have massless, on-shell external particles, all self-energy
corrections involving only massless fields vanish. Furthermore, the fact that we are interested in
on-shell OMEs ensures that the operators do not mix with non-gauge invariant operators and do
not pick up unphysical contributions from the breakdown of the equations of motion, which would
have to be dealt with if the external particles were off-shell [116, 323–325]. The renormalisation
now proceeds in four steps: Mass renormalisation, coupling constant renormalisation, operator
renormalisation and mass factorisation.
The renormalisation of the heavy quark mass is carried out multiplicatively in the on-mass-shell
(OMS) scheme and we replace the bare mass mˆ by









































































































The expressions are given for NF massless and NH massive quarks, which we will specialise to
NH = 1 in the following.
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Most commonly, the coupling constant of QCD is renormalised in the MS scheme by reex-











1 + δaMSs,1 (NF )a
MS
s (µ










The expansion coefficients for the renormalisation constant ZMSg can be related to the β-function,
cf. Eq. (2.86),
δaMSs,1 (NF ) =
2
ε
β0(NF ) , (2.132)






β1(NF ) , (2.133)

















The factorisation relations in Eqs. (2.91) to (2.95) require strictly on-shell external states for
the massive OMEs. In order to preserve this condition also after renormalisation, we have to
ensure that the heavy quark contributions to the gluon self-energy ΠH(p2,m2) vanish at zero
momentum, i.e. ΠH(0,m2) = 0. A consistent implementation of this condition is possible by
absorbing the corresponding contributions into the renormalisation of the coupling constant. This
defines a MOM scheme for the coupling constant, which is conveniently stated in the background
field formalism [333–335], see also [76]. The renormalisation constant of the background field
can be split into a light and a heavy flavour part according to ZA = ZA,l +ZA,H . It is related to




Only the heavy quark contributions are affected by the renormalisation condition stated above






A strictly massless on-shell gluon is then enforced by the condition, [203],
ΠH,BF + ZA,H = 0 , (2.138)
which leads to the coupling renormalisation constant in the MOM scheme





Instead of Eq. (2.131) we have to use, [203],
aˆs =
(



































































and the coefficients of the heavy quark contributions to the β-function in the MOM scheme read,
[203],
β0,Q = βˆ0(NF ) = −4
3
TF , (2.144)



























We mark the OMEs after mass and coupling constant renormalisation with only a single hat,
Aˆij . At the end of the renormalisation procedure, after operator renormalisation and mass
factorisation have been carried out, the coupling constant can be translated back into the MS
scheme by using the relations to the bare coupling, Eqs. (2.131) and (2.140), to find a finite
renormalisation which connects both schemes.
Composite operators introduce additional UV divergences which have to be removed via op-
erator renormalisation. This is of course already true for the purely massless theory, where they
are removed by the Z factors defined in Eqs. (2.72) and (2.73). Already there one has to take
care to disentangle the UV and IR divergences since both give rise to 1/εk poles in dimensional
regularisation. Even more care is necessary if one of the quarks is massive. Therefore, the renor-
malisation procedure of [203] first deals with slightly off-shell OMEs where only UV divergences
occur. For NF massless and one massive flavour, the operator matrix elements can be subdivided
into two contributions
Aˆij(p
2,m2, µ2, aMOMs , NF + 1) = Aˆij
(−p2
µ2
, aMSs , NF
)
+ AˆQij(p
2,m2, µ2, aMOMs , NF + 1) ,
(2.148)
where the first part contains only contributions from the massless fields, while the second part
covers also the rest. The MOM scheme of the coupling constant is defined such that its contri-
bution from the massless quarks reduces to the MS scheme. We first discuss the renormalisation
of the massless part.
The Z factors for the massless theory can be reconstructed from the anomalous dimensions
according to Eqs. (2.74) and (2.75), order by order in perturbation theory. With them, the
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s , NF , ε)Aˆkj
(−p2
µ2
, aMSs , NF , ε
)
, (2.150)
where i, j ∈ {q, g}, and the coupling constant is renormalised in the MS scheme. The renorm-
alisation of the OMEs with one massive quark then requires the same Z factors, but with NF
replaced by NF + 1 and aMSs reexpressed in terms of aMOMs . This allows us to write down the
renormalisation of the massive OME,
Aˆij(p
2,m2, µ2, aMOMs , NF + 1) = Zik(a
MOM
s , NF + 1, ε)A¯kj(p
2,m2, µ2, aMOMs , NF + 1) , (2.151)
where the renormalised OME is denoted by A¯kj . If we now want to extract just the renormalised
heavy flavour part, we can split up the renomalised OME in analogy to Eq. (2.148) and subtract
the massless flavour part to arrive at
A¯Qij(p




s , NF + 1, µ
2)AˆQkj(p
2,m2, µ2, aMOMs , NF + 1)
+ Z−1ik (a
MOM




, aMSs , NF
)
− Z−1ik (aMSs , NF , µ2)Aˆkj
(−p2
µ2
, aMSs , NF
)
. (2.152)
Finally, we have to take the limit p2 → 0 which removes the only external scale from all purely
massless loop integrals and therefore eliminates all loop contributions to the unrenormalised
massless OMEs so that only their tree-level contribution remains,
Aˆij
(
0, aMSs , NF
)
= δij . (2.153)
After the UV divergences have been removed through operator renormalisation, A¯Qij has only











, aMOMs , NF + 1
)
Γkj(NF ) . (2.154)
Here the transition functions Γij(NF ) are related to the massless renormalisation constants for
NF flavours. If all quarks were massless, the transition functions would be exactly the inverse of




However, since only the massless subdiagrams give rise to collinear divergences, the transition
functions refer to the NF flavour case. Note, that the heavy quark contributions to the OME A¯
Q
ik
do not have a tree-level contribution. Therefore, the transition functions in Eq. (2.154) contribute
at most up to O(a2s) for the 3-loop OMEs. The tree-level part δij , which is required for the heavy
quark factorisation in Eqs. (2.91) to (2.95), is added back to AQij after renormalisation and mass
factorisation.
Based on the renormalisation procedure summarised here, the renormalised massive OMEs
can be expressed in terms of the constant terms of the ε expansion of the unrenormalised OMEs
together with the expansions coefficients of the β-function, the mass renormalisation constant
and the anomalous dimensions. Explicit expressions were derived in [193, 203]. For those OMEs
which we explicitly discuss, we will give these expressions in the respective chapters of this thesis.
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2.8. Status of the calculation of the massive OMEs at 3-loop
order
There are seven massive operator matrix elements for the unpolarised operators Eqs. (2.51)
to (2.53) and one more if we include the non-singlet operator for transversity. Considering the
perturbative expansions of the asymptotic heavy flavour Wilson coefficients, Eqs. (2.91) to (2.95),
and of the matching relations in the variable flavour number scheme, Eqs. (2.111) to (2.115), it
becomes apparent that all OMEs are required to 3-loop order for a full O(a3s) description. For the






qq,Q and Aqg,Q are required up to 3-loop order,
while the gluonic OMEs Agg,Q and Agq,Q only contribute with their 2-loop terms. However, the
VFNS also requires the latter two up to 3-loop order for the 3-loop matching relation of the
gluon density.
The OMEs have been the subject of several investigations so far: They were calculated up to
O(a2s) in [201, 202] for unpolarised operators and in [191] for polarised operators. The 2-loop
OMEs were recalculated and corrected in [204, 205]. The 2-loop calculations were extended to
include the O(ε) terms in [206, 207]. This is an important prerequisite for extending the calcu-
lation to 3-loop order since the O(ε) terms of the 2-loop results enter through renormalisation.
At 3-loop order a series of fixed moments up to N = 10 . . . 14, depending on the OME, was
calculated in [193, 203] for the unpolarised OMEs and moments for the non-singlet OME for
transversity were calcualted at 2- and 3-loop order in [215].
The long-term project to calculate the massive 3-loop OMEs for general values of N builds
upon the calculations of [193, 203], but requires very different techniques. This thesis contributes
to this project. Progress towards this goal which was made outside the context of this thesis
includes the calculation of all diagrams which have a closed loop of fermions and where the
operator insertion is located on a light quark line [336]. They are all proportional to NF and,
therefore, form a separately renormalisable colour factor. The OMEs APSqq,Q and Aqg,Q only receive
contributions from diagrams of this class. Thus, their calculation in the cited reference marked
the completion of the first massive OMEs for general N at 3-loop order. The corresponding
diagrams for gluonic operator insertions, i.e. the OMEs A(3)gg,Q and A
(3)
gq,Q, were presented in [337].
Another class of diagrams which have two 1-loop bubble insertions, one of which is massless,
were calculated separately and published in [338]. These diagrams do not form a separate colour
factor but were selected on topological grounds due to their suitability for a certain technological





obtained in [339]. The diagrams with two heavy quark loops constitute a separate colour factor,
proportional to T 2F . For the OME Agg,Q generalN expressions for this colour factor were obtained
in [340]. As mentioned before, there are also 3-loop diagrams with two different massive quarks
which contribute to the OMEs. Such diagrams were dealt with in [301, 302, 341, 342]. More
technical aspects of the calculations were discussed in [343], where scalar prototypes of ladder
diagrams were calculated, and in [344], where an application of the method of hyperlogarithms
[345, 346] to massive diagrams with local operator insertions was developed and applied to several
scalar diagrams with Benz-, ladder- and V-topologies.
In this thesis, we describe the caluclation of two complete OMEs and partial results for two
more. In Chapter 4, we discuss the calculation the non-singlet OME ANS,(3)qq,Q for even and for
odd values of N . For the non-singet OME, this corresponds to the unpolarised and polarised
case, respectively. We also describe the application of this OME in the asymptotic heavy flavour
Wilson coefficients for the structure functions F2(x,Q2), g1(x,Q2) and xF3(x,Q2) as well as its
role in the matching relations of the VFNS. Moreover, we calculate the unpolarised pure-singlet
OME APS,(3)Qq and the corresponding heavy flavour Wilson coefficient H
PS
q,2 in Chapter 5. We
also calculate a set of diagrams with ladder- and V-topologies which contribute to A(3)Qg, see
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Chapter 6. Finally, for the gluonic OME A(3)gg,Q, we obtain the constant term of the ε-expansions
of the unrenomalised OME. We describe its calculation in Chapter 7.
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elements
The calculation of the massive OMEs requires the calculation of Feynman diagrams with local
operator insertions. In several previous calculations, see Section 2.8, the occurring Feynman
integrals were computed directly and the methods developed there are still useful for the calcu-
lations at hand. However, the large number of diagrams and scalar integrals necessitate the use
of relations between scalar integrals to reduce their number to a manageable size. Integration-
by-parts (IBP) identities for Feynman integrals [231–233], which are based on the divergence
theorem [227–230], provide such a reduction to a small set of master integrals. We therefore ex-
plain below, how integration-by-parts identities can be used in the context of Feynman integrals
with local operator insertions and how the arising master integrals can be calculated.
In Section 3.1, we give an overview of the steps involved in the calculation of the OMEs, starting
from the generation of the relevant Feynman diagrams, up to the point where the unrenormalised
results for the OMEs are obtained. The results of the Feynman integrals are expressed in terms
of certain classes of nested sums and iterated integrals. We collect the definitions of the classes
which appear here in Section 3.2. Several techniques for calculating the master integrals are
discussed in Section 3.3.
3.1. Outline of the calculation
The starting point for all calculations of the massive OMEs is their definition in terms of con-
nected Green’s functions as given in Eqs. (2.100) to (2.102). In the following we will summarise
the steps required in order to obtain an expression for the unrenormalised OMEs for general N .
Figure 3.1 contains a schematic representation of the major steps involved in the calculation.
Once this result is available, it can be subjected to the renormalisation procedure outlined in
Section 2.7.
Generate Feynman diagrams We use the program QGRAF [347] to generate all Feynman dia-
grams associated to the respective Green’s functions. Its output is a description of the diagrams
in terms of edges and vertices. QGRAF generates the diagrams according to a model file, which
specifies the quantum field theory with its vertices and propagators, and according to constraints
on the external particles, the loop order and topological requirements like the presence of certain
fields. For the massive OMEs at least one heavy quark propagator must always be present. The
treatment of local operators insertions within QGRAF was worked out in [193, 203]. The crucial
point is to implement the requirement of having exactly one vertex from the set of vertices that
represent operator insertions. For this purpose, an auxiliary scalar field φ is added as an external
particle and all vertices corresponding to operator insertions are extended by one such field. Op-
erators with two fermion legs and n ∈ {0, 1, 2, 3} gluons legs are represented by couplings of the
form








Diagrams in terms of
scalar integrals
Diagrams in terms of
scalar integrals
(from integral families)








Apply projectors for OMEs
Simplify Dirac and colour algebra
Resum operators into generating functions
Apply momentum shifts























Figure 3.1.: Schematic outline of the major steps involved in the calculation of the unrenormalised
massive operator matrix elements.
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where ψ and ψ¯ denote the fermion legs and g the gluon legs. The operators with n ∈ {2, 3, 4}
gluon legs are represented by
g . . . g︸ ︷︷ ︸
n times
φ . (3.2)
The field φ is made non-propagating and we require one external field φ in addition to the two
gluons or fermions required by the OME. If we generate only connected diagrams, this enforces
exactly one coupling of φ to the rest of the diagram. By dropping the field φ and setting the
momentum flowing through the φ leg to zero, we obtain the diagrams for OMEs with exactly
one operator insertion.
The relevant diagrams for the massive OMEs were generated according to the procedure de-
scribed above for the calculation of fixed moments in [193, 203]. We reuse this setup for the
following calculations. The renormalisation procedure for the OMEs requires to calculate also
reducible diagrams with massive self-energy corrections inserted on the external legs. Since the
calculation of such diagrams factorises into the one-particle irreducible parts of the diagrams, we
generate only the one-particle irreducible diagrams for the OMEs and add the self-energy parts
at the end of the calculation. The required expressions for the heavy quark contributions to the
quark and and gluon self-energies were calculated in [193, 203].
Simplify diagrams to scalar integrals The next step is to insert the Feynman rules for QCD
and local operator insertions, see Appendix B, and to apply the projectors given in Eqs. (2.103)
and (2.104). A FORM [216] program which accomplishes this task was also developed for [193, 203].
The application of the projectors contracts all Lorentz-, spinor- and colour indices so that the
resulting expressions are scalar objects. The program also performs the traces of Dirac matrices
for the fermion lines and reduces the colour generators to the colour factors by using the FORM
package color.h [348].























OP(n)α (p˜1, . . . , p˜α) . (3.3)
Here p denotes the external momentum flowing through the diagram, with p2 = 0, and the pi
are linear combinations of internal and external momenta which flow through the propagators
of the diagram. Since each propagator can be either massive or massless, mi can either be zero
or the heavy quark mass m. The exponents λi,j , λi, αi and νi are integers. The operators
introduce the polynomial OP(n)α (p˜1, . . . , p˜α) of order n in the scalar products ∆.p˜i, where the p˜i
are linear combinations of the momenta flowing through the propagators adjacent to the vertex.
Its concrete form depends on the type of operator insertion at hand and its location in the
diagram. As can be seen from the Feynman rules in Appendix B, up to four different scalar
products can occur in the polynomial. It can always be brought into one of the forms
OP
(n)
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OP
(n)









where n is related to the Mellin variable N by an integer shift which depends on the type of
operator. The coefficients of the integrals in Eq. (3.3) are polynomials in the colour factors, the
space-time dimension D, the heavy quark mass m2 and the scalar product ∆.p.
Construction of integral families Due to the large number of scalar integrals, it is necessary
to use available relations between the integrals to eliminate redundancies and reduce the number
of integrals which have to be calculated explicitly. Integration-by-parts identities for Feynman
integrals [231–233] offer such a possibility. They can be used to derive a homogeneous system
of linear equations fulfilled by the scalar integrals. The system is solved to express all occurring
scalar integrals in terms of a small number ofmaster integrals. Several public and private software
packages exists to derive such IBP relations [349–354]. We choose to use Reduze 2 [353, 354]
which is a C++ program based on Laporta’s algorithm [355].1
A complication arises from the operator insertions, whose Feynman rules introduce scalar
products raised to a symbolic power, cf. Eqs. (3.4) to (3.7). Laporta’s algorithm on the other
hand requires all propagators and scalar products to be raised to definite integer powers. To
circumvent this problem, we can resum the operators into generating functions by multiplying
with a tracing variable tN and summing over N . The polynomials OP, which contain the
dependence on N , are transformed into propagator-like terms [340, 343]. For example, the











1− t∆.p˜1 . (3.8)





































(1− t∆.p˜1)(1− t∆.p˜2) . (3.10)





3 (p˜1, p˜2, p˜3) =
1





4 (p˜1, p˜2, p˜3, p˜4) =
1
(1− t∆.p˜1)(1− t∆.p˜2)(1− t∆.p˜3)(1− t∆.p˜4) . (3.12)
These generating functions can now be treated as artificial propagators, which depend only
linearly on the momentum. They are raised to definite integer powers and can be handled within
1Reduze 2 uses the libraries GiNaC [356] and Fermat [357].
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Laporta’s algorithm. In order to recover the Nth moment, one can expand around t = 0 and
extract the coefficient of tN . Both representations are equivalent and we will use the more
convenient one, depending on the task to be solved.
To apply Reduze 2, we have to label the scalar integrals in a systematic way. For this purpose,
Reduze 2 uses the concept of integral families. An integral family is an ordered set of propagators
which is complete and minimal in the following sense: Completeness refers to the property that
any scalar product of internal momenta with internal and external momenta can be expressed in
terms of linear combinations of inverse propagators and kinematic invariants. Minimality means
that removal of any propagator from the set will violate completeness. Within this framework,
each integral is uniquely described by specifying the integral family it belongs to and by giving
the powers to which each propagator of the integral family is raised.
Since the integral families are constructed for the resummed operators, it is convenient to
introduce a graphical representation for the linear propagators. The resummation of the operator
insertion with just two fermion legs (FF) yields a single linear propagator which can be depicted
as
p p −→ p p , (3.13)
where p is the momentum flowing through the operator and the triangle marks the direction
of the momentum through the linear propagator. Analogously, the operator insertion with two




Note that the relative direction of the momenta p1 and p2 is important since the propagators
depend linearly on the momenta. The Feynman rule of the operator insertion with two fermions
and two gluons (FFVV) has two terms which differ by the momenta involved in the sum. This









Finally, the operator insertion with two fermions and three gluons (FFVVV) has six terms,
−→
. (3.16)
Similar patterns can be found for the gluonic operators (VV, VVV and VVVV), where, however,
more combinatorial possibilities arise.
In our case, there are three internal (k1, k2 and k3) and two external momenta (p and ∆). Thus,
each integral family must consist of nine standard and three linear propagators. However, a single
integral can contain at most eight standard propagators. Therefore, no single integral completely
determines an integral family, and we have a freedom in choosing the ninth propagator. By
economically constructing the integral families, we can try to cover all scalar integrals by a
minimal number of families. Moreover, it is advantageous to construct integral families which
have a large number of permutation symmetries. The number of required integral families is
driven mainly by the number and placement of massive lines and by the location of the operator
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insertions. Also note that a diagram can have several terms which are covered by different
integral families.
The construction of the integral families for the massive OMEs was completed before work
on this thesis was started and was described in [358]. We summarise it here since it allows to
discuss the characteristics of the integrals that occur in the following. To construct the integral
families for this project, first families were constructed for the 3-loop self-energy diagrams without
operator insertions. Their topologies are either Benz-, ladder- or crossed box topologies or
subtopologies thereof. Since the only massive particle is a fermion and since the external particles
are massless, there has to be at least one closed massive loop in each diagram. The massive lines
can of course be placed along different loops. It was found that the diagrams without operators
can be covered by six integral families: Three families cover the planar topologies, i.e. Benz and
ladder diagrams, and three families are required for the non-planar crossed-box diagrams. In the
following we will refer to the planar families by B1, B3 and B5 and to the non-planar families by
C1, C2 and C3. The number distinguishes different routings of the massive lines. As examples






















Here thick lines represent massive propagators, while thin lines denote massless propagators. All
four planar diagrams depicted here are covered by the integral family B1 and the non-planar
diagram requires the family C1. The propagators for the respective families are given by
PB1,1 = k
2
1 PC1,1 = k
2
1
PB1,2 = (k1 − p)2 PC1,2 = (k1 − p)2
PB1,3 = k
2
2 PC1,3 = k
2
2
PB1,4 = (k2 − p)2 PC1,4 = (k2 − p)2
PB1,5 = k
2
3 PC1,5 = k
2
3 −m2
PB1,6 = (k1 − k3)2 −m2 PC1,6 = (k1 − k3)2 −m2
PB1,7 = (k2 − k3)2 −m2 PC1,7 = (k2 − k3)2 −m2
PB1,8 = (k1 − k2)2 PC1,8 = (k1 + k2 − k3 − p)2
PB1,9 = (k3 − p)2 −m2 PC1,9 = (k3 − p)2 −m2 .
The families constructed in this way can be extended to cover also the linear propagators. To
this end, the operator insertions in all diagrams are replaced by the linear propagators using
the graphical notation described above. To cover scalar products of the light-like vector ∆ with
the loop momenta, the families had to be extended by three linear propagators in accordance
with the properties of completeness and minimality. Depending on the placement of the linear
44
3.1. Outline of the calculation
propagators, each of the six operator-less families can be extended into different families, differing
by the choice of linear propagators. In addition to the conditions for the operator-less families,
we require that the momentum flowing through each linear propagator is also present in one
of the standard propagators. The families were then constructed by decomposing the 5- and
4-leg vertices first, which usually fixed the choice of all linear propagators up to an overall sign.
Starting from the diagrams with the most involved vertices and working towards simpler diagrams
allowed to fix all families.
In total, 24 integral families suffice to cover all diagrams for all massive OMEs. Five families
are based on the operator-less family B1 and will be referred to as B1a to B1e, where the last
letter distinguishes the sets of linear propagators added to the standard propagators of B1. Three
families are based on B3 (denoted B3a to B3c) and six on B5 (B5a to B5f). The non-planar
diagrams are covered by two families based on C1, four based on C2 and four based on C3, each
following a similar naming scheme. The inverse propagators of the family B1a, for example, are
given by
PB1a,i = PB1,i , for 1 ≤ i ≤ 9 ,
PB1a,10 = 1− t∆.(k3 − k1) ,
PB1a,11 = 1− t∆.k3 ,
PB1a,12 = 1− t∆.(k3 − k2) .
In Appendix C we collect the definitions propagators for all families that occur in this project.
In addition to the families explained above, the reductions also require the crossed version of
each family where all momenta are reversed (ki → −ki and p→ −p). Reversing all momenta in
one of the scalar integrals is equivalent to multiplying the integral by (−1)N for the moments or
to performing the transformation t→ −t for the generating functions.
There are only three linear propagators in each family which have to be chosen such that
we can express ∆.k1, ∆.k2 and ∆.k3 as linear combinations of these propagators. Therefore,
diagrams with operator insertions adjacent to an external leg require special treatment. Let us
consider the case of a FFV operator with one external leg. Its two linear propagators belong to
the same loop and carry the same loop momentum. They only differ by the external momentum
p. An example would be
1
(1− t∆.k3)(1− t(∆.k3 −∆.p)) . (3.17)
These two linear propagators cannot be part of an integral family at the same time since then
three linear propagators would not suffice to express all three scalar products of ∆ with the loop
momenta. Instead, we perform a partial fraction decomposition
1










which splits the diagrams into two parts with one linear propagator less. The two parts can
be handled separately and, if necessary, even mapped to different integral families. Similarly,
if more than three linear propagators occur at the same time, like for the FFVVV operator, at
least two of the linear propagators in each term have to belong to the same loop (for 3-loop
diagrams) and can be treated in the same way as above.
Once the integral families are fixed, the scalar integrals can be expressed by specifying an
integral family f and the powers νi to which the inverse propagators Pf,i of this family are















3. Calculation of massive operator matrix elements
By allowing for negative powers νi also scalar products can be expressed as linear combinations
of such integrals due to the completeness of families. We use the convention that the first nine
propagators are standard propagators involving the loop momenta and p, while the last three
propagators are artificial, linear propagators which arise from the operators.
The integrals within each family are organised into sectors. A sector is a subset of propagators
of a family. Each integral belongs to exactly one sector, defined by the set of its propagators
which appear in the denominator (νi > 0). We call a sector S1 a subsector of another sector S2,
if the propagators in S1 are a subset of the propagators in S2. This induces a partial order on the
integrals. Reduze 2 finds all IBP relations for the integrals of a sector and all its subsectors as
well as relations between different sectors that arise from shifts of the loop momenta. Therefore,
we have to identify which sectors of each integral family are required to cover all scalar integrals.
Calculate reductions Given the descriptions of the integral families and the relevant sectors, we
instruct Reduze 2 to find all reduction relations for these sectors and their respective subsectors.
When calculating the reductions, there is a freedom of choice which scalar integrals should be
considered as master integrals. At the level of integral families, we choose planar topologies over
non-planar ones and families with fewer massive lines over those with more. Moreover, we prefer
families with a larger number of permutation symmetries. Within the families, integrals with
fewer different propagators are considered easier and are therefore preferred as master integrals.
Finally, we choose integrals with higher powers in the denominator over integrals with scalar
products in the numerator, i.e. negative powers νi.
The output of Reduze 2 are the reduction relations for the scalar integrals, organised into a
set of text files which take up about 2.1 TB of disk space. This covers all scalar integrals for all
relevant sectors within the ranges of powers specified for the reductions. Later, it is possible to
extract the reduction relations for a list of scalar integrals which actually occur in the diagrams.
Express diagrams in terms of scalar integrals from integral families At this point, the dia-
grams are still expressed in terms of general scalar integrals of the form given in Eq. (3.3) and
in general the momenta assigned to the propagators do not yet match any of the integral fam-
ilies. To make use of the reductions to master integrals, we have to first resum the operators
using the generating functions. Next, all scalar integrals of the diagram must be mapped to the
integral families and their propagators by identifying the relevant integral family for a diagram






j + bip , (3.20)
with aij , bi ∈ {−1, 0, 1}, such that all propagators match the form dictated by the integral family.
In the simplest case, all scalar integrals belong to the same integral family and require the same
shift of momenta. For diagrams with operator insertions whose Feynman rules have several terms
or where the operator is adjacent to an external leg (see above), the diagram has to be split into
several parts which are mapped separately. Given the number of diagrams, it is still feasible to
search for the family and shift by an exhaustive search. Since the coefficients aij and bi are from
a finite set and since there is only a finite number of families, there is a finite number of possible
family assignments and momentum shifts. The number of possible shifts can be further reduced
by requiring that the shift has to be bijective. Moreover, there are several possible combinations
of family assignments and momentum shifts due to permutation symmetries within the families
and equivalences of sectors across families. We can terminate the search after finding the first
instance that works. Finally, we perform the search in an order which tries more plausible
mappings first, in the sense that we first try families which cover many diagrams and shifts
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in which many coefficients aij and bi are zero. The exhaustive search can be implemented in
Mathematica.
Once the integral family and momentum shifts are known, we can apply the shifts and express
each scalar product of internal momenta with internal or external momenta uniquely by a linear
combination of inverse propagators. The scalar integrals are then expressed completely as rational
functions of the inverse propagators Pf,i. From this, we can directly read off the powers νf,i and





where the coefficients ci(t) are polynomials in t∆.p, the mass m and the dimensional regulator
ε. The index i labels all scalar integrals Ii(t). The scalar integrals are in the form of Eq. (3.19).
Express diagrams in terms of master integrals As mentioned above, the reductions calculated
by Reduze 2 cover many more scalar integrals than actually appear in the diagrams. Therefore,
we compile a list of scalar integrals for which a reduction to master integrals is indeed required
and extract the necessary reductions. The reductions express the scalar integrals Ii(t) as linear





with coefficients dij(t) that are now rational functions of t∆.p, the mass m and ε. Combining











Calculation of master integrals In the end, we would like to calculate the diagrams as Laurent
expansions in the dimensional regulator ε, expanded up to the constant term (ε0). Thus, it
suffices to also calculate the master integrals as truncated Laurent expansions, but since the
coefficients of the master integrals are now rational functions in ε, we have to expand them to
higher orders whenever the coefficients bj(t) contain poles in ε. If the highest pole occurring in
bj(t) is ε−n, we must calculate the corresponding master integral Mj(t) up to order εn. Taking
all diagrams into account, the highest appearing pole in the coefficients determines the overall
order to which a particular master integral is required.
Calculating the master integrals Mj(t) is one of the most demanding tasks in the calculation
of the massive OMEs. A number of techniques have been developed for calculating these master
integrals. We will describe those which are used in this thesis in more detail in Section 3.3.
All these methods have in common that we do not directly calculate the master integrals in







3. Calculation of massive operator matrix elements
The Mj(N) are simplified to nested sums using the summation algorithms [240–251] implemen-
ted in the packages Sigma [241, 252, 253], HarmonicSums [258–263], EvaluateMultiSums and
SumProduction [254–257]. For some integrals a small number of coefficients Mj(N) must be
given explicitly for N = 0, . . . , n0 since the representation for general N has poles or removable








where M˜j,N denotes the fixed moment N of the master integralMj . After obtaining the moments
of the master integrals Mj(N), we write the generating functions Mj(t) as formal power series
(Eq. (3.25)) without actually performing the summation over N . Inserting this form of the
master integrals into the diagrams, Eq. (3.23) in principle gives us a result for the generating
function of the moments of the diagram.
Extracting the result in N space Our goal is to obtain the final result for the diagrams in N
space up to the constant term in ε. The master integrals Mj(t), obtained in the previous step,
are already given as expansions in ε. Thus, we have to expand the coefficients bj(t) in ε and
insert the expanded coefficients back into the diagrams Eq. (3.23).
At each order of the expansion in ε, we now have to extract the Nth moment of the generating
function. This is accomplished by expanding in t around t = 0 and extracting the coefficient
of tN . Since the master integrals are already given as a formal power series in t, only their
coefficients have to be expanded. The latter are rational functions in t so that their expansion is
rather straightforward. The resulting infinite series has to be combined with the power series of
the master integrals via the Cauchy product. The final expressions are again simplified to nested
sums. The expansion in ε, the extraction of the Nth moment and the simplification steps are
provided by the routine GetMomentAndSimplify from the package SumProduction, which uses
the function GetMoment from the package HarmonicSums.
3.2. Nested sums and iterated integrals
The results of calculations in quantum field theory frequently involve special functions and num-
bers. In this section, we collect the definitions of those special functions and numbers which are
relevant for the massive OMEs. For more in-depth introductions to these and related topics we
refer, for example, to [359, 360] and the references therein. The special functions fall into two
broad categories: On the one hand, results for general values of the Mellin variable N , which
arise directly from the light-cone expansion, are most naturally expressed in terms of nested
sums. On the other hand, the results can also be translated to x space via an inverse Mellin
transform, which relates nested sums to iterated integrals. In both cases, special numbers like
zeta values and multiple zeta values [361] arise.










where N ∈ N and at the jth level of the nesting the summation index ij only appears in the
summand aj(ij) and as the upper limit of the next sum. We call k the depth of the nest-
ing. A prominent example for this class of sums are the harmonic sums [143, 144]. They are
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Sm2,...,mk(i) , S∅ = 1 , (3.28)
with m1, . . . ,mk ∈ Z \ {0}. The mj are called indices and the sum of their absolute values
w = |m1| + · · · + |mk| is called the weight of the sum. The analytic continuation of harmonic
sums to N ∈ C has been discussed in [147, 148, 362]. It can be obtained from the asymptotic
expansion at N → ∞ together with the shift relations fulfilled by the harmonic sums. In the
limit N → ∞, the harmonic sums Sk(N) with positive k ≥ 2 converge to zeta values, i.e. the








= ζ(k) = ζk , k ≥ 2 . (3.29)
For k = 1 the sum is the usual harmonic series and diverges logarithmically. The same limit for




In calculations of massive Feynman diagrams, in particular the constant [217, 363–367]
B4 = − 8σ−3,−1 − 13
2
ζ2 + 12ζ4








≈ −1.762800093 . . . (3.31)
appears. The definition of harmonic sums can be extended to generalised harmonic sums or
S-sums [261, 368], defined as





Sm2,...,mk(x2, . . . , xk; i) , S∅ = 1 , (3.32)
where the indices are positive natural numbers m1, . . . ,mk ∈ N and we have in addition non-
zero, real parameters x1, . . . , xk ∈ R\{0}. The harmonic sums are a special case for x1, . . . , xk ∈
{−1, 1}. Another generalisation are cyclotomic harmonic sums [260]





S{a2,b2,c2},...,{ak,bk,ck}(x2, . . . , xk; i) , S∅ = 1 , (3.33)
with aj , cj ∈ N, bj ∈ N0 and xj ∈ R \ {0}. Finally, we can also allow for binomial weights in the








where mj ∈ N, bj ∈ {−1, 0, 1} and xj ∈ R\{0}. We do not introduce any notation for binomially
weighted sums here, since it is usually more transparent to explicitly write down the sums.
Nested sums fulfil quasi-shuﬄe (or stuﬄe relations) [143, 144, 147, 368, 372]. They arise from























3. Calculation of massive operator matrix elements
For generalised harmonic sums, for example, Eq. (3.35) amounts to


















Sa2,...,ak(x2, . . . , xk; i)Sb2,...,bl(y2, . . . , yl; i) , (3.36)
which can be applied recursively This leads to algebraic relations among the sums which allow
to eliminate some of the sums from expressions. Systematically applying these relations, one
can reduce them to a smaller set of basis sums [143, 144, 146, 147]. The package HarmonicSums
[258–263] provides routines and precomputed tables for such reductions.





dx2 a2(x2) . . .
∫ xk−1
0
dxk ak(xk) . (3.37)
The integrands aj(xj) are functions from an a set of functions A called alphabet. The elements



























dy fm1(y)Hm2,...,mk(y) . (3.41)
The number of integrations k is called the weight of the HPL. Special cases of harmonic poly-

















The Mellin transformation, cf. Eq. (2.62), relates HPLs to harmonic sums and conversely the
inverse Mellin transforms of harmonic sums can be expressed in terms of HPLs. Moreover,
harmonic sums appear as expansion coefficients in power series expansions of HPLs at argument
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x = 0. The representation of certain harmonic sums as Mellin transformations of HPLs requires





dx f(x)[g(x)− g(1)] . (3.44)





















1− x . (3.45)
Similarly, δ-distributions are necessary, to express constants in N space as Mellin integrals. We
will repeatedly refer to these notions, when discussing results in x space.
Cyclotomic harmonic polylogarithms [260] are a generalisation of HPLs which are based on





















∣∣∣∣n ∈ N, b ∈ N0, b < ϕ(n)} , (3.47)
where ϕ(n) is Euler’s totient function. The condition b < ϕ(n) ensures that the degree of the
polynomial in the denominator is larger than that of the numerator. The letters f0(x) = x−1,
f(1;0)(x) = (x − 1)−1 and f(2,0) = (x + 1)−1 are, up to a sign of f(1;0), exactly the letters which














dy f(n1;n1)(y)H(n2;b2),...,(nk;bk)(y) . (3.50)
The Mellin transformation of cyclotomic HPLs are linear combinations of cyclotomic harmonic
sums.















, a, b ∈ Q , (3.52)
which are related to the iterated binomial sums of Eq. (3.34) via Mellin transformations. For
further details we refer to [262].
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Similar to the quasi-shuﬄe relations of nested sums, one can derive shuﬄe relations for iterated

















dy f(y) . (3.53)








dy fb1(y)Ha1,...,ak(y)Hb2,...,bl(y) . (3.54)
Recursive application then yields algebraic relations among the HPLs which can be used to reduce
all HPLs of a given weight to a basis composed of a smaller number of functions. Algorithms for
such reductions [145–148] are, for example, implemented in the package HarmonicSums.
Since the calculation of the master integrals heavily relies on the package Sigma [241, 252,
253] and related packages, we introduce the notion of indefinite nested product-sum expressions:
Given a field K and a variable N which is algebraically independent over K, an indefinite nested
product-sum expression with respect to N is any expression which can be constructed from N , a
finite number of constants from K, the operations (+,−, ·, /) and sums and products of the form∑N
i=l f(i) and
∏N
i=l f(i), where l ∈ N and f(i) is an indefinite nested product-sum expression
with respect to i which is free of N . In particular, the nested sums discussed in this section fall
into this class. The relevance of this definition for the calculations in this thesis derives from the
fact that the algorithms implemented in Sigma deal with objects from this class. For example,
Sigma provides routines to solve linear recurrences of the form
a0(N)f(N) + · · ·+ am(N)f(N +m) = b(N) ,
where a0(N), . . . , am(N) are polynomials in N over K and b(N) is an indefinite nested sum-
product expression. It finds all solutions to the recurrence which can be expressed as indefinite
nested sum-product expressions. Moreover, the package EvaluateMultiSums [254–257], which
builds on Sigma, allows to simplify definite multiple sums in terms of indefinite nested product-
sum expressions, if such a simplification exists.
3.3. Calculational tools for master integrals
While the approach outlined above is tailored to the use of IBP identities and reductions to
master integrals, the methods developed before for the calculation of integrals with operator in-
sertions can be applied for the calculation of master integrals as well. By working on the moments
of the master integrals Mj(N) instead of the generating functions Mj(t), we can directly apply
those methods for scalar integrals. This involves introducing a Feynman parametrisation and
solving the resulting integrals in terms of special functions, like Euler Beta functions or higher
hypergeometric functions [211–214, 234–239]. In more involved cases, the Feynman parameter
integrals can be treated using Mellin-Barnes integrals [208–210]. In both cases, the solutions are
formulated in terms of nested finite and infinite sums. These sum representations can be simpli-
fied to indefinite nested product-sum expressions using the summation algorithms implemented
in the Mathematica packages Sigma, HarmonicSums, EvaluateMultiSums and SumProduction.
The methods based on special functions are explained in more detail in Section 3.3.2 and the
Mellin-Barnes techniques are discussed in Section 3.3.3.
In addition, the reductions to master integrals offer the opportunity to employ another tech-
nique for calculating the master integrals: The master integrals fulfil differential equations which
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can be derived using IBP relations. Provided we can calculate appropriate initial values, differen-
tial equations turn out to be a powerful method for these calculations. The differential equations
are derived for the generating functions of the master integrals by differentiating with respect to
the tracing variable t. This results in coupled systems of first order ordinary differential equa-
tions. We can translate them into coupled systems of difference equations by inserting a formal
power series ansatz for the master integrals. These can be uncoupled to linear recurrences with
the help of uncoupling algorithms [382] implemented in the package OreSys [383] and solved
using the tools mentioned above. In Section 3.3.4 we explain this method.
Some of the master integrals required for this project are also calculated using the multivariate
Almkvist-Zeilberger algorithm [384, 385], which allows to compute recurrences for the integrals.
These can be solved subsequently by Sigma. The algorithm is implemented in the package
MultiIntegrate [259]. For details on this approach we refer to [259, 268].
3.3.1. Feynman parametrisations and related tools
Several techniques which we use for calculating the master integrals are based on a Feynman
parameter representation. Therefore, we briefly review how it is derived. Our starting point is a
scalar integral with an operator insertion in N space. Since we will apply the method to master
integrals, we will confine the discussion the case where only scalar products of the light-like
vector ∆ and loop momenta ki, i.e. one of the polynomials OP
(N)
α (p˜1, . . . , p˜α), are present in the









α (p˜1, . . . , p˜α)




We can now select a loop momentum kj , take the set of propagators through which kj flows and






























i=1 νi. After a suitable shift of the loop momentum kj , we can use Eq. (2.117) to
perform the integration over dDkj . After the loop integral is carried out, only scalar products
of ∆ with the external momentum p or the remaining loop momenta will be left [107], see also






(∆.k + ∆.q)nf(k2) , (3.57)
where n ∈ N, q is any linear combination of momenta which does not involve k and f(k2) is
of the form of the integrand in Eq. (2.117). By splitting up (∆.k + ∆.q)n using the binomial






























3. Calculation of massive operator matrix elements
Repeating the procedure above loop momentum by loop momentum, we solve the D-dimensional
integrations over the loop momenta at the cost of introducing integrals over Feynman parameters.
The resulting integral representations differ depending on the order in which the loop momenta
are integrated. Usually, it is advantageous to start with the simplest subtopologies with the
fewest propagators and to perform the loop integrations of more peripheral loops first. If two
otherwise equivalent choices exist, we prefer the one where loop momenta not occurring in the
operator are integrated out first. In this way, we obtain polynomials in the Feynman parameters
which are raised to powers γ = a+ εb, where a, b are rational numbers and ε is the dimensional
regulator. Moreover, the operator gives rise to polynomials in the Feynman parameters which
are raised to integer powers, i.e. the Mellin variable N or the summation indices of the sums
from Eqs. (3.4) to (3.7).
Working loop by loop, we introduce a family of Feynman parameters for each loop momentum.
If there are p distinct propagators in a `-loop integral, p+`−1 Feynman parameters are required
this way. The resulting integrals contain ` δ-distributions according to Eq. (3.56). Each of them
can be used to eliminate one integration over a Feynman parameter by∫ 1
0






dx δ(1− x− Y )f(x, y1, . . . , yn) =∫ 1
0
dy1 . . .
∫ 1
0
dyn θ(Y )θ(1− Y )f(1− Y, y1, . . . , yn) , (3.60)
where we use the shorthand Y =
∑n
i=1 yi. The first step function θ(Y ) does not restrict the
region of integration any further and can be dropped. The restriction from the second step
function θ(1 − Y ), on the other hand, can be removed by rescaling the integration variables
appropriately. Rescaling for example y1 yields∫ 1
0
dy1 . . .
∫ 1
0
dyn θ(1− y1 − Y1)f(1− y1 − Y1, y1, . . . , yn) =∫ 1
0
dy1 . . .
∫ 1
0






yi , k ∈ N . (3.62)
Recursive application of such rescalings allow us to map the region of integration back to the
unit hypercube [0, 1]n thereby eliminating all step functions. In general, the order in which we
rescale the Feynman parameters changes the resulting expression. If we decide to eliminate all δ-
distributions and step functions, we are thus faced with three types of choices to make: Choosing
the order of integrating the loop momenta, choosing the Feynman parameter for eliminating the
δ-distribution and choosing the order of rescalings to reduce the step functions. In addition, it
can be useful to leave certain step functions untouched since they can be later on absorbed into
the integral representation of Appell hypergeometric functions, which we discuss in the next sub-
section. All choices obviously lead to equivalent integrals, whose concrete form, however, differs
drastically. A set of useful heuristics for obtaining suitable Feynman integrals were formulated
in [199, 340]. The aim of these guidelines is to keep the number of Feynman parameters which
are raised to powers containing the Mellin parameter N or summation indices to a minimum.
After mapping all integrations over Feynman parameters back to the unit hypercube, it is
sometimes advantageous to perform certain transformations which map the region of integration
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back onto itself. The simplest example is the mapping xi → 1−x′i, whose Jacobian exactly reverts
the interchange of integration limits. Two useful transformations involving two parameters were
mentioned in [387]. The first one can be used to merge a product xy into a new variable x′ by
defining
x′ = xy ,
y′ =
x(1− y)
x′ + y′ − x′y′ ,
x = x′ + y′ − x′y′ ,
y =
x′
x′ + y′ − x′y′ ,
∣∣∣∣ ∂(x, y)∂(x′, y′)
∣∣∣∣ = 1− x′x′ + y′ − x′y′ . (3.63)
This transformation is equivalent to reconstructing and eliminating certain δ-distributions and
step functions, see e.g. [199]. It is useful in order to reduce the number of Feynman parameters













x′ + y′ − x′y′ f
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x′ + y′ − x′y′, x
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Moreover, it is sometimes applicable to factor expressions containing 1 − xy into expressions







dy xa(1− x)byc(1− y)d(1− xy)e , (3.65)







dy′ x′c(1− y′)by′d(1− x′)1+b+d+e(x′ + y′ − x′y′)a−c−d−1 . (3.66)
Under a transformation x′ → 1− x′′ and y′ → 1− y′′ the term x′ + y′ − x′y′ becomes 1− x′′y′′.
Thus, a simplification occurs if a = c+ b+ 1 and the last term vanishes.
The second transformation from [387] is useful to combine differences of Feynman parameters
x−y into a single Feynman parameter. Here we have to distinguish the regions x > y and x < y.
We split the region of integration accordingly and map the integration back to [0, 1]2 in each
part. For x > y we use
x′ = x− y ,
y′ =
y
1− x+ y ,
x = x′ + y′ − x′y′ ,
y = (1− x′)y′ ,
∣∣∣∣ ∂(x, y)∂(x′, y′)
∣∣∣∣ = 1− x′ , (3.67)
while for x < y the transformation reads
x′ = y − x ,
y′ =
1− y
1 + x− y ,
x = (1− x′)(1− y′) ,
y = 1− y′(1− x′) ,
∣∣∣∣ ∂(x, y)∂(x′, y′)
∣∣∣∣ = 1− x′ . (3.68)















x′ + y′ − x′y′, (1− x′)y′)
+ (−1)Nf ((1− y′)(1− x′), 1− y′(1− x′))] , (3.69)
which is again useful in order to prevent the proliferation of the Mellin variable N in the integral
being considered.
Finally, the resulting Feynman parameter integrals can be solved with the help of special
functions, Mellin-Barnes representations and summation techniques. We will discuss these in
the following subsections and follow [268].
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3.3.2. Hypergeometric function techniques
Having derived a representation in terms of integrals over Feynman parameters, we now have to
solve those integrals. We will review the definitions of some special functions which are useful
for integrating the Feynman parameters and afterwards illustrate their use by means of several
examples. The main idea of the approach described here is to solve the integrals in terms of
special functions, which can either be directly expressed as products of Γ-functions or which
allow for a convergent series representation which contain Γ-functions. After expanding in ε,
the sums are simplified to nested sums and products using the Mathematica packages Sigma,
HarmonicSums, EvaluateMultiSums and SumProduction.
In the easiest case, when one of the Feynman parameters xi only occurs linearly in one of
the polynomials, i.e. as (y + y′xi)a, where y and y′ are polynomials involving other Feynman
parameters except xi, it can be integrated trivially. If a Feynman parameter only occurs in the




dxxa−1(1− x)b−1 . (3.70)
It converges for Re a > 0 and Re b > 0 in the Riemann-Lebesgue sense, but through analytic
continuation it can be extended to the whole complex plane except for non-positive integers a





From this relation it becomes obvious that the Beta function has poles at a, b ∈ 0,−1,−2, . . .
and that expansions around integer values of a and b can be obtained from the expansion of the
Γ-function, Eq. (2.120).
In addition to the factors appearing in the Beta integral, we frequently encounter terms of
the form (1 − xz)γ where z can consist of one or several further Feynman parameters. These












dxxb−1(1− x)c−b−1(1− xz)−a . (3.72)










Γ(c− a)Γ(c− b) . (3.73)















which converges for |z| ≤ 1 and for z = 1 if Re(c − a − b) > 0 [211, 214]. Moreover, c may not
be a negative integer. The Pochhammer symbol (a)n appearing in the series is defined as
(a)n = a(a+ 1) . . . (a+ n− 1) , n ∈ N, a ∈ C (3.75)
(a)0 = 1 . (3.76)
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In particular, we see from the definition that (−a)n = 0 for a ∈ N and a < n. Thus, the series
in Eq. (3.74) terminates after a finite number of terms if either a or b are negative integers. For





If |z| > 1 the series in Eq. (3.74) diverges, but we can perform an analytic continuation in z to




























a+ b− c+ 1 ;1− z
]




c− a, c− b ;
c− a− b+ 1 ;1− z
]
, (3.79)
which is useful when the argument z contains several Feynman parameters of the form z = 1−xy.
They are mapped to z′ = xy and point towards generalised hypergeometric functions, which we
discuss next.




a1, . . . , ap+1 ;






(a1)n . . . (ap+1)n




This function is called the generalised hypergeometric function p+1Fp. The series makes apparent
that if any pair of parameters ai and bj are identical, they cancel and the function simplifies to










> 0 . (3.81)
The generalised hypergeometric function p+1Fp permits an integral representation which is con-
structed recursively from the integral representation of pFp−1. This allows us to connect its
integral representation to that of the 2F1. Each step of the recursion, called Euler transforma-
tion, reduces p by one and reads, [214],
p+1Fp
[
a1, . . . , ap, c ;










a1, . . . , ap ;





While solving Feynman parameter integrals, we are frequently faced with polynomials in the
Feynman parameters, which can be integrated by this type of recursion.
The Appell functions [214, 235] are a different generalisation of the hypergeometric function.
They have two independent variables instead of one. For our purposes, the Appell function of
the first kind, F1, is most useful. It has a double integral representation
F1
[












dv θ(1− u− v)
ub−1vb
′−1(1− u− v)c−b−b′−1(1− ux− vy)−a , (3.83)
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which involves a step function limiting the region of integration to u, v ≥ 0, u + v ≤ 1. This is
the motivation behind the statement in the previous subsection that it is sometimes useful to
leave some of the step functions untouched. Appell functions are particularly useful for diagrams
where two loop momenta can be integrated completely independently, as for example in ladder













duua−1(1− u)c−a−1(1− ux)−b(1− uy)−b′ . (3.84)
The Appell F1 function has a series representation given by
F1
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= (1− x)−b(1− y)−b′F1
[








Examples We now discuss some examples for master integrals which can be solved using the
methods described above. For these examples, we will set ∆.p = 1 and m = 1 and omit a global














where the propagators Pi are those of family B1a, see Appendix C.
We work loop by loop, dealing with k1 and k3 first, which can be integrated independently,
and treating the integration over k2 last. The integral requires five Feynman parameters, which












[x3(1− x4)− x1(1− x2) + (x4 − x2)(x1(1− x5) + x3x5)]j
× [x3(1− x4) + x4(x1(1− x5) + x3x5)]N−j . (3.88)
The two polynomials which are raised to j and N − j originate from the operator insertion and
will be called the operator part in the following. If we were only interested in the case N = 0,
i.e. the integral without any operator insertion, the integral could be done completely in terms









to all sums in the operator part we can split everything into Beta-like factors xi and 1− xi. Of
course, each such split introduces a finite sum which has to be performed in the end. Therefore,
our goal is to use this this option sparingly and solve as many integrals as possible without
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[x4(1− x5)(x1 − x3) + x3]j [x2x5(x1 − x3)− x1]N−j .
(3.91)

























× xN−j−i1 xi−1+ε/22 (1− x2)ε/2xj−k3 xk−1−ε4 (1− x4)−ε
× xi+ε5 (1− x5)k−ε/2(x1 − x3)i+k . (3.92)






dy xa−1yb−1(x− y)c−1 = Γ(c)





























(−1)i+k (N − j − i)!
(N − j + k + 1)! +
(j − k)!
(i+ j + 1)!
]
Γ(i+ ε/2)
× Γ(1 + ε/2)Γ(k − ε)Γ(1− ε)
Γ(k + 1− 2ε)
Γ(k + 1− ε/2)
Γ(i+ k + 2 + ε/2)
. (3.94)
This triple sum can be performed using the summation methods based on difference fields and
rings which are implemented in Sigma and EvaluateMultiSums, together with the routines of
HarmonicSums to speed up the elimination of relations between harmonic sums. For further
details on these packages and the underlying algorithms we refer to [254–257] and the references
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2N3 + 6N2 + 9N + 7
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2(N − 2)(2N + 3)
3(N + 1)(N + 2)
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6N2 + 19N + 6
6(N + 1)(N + 2)
S21
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6N2 + 17N + 16
)
S2
6(N + 1)(N + 2)






5 + 24N4 + 57N3 + 60N2 + 16N − 11
3(N + 1)3(N + 2)3
− S
2
1 + 9S2 + 3ζ2
6(N + 2)
+
2N3 + 12N2 + 21N + 13




5 + 46N4 + 100N3 + 104N2 + 63N + 27
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8N4 + 12N3 − 22N2 − 53N − 66
6(N + 1)3(N + 2)
+
(
10N2 −N − 36)S2
12(N + 1)(N + 2)
− 2S3 − 3
2
S2,1 + 2S−2,1 +
(N − 2)(2N + 3)ζ2















16N7 + 140N6 + 508N5 + 979N4 + 1065N3 + 623N2 + 130N − 35













4N2 + 31N + 63
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S3
18(N + 1)(N + 2)
+
(
2N2 + 4N − 1)S2,1
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(N + 1)(N + 2)
S1 − 4N
4 + 12N3 + 13N2 + 21N + 25
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2N3 + 12N2 + 21N + 13




4N5 + 36N4 + 129N3 + 240N2 + 226N + 79










8N7 + 72N6 + 274N5 + 562N4 + 656N3 + 434N2 + 183N + 67




2N3 + 6N2 + 9N + 7
4(N + 1)2(N + 2)2
ζ2 +
6N3 + 28N2 + 47N + 31






14N2 + 59N + 30







We use the shorthand S~a = S~a(N), suppressing the argument N , to compactify the notation.
The result is expressed in terms of harmonic sums up to weight w = 4 and its calculation takes
4828 seconds. The linear term in ε is also required for some diagrams and its calculation takes
50339 seconds. Here harmonic sums up to weight w = 5 enter.
Next, we consider the master integral J2 = IB1a011011011;100, whose solution involves hypergeo-













The propagators Pi refer to family B1a, cf. Appendix C. Working in the order k2, k1, k3, we
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(−32ε)xε/21 (1− x1)ε/2(1− x2)−1−ε/2xε3(1− x3)N−ε




The integral over x1 results in a Beta function and the integral over x4 is trivial. To integrate












× Γ(N + 2)Γ(−ε)
Γ(N + 2− ε) 2F1
[−32ε,N + 2 ;
N + 2− ε ; x3
]
. (3.98)
For the integral over x3 we use the recursive definition of the generalised hypergeometric functions
and get a 3F2 function evaluated at argument 1, which however simplifies to a 2F1,
3F2
[−32ε, 1 + ε,N + 2 ;
N + 2, N + 2− ε ; 1
]
= 2F1
[−32ε, 1 + ε ;
N + 2− ε ; 1
]
, (3.99)
since two parameters are identical. Now, by using Gauß’ theorem, Eq. (3.73), we write the 2F1
in terms of just Γ-functions and finally perform also the integral over x2. The result reads
J2 = − Γ




(N + 1)(N + 1− ε/2) + (−1)
N Γ(N + 1)Γ (−ε/2)
Γ (N + 2− ε/2)
)
. (3.100)
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3. Calculation of massive operator matrix elements
The example of master integral J2 is peculiar in the sense that the result in Eq. (3.100) does not
involve any sums. In general, hypergeometric functions arising from this approach will result in
infinite sums which requires using the symbolic summation tools mentioned above. An example














where the definition of the propagators Pi for family B5c can be found in Appendix C. Note that
k3 only appears in one massive propagator and the operator. Its integration does not require any















× zN−j+1(1− z)−1−ε/2(1− xz)j(1− yz)ε . (3.103)
We use the binomial theorem to split (1− xy)j and integrate over x trivially. The integrals over
y and z lead to a 3F2 function evaluated at 1 by means of Eq. (3.72) and Eq. (3.82). Thus, we
have











× Γ(N − j + k + 2)Γ(−ε/2)
Γ(N − j + k + 2− ε/2)
Γ(N − j + 1 + ε/2)Γ(1− ε/2)
Γ(N − j + 2)
× 3F2
[−ε,N − j + 1 + ε2 , N − j + k + 2 ;




In contrast to the previous example, this 3F2 does not simply reduce to Γ-functions, but it can
be written as a convergent series














Γ(n− ε)Γ(n+N − j + 1 + ε/2)Γ(n+N − j + k + 2)
n!Γ(n+N − j + 2)Γ(n+N − j + k + 2− ε/2) . (3.105)
The expansion in ε and the subsequent simplification of the sums can be done using the routines
provided by EvaluateMultiSums. It uses Sigma to find nested indefinite product-sum expressions
for finite sums. First, the infinite sum is treated and simplified as a partial sum, depending on
a symbolic upper limit a and finally the limit a → ∞ is performed. Routines for taking limits
of harmonic sums and their generalisations are implemented in HarmonicSums, which is used
internally by EvaluateMultiSums. We obtain the result up to the constant term in ε after 3011































S−2 − 4S−3 + 4S2,1 + 8S−2,1
]
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S22 − S4 + (2S1 − 1)S−3
+
(
1− 2S1 + 2S21 − 2S2
)
S−2 − S−4 + S2,1 + 2S−2,1 − 3S3,1 − 2S−2,2 − 2S−3,1
























− 2S21 + 2S2
)




(S2,1 + 2S−2,1) + 8S2,−3 − 3S4,1 − 6S−2,3 + 8S−2,−3 − 2S−4,1 + 2S2,2,1
− 8S2,1,−2 − 6S3,1,1 − 12S−2,1,−2 − 4S−2,2,1 − 4S−3,1,1 + 4S2,1,1,1 + 8S−2,1,1,1 . (3.106)
Similar approaches are successful for other master integrals as well. The integration into hy-
pergeometric functions and their generalisations works whenever we can find a way to transform
the integrand into a form which can be identified as the integral representation of a generalised
hypergeometric function and if the resulting function has a convergent series representation. In-
stances where this fails have to be treated by other methods, one of which uses Mellin-Barnes
integrals. We discuss this in the next subsection.
3.3.3. Mellin-Barnes representations
Mellin-Barnes integrals are complex contour integrals which are closely related to hypergeometric
functions [208, 209, 214]. The Gauß’ hypergeometric function 2F1 can be written as the complex
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where the contour stretches from −i∞ to i∞ such that all poles of Γ(a+ σ) and Γ(b+ σ) are to
the left of the contour and the poles of Γ(−σ) are to the right. It can be applied to manipulate















Again, the poles of Γ(−σ) should be on the right hand side of the contour and those of Γ(λ+ σ)
on the left hand side. The connection to Eq. (3.107) can be seen by choosing a = λ, b = c,
z = −A/B in Eq. (3.107) and multiplying the expression by B−λ. The idea behind this formula
is to transform sums raised to real powers into products at the cost of introducing a contour
integral for each such split. We will apply this technique to Feynman parameter integrals, where
A and B are polynomials in the Feynman parameters. After introducing the contour integral,
we interchange the order of integration over the complex contour with the integrations over the
remaining Feynman parameters. The latter can usually be performed in terms of Beta functions,
which in turn can be written as Γ-functions using Eq. (3.71).
To interchange the order of integration, we have to ensure that the result of the Feynman
parameter integrals is integrable along the contour. This means that we have to choose the
contour such that it separates the poles of Γ-functions in the numerator with argument z + σ
from those of Γ-functions with z′ − σ, where z, z′ ∈ C are expressions which can depend on the
regulator ε, N and summation parameters. The poles of the former Γ-functions are located at
σ = −(z + k), k ∈ N ∪ {0} and the poles of the latter are located at σ = z′ + k. In the simplest
case there is a straight contour parallel to the imaginary axis which fulfils this condition. In
general, however, there can be pairs of Γ-functions with Re z > Re z′, which means that the
contour has to wind around the poles of these Γ-functions such that it separates the two types
of poles. Moreover, it is possible, that there are pairs of Γ-functions Γ(z + σ) and Γ(z′ − σ)
such that in the limit ε→ 0 we get z → z′. One solution in these cases is to fix the integration
contour for ε ∈ C \ {0} and analytically continue to ε → 0 [389–391]. While bringing ε → 0,
the location of the poles of the Γ-functions changes. Every time a pole crosses the contour, the
residue of the integrand at this pole has to be taken and added separately. The Mathematica
packages MB [392] and MBresolve [393] offer routines to find contours and perform the analytic
continuation. After the analytic continuation, the integrand can be expanded in ε around zero.
Once the contour is fixed and all integrals over Feynman parameters have been performed, the
remaining contour integrals have to be carried out. In practice, we can check whether Barnes’






dσ Γ(λ1 + σ)Γ(λ2 + σ)Γ(λ3 − σ)Γ(λ4 − σ) =
Γ(λ1 + λ3)Γ(λ1 + λ4)Γ(λ2 + λ3)Γ(λ2 + λ4)
Γ(λ1 + λ2 + λ3 + λ4)
. (3.109)
If the lemmas and their corollaries are not applicable, we can close the contour to the left or to
the right such that the arc added to the contour does not change the value of the integral. Finally,
we apply the residue theorem and take the residues at the poles enclosed by the contour. Since
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the Γ-function and its derivatives have poles at zero and all negative integers, taking residues
results in infinite sums. These sums are then simplified using the packages EvaluateMultiSums,
Sigma and HarmonicSums, as explained in the previous subsection.













For the definition of the propagators Pi for family B1a see Appendix C. We want to calculate
this integral up to the quadratic term in ε. Working loop by loop, we choose the order k2, k1, k3
since that way, we integrate the momentum appearing in the operator last and we can integrate














(−1− 32ε)wNxε/2(1− x)ε/2y1+ε(1− y)−1−ε
× zN+1(1− z)−2−ε (1− yz)1+ 32 ε . (3.111)





Γ(1 + ε/2)2Γ(−ε)Γ(N + 2)Γ(−1− ε)
Γ(N + 1− ε) 3F2
[
N + 2,−1− 32ε, 2 + ε ;




The condition Eq. (3.81) for the convergence of the series representation of the 3F2 is not met
and we instead use a Mellin-Barnes representation. Starting again from Eq. (3.111), the integrals















(1− y + zy)−1−32 ε
. (3.113)
We split (1− y + zy)−1−3ε/2 using Eq. (3.108) and solve the integrations over y and z in terms






dσ Γ(−σ)Γ (σ − 1− 32ε) Γ (1 + ε/2)2Γ(2 + ε) Γ(σ + 2 + ε)Γ (−σ + 1 + ε/2)Γ (3 + 32ε)
× Γ(σ − 1− ε)Γ(N + 1)
Γ(σ +N + 1− ε) , (3.114)
where the integration contour runs parallel to the imaginary axis and crosses the real axis at
γ ∈ R. The task is now to find values for ε and γ such that the condition that all poles of
Γ(σ − 1 − 3/2ε), Γ(σ + 2 + ε) and Γ(σ − 1 − ε) are left of the contour and those of Γ(−ε) and
Γ(−σ + 1 + ε/2) are right of it. This task can be automated using the Mathematica package
MB [392] and for the problem at hand we find γ = −18 and ε = −138 . The integrand now has
to be analytically continued to ε → 0, taking the residue at each pole of the Γ-functions in the
integrand which crosses the contour during this process. Here we have to add the residues at
σ = 1 + 32ε, σ =
3
2ε, σ = 1 + ε and σ = ε. The MB package automates also this step. After the
























+ Γ(N + 1)Γ
(ε
2
)(Γ (−1− 32ε)Γ (3 + 52ε)
Γ
(
N + 2 + ε2
) − 4Γ (1− 32ε)Γ (2 + 52ε)
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The second term corresponds to the sum of residues which arise in the process of analytic







Γ(N + 1)Γ(1− σ)Γ(σ − 1)2Γ(−σ)Γ(σ + 2)













ψ(σ − 1) + 1
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ψ(1− σ)ψ(σ +N + 1) + 1
4







ψ(σ + 2)ψ(σ +N + 1)− 13
8
ψ(σ +N + 1)− 1
4




ψ(1− σ)2 − 5
8
ψ(σ − 1)ψ(1− σ) + 1
4
ψ(σ + 2)ψ(1− σ)
− 13
16
ψ(1− σ) + 25
16
ψ(σ − 1)2 + 1
4






ψ(σ − 1)ψ(σ + 2)− 13
8
ψ(σ + 2) +
1
16






















The contour integral over dσ can be performed by closing the contour in the left or right half
plane and summing the residues of the integrand at all enclosed poles. We choose to close the
contour to the right: Closing it to the left requires to take the residues at σ = −k, where
k ≥ 1, k ∈ N, and we would have to distinguish the cases k ≤ N and k > N since Γ(σ +N + 1)
and ψ(σ + N + 1) develop poles only in the latter case. To close the contour to the right, we
have to take residues at σ = k, k ∈ N ∪ {0}. We obtain
J ′4 = a0 + a1 +
∞∑
k=2
(k + 1)Γ(k − 1)Γ(N + 1)
2(k − 1)Γ(k +N + 1)
(




where a0 and a1 are the lowest two residues at σ = 0, 1, which have to be taken separately, and
b0, b1 and b2 are given by
b0 = S1(k +N)− S1(k) + 2k
2 + 3k − 1
(k − 1)k(k + 1) , (3.119)
b1 =
(
13k3 − 26k2 − 25k + 10
4(k − 1)k(k + 1)
)

















4 − 47k3 − 64k2 + 51k − 14
4(k − 1)2k2(k + 1) , (3.120)
b2 =
39k3 − 70k2 − 63k + 26
16(k − 1)k(k + 1)
[










39k3 − 118k2 − 135k + 50
16(k − 1)k(k + 1) S2(k)
+
115k5 − 453k4 + 471k3 + 341k2 − 310k + 84



































2k2 + 3k − 1)
8(k − 1)k(k + 1)ζ2 + 3ζ3
+
230k6 − 895k5 + 937k4 + 725k3 − 1071k2 + 598k − 124
16(k − 1)3k3(k + 1) . (3.121)
The summation over k can be performed using EvaluateMultiSums and within 160 seconds we
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+
(























































Note that instead of using Mellin-Barnes, we can also obtain the same result by applying the
transformation in Eq. (3.63) to z and y, which maps (1− yz)1+ 32 ε to (1− z′)1+ 32 ε. At the same
time the operator part becomes more complicated, but it can be brought into the form (1−y′z′)N .
Here we can apply the binomial theorem and perform all integrations in terms of Beta functions.
The resulting finite sum can be dealt with using EvaluateMultiSums and yields the same result
as the approach via Mellin-Barnes.
3.3.4. Differential and difference equations
Another powerful method for solving master integrals is the differential equation method [264–
268]. It is based on the fact that derivatives of dimensionally regularised Feynman integrals
with respect to masses or external kinematic invariants are expressible as linear combinations
of Feynman integrals where some of the propagators are raised to different powers, written
































where x denotes some kinematic invariant or mass, Pi = (p2i −m2i ) are inverse propagators and
the νi are the powers to which the propagators are raised. The sum over ~ν ′ ranges over a finite
number of propagator exponents. The coefficients c~ν′ are rational functions in the space-time
dimension D and the kinematic invariants. This approach uses the property of dimensionally
regularised integrals, that the differentiation with respect to external momenta and masses can
be performed on the integrand, cf. for example [285, 389, 394]. If we take derivatives of master
integrals, in general, the Feynman integrals on the right hand side will not be master integrals,
but using integration-by-parts identities they can be reduced to master integrals again. In this
way, we can derive coupled systems of linear, first-order ordinary differential equations. Together
with suitable initial conditions, the integrals can now be obtained as solutions to the differential
equations. In this subsection we will review how the method of differential equations can be
applied to solve master integrals for the OMEs [268, 340, 395–397].
By construction, the systems of differential equations derived via IBP relations exhibit a
hierarchical structure. As explained in Section 3.1, each master integral belongs to an integral
family. The completeness property of integral families guarantees that all scalar products of
internal and external momenta can be expressed as linear combinations of inverse propagators
from that family. Taking derivatives with respect to masses or external kinematic invariants raises
the powers of propagators and introduces scalar products of momenta in the numerator, which
can be expressed as inverse propagators. Therefore, taking derivatives can only lower the power
of propagators or introduce inverse propagators in the numerator, but it cannot introduce new
propagators in the denominator. Thus, the integrals on the right-hand side must be from the same
sector as the original integral or subsectors thereof – recall that the sector of an integral is defined
by the set of propagators in its denominator. The Laporta algorithm presupposes an order on the
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scalar integrals which orders the integrals by their “complexity.” Upon inserting the reductions
to master integrals on the right-hand side, this induces a hierarchical structure of the coupled
systems: The linear combination on the right-hand side is spanned by master integrals from the
same sector and “simpler” integrals according to the ordering. The corresponding homogeneous
system is almost triangular, except for couplings within each sector. Schematically, the structure











∗ ∗ 0 0 0 0 0
∗ ∗ 0 0 0 0 0
∗ ∗ ∗ 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ 0 · · ·
∗ ∗ ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ ∗ ∗ 0

























where we number the master integrals as Ii, i ∈ N, the derivatives of the master integrals are de-
noted by I ′i and the asterisks denote possibly non-vanishing entries in the coefficient matrix. The
Ri, i ∈ N are inhomogeneities which are linear combinations of already known master intgrals.
For this example we assume that the master integrals are orderd according to their complexity
and that they are grouped into sectors as {I1, I2}, {I3}, {I4, I5, I6} and {I7}. The boxes mark
the homogeneous part of the subsystem of differential equations for each sector. Due to this
hierarchical structure, the system can be solved sector by sector, solving the simplest sector first.
For each sector we treat the integrals from simpler sectors, to the left of the marked boxes, as
inhomogeneities in addition to the Ri.
To compute some Feynman diagrams up to the constant term in ε, we have to calculate the
master integrals up to a certain order in ε, which can be higher than O(ε0) if the coefficient of the
master integral contains poles in ε. In addition, the required order for a master integral can be
even higher, if it enters the differential equations of another master integral as an inhomogeneity
and the corresponding coefficient also contains a pole in ε.
The master integrals for the OMEs depend on the heavy quark massm2 and the scalar product






D(∆.p)N I˜i(N) , (3.125)
where ν is the sum of powers of the propagators and I˜i(N) is independent of m2 and ∆.p.
Differential equations with respect to either variable would only recover the dependence above
and would require calculating the I˜i(N) for general N as initial conditions. But those functions
are exactly what is difficult to calculate. Due to this trivial dependence, we will set both m2 = 1
and ∆.p = 1 for the discussions in this section. Their dependence can always be reconstructed







in the integrand, so that the right-hand side cannot be reexpressed as Feynman integrals as
discussed above. However, we can resort to the generating functions, which we already introduced
in Eqs. (3.8) to (3.12) for deriving the IBP relations. The integrands of the master integrals
in generating function representations contain linear propagators which depend on the tracing
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variable t. Taking derivatives with respect to t raises the power of the linear propagators and






(1− t∆.k1)2 . (3.127)
In this representation, we can apply the approach outlined above, reduce the right-hand side to
master integrals and find solutions to the differential equations as functions of t. For practical
calculations, we use the feature of Reduze 2, that the differential equations can be calculated
directly by Reduze 2.
Instead of solving the differential equations directly, we will make use of the fact that the
master integrals are power series in t by construction, and we will derive systems of difference
equations, which we uncouple the system to a scalar recurrence and then solve using the algorithm
worked out in [398] and implemented in the packages Sigma [241, 252, 253] and SumProduction
[254–257]. As the result, we obtain the master integrals as functions of the Mellin variable N .
In the following, we outline the steps of the approach and give some examples. First, we discuss
how to deal with an individual sector, assuming that all master integrals from simpler sectors
are already known and in a second step, we describe how to solve the hierarchical system sector
by sector.
Solving a single sector
In general, if a sector contains more than one master integral, the differential equations for
these master integrals are coupled. The right hand side of the differential equations also depend
on master integrals from simpler sectors. Suppose that we have a sector containing n master






Aij(t, ε)Ij(t, ε) +
m∑
j=1
Cj(t, ε)Bj(t, ε) , i ∈ {1, . . . , n} . (3.128)
The coefficients Aij(t, ε) and Cj(t, ε) are rational functions in the dimensional regulator ε and
the tracing variable t. We will call the master integrals Ii(t, ε) belonging to the sector under
consideration unknown integrals and the master integrals Bj(t, ε) from simpler sectors base case
integrals. We assume that the base case integrals have already been solved before and we treat
them as inhomogeneities of the differential equation.
To illustrate the discussion below, we will use a sector with three master integrals as an
example. The integrals are







































The definition of the propagators of family B3a is given in Appendix C. Our goal is to compute
the coefficients of their Laurent expansion in ε up to some order εk, k ∈ Z. Here the integrals I1,




, O(ε3) and O(ε3), respectively. The system of differential
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where coefficient matrix for the homogeneous part reads
A(t, ε) =






















(t− 1)t , (3.134)
R2(t, ε) = − (ε+ 2)
3
16(ε+ 1)(t− 1)tB1(t, ε) +
(ε+ 2)(3ε+ 4)
(
19ε2 + 36ε+ 16
)





−24− 50ε− 25ε2 + 8t+ 14εt+ 6ε2t
4(5ε+ 6)(t− 1)t B4(t, ε) . (3.135)
Below, we will suppress the dependence on ε of the integrals to shorten the notation. In this
example the base case integrals are
B1 = I
B1a
000011100;000 , B2 = I
B1a
101001100;000 , B3 = I
B1a
001001011;010 , B4 = I
B1a
002001011;010 . (3.136)
The first two integrals are constants, independent of t, since they do not have any linear propag-
ator.
Since our goal is to apply the recurrence solver of Sigma, we aim for a scalar difference equation
that carries the same information as the coupled system of differential equations. This requires
two main steps: We have to translate differential equations into difference equations and we have
to transform a coupled system of equations into a scalar equation. Two options arise for how to
proceed.
1. Either we can first insert a power series ansatz for each master integral, derive a system of
coupled difference equations and uncouple it to arrive at a scalar recurrence.
2. Or we can first uncouple the differential equation system into a single higher-order differ-
ential equation, insert the power series ansatz there and derive a scalar recurrence.
We will discuss the first approach in the following and only briefly comment on the second
approach later on.





for the unknown integrals Ii(t) and an analogous ansatz for the base case integrals Bi(t). Next,
we take each differential equation of the system and clear the denominators of the right-hand
side by multiplying the equation by the common denominator of all rational coefficients Aij(t, ε)
and Cj(t, ε). This way, we obtain polynomials in t and ε multiplying the power series for the
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tNf(N − k) . (3.140)
Thus, by comparing the coefficient of tN of the differential equations with power series inserted,
we obtain difference equations in N for the coefficients Ii(N), which holds from some n0 ∈ Z
onwards. In our example we get
−(N + ε+ 1)I1(N) +NI1(N − 1) + 2I2(N) = r1(N) , (3.141)
with
r1(N) = B4(N) . (3.142)
Analogously, the other two equations of the system yield
− ε(3ε+ 2)I1(N − 1) + 2(1 + 3ε+ 2N)I2(N − 1)
− 2(2 + ε+ 2N)I2(N) + 2(ε+ 1)I3(N − 1) = r2(N) , (3.143)
ε(3ε+ 2)I1(N − 1)− 2ε(3ε+ 2)I1(N)
− 2(3ε+ 1)I2(N − 1) + 2(5ε+ 2)I2(N)
− 2(1 + ε− 2N)I3(N − 1) + 4(ε−N)I3(N) = r3(N) , (3.144)
with the inhomogeneous parts given by




















B4(N − 1)− (5ε+ 4)B4(N) , (3.145)
r3(N) = − r2(N) . (3.146)
This is a system of first-order difference equations, where the inhomogeneities are linear combin-
ations of the moments of the base case integrals Bi(N) and their shifted versions. In this case,
we directly obtained a first-order system, while in general, clearing the denominators can bring
polynomials of higher order in t into the numerator which lead to higher shifts in N . Such a sys-
tem, however, can always be written as a first-order system by introducing auxilliary functions.
For example, the difference equation
a3(N)I1(N + 3) + a2(N)I1(N + 2) + a1(N)I1(N + 1) + a0(N)I1(N) + . . . = 0 (3.147)
can be written as the system
a3(N)h2(N + 1) + a2(N)h2(N) + a1(N)h1(N) + a0(N)I1(N) + · · · = 0 , (3.148)
h1(N + 1)− h2(N) = 0 , (3.149)
I1(N + 1)− h1(N) = 0 , (3.150)
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with the definitions h1(N) = I1(N + 1) and h2(N) = I1(N + 2).









by an appropriate shift in N such that the highest shift among the Ii(N) is N + 1 and solving
for Ii(N + 1). If we had to introduce auxilliary functions, the system would of course be larger




(1− ε+N)(4 + 3ε+ 2N)
(2 + ε+N)(4 + ε+ 2N)
2(3 + 3ε+ 2N)
(2 + ε+N)(4 + ε+ 2N)
2(ε+ 1)
(2 + ε+N)(4 + ε+ 2N)
− ε(3ε+ 2)
2(4 + ε+ 2N)
3 + 3ε+ 2N
4 + ε+ 2N
ε+ 1




where the entries of the last row are
a(N) = − ε(3ε+ 2)
(− 2− 2ε+ ε2 − 3N − 2εN −N2)
2(−1 + ε−N)(2 + ε+N)(4 + ε+ 2N) , (3.153)
b(N) =
−2− 3ε− ε2 + 3ε3 − 3N − 5εN − 2ε2N −N2 − 2εN2
(−1 + ε−N)(2 + ε+N)(4 + ε+ 2N) , (3.154)
c(N) =
−6− 5ε− ε2 + ε3 − 13N − 7εN − 2ε2N − 9N2 − 2εN2 − 2N3
(−1 + ε−N)(2 + ε+N)(4 + ε+ 2N) (3.155)
and the inhomogeneities read
v1(N) = − r2(N + 1)
(2 + ε+N)(4 + ε+ 2N)
− r1(N + 1)
2 + ε+N
, (3.156)
v2(N) = − r2(N + 1)
2(ε+ 2N + 4)
, (3.157)
v3(N) =
−ε(3ε+ 2)r1(N + 1)
2(−1 + ε−N)(2 + ε+N)
+
r3(N + 1)
4(−1 + ε−N) +
(−4− 8ε+ ε2 − 2N − 5εN)r2(N + 1)
4(1− ε+N)(2 + ε+N)(4 + ε+ 2N) . (3.158)
The first-order system of difference equations now has to be uncoupled to a scalar recurrence.
We use Zürcher’s algorithm [382] which is implemented in the Mathematica package OreSys
[383]. This algorithm returns a scalar linear recurrence for the system which is expressed in
terms of only one of the integrals, say I1(N), and its shifted versions. Moreover, the algorithm
provides expressions for the other unkown integrals of the system which can be evaluated trivially
as soon as a solution for I1(N) is known. Solving the system now amounts to solving the
scalar recurrence for I1(N). In general, it can happen that the uncoupling algorithm finds
separate scalar recurrences for a coupled system. Each such scalar recurrence only depends on
one unknown integral as well as the base case integrals. All remaining integrals are expressed as
linear combinations of the solutions of the scalar recurrences and the base case integrals. As the
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recurrence for I1(N) of the example we obtain
2(N + 1)(N + 2)(2 + ε+N)I1(N)
+ (N + 2)
(− 32− 7ε+ 2ε2 − 28N − 5εN − 6N2)I1(N + 1)
+
(
120 + 3ε− 14ε2 − ε3 + 136N + 13εN − 4ε2N + 50N2 + 4εN2 + 6N3)I1(N + 2)
− (2− ε+N)(4 + ε+N)(8 + ε+ 2N)I1(N + 3)
= 2(N + 2)(2 + ε+N)r1(N + 1) +
(− 24− ε+ ε2 − 20N − εN − 4N2)r1(N + 2)
+ (2− ε+N)(8 + ε+ 2N)r1(N + 3) + 1
2
(−3 + ε− 2N)r2(N + 2)
+ (2− ε+N)r2(N + 3) + 1
2
(ε+ 1)r3(N + 2) , (3.159)
and the other two integrals can be expressed purely in terms of I1(N), its shifted versions and
the base case integrals,
I2(N) =




28− 6ε− 10ε2 − ε3 + 54N + 5εN − 4ε2N + 32N2 + 4εN2 + 6N3
4(N + 1)(1 + ε+N)
I1(N + 1)
− (1− ε+N)(3 + ε+N)(6 + ε+ 2N)
4(N + 1)(1 + ε+N)
I1(N + 2)
+
8− ε2 + 12N + εN + 4N2
4(N + 1)(1 + ε+N)
r1(N + 1)− (1− ε+N)(6 + ε+ 2N)




8(N + 1)(1 + ε+N)
r2(N + 1)− 1− ε+N
4(N + 1)(1 + ε+N)
r2(N + 2)
− ε+ 1
8(N + 1)(1 + ε+N)
r3(N + 1) , (3.160)
I3(N) =
16 + 12ε− 10ε2 − 6ε3 + 32N + 23εN − ε2N + 20N2 + 8εN2 + 4N3




4(ε+ 1)(N + 1)(1 + ε+N)
I1(N + 1)
+
(1− ε+N)(3 + ε+N)(6 + ε+ 2N)(3 + 3ε+ 2N)
4(ε+ 1)(N + 1)(1 + ε+N)
I1(N + 2)
+
−16− 14ε+ 5ε2 + 3ε3 − 32N − 23εN + ε2N − 20N2 − 8εN2 − 4N3
4(ε+ 1)(N + 1)(1 + ε+N)
r1(N + 1)
+
(1− ε+N)(6 + ε+ 2N)(3 + 3ε+ 2N)
4(ε+ 1)(N + 1)(1 + ε+N)
r1(N + 2)
+
(1− ε+N)(3 + 3ε+ 2N)
4(ε+ 1)(N + 1)(1 + ε+N)
r2(N + 2) +
3ε+ 1
8(N + 1)(1 + ε+N)
r2(N + 1)
+
3 + 3ε+ 2N
8(N + 1)(1 + ε+N)
r3(N + 1) , (3.161)
with
Q(N) = − 68− 38ε+ 62ε2 + 35ε3 + 3ε4 − 170N − 103εN + 39ε2N + 16ε3N − 152N2
− 74εN2 + 4ε2N2 − 58N3 − 16εN3 − 8N4 . (3.162)
At this stage it is possible to analyse up to which order in ε the base case integrals have to be
known and whether some of the unknown integrals have to be calculated to higher orders than
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what is required by the diagrams. We start by considering the coefficients of I1(N) and its shifted
versions in the expression for I2(N), Eq. (3.160). After factoring the numerator and denominator
polynomials of the coefficients, we read off the exponent p ∈ Z of ε−p for each coefficient. We
take pmax to be the largest p across all coefficients. If we have to calculate I2(N) up to a certain
order k, we need to calculate I1(N) up to order k′ = k+pmax. This order may be higher than the
order required for the diagram. Similarly, we can determine the required order for the base case
integrals. Next, we repeat the analysis for the expression for I3(N), Eq. (3.161), keeping track of
the highest required order of each master integral. Finally, we analyse the requirements for the
base case integrals in the recurrence for I1(N), Eq. (3.159), based on the previously determined
required order of I1(N). The base case integrals are required to the highest order encountered
during this analysis. For the example at hand, we find that the calculation of I2(N) and I3(N)
up to O(ε3) necessitates the calculation of I1(N) up to O(ε3) as well, which is higher than what
is required by the diagram. The base case integrals B1(N) to B4(N) have to be known up to
order 3, 4, 4 and 3 respectively.
To fix the coefficients of the solutions to the homogeneous recurrence, we need n initial values,
if the recurrence is of order n. Here we need three initial values for I1(N). We use the values
of the unknown integrals for (small) fixed values of N ∈ N as initial values. They have to be
obtained using other methods up to the same order in ε as we would like to calculate the unknown
integral. Several options to calculate initial values exist:
• Up to O(ε0), we can use the MATAD [217] setup developed for [193, 203]. It allows to
calculate moments of scalar 3-loop integrals with operator insertions by mapping them to
massive tadpole integrals. Up to N = 14 the required projectors are readily available in
the setup.
• For some integrals a sum representation can be derived using the methods described in
the previous sections. The calculation of these sums for fixed values of N is usually less
complicated than the solution for general N . Therefore, the calculation of fixed moments
is sometimes still feasible, even when the calculation for general N exceeds the available
computing resources.
• The evaluation of the integrals for fixedN can also be performed using the α-representation,
cf. e.g. [389, 399, 400], as it was worked out in [340]. The idea is to reexpress integrals with
scalar products like (∆.ki)N in the numerator in terms of integrals without numerators
but in a different number of space-time dimensions. These integrals are again reduced
to master integrals without operator insertions via IBP relations. It turns out, that only
three operator-less master integrals appear in this approach. Once they are calculated to
sufficient order in ε in different dimensions D = n + ε, the initial values for the original
master integrals can be computed. For details on this approach, we refer to [340].
Instead of I1(N), we could also derive a scalar recurrence with respect to I2(N) or I3(N).
However, the required order in ε for the base case integrals is higher in these cases. The steps up
to the analysis of required orders are usually computationally inexpensive such that all avaiable
options can be analysed and the optimal one selected. Here the scalar recurrence with respect
to I1(N) is the optimal choice.
Once we have derived the scalar recurrence for one of the unknown integrals, we have to
solve it. Since we are interested in the coefficients of the Laurent expansion in ε of the master
integrals, we solve the recurrence order by order in ε. The highest pole that can occur for the



















1 (N) + εI
(1)
1 (N) + . . . , (3.163)
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as well as analogous expressions for the base case integrals into the scalar recurrence. After
expanding the rational coefficients in ε, we can compare coefficients to obtain separate recurrences
at each order in ε. To lowest order in ε we obtain a scalar recurrence in N for the coefficient of the
highest pole, I(−3)1 (N) with polynomial coefficients. The inhomogeneous part of the recurrence
is given in terms of the Laurent expansion coefficients of the base case integrals and their shifted
versions. According to our assumptions, the base case integrals have already been calculated
and their result is known in terms of nested indefinite product-sum expressions, i.e. in our case
harmonic sums and their generalisations. Inserting these results into the recurrence yields a
recurrence which can be handled by the recurrence solving algorithms implemented in Sigma.
Given such a recurrence, Sigma either returns a result in terms of nested indefinite product-sum
expressions or aborts, which means that no such solution exists.
In our example, the recurrence for the triple pole reads
(N + 1)(N + 2)2I
(−3)
1 (N)− (3N + 8)(N + 2)2I(−3)1 (N + 1)
+ (N + 3)(3N + 10)(N + 2)I
(−3)
1 (N + 2)− (N + 4)2(N + 2)I(−3)1 (N + 3) = 0 . (3.164)
Note, that the expansion of the right-hand side vanishes and we obtain a homogeneous recurrence.
The routines implemented in Sigma now allow us to find three solutions to the homogeneous
recurrence. The general solution must be a linear combination of these solutions with real
coefficients c1, c2, c3,
I
(−3)

















































Once the result for the lowest order is known, it can be inserted into the recurrence of the next
higher order and now belongs to its inhomogeneous part. We proceed order by order until the
required order is reached.



















3 + 58N2 + 57N + 22)
3(N + 1)3
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as the result up to the single pole term ε−1. We calculate also the constant term and higher
terms in the expansion up to O(ε3). They can be expressed in terms of harmonic sums up to
weight w = 7.
Finally, we insert the result for I1(N), Eq. (3.169), into Eqs. (3.160) and (3.161) to obtain also





















































































−32N4 − 116N3 − 148N2 − 69N + 2
3(N + 1)4
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Similar expressions can be found for the expansion coefficients up to O(ε3) in terms of harmonic
sums up to weight w = 7.
As mentioned above, we can also use a slightly different approach to derive the scalar recur-
rences: Instead of deriving a coupled system of difference equations first and uncoupling the
difference equations, we can uncouple the first-order differential equations to a scalar, higher-
order differential equation and determine the scalar recurrence from there using the power series
ansatz. The uncoupling of the system of differential equations leads to derivatives of the inhomo-
geneities and thus to derivatives of the base case integrals Bi(t, ε). If we proceed as above and
insert a formal power series ansatz for all integrals, we arrive at the same recurrences as above.
However, the alternative approach has the advantage that we can calculate the derivatives of the
base case integrals explicitly and express them again in terms of master integrals using the IBP
relations. We observe in some cases, that this can reduce the order in ε to which the base case
integrals are required to solve the scalar recurrences.
Solving the hierarchical system
The approach described above allows us to solve a single coupled sector of master integrals
provided that we know the base case integrals up to the required orders in ε and that we can
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Table 3.1.: Example for a set of 32 master integrals which are required for the calculation of
the V -diagram discussed in Chapter 6. The differential equations of these master
integrals is hierachically structured as described by the dependecies on lower sectors.
The last three columns give the scalar integral with respect to which the uncoupling
was performed, the order of the derived scalar recurrence and the computing time












1 I1, I2, I3 3, 3, 3 – I1 3 229 s
2 I4, I5, I6, I7 4, 3, 2, 3 – I4 5 125 h
3 I8 1 – I8 1 12 s
4 I9 0 – I9 1 8 s








6 I12, I13, I14 3, 1, 2 – I13 1 68 s
7 I15, I16, I17 2, 1, 1 – I15 5 530 s
8 I18 3 2 I18 2 19.6 h
9 I19 3 2 I19 1 13.3 h
10 I20, I21 1,−1 1, 2 I20 5 3754 s
11 I22, I23 1, 0 2, 6 I22 5 22.5 h
12 I24 1 – I24 1 17.5 s
13 I25 0 1, 5 I25 2 6 s
14 I26 1 1 I26 3 169 s








16 I29 1 1, 2, 6, 10, 11 I29 2 1708 s
17 I30 0 1, 5, 6, 7, 15 I30 1 41 s
18 I31 1 1, 2, 5, 6, 7, 10, 11, 15 I31 2 2816 s
19 I32 1 1, 5, 6, 7, 14, 15 I32 3 953 s
calculate a sufficient number of initial values. It is now relatively straightforward to extend this
to hierarchically structured systems of differential equations. While, in principle, we can just
treat the system of all required master integrals as a single coupled system, it is computationally
advantageous to make use of the hierarchical structure explicitly. The idea is to solve each sector
individually, starting with the simplest sector. In each step, we treat the master integrals of
simpler sectors as additional base case integrals. After all, the presence of base case integrals
only arises in the first place, because we have already solved some of the master integrals instead
of considering them as part of the differential equation system.
As a prerequesite, we have to know the required order of the ε-expansion of the base case
integrals and the number and required order of the initial values for the unknown integrals.
Therefore, we use a two stage process: We first analyse the hierarchical system in a top-down
direction, starting with the most complicated sector, and extract the information about the
required orders in ε and the initial values. In the second step, we solve the system bottom-up,
starting from the simplest sector.
We use a set of 32 master integrals, which are required for the calculation of a V -topology
diagram discussed in Chapter 6, as an example. The information about these master integrals
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can be found in Table 3.1. The integrals I1, I2 and I3 from the previous example constitute the
first sector of these 32 master integrals. The dependencies among the sectors are given in the
fourth column: The integrals I10 and I11 depend on the integrals I1, I2 and I3, etc.
We start the analysis with the list of expansion orders for the unknown integrals Ii and base
case integrals Bi required by the diagrams. We then apply the following procedure for each sector
in turn, starting with the most complicated sector, sector 19 in our example, and working towards
simpler sectors: We derive the uncoupled, scalar recurrences and the relations for the remaining
unknown integrals of the sector. Then we extract the required orders for the master integrals
and the information about initial values as described above. If the required order for any of the
integrals exceeds the order required so far, we update the list and move to the next sector using
the updated list for the subsequent analysis. Along the way, we gather the information about
the initial values. Moreover, we also keep the scalar recurrences and relations for the unknown
integrals which we derived for this analysis to save computation time when we solve the systems
later on.
If the analysis reveals that one of the base case integrals has to be expanded to higher orders
than already available, we can either use the previously used method and try to calculate also
the higher orders, or we can add the differential equation for the missing base case integral to
the system of differential equations and repeat the analysis.
When all base case integrals and initial values are available, we start with the simplest sector
and apply the procedure described above to solve the scalar recurrences and to calculate the
remaining unknown integrals of each sector. We add the results to the database of available
master integrals and move to the next, more complicated sector.
The approach outlined in this subsection can be put into an algorithmic form and implemented
in Mathematica. Corresponding routines are available in the package SumProduction which uses
Sigma, HarmonicSums, EvaluateMultiSums and OreSys. The implementation of these routines
is not part of this thesis. For more information about the routines and the algorithmic details,
we refer to [268, 395, 396, 398].
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4. Non-singlet contributions to DIS
In this chapter, we discuss a first application of the calculational techniques described so far
and calculate the non-singlet operator matrix element ANSqq,Q at 3-loop order for even and odd
values of the Mellin variable N . The renormalisation procedure of the OMEs allows us to extract
the NF -dependent part of the non-singlet anomalous dimensions from this calculation. The non-
singlet OME enters the factorisation of the corresponding heavy flavour Wilson coefficients in the
limit Q2  m2 [201, 203]. The even moments are relevant for the unpolarised structure function
for photon-mediated DIS, F2(x,Q2), while the odd moments are applicable to polarised photon-
mediated scattering in the structure function g1(x,Q2) and to the structure function xF3(x,Q2),
which appears in W -boson mediated scattering. We discuss these applications in turn in the
following sections. Additionally, we consider the influence of the heavy quark contributions to
the polarised Bjorken sum rule [271] and the Gross-Llewellyn-Smith sum rule [401]. Moreover,
the non-singlet OME also appears in the matching relations of the variable flavour number scheme
[202, 203]. We give illustrations of the heavy flavour effects in the scheme change from a PDF
scheme with NF massless quarks and one massive quark to a scheme with NF effectively massless
quarks.
The results presented in this chapter are published as journal articles. The calculation of the
OMEs and the unpolarised Wilson coefficient LNSq,2 is described in [358] and the polarised and
charged-current Wilson coefficients are published in [402] and [403], respectively.
4.1. The non-singlet operator matrix element ANS,(3)qq,Q
The massive non-singlet OME ANSqq,Q is defined as the expectation value of the non-singlet light
cone operator between on-shell massless quark states. Here we consider the case of one massive
and NF massless quarks. For deep-inelastic scattering at HERA, the heavy quark can be a charm
or a bottom quark. Starting at 3-loop order, there are also diagrams with two massive quarks
of different mass. We do not consider these diagrams here. The non-singlet contributions of
two-mass diagrams have been calculated in [301, 302, 404].
The renormalisation and factorisation procedure allows to determine the structure of the 3-loop
















































































































whereN ∈ N denotes the Mellin variable. This representation applies to both the unpolarised and
polarised case, if we consider even and odd values of N , respectively. The renormalisation of the
coupling constant refers to the MS scheme, while the mass renormalisation was performed in the
OMS scheme. The logarithmic terms consist solely of quantities which are already known in the
literature such as the coefficients of the β-function of QCD βk and βk,Q, see Eqs. (2.134), (2.135)
and (2.144) to (2.146), the mass renormalisation constants δmk, cf. Eqs. (2.127) and (2.129),
and the non-singlet anomalous dimensions γNS,(k)qq [135]. Here the notation γˆ refers to the NF
prescription defined in Eq. (2.97). Moreover, the constant term aNS,(2)qq,Q and the linear term
a
NS,(2)
qq,Q of the ε expansion of the 2-loop OME enter [201, 205, 206]. To stay consistent with the
conventions of [203], both aNS,(2)qq,Q and a
NS,(3)
qq,Q refer to the unrenormalised OMEs after on-shell
mass renormalisation. This convention was chosen in [203] to facilitate the comparison to earlier
literature and is at variance with the default convention to denote by a(k)ij the constant part of
the ε expansion of the completely unrenormalised OME. We adhere to the latter convention for
a
NS,(3)
qq,Q above. Explicit expressions for a
NS,(2)
qq,Q were obtained in [201, 205] and for the O(ε) term
in [206]. In the following calculation, we complete the 3-loop non-singlet OME by calculating
the constant term of the 3-loop OME aNS,(3)qq,Q .
As a by-product of this calculation, we recalculate certain parts of the anomalous dimensions.
The 2-loop anomalous dimension can be completely recovered from the double pole (ε−2) term
– or equivalently from the L2M term of the renormalised OME. By contrast, the single pole (ε
−1)
term of the OME contains only the difference between NF + 1 and NF flavours of the 3-loop
anomalous dimension. Therefore, we can extract just those terms of the anomalous dimension
which are proportional to some power of NF .
We calculate ANS,(3)qq,Q both for even and odd moments. The former are relevant for unpo-
larised deep-inelastic scattering mediated by neutral currents, while the latter enter polarised
neutral current and unpolarised charged current scattering. Moreover, we calculate the OME
for transversity ANS,TR,(3)qq,Q [215] since the same diagrams contribute and the calculations share
much overlap.
For the polarised and charged current cases γ5 enters the operator due to the additional axial
coupling of these currents. We need to pay special attention to γ5 since it is an inherently four
dimensional object while we work in dimensional regularisation, which requires the continuation
of all expressions to a continuous number of dimensions, see Section 2.7. In general, an additional
renormalisation is required for the axial current in order to restore the axial Ward identity [129,
319]. In the present calculation, however, a Ward-Takahashi identity [320, 321] allows to map
the vertex function at zero momentum insertion to the momentum derivative of the self-energy,
which is free of γ5. This allows us to use an anti-commuting definition of γ5. Since γ5 appears
on the external quark line, which is massless, we can then anti-commute the γ5 to the end of the
line until it is adjacent to the γ5 of the projector. Then γ25 = 1 allows us to completely remove
both matrices. Thus, the calculation is the same as in the unpolarised case, but instead of the
even moments the odd moments are relevant.
4.1.1. Details on the calculation
The calculation proceeds along the lines outlined in Chapter 3. A total of 112 diagrams contribute
to the non-singlet OME which were generated using QGRAF [347]. Figure 4.1 shows examples for
the relevant diagrams. Since the external states of the OME are massless quarks, all diagrams
have a massless quark line which is connected to the external legs. The operator insertion is
located on this line. As we calculate the heavy flavour matrix elements, at least one closed heavy
82
4.1. The non-singlet operator matrix element ANS,(3)qq,Q
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure 4.1.: Examples for the diagrams contributing to the non-singlet OME ANS,(3)qq,Q . Massless
quarks are drawn as dashed arrow lines and massive quarks as solid arrow lines.
Curly lines represent gluons and the operator insertion is marked by a circled cross.
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quark loop has to be present. Together, these requirements limit the complexity of the topologies
that can contribute. The most involved diagrams are related to the Benz topology, but no ladder
or non-planar topologies enter here. As mentioned above, the same diagrams contribute to the
transversity OME, but the Feynman rules for the operator insertions are different. Instead of
the vector operator, transversity refers to the tensor operator. Therefore, /∆ has to be replaced
by σµν∆ν in all Feynman rules.
The diagram description produced by QGRAF is then processed with the FORM [216] program
which inserts the appropriate Feynman rules, carries out the Dirac and colour algebra simpli-
fications and produces expressions for the diagrams in terms of scalar integrals. These scalar
integrals have to be mapped to the integral families for which we have reductions to master
integrals. Only three integral families appear among the scalar integrals. Most of the diagrams
have only up to three different massive propagators and can be mapped to the families B1b and
B1c. Only a few diagrams are mapped to the family B5a, which has more massive propagators.
This simplicity is also reflected in the set of master integrals which are required after applying
the IBP identities. In total, 34 master integrals contribute. They have up to six propagators of
which just three are massive for most integrals. Those integrals belong to the families B1b and
B1c. Additionally, two master integrals from the family B5a with four massive propagators are
required. Many of the integrals can be done in terms of Euler Beta functions or single sums over
Beta functions. Such sums can be simplified using the programs EvaluateMultiSums [254–257]
and Sigma [241, 252, 253]. More complicated master integrals require hypergeometric functions
and their convergent series representations and yield multiple sums which can be handled using
EvaluateMultiSums, Sigma and HarmonicSums [258–263]. In a few cases we also employed
Mellin-Barnes integrals to derive sum representations. Details on these methods can be found in
Section 3.3.
Since the renormalisation procedure in [203] refers to reducible diagrams, we have to include
those in our result as well. In addition to the irreducible diagrams discussed above, we need
to consider self-energy insertions on external lines. The unrenormalised third order term of the



























































































+ ζ2 + 8ζ3
)
. (4.3)
To arrive at the result for the reducible diagrams, the unrenormalised self-energy has to be












After this subtraction, the first moment of the vector OME vanishes due to fermion number
conservation.
4.1.2. Non-singlet anomalous dimensions
The OMEs have ultraviolet and collinear divergences which need to be regularised and sub-
sequently removed via renormalisation and factorisation. This involves, among other constants,
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also the anomalous dimensions of the local operators. Therefore, the anomalous dimensions ap-
pear in the ε poles of the unrenormalised OMEs and after renormalisation they appear in the




, cf. Eqs. (4.1) and (4.2). It is
possible to reconstruct the 2-loop anomalous dimension γNS,(1) from the ε−2 or the L2M term,
and the ε−1 or LM term allows to extract the 3-loop quantity γˆNS,(2), i.e. the part of the 3-loop
anomalous dimension which is proportional to NF .







γNS,(k−1)qq (N) + (−1)NγNS,(k−1)qq¯ (N)
]
. (4.5)
The analytic continuation to complex values of N must be performed for either γNS+ (N), which
is defined for even N , or for γNS− (N), which is defined for odd N . The parts of the anomalous
dimensions extracted here can be expressed in terms of harmonic sums up to weight w = 4.
Since our calculation encompasses the massive matrix elements of the vector as well as trans-
versity non-singlet operators, we obtain the anomalous dimensions for both operators. Our result
for the 2-loop non-singlet anomalous dimension of the vector operator reads





























































2N3 + 2N2 + 2N + 1
N3(N + 1)3
, (4.7)
where we abbreviated some polynomials as
P1 = 51N
6 + 153N5 + 757N4 + 144(−1)NN3 + 995N3 + 352N2 + 12N + 72 (4.8)
P2 = 3N
6 + 9N5 + 9N4 − 32(−1)NN3 + 27N3 + 8N2 − 8 . (4.9)
We agree with the results in the literature [107, 108, 111, 115, 118]. At 3-loop order the NF
dependent part of the non-singlet anomalous dimension is

































































































































































































































with polynomials defined by
P3 = 15N
4 + 30N3 + 79N2 + 16N − 24 (4.12)
P4 = 51N
6 + 153N5 + 57N4 + 35N3 + 96N2 + 16N − 24 (4.13)
P5 = 165N
6 + 495N5 + 495N4 + 421N3 + 240N2 − 16N − 48 (4.14)
P6 = 209N
6 + 627N5 + 627N4 + 209N3 − 36N2 − 36N − 18 (4.15)
P7 = 207N
8 + 828N7 + 1467N6 + 1707N5 + 650N4 − 163N3 − 320N2
− 80N + 24 (4.16)
P8 = 270N
8 + 1080N7 + 365N6 − 1417N5 − 1087N4 + 45N3 − 128N2
− 72N + 72 (4.17)
P9 = 3N
6 + 73N5 + 86N4 + 77N3 + 39N2 − 10N − 12 . (4.18)
This independent calculation matches the available moments [131–134] and confirms the cor-
responding parts of the general N results of [135]. Here and in the following, we reduce the
appearing harmonic sums to an algebraically independent basis [146].
Analogously, we obtain the transversity non-singlet anomalous dimension at 2-loop order









17N2 + 17N − 12)
3N(N + 1)














































which is in agreement with previous results in [405–407]. Finally, at 3-loop the NF dependent
part of the anomalous dimension for the transversity case is given by





































































































































































The result agrees with the moments given in [408–412]. However, we note a typo in the moment
N = 15 published in [413].
4.1.3. Result for the non-singlet OME
A major new result of this calculation is aNS,(3)qq,Q , the constant part of the unrenormalised non-
singlet vector OME at 3-loop order. It is obtained as the constant term of the ε-expansion in
dimensional regularisation. In contrast to the pole terms, it cannot be predicted from lower order









which is the leading-order anomalous dimension up to its colour factor. The result for general




























































































































































































































































































































































































− 16(N − 1)
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where the polynomials Pi are given by
P10 = 3N
4 + 6N3 + 47N2 + 20N − 12 (4.25)
P11 = 7N
4 + 14N3 + 3N2 − 4N − 4 (4.26)
P12 = 15N
4 + 30N3 + 15N2 − 4N − 2 (4.27)
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P13 = 112N
4 + 224N3 + 121N2 + 9N + 9 (4.28)
P14 = 181N
4 + 266N3 + 82N2 − 3N + 18 (4.29)
P15 = 448N
4 + 896N3 + 484N2 + 54N + 45 (4.30)
P16 = 561N
4 + 1122N3 + 767N2 + 302N + 48 (4.31)
P17 = 1301N
4 + 2602N3 + 2177N2 + 492N − 84 (4.32)
P18 = 2N
5 + 7N4 + 3N3 − 9N2 − 7N + 2 (4.33)
P19 = 3N
5 + 13N4 − 23N3 − 69N2 − 54N − 16 (4.34)
P20 = 12N
5 + 16N4 + 18N3 − 15N2 − 5N − 8 (4.35)
P21 = 27N
5 + 533N4 + 913N3 + 821N2 + 144N − 36 (4.36)
P22 = 648N
5 − 2235N4 − 4542N3 − 3725N2 − 770N − 432 (4.37)
P23 = − 87N6 − 261N5 − 321N4 − 183N3 − 52N2 − 8 (4.38)
P24 = 3N
6 + 9N5 + 70N4 + 77N3 + 39N2 − 10N − 12 (4.39)
P25 = 255N
6 + 765N5 + 581N4 + 151N3 + 356N2 + 276N + 72 (4.40)
P26 = 364N
6 + 1227N5 + 1191N4 + 589N3 + 621N2 + 486N + 144 (4.41)
P27 = 1014N
6 + 3042N5 + 3757N4 + 1703N3 + 31N2 + 93N + 162 (4.42)
P28 = 39N
8 + 138N7 + 847N6 + 1371N5 + 1283N4 + 485N3 + 101N2
+ 132N + 72 (4.43)
P29 = 417N
8 + 1668N7 − 4822N6 − 12384N5 − 6507N4 + 740N3 + 216N2
+ 144N + 432 (4.44)
P30 = 2307N
8 + 9255N7 + 13977N6 + 7915N5 − 350N4 − 1456N3 − 106N2
− 138N − 108 (4.45)
P31 = 6197N
8 + 24788N7 + 39126N6 + 28838N5 + 9977N4 − 702N3 − 3240N2
− 3456N − 1620 (4.46)
P32 = 11751N
8 + 47004N7 + 93754N6 + 104364N5 + 55287N4 + 6256N3 − 2448N2
− 144N − 432 (4.47)
P33 = − 22989N10 − 114945N9 − 199958N8 − 99362N7 + 179919N6 + 291355N5
+ 223828N4 + 90936N3 + 31680N2 + 23760N + 10368 (4.48)
P34 = − 22293N10 − 111465N9 − 252090N8 − 310818N7 − 225241N6 − 77573N5
− 8808N4 − 352N3 + 256N2 + 672N − 288 . (4.49)
In this result, only harmonic sums up to weight w = 5 appear. They have been reduced to
an algebraically independent basis using the algorithms implemented in HarmonicSums. The
constant B4 is defined in Eq. (3.31).
After partial fractioning of the coefficients of the harmonic sums, there are still terms propor-




CACFTFN [9ζ3 − S3(N)− 4S2,1(N)] (4.50)
Performing an inverse Mellin transformation on the expression yields terms which are propor-
tional to 1/(1− x)2. In general, positive powers of N would require more singular distributions
like the derivative of the δ-distribution. In the present case, however, these distributions cancel.
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shows that only a logarithmic instead of a linear divergence in the limit N → ∞ remains and
that, therefore, the 1/(1 − x)2 terms behave like 1/(1 − x)+ distributions. A similar behaviour
had previously been observed in the massless Wilson coefficients where even higher powers of N
appeared [138].
After renormalisation, cf. Eqs. (4.1) and (4.2), the non-singlet OME in the vector case can be
expressed in N space as














































































































































































































































































































































































































































































































































































593N2 + 593N + 108
)
27N(N + 1)






































































































































































































































































































































































In addition to the polynomials which we already defined before in this chapter, we use
P35 = 977N
4 + 1954N3 + 1853N2 + 492N − 84 (4.53)
P36 = 3N
5 + 11N4 + 10N3 + 3N2 + 7N + 8 (4.54)
P37 = 27N
5 + 863N4 + 1573N3 + 1151N2 + 144N − 36 (4.55)
P38 = 648N
5 − 2103N4 − 4278N3 − 3505N2 − 682N − 432 (4.56)
P39 = 6N
6 + 18N5 + 21N4 + 24N3 + 7N2 − 4 (4.57)
P40 = 15N
6 + 45N5 + 45N4 + 143N3 + 120N2 − 8N − 24 (4.58)
P41 = 51N
6 + 153N5 + 223N4 + 191N3 + 118N2 + 48N + 24 (4.59)
93
4. Non-singlet contributions to DIS
P42 = 155N
6 + 465N5 + 465N4 + 155N3 − 108N2 − 108N − 54 (4.60)
P43 = 219N
6 + 657N5 + 1193N4 + 763N3 − 40N2 − 48N + 72 (4.61)
P44 = 525N
6 + 1575N5 + 1535N4 + 973N3 + 536N2 + 48N − 72 (4.62)
P45 = 868N
6 + 2469N5 + 2487N4 + 940N3 + 27N2 + 63N + 72 (4.63)
P46 = 906N
6 + 2718N5 + 3433N4 + 1595N3 + 31N2 + 93N + 162 (4.64)
P47 = 9N
7 + 45N6 + 279N5 + 1263N4 + 1348N3 + 752N2 + 112N − 48 (4.65)
P48 = − 4785N8 − 19140N7 − 18970N6 + 672N5 + 7683N4 + 1004N3 + 1272N2
+ 72N − 864 (4.66)
P49 = 3549N
8 + 14196N7 + 23870N6 + 25380N5 + 15165N4 + 1712N3 − 2016N2
+ 144N + 432 (4.67)
P50 = 5487N
8 + 21948N7 + 36370N6 + 28836N5 + 11943N4 + 4312N3 + 2016N2
− 144N − 432 (4.68)
P51 = 7131N
8 + 28632N7 + 43326N6 + 23272N5 − 3497N4 − 5824N3 − 424N2
− 552N − 432 (4.69)
P52 = 10807N
8 + 43228N7 + 62898N6 + 39178N5 + 7027N4 + 702N3 + 3240N2
+ 3456N + 1620 (4.70)
P53 = − 6219N10 − 31095N9 − 72513N8 − 95154N7 − 79721N6 − 32383N5 − 2307N4
+ 3280N3 + 1424N2 + 336N − 144 (4.71)
P54 = 165N
10 + 825N9 + 106856N8 + 321746N7 + 396657N6 + 247433N5
+ 126914N4 + 51804N3 + 6336N2 + 4752N + 5184 . (4.72)
The corresponding x space expression is obtained after an inverse Mellin transformation and is
presented in Appendix E in Eqs. (E.3), (E.6) and (E.7).
The heavy quark mass in the expressions presented here is defined in the OMS scheme. The
conversion from the OMS to the MS scheme involves the matching coefficients of this scheme
change [329, 414–418]. The difference of the OMEs with masses renormalised in these schemes
is given by







































where we have symbolically identified the masses in the two schemes to shorten the expression.
Similarly the formula in x space reads






































































The notation (. . . )+ refers to the plus distributions defined in Eq. (3.44).
The leading asymptotic behaviour of the OME in the limits of large x (x → 1) and small x
(x → 0) can be obtained from the asymptotic expansion in N space around N → ∞ and the
expansion around the rightmost pole – in the non-singlet case N → 0. These expansions of the
harmonic sums and their rational coefficients can be done, for example, using HarmonicSums.
The leading behaviour in the limit N →∞ is proportional to lnk(N¯), where N¯ = N exp(γE) and
γE is the Euler-Mascheroni constant. These logarithms arise from powers of the harmonic sum
S1(N)
k and correspond to plus distributions (lnk−1(1 − x)/(1 − x))+ in x space. Poles around
N = 0 of the form N−k give rise to powers of logarithms lnk−1(x) in the x→ 0 limit in x space.




























The asymptotic behaviour is determined by the rightmost pole in N space, which is located at
N = 0 [419, 420].
For x → 1, which corresponds to the limit N → ∞, the leading behaviour of the non-singlet


































































































































(1944B4 − 8863) + 3296
81
ζ2









The large x limit for the continuation from even and odd N is identical.
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4.1.4. Results for the transversity OME
Analogously to the massive OME of the non-singlet vector operator, the corresponding matrix
element for the transversity operator can be obtained from the same diagrams by just using
slightly different Feynman rules for the local operator insertions: Each of the Feynman rules for
operator insertions on fermion lines contains a factor /∆, which has to be replaced by σµν∆ν for
the transversity operator.

























































































































































































































































































































16(N − 2)(2N + 3)S2




































































27N3 + 560N2 + 1365N + 778
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2N2 − 35N − 54)




3N3 + 7N2 + 7N + 6
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+ 24S2,1,1 − 256
9
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108N3 − 239N2 − 1137N − 646)











with the polynomials Pi given by
P55 = 3N
3 + 9N2 + 47N + 58 + 4(−1)N (N + 1)(N + 2) (4.80)
P56 = 157N
4 + 314N3 + 277N2 − 24N − 72 (4.81)
P57 = 308N
4 + 616N3 + 323N2 − 3N − 9 (4.82)
P58 = 364N
4 + 1591N3 + 2117N2 + 593N − 450− 36(−1)N (N + 1)(N + 2) (4.83)
P59 = 769N
4 + 1547N3 + 787N2 − 15N − 12 + 4(−1)NN(13N + 7) (4.84)
P60 = (N + 1)
(
6197N3 + 18591N2 + 15850N + 4320
)− 108(−1)N (N + 2)(13N + 7) (4.85)
P61 = − 1013N6 − 3039N5 − 5751N4 − 2981N3 + 1752N2 + 1872N + 432
+ 24(−1)NN(133N3 + 188N2 + 82N − 9) (4.86)
P62 = 6327N
6 + 18981N5 + 18457N4 + 5687N3 − 260N2 + 144N + 144
+ 8(−1)NN(133N3 + 188N2 + 82N − 9) . (4.87)
Results for the moments N = 1, . . . , 13 were given in [215] before.
The renormalisation proceeds along the same lines as for the vector matrix element, summar-
ised in Eqs. (4.1) and (4.2), but using the anomalous dimensions for the transversity operator.




qq,NS,TR = 2 [4S1 − 3] . (4.88)






































































































S−2S1 − 16S2 + 64
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2N2 + 2N + 1
)
9N3(N + 1)3
− 12ζ4 + P69
243N3(N + 1)3
+
4(2N2 − 35N − 54)
9N(N + 1)2(N + 2)
[S21 + S2]−
32(3N3 + 7N2 + 7N + 6)
9(N + 1)(N + 2)
S2,1
− 8(27N
3 + 890N2 + 2355N + 1438)












(216N3 − 485N2 − 2295N − 1306)






















729N(N + 1)2(N + 2)
− 16(N − 2)(2N + 3)
























4(3N3 + 13N2 + 59N + 66)

































































































































































































































































































































































































32(133N3 + 188N2 + 82N − 9)
81N2(N + 1)3











where we abbreviated long polynomials by
P63 = 868N
4 + 3337N3 + 4079N2 + 1979N + 522 (4.91)
P64 = 1183N
4 + 2366N3 + 943N2 + 48N + 144 (4.92)
P65 = 1829N
4 + 3658N3 + 2069N2 − 48N − 144 (4.93)
P66 = 2377N
4 + 4790N3 + 2657N2 + 52N − 48 (4.94)
P67 = 10807N
4 + 43228N3 + 51983N2 + 17402N − 2808 (4.95)
P68 = − 691N6 − 2073N5 − 2049N4 − 595N3 + 56N2 − 16N − 32 (4.96)
P69 = 55N
6 + 165N5 + 4605N4 + 5767N3 + 552N2 − 720N + 432 . (4.97)
Corresponding expressions in x space in terms of HPLs are presented in Eqs. (E.8) and (E.9). As
above, the expressions are given in the OMS scheme for the heavy quark mass. The MS scheme
can be obtained from the difference of the OME in the two schemes. In N space the difference is





























while in x space the same difference yields


































































The massless Wilson coefficients for transversity have not yet been calculated to O(a3s) for
any process. Therefore, the massive Wilson coefficients in the asymptotic limit currently cannot
be given. However, once the massless Wilson coefficients are known to the required order, our
results can be used to complete also the heavy flavour contributions.
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4.2. Unpolarised neutral current DIS
As a first application of the result for the non-singlet OME obtained in the previous section, we
consider the non-singlet heavy flavour Wilson coefficient LNSq,2. This Wilson coefficient contributes
to the structure function F2(x,Q2) for unpolarised DIS as described by Eq. (2.90). The relevant
part for the non-singlet contribution to be discussed here reads























where fk and f¯k denote the quark and anti-quark PDFs of the flavour k, respectively. The
non-singlet operator arising from the flavour decomposition of the light-cone expansion actually
corresponds to the PDF combination
∆NS(x, µ2) = fk(x, µ





where Σ(x, µ2) is the singlet combination defined in Eq. (2.66). This PDF combination is a non-
singlet quantity in the sense that its evolution decouples from the evolution of the singlet and
gluon distributions. For historical reasons, however, we follow the convention [201, 202] to call
the sum fk(x, µ2)+ f¯k(x, µ2) the non-singlet combination here. This convention follows from the
calculational point of view: The singlet Wilson coefficient receives contributions from diagrams
which contribute to both the singlet and non-singlet Wilson coefficient as well as from diagrams
which contribute only to the singlet Wilson coefficient. Diagrams in the former class are called
non-singlet diagrams while those in the latter class are called pure-singlet diagrams. Merging
the contributions from non-singlet diagrams to the singlet and non-singlet Wilson coefficients
yields the contribution in Eq. (4.100). The remaining pure-singlet diagrams contribute only to
the pure-singlet Wilson coefficient, which we discuss in the next chapter.
At Q2  m2 the heavy flavour Wilson coefficient LNSq,2 can be written in terms of renormalised
massive OMEs and massless Wilson coefficients. By inserting perturbative expansions for the
massless Wilson coefficients and OMEs into Eq. (2.91), we obtain [201, 203]














qq,Q (NF + 1) +A
NS,(2)
qq,Q (NF + 1)C
NS,(1)






where CNSq,2 denotes the massless non-singlet Wilson coefficient, which is known to 3-loop or-
der [138]. Again, the argument NF + 1 of the massive OMEs and the heavy flavour Wilson
coefficients symbolically stands for these quantities evaluated with NF massless quarks and one
massive quark. The argument of the massless Wilson coefficients, on the other hand, is to be
read literally. The hat above the massless Wilson coefficient refers to the NF prescription in
Eq. (2.97). In the unpolarised case, which we consider here, the non-singlet OME ANSqq,Q must
be analytically continued from even values of N . The massless Wilson coefficients are published





at the end of Section 2.4, terms which are proportional to powers of these logarithms are fully
determined by the renormalisation group equations [293] in terms of lower order massless Wilson
101
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coefficients, coefficients of the β-function and anomalous dimensions. Here the unpolarised non-
singlet anomalous dimension γNS+ enters [135]. We reconstruct the logarithmic terms in this way,
before inserting the massless Wilson coefficients into Eq. (4.102).
4.2.1. Analytic results
The unpolarised heavy flavour non-singlet Wilson coefficient in the asymptotic limit Q2  m2











































29N2 + 29N − 6)
9N(N + 1)
S1






















































































































































































































































































































































































































































































+ 8ζ3LM − 8
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135(N − 1)2N4(N + 1)4(N + 2)2(N + 3)3 −
32
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10N2 + 22N − 9)
9N(N + 1)
S1 − 64P87












9N2 + 9N − 2)
3N(N + 1)
S2,1 + 64S3,1 +
128
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− 256
3


























































































































































































































− 16(N − 1)
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45(N − 2)(N − 1)2N2(N + 1)4(N + 2)2(N + 3)3LQ
− 8
(






































































































































































































































































































































































































with the polynomials defined before, as well as
P70 = − 3N4 − 6N3 − 47N2 − 20N + 12 (4.104)
P71 = 19N
4 + 38N3 − 9N2 − 20N + 4 (4.105)
P72 = 28N
4 + 56N3 + 28N2 + 2N + 1 (4.106)
P73 = 33N
4 + 38N3 − 15N2 − 60N − 28 (4.107)
P74 = 51N
4 + 153N3 + 223N2 + 143N + 70 (4.108)
P75 = 57N
4 + 72N3 + 29N2 − 22N − 24 (4.109)
P76 = 141N
4 + 198N3 + 169N2 − 32N − 84 (4.110)
P77 = 235N
4 + 596N3 + 319N2 + 66N + 72 (4.111)
P78 = 359N
4 + 844N3 + 443N2 + 66N + 72 (4.112)
P79 = 501N
4 + 750N3 + 325N2 − 188N − 204 (4.113)
P80 = 1131N
4 + 1926N3 + 1019N2 − 64N − 276 (4.114)
P81 = 1139N
4 + 3286N3 + 1499N2 + 504N + 828 (4.115)
P82 = 1199N
4 + 2398N3 + 1181N2 + 18N + 90 (4.116)
P83 = 1220N
4 + 2251N3 + 1772N2 + 303N − 138 (4.117)
P84 = 1407N
5 + 3297N4 + 2891N3 + 583N2 − 802N − 528 (4.118)
P85 = − 11145N6 − 30915N5 − 33923N4 − 11449N3 + 3112N2 + 120N − 1512 (4.119)
P86 = − 151N6 − 469N5 − 181N4 + 305N3 + 208N2 + 40N + 8 (4.120)
P87 = 6N
6 − 6N5 − 25N4 + 52N3 − 46N2 − 39N − 162 (4.121)
P88 = 15N
6 + 24N5 − 88N3 − 79N2 − 52N − 12 (4.122)
P89 = 155N
6 + 465N5 + 465N4 − 61N3 − 324N2 − 324N − 162 (4.123)
P90 = 216N
6 + 459N5 + 417N4 − 99N3 − 317N2 − 272N − 84 (4.124)
P91 = 309N
6 + 647N5 + 293N4 − 975N3 − 1102N2 − 316N + 24 (4.125)
P92 = 609N
6 + 1029N5 + 613N4 − 37N3 − 74N2 + 300N + 216 (4.126)
P93 = 795N
6 + 1587N5 + 1295N4 + 397N3 + 50N2 + 300N + 216 (4.127)
P94 = 1770N
6 + 4731N5 + 4483N4 + 749N3 + 55N2 + 1440N + 756 (4.128)
P95 = 7531N
6 + 26121N5 + 27447N4 + 8815N3 + 1110N2 + 936N − 324 (4.129)
P96 = − 4785N7 − 19140N6 − 19186N5 − 4584N4 + 1491N3 − 4540N2
− 1536N + 792 (4.130)
P97 = − 45N8 − 138N7 − 678N6 + 836N5 + 1615N4 + 1702N3 + 380N2
− 408N − 192 (4.131)
P98 = 42591N
8 + 161388N7 + 226272N6 + 104062N5 − 40175N4 − 43450N3 − 3928N2
− 1272N − 2160 (4.132)
P99 = − 18351N10 − 87156N9 − 196947N8 − 239766N7 − 157693N6 − 26288N5
+ 17847N4 + 7490N3 + 2248N2 + 1896N + 144 (4.133)
P100 = 101N
11 + 1268N10 + 4423N9 + 908N8 − 20681N7 − 19546N6 + 52505N5
106
4.2. Unpolarised neutral current DIS
Figure 4.2.: Diagrams contributing to the tagged non-singlet heavy flavour production. The
heavy quarks appear in the final state. Dashed lines denote massless quarks, massive
quarks are draws as thick, solid lines, wavy lines are photons and curled lines denote
gluons.
+ 83160N4 − 4668N3 − 38934N2 − 2592N − 648 (4.134)
P101 = 41370N
14 + 571305N13 + 3141790N12 + 8395028N11 + 9302220N10 − 4510326N9
− 22388388N8 − 17101704N7 + 7895114N6 + 18219253N5 + 4736406N4
− 5978772N3 − 1986336N2 + 2361312N + 1283040 (4.135)
P102 = 4140N
15 + 54540N14 + 277575N13 + 634467N12 + 354380N11 − 1199584N10
− 2051492N9 + 733454N8 + 4802206N7 + 3686432N6 − 1882531N5 − 3693633N4
− 1066014N3 + 869508N2 + 897480N + 233280 . (4.136)
The 3-loop massless Wilson coefficient cˆNS,(3)q,2 for LQ = 0 is left symbolic in the expression above
and can be found in [138]. The shorthand γ(0)qq is given in Eq. (4.23). Harmonic sums up to weight
w = 5 are necessary to express the result. All harmonic sums are reduced to an algebraically
independent basis via quasi-shuﬄe relations. The corresponding expression in x can be found in
Eq. (E.11), Appendix E. It is given in terms of HPLs up to weight w = 5 and has been reduced
algebraically as well. In all these expressions the renormalisation and factorisation scales are set
equal µ2R = µ
2
F and are denoted by µ
2.
Equation (4.103) appears to have poles at N = 1 and N = 2, but an expansion around these
values shows that they are removable singularities. The rightmost pole is located at N = 0,
which is consistent with the small x behaviour of the Wilson coefficient in x space.
While the result presented here deals with the heavy flavour contribution to the inclusive
structure function, previous publications [201] treat heavy flavour production in DIS in the tagged
case, by always requiring heavy quarks in the final state. The two cases differ by diagrams which
contain heavy quarks as virtual particles. Such diagrams are omitted in the tagged case while
they do contribute to the inclusive structure function. The non-singlet heavy flavour Wilson
coefficient can be calculated analytically up to O(a2s) for any value of Q2/m2 [421]. Contributions
to the tagged case come from the diagrams in Fig. 4.2 where the heavy quarks are explicitly
present in the final state. There is no mass or collinear singularity from these diagrams since
such divergences are regulated by the heavy quark mass. For the asymptotic region Q2  m2,
the authors of [201] give the following expression
L
NS,tagged,(2)










































































4. Non-singlet contributions to DIS
×
Figure 4.3.: Diagrams contributing to the inclusive non-singlet structure function. The heavy
quarks (drawn as thick, solid lines) appear as virtual particles. In the final state,






































In the inclusive case treated by us, also the graphs depicted in Fig. 4.3 contribute. Here only
massless partons appear in the final state and the heavy quarks enter as virtual particles. A
definition of the tagged heavy flavour case beyond 2-loop order necessitates the introduction of
jet cones as a non-inclusive quantity is dealt with. The inclusive heavy flavour contributions
are instead defined as the difference between the inclusive structure function with massive and
massless quarks and the inclusive structure function with just massless quarks. Then virtual
corrections from heavy quarks do belong to the heavy flavour corrections. The difference between


















Taking this difference into account, we agree to the result of [201] for LNSq,2 up to 2-loop order.
4.2.2. Numerical results
After having completed the Wilson coefficient LNSq,2 we are now in the position to illustrate its
impact on the structure function numerically. But before we do this, we would like to discuss the
asymptotic behaviour of the Wilson coefficient in the small and large x limit. For the following
discussions and illustrations we choose the scale µ2 = Q2.
We would like to distinguish the part of the heavy flavour Wilson coefficient which involves
massive OMEs and the part that is completely determined by the massless Wilson coefficient.
The asymptotic behaviour of the former part in the small x limit (x→ 0) is given by











while for the latter part it reads [138]











By comparing the expressions above to the same limit of the OME in Eq. (4.75) we find that the
small x behaviour of the heavy flavour Wilson coefficient receives contributions from both the
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OMEs and the massless Wilson coefficient. This is in contrast to the large x limit: For Wilson
coefficients it is given by























































Comparing this again to the OME in this limit, cf. Eq. (4.78), we see that the massless Wilson
coefficient exhibits much stronger soft singularities and dominates over the contributions from
the OME. At 3-loop order it also becomes apparent that the mixed term in Eq. (4.102), which
consists of the 2-loop OME and the 1-loop massless Wilson coefficient, has a more dominant
behaviour in this asymptotic limit than the 3-loop OME.
Let us now proceed by numerically illustrating the impact of the heavy flavour Wilson coef-
ficient on the structure function. Unless stated otherwise, we use the NNLO PDFs of [218] and
we employ the LHAPDF library [422] to access the grids for the PDFs and the strong coupling
constant provided by the fitting group. We consider three massless quarks (NF = 3) and treat
the charm quark as the heavy quark. Its mass in the OMS and MS scheme is taken to be [226]
mOMSc = 1.59 GeV , m
MS
c = 1.24 GeV , (4.143)
respectively. For the numerical evaluation of the HPLs in Eq. (E.11) we use the weight w = 5
extension of the code described in [423]. The 3-loop part of the massless Wilson coefficient cˆNS,(3)q,2
is evaluated using the parametrisation presented in [138].
Figure 4.4 shows the contribution of LNSq,2 to the structure function F2(x,Q2) for different
values of Q2. The higher order corrections to LNSq,2 are negative over the whole range of x that we
consider. They grow as x becomes smaller, which originates from the singlet PDF, which enters
due to the fact that we study the PDF combination fk + f¯k instead of fk + f¯ −Σ/NF . Moreover,
the asymptotic heavy flavour corrections show a small peak at x ≈ 0.3 for Q2 = 1000 GeV2,
which shifts towards larger x and becomes more pronounced for lower Q2. To compare the 2-
loop and 3-loop effects coming from the Wilson coefficient, we keep the PDFs and the strong
coupling constant at their NNLO values and only truncate the Wilson coefficient at 2- or 3-loop
order, respectively. Going from O(a2s) to O(a3s), we observe an enhancement of the absolute
value of the structure function by about 60 to 70%. The massive 3-loop corrections compared
to the total non-singlet contribution of F2(x,Q2) are below 1%. Currently the experimental
precision for F2(x,Q2) reaches order 1% and future experiments like the EIC [424, 425] might
improve on that.
In Fig. 4.5 the same contribution is plotted at O(a3s) comparing the treatment of the heavy
quark mass OMS and the MS scheme. The shapes as functions of x in both schemes are similar,
but the absolute value of the heavy flavour contributions in the MS scheme is consistently larger
by about 5 to 25% at all values of x and Q2 considered here.
Figure 4.6 contains a comparison of the inclusive and the tagged case of the non-singlet con-
tributions at 2-loop order. We use the NLO PDFs from [426] and the best fit value for the charm
quark mass at NLO in the MS scheme mc = 1.15 GeV from [226]. Since we choose µ2 = Q2,
the LQ term in Eq. (4.138) is absent. The contribution to the structure function is larger in the
tagged case, except for large values of x.
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∣ ∣ ∣ LNS q,2
x
Q2 = 20GeV2, O(a2s)
Q2 = 100GeV2, O(a2s)
Q2 = 1000GeV2, O(a2s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.4.: Non-singlet charm contribution to the structure function F2(x,Q2) from the Wilson




(dashed lines) and O(a3s) (solid lines) for different values of the virtuality Q2. The
PDFs are taken from [218] and the charm quark mass mc = 1.59 GeV [226] is treated
in the OMS scheme. The O(a0s) term is not shown.
4.3. Polarised neutral current DIS
Given the odd moments of the non-singlet OMEANSqq,Q, we can also complete the non-singlet heavy
flavour Wilson coefficient LNSq,g1 in the asymptotic limit. It enters the heavy flavour component of
the inclusive structure function g1(x,Q2). In analogy to the unpolarised case in Eq. (2.90) the
heavy flavour part gh1 (x,Q2) reads, cf. [191],



































































⊗∆G(x, µ2, NF )
]}
, (4.144)
where ∆G, ∆fk and ∆f¯k denote the polarised gluon, quark and anti-quark PDFs, respectively.
We write ∆Σ =
∑NF
k=1[∆fk + ∆f¯k] for the polarised singlet PDF combination. In the limit
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∣ ∣ ∣ LNS q ,2
x
Q2 = 20GeV2, OMS
Q2 = 100GeV2, OMS
Q2 = 1000GeV2, OMS
Q2 = 20GeV2, MS
Q2 = 100GeV2, MS
Q2 = 1000GeV2, MS
Figure 4.5.: Comparison of treating the charm quark mass in the OMS and MS scheme for
the non-singlet charm contribution to the structure function F2(x,Q2). The plot
shows the contributions up to and including 3-loop effects, omitting however the
O(a0s) term. The charm quark mass is mc = 1.59 GeV in the OMS scheme and














∣ ∣ ∣ LNS q ,2
x
O(a2s)
Q2 = 20 GeV2, flavor tagged case
Q2 = 100 GeV2, flavor tagged case
Q2 = 1000 GeV2, flavor tagged case
Q2 = 20 GeV2, inclusive heavy flavor
Q2 = 100 GeV2, inclusive heavy flavor
Q2 = 1000 GeV2, inclusive heavy flavor
Figure 4.6.: Comparison of tagged charm (dashed lines) and inclusive charm (solid lines) cases
for the contribution from LNSq,2 to F2(x,Q2). The comparison is done at 2-loop order
using the NLO PDFs from [426]. The charm mass is taken to be mc = 1.15 GeV in
the MS scheme.
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Q2  m2, the Wilson coefficient can be written in terms of massive OMEs ANSqq,Q and massless
Wilson coefficients CNSq,g1 . In Mellin N space it can be written as, cf. [202, 203],














qq,Q (NF + 1) +A
NS,(2)
qq,Q (NF + 1)C
NS,(1)






where we have suppressed all dependence on N and the scales for better readability. Since
non-trivial contributions to ANSqq,Q start at 2-loop order, the non-singlet Wilson coefficient also
starts at O(a2s). Besides the renormalised non-singlet OME ANSqq,Q also the massless Wilson
coefficient CNSq,g1 enters. It is known up to 3-loop order in the literature [106, 152, 153]. Up
to O(a2s) it is identical to the charged current Wilson coefficient CNSq,3 . At O(a3s) the polarised
Wilson coefficient CNS,(3)q,g1 can be obtained from the charged current Wilson coefficient C
NS,(3)
q,3
by removing the terms proportional to the colour factor dabcdabc [129, 153].
Equation (4.145) expresses LNSq,g1 in terms of renormalised massive OMEs and massless Wilson
coefficients. As already discussed in the unpolarised case, the expressions for the massless Wilson





We reconstruct these terms using the renormalisation group, see also [293], in terms of the
coefficients of the β-function and the polarised anomalous dimensions ∆γNS,(k)+ , taken from [160],
as well as the lower order Wilson coefficients.
At leading twist, the structure function g2(x,Q2) can be obtained from the Wandzura-Wilczek
relation [154] which, at the level of twist-2, reads
g2(x,Q







This relation has also been derived in the covariant parton model for quarks [280, 427, 428] and for
gluons in the initial state [190]. For target mass corrections [276, 429] and finite light quark masses
[276] the relation is still valid. In [430] it was shown that it holds for non-forward scattering and
in [431, 432] diffractive scattering, including target mass corrections, were considered.
4.3.1. Analytic Results
Since we have obtained the non-singlet OME ANSqq,Q to 3-loop order also for odd moments, cf. Sec-
tion 4.1, we now have at hand all components required for the Wilson coefficient LNSq,g1 . Inserting









as a shorthand for the leading-order non-singlet anomalous dimension up to its colour factor.
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4.3. Polarised neutral current DIS
where the new polynomials Pi are
P103 = 33N
4 + 54N3 + 9N2 − 52N − 28 (4.149)
P104 = 57N
4 + 96N3 + 65N2 − 10N − 24 (4.150)
P105 = 141N
4 + 246N3 + 241N2 − 8N − 84 (4.151)
P106 = 235N
4 + 524N3 + 211N2 + 30N + 72 (4.152)
P107 = 359N
4 + 772N3 + 335N2 + 30N + 72 (4.153)
P108 = 501N
4 + 894N3 + 541N2 − 116N − 204 (4.154)
P109 = 1131N
4 + 2118N3 + 1307N2 + 32N − 276 (4.155)
P110 = 1139N
4 + 2710N3 + 635N2 + 216N + 828 (4.156)
P111 = 1220N
4 + 2359N3 + 1934N2 + 357N − 138 (4.157)
P112 = 51N
5 + 102N4 + 121N3 + 118N2 + 48N + 48 (4.158)
P113 = 1407N
5 + 2418N4 + 1793N3 + 134N2 − 384N + 144 (4.159)
P114 = − 11145N6 − 32355N5 − 37523N4 − 14329N3 + 2392N2 + 120N − 1512 (4.160)
P115 = 6N
6 + 18N5 −N4 − 20N3 + 46N2 + 29N − 6 (4.161)
P116 = 15N
6 + 36N5 + 30N4 + 8N3 + 3N2 + 16N + 20 (4.162)
P117 = 155N
6 + 465N5 + 465N4 + 371N3 + 108N2 + 108N + 54 (4.163)
P118 = 216N
6 + 567N5 + 687N4 + 381N3 + 37N2 − 44N + 12 (4.164)
P119 = 309N
6 + 807N5 + 693N4 − 271N3 − 638N2 + 68N + 216 (4.165)
P120 = 609N
6 + 1485N5 + 1393N4 + 83N3 − 422N2 + 156N + 216 (4.166)
P121 = 795N
6 + 2043N5 + 2075N4 + 517N3 − 298N2 + 156N + 216 (4.167)
P122 = 1770N
6 + 4671N5 + 4765N4 + 1205N3 − 227N2 + 1044N + 756 (4.168)
P123 = 7531N
6 + 23673N5 + 23055N4 + 7375N3 + 1614N2 + 936N − 324 (4.169)
P124 = − 4785N7 − 14355N6 − 4399N5 + 10327N4 + 3548N3 + 3000N2
+ 1080N − 1728 (4.170)
P125 = 25N
7 + 138N6 + 311N5 + 464N4 + 672N3 + 670N2 + 264N + 48 (4.171)
P126 = − 45N8 − 162N7 − 858N6 − 1960N5 − 1885N4 − 1094N3 − 804N2
− 40N + 192 (4.172)
P127 = 42591N
8 + 166764N7 + 245088N6 + 128254N5 − 26735N4 − 40762N3
− 3928N2 − 1272N − 2160 (4.173)
P128 = − 18351N10 − 89784N9 − 208773N8 − 267222N7 − 192265N6 − 46700N5
+ 14565N4 + 7730N3 + 1240N2 + 1464N + 144 (4.174)
P129 = 828N
11 + 7632N10 + 29217N9 + 59592N8 + 66844N7 + 35738N6 + 7405N5
+ 16688N4 + 27880N3 + 11552N2 − 3312N − 2304 (4.175)
P130 = 8274N
11 + 78519N10 + 313841N9 + 686295N8 + 881001N7 + 638778N6
+ 204948N5 + 7992N4 + 32296N3 + 26544N2 − 10656N − 8640 . (4.176)
The symbol cˆNS,(3)q,g1 (NF ) refers to the 3-loop part of the massless non-singlet Wilson coefficient
[153]. Contributions from lower order massless Wilson coefficients and the logarithmic terms of
the 3-loop massless Wilson coefficient, proportional to powers of LQ, are explicitly included in
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the result above. The result is expressed in terms of harmonic sums up to weight w = 5. The
corresponding expression in x space is obtained via an inverse Mellin transformation with the
help of HarmonicSums. It is presented in Eq. (E.12), Appendix E, and is expressed in terms
of HPLs which are reduced to an algebraically independent basis. Besides a regular part, the
result features terms proportional to the distribution δ(1−x) and a part with plus distributions,
cf. Eq. (3.44). At 3-loop order the plus distribution part contains terms proportional to (1/(1−
x)2)+. They arise from the terms in the non-singlet OME which have coefficients with positive
powers of N after partial fractioning, as discussed below Eq. (4.50). Our result agrees with
the 2-loop result for LNS,(2)q,g1 given in [191] if we accommodate for the differences between the
inclusive case treated here and tagged flavour case; cf. also the discussion in Section 4.2.1. The
massless Wilson coefficient CNSq,g1 can be compared to the 2-loop result published in [152]. We
agree in all terms except the O(a2sLMC2F ) and O(a2sLMCACF ) terms. Being of order a2s and not
proportional to NF , these terms, however, do not enter the heavy flavour Wilson coefficient up
to 3-loop order, cf. Eq. (4.145). All results are given in the on-shell scheme for the heavy quark
mass. The transformations to the MS scheme are identical to those in the unpolarised case, see
Eq. (4.73) and Eq. (4.74).
4.3.2. Numerical results
Our results allow us to give numerical illustrations of the size of the non-singlet contribution to
the structure function g1. In what follows, we choose the renormalisation and factorisation scale
µ2 = Q2, unless stated otherwise.
In the small x region, the massive Wilson coefficient, stripped of the contribution from the
massless Wilson coefficient CˆNSq,g1 , reads















The behaviour close to x = 1 is given by

































For comparison, the contribution of the massless Wilson coefficient CˆNSq,g1 to L
NS
q,g1 behaves in those
limits like





































While the leading logarithms lnk(x) in the x → 0 limit receive contributions from both the
massive OMEs and the massless Wilson coefficient, the massless soft singularities in the large x
limit dominate over those of the massive OMEs, analogous to the situation in the unpolarised
case discussed in Section 4.2. The small x behaviour can be compared to predictions for the
non-singlet evolution kernels from a resummation of leading-order results [419, 420, 433, 434]. It
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∣ ∣ ∣ LNS q ,g 1
x
Q2 = 4GeV2, O(a2s)
Q2 = 20GeV2, O(a2s)
Q2 = 100GeV2, O(a2s)
Q2 = 1000GeV2, O(a2s)
Q2 = 4GeV2, O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.7.: The heavy flavour (charm) contribution from the asymptotic non-singlet Wilson
coefficient LNSq,g1 to the structure function xg1(x,Q
2). Different values for the vir-
tuality Q2 are compared for the Wilson coefficient up to and including O(a2s) and
O(a3s) corrections, respectively. We use mc = 1.59 GeV in the OMS scheme for the
charm quark mass, αs(M2Z) = 0.1132 for the strong coupling constant and the NLO
polarised PDFs from [435].
should be noted, however, that non-leading terms are partly numerically more relevant than the
leading terms (in the physically relevant regions), cf. also [419, 420, 433].
Next, we present numerical illustrations for the contribution of LNSq,g1 to the structure function
g1(x,Q
2). We assume three massless flavours (NF = 3) and take the charm quark as the massive
quark. The charm quark mass is treated in the OMS scheme and the pole mass mc = 1.59 GeV
from [226] is used. For the PDFs we use the NLO polarised PDFs from [435]. A consistent
treatment would require to use NNLO PDFs which are, however, not available for the polarised
case so far. For the strong coupling constant we use αs(M2Z) = 0.1132 from the unpolarised
NNLO analysis in [218]. To enable a comparison of the impact of the Wilson coefficients at
different perturbative orders, we keep the settings for the strong coupling constant and the PDFs
fixed, regardless of the order of as considered. For the 3-loop contribution from the massless
Wilson coefficients, we use the approximate parametrisation given in [153]. The HPLs which
appear in the result are evaluated numerically using the code presented in [423], extended to
weight w = 5.
Figure 4.7 shows the contribution of the heavy quark non-singlet Wilson coefficient to xg1(x,Q2)
up to and including O(a2s) and O(a3s). The contribution is presented for different values of the
virtuality Q2 (4, 20, 100 and 1000 GeV2). The plot also contains curves for Q2 = 4 GeV2 (dotted
at O(a2s) and dash-dotted at O(a3s)), which is clearly outside of the asymptotic region Q2  m2.
We include this formal extrapolation to the kinematic region where most experimental data for
polarised DIS is available, noting that one cannot reasonably expect the power corrections to
be negligible in this domain. For small values of x, the structure function g1(x,Q2) grows as
suggested also by the asymptotic limits discussed above. Plotting xg1(x,Q2) allows to observe
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∣ ∣ ∣ CNS q,g 1
x
Q2 = 4GeV2, O(a0s)
Q2 = 4GeV2, O(a1s)
Q2 = 4GeV2, O(a2s)
Q2 = 4GeV2, O(a3s)
Figure 4.8.: The massless non-singlet part of the structure function xg1(x,Q2) for Q2 = 4 GeV2,
truncating the perturbative series at different orders of as. We use the same para-
















∣ ∣ ∣ CNS q,g 1
x
Q2 = 4GeV2, O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.9.: The massless non-singlet part of the structure function xg1(x,Q2) up to and includ-
ing 3-loop contributions for different values of the virtuality Q2. The parameters
and PDFs are the same as in Fig. 4.7.
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∣ ∣ ∣ NS
x
Q2 = 4GeV2, O(a2s)
Q2 = 20GeV2, O(a2s)
Q2 = 100GeV2, O(a2s)
Q2 = 1000GeV2, O(a2s)
Figure 4.10.: The ratio of the heavy quark and massless non-singlet contributions to g1(x,Q2)
for different values of the virtuality Q2, truncated at 2-loop order. The same para-
meters and PDFs as in Fig. 4.7 are used.
the features at large and medium x more clearly. There we note two extrema of the structure
function. At x = 1 the contributions vanish and close to this value the heavy flavour corrections
are negative. They cross zero between x ≈ 0.15 and x ≈ 0.45 depending on the value of Q2. A
maximum for xg1(x,Q2) is attained around x ≈ 0.1. At large x the value of xg1(x,Q2) decreases
for growing Q2. From Q2 = 4 GeV2, it goes through a minimum and increases again towards
Q2 = 1000 GeV2. Similarly, the absolute value of the minimum of xg1(x,Q2) shows the same
behaviour concerning the size, and the position of the minimum shifts towards smaller values
of x. For medium values of x the structure function xg1(x,Q2) diminishes for growing Q2 as
does the value of the maximum. The position of the maximum shifts towards smaller x. By
including the 3-loop corrections, the value of the structure function is increased by a factor of
approximately 0.5 to 1 compared to the 2-loop corrections.
In Fig. 4.8 we compare the contribution of the massless non-singlet Wilson coefficient CNSq,g1
to xg1(x,Q2) at different orders in as for fixed Q2 = 4 GeV2. Like the heavy flavour Wilson
coefficient, the massless structure function g1(x,Q2) grows towards small x and multiplying by
x suppresses this growth in the plot. Around x ≈ 0.3 there is a maximum in xg1(x,Q2). By
including higher orders in as, the maximum gets smaller and its position shifts to slightly larger
values of x.
An illustration of the impact of varying the virtuality Q2 can be found in Fig. 4.9, where we
plot the same quantity as in the previous figure, but now for different Q2 at 3-loop order. For
larger Q2 the value of the maximum in xg1(x,Q2) decreases and its position is shifted towards
smaller x.
For an easier comparison of heavy quark and massless contributions, Fig. 4.10 and Fig. 4.11
show the ratio of the heavy quark and massless non-singlet contributions gheavy1 (x,Q
2)/glight1 (x,Q
2)
for O(a2s) and O(a3s) respectively. The heavy flavour corrections at 2-loop order amount to
O(0.5%) effects for Q2 = 4, 20 and 100 GeV2 over most values of x, but larger effects occur for
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∣ ∣ ∣ NS
x
Q2 = 4GeV2, O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.11.: The ratio of the heavy quark and massless non-singlet contributions to g1(x,Q2)
for different values of the virtuality Q2, truncated at 3-loop order. The same para-
meters and PDFs as in Fig. 4.7 are used.
Q2 = 1000 GeV2 around x ≈ 0.003. The effects at 3-loop order are of similar shape, but roughly
up to twice as large. Given the current experimental precision, the heavy flavour effects in the
non-singlet part cannot be resolved experimentally. Nevertheless they may be relevant for future
experiments like those planned at the EIC [424, 425].
To help assess the impact of varying the renormalisation and factorisation scale µ2, Fig. 4.12
shows the scale variation of the sum of massless and massive non-singlet contributions to xg1(x,Q2)
for Q2 = 100 GeV2. The red curve represents the scale choice µ2 = Q2, while the boundaries of
the yellow band depict the values of xg1(x,Q2) for µ2 = Q2/4 and µ2 = 4Q2. Similar results
are obtained for Q2 = 20 GeV2. Moreover, the scale variation of the ratio gNS,(3)1 /g
NS,(2)
1 can be
found in Fig. 4.13. Here gNS,(k)1 denotes the non-singlet part of the structure function g1 up to
and including O(aks) corrections. The same conventions as in the previous figure apply also here.
At small values of x up to x ≈ 0.3, the ratio is slightly below 1 and grows towards x = 1 since
the strength of the soft singularities increases with the loop order.
While interpreting the influence of varying the scale µ2 one has to bear in mind several things:
Ideally, the dependence of the structure functions on µ2 would cancel exactly to the order of
the perturbation series considered. In our case the remaining scale dependence would be an
O(a4s) effect. This requires the evolution of the PDFs to be solved analytically in Mellin N
space (cf. [436–438]). Such a procedure was carried out in the PDF analysis in [435] on which
the illustrations are based. But since these are NLO PDFs and no NNLO polarised PDFs are
available as of now, an exact cancellation at O(a3s) cannot be expected. Nevertheless, the effects
of varying the scale µ2 are below the current experimental accuracy.
The Wandzura-Wilczek relation, stated in Eq. (4.146), completely determines the twist-2 part
of the structure function g2(x,Q2) in terms of g1(x,Q2). Therefore, we can also illustrate the
behaviour of the non-singlet part of this structure function. Fig. 4.14 shows the heavy flavour
contribution up to and including O(a2s) and O(a3s) effects. The overall behaviour is similar
122

















Figure 4.12.: Scale variation of the non-singlet contribution to xg1(x,Q2). Massless and charm
quark contributions up to and including O(a3s) are shown for Q2 = 100 GeV2. The
red curve indicates the scale choice µ2 = Q2 and the yellow band is delimited by
the values of xg1(x,Q2) for µ2 = Q2/4 and µ2 = 4Q2. The other parameters are


























Figure 4.13.: Scale variation of the ratio of the non-singlet contributions to g1(x,Q2) up to and
including O(a3s) to those up to and including O(a2s) corrections. The red curve
indicates the scale choice µ2 = Q2 and the yellow band is delimited by the values
of xg1(x,Q2) for µ2 = Q2/4 and µ2 = 4Q2. The other parameters are identical to
Fig. 4.7.
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∣ ∣ ∣ LNS q ,g 2
x
Q2 = 4GeV2, O(a2s)
Q2 = 20GeV2, O(a2s)
Q2 = 100GeV2, O(a2s)
Q2 = 1000GeV2, O(a2s)
Q2 = 4GeV2, O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.14.: The heavy flavour (charm) contributions of the asymptotic non-singlet Wilson coef-
ficient LNSq,g1 to the structure function xg2(x,Q
2) as determined by the Wandzura-
Wilczek relation, cf. Eq. (4.146). The 2- and 3-loop results are plotted for different
values of Q2. The parameters and PDFs are identical to those in Fig. 4.7.
to xg1(x,Q2) up to a sign flip which is expected from the Wandzura-Wilczek relation. The
oscillatory behaviour is more pronounced than it was for xg1(x,Q2), producing one more crossing
of zero.
For comparison, Figs. 4.15 and 4.16 show the contribution to xg2(x,Q2) from the massless non-
singlet Wilson coefficient. Contrary to xg1(x,Q2) now xg2(x,Q2) shows an oscillatory behaviour.
The structure function xg2(x,Q2) shrinks with increasing order in as at Q2 = 4 GeV2, and for
growing Q2 the shape of the structure function shifts towards larger x. The size of the heavy
flavour corrections at 3-loop order is roughly 1% of the massless contribution.
4.3.3. Polarised Bjorken sum rule
The Bjorken sum rule for polarised structure functions [271] relates the difference of the structure
functions g1(x,Q2) for electron-proton and electron-neutron scattering to the ratio of the weak












where aˆs = αs/pi. The parton model predicts C(aˆs) = 1, but corrections to this sum rule can be
calculated perturbatively in QCD. It has been calculated for massless quarks up to 4-loop order
[129, 140, 440–442] and reads
CpBj(aˆs) = 1− aˆs + aˆ2s(−4.58333 + 0.33333NF ) + aˆ3s(−41.4399 + 7.60729NF − 0.17747N2F )
+ aˆ4s(−479.448 + 123.391NF − 7.69747N2F + 0.10374N3F )





















∣ ∣ ∣ CNS q,g 2
x
Q2 = 4GeV2, O(a0s)
Q2 = 4GeV2, O(a1s)
Q2 = 4GeV2, O(a2s)
Q2 = 4GeV2, O(a3s)
Figure 4.15.: Comparison of the different perturbative orders of the massless non-singlet part of
xg2(x,Q
2) as given by the Wandzura-Wilczek relation. Parameters and PDFs used




















∣ ∣ ∣ CNS q,g 2
x
Q2 = 4GeV2, O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.16.: Illustration of the effect of varying the virtuality Q2 on the massless non-singlet part
of g2(x,Q2) according to the Wandzura-Wilczek relation. Parameters and PDFs
used here are the same as in Fig. 4.7.
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4. Non-singlet contributions to DIS
with the values of the colour factors of SU(3)c inserted. Again, the factorisation and renormal-
isation scales are set equal and chosen to be equal to the virtuality, µ2 = Q2. The number of
active light flavours is denoted by NF . The last term in Eq. (4.182) is the singlet contribution
to the sum rule, which starts at 4-loop order [140, 443]. It is proportional to the sum of charges
ek of the quarks and therefore vanishes for NF = 3. For general NF , however, it yields a finite
contribution.
The heavy flavour corrections to the sum rule in the asymptotic limit Q2  m2 can be
obtained from the factorised heavy flavour Wilson coefficients. Since, however, the first moment
of the non-singlet OME ANSqq,Q vanishes due to fermion number conservation, the only remaining
contribution from Eq. (4.145) are the terms from CˆNSq,g1 . This amounts to adding one massless
quark to the number of active flavours or equivalently to shifting NF to NF + 1 in Eq. (4.182).
The above statements hold in the case of inclusive structure functions in the asymptotic limit
Q2  m2, which is considered here. For results in the tagged flavour case at O(a2s) see [191, 444]
and for power corrections we refer to [306, 445] for the tagged case and to [421] for the inclusive
case.
4.4. Unpolarised charged current DIS
Deep-inelastic scattering via charged currents occurs for example in neutrino-nucleon scatter-
ing, see Chapter 2. In addition to the structure functions that appear in unpolarised photon-
mediated scattering, the parity violating couplings of the electro-weak W bosons allow for an-




2), which arises in the difference of the cross-sections for neutrino-nucleon and
anti-neutrino-nucleon scattering, see Section 2.2. This structure function can be written in terms






{[|Vud|2(d− d¯) + |Vus|2(s− s¯) + Vu(u− u¯)]⊗ [CNS,W+−W−q,3 + LNS,W+−W−q,3 ]
+
[|Vcd|2(d− d¯) + |Vcs|2(s− s¯)]⊗HNS,W+−W−q,3 } . (4.183)
Here we use the shorthand Vu = |Vud|2 + |Vus|2. The Mellin convolution, defined in Eq. (2.63),
is denoted by the symbol ⊗ and CNS,W+−W−q,3 is the corresponding massless non-singlet Wilson
coefficient. The heavy flavour Wilson coefficient LNS,W
+−W−
q,3 arises from diagrams in which
heavy quark corrections are present but where the W boson couples only to light quarks. In
contrast to the case of photon exchange, there are also non-singlet contributions from diagrams
where theW boson couples to heavy quarks. They constitute the Wilson coefficient HNS,W
+−W−
q,3
and involve single flavour excitations of charm quarks like s→ c.
The PDF combinations appearing in the structure function above are valence distributions,
frequently abbreviated by qv = q − q¯. Often, the sea quark valence distribution is assumed to
vanish sv = 0. Experiments probing targets with proton-neutron symmetry can be approximated
by assuming an isoscalar target. For this, the PDFs have to be replaced in the following way
u→ 12(u+ d) , u¯→ 12(u¯+ d¯) , d→ 12(u+ d) , d¯→ 12(u¯+ d¯) . (4.184)
Since we work with dimensional regularisation to regularise the Feynman integrals, the treat-
ment of the Dirac matrix γ5, which appears in the coupling of the W boson to fermions, requires
care. In LNSq,3 the γ5 always appears in a chain of Dirac matrices belonging to a massless line.
As discussed in Section 4.1, a Ward-Takahashi identity allows to work with an anti-commuting
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definition of γ5 in this case. In HNSq,3 , however, the vertex containing γ5 can be attached to a
massive line, when a flavour excitation like s→ c happens. Nevertheless, the corresponding line
has to be treated as massless since we disregard power corrections in the quark mass. Thus, the
argument for anti-commuting γ5 goes through as for the other non-singlet quantities. Therefore,
we can use the odd moments of the non-singlet OME ANSqq,Q in both cases.
The charged current heavy flavour Wilson coefficients factorise in the limit Q2  m2 into








q,3 (NF + 1)− CNS,W
+−W−
q,3 (NF ) (4.185)
HNS,W
+−W−




q,3 (NF + 1) , (4.186)
where we suppress the dependence on N and the scales for better readability. Expanding the
factorised expressions in the strong coupling constant as up to third order yields
LNS,W
+−W−
























q,3 (NF + 1) =
1 + asC
NS,W+−W−,(2)


















q,3 (NF + 1) + C
NS,W+−W−,(3)





q,3 (NF + 1) + C
NS,W+−W−
q,3 (NF ) . (4.189)
The result up to 3-loop order for the non-singlet OME ANSqq,Q is presented in Section 4.1 and the
massless Wilson coefficient CNS,W
+−W−
q,3 is known up to 3-loop order as well [153]. We use a
hat over the massless Wilson coefficient to denote its difference for NF + 1 and NF flavours, see
Eq. (2.97). In what follows, we will suppress the superscriptW+−W− of the Wilson coefficients
since we will only refer to this combination of structure functions.
Like for the Wilson coefficients in the preceding sections, the factorisation in Eqs. (4.187)
and (4.188) is presented for renormalised OMEs and massless Wilson coefficients. We use a com-
mon scale µ2 for the factorisation and renormalisation scales, µ2 = µ2R = µ
2
F . The renormalised





µ2 = Q2. Results are usually published for this scale choice, since the logarithmic terms can
be reconstructed using the renormalisation group, cf. [293]. We reconstruct the coefficients of
the logarithms in terms of the coefficients of the β-function, lower order Wilson coefficients and
the anomalous dimensions of the local operators, given in [135]. Here the valence anomalous
dimensions γNSval = γ
NS− + γNSs enter. The non-singlet sea anomalous dimensions γNSs start at
3-loop order and are proportional to the colour factor dabcdabc, see [135].
4.4.1. Analytic results
Inserting the N space result for ANSqq,Q for odd values of N , given in Eq. (4.52), and the massless
Wilson coefficient, given in [153], into Eq. (4.187) yields the N space expression for the heavy
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with the additional polynomials
P131 = − 17N4 − 34N3 − 29N2 − 12N − 24 (4.191)
P132 = N
4 + 2N3 −N2 − 2N − 4 (4.192)
P133 = 3N
5 + 11N4 + 10N3 + 19N2 + 23N + 16 (4.193)
P134 = − 11145N6 − 32355N5 − 37523N4 − 14329N3 + 1240N2 − 1032N − 2088 (4.194)
P135 = − 151N6 − 469N5 − 181N4 + 305N3 + 80N2 − 88N − 56 (4.195)
P136 = N
6 + 3N5 − 8N4 − 21N3 − 23N2 − 12N − 4 (4.196)
P137 = 15N
6 + 36N5 + 30N4 − 24N3 + 3N2 + 16N + 20 (4.197)
P138 = 155N
6 + 465N5 + 465N4 + 155N3 + 108N2 + 108N + 54 (4.198)
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P139 = 216N
6 + 567N5 + 687N4 + 285N3 + 37N2 − 44N + 12 (4.199)
P140 = 309N
6 + 807N5 + 693N4 − 463N3 − 638N2 + 68N + 216 (4.200)
P141 = 868N
6 + 2469N5 + 2487N4 + 940N3 + 171N2 + 207N + 144 (4.201)
P142 = 1407N
6 + 3825N5 + 4211N4 + 1783N3 − 250N2 − 240N + 144 (4.202)
P143 = − 4785N8 − 19140N7 − 18754N6 + 1320N5 + 12723N4 + 6548N3 + 4080N2
− 648N − 1728 (4.203)
P144 = − 45N8 − 162N7 − 858N6 − 936N5 − 1629N4 − 1094N3 − 804N2
− 40N + 192 (4.204)
P145 = N
8 + 4N7 + 13N6 + 25N5 + 57N4 + 77N3 + 55N2 + 20N + 4 (4.205)
P146 = 3N
8 + 12N7 + 16N6 + 6N5 + 30N4 + 64N3 + 73N2 + 40N + 12 (4.206)
P147 = 10807N
8 + 43228N7 + 63222N6 + 40150N5 + 14587N4 + 9018N3 + 7452N2
+ 2376N + 324 (4.207)
P148 = 42591N
8 + 166764N7 + 245664N6 + 129982N5 − 13295N4 − 25978N3
+ 3560N2 − 3192N − 4464 (4.208)
P149 = − 18351N10 − 89784N9 − 210021N8 − 271638N7 − 219369N6 − 90572N5
− 26491N4 − 7790N3 − 1992N2 − 2760N − 2160 (4.209)
P150 = 165N
10 + 825N9 + 109664N8 + 331682N7 + 457641N6 + 346145N5
+ 219290N4 + 86724N3 + 13608N2 + 14256N + 10368 (4.210)
P151 = 828N
10 + 3492N9 + 4305N8 − 2013N7 − 8540N6 − 3822N5 − 1157N4
− 3057N3 − 4112N2 − 324N + 576 (4.211)
P152 = 8274N
10 + 37149N9 + 53630N8 + 7538N7 − 59902N6 − 55159N5
− 6994N4 + 3272N3 − 9048N2 − 1656N + 2160 . (4.212)
The 3-loop part of the massless Wilson coefficient cˆNS,(3)q,3 was calculated in [153]. Logarithmic
terms of the 3-loop massless Wilson coefficients, which are proportional to powers of LQ, as well
as lower order massless Wilson coefficients are explicitly included in Eq. (4.190). We use the
shorthand γ(0)qq defined in Eq. (4.23). The result is given in terms of of harmonic sums up to
weight w = 5. The sums have been reduced to an algebraically independent basis. The result for
LNSq,3 in x space is obtained via an inverse Mellin transformation and can be found in Eq. (E.13),
Appendix E. It is written in in terms of HPLs of up to weight w = 5 which were again reduced
algebraically using shuﬄe relations.
The results contain the colour factor dabcdabc. It enters from the anomalous dimension γNSs
and the massless Wilson coefficient. The fact that this colour factor does not appear in the
OME ANSqq,Q is discussed in Appendix D. The x space expression consists of three parts: A
regular part, a part proportional to the distribution δ(1 − x) and a part which carries a plus
prescription, see Eq. (3.44). As already in the unpolarised and polarised neutral current cases,
the non-singlet OME contributes a term which, after partial fractioning, has coefficients with
positive powers of N , cf. Eq. (4.50). Therefore, the plus function part of LNSq,3(x) has terms which
are ∝ (1/(1− x)2)+. The same discussion as below Eq. (4.50) applies here as well.
The result for the Wilson coefficient HNSq,3 differs from LNSq,3 only by the massless Wilson coef-
ficient CNSq,3 (NF ). We do not give explicit formulae here, but they can be easily obtained from
Eq. (4.190) via Eq. (4.189).
Since the results for the massive OMEs refer to the heavy quark mass in the OMS scheme, a
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scheme transformation is necessary if we want to treat the heavy quark mass in the MS scheme.
It is, however, the same as in the unpolarised neutral current case and can be found in Eqs. (4.73)
and (4.74).
4.4.2. Numerical results
For the numerical illustrations, we set the common factorisation and renormalisation scale to
µ2 = Q2 unless explicitly stated otherwise.
Before we present numerical illustrations, we would like to discuss the asymptotic behaviour
of the Wilson coefficient in the limits x → 0 and x → 1. The heavy flavour Wilson coefficients
stripped of the contribution from purely massless graphs (LNSq,3(NF+1)−CˆNSq,3 (NF ) andHNSq,3 (NF+
1) − CNSq,3 (NF + 1)) is the same as for LNSq,g1 , see Eqs. (4.177) and (4.178) respectively. This is
obvious since the only difference between these Wilson coefficients stems from the contribution
given by the massless Wilson coefficient, which is subtracted here.
The asymptotic behaviour of the massless Wilson coefficients, on the other hand, differs from
that discussed in the polarised case. Obviously, the colour factor dabcdabc, which enters here
at 3-loop order from purely massless graphs, is not present in the polarised case. Moreover,
for HNSq,3 the massless Wilson coefficient CNSq,3 (NF + 1) instead of the difference CˆNSq,3 (NF ) =
CNSq,3 (NF + 1) − CNSq,3 (NF ) enters. In the region x → 0 the massless Wilson coefficient behaves
like












CNSq,3 (NF ) ∝
x→0



























while in the limit x→ 1 they behave like















































Comparing Eqs. (4.215) and (4.216) to Eq. (4.178), we see that at large x the massless graphs
exhibit stronger soft singularities than the massive ones. At 3-loop order in the small x region, the
colour factor dabcdabc contributes to the asymptotic behaviour, for CˆNS,(3)q,3 even dominating over
other colour factors (compare Eq. (4.213) to Eq. (4.179)). The leading logarithms for CNS,(k)q,3 are
of the form ak+1s ln
2k+1(x). This can again be compared to predictions for non-singlet evolution
kernels from leading-order resummation [419, 420, 433]. However, less singular terms numerically
cancel the behaviour of the leading logarithms in the physically relevant regions, cf. also [420,
433].
The contributions of the heavy flavour Wilson coefficients to the charged current structure
function can be illustrated numerically. We use the x space representations given in Eq. (E.13)
and evaluate the occurring HPLs using an extension of the code presented in [423] to weight w =
5. For the 3-loop contribution to the massless Wilson coefficient cNS,(3)q,3 we use the approximate
parametrisation given in [153]. We assume three massless flavours (NF = 3) and refer to the
charm quark as the heavy quark. Its mass is treated in the OMS scheme and it is taken to
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Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.17.: The structure function combination xFW
+−W−
3 (x,Q
2) for a proton target with
contributions from three massless as well as massive charm quarks, including cor-
rections up to 3-loop order. The different curves correspond to different values for
the virtuality Q2 of the W boson. The charm quark is treated in the asymptotic
approximation and its mass is taken to be mc = 1.59 GeV in the OMS scheme
[226]. For the strong coupling constant αs(M2Z) = 0.1132 is used [218] and PDFs
are taken from [218] as well.
be mc = 1.59 GeV [226]. We use the PDFs and the value of the strong coupling constant
αs(M
2
Z) = 0.1132 from the NNLO analysis in [218] which are available through the LHAPDF
library [422]. Like in the previous sections, we keep the settings for the strong coupling constant
and the PDFs fixed when we plot different orders in αs to facilitate a comparison of the influence
of the Wilson coefficients. For the CKM matrix elements we use the values [37]
|Vud| = 0.97425 , |Vus| = 0.2253 , |Vcd| = 0.225 , |Vcs| = 0.986 . (4.217)
In Fig. 4.17 the combination of structure functions xFW
+−W−
3 (x,Q
2) is plotted for a proton
target up to and including 3-loop corrections. The plot includes contributions from three massless
quarks and gluons as well as the charm corrections in the asymptotic limit. The structure
functions vanish towards small and large values of x and show a maximum at x ≈ 0.1. The
shape is valence-like, as is suggested by the PDF combinations, cf. Eq. (4.183), and by the fact
that the leading-order contribution of the massless Wilson coefficient is δ(1− x). By comparing
different values of Q2 we see that this maximum decreases for larger values of Q2 and its position
shifts towards smaller x.
Insight into the size of the heavy flavour corrections can be found in Fig. 4.18, which shows
the ratio of structure functions containing the heavy flavour contributions from LNSq,3 and HNSq,3
to the purely massless contributions from CNSq,3 . The structure functions are truncated at 3-
loop order and the different curves illustrate different values of Q2. The corrections from heavy
quarks increase the structure function by about 2% to 3% between x = 10−5 and x = 10−1 and
become negative above x ≈ 0.5, where they amount to up to −3.5% of the massless structure
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Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Q2 = 1000GeV2, O(a3s)
Figure 4.18.: Ratio of the contribution from charm quarks to the contribution of only three




different curves compare different values of the virtuality Q2 of the W boson. QCD
corrections up to and including 3-loop order are included and a proton target is
assumed. The PDFs and other parameters are the same as in Fig. 4.17.
function. With increasing Q2 the corrections become more pronounced at small values of x and
they decrease for x & 10−2.
The same ratio of structure functions is shown in Fig. 4.19 at fixed Q2 = 100 GeV2, comparing
truncations of the perturbative series at different orders of as. As explained above, we do not
change the PDFs or strong coupling constant across the different truncations. Increasing the
order in as increases the size of the heavy flavour corrections at small x from 1% at tree level
for x = 10−5 to 3% at 3-loop order. At x close to 1 the higher order corrections drive the heavy
flavour contribution negative.
Figure 4.20 addresses the sensitivity of the structure function to variations of the common
renormalisation and factorisation scale µ2. The borders of the yellow band correspond to the
scale choices µ2 = 4Q2 and µ2 = Q2/4, normalised to the scale choice µ2 = Q2. Here we plot the
ratio for Q2 = 100 GeV2, but a similar behaviour is observed at other values of Q2. The scale
variation yields effects of order ±1% and is mostly flat in x, except for very small or large values
of x.




2) for a nucleon in an isoscalar target is almost indistinguishable
form that of a proton target shown in Fig. 4.17. The reason for this can be seen from the
difference of the structure function combinations for isoscalar and proton targets
F isoscalar3 (x,Q




⊗ [CNSq,3 (NF ) + LNSq,3(NF + 1)]
− |Vcd|2dv − uv
2
⊗HNSq,3 (NF + 1)
}
, (4.218)
where uv and dv are the up and down quark valence distributions. Since the Wilson coefficient
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Q2 = 100GeV2, O(a0s)
Q2 = 100GeV2, O(a1s)
Q2 = 100GeV2, O(a2s)
Q2 = 100GeV2, O(a3s)
Figure 4.19.: Ratio of the contribution from charm quarks to the contribution of only three




different curves refer to the orders in as which are included in the ratio. For all
curves a virtuality of Q2 = 100 GeV and a proton target is assumed. The PDFs
and other parameters are the same as in Fig. 4.17.
HNSq,3 (NF + 1) is structurally equivalent to CNSq,3 (NF ) + LNSq,3(NF + 1), cf. Eq. (4.189), the Wilson
coefficients and the PDFs can be factored out. We find that the difference of the structure
functions for isoscalar and proton targets is proportional to |Vus|2 − |Vcd|2, which is zero within
the current experimental uncertainties [37].
4.4.3. Gross-Llewellyn-Smith sum rule
The first moment of the flavour non-singlet combination F ν¯p3 + F
νp
3 fulfils the Gross-Llewellyn-





2) + F νp3 (x,Q
2)
]
= 6CGLS(aˆs, NF ) (4.219)
where aˆs = αs/pi and we idealise the CKM mixing by assuming unitarity of the two-flavour CKM
submatrix. The massless QCD corrections to CGLS(aˆs) have been calculated at 1-loop [105, 106,
446, 447], 2-loop [441], 3-loop [129] and 4-loop order [442, 448, 449]. They are given by
CGLS(aˆs, NF ) = 1− aˆs + aˆ2s(−4.58333 + 0.33333NF ) + aˆ3s(−41.4399 + 8.02047NF − 0.17747N2F )
+ aˆ4s(−479.448 + 129.193NF − 7.93065N2F + 0.10374N3F ) . (4.220)
For the colour factors the values of QCD (SU(3)c) are assumed and we choose the factorisation
and renormalisation scale as µ2 = Q2. The number of massless quarks is denoted by NF . The
massless QCD corrections to the polarised Bjorken sum rule CpBj(aˆs) are identical to those
of the Gross-Llewellyn-Smith sum rule up to O(a2s), cf. Eq. (4.182). For the heavy quarks in
the asymptotic limit, there are contributions from the heavy flavour Wilson coefficients LNSq,3
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Q2 = 100GeV2, O(a3s)
Figure 4.20.: The structure function combination FW
+−W−
3 (x,Q
2) for different choices of the
renormalisation and factorisation scale µ2, normalised to the choice µ2 = Q2. The
yellow band is delimited by the curves for the choices µ2 = 4Q2 and µ2 = Q2/4
respectively. Contributions from three massless flavours as well as from charm
quarks are taken into account up to and including 3-loop order. The PDFs and
other parameters are the same as in Fig. 4.17.
and HNSq,3 . The first moment of the massive OME ANSqq,Q, however, vanishes due to fermion
number conservation. Thus, the first moment receives contributions only from those parts of the
heavy flavour Wilson coefficients which are determined by the massless Wilson coefficient. From
LNSq,3(NF + 1) we get CˆNSq,3 (NF ) as a contribution to the first moment, which effectively shifts
NF → NF + 1 in the massless Wilson coefficient. Moreover, the Wilson coefficient HNSq,3 (NF + 1)
reduces to CNSq,3 (NF + 1), leaving us in the position to factor out the massless Wilson coefficient
for NF + 1 flavours. If we assume a vanishing valence distribution for the strange quarks sv = 0
and neglect power corrections (m2/Q2)k, the Gross-Llwellyn-Smith sum rule with charm quark











(|Vud|2 + |Vus|2)〈uv〉+ (|Vud|2 + |Vcd|2)〈dv〉
]× CGLS(aˆs, NF + 1) (4.221)
= 2 [2 · 0.9999 + 0.9998]CGLS(aˆs, NF + 1) , (4.222)
where NF is the number of massless flavours and the first moment of the valence quark distri-
bution is written as 〈qv〉 =
∫ 1
0 dx qv(x). The experimental values of the CKM matrix elements
amount to only a very small deviation from the factor 6, which is obtained in Eq. (4.221) for
idealized CKM mixing. For isoscalar targets the result is practically identical. The difference
between proton and isoscalar targets is again suppressed by |Vus|2 − |Vcd|2, cf. Eq. (4.218), and
therefore consistent with zero at the current uncertainty of the CKM matrix elements [37].
Summarising the observations above, we can say that the asymptotic Wilson coefficients con-
tribute to the Gross-Llewellyn-Smith sum rule only by shifting NF → NF + 1 in CGLS and if
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we choose µ2 = Q2, no logarithmic corrections appear in the inclusive case, which is considered
here and in [198]. In the tagged heavy flavour case, on the other hand, logarithmic corrections
do appear [197]. Power corrections to the tagged flavour case were considered in [306, 445] while
the power corrections in the inclusive case were dealt with in [421].
4.5. Variable flavour number scheme
The variable flavour number scheme defined in [202] describes the transition from NF massless
and one massive quark to NF + 1 effectively massless quarks, see also Section 2.6. Below a
matching scale µ2 the massive quark is regarded as being produced purely through radiative
corrections and the massless evolution equations are used to describe the scale evolution of the
PDFs of the NF massless flavours. Above the matching scale the massive quark is regarded as
effectively massless and a new PDF is assigned to this quark flavour. This distribution evolves
using the standard massless evolution equations for NF + 1 flavours. The PDFs in these two
schemes are related through matching relations in which the massive OMEs appear as matching
coefficients. To 2-loop order all necessary OMEs are known [201, 202, 205, 207]. At 3-loop order
a number of fixed moments is known [193, 203] for all relevant OMEs. With the completion of
the non-singlet OME ANSqq,Q to 3-loop order for general N , the matching relation for the PDF
combination fk(NF + 1, µ2) + f¯k(NF + 1, µ2) is now completely known for general values of N .
The relation reads
fk(NF + 1, µ
















where G(NF , µ2) is the gluon PDF and Σ(NF , µ2) is the singlet PDF combination defined in
Eq. (2.66). The Mellin convolution is denoted by ⊗. Since usually the PDFs are given as
functions in x, the OMEs are needed in x space as well. The OMEs APSqq,Q and Aqg,Q have been
obtained in [336] for general N to 3-loop order. In [450] the N and x space representations of
the renormalised OMEs were given, including the logarithmic terms. This completes the first
matching relation to O(a3s) for general values of N . Thus, we can give illustrations of the impact
on the PDFs.
The choice of the matching scale µ2 is process dependent and usually significantly larger
than the heavy quark mass [306]. Scales close to threshold imply non-relativistic heavy quark
production for which neglecting finite mass effects is generally not justified. It is interesting to




so that the gluon and singlet PDF
combination mix into fk + f¯k only at this order.
Figure 4.21 demonstrates the size of the individual terms in Eq. (4.223) for the example of
the x(u + u¯) combination in the 4-flavour scheme. The term involving the non-singlet OME is
small compared to the singlet and gluon terms and its shape as a function of x resembles that of
the massive Wilson coefficient, which was discussed in the previous section. By comparison, the
pure-singlet and gluon term are larger by about an order of magnitude and they grow towards
small x. Only for x & 0.05 is the non-singlet term of similar size as the other two terms. The
relative difference in magnitude of the individual contributions is mainly driven by the magnitude
of the corresponding PDF combinations in the 3-flavour scheme. The behaviour of the individual
contributions to the down and strange combinations is similar.
The impact of the O(a3s) corrections to the matching relation Eq. (4.223) can be illustrated
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ANSqq,Q ⊗ (u + u¯)
A˜PSqq,Q ⊗ Σ
A˜qg,Q ⊗G
Figure 4.21.: Individual contributions from the OMEs to the PDF combination x(u+ u¯) for four
flavours in the variable flavour number scheme. Only the 3-loop terms are shown
while lower order terms are not included in the plot. The matching scale is fixed
at µ2 = 20 GeV2 the PDFs are taken from [218]. The charm quark mass is treated

















0.05 0.2 0.4 0.6 0.8
Q2 = m2c , O(a2s)
Q2 = 20GeV2, O(a2s)
Q2 = 100GeV2, O(a2s)
Q2 = m2c , O(a3s)
Q2 = 20GeV2, O(a3s)
Q2 = 100GeV2, O(a3s)
Figure 4.22.: Ratio of the distribution x(u + u¯) at four flavours in the VFNS to the same dis-
tribution at three flavours. The dashed lines show the ratio up to and including
2-loop corrections and the solid lines also include 3-loop effects. Up to x = 0.05
the x axis has a logarithmic scale while the scale for x ∈ [0.05, 0.85] is linear. The
PDFs and the charm quark mass are the same as in Fig. 4.21.
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Q2 = m2c , O(a2s)
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Q2 = 100GeV2, O(a3s)
Figure 4.24.: The same as Fig. 4.22 but for the PDF combination x(s+ s¯).
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by considering the ratio
Rk(NF + 1, NF ) =
fk(NF + 1, µ
2) + f¯k(NF + 1, µ
2)
fk(NF , µ2) + f¯k(NF , µ2)
. (4.224)
This ratio is plotted in Fig. 4.22 for the combination x(u + u¯), in Fig. 4.23 for x(d + d¯) and in
Fig. 4.24 for x(s + s¯). The figures show the ratio for O(a2s) and for O(a3s) as dashed and solid
lines, respectively. Comparing the ratio at different orders, one observes the onset of mixing
with the gluon and singlet combination at O(a3s) in the form of larger effects up to O(0.5%) at
small x. Given O(1%) experimental precision for F2(x,Q2) the effects from the matching are
only slightly smaller. The behaviour of d+ d¯ is very similar to u+ u¯ – only with slightly larger
effects at large x. Also the effects on the combination s + s¯ are similar, though at large x the
ratio shows a more pronounced behaviour.
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5. Pure-singlet contributions to DIS
Considering contributions to deep-inelastic scattering from diagrams with a quark as the initial
parton, we can distinguish two terms according to their transformation behaviour under the
flavour group SU(NF ). Parts with a non-trivial transformation behaviour are called non-singlet
contributions and have been dealt with in the previous chapter. Those terms which are invariant
under flavour transformations are called singlet contributions and can be further split up due to
the contributing diagrams. All non-singlet diagrams also contribute to the singlet terms, which
suggests to isolate the pure-singlet part, i.e. all diagrams that are unique to the singlet part. At
the level of massive OMEs, there are two pure-singlet OMEs, APSqq,Q and A
PS
Qq. The former has the
operator insertion on a light quark line and was calculated before in [336], whereas the diagrams
of the latter have an operator insertion on a heavy quark line. In this chapter, we discuss the
calculation of the pure-singlet OME APSQq and the associated heavy flavour Wilson coefficient H
PS
q,2
for the unpolarised structure function F2(x,Q2). We also extract the pure-singlet anomalous
dimension, which enters the pole terms of the OME. In the results, we encounter generalised
harmonic sums [261, 368] in N space and HPLs with generalised arguments in x space. The
results of this chapter are published in [397].
5.1. The pure-singlet operator matrix element
Forming the matrix element of the singlet operator with heavy quark fields between massless,
on-shell quark states yields the pure-singlet OME APSQq. The contributing diagrams have external
massless, on-shell fermions and the operator insertion is carried by a heavy quark line. Contri-
butions to this OME start at 2-loop order which can also be understood diagrammatically: The
external particles are light quarks, which have to be connected due to fermion number conser-
vation. The presence of the heavy quark introduces at least one closed fermion loop, and the
requirement of one-particle irreducibility implies that we need at least two gluons to link the
massive fermion loop to the external fermion line, which results in another loop. In contrast to
the non-singlet OME, the pure-singlet OME up to 3-loop order does not receive contributions
from reducible diagrams: Heavy quark corrections to the self-energy of external massless quarks
start at 2-loop order and irreducible diagrams for the pure-singlet OME start at 2-loop order as
well. Thus, reducible diagrams are expected only from 4-loop order onwards.












































































8γˆPS,(2)qq − 8NF ˆ˜γPS,(2)qq
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The coefficients of renormalisation constants like the massless and massive β-function, βk and
βk,Q, the mass renormalisation constants δmk and the anomalous dimensions γ
(k)
ij were already
discussed in Chapter 2. The hat and tilde above the anomalous dimensions refer to the NF
prescriptions defined in Eqs. (2.96) and (2.97). The constant term of the ε expansion of the 2-
loop OMEs a(2)ij was obtained in [201] and recalculated in [205]. The corresponding linear terms
a
(2)
ij are also known [206]. As discussed below Eq. (4.2), the 2-loop OMEs refer to the expressions
after on-shell mass renormalisation, while the constant part of the 3-loop OME is taken to be
completely unrenormalised.
The only unknown part of the expression above is the constant term of the 3-loop OME, which
is what we will address in the calculation below. We give some details on the characteristics of
the calculation in the next subsection, and we proceed by presenting results on the pure-singlet
anomalous dimensions, which can be extracted from the pole terms or logarithmic terms. Finally,
we present the result for the 3-loop OME.
5.1.1. Details on the calculation
An outline of the steps involved in the calculation is given in Section 3.1. Here we only comment
on the characteristics which are particular to the pure-singlet OME. A sample of the diagrams,
which are generated using QGRAF [347], can be found in Fig. 5.1. The topologically most involved
diagrams are related to Benz diagrams with up to four massive propagators. Ladder diagrams
or non-planar topologies do not contribute here.
The diagrams are then passed to the FORM [216] program [193, 203] which inserts the Feynman
rules, applies the projectors, performs the simplifications of Dirac and colour algebra and finally
yields a linear combination of scalar integrals for each diagram. Most diagrams yield scalar
integrals which can be mapped to the B1a integral family. Only four diagrams, which have four
distinct massive propagators and which are drawn in Figs. 5.1e to 5.1g and 5.1j, are mapped to
the families B5a and B5c. Due to the structure of the Feynman rule for the 4-point operator
insertion, diagrams with such an insertion consist of two parts whose scalar integrals may need
to be mapped to different families.
After using the integration-by-parts relations to reduce the scalar integrals to master integrals,
66 master integrals are required to express all pure-singlet diagrams. Of these, 55 belong to the
family B1a and 11 are from the family B5a. Unfortunately, there is almost no overlap with the
master integrals which enter the non-singlet OME due to the placement of the operator insertion.
Only the three master integrals which do not have an operator insertion occur in both OMEs.
The scalar integrals of the family B5c are completely reduced to B5a master integrals. This is a
peculiarity of the present OME and the way we choose the basis of master integrals. In general,
other OMEs do have diagrams which are reduced to master integrals from the family B5c.
For the calculation of the master integrals we use several of the techniques described in Sec-
tion 3.3. The simplest master integrals can be done by introducing Feynman parameters, per-
forming the loop integrals and solving the Feynman parameter integrals in terms of Euler Beta
functions. These results are valid to all orders of the dimensional parameter ε and their expan-
sions up to the required order yields harmonic sums of depth one. Slightly more complicated
master integrals can be done in terms of generalised hypergeometric functions evaluated at 1 or
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5.1. The pure-singlet operator matrix element
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure 5.1.: Examples for the diagrams contributing to the pure-singlet OME APS,(3)qq,Q . Massless
quarks are drawn as dashed arrow lines and massive quarks as solid arrow lines.
Curly lines represent gluons and the operator insertion is marked by a circled cross.
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finite sums over these functions, where the summation indices appear in the parameters of the hy-
pergeometric functions. Given appropriate convergence properties of the series representation of
the hypergeometric function, we use this representation to arrive at a sum representation for the
master integral which consists of several finite and infinite sums. The expression can then be sim-
plified using the packages Sigma [241, 252, 253], HarmonicSums [258–263], EvaluateMultiSums
and SumProduction [254–257] in terms of harmonic sums and generalised harmonic sums. For
some integrals, in particular for those from the family B5a, we make use of Mellin-Barnes repres-
entations and the package MB [392] to derive a sum representation which could then be simplified
using the packages mentioned above. Moreover, eleven master integrals from the family B1a are
solved using the method of differential equations.
After completing all required master integrals, they can be written as generating functions and
inserted into the expressions for the diagrams which leads to a result for the generating function
of the diagram. The final step is then to extract the Nth Taylor coefficient from this generating
function in order to obtain the result for the diagrams in N space.
All diagrams which contain a subdiagram with only two distinct propagators, called bubble
diagrams, were calculated separately and their results were published in [338]. There, hyper-
geometric function techniques were used to derive sum representations which were subsequently
simplified using the packages ρSum [451–453], Sigma [241, 252, 253], EvaluateMultiSums and
SumProduction [254–257].
5.1.2. Anomalous dimension
Since the pure-singlet anomalous dimension enters in the pole terms of the unrenormalised OME
APSQq and in the logarithmic terms after renormalisation, we can use our result for the pure-singlet
OME to extract the pure-singlet anomalous dimensions. The double pole (ε−2) term contains
the 2-loop loop anomalous dimension γPS,(1)qq . Equivalently it can be recovered from the term
proportional to L2M in the renormalised result. From the single pole (ε
−1) term or the LM term,
we extract the quantity γˆPS,(2)qq , which allows us to reconstruct all NF -dependent terms of the 3-
loop anomalous dimension. As the NF -independent term is absent in the pure-singlet anomalous
dimension, we obtain the complete result this way, which is the first recalculation of the result
in [136] using a different observable and different methods.
We define the shorthand
F =
(2 +N +N2)2
(N − 1)N2(N + 1)2(N + 2) . (5.3)
With this, the pure-singlet anomalous dimension at 2-loop order is given by






N2 + 5N + 2
)(
5N3 + 7N2 + 4N + 4
)
(N − 1)N3(N + 1)3(N + 2)2 . (5.4)
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}
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S31 + S2S1 + 2S−2S1 − 2S2,1 − 6ζ3
]}}
. (5.5)
Here we use the polynomials
P153 = 5N
4 + 10N3 + 25N2 + 20N + 4 (5.6)
P154 = 5N
6 + 29N5 + 78N4 + 118N3 + 114N2 + 72N + 16 (5.7)
P155 = 17N
6 + 51N5 + 99N4 + 113N3 − 32N2 − 80N − 24 (5.8)
P156 = 29N
6 + 99N5 + 39N4 + 65N3 + 64N2 − 128N − 24 (5.9)
P157 = 2N
7 + 14N6 + 37N5 + 102N4 + 155N3 + 158N2 + 132N + 40 (5.10)
P158 = 5N
7 + 25N6 + 11N5 − 213N4 − 420N3 − 416N2 − 352N − 112 (5.11)
P159 = 8N
7 + 37N6 + 68N5 − 11N4 − 86N3 − 56N2 − 104N − 48 (5.12)
P160 = 9N
10 + 69N9 + 219N8 + 345N7 + 410N6 + 724N5 + 1124N4 + 1116N3
+ 824N2 + 400N + 96 (5.13)
P161 = 52N
10 + 392N9 + 1200N8 + 1353N7 − 317N6 − 1689N5 − 2103N4 − 2672N3
− 1496N2 − 48N + 144 (5.14)
P162 = 77N
10 + 646N9 + 2553N8 + 6903N7 + 14498N6 + 22898N5 + 24861N4
+ 17068N3 + 7040N2 + 1760N + 192 (5.15)
P163 = 127N
10 + 713N9 + 1458N8 + 78N7 − 2360N6 − 2352N5 − 3663N4 − 3359N3
+ 298N2 + 924N + 72 (5.16)
P164 = 49N
12 + 417N11 + 1619N10 + 3868N9 + 6831N8 + 10189N7 + 13445N6
+ 14934N5 + 12760N4 + 8160N3 + 4176N2 + 1504N + 256 (5.17)
P165 = 731N
14 + 8804N13 + 40614N12 + 90274N11 + 102402N10 + 67882N9
+ 23170N8 − 120782N7 − 357069N6 − 421954N5 − 293880N4 − 183088N3
− 109968N2 − 42912N − 6912 . (5.18)
We suppress the argument N of the harmonic sums to shorten the notation. After reducing the
harmonic sums to an algebraically independent basis [146], cf. also [149], seven harmonic sums
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up to weight three appear. The required sums read
S1, S2, S−2, S3, S−3, S2,1, S−2,1 . (5.19)
Structural relations [147, 148] allow to reduce the number of independent sums even further until
we reach the three sums
S1, S2,1, S−2,1 . (5.20)
The corresponding results in x space are given in Eqs. (E.1) and (E.2) in Appendix E. It
contains 15 HPLs up to weight w = 4 after algebraic reduction, which are
H0, H1, H−1, H0,1, H0,−1, H0,0,1, H0,0,−1, H0,1,1, H0,−1,−1, H0,−1,1, H0,1,−1,
H0,0,0,1, H0,0,0,−1, H0,0,1,1, H0,1,1,1 . (5.21)
Since H0,−1,1 and H0,1,−1 only appear as a sum, all HPLs can be represented as Nielsen integrals
Sn,p(x) [378–380], cf. Eq. (3.43), if we allow for the more general arguments x, −x and x2, [147].
The required special functions are
ln(x), ln(1− x), ln(1 + x),Li2(x),Li3(x),Li3(−x),S1,2(x),S1,2(−x),S1,2(x2),
Li4(x),Li4(−x),S2,2(x),S1,3(x) . (5.22)
It has been observed [147, 454] that all 3-loop splitting functions can be expressed in terms of
Nielsen integrals with generalised arguments. The expressions in x space require a larger number
of special functions compared to the result in N space. Our results in Eqs. (5.4) and (5.5) agree
with the results in the literature [110, 112, 115, 117, 118, 136]. At 3-loop order, our result is the
first independent recalculation.
5.1.3. The operator matrix element
A key objective of the present calculation is the missing constant term of the unrenormalised
3-loop pure-singlet OME. For the presentation of the results in this chapter, we define the
shorthand
G =
(N2 +N + 2)
(N − 1)N2(N + 1)2(N + 2) , (5.23)
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9(N − 1)2N3(N + 1)3(N + 2)2S2
+
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3(N − 1)N3(N + 1)3(N + 2)2S1
− 8P182
3(N − 1)N4(N + 1)4(N + 2)3
)
S−2 − 4P189
9(N − 1)2N4(N + 1)4(N + 2)3 ζ2
− 8P184
9(N − 1)2N3(N + 1)3(N + 2)2 ζ3
]
, (5.24)
with B4 as defined in Eq. (3.31) and the polynomials Pi given by those of the anomalous dimen-
sion as well as by
P166 = 5N
4 + 4N3 +N2 − 10N − 8 (5.25)
P167 = N
5 −N3 + 10N2 − 2N + 4 (5.26)
P168 = 8N
6 + 29N5 + 84N4 + 193N3 + 162N2 + 124N + 24 (5.27)
P169 = 17N
6 + 51N5 + 27N4 + 77N3 + 76N2 − 80N − 24 (5.28)
P170 = 38N
6 + 108N5 + 151N4 + 106N3 + 21N2 − 28N − 12 (5.29)
P171 = 3N
7 + 24N6 + 49N5 + 122N4 + 154N3 + 104N2 + 120N + 32 (5.30)
P172 = 81N
7 + 271N6 + 229N5 − 159N4 − 530N3 − 844N2 − 904N − 288 (5.31)
P173 = 6N
8 + 40N7 + 84N6 + 59N5 + 114N4 + 283N3 + 250N2 + 180N + 88 (5.32)
P174 = 6N
8 + 48N7 + 100N6 − 5N5 + 194N4 + 763N3 + 626N2 + 356N + 152 (5.33)
P175 = 269N
8 + 1064N7 + 1342N6 + 2552N5 + 3273N4 + 1896N3 + 516N2
− 2560N − 864 (5.34)
P176 = 6N
9 + 39N8 + 89N7 + 148N6 + 85N5 + 147N4 + 286N3 + 248N2
+ 440N + 112 (5.35)
P177 = 6N
9 + 39N8 + 105N7 + 76N6 − 91N5 − 293N4 − 338N3 − 248N2
− 264N − 80 (5.36)
P178 = 36N
9 + 216N8 + 478N7 + 293N6 − 663N5 − 2063N4 − 2859N3 − 1074N2
+ 444N + 56 (5.37)
P179 = 40N
9 + 625N8 + 3284N7 + 5392N6 − 7014N5 − 33693N4 − 47454N3
− 46100N2 − 26280N + 7200 (5.38)
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P180 = 48N
9 + 192N8 − 45N7 − 1089N6 − 1487N5 − 3299N4 − 7320N3 − 4120N2
− 1008N − 1072 (5.39)
P181 = 3N
10 + 75N9 + 363N8 + 735N7 + 662N6 + 490N5 + 944N4 + 840N3
+ 176N2 + 256N + 192 (5.40)
P182 = 5N
10 + 44N9 + 82N8 + 214N7 + 259N6 + 14N5 − 346N4 − 2096N3
− 3680N2 − 1952N − 416 (5.41)
P183 = 8N
10 + 133N9 + 1095N8 + 5724N7 + 18410N6 + 34749N5 + 40683N4
+ 37370N3 + 22748N2 − 3960N − 7200 (5.42)
P184 = 9N
10 − 229N8 − 367N7 + 1135N6 − 472N5 − 5661N4 − 837N3 + 1098N2
+ 260N + 1032 (5.43)
P185 = 25N
10 + 176N9 + 417N8 + 30N7 − 20N6 + 1848N5 + 2244N4 + 1648N3
+ 3040N2 + 2112N + 576 (5.44)
P186 = 135N
10 + 702N9 + 1745N8 + 2039N7 + 1345N6 + 2618N5 − 4923N4
− 9939N3 − 11598N2 − 10516N − 2136 (5.45)
P187 = 153N
10 + 1049N9 + 2811N8 + 3411N7 + 1084N6 − 3976N5 − 11660N4
− 16088N3 − 12272N2 − 6240N − 1664 (5.46)
P188 = 46N
11 + 145N10 + 406N9 + 1566N8 + 1411N7 − 4318N6 − 12231N5
− 14165N4 − 6636N3 + 3200N2 + 4512N + 1872 (5.47)
P189 = 127N
11 + 856N10 + 2323N9 + 2484N8 − 317N7 − 106N6 + 4779N5
+ 8470N4 + 11112N3 + 9680N2 + 4656N + 864 (5.48)
P190 = 1696N
11 + 10993N10 + 27688N9 + 26208N8 − 773N7 + 17000N6
+ 62901N5 + 81499N4 + 114180N3 + 106112N2 + 55200N + 12240 (5.49)
P191 = 12N
13 + 151N12 + 819N11 + 2549N10 + 4893N9 + 7260N8 + 11172N7
+ 15420N6 + 16388N5 + 16824N4 + 16352N3 + 10880N2 + 4672N + 896 (5.50)
P192 = 52N
13 + 746N12 + 4658N11 + 20431N10 + 79990N9 + 251778N8
+ 553796N7 + 837697N6 + 886552N5 + 599060N4 + 155864N3 − 82368N2
− 76896N − 17280 (5.51)
P193 = 158N
13 + 1663N12 + 7714N11 + 23003N10 + 56186N9 + 89880N8 + 59452N7
− 8896N6 − 12856N5 − 24944N4 − 84608N3 − 77952N2 − 35712N − 6912 (5.52)
P194 = 247N
14 + 2518N13 + 12147N12 + 29936N11 + 47061N10 + 66314N9
+ 15119N8 − 144034N7 + 1854N6 + 528058N5 + 571260N4 + 113008N3
− 61248N2 − 22752N + 1728 (5.53)
P195 = 88N
15 + 978N14 + 4569N13 + 11443N12 + 18236N11 + 25694N10 + 41400N9
+ 57974N8 + 50675N7 + 9415N6 − 48500N5 − 88676N4 − 83504N3
− 45232N2 − 13504N − 1728 (5.54)
P196 = 293N
15 + 4670N14 + 32280N13 + 145948N12 + 559575N11 + 1871440N10
+ 4877344N9 + 9333994N8 + 12958212N7 + 12693884N6 + 8472792N5
+ 4514336N4 + 3109248N3 + 2192832N2 + 1026432N + 207360 (5.55)
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P197 = 3244N
17 + 40465N16 + 218915N15 + 671488N14 + 1331937N13 + 1654143N12
+ 374900N11 − 2526162N10 − 3045065N9 + 1320584N8 + 6186057N7
+ 9141018N6 + 12149124N5 + 13312808N4 + 10121520N3 + 4812768N2
+ 1308096N + 155520 . (5.56)
An interesting feature of the result is the appearance of generalised harmonic sums [261, 368] in
the final result, see also Eq. (3.32). The non-singlet OME presented in Section 4.1 and previously
published results on APSqq,Q and Aqg,Q [336] as well as Agq,Q [339] do not require this class of sums
for the final result. In [138] it has been observed that generalised harmonic sums were needed in
intermediate results of the 3-loop massless Wilson coefficients for F2(x,Q2), but they cancel in
the final result. Similar observations were made in the calculation of the NF dependent terms of
the 3-loop OMEs [336]. Calculations of scalar prototype diagrams related to ladder topologies
with local operator insertions [343] also required generalised harmonic sums, but to the best of
our knowledge, this is the first instance where these sums remain in a physical result for a single
scale quantity. In addition to the sums which are required for the anomalous dimensions, see
Eq. (5.19), the following sums enter the 3-loop pure-singlet OME






















































































Compared to the anomalous dimension, seven additional harmonic sums and 17 generalised
harmonic sums enter. The generalised sums can be traced back to the diagrams depicted in
Figs. 5.1e to 5.1g and those which are related to them by symmetry. Since the alphabet of
parameters also includes the letter 2, individual sums may diverge in the limit N →∞. A simple
example would be S3(2). Such a behaviour was in fact observed for individual scalar diagrams
related to V-topologies in [344]. The combination of sums which appears in the physical result
for the pure-singlet OME, however, is well-behaved in the limit N → ∞ in the sense that it




, which is expected from the simple harmonic sum S1. The





















Performing the Mellin inversion of Eq. (5.24) leads to generalised harmonic polylogarithms
[261] evaluated at argument x. The particular set of generalised HPLs that occur here can
be reexpressed in terms of usual HPLs if we allow for the additional argument 1 − 2x. The
necessary transformations can be carried out using HarmonicSums. Referring only to usual HPL
is advantageous for numerical applications since we can reuse existing implementations for the
numerical evaluation of HPLs. In general, of course, it may not always be possible to restrict
to usual HPLs and functions with support on only a subset of the interval [0, 1] may occur.
In intermediate steps of our calculation we observe functions with support on [0, 1/2] or [1/2, 1].
While they can be combined into functions with support on the complete interval [0, 1] for our
152
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result, this may not always be possible. Mellin convolutions of functions with support on only







































For the presentation of the result for aPS,(3)Qq in x space, we split the result into a part which
depends only on HPLs evaluated at x and a part where also HPLs evaluated at 1− 2x enter.
a
PS,(3)
Qq (x) = a
PS,a,(3)
Qq (x) + a
PS,b,(3)
Qq (x) . (5.61)
Moreover, we introduce another shorthand notation for HPLs at this new argument
H˜~a = H~a(1− 2x) (5.62)
in addition to the usual shorthand H~a = H~a(x). With these conventions, the result in x space

























− 569x− 218)H0 + 64
81
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108x4 − 918x3 − 13889x2 + 145x− 3035)+ 64
405
(
6x5 − 60x4 + 30x3









5. Pure-singlet contributions to DIS





4x5 − 36x4 − 16x3 − 156x2 − 431x












12x5 − 108x4 − 48x3
+ 172x2 − 2183x− 200))H21 + (1289 x− 1x (4x2 + 7x+ 4)H1 − 256405 1x(6x6 − 60x5
+ 30x4 − 1030x2 + 122x+ 75)+ 128
9
(


















































































































































































































































































209x3 + 1743x2 − 1572x
154













































× (x+ 1)H0,0,0,0,1 + 3392(x+ 1)H0,0,0,1,1 + 4288
3
(x+ 1)H0,0,1,0,1 − 832(x+ 1)H0,0,1,1,1
− 1600
3
















× (8896x3 + 21003x2 + 129x− 1620)+ 2
9
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− 15x− 2)+ 128(x+ 1)H0)B4 + 256(x+ 1)B4 ln(2) + 944
3
(x+ 1)ζ2ζ3

















































































5. Pure-singlet contributions to DIS
× (152x2 + 203x+ 152)H30 − 4243 x− 1x (6776x2 + 15425x− 11926)+ 881 x− 1x (21512x2





































4x2 − 7x+ 4)H2−1 − 6427 x+ 1x (188x2







































































154x3 − 1068x2 − 217x− 844)+ 64(x+ 1)
x
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167x3 − 711x2 + 657x































































































2406x3 − 4326x2 + 1539x− 256)− 32
3



































































5.1. The pure-singlet operator matrix element





















































































































































(x− 1)H0,0,−1,−1,−1 − 624(x− 1)H0,0,−1,0,−1 + 32
3
(33x− 41)H0,0,−1,0,1
− 1872(x− 1)H0,0,0,−1,−1 + 16(63x− 79)H0,0,0,−1,1 − 128(3x− 1)H0,0,0,0,−1 + 16
3
(411x






− 79)H0,0,1,0,−1 − 32
3




















































− 275x+ 240))H0 + 4
9
(




































H0,1 − 128(x− 1)H0,−1,−1 + 544
3

































4612x3 + 15262x2 + 8524x+ 2559
)
+




















4x3 − 9x2 − 6x− 2)− 896(x+ 1)H0)




















8x3 − 30x2 − 15x− 2)− 64(x+ 1)H0)B4
− 128(x+ 1)B4 ln(2) + 8
3





































32x3 + 200x2 − 104x+ 1)H˜0,−1,−1 + 64
3
(
4x2 − 21x− 9)H0H˜0,−1,−1















− 104x+ 1)− 64
3
(


























32x3 + 200x2 − 104x+ 1)− 64
3
(















× (4x3 + 27x2 + 3x− 8)+ 128(x+ 1)H0)H˜0,−1,−1,1 + (64
3
(
































−64(4x2 − 21x− 9)+ 384(x+ 1)H0)H˜0,1,1,1
− 384(x+ 1)H˜0,−1,−1,−1,1 − 256(x+ 1)H˜0,−1,−1,1,−1 + 384(x+ 1)H˜0,−1,−1,1,1
− 128(x+ 1)H˜0,−1,1,−1,−1 − 384(x+ 1)H˜0,−1,1,1,−1 + 768(x+ 1)H˜0,−1,1,1,1
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− 384(x+ 1)H˜0,1,−1,−1,1 − 256(x+ 1)H˜0,1,−1,1,−1 + 384(x+ 1)H˜0,1,−1,1,1
− 128(x+ 1)H˜0,1,1,−1,−1 − 384(x+ 1)H˜0,1,1,1,−1 + 768(x+ 1)H˜0,1,1,1,1 + 64(x+ 1)
×
(
H˜0,−1,−1 − H˜0,−1,1 + H˜0,1,−1 − H˜0,1,1
)































32x3 + 200x2 − 104x+ 1)− 128
3
(
4x2 − 21x− 9)H0 + 128(x+ 1)H20)H˜0,1
+
(

































− 21x+ 2)+ 512(x+ 1)H0)H˜0,1,1 − 384(x+ 1)H˜0,−1,−1,−1 + 640(x+ 1)H˜0,−1,−1,1
+ 128(x+ 1)H˜0,−1,1,−1 + 1152(x+ 1)H˜0,−1,1,1 − 384(x+ 1)H˜0,1,−1,−1 + 640(x+ 1)H˜0,1,−1,1






12x2 + 3x− 2)
3x
[H˜0,−1 + H˜0,1]





Beyond the HPLs that contributed to the anomalous dimension, cf. Eq. (5.21), here also the
following HPLs occur
H0,−1,−1,−1, H0,−1,−1,1, H0,−1,0,1, H0,−1,1,−1, H0,−1,1,1, H0,0,−1,−1, H0,0,−1,1,
H0,0,1,−1, H0,1,−1,−1, H0,1,−1,1, H0,1,1,−1, H0,−1,−1,0,1, H0,−1,0,−1,−1, H0,0,−1,−1,−1,
H0,0,−1,0,−1, H0,0,−1,0,1, H0,0,0,−1,−1, H0,0,0,−1,1, H0,0,0,0,−1, H0,0,0,0,1, H0,0,0,1,−1,
H0,0,0,1,1, H0,0,1,0,−1, H0,0,1,0,1, H0,0,1,1,1, H0,1,0,1,1, H0,1,1,1,1 , (5.65)
along with a number of HPLs evaluated at 1− 2x,
H˜0,−1, H˜0,1, H˜0,−1,−1, H˜0,−1,1, H˜0,1,−1, H˜0,1,1, H˜0,−1,−1,−1, H˜0,−1,−1,1, H˜0,−1,1,−1,
H˜0,−1,1,1, H˜0,1,−1,−1, H˜0,1,−1,1, H˜0,1,1,−1, H˜0,1,1,1, H˜0,−1,−1,−1,1, H˜0,−1,−1,1,−1,
H˜0,−1,−1,1,1, H˜0,−1,1,−1,−1, H˜0,−1,1,1,−1, H˜0,−1,1,1,1, H˜0,1,−1,−1,1, H˜0,1,−1,1,−1,
H˜0,1,−1,1,1, H˜0,1,1,−1,−1, H˜0,1,1,1,−1, H˜0,1,1,1,1 . (5.66)
While aPS,a,(3)Qq and a
PS,b,(3)
Qq individually take on non-vanishing values for x = 1, their sum cancels
exactly. Moreover, aPS,b,(3)Qq vanishes at x = 1/2.
Before moving on to the renormalisation of the OME, we would like to discuss the behaviour of
the constant term for small and large values of x. Since the pure-singlet OME does not contain
any distributions, like δ(1 − x) or plus distributions, the limits x → 0 and x → 1 can be taken
159






















O(1 − x) +∑4i=1O((1 − x) ln(1− x)i)O(1 − x) +O((1 − x) ln(1− x))
O((1 − x) ln(1− x))
exact
Figure 5.2.: Large x behaviour of xaPS,(3)Qq (x) compared to different terms of its expansion around
x = 1. The red, solid line depicts the exact result, while the dotted line gives
the numerically leading term of the expansion. The dashed line includes also the
numerically next to leading term and the dash-dotted line shows all terms of the
form (1− x) lnk(1− x).
directly in x space. For x→ 1 we get
a
PS,(3)




(CA − CF ) ln4(1− x)
− 4
27
(23CA − 21CF + 4(2−NF )TF ) ln3(1− x)
}
+O((1− x) ln2(1− x))
∝ (1− x)
[
0.24691358 ln4(1− x) + (−4.44444444 + 0.19753086 NF ) ln3(1− x)
+ (−2.28230742 + 0.98765432 NF ) ln2(1− x)
+ (−357.426943 + 15.9385086 NF ) ln(1− x) + 116.478169 + 14.3167889 NF
]
+O((1− x)2 ln3(1− x)) . (5.67)
For the numerical values we use the QCD values of the colour factors for SU(3)c. We illustrate
the contributions of terms of the form (1−x) lnk(1−x) for k up to 4 in comparison to the exact
function in Fig. 5.2. Formally, the k = 4 term dominates close to x = 1, but the large disparity
of the numerical coefficients entails that it starts to be the largest contribution only very close
to x = 1. With NF = 3 this happens for x & 1 − 10−7. As it turns out, the k = 1 term is
numerically most relevant, followed by the k = 0 term for values of x up to 0.99.






CFTFCA [1312 + 135ζ2 − 189ζ3] ln(x)
x
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O(x−1) +O(x−1 lnx) +∑iO(lni x)
Figure 5.3.: Small x behaviour of xaPS,(3)Qq (x) compared to different terms of the expansion of the
OME. The red, solid line shows the exact expression and the dotted line illustrates
the formally leading term ∝ ln(x)/x. Including the O(x−1) term yields the dashed


























































+ (3812.8990− 44.003690NF ) 1
x
+ 1.6 ln5(x)
+ (−20.345679 + 0.7901235NF ) ln4(x) + (165.11455 + 2.6337449NF ) ln3(x)
+ (−604.63554 + 30.502827NF ) ln2(x) + (3524.9967 + 33.908944NF ) ln(x)
+O(x0) . (5.68)
We plot the asymptotic behaviour in this limit in Fig. 5.3. Again, the formally leading term of
the small x limit ∝ ln(x)/x does not give a good description of the OME at finite values of x.
This has also been observed in other small x studies, see for example [436, 455]. Including the
x−1 term improves the description up to x ≈ 5 · 10−3, but becomes insufficient for larger values
of x. Adding also the O(lnk(x)) terms for k = 1, . . . , 5 extends the region where the small x
expansion describes the OME up to x ≈ 2 · 10−2.
The authors of [456] gave a prediction for the constant term using the small x limit and the
fixed moments of the pure-singlet OME calculated in [203]. In Fig. 5.4 we compare the exact
161























Figure 5.4.: Comparison of the prediction for xaPS,(3)Qq (x) from [456], drawn as the shaded region,
with the exact result which is given by the red, solid line. The dashed, black lines
show the first terms of the small x expansion of the exact result.
result to the prediction of [456]. Our result is located at the edge of the range suggested by the
prediction. For several values of x, the range of the prediction shrinks to a point which matches
the exact result. This is enforced by the known fixed moments which were used in the prediction.
After applying the renormalisation and factorisation procedure outlined in [203], we arrive
at the renormalised result in N space. Using the shorthands F and G defined in Eqs. (5.3)









N2 + 5N + 2
)(
5N3 + 7N2 + 4N + 4
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(N − 1)N3(N + 1)3(N + 2)2 − 8FS2
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4P218
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+
32P209





9(N − 1)N3(N + 1)3(N + 2)2S1
− 32P225

















1 + P211S2 −
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(N − 1)N3(N + 1)3(N + 2)2S2 +
8P223
(N − 1)N4(N + 1)4(N + 2)3S1
− 4P233




















N(N + 1)(N + 2)
S21 +
2P224
N(N + 1)(N + 2)
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P239






























































































































(N − 1)N3(N + 1)2
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3(N − 1)N3(N + 1)3(N + 2)2S2 +
8P234























3(N − 1)N(N + 1)(N + 2)S1G−
8P231
9(N − 1)2N4(N + 1)4(N + 2)3
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(N − 1)N3(N + 1)3(N + 2)2S−2
− 8P229
9(N − 1)2N4(N + 1)4(N + 2)2S1 +
8P238




3(N − 1)N(N + 1)(N + 2)S2 +
4P200
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2P228
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5N2 + 5N + 22
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− 32(5N2 + 5N + 2)S−2,2 − 128
3
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5N2 + 5N − 2)S−2,1,1 − 8
3
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−32S3(2) + 32S1,2(2, 1)

































































































(N − 1)N3(N + 1)2
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9(N − 1)2N3(N + 1)3(N + 2)2S2 −
4P237






3(N − 1)N4(N + 1)4(N + 2)3 +
32P208
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− 8P222
9(N − 1)2N3(N + 1)3(N + 2)2 ζ3
]}
, (5.69)
where we refer to the polynomials defined already for the constant part of the OME, and in
addition we use
P198 = 5N
4 + 22N3 + 49N2 + 32N + 4 (5.70)
P199 = 11N
4 + 22N3 − 23N2 − 34N − 12 (5.71)
P200 = 17N
4 − 6N3 + 41N2 − 16N − 12 (5.72)
P201 = 3N
5 + 11N3 + 14N2 − 4N − 8 (5.73)
P202 = 7N
6 + 15N5 + 7N4 − 23N3 − 26N2 − 20N − 8 (5.74)
P203 = 17N
6 + 51N5 + 51N4 + 89N3 + 40N2 − 80N − 24 (5.75)
P204 = 17N
6 + 69N5 + 153N4 + 131N3 − 86N2 − 116N − 24 (5.76)
P205 = 73N
6 + 189N5 + 45N4 + 31N3 − 238N2 − 412N − 120 (5.77)
P206 = 2N
7 + 16N6 + 37N5 + 96N4 + 143N3 + 142N2 + 132N + 40 (5.78)
P207 = 3N
7 − 15N6 − 133N5 − 449N4 − 658N3 − 500N2 − 296N − 96 (5.79)
P208 = 3N
7 + 18N6 + 49N5 + 140N4 + 190N3 + 152N2 + 120N + 32 (5.80)
P209 = 8N
7 + 37N6 + 83N5 + 85N4 + 61N3 + 58N2 − 20N − 24 (5.81)
P210 = 81N
7 + 289N6 + 331N5 + 99N4 − 128N3 − 448N2 − 688N − 240 (5.82)
P211 = 104N
7 + 481N6 + 1064N5 + 1009N4 + 646N3 + 640N2 − 344N − 336 (5.83)
P212 = 6N
8 + 40N7 + 87N6 + 62N5 + 93N4 + 220N3 + 148N2 + 96N + 64 (5.84)
P213 = 269N
8 + 1010N7 + 1558N6 + 2984N5 + 3633N4 + 1950N3 − 420N2
− 2632N − 864 (5.85)
P214 = 6N
9 + 24N8 − 6N7 − 138N6 − 191N5 − 422N4 − 927N3 − 526N2
− 132N − 136 (5.86)
P215 = 6N
9 + 39N8 + 89N7 + 136N6 + 85N5 + 183N4 + 358N3 + 344N2
+ 440N + 112 (5.87)
P216 = 6N
9 + 39N8 + 105N7 + 88N6 − 91N5 − 329N4 − 410N3 − 344N2
− 264N − 80 (5.88)
P217 = 72N
9 + 432N8 + 965N7 + 757N6 − 729N5 − 3193N4 − 4848N3 − 1968N2
+ 528N + 16 (5.89)
P218 = N
10 + 8N9 + 29N8 + 49N7 − 11N6 − 131N5 − 161N4 − 160N3 − 168N2
− 80N − 16 (5.90)
P219 = 3N
10 + 39N9 + 111N8 − 27N7 − 692N6 − 1390N5 − 1232N4 − 636N3
− 248N2 + 80N + 96 (5.91)
P220 = 5N
10 + 32N9 + 46N8 + 82N7 − 137N6 − 658N5 − 1114N4 − 2576N3
− 3680N2 − 1952N − 416 (5.92)
P221 = 8N
10 + 133N9 + 564N8 − 720N7 − 9202N6 − 18333N5 − 13074N4
− 10744N3 − 5512N2 + 19440N + 14400 (5.93)
P222 = 9N
10 − 218N8 − 323N7 + 1211N6 − 398N5 − 5724N4 − 1035N3 + 810N2
+ 76N + 984 (5.94)
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P223 = 19N
10 + 143N9 + 427N8 + 567N7 + 454N6 + 822N5 + 1560N4 + 1784N3
+ 1488N2 + 768N + 192 (5.95)
P224 = 36N
10 + 169N9 + 33N8 − 1407N7 − 4051N6 − 6392N5 − 8176N4 − 8212N3
− 5560N2 − 2736N − 736 (5.96)
P225 = 43N
10 + 320N9 + 939N8 + 912N7 − 218N6 − 510N5 − 654N4 − 1232N3
+ 16N2 + 672N + 288 (5.97)
P226 = 43N
10 + 320N9 + 1059N8 + 1914N7 + 2431N6 + 2874N5 + 2379N4 + 820N3
+ 352N2 + 336N + 144 (5.98)
P227 = 104N
10 + 1729N9 + 10752N8 + 31392N7 + 48422N6 + 57231N5 + 75450N4
+ 59408N3 + 28136N2 + 47376N + 31680 (5.99)
P228 = 135N
10 + 702N9 + 1547N8 + 1319N7 + 553N6 + 2150N5 − 3213N4 − 6735N3
− 7854N2 − 7492N − 1272 (5.100)
P229 = 136N
10 + 647N9 + 1110N8 − 438N7 − 2555N6 − 2106N5 − 3105N4 − 3167N3
+ 418N2 + 924N + 72 (5.101)
P230 = 19N
11 − 17N10 + 190N9 + 1350N8 + 1060N7 − 4480N6 − 12285N5 − 13625N4
− 5556N3 + 2768N2 + 4512N + 1872 (5.102)
P231 = 118N
11 + 793N10 + 2281N9 + 3402N8 + 2428N7 + 1457N6 + 1917N5
+ 2476N4 + 4392N3 + 4976N2 + 2832N + 576 (5.103)
P232 = 1669N
11 + 10399N10 + 26752N9 + 36576N8 + 33436N7 + 39590N6
+ 33039N5 + 8815N4 + 27708N3 + 47504N2 + 33312N + 8784 (5.104)
P233 = 37N
12 + 305N11 + 1107N10 + 2328N9 + 3520N8 + 5020N7
+ 7642N6 + 10519N5 + 10938N4 + 8248N3 + 4656N2 + 1712N + 288 (5.105)
P234 = 18N
13 + 193N12 + 900N11 + 2378N10 + 3486N9 + 2817N8 + 2052N7 + 2256N6
+ 2804N5 + 7272N4 + 12512N3 + 10304N2 + 4672N + 896 (5.106)
P235 = 25N
13 + 1016N12 + 11804N11 + 63190N10 + 184075N9 + 321474N8
+ 375092N7 + 324832N6 + 221884N5 + 205760N4 + 302240N3 + 288576N2
+ 153792N + 34560 (5.107)
P236 = 158N
13 + 1663N12 + 7309N11 + 17981N10 + 35774N9 + 59586N8 + 56374N7
+ 23504N6 + 25457N5 + 30298N4 − 11384N3 − 30000N2 − 18864N − 4320 (5.108)
P237 = 77N
14 + 1046N13 + 7131N12 + 35512N11 + 87723N10 + 89530N9 + 46927N8
+ 41002N7 − 194958N6 − 644698N5 − 589404N4 − 123376N3 + 61248N2
+ 22752N − 1728 (5.109)
P238 = 686N
14 + 6560N13 + 25572N12 + 43489N11 + 9045N10 − 72944N9 − 125240N8
− 156761N7 − 206883N6 − 241600N5 − 250212N4 − 225808N3 − 150864N2
− 56448N − 8640 (5.110)
P239 = 100N
15 + 1170N14 + 6234N13 + 20518N12 + 49217N11 + 94274N10
+ 145788N9 + 172682N8 + 139145N7 + 47068N6 − 50228N5 − 96416N4
− 82448N3 − 41536N2 − 11968N − 1536 (5.111)
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P240 = 158N
16 + 6799N15 + 93011N14 + 633970N13 + 2547481N12 + 6605953N11
+ 11841596N10 + 15808910N9 + 17140651N8 + 16081262N7 + 12756671N6
+ 7253426N5 + 1318688N4 − 2323728N3 − 2738448N2 − 1334880N − 259200 (5.112)
P241 = 2272N
17 + 27343N16 + 135485N15 + 332260N14 + 398250N13 + 111012N12
− 530356N11 − 1134420N10 − 86378N9 + 3545573N8 + 7139427N7 + 8691144N6
+ 9505284N5 + 9549872N4 + 7324752N3 + 3612672N2 + 1017792N + 124416 .
(5.113)
All nested sums which appear, can be continued to complex values of the argument N by per-
forming the asymptotic expansion for N → ∞ analytically, cf. [147, 261], and then using the
recurrence relations for the sums. Expressions in x space can be derived by applying the inverse
Mellin transformation, which results in the expressions presented in Eq. (E.10) in Appendix E.
The heavy quark mass m, which appears in the logarithms LM in the result above, refers to
the OMS scheme. If we reexpress the result in terms of the MS mass, we get a slightly different
expression. The difference between the two schemes is given in N space by





N2 +N + 2
)2








4N7 + 20N6 + 37N5 − 4N4 − 43N3 − 34N2 − 52N − 24)







5N3 + 7N2 + 4N + 4
)(
N2 + 5N + 2
)
(N − 1)N3(N + 1)3(N + 2)2
}
, (5.114)
where we have identified the masses in both schemes symbolically to shorten the expression.
Analogously, the difference in x space can be written as
APS,MSQq (x)−APS,OMSQq (x) =C2FTF
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We would like to discuss also the numerical behaviour of the pure-singlet OME as a function
of x and Q2. For the illustrations, we use the x space expressions from Eq. (E.10) and we employ
the Mathematica package HPL-2.0 described in [457, 458] for the numerical evaluation of the
HPLs. The value of the strong coupling constant αs(µ2) is obtained using the LHAPDF library
from the parametrisation of the NNLO analysis in [218]. We keep the value of αs(µ2) the same
for both NLO and NNLO illustrations since we would like to discuss the influence of just the
OME itself. We consider the case of three massless quarks and a massive charm quark, whose
mass in the OMS scheme we take to be mc = 1.59 GeV, as determined in [226].
Figure 5.5 shows the OME APSQq at 2- and 3-loop order for different choices of the scale µ
2
between 20 GeV2 and 10 000 GeV2. At small values of x, the 2-loop term of the OME (dashed
167
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Figure 5.5.: Illustration of the pure-singlet OME APSQq for charm quarks at different values of the
scale µ2. The dashed line corresponds to the 2-loop term, while the solid line shows
the sum of the 2-loop and 3-loop corrections. The charm quark mass mc = 1.59 GeV
is treated in the OMS scheme [226].
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µ2 = 5000GeV2




Figure 5.6.: The medium x behaviour of the pure-singlet OME APSQq for charm quarks. The
dashed line corresponds to the 2-loop term, while the solid line shows the sum of the
2-loop and 3-loop corrections. The charm quark mass mc = 1.59 GeV is treated in
the OMS scheme [226].
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line) is negative, while the sum of the 2- and 3-loop correction (solid line) is of opposite sign.
The overall size of the OME increases when µ2 increases. Due to the rapid growth of the OME
towards smaller values of x, an important feature is hidden in Fig. 5.5, which we demonstrate in
Fig. 5.6. Despite being positive below x ≈ 10−4, the sum of the 2- and 3-loop terms is negative
above some value of x and approaches zero from below for x → 1. This fact will be important
when we discuss the heavy flavour Wilson coefficient, since there, as well as for the matching
relations of the variable flavour number scheme, we need to compute the Mellin convolution of
the OME with the singlet PDF combination. This convolution receives contributions from all
values of x and due to the sign flip of the OME, cancellations will occur. The value of x for
which the OME changes sign shifts from x ≈ 8.3 · 10−3 for µ2 = 20 GeV2 to x ≈ 1.5 · 10−4 for
µ2 = 10 000 GeV2. The 2-loop term, on the other hand, remains negative over the whole range
of x and for all values of µ2 considered here. At around x ≈ 10−2 the 3-loop term also becomes
negative, so that the sum of 2-loop and 3-loop corrections has a slightly larger absolute value
than the 2-loop contribution alone.
The pure-singlet OME APS,(3)Qq also enters the matching relations of the variable flavour number
scheme. In particular, it enters in the relations for the new, heavy quark PDF combination
fQ(x,NF +1)+ f¯Q(x,NF +1) and the singlet combination Σ(x,NF +1). Both relations, however,
also receive contributions from the OME A(3)Qg, which has not been completed yet. Therefore,
we cannot yet present illustrations of the impact from the pure-singlet OME on these matching
relations.
5.2. Contribution to unpolarised scattering
The structure function F2(x,Q2) for unpolarised neutral current scattering receives contributions
from the pure-singlet heavy flavour Wilson coefficient HPSq,2 . The relevant part of the structure
function, which is given in full in Eq. (2.90), reads












⊗ Σ(x, µ2, NF )
]
, (5.116)
where eQ is the charge of the heavy quark and Σ(x, µ2, NF ) denotes the singlet PDF combination
in the fixed flavour number scheme, cf. Eq. (2.66).
The factorisation of the heavy flavour Wilson coefficients in the limit m2  Q2 determines the
structure of the Wilson coefficients in terms of massive OMEs and massless Wilson coefficients,
cf. Eq. (2.94). The pure-singlet Wilson coefficient HPSq,2 , expanded in as, can be written in this
limit as
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g,2 (NF + 1)
+A
PS,(2)
Qq (NF + 1)C
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q,2 (NF + 1)
]
. (5.117)
The pure-singlet OME at 2-loop order APS,(2)Qq was calculated in [201, 205] and the 2-loop result for
A
(2)
gq,Q can be found in [202, 207]. For the massless Wilson coefficients C
PS
q,2 , we refer to [106] for a
collection of the 1-loop results, while the 2-loop corrections were published in [118–121]. Finally,
also the 3-loop result is known [138]. The massless Wilson coefficients depend logarithmically on
the scale ratio Q2/µ2. Terms proportional to logarithms of this scale ratio LQ = ln(Q2/m2) vanish
of course for the choice µ2 = Q2, which is often used to present the results. These logarithmic
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terms can, however, be fully recovered from the renormalisation group equations, as outlined for
example in [293].
Referring to the shorthands F and G, see Eqs. (5.3) and (5.23), the assembly of all results
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where we abbreviate long polynomials as Pi. Those which did not yet appear in this chapter are
given by
P242 = N
4 + 2N3 + 7N2 + 22N + 20 (5.119)
P243 = N
5 + 9N4 + 24N3 + 36N2 + 32N + 8 (5.120)
P244 = 11N
5 + 26N4 + 57N3 + 142N2 + 84N + 88 (5.121)
P245 = 5N
6 + 135N5 + 327N4 + 329N3 + 220N2 − 176N − 120 (5.122)
P246 = 16N
6 + 35N5 + 33N4 − 11N3 − 41N2 − 36N − 12 (5.123)
P247 = 17N
6 − 57N5 − 213N4 − 175N3 − 140N2 + 64N + 72 (5.124)
P248 = N
7 − 15N5 − 58N4 − 92N3 − 76N2 − 48N − 16 (5.125)
P249 = 3N
7 − 15N6 − 153N5 − 577N4 − 854N3 − 652N2 − 408N − 128 (5.126)
P250 = 5N
7 + 19N6 + 61N5 + 197N4 + 266N3 + 212N2 + 136N + 32 (5.127)
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P251 = 7N
7 + 21N6 + 5N5 − 117N4 − 244N3 − 232N2 − 192N − 80 (5.128)
P252 = 9N
7 + 15N6 − 103N5 − 575N4 − 998N3 − 948N2 − 696N − 256 (5.129)
P253 = 11N
7 + 37N6 + 53N5 + 7N4 − 68N3 − 56N2 − 80N − 48 (5.130)
P254 = 25N
7 + 91N6 + 101N5 − 195N4 − 546N3 − 556N2 − 520N − 224 (5.131)
P255 = 99N
7 + 379N6 + 553N5 + 465N4 + 232N3 − 256N2 − 688N − 336 (5.132)
P256 = N
8 + 8N7 + 8N6 − 14N5 − 53N4 − 82N3 + 60N2 + 104N + 96 (5.133)
P257 = 6N
8 − 42N7 − 241N6 − 579N5 − 307N4 + 477N3 + 602N2 + 492N + 168 (5.134)
P258 = 2N
9 + 7N8 + 17N7 + 30N6 + 83N5 + 193N4 + 220N3 + 136N2 + 64N + 16 (5.135)
P259 = 15N
9 + 24N8 − 174N7 − 659N6 − 997N5 − 749N4 − 156N3 + 256N2
+ 320N + 144 (5.136)
P260 = 19N
9 + 86N8 + 144N7 − 38N6 − 535N5 − 1016N4 − 1180N3 − 872N2
− 416N − 96 (5.137)
P261 = 9N
10 − 218N8 − 350N7 + 1238N6 − 317N5 − 5643N4 − 981N3 + 594N2
+ 76N + 984 (5.138)
P262 = 19N
10 + 143N9 + 412N8 + 426N7 −N6 + 159N5 + 1066N4 + 1552N3
+ 1456N2 + 848N + 224 (5.139)
P263 = 20N
10 + 111N9 + 219N8 − 3N7 − 331N6 + 920N5 + 3712N4 + 5080N3
+ 4192N2 + 2272N + 576 (5.140)
P264 = 47N
10 + 823N9 + 5739N8 + 21510N7 + 53459N6 + 105381N5 + 160023N4
+ 158774N3 + 104300N2 + 56664N + 18720 (5.141)
P265 = 60N
10 + 340N9 + 594N8 − 204N7 − 2167N6 − 4496N5 − 7339N4 − 8524N3
− 6112N2 − 3024N − 784 (5.142)
P266 = 67N
10 + 383N9 + 867N8 + 696N7 − 755N6 − 2391N5 − 3027N4 − 2744N3
− 1256N2 − 48N + 144 (5.143)
P267 = 85N
10 + 482N9 + 1146N8 + 1272N7 + 532N6 + 840N5 + 2427N4 + 2440N3
+ 1768N2 + 1248N + 432 (5.144)
P268 = 95N
10 + 1621N9 + 10419N8 + 32166N7 + 55847N6 + 78615N5 + 111963N4
+ 100934N3 + 57980N2 + 61560N + 36000 (5.145)
P269 = 118N
10 + 675N9 + 1588N8 + 1652N7 + 326N6 + 357N5 + 876N4 + 1672N3
+ 3440N2 + 2544N + 576 (5.146)
P270 = 127N
10 + 644N9 + 1113N8 − 372N7 − 4016N6 − 4578N5 − 558N4 + 2008N3
+ 2848N2 + 2496N + 864 (5.147)
P271 = 151N
10 + 708N9 + 1156N8 + 464N7 − 967N6 + 372N5 + 3672N4 + 5236N3
+ 6152N2 + 3792N + 864 (5.148)
P272 = 118N
11 + 649N10 + 1996N9 + 5922N8 + 14389N7 + 26096N6 + 33057N5
+ 29305N4 + 19668N3 + 8048N2 + 2016N + 432 (5.149)
P273 = 37N
12 + 305N11 + 1017N10 + 1462N9 + 592N8 + 408N7 + 4064N6 + 9645N5
+ 12222N4 + 10280N3 + 6064N2 + 2192N + 352 (5.150)
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P274 = 45N
13 + 485N12 + 2289N11 + 6064N10 + 8448N9 + 4398N8 − 1602N7
− 2715N6 − 584N5 + 9300N4 + 22624N3 + 21232N2 + 10112N + 1984 (5.151)
P275 = 82N
13 + 2471N12 + 27848N11 + 164605N10 + 597268N9 + 1483293N8
+ 2732000N7 + 3846211N6 + 4059946N5 + 3144284N4 + 1798280N3
+ 756000N2 + 222912N + 34560 (5.152)
P276 = 83N
14 + 636N13 + 1484N12 − 505N11 − 7588N10 − 8082N9 + 12896N8
+ 30199N7 − 2799N6 − 73072N5 − 117444N4 − 105808N3 − 62992N2
− 23424N − 4032 (5.153)
P277 = 1790N
14 + 13034N13 + 34014N12 + 16729N11 − 108615N10 − 261746N9
− 246794N8 − 165593N7 − 316791N6 − 606160N5 − 724860N4 − 602224N3
− 352272N2 − 124416N − 19008 (5.154)
P278 = 73N
15 + 867N14 + 4698N13 + 16255N12 + 43958N11 + 97502N10 + 165558N9
+ 200747N8 + 161729N7 + 60265N6 − 48800N5 − 106628N4 − 94640N3
− 48016N2 − 13696N − 1728 (5.155)
P279 = 229N
16 − 49N15 − 48956N14 − 530524N13 − 2816896N12 − 9419641N11
− 22464935N10 − 41400392N9 − 60928891N8 − 70644896N7 − 62314487N6
− 39968930N5 − 16753760N4 − 2474640N3 + 1995408N2 + 1334880N + 259200 .
(5.156)
The corresponding expression in x space is given in Eq. (E.14). Alternatively, one can calculate
the structure functions directly in N space and solve the evolution equations in N space, cf. [436].
Finally, one numerical contour integral around the poles of the problem is required. The necessary
analytic continuation of the harmonic and generalised harmonic sums to complex argument N
can be obtained from their asymptotic expansion and the shift relations [147, 261].
For the following illustrations of the pure-singlet Wilson coefficient and its contribution to the
structure function F2(x,Q2), we choose the factorisation and renormalisation scale µ2 = Q2. To
study the scale dependence in µ2 properly, the gluonic contributions would have to be taken into
account due to mixing in the scale evolution. Since the gluonic Wilson coefficient HSg,2 requires
the OME A(3)Qg, which is not completed yet, we restrict the discussion to the choice µ
2 = Q2 for
now. The HPLs of the x space expressions are evaluated using an extension to weight w = 5 of the
code described in [423]. For the contribution from the massless 3-loop Wilson coefficient c˜PS,(3)q,2
we use the parametrisation given in [138]. The PDFs refer to the NNLO sets from [218], which
are available as grids for the library LHAPDF [422]. Like for the OME, we use the parametrisation
of the strong coupling constant that belongs to this PDF set. Moreover, we use the same value
of the coupling constant and PDFs for both the 2-loop and 3-loop curves in order to enable a
better comparison of the impact from the Wilson coefficient. We consider the case of NF = 3
massless quarks and a single massive quark in the fixed flavour number scheme. Unless stated
otherwise, the massive quark is a charm quark for which we use mc = 1.59 GeV in the OMS
scheme [226].
Before discussing the contribution to the structure function F2(x,Q2), we illustrate the Wilson
coefficient HPSq,2 in x space in Fig. 5.7. In contrast to the 2-loop OME, cf. Fig. 5.5, the 2-loop
Wilson coefficient is positive at small x for Q2 = 20 GeV2. Above Q2 = 50 GeV2, it becomes
negative as well. The overall shape of the Wilson coefficient at small x is similar to that of the
OME, although the size of the sum of 2-loop and 3-loop contributions is larger than just the
contributions from the OME alone. Figure 5.8 zooms in on the region of x where the 3-loop
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Figure 5.7.: The heavy flavour Wilson coefficient HPSq,2 for different values of Q2. We choose
µ2 = Q2 and refer to the charm quark as the heavy quark (NF = 3) with a mass
of mc = 1.59 GeV in the OMS scheme [226]. The dashed line shows the 2-loop
contribution alone and the solid line gives the sum of the 2-loop and 3-loop terms.
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Figure 5.8.: Illustration of the Wilson coefficient HPSq,2 near its sign change. The scale choice and
charm quark mass are the same as in Fig. 5.7.
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10 000 0.1 −0.003
term of the Wilson coefficient becomes negative. The features observed in Fig. 5.6 for the OME
remain qualitatively unaltered. The sum of the 2-loop and 3-loop terms is negative for x in the
intervals 1.4 · 10−2 . x . 0.8 at Q2 = 20 GeV2 and 2 · 10−4 . x < 1 at Q2 = 10 000 GeV2.
Again, the 3-loop correction is negative for x & 0.01 to 0.1, depending on Q2, which makes the
absolute value of the correction up to O(a3s) larger than the O(a2s) correction.
In Fig. 5.9 we plot the heavy flavour contribution from HPSq,2 to F2(x,Q2) for a charm quark.
Moreover, the analogous plot for the contribution from bottom quarks is shown in Fig. 5.10, also
assuming NF = 3 in the fixed flavour number scheme to preserve additivity. The bottom quark
mass in the OMS scheme is mb = 4.78 GeV [226]. Here we do not yet include contributions from
diagrams with both charm and bottom quarks, which start to contribute at O(a3s). Contributions
of this type are presented elsewhere. Both at 2-loop and 3-loop order the pure-singlet contribution
to the structure function F2(x,Q2) is negative. The fact that the structure function is negative,
even at x = 10−5, is a consequence of the negativity of the Wilson coefficient at medium values
of x, which we discussed above. In the convolution integral, the positive contribution from x
below 10−4 is cancelled by the negative contribution from medium values of x. At x = 10−4
and Q2 = 100 GeV2 we get −0.026 for the O(a3s) charm correction to the pure-singlet structure
function and −0.0015 for the bottom correction. The lowest attainable value of x for a given
virtuality Q2 is given by x0 = Q
2
sy , where s is the centre-of-mass energy and y ≤ 1 denotes the
inelasticity, cf. Eq. (2.5). To get a rough estimate of the kinematic reach that is experimentally
accessible, we can assume s ≈ 105 GeV2 for HERA. With these kinematic constraints, we get
the values listed in Table 5.1 for the charm contribution at the smallest, kinematically allowed
configuration. By comparison, the bottom quark contribution is about one order of magnitude
smaller.
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Figure 5.9.: The pure-singlet charm contribution from HPSq,2 to the structure function F2(x,Q2).
The scale choice and charm quark mass are the same as in Fig. 5.7. For the PDFs
we use the NNLO sets from [218]. The dashed line shows the 2-loop contribution
alone and the solid line gives the sum of the 2-loop and 3-loop terms.
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Figure 5.10.: The pure-singlet bottom contribution from HPSq,2 . The plot refers to the case of
NF = 3 massless quarks and one massive bottom quark. For the mass of the
bottom quark we use mb = 4.78 GeV in the OMS scheme from [226]. All other
settings are identical to Fig. 5.9.
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6. Ladder- and V-diagrams for A(3)Qg
In this chapter, we turn to a collection of individual diagrams which contribute to the massive
OME A(3)Qg. This OME is characterised by having external, on-shell gluon states and the operator
insertion on a massive quark line. Contributions to this OME start at O(as) and its 3-loop term
is relevant for the factorisation of the heavy flavour Wilson coefficients HSg,2, see Eq. (2.95).
Furthermore, it appears in the matching relations for fQ + fQ¯, Eq. (2.112), and hence also for
Σ, Eq. (2.114). Here we will discuss the calculation of physical diagrams with ladder- and V-
topologies, which form an important class of diagrams in A(3)Qg. This is related to the calculations
in [343] in the sense that we calculate the same diagrams (including some additional diagrams),
but here we consider the full diagrams as they arise from the Feynman rules of QCD and the
operator insertions instead of just the scalar prototypes considered in [343]. We chose to calculate
these diagrams as a pilot calculation to test and develop our methods. Their complexity goes
beyond that of the Benz diagrams which appear in the non-singlet and pure-singlet OMEs,
discussed in the previous two chapters, see also [358, 397]. The results of these calculations are
published in [268], where also the relevant methods are described.




Qg. They have three loops,
of which two loops have no propagator in common and where the external legs are connected
to the two opposite loops. The loops can have different fields assigned, but the presence of a
heavy quark requires at least one massive line. In contrast to the diagrams considered here, the
ladder diagrams of A(3)qg,Q must have both a massive and a massless quark and the operator must
be on the massless quark line. This restricts the possible diagrams to configurations where we
assign the quark lines to the two outer loops. Diagrams of this type were calculated in [336],
since they are always proportional to NFT 2F . They are easier to calculate since they can contain
at most three different massive propagators. A sample of ladder diagrams contributing to A(3)Qg




Figure 6.1.: A sample of ladder diagrams which contribute to A(3)Qg.
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10 11 12
Figure 6.2.: A sample of V-diagrams which contribute to A(3)Qg.
basic ladder topology. For A(3)Qg, the only requirements are that the external legs are gluons, that
there is a massive quark line and that the operator is placed on that line. In principle, also two
separate, massive quark lines can be present in a ladder diagram, but since their contribution is
proportional to T 2F , they again form separate colour factors and we exclude those diagrams from
the present discussion. Analogous ladder diagrams also contribute to A(3)gg,Q, when the operator
is placed on one of the gluon lines or vertices instead; see the discussion in the next chapter.
In addition to the ladder diagrams, the Feynman rules of the operator insertions also allow
for an additional topology which contributes to A(3)Qg: V-diagrams are diagrams with a central
triangle, which can occur due to the qq¯gg operator. Examples for such diagrams are shown
in Fig. 6.2. V-diagrams can be obtained from ladder diagrams by contracting the upper or
lower propagator of the central loop. Additionally, they can also be obtained from crossed box
diagrams by contracting one of their upper or lower central propagators. These two ways to
obtain a V-diagram are reflected by the two terms present in the Feynman rule of the qq¯gg
operator,
p1, i p2, j











l−j−1 + (tatb)ji(∆.p1 + ∆.p4)l−j−1
]
.
The scalar products of the first term can be brought into the form of OP(N−3)3 (p2, p1, p1 +p3) and
the second term can be written as OP(N−3)3 (p2, p1, p1+p4), where we refer to the definition of OP3
in Eq. (3.6). Hence, the generating function for this operator involves three linear propagators






















Here the dashed lines with blank arrows represent linear propagators and the direction of the
arrows give the direction of momentum flow. The gluon momenta are taken to be incoming. As a
result, the V-diagrams have two parts, correspondent to the two terms of the operator Feynman
rule, which carry different combinations of momenta in their linear propagators. For diagram 12
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k1 + k2 − k3 − p
Here we have shifted the loop momenta such that the momentum flowing through the linear
propagators is as simple as possible. On the other hand, the lower fermion propagator of the
central triangle now carries k1 + k2 − k3 − p. Note that, while the upper diagram is planar, the
lower diagram has a non-planar structure. We map the scalar integrals of the former part to
the planar integral family B3a, whereas we need the non-planar family C3a for the latter part.
We see that, even though the original diagram is planar, the operator introduces “non-planarity”
into the diagram. We will call the part of the diagram corresponding to the upper diagram the
planar part and the part corresponding to the lower diagram to non-planar part. The difference
in complexity also translates to different types of sums appearing in the results. As we will
see below, the result of the upper diagram can be expressed purely in terms of harmonic sums,
while the calculation of the lower diagram turns out to be particularly challenging and the result
requires binomially weighted sums.
A similar discussion applies, in principle, also to diagrams 10 and 11 from Fig. 6.2: They have to
be split into two parts, which are mapped to a planar and a non-planar integral family. However,
the colour structure of the non-planar part simplifies exactly to zero, thereby eliminating the
need to calculate this part of the diagram. Therefore, the complexity of the diagrams 10 and 11
is comparable to that of other ladder diagrams.
The calculation of the ladder- and V-diagrams again follows the procedure outlined in Sec-
tion 3.1: The diagram description is generated using QGRAF [347] and treated with the FORM
[216] programs developed for [193, 203] to insert Feynman rules, perform the Dirac and colour
algebra and express all diagrams as scalar integrals from the families B1a, B3a and C3a. Those
are reduced to master integrals via IBP relations computed using Reduze 2 [353, 354]. In total,
157 master integrals are required to express the twelve diagrams. Table 6.1 lists the number of
required master integrals for the individual diagrams. The largest number of master integrals
is required by diagram 12 with 92 integrals. Besides the three families which already appeared
among the scalar integrals, also the families B5a, B5b and B5c are present in the set of master
integrals. Some of the integrals, in particular from the family B1a, appear also in the pure-
singlet OME APS,(3)Qq , so that their solutions can be reused or calculated to higher orders in ε, if
necessary. We apply the techniques described in Section 3.3 to calculate the remaining master
integrals. In particular the calculation via differential equations, see Section 3.3.4, is crucial for
completing this task. The set of 32 master integrals, which are used as an example for a hier-
archical system of differential equations in Table 3.1, are required for the calculation of diagram
12. They are solved via differential equations using the routines implemented in SumProduction
[254–257], which uses Sigma [241, 252, 253], HarmonicSums [258–263] and EvaluateMultiSums
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Table 6.1.: Number of master integrals required for the individual diagrams of Figs. 6.1 and 6.2.
[254–257]. The system contains four master integrals from the non-planar family C3a, one of
them being the scalar prototype of the non-planar part of diagram 12 itself. One sector of six
master integrals was calculated using the multivariate Almkvist-Zeilberger algorithm [384, 385],
which is implemented in the Mathematica package MultiIntegrate [259], see also [268]. Using
these techniques, all master integrals required for the example diagrams can be calculated. By
writing the results for the master integrals as formal power series in the tracing variable t, in-
serting them into the expression of the diagram, extracting the Nth coefficient in the expansion
in t and simplifying the resulting sums, see Section 3.1, we obtain the results for the diagrams
in N space.
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where the polynomials are given by
P280 = 3N
4 + 61N3 + 134N2 + 80N + 16 (6.2)
P281 = N
5 −N4 − 27N3 − 147N2 − 290N − 144 (6.3)
P282 = 22N
5 + 336N4 + 1780N3 + 4431N2 + 5299N + 2496 (6.4)
P283 = 25N
5 − 16N4 − 154N3 − 435N2 − 704N − 168 (6.5)
P284 = 69N
5 + 384N4 − 258N3 − 2455N2 − 2048N − 168 (6.6)
P285 = N
6 + 18N5 + 100N4 + 256N3 + 319N2 + 210N + 72 (6.7)
P286 = 10N
6 + 173N5 + 922N4 + 1196N3 + 295N2 + 1040N + 600 (6.8)
P287 = 111N
6 + 415N5 − 13N4 − 1561N3 − 2018N2 + 150N + 1332 (6.9)
P288 = 6N
7 + 8N6 − 300N5 − 1526N4 − 2739N3 − 1590N2 + 423N + 270 (6.10)
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P289 = 16N
7 + 169N6 + 43N5 − 2819N4 − 7717N3 − 5562N2 + 2250N + 2052 (6.11)
P290 = 156N
7 − 33N6 − 12269N5 − 60280N4 − 109729N3 − 82685N2 − 24312N
− 4176 (6.12)
P291 = 33N
8 + 929N7 + 9058N6 + 45257N5 + 132016N4 + 235379N3 + 255487N2
+ 157641N + 43128 (6.13)
P292 = 94N
8 + 532N7 + 607N6 − 2110N5 − 6389N4 − 6022N3 − 2064N2 − 464N
− 96 (6.14)
P293 = 52N
9 − 320N8 − 2503N7 + 7573N6 + 82014N5 + 218117N4 + 255071N3
+ 134820N2 + 33912N + 7344 (6.15)
P294 = 220N
9 + 1504N8 + 2695N7 − 5585N6 − 31902N5 − 54489N4 − 41095N3
− 13260N2 − 2664N + 432 (6.16)
P295 = 368N
12 + 4462N11 + 20941N10 + 38782N9 − 27919N8 − 266895N7
− 523028N6 − 498037N5 − 240514N4 − 53824N3 − 4064N2 + 1536N
+ 576 . (6.17)
For fixed values of N , it agrees with the results obtained for this diagram in [193, 203] using
MATAD [217]. Besides harmonic sums up to weight w = 4, also generalised harmonic sums over
the alphabet {1/2, 1, 2} are required. Since the letter 2 implies a growth proportional to 2N
of individual sums and also an explicit factor 2N appear, we have to explicitly check that the
asymptotic behaviour of the full diagram is at most logarithmic in the limit N →∞. In [344], a
massive scalar diagram was encountered which showed an exponential growth in that limit. The
























































































































































































































































































































= ln(N) + γE, where γE is the Euler-Mascheroni constant.
The exponential growth cancels and only a logarithmic divergence, behaving like ln4(N¯), remains.
This corresponds to plus functions in x space and is expected. We obtain similar results for the
other ladder diagrams of Fig. 6.1. Among the example diagrams, we observe that generalised
harmonic sums only occur in diagrams with six massive propagators, i.e. diagrams 1 to 4. The
results for the remaining diagrams can be expressed using only harmonic sums. For explicit
results for the remaining ladder diagrams, we refer to the appendix of [268].
Diagram 12 is the most involved diagram among the examples, due to its non-planar com-
ponent. The planar part D12,a, which corresponds to a ladder topology, is expected to be much
simpler than the non-planar part D12,b. The scalar prototypes of this diagram, which are easier
to compute, have been calculated in [344] and confirmed this expectation. Indeed, we find that
also the diagram part D12,a with its full numerator structure requires just nested harmonic sums.
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4 + 53N3 + 93N2 + 53N + 16 (6.20)
P297 = 9N
4 − 25N3 − 131N2 − 100N − 32 (6.21)
P298 = 13N
4 + 92N3 + 149N2 + 66N + 16 (6.22)
P299 = 17N
4 + 129N3 + 351N2 + 403N + 168 (6.23)
P300 = N
5 − 56N4 − 193N3 − 232N2 − 132N − 48 (6.24)
P301 = 4N
5 + 39N4 + 79N3 + 31N2 − 32N − 16 (6.25)
P302 = 12N
5 + 167N4 + 564N3 + 807N2 + 595N + 240 (6.26)
P303 = 16N
5 − 31N4 − 315N3 − 467N2 − 248N − 80 (6.27)
P304 = 24N
5 + 105N4 + 194N3 + 139N2 − 48N − 24 (6.28)
P305 = 32N
5 + 3N4 − 259N3 − 283N2 − 40N − 32 (6.29)
P306 = 80N
5 + 151N4 − 63N3 − 77N2 + 164N + 96 (6.30)
P307 = 84N
5 + 167N4 − 189N3 − 453N2 − 224N − 120 (6.31)
P308 = 96N
5 + 101N4 − 577N3 − 831N2 − 268N − 216 (6.32)
P309 = 136N
5 + 467N4 + 417N3 − 153N2 − 500N − 208 (6.33)
P310 = 2N
6 + 2N5 − 14N4 − 43N3 − 47N2 − 20N − 4 (6.34)
P311 = 7N
6 + 16N5 − 139N4 − 705N3 − 1288N2 − 1079N − 352 (6.35)
P312 = 20N
6 + 104N5 + 214N4 + 197N3 + 103N2 + 76N + 20 (6.36)
P313 = 22N
6 + 203N5 + 632N4 + 800N3 + 280N2 − 95N + 24 (6.37)
P314 = 28N
6 + 168N5 + 394N4 + 443N3 + 297N2 + 180N + 44 (6.38)
P315 = 26N
7 + 221N6 + 624N5 + 821N4 + 555N3 + 120N2 − 112N − 32 (6.39)
P316 = 30N
7 − 639N6 − 3480N5 − 5561N4 − 2370N3 + 1232N2 + 1024N + 320 (6.40)
P317 = 94N
7 + 457N6 + 652N5 + 131N4 − 466N3 − 760N2 − 624N − 96 (6.41)
P318 = 4N
8 + 16N7 − 206N6 − 1314N5 − 3390N4 − 4971N3 − 4164N2
− 1752N − 336 (6.42)
P319 = 24N
8 + 157N7 + 487N6 − 14N5 − 5221N4 − 14311N3 − 15376N2
− 7056N − 1440 (6.43)
P320 = 30N
8 + 378N7 + 1635N6 + 2867N5 − 112N4 − 8176N3 − 11681N2
− 5423N − 32 (6.44)
P321 = 63N
10 + 786N9 + 3556N8 + 8205N7 + 10280N6 + 4952N5 − 4737N4
− 9296N3 − 6048N2 − 1728N − 192 (6.45)
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P322 = 83N
10 + 1156N9 + 5266N8 + 11679N7 + 15630N6 + 16718N5 + 16891N4
+ 13040N3 + 6240N2 + 1728N + 192 . (6.46)
Its asymptotic expansion behaves only logarithmically ∝ ln5(N¯), as expected from the presence
of (S1(N))5, see also [147].
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)




37N2 + 67N + 74
)




19N3 − 20N2 + 62N + 28)











5N2 + 19N + 10
)








5N2 − 7N + 10)




5N2 + 14N + 10
)





7N2 − 11N + 14)




15N2 + 32N − 6)




25N3 + 4N2 + 58N + 20
)
3N2(N + 1)(N + 2)
S21 +
32P337









N2 + 11N + 2
)










3N(N + 1)2(N + 2)2
+
1024







4N3 + 10N2 + 17N + 20
)
N(N + 1)2(N + 2)2
S2
− 8P324
N(N + 1)3(N + 2)2
− 4
(
2N3 + 20N2 + 35N + 12
)




(N + 1)(N + 2)
+
8P325




(N + 1)(N + 2)
S31 −
32(2N + 5)
(N + 1)(N + 2)
S3
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N(N + 1)2(N + 2)2
− 64















(N + 1)(N + 2)
S2 − 16P335




6N2 + 19N + 12
)
3N(N + 1)(N + 2)
S−2 +
16(17N + 27)
3(N + 1)2(N + 2)
S1 − 136








4N3 + 18N2 + 29N + 16
)
N(N + 1)3(N + 2)3
S2,1 +
32P347
3N3(N + 1)3(N + 2)3
S3
− 64P354
N3(N + 1)3(N + 2)3
S−2,1 +
16P360








4N3 + 18N2 + 29N + 16
)






N(N + 1)4(N + 2)4(2N + 3)
− 192(2N + 3)







4N3 + 18N2 + 29N + 16
)
N(N + 1)3(N + 2)3
S1
− 32P356
3N(N + 1)4(N + 2)4(2N + 3)
− 64(2N + 3)



















(N + 1)(N + 2)
[
64S−5 + 32S2,−3 + 64S−2,3 − 96S−4,1 + 64S2,1,−2












4N3 + 16N2 + 28N + 21
)




3N3(N + 1)3(N + 2)2
− 128
(N + 1)2
S1 − 64(2N + 3)
(N + 1)(N + 2)
S2 − 128(2N + 3)
























Here we use the polynomials
P323 = 4N
4 + 16N3 + 34N2 + 41N + 16 (6.48)
P324 = 7N
4 + 37N3 + 63N2 + 49N + 21 (6.49)
P325 = 8N
4 + 37N3 + 69N2 + 52N + 2 (6.50)
P326 = 10N
4 + 23N3 + 48N2 + 41N + 10 (6.51)
P327 = 16N
4 + 67N3 + 97N2 + 71N + 28 (6.52)
P328 = 187N
4 + 284N3 + 78N2 + 114N + 36 (6.53)
P329 = 5N
5 + 7N4 − 20N3 − 12N2 + 24N + 8 (6.54)
P330 = 6N
5 + 16N4 + 20N3 + 43N2 + 52N + 16 (6.55)
P331 = 9N
5 + 57N4 + 88N3 − 3N2 − 64N − 24 (6.56)
P332 = 10N
5 + 4N4 − 293N3 − 766N2 − 564N − 128 (6.57)
P333 = 12N
5 + 98N4 + 343N3 + 521N2 + 296N + 56 (6.58)
P334 = 16N
5 + 96N4 + 234N3 + 329N2 + 327N + 177 (6.59)
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P335 = 17N
5 + 38N4 + 66N3 + 105N2 + 60N + 24 (6.60)
P336 = 19N
5 + 111N4 + 253N3 + 295N2 + 203N + 76 (6.61)
P337 = 27N
5 + 117N4 + 172N3 + 116N2 + 32N − 8 (6.62)
P338 = 28N
5 + 106N4 + 206N3 + 269N2 + 148N + 32 (6.63)
P339 = 29N
5 + 62N4 − 88N3 − 220N2 − 44N + 48 (6.64)
P340 = 42N
5 + 113N4 + 70N3 + 234N2 + 408N + 96 (6.65)
P341 = 77N
5 + 348N4 + 532N3 + 390N2 + 192N + 72 (6.66)
P342 = 100N
5 + 322N4 + 542N3 + 911N2 + 716N + 160 (6.67)
P343 = 103N
5 + 377N4 + 514N3 + 348N2 + 150N + 36 (6.68)
P344 = 138N
5 + 584N4 + 1592N3 + 2753N2 + 1860N + 432 (6.69)
P345 = 248N
5 + 1362N4 + 2730N3 + 2505N2 + 948N + 64 (6.70)
P346 = 296N
5 + 1466N4 + 2014N3 − 67N2 − 1516N − 576 (6.71)
P347 = 6N
6 + 110N5 + 448N4 + 787N3 + 668N2 + 264N + 48 (6.72)
P348 = 12N
6 + 144N5 + 563N4 + 911N3 + 560N2 + 72N + 42 (6.73)
P349 = 16N
6 + 94N5 + 202N4 + 175N3 + 13N2 − 65N − 24 (6.74)
P350 = 31N
6 + 212N5 + 551N4 + 653N3 + 259N2 − 176N − 177 (6.75)
P351 = 32N
6 + 195N5 + 461N4 + 491N3 + 229N2 + 131N + 132 (6.76)
P352 = 48N
6 + 264N5 + 595N4 + 621N3 + 314N2 + 144N + 48 (6.77)
P353 = 8N
7 + 65N6 + 190N5 + 128N4 − 529N3 − 1346N2 − 1223N − 400 (6.78)
P354 = 22N
7 + 167N6 + 522N5 + 839N4 + 736N3 + 408N2 + 200N + 48 (6.79)
P355 = 55N
7 + 535N6 + 1873N5 + 3245N4 + 3365N3 + 2516N2 + 1344N + 384 (6.80)
P356 = 64N
7 + 555N6 + 1859N5 + 2402N4 − 1266N3 − 7244N2 − 7614N − 2664 (6.81)
P357 = 78N
7 + 603N6 + 1934N5 + 3247N4 + 3148N3 + 2120N2 + 1128N + 240 (6.82)
P358 = 23N
8 + 71N7 − 296N6 − 1490N5 − 1942N4 − 342N3 + 976N2 + 624N + 96 (6.83)
P359 = 30N
8 + 167N7 + 269N6 − 14N5 − 170N4 + 601N3 + 1208N2 + 696N + 144 (6.84)
P360 = 112N
8 + 1112N7 + 4488N6 + 9374N5 + 10942N4 + 8442N3 + 7578N2
+ 7338N + 3243 (6.85)
P361 = 116N
8 + 565N7 + 593N6 − 1037N5 − 2717N4 − 2385N3 − 1108N2
− 288N − 192 (6.86)
P362 = 142N
8 + 1555N7 + 7455N6 + 20242N5 + 33670N4 + 34794N3 + 21892N2
+ 8089N + 1572 (6.87)
P363 = 246N
8 + 1256N7 + 635N6 − 5665N5 − 8519N4 + 2968N3 + 12124N2
+ 7008N + 1344 (6.88)
P364 = 60N
9 + 1074N8 + 7144N7 + 24222N6 + 45713N5 + 46281N4 + 18168N3
− 5654N2 − 4918N + 438 (6.89)
P365 = 112N
9 + 1100N8 + 4378N7 + 8577N6 + 6819N5 − 3954N4 − 13288N3
− 11414N2 − 4303N − 600 (6.90)
P366 = 190N
9 + 2147N8 + 10535N7 + 29503N6 + 52015N5 + 59287N4 + 41233N3
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6. Ladder- and V-diagrams for A(3)Qg
+ 12273N2 − 3909N − 3243 (6.91)
P367 = 224N
9 + 2310N8 + 10351N7 + 25395N6 + 34556N5 + 21274N4 − 1556N3
− 4934N2 + 3961N + 3516 . (6.92)
The binomial sums which appear in D12,b are simplified in such a way, that those sums which
occurred in the scalar case in [344] are preferred over new sums. It turns out that the set of
sums encountered there is sufficient also for the full, physical diagram. Since these sums were
discussed in detail in [262], we do not need to derive any new relations here. The asymptotic





























































































































































































































































































































































































































































































































































































































































































Again, it grows at most logarithmically like ln5(N¯). The exponential growth ∝ 2N cancels, in
contrast to the scalar prototype of this diagram, where 2N -terms remain [344]. The asymptotic
expansion involves new constants Ci which arise from binomial sums at infinity. They can
be expressed as iterated integrals over root valued letters [262] at x = 0 or x = 1 and as
Mellin transformations of iterated integrals at N = 0. In addition, multiple zeta values [361]
and constants from infinite generalised harmonic and cyclotomic sums appear [260, 261]. The
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< 10−53 . (6.95)
The numerical evaluation suggests that this constant vanishes, which has, however, not yet been
proven analytically. The remaining two constants are given by
































































































































































































(0)− 32H−1,0,2,1,0(1)− 96H0,−2,−1,0,1(1)− 96H0,−2,−1,1,0(1)












pi2 ln3(2)− 4 ln5(2)− 12pi2 ln2(2) ln(3)





















































































































































































' 278.9253246705036914 . (6.97)
Following [262], the iterated integrals H∗ are defined as








Note that this is similar to the definition of, for example, HPLs, but here the interval [x, 1] is
used. The letters 0, 1 and −1 agree with those from the HPLs, see Eq. (3.38), and the letters 2,
−2 and r4 are defined by
f2(x) =
1





1− 4x . (6.100)
The letters wi contain square roots and we refer to [262] for their definition. The symbol




dx f(x) . (6.101)
Again following [262], we use here the definition of the Mellin transform without a shift in N
– contrary to the rest of this thesis, where we use Eq. (2.62). For both the iterated integrals
and the Mellin transformation defined here, we use the star in the superscript to distinguish the
definitions.
Since the non-planar parts of diagrams 10 and 11 vanish due to their colour structure, we
obtain results similar to D12,a for them. They require only nested harmonic sums and their
asymptotic expansion behaves at most logarithmically. Explicit expressions for their results can
be found in [268].
The calculation of the ladder- and V-diagrams in this chapter is an important step towards the
completion of the OME A(3)Qg. The same methods which are applied here, allow to calculate a large
number of master integrals for similar diagrams in A(3)Qg. Among the diagrams which contribute
to A(3)Qg, there are 100 ladder diagrams which do not have two separate massive fermion lines as
well as 12 V-diagrams. All of these diagrams can be calculated using these methods and are
completed by now. The same methods are also applicable to a large share of the remaining
diagrams: We calculate 1128 of the 1358 diagrams for A(3)Qg. Of the remaining 230 diagrams,
120 fall into the category of diagrams with two separate massive quark lines and 110 are related
to crossed box or Benz topologies with 4 or more massive propagators. The master integrals
associated to these diagrams appear to require non-iterated integrals. Their calculation needs
more advanced methods and will be dealt with elsewhere.
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The massive OME Agg,Q is defined as the expectation value of the gluonic light-cone operator
between external, physical gluon states. It starts at O(a0s), but its contribution to the factor-
isation of the heavy flavour Wilson coefficients of the structure function F2(x,Q2) is delayed
by one order. It appears in the factorisation of the coefficients LSg,2 and HSg,2, cf. Eqs. (2.93)
and (2.95), but to 3-loop order this OME only contributes up to its O(a2s) expansion since it
is multiplied by the massless gluonic Wilson coefficient CSg,2, which starts only at 1-loop order.
However, the 3-loop term does appear in the matching relation of the gluon PDF in the variable
flavour number scheme [202, 203], cf. Eq. (2.113).
In [202] the gluonic OME was calculated up to 2-loop order, which was later recalculated and
corrected in [207]. The latter reference also extended the 2-loop results to O(ε), which enters
the renormalisation of the 3-loop OME. A series of moments for N = 2, 4, . . . , 10 was calculated
at O(a3s) in [203]. Since then, there has been incremental progress on completing the 3-loop
corrections for general values of N . The logarithmic terms have been reconstructed in [450] from
the anomalous dimensions and known, lower-order quantities. Moreover, the terms proportional
to the colour factors CAT 2FNF and CFT
2
FNF have been computed in [337]. These colour factors
encompass all diagrams with two closed quark loops of which one is massive and one is massless.
The corresponding case of two closed massive quark loops yields the colour factors CAT 2F and
CFT
2
F and has been completed in [340]. All remaining diagrams which have two insertions of
1-loop self-energy insertions (“bubbles”), of which one is massless, have been calculated in [338].
In this chapter, we will deal with the calculation of the remaining colour factors of A(3)gg,Q for
general, even, integer values of N .
Starting at 3-loop order, there are also diagrams which contain two massive quarks with
unequal masses. Fixed moments up to N = 6 are known for these diagrams [301, 302, 341, 342],
and first progress towards the solution for general N has been made by calculating all scalar
prototypes of the relevant diagrams [301, 404]. Here we restrict ourselves to the case of a single
massive quark and NF massless quark flavours.
The renormalisation of the massive OMEs has been derived up to O(a3s) in [203]. It allows to
express the pole terms of the unrenormalised OME in terms of renormalisation group quantities.










































































−γˆ(0)qg γ(0)gq − 2β0,Qγ(0)gg − 10β20,Q
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γ(0)gg {2β0 − β0,Q}+ 4β20























Here βk denotes the kth order expansion coefficients of the β-function and βk,Q are the corres-
ponding heavy quark contributions, see Eqs. (2.134), (2.134), (2.144) and (2.145). The constant





written as β(1)Q,1 and given in Eq. (2.146). The mass renormalisation constant, expanded to order
k in as, is called δm
(l)
k , where l labels the order in the ε-expansion. Moreover, the anomalous
dimensions γ(k)ij of the light-cone operator enter. They are known up to 3-loop order [136]. Fi-
nally, also the constant terms of the unrenormalised operator matrix elements, a(k)ij , contribute.
Up to 2-loop order, explicit expressions for them can be found in [202, 207]. The expression
for the constant term of the unrenormalised 3-loop OME a(3)gg,Q will be the main result of this
chapter. Before discussing the result for the constant term of the OME in Section 7.2, we give
some details on the calculation in the next subsection.
7.1. Details on the calculation
In total 642 irreducible diagrams contribute to A(3)gg,Q, a sample of which can be found in Fig. 7.1.
Of these 642 diagrams, 70 are covered by the colour factors CAT 2FNF and CFT
2
FNF and another
36 by the colour factors CAT 2F and CFT
2
F . Another 71 diagrams fall into the category of bubble
diagrams. The results for these diagrams have been obtained and published previously [337, 338,
340], which leaves 463 diagrams to be calculated. For completeness, however, we will include the
previously known diagrams in the results discussed below.
In order to contribute to A(3)gg,Q, the diagrams need to have external gluons and the op-
erator must be located on a gluon line or vertex. The topologies of the diagrams include
Benz (e.g. Figs. 7.1g and 7.1h), ladder (e.g. Figs. 7.1a to 7.1c) and also crossed-box topolo-
gies (e.g. Figs. 7.1d to 7.1f).
The crossed-box diagrams are among the most complicated ones due to their non-planarity. In
principle, there are 18 diagrams with this topology. However, all except for two of them vanish
identically due to their colour structure. Only those two crossed-box diagrams in which both
external gluons are connected to the heavy quark line remain, see Fig. 7.1d. Examples for the
vanishing crossed-box diagrams are depicted in Figs. 7.1e and 7.1f.
Following the calculation procedure outlined in Section 3.1, the diagrams are generated using
QGRAF [347] and subsequently Feynman rules are inserted using the FORM [216] program developed
for [193, 203], which also applies the projector, carries out the Dirac matrix algebra and uses
color.h [348] to simplify the colour structures. The resulting expressions for the diagrams
contain scalar integrals, which can be mapped onto the integral families described in Section 3.1.
The mapping we use involves the families B1a, B1b, B1c, B1d, B1e, B3c, B5a, B5f and C3b and
yields a total of 67212 distinct scalar integrals for A(3)gg,Q. Applying then the reductions from
IBP identities obtained with Reduze 2 [353, 354], the diagrams can be expressed in terms of 139
master integrals. Except for the family B1e, all families which appear in the mapping of the
204






Figure 7.1.: Examples for the diagrams contributing to the gluonic OME A(3)gg,Q. Massive quarks
are drawn as solid arrow lines. Curly lines represent gluons and the operator insertion
is marked by a circled cross.
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7. The gluonic operator matrix element A(3)gg,Q
diagrams also appear among the master integrals.
Since the coefficients of the master integrals in the reductions contain poles in ε, some master
integrals have to be evaluated to higher orders in ε. The highest required orders are encountered
for two operator-less master integrals which are needed up to order ε4. The lack of an operator
insertion entails that these integrals evaluate to pure numbers and do not depend on N . Ten
master integrals with operator insertions and therefore non-trivial N dependence are required to
order ε3. The crossed-box diagrams depend on two master integrals from the family C3b, which is
the only non-planar family among the required families: IC3b1,1,1,1,1,0,1,1,0;1,0,0 and IC3b1,1,1,1,1,1,1,1,0;1,0,0.
These two master integrals are required including their linear term in the ε-expansion. As
mentioned previously, the required order of expansion depends on the choice of basis for the
master integrals which is not unique. In this particular case, it can be shown that by eliminating
the two integrals above in favour of IC3b1,1,1,1,1,−1,1,1,0;1,0,0 and IC3b1,1,1,1,1,1,1,1,−2;1,0,0 the required order
of expansion can be lowered to the constant term for the two non-planar integrals. The trade-off
is that irreducible scalar products are present in numerators of the latter integrals, as signalled
by the negative indices. We will, nevertheless, use the original integrals for this calculation, since
the amount of computation time required for this approach turns out to be still manageable
and obtaining initial values for integrals with scalar products in the numerator would require
additional steps. However, it may be useful to investigate this approach more systematically in
future calculations.
About one quarter of the master integrals can be reused from calculations of other OMEs. In
particular, there is an overlap with master integrals from the calculation ofANS,(3)qq,Q [358], described
in Section 4.1, and of A(3)gq,Q, computed in [339]. At least about half of the diagrams are obtained
using the method differential equations for master integrals. Six integrals require the use of the
multivariate Almkvist-Zeilberger algorithm [384, 385] implemented in the Mathematica package
MultiIntegrate [259], cf. also [268].
Our choice for the projector of the gluonic Green’s functions onto the OMEs, cf. Eq. (2.104),
necessitates the calculation of diagrams with external ghost lines in order to eliminate unphysical
gluon polarisations. The 89 additional diagrams are topologically equivalent to those of A(3)gq,Q,
see [339], if we replace the fermion line connected to the external massless quarks by ghost
propagators. These diagrams lead to 924 scalar integrals which are reduced to 39 master integrals.
However, no new master integrals need to be calculated since they are already required for the
gluonic diagrams.
The renormalisation procedure of [203] is carried out for the reducible case. Therefore, we
have to add self-energy diagrams to the external legs of the irreducible diagrams that we have
















where Π(k) denotes the heavy quark contribution to the unrenormalised, k-loop gluon self-energy
for on-shell (i.e. vanishing) external momentum and Aˆirr,(k)gg,Q are the unrenormalised contributions
to the OME from one-particle irreducible diagrams. The explicit expressions for Π(k) were given
in [203].
7.2. The constant part of the unrenormalised OME
We are now in the position to discuss the result for the constant term a(3)gg,Q of the unrenormalised
gluonic OME. In order to shorten the expression, we define the following abbreviations
γ˜(0)gq =
N2 +N + 2
(N − 1)N(N + 1) , γ˜
(0)
qg =
N2 +N + 2
N(N + 1)(N + 2)
, (7.3)
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which are the N -dependent parts of the leading-order gq and qg anomalous dimensions. The















































3(N − 1)N4(N + 1)4(N + 2)
+
64P429 [S2,−1 − S−2,−1 − S−1S2]




128 [S−4 − S−3S1 + S−3,1 + 2S−2,2]




5N2 + 5N − 22)S21S2
3N(N + 1)(N + 2)
+
64S2−2 − 256S−2,1,1





9N2(N + 1)2(N + 2)
− 32
(
7N2 + 7N − 10)S2,1,1




13N2 + 13N − 102)S4
3N(N + 1)(N + 2)
− 2
(
31N2 + 31N + 30
)
S22








3N2 + 3N − 2)S2,1




13N2 + 13N − 46)S3
9N(N + 1)(N + 2)
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S1
− 256S2S−2 + 384S
2
1S−2




3(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)
− 16P446S2,1















15(N − 3)(N − 2)(N − 1)2N4(N + 1)4(N + 2) +
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4P414S2
3(N − 1)N3(N + 1)3(N + 2)
+
8P465











45(N − 3)(N − 2)(N − 1)N6(N + 1)6(N + 2) −
144
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N2 +N − 118)S1
3N(N + 1)(N + 2)
γ˜(0)gq +
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15(N − 3)(N − 2)(N − 1)2N3(N + 1)4(N + 2)2 +
32P369S−2,2




N2 − 8N − 1)(N2 + 10N + 8)S−3,1
3(N − 1)N2(N + 1)2(N + 2) −
64P381S−2,1,1
3(N − 1)N2(N + 1)2(N + 2)
− 16P390S−4
3(N − 1)N2(N + 1)2(N + 2) −
16P406S3,1
3(N − 2)(N − 1)N2(N + 1)2(N + 2)
− 16P428S2,1,1
3(N − 2)(N − 1)N2(N + 1)2(N + 2) +
4P430S4
3(N − 2)(N − 1)N2(N + 1)2(N + 2)
+
32P437 [S−1S2 − S2,−1 + S−2,−1]






2N2 + 2N + 13
)
S2−2




5N2 + 5N − 6)S22









3(N − 1)N2(N + 1)2(N + 2) +
8P485
405(N − 3)(N − 2)(N − 1)2N5(N + 1)5(N + 2)4
+
32P404S3
9(N − 2)(N − 1)N2(N + 1)2(N + 2) +
4P450S2
3(N − 2)(N − 1)2N3(N + 1)3(N + 2)2
+
32P410S2,1
3(N − 1)N2(N + 1)2(N + 2)
)
S1 − 16P448S−2,1
3(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)2
+
8P468S3
135(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)2 +
(
− 4P393S2
3(N − 1)N2(N + 1)2(N + 2)
+
4P460
















3(N − 1)N2(N + 1)2(N + 2)
+
1


















45(N − 3)(N − 2)2(N − 1)2N4(N + 1)4(N + 2)3 +
(
− 32P368S1
3(N − 1)N2(N + 1)2(N + 2)
+
8P452













3(N − 1)2N3(N + 1)3(N + 2)2 +
4P471










N2 +N + 4
)(
N2 +N + 6
)





9(N − 2)(N − 1)N2(N + 1)2(N + 2)
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+
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N2 +N + 4
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N2 +N + 6
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15(N − 3)(N − 2)(N − 1)2N3(N + 1)4(N + 2)2 +
256P372S−2,2
9(N − 1)N2(N + 1)2(N + 2)
+
32P397S−2,1,1 + 16P402S−3,1 + 16P411S−4
9(N − 1)N2(N + 1)2(N + 2) +
8P425S3,1




27(N − 1)N2(N + 1)2(N + 2) +
16P439S2,−1
15(N − 3)(N − 2)(N − 1)2N2(N + 1)3(N + 2)
− 16P427S2,1,1
3(N − 2)(N − 1)N2(N + 1)2(N + 2) −
4P431S4





9(N − 1)N2(N + 1)2 −
16P439S−2,−1
15(N − 3)(N − 2)(N − 1)2N2(N + 1)3(N + 2)
+
8P467S−3
81(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)2 +
(
− 32P399S−2,1
9(N − 1)N2(N + 1)2(N + 2)
+
8P417S2,1 − 16P401S−3
9(N − 1)N2(N + 1)2(N + 2) +
16P463S−2
81(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)
− 16P432S3
27(N − 2)(N − 1)N2(N + 1)2(N + 2) +
4P464S2
81(N − 2)(N − 1)2N3(N + 1)3(N + 2)2
+
2P486




























405(N − 3)(N − 2)(N − 1)2N3(N + 1)3(N + 2)2 +
(
4P398S2
9(N − 1)N2(N + 1)2(N + 2)
+
16P400S−2
9(N − 1)N2(N + 1)2(N + 2) +
P466











14580(N − 3)(N − 2)2(N − 1)2N5(N + 1)5(N + 2)5
+
(
− 64(2N + 1)P371
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+
16P426S2









16P439 [S−2 − S2]S−1


























































N2 +N + 1
)
S2
3(N − 1)N(N + 1)(N + 2) −
4P457















N2 +N + 1
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3(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
− 32P453S1




27(N − 1)N3(N + 1)3(N + 2)
− 16P412S2
9(N − 1)N3(N + 1)3(N + 2) −
2P480

















































45(N − 1)N(N + 1)2(N + 2)(2N − 3)(2N − 1)
− 8P456S1
3645(N − 1)N3(N + 1)3(N + 2)(2N − 3)(2N − 1) −
16
(
4N3 + 4N2 − 7N + 1)S3




4N3 + 4N2 − 7N + 1)S2,1
15(N − 1)N(N + 1) +
P470
3645(N − 1)N4(N + 1)4(N + 2)(2N − 3)(2N − 1)
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135(N − 1)N2(N + 1)2(N + 2) +
(
4P423
























27(N − 1)N2(N + 1)2(N + 2) −
8P443S1
729(N − 1)N3(N + 1)3(N + 2)
− 2P455
729(N − 1)N4(N + 1)4(N + 2) +
(
4P416










N2 +N + 1
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27(N − 1)N3(N + 1)3(N + 2)
− 32P442S1






















243(N − 1)N5(N + 1)5(N + 2) −
4P438








with the polynomials Pi given by
P368 = N
4 + 2N3 − 61N2 − 62N − 8 (7.5)
P369 = N
4 + 2N3 − 23N2 − 24N − 4 (7.6)
P370 = N
4 + 2N3 −N2 − 2N + 3 (7.7)
P371 = N
4 + 2N3 + 3N2 + 2N − 2 (7.8)
P372 = N
4 + 2N3 + 17N2 + 16N + 3 (7.9)
P373 = 2N
4 + 4N3 − 3N2 − 5N + 6 (7.10)
P374 = 2N
4 + 4N3 −N2 − 3N + 6 (7.11)
P375 = 2N
4 + 4N3 + 7N2 + 5N + 6 (7.12)
P376 = 3N
4 + 6N3 − 11N2 − 14N + 9 (7.13)
P377 = 3N
4 + 6N3 − 8N2 − 11N + 9 (7.14)
P378 = 3N
4 + 6N3 − 4N2 − 7N + 9 (7.15)
P379 = 5N
4 − 8N3 − 23N2 − 22N − 8 (7.16)
P380 = 5N
4 + 4N3 +N2 − 10N − 8 (7.17)
P381 = 5N
4 + 10N3 − 65N2 − 70N − 16 (7.18)
P382 = 5N
4 + 10N3 − 29N2 − 34N − 16 (7.19)
P383 = 5N
4 + 10N3 −N2 − 6N − 16 (7.20)
P384 = 5N
4 + 10N3 + 25N2 + 20N + 36 (7.21)
P385 = 6N
4 + 12N3 − 7N2 − 13N + 18 (7.22)
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P386 = 6N
4 + 12N3 −N2 − 7N + 18 (7.23)
P387 = 6N
4 + 12N3 +N2 − 5N + 18 (7.24)
P388 = 6N
4 + 12N3 + 5N2 −N + 18 (7.25)
P389 = 6N
4 + 12N3 + 7N2 +N + 18 (7.26)
P390 = 11N
4 + 22N3 − 5N2 − 16N + 68 (7.27)
P391 = 18N
4 + 36N3 + 19N2 +N + 54 (7.28)
P392 = 18N
4 + 36N3 + 41N2 + 23N + 54 (7.29)
P393 = 29N
4 + 58N3 + 49N2 + 20N + 20 (7.30)
P394 = 36N
4 + 72N3 + 103N2 + 67N + 108 (7.31)
P395 = 1287N
4 + 3726N3 − 3047N2 − 7214N − 2624 (7.32)
P396 = N
5 − 12N4 − 11N3 − 54N2 − 52N − 8 (7.33)
P397 = 3N
5 − 7N4 − 25N3 − 269N2 − 254N − 72 (7.34)
P398 = 3N
5 − 5N4 − 21N3 − 79N2 − 66N − 24 (7.35)
P399 = 3N
5 − 4N4 − 19N3 − 146N2 − 134N − 60 (7.36)
P400 = 3N
5 −N4 − 13N3 − 47N2 − 38N − 48 (7.37)
P401 = 3N
5 + 16N4 + 21N3 + 194N2 + 186N − 12 (7.38)
P402 = 3N
5 + 25N4 + 39N3 + 275N2 + 258N + 24 (7.39)
P403 = 9N
5 + 18N4 − 19N3 − 30N2 − 20N + 18 (7.40)
P404 = 13N
5 + 36N4 + 55N3 + 60N2 + 116N − 176 (7.41)
P405 = 16N
5 + 41N4 + 2N3 + 47N2 + 70N + 32 (7.42)
P406 = 59N
5 + 72N4 − 13N3 + 78N2 + 196N − 184 (7.43)
P407 = 70N
5 + 95N4 − 223N3 − 751N2 − 629N − 142 (7.44)
P408 = − 63N6 − 189N5 − 431N4 − 547N3 − 1714N2 − 1472N − 1472 (7.45)
P409 = 2N
6 + 8N5 + 3N4 − 14N3 − 5N2 + 6N + 24 (7.46)
P410 = 2N
6 + 8N5 + 9N4 − 2N3 + 7N2 + 12N + 36 (7.47)
P411 = 3N
6 + 3N5 − 5N4 + 17N3 − 64N2 − 86N + 60 (7.48)
P412 = 4N
6 + 3N5 − 50N4 − 129N3 − 100N2 − 56N − 24 (7.49)
P413 = 4N
6 + 16N5 + 9N4 − 22N3 − 7N2 + 12N + 36 (7.50)
P414 = 9N
6 − 15N5 − 89N4 − 177N3 + 36N2 + 28N − 16 (7.51)
P415 = 9N
6 + 9N5 − 53N4 + 47N3 + 44N2 − 104N − 80 (7.52)
P416 = 9N
6 + 27N5 + 161N4 + 277N3 + 358N2 + 224N + 48 (7.53)
P417 = 15N
6 + 60N5 + 43N4 − 76N3 − 112N2 − 38N − 132 (7.54)
P418 = 17N
6 + 33N5 − 27N4 + 59N3 + 130N2 − 44N − 24 (7.55)
P419 = 29N
6 + 78N5 + 71N4 + 90N3 + 206N2 + 138N + 180 (7.56)
P420 = 38N
6 + 108N5 + 151N4 + 106N3 + 21N2 − 28N − 12 (7.57)
P421 = 40N
6 + 112N5 − 3N4 − 166N3 − 301N2 − 210N − 96 (7.58)
P422 = 44N
6 + 123N5 + 386N4 + 543N3 + 520N2 + 248N + 24 (7.59)
P423 = 99N
6 + 297N5 + 631N4 + 767N3 + 1118N2 + 784N + 168 (7.60)
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P424 = 220N
6 + 550N5 − 135N4 − 883N3 − 1621N2 − 1329N − 462 (7.61)
P425 = 3N
7 − 18N6 + 334N5 + 358N4 − 649N3 − 232N2 + 492N − 144 (7.62)
P426 = 3N
7 + 3N6 − 21N5 − 31N4 − 64N3 − 122N2 − 104N + 72 (7.63)
P427 = 5N
7 + 10N6 − 15N5 − 42N4 − 4N3 + 86N2 + 32N + 72 (7.64)
P428 = 8N
7 + 16N6 − 57N5 − 104N4 + 87N3 − 26N2 − 28N − 248 (7.65)
P429 = 15N
7 − 25N6 − 192N5 + 442N4 + 107N3 + 2391N2 + 1030N + 1032 (7.66)
P430 = 16N
7 + 32N6 + 27N5 + 32N4 + 219N3 + 398N2 + 628N − 856 (7.67)
P431 = 18N
7 + 15N6 + 395N5 + 305N4 − 545N3 − 584N2 + 252N − 768 (7.68)
P432 = 38N
7 + 20N6 + 77N5 + 104N4 − 385N3 − 466N2 + 36N − 216 (7.69)
P433 = 199N
7 + 247N6 − 785N5 − 1091N4 + 1510N3 − 56N2 + 888N − 5424 (7.70)
P434 = 421N
7 − 11N6 − 881N5 + 775N4 + 172N3 − 3356N2 + 2880N − 10368 (7.71)
P435 = N
8 + 4N7 + 2N6 + 64N5 + 173N4 + 292N3 + 256N2 − 72N − 72 (7.72)
P436 = 5N
8 + 41N7 + 41N6 + 25N5 − 14N4 − 54N3 − 84N2 − 72N − 16 (7.73)
P437 = 15N
8 − 252N6 + 228N5 + 631N4 + 1780N3 + 3822N2 + 1032N + 744 (7.74)
P438 = 15N
8 + 60N7 + 4N6 − 162N5 − 311N4 − 186N3 − 220N2 − 80N + 48 (7.75)
P439 = 30N
8 − 5N7 − 514N6 + 626N5 + 902N4 + 2735N3 + 5654N2 + 4N + 168 (7.76)
P440 = 33N
8 + 132N7 + 106N6 − 108N5 − 74N4 + 282N3 + 245N2 + 148N + 84 (7.77)
P441 = 100N
8 + 539N7 + 283N6 − 2094N5 + 452N4 + 219N3 − 1495N2 + 712N + 996 (7.78)
P442 = 205N
8 + 856N7 + 3169N6 + 6484N5 + 7310N4 + 4722N3 + 1534N2 + 48N − 72
(7.79)
P443 = 6944N
8 + 26480N7 + 23321N6 − 15103N5 − 39319N4 − 27001N3 − 11178N2
− 2016N + 864 (7.80)
P444 = 5N
9 + 3N8 − 66N7 − 82N6 + 469N5 + 1099N4 + 2392N3 + 1092N2 + 656N + 192
(7.81)
P445 = 7N
9 − 3N8 − 78N7 − 46N6 + 439N5 + 1285N4 + 2112N3 + 1068N2 + 592N + 384
(7.82)
P446 = 40N
9 − 65N8 − 545N7 + 902N6 + 1818N5 − 2437N4 + 8779N3 + 8080N2 + 1908N
+ 720 (7.83)
P447 = 215N
9 − 660N8 − 1409N7 + 4346N6 + 4217N5 + 9360N4 + 31989N3 + 24274N2
+ 17788N − 3720 (7.84)
P448 = N
10 + 37N9 − 10N8 − 634N7 + 81N6 + 5157N5 + 12472N4 + 9408N3 + 896N2
+ 4272N + 2880 (7.85)
P449 = 3N
10 − 29N9 − 62N8 + 538N7 + 251N6 − 4533N5 − 13200N4 − 11384N3 − 432N2
− 3408N − 2304 (7.86)
P450 = 8N
10 − 51N9 − 96N8 + 508N7 + 458N6 − 1601N5 − 2194N4 + 152N3 − 464N2
− 976N + 224 (7.87)
P451 = 15N
10 + 10N9 − 238N8 + 88N7 + 2647N6 + 9610N5 + 17712N4 + 13108N3
+ 5128N2 − 1872N − 1440 (7.88)
P452 = 15N
10 + 19N9 − 238N8 − 358N7 + 1087N6 + 4483N5 + 10400N4 + 9536N3
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+ 2176N2 + 5328N + 2880 (7.89)
P453 = 23N
10 + 136N9 − 221N8 + 388N7 + 1470N6 + 2206N5 + 2192N4 + 2564N3
+ 2082N2 + 1008N + 216 (7.90)
P454 = 30N
10 + 150N9 + 163N8 − 248N7 − 562N6 − 296N5 + 33N4 − 30N3 − 48N2
+ 184N + 48 (7.91)
P455 = 7209N
10 + 36045N9 − 52924N8 − 417598N7 − 794647N6 − 770095N5 − 388726N4
− 63040N3 − 576N2 − 25344N − 12096 (7.92)
P456 = 96020N
10 + 180403N9 − 293651N8 − 563492N7 + 196513N6 + 478087N5
− 194200N4 − 207066N3 − 7470N2 − 38880N − 12960 (7.93)
P457 = 27N
11 + 189N10 + 631N9 + 1356N8 + 2155N7 + 2207N6 + 211N5 − 4984N4
− 8400N3 − 5824N2 − 2544N − 576 (7.94)
P458 = 50N
11 + 40N10 − 780N9 − 655N8 + 4020N7 + 5924N6 + 14686N5 + 37651N4
+ 34968N3 + 14640N2 + 3936N + 720 (7.95)
P459 = 75N
11 − 35N10 + 624N9 − 7558N8 + 12763N7 + 46561N6 + 91954N5 + 198152N4
+ 119160N3 + 5280N2 − 4256N − 1920 (7.96)
P460 = 76N
11 + 875N10 + 3212N9 + 4756N8 + 1408N7 − 5169N6 − 12976N5 − 12806N4
+ 112N3 + 3392N2 − 1984N − 1632 (7.97)
P461 = 475N
11 + 330N10 − 1215N9 − 19480N8 − 26863N7 + 159682N6 + 88639N5
+ 425740N4 + 1245588N3 + 901568N2 + 296576N + 154560 (7.98)
P462 = 502N
11 − 1112N10 − 4284N9 + 6519N8 + 14409N7 − 12978N6 − 17866N5
− 12913N4 − 38013N3 + 7524N2 − 6588N − 12960 (7.99)
P463 = 502N
11 − 1112N10 − 4248N9 + 6609N8 + 13113N7 − 11466N6 − 14842N5
− 12427N4 − 51441N3 + 8028N2 − 2700N − 7776 (7.100)
P464 = 1936N
11 + 5826N10 − 8779N9 − 34974N8 + 5532N7 + 59112N6 − 4333N5
− 41196N4 + 21988N3 + 34344N2 + 6336N − 4320 (7.101)
P465 = 30N
12 + 25N11 + 120N10 − 1204N9 − 2904N8 − 8041N7 − 11950N6 − 3528N5
+ 6536N4 + 4620N3 − 520N2 − 1520N − 480 (7.102)
P466 = 266N
12 + 983N11 − 1576N10 − 9928N9 − 6696N8 + 7669N7 − 954N6 − 5380N5
+ 16080N4 + 10832N3 − 2656N2 + 8640N + 6912 (7.103)
P467 = 394N
12 − 36N11 − 4636N10 − 2733N9 + 18141N8 + 12348N7 − 27010N6
− 32985N5 − 61373N4 − 57162N3 − 18828N2 − 49032N − 20736 (7.104)
P468 = 855N
12 + 630N11 − 18415N10 − 10880N9 + 121581N8 + 49518N7 − 276181N6
− 145296N5 − 95256N4 − 452548N3 − 141544N2 + 70416N + 113760 (7.105)
P469 = 2913N
12 + 17478N11 + 6253N10 − 121030N9 − 399973N8 − 664606N7
− 829641N6 − 867778N5 − 563504N4 − 110240N3 + 67728N2 + 45504N + 12096
(7.106)
P470 = 149796N
12 + 481788N11 + 4037555N10 + 6431215N9 − 710852N8 − 14957774N7
− 21164117N6 − 11167685N5 + 2360450N4 + 2452488N3 − 1225440N2
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− 518400N + 181440 (7.107)
P471 = 33N
13 + 264N12 + 574N11 − 470N10 − 2978N9 − 912N8 + 8524N7 + 14408N6
+ 9543N5 + 4750N4 + 4440N3 + 3344N2 + 2544N + 864 (7.108)
P472 = 40N
13 + 135N12 − 370N11 − 2695N10 − 280N9 + 16269N8 + 7142N7 − 39049N6
− 45084N5 − 65764N4 − 78472N3 − 15456N2 − 6816N − 11520 (7.109)
P473 = 140N
13 + 75N12 − 2625N11 − 1865N10 + 18485N9 + 10075N8 − 71219N7
− 146799N6 − 280833N5 − 360790N4 − 178316N3 − 47896N2 − 32832N − 11520
(7.110)
P474 = 140N
13 + 175N12 − 2345N11 − 3265N10 + 14055N9 + 15495N8 − 43291N7
− 93731N6 − 146787N5 − 140250N4 − 9164N3 + 18536N2 − 15648N − 8640 (7.111)
P475 = 270N
13 − 2725N12 + 3150N11 + 19615N10 − 62280N9 − 19653N8 + 318066N7
+ 69493N6 − 711822N5 − 691882N4 + 92904N3 + 512832N2 + 364032N + 142560
(7.112)
P476 = 510N
13 + 285N12 − 7310N11 − 8775N10 + 41670N9 + 46959N8 − 122258N7
− 86309N6 + 330156N5 + 386896N4 − 29072N3 − 232496N2 − 43776N + 46080
(7.113)
P477 = 7680N
13 + 10185N12 − 49440N11 − 285845N10 − 271990N9 + 2253579N8
+ 1796772N7 − 7046779N6 − 14683494N5 − 29740484N4 − 26073512N3
− 3990016N2 − 8326656N − 5575680 (7.114)
P478 = 51840N
13 − 27105N12 − 652320N11 − 373235N10 + 3654470N9 + 3091437N8
− 12027204N7 − 3820797N6 + 45087798N5 + 61437668N4 + 10569064N3
− 30448128N2 + 7229952N + 14100480 (7.115)
P479 = 95N
14 + 125N13 − 1134N12 − 2050N11 + 6499N10 + 26893N9 + 38472N8
− 55832N7 − 205660N6 − 56080N5 + 145792N4 + 53472N3 − 6144N2 − 88448N
− 42240 (7.116)
P480 = 8868N
14 + 35472N13 − 9409N12 − 152862N11 + 61883N10 + 593774N9
− 379547N8 − 1672874N7 − 807075N6 + 89818N5 − 325576N4 − 407328N3
− 167688N2 − 21600N + 18144 (7.117)
P481 = 540N
15 − 6940N14 − 6255N13 + 92984N12 + 99855N11 − 389419N10 − 647943N9
+ 663238N8 + 1833777N7 − 126095N6 − 1116630N5 + 69928N4 − 480432N3
− 718416N2 − 1212192N − 570240 (7.118)
P482 = 420N
16 + 540N15 − 8300N14 − 15615N13 + 49927N12 + 148830N11 − 80392N10
− 672719N9 − 625021N8 + 156216N7 + 823430N6 + 3125340N5 + 4621504N4
+ 2625824N3 + 429792N2 + 87744N + 46080 (7.119)
P483 = 685N
16 + 1370N15 − 9010N14 − 19290N13 + 26146N12 + 91966N11 − 14748N10
− 149230N9 + 45035N8 + 174316N7 − 271314N6 − 505068N5 − 281130N4
− 52080N3 + 16080N2 + 17280N + 4320 (7.120)
P484 = 12180N
16 + 8370N15 − 256195N14 − 157950N13 + 1778081N12 + 1177830N11
− 4307281N10 − 3049362N9 + 3710647N8 + 11089008N7 + 11202520N6
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− 23576760N5 − 52089008N4 − 32240448N3 − 12305664N2 − 7993728N − 1866240
(7.121)
P485 = 10455N
18 + 59490N17 − 15790N16 − 741440N15 − 1390120N14 + 1428397N13
+ 7150867N12 + 5281630N11 − 7138741N10 − 8816137N9 + 10256689N8
+ 16683860N7 − 3484864N6 − 12146200N5 − 502576N4 + 5909760N3
+ 4302720N2 + 2851200N + 829440 (7.122)
P486 = 40100N
18 + 99255N17 − 727380N16 − 3314430N15 − 1772040N14 + 14821596N13
+ 48888776N12 + 98029290N11 + 59157432N10 − 330544971N9 − 879181188N8
− 779917140N7 − 105697492N6 + 173719200N5 + 551952N4 − 97381440N3
− 68610240N2 − 34525440N − 8398080 (7.123)
P487 = 1213695N
20 + 7525170N19 − 6722900N18 − 132732760N17 − 180657906N16
+ 706987500N15 + 1986194496N14 − 505023504N13 − 7245869189N12
− 7460329438N11 + 6529524348N10 + 22209128904N9 + 18794760144N8
− 4187656992N7 − 23855002304N6 − 26274133120N5 − 18561813504N4
− 9634314240N3 − 2690703360N2 + 136028160N + 199065600 (7.124)
P488 = 196275N
22 + 1397685N21 − 1454770N20 − 30923820N19 − 41291522N18
+ 225466098N17 + 630395612N16 − 373372336N15 − 3171331361N14
− 2650077679N13 + 4908510270N12 + 10281951044N11 + 3751227016N10
− 6343664096N9 − 8882356992N8 − 5272720448N7 + 530329472N6
+ 4243436032N5 + 2879400960N4 + 137687040N3 − 705024000N2
− 525864960N − 149299200 . (7.125)
As before, we suppress the argument of harmonic sums if it is N . Besides nested harmonic sums
up to weight w = 5, also binomially weighted sums [262] emerge1. After simplifications using
the quasi-shuﬄe relations of the nested sums, cf. Eq. (3.35), only two objects involving binomial



































The object b1(N) was already encountered in the T 2F terms in [340], but it also occurs in other
colour factors. Obviously, the second binomial object b2(N) contains b1(i) in its summand. We
note, that in contrast to, for example, the pure-singlet OME, no generalised harmonic sums
(without binomial weights) occur in the result.
The expression in Eq. (7.4) is valid for even integers N . The result agrees with the fixed even
moments of the constant term calculated in [193, 203]. For odd values of N , the operator matrix
element has to vanish identically due to the crossing symmetry of the Compton amplitude Tµν
to which the light-cone expansion is applied. In order to verify the agreement at N = 2, an
expansion around that value has to be performed since the result contains terms proportional
1See [369–371] for related binomial sums.
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to (N − 2)−1 and (N − 2)−2. These poles can be shown to cancel: Since b1(N) occurs in the
coefficient of (N − 2)−1, we also need its derivative with respect to N evaluated at N = 2, b′1(2).
This requires its analytic continuation, which was worked out in [262, 340]. The sum can be





















1− y [ln(1− y)− ln(y) + 2 ln(2)] .
(7.128)













1− y [ln(1− y)− ln(y) + 2 ln(2)] , (7.129)
which can be simplified to
a′(2) = −B4 − 23
6








using the routines of HarmonicSums. Writing the binomial coefficient in terms of Γ-functions, we
can obtain the required expansion
b1(N)
N − 2 =
3
8a(2)− 218 ζ3









4 − 218 ζ3












B4 +O(N − 2) . (7.131)
Together with the remaining sums, we can now verify that – after the cancellation of the poles –
the expression in Eq. (7.4) agrees with the fixed moment for N = 2 from [203]. As was already
noted in [340], the T 2F terms have spurious poles at N = 3/2 and N = 1/2, which were shown to
cancel. Outside of the T 2F colour factor, no such spurious poles arise at half integer values. The
analytic continuation of the complete expression Eq. (7.4) to complex values N ∈ C still requires
clarification of the behaviour at N = 3 since naively stripping the prefactor (1 + (−1)N )/2
introduces a pole at N = 3 with non-vanishing residue. We conclude that a nested product-sum
representation has been obtained for even integers N , which seems to still need a generalisation
to allow for an analytic continuation.
The result for a(3)gg,Q(N) is an important step towards the completion of the gluonic OME A
(3)
gg,Q.
All logarithmic terms of the renormalised OME A(3)gg,Q as well as those parts of the constant term
which are determined by the renormalisation procedure, are known and were presented in [450].
Together with the constant term a(3)gg,Q(N), the renormalised OME can be assembled. In order




= ln(N) + γE, the asymptotic
expansion of the OME around N → ∞ has to be calculated analytically. The asymptotic
expansion of the harmonic sums in known [147, 148, 259] and can be computed automatically
with HarmonicSums. The expansion of the binomial objects can be obtained from their Mellin
representations, see [262].2 These remaining aspects will be discussed elsewhere.
2See also [340] for the asymptotic expansion of b1(N).
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8. Remaining Wilson coefficients and OMEs
The heavy flavour Wilson coefficients LNSq,2 and HPSq,2 in the asymptotic limit Q2  m2 have
already been discussed in Section 4.2 and Section 5.2, respectively. There are three additional
heavy flavour Wilson coefficients which contribute to the structure function F2(x,Q2): LPSq,2, LSg,2





were published in [336]. The explicit 3-loop results for the Wilson coefficients LPSq,2 and LSg,2 were
presented in [450]. The Wilson coefficient HSg,2, on the other hand, depends on A
(3)
Qg, which has
not been completed to 3-loop order for general values of N as of now.
To give a more complete picture of the heavy flavour contributions to F2(x,Q2), we discuss
the relative impact of the individual Wilson coefficients in this chapter. For LPSq,2 and LSg,2 we
present numerical illustrations based on the x space representations given in [450]. The overall
comparison of the five Wilson coefficients is based on the known fixed moments [203]. Moreover,
we compare the contributions of the OMEs to the matching relations in the variable flavour
number scheme based on the same moments. The discussions of this chapter are also published
in [450].
For the following illustrations, we choose µ2 = Q2 and we consider the case of a massive
charm quark and three massless quarks (NF = 3). The charm quark mass mc = 1.59 GeV [226]
refers to the OMS scheme. We use the NNLO PDFs and strong coupling constant from [218]
which are available through the library LHAPDF [422]. The HPLs are evaluated using the code
presented in [423] and for the terms given by the massless 3-loop Wilson coefficients we use the
parametrisation given in [138]. As before, we use the NNLO PDFs and strong coupling constant
also for the 2-loop term to facilitate assessing the impact from the Wilson coefficients.
The pure-singlet Wilson coefficient LPSq,2, where the photon couples to a light quark, starts at
O(a3s). Its contribution to the structure function F2(x,Q2) is illustrated in Fig. 8.1.
Figures 8.2 and 8.3 demonstrate the contribution from the Wilson coefficient LSg,2 to F2(x,Q2)
at 2-loop order and up to 3-loop order, respectively. By comparing Fig. 8.1 to Fig. 8.3 we see
that the contribution from LSg,2 is larger by about a factor 2 to 3 in the small x region than the
contribution from LPSq,2. This is mainly due to the stronger rise of the gluon PDF compared to the
singlet PDF combination. Moreover, we note that, in the small x limit, the 3-loop contribution
far exceeds the 2-loop contribution of LSg,2, despite the suppression by another power of the
coupling constant as. This can be understood from the fact that the 3-loop term has terms
proportional to 1/x while such terms are missing in the 2-loop term: In order to contribute to
LSg,2, the scattering must be initiated by a gluon, have a virtual heavy quark in one of the loops
and the photon must couple to a light quark. At 2-loop order, these requirements prevent the
exchange of gluons in the t-channel, which would give rise to an 1/x behaviour.
The moments for the 3-loop OMEs completed in 2009 in [203] allow us to compare the relative
size of the impact from the different Wilson coefficients on the structure function x−1F h2 (x,Q2).
We split up the heavy flavour contribution to the structure function according to the individual
terms in Eq. (2.90) and normalise it to the moments of x−1F h2 (x,Q2). For the discussion, we
treat each perturbative order in as independently. We introduce abbreviations for the Mellin
moments of the normalisation














(N − 1) (8.1)
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Figure 8.1.: Charm contribution from LPSq,2 to the structure function F2(x,Q2). We treat the
charm quark mass in the OMS scheme and use mc = 1.59 GeV [226]. We use the


















Figure 8.2.: Charm contribution from LSg,2 to the structure function F2(x,Q2) at 2-loop order.

















Figure 8.3.: Charm contribution from LSg,2 to the structure function F2(x,Q2) up to and including
3-loop corrections. The charm quark, PDFs and strong coupling constant are treated
as in Fig. 8.1.
















































where ek is the electric charge of the kth quark flavour and eQ is the charge of the heavy
quark flavour. The Mellin moments of the quark and anti-quark number density PDFs are
denoted fk(N) and f¯k(N), respectively, and we write Σ(N) for the moments of the singlet PDF
combination and G(N) for the gluon PDF.
For the numerical comparison, we assume NF = 3 light quarks and set eQ = 2/3. The strong
coupling constant as(µ2) and the moments of the PDFs are computed from the NNLO analysis
in [218] which are available through the LHAPDF library. The charm quark mass is mc = 1.59 GeV
in the OMS scheme [226]. We choose the renormalisation and factorisation scale µ2 = Q2. The
logarithmic terms of the Wilson coefficients have been published in [358] for the non-singlet
Wilson coefficient and in [450] for the others. The moments of the massless Wilson coefficients
are taken from [132, 133] and those of the constant part of the OMEs from [203].
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Table 8.1.: Moments of the contributions to the structure function x−1F h2 (x,Q2).
N 2 4 6 8 10
Q2 = 20 GeV2
O(as) 2.78 · 10−3 5.93 · 10−7 −3.05 · 10−7 −5.47 · 10−8 −1.26 · 10−8
O(a2s) 7.37 · 10−4 −5.60 · 10−5 −1.98 · 10−5 −8.17 · 10−6 −3.89 · 10−6
O(a3s) 5.79 · 10−4 −3.49 · 10−5 −1.58 · 10−5 −7.51 · 10−6 −3.97 · 10−6
Q2 = 100 GeV2
O(as) 5.19 · 10−3 1.29 · 10−5 3.47 · 10−7 2.22 · 10−8 1.79 · 10−9
O(a2s) 1.20 · 10−3 −4.31 · 10−5 −1.44 · 10−5 −5.53 · 10−6 −2.50 · 10−6
O(a3s) 5.71 · 10−4 −2.66 · 10−5 −1.01 · 10−5 −4.29 · 10−6 −2.11 · 10−6
Q2 = 1000 GeV2
O(as) 7.58 · 10−3 2.02 · 10−5 7.66 · 10−7 7.93 · 10−8 1.41 · 10−8
O(a2s) 1.47 · 10−3 −4.65 · 10−5 −1.38 · 10−5 −4.88 · 10−6 −2.07 · 10−6
O(a3s) 5.54 · 10−4 −2.92 · 10−5 −9.01 · 10−6 −3.39 · 10−6 −1.52 · 10−6
In Table 8.1 we collect the moments of x−1F h2 (x,Q2) to which we normalise. The normalised
moments of the contributions from the individual Wilson coefficients are presented in Table 8.2.
For the interpretation, we have to recall that the integral kernel of the Mellin transformation
xN−1 places more and more weight on values close to x = 1 when we go to higher moments N .
The gluon PDF is rather small close to x = 1 so that its higher moments are small compared
to those of the singlet or non-singlet PDF combinations. As a consequence, the moments F (N)
(Table 8.1) decrease faster at O(as) than at higher orders since only the gluonic Wilson coefficient
HSg,2 contributes at lowest order. At higher orders, also singlet and in particular non-singlet
Wilson coefficients yield a substantial contribution. The moment F (10), for example, increases




. Moreover, we note that
the moments at O(a2s) and O(a3s) are negative, except for N = 2. This can be understood by
looking at the contributions from the individual Wilson coefficients, as collected in Table 8.2.
For the second moment, the gluonic Wilson coefficient HSg,2 yields the largest contribution for
all values of Q2 and at all orders of as considered here. The singlet and non-singlet Wilson
coefficients, HPSq,2 and LNSq,2, contribute with the opposite sign, and the magnitude of their second
moments is roughly a third to a quarter of the gluonic Wilson coefficient. The remaining two
Wilson coefficients, LSg,2 and LPSq,2, give only minor contributions of a few percent. Starting with
the fourth moment, the non-singlet term dominates the structure function. Since the Wilson
coefficient is negative for all x, see Fig. 4.4, all its moments are negative as well. This explains
the change of sign of F (N) for N ≥ 4. The reason for the relative size of the non-singlet
contribution is twofold: As mentioned above, the moments of the non-singlet PDF outgrow the
moments of the gluon PDF, which contributes to the suppression of the gluonic term. Moreover,
the non-singlet Wilson coefficient contains plus distributions. These give rise to an asymptotic




= ln(N) + γE, while the other Wilson
coefficients have at most a constant asymptotic behaviour. Given these observations, we have
to keep in mind, however, that even though the entirety of the integer moments determines
also the small x behaviour through the pole structure of its analytic continuation, it is usually
impossible to determine from just a few fixed moments. However, given a large but finite number
of moments, the complete expression can be guessed from the moments [149].
Since the OMEs also enter the matching relations of the variable flavour number scheme, we can
try to assess their impact using the available fixed moments. The matching relation for the PDF
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Table 8.2.: Moments of the contributions to the structure function F h2 (N,Q2) from individual
Wilson coefficients, normalised to their sum. The perturbative orders in as are con-
sidered separately.
N 2 4 6 8 10
Q2 = 20 GeV2
O(a2s) F [LSg,2](N) 0.0688 −0.0129 −0.002 13 −0.000 632 −0.000 259
F [LNSq,2](N) −0.384 1.08 1.01 1.00 1.00
F [HPSq,2 ](N) −0.459 0.0289 −0.002 50 −0.003 94 −0.003 22
F [HSg,2](N) 1.77 −0.0957 −0.001 25 0.002 44 0.001 87
O(a3s) F [LPSq,2](N) 0.0594 −0.0143 −0.005 18 −0.003 24 −0.002 37
F [LSg,2](N) 0.113 −0.0271 −0.004 59 −0.001 41 −0.000 593
F [LNSq,2](N) −0.222 1.13 1.02 1.01 1.01
F [HPSq,2 ](N) −0.306 0.0475 −0.002 35 −0.005 26 −0.004 57
F [HSg,2](N) 1.36 −0.137 −0.006 92 0.000 563 0.000 996
Q2 = 100 GeV2
O(a2s) F [LSg,2](N) 0.0506 −0.0165 −0.003 01 −0.001 06 −0.000 505
F [LNSq,2](N) −0.261 1.17 1.02 1.00 1.00
F [HPSq,2 ](N) −0.402 0.0900 0.0153 0.004 35 0.001 41
F [HSg,2](N) 1.61 −0.240 −0.0281 −0.006 66 −0.002 09
O(a3s) F [LPSq,2](N) 0.0559 −0.009 51 −0.003 17 −0.002 05 −0.001 57
F [LSg,2](N) 0.0879 −0.0215 −0.004 56 −0.001 73 −0.000 863
F [LNSq,2](N) −0.287 1.15 1.02 1.01 1.00
F [HPSq,2 ](N) −0.504 0.130 0.0223 0.005 90 0.001 52
F [HSg,2](N) 1.65 −0.251 −0.0315 −0.007 90 −0.002 70
Q2 = 1000 GeV2
O(a2s) F [LSg,2](N) 0.0429 −0.0128 −0.002 64 −0.001 04 −0.000 540
F [LNSq,2](N) −0.304 1.19 1.02 1.01 1.00
F [HPSq,2 ](N) −0.499 0.124 0.0283 0.0113 0.005 68
F [HSg,2](N) 1.76 −0.304 −0.0497 −0.0169 −0.007 85
O(a3s) F [LPSq,2](N) 0.0666 −0.006 03 −0.001 55 −0.000 921 −0.000 714
F [LSg,2](N) 0.0720 −0.0113 −0.003 11 −0.001 39 −0.000 782
F [LNSq,2](N) −0.458 1.14 1.01 1.00 1.00
F [HPSq,2 ](N) −0.815 0.170 0.0419 0.0169 0.008 34
F [HSg,2](N) 2.13 −0.289 −0.0521 −0.0182 −0.008 62
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Table 8.3.: Ratio of the moments of the PDFs Σ/G for different values of the scale µ2.
N 2 4 6 8 10
µ2 = 20 GeV2 1.18 8.00 25.8 58.0 103
µ2 = 100 GeV2 1.07 7.75 22.8 44.7 69.9
µ2 = 1000 GeV2 0.982 7.59 21.0 38.2 56.9
combination fk + f¯k was already discussed in detail in Section 4.5, so we restrict the discussion
here to the remaining matching relations. We define the following ratios of moments in analogy























Table 8.4 lists numerical values for these ratios at different perturbative orders and for different
scales µ2. For reference we also give the ratio of just the singlet PDF combination to the
gluon PDF Σ/G in Table 8.3. The same comments as for the Wilson coefficients apply for the
interpretation of these ratios: Higher moments probe regions closer to x = 1 and the ratios of
higher moments indicate the relative importance of the individual terms in the large x region.
Due to the shape of the PDFs the ratio Σ/G increases for larger N . This enhances contributions
which are proportional to the singlet PDF compared to the gluon contributions. We note that
the relative importance of the OMEs is roughly stable across different perturbative orders and
scale choices. Therefore, we will discuss the impact of the individual terms cumulatively for the
scales and orders.
Only the OMEs APSQq and AQg contribute to the matching relation for fQ + fQ¯, cf. Eq. (2.112).
Their relative importance can be seen directly from the ratio R(APSQq, AQg). For the second
moment, the magnitude of the pure-singlet contribution ranges from approximately 12% to 37%
of that from AQg. However, its relative importance grows to up to about twice the size of the
contribution from AQg for N = 10. The two contributions have opposite signs for all moments.
One has to keep in mind though, that AQg already starts at O(as) while the pure-singlet OME
only starts at O(a2s). Therefore, the overall PDF combination fQ + fQ¯ is still dominated by the
leading-order AQg contribution.
The matching relation of the gluon density, Eq. (2.113), receives contributions from the OMEs
Agg,Q, weighted by the gluon PDF, and by Agq,Q, weighted by the singlet PDF. The latter OME
starts at O(a2s) and has the opposite sign compared to the gluonic contribution, which starts at
O(as). For the lowest moment N = 2 the gluonic contribution dominates at each order and the
Agq,Q term has approximately 14% to 59% the size of the Agg,Q term. The ratio of the PDF
moments enhances the singlet term towards higher moments, such that the singlet term is larger
than the gluonic term by a factor 1.5 to 5.5 for N = 10, especially for low scales.
The singlet PDF for NF + 1 massless quarks at the matching scale arises from the singlet




Qq as well as the gluon




Table 8.4.: Moments of the OMEs, weighted by the PDFs as they appear in the VFNS matching
relations for Q + Q¯, G and Σ and normalised to the contribution of AQg. The
perturbative orders in as are considered separately.
N 2 4 6 8 10
µ2 = 20 GeV2
O(as) R(Agg,Q, AQg) −1.00 −1.82 −2.55 −3.24 −3.93
O(a2s) R(Agg,Q, AQg) −1.00 −1.64 −2.38 −3.18 −4.03
R(APSQq, AQg) −0.126 −0.366 −0.782 −1.33 −1.94
R(ANSqq,Q, AQg) −0.0584 −1.13 −6.32 −20.7 −49.5
R(Agq,Q, AQg) 0.184 1.14 4.00 9.81 19.0
O(a3s) R(Agg,Q, AQg) −1.01 −1.34 −1.85 −2.43 −3.09
R(APSQq, AQg) −0.160 −0.484 −0.963 −1.54 −2.13
R(ANSqq,Q, AQg) −0.0404 −0.583 −2.94 −9.18 −21.4
R(Agq,Q, AQg) 0.147 1.13 3.80 8.99 17.0
R(Aqg,Q, AQg) 0.005 13 −0.0202 −0.0326 −0.0445 −0.0567
R(APSqq,Q, AQg) 0.0534 0.109 0.246 0.468 0.762
µ2 = 100 GeV2
O(as) R(Agg,Q, AQg) −1.00 −1.82 −2.55 −3.24 −3.93
O(a2s) R(Agg,Q, AQg) −1.00 −1.77 −2.64 −3.58 −4.58
R(APSQq, AQg) −0.188 −0.425 −0.763 −1.09 −1.35
R(ANSqq,Q, AQg) −0.125 −2.44 −12.4 −35.5 −74.5
R(Agq,Q, AQg) 0.313 1.39 3.91 7.77 12.6
O(a3s) R(Agg,Q, AQg) −1.00 −1.61 −2.32 −3.07 −3.87
R(APSQq, AQg) −0.280 −0.581 −0.947 −1.25 −1.46
R(ANSqq,Q, AQg) −0.177 −2.87 −13.7 −37.9 −77.9
R(Agq,Q, AQg) 0.392 1.41 3.41 6.05 8.93
R(Aqg,Q, AQg) 0.004 76 −0.0375 −0.0491 −0.0580 −0.0657
R(APSqq,Q, AQg) 0.0646 0.0984 0.173 0.255 0.332
µ2 = 1000 GeV2
O(as) R(Agg,Q, AQg) −1.00 −1.82 −2.55 −3.24 −3.93
O(a2s) R(Agg,Q, AQg) −1.00 −2.01 −3.02 −4.06 −5.14
R(APSQq, AQg) −0.255 −0.452 −0.700 −0.885 −1.01
R(ANSqq,Q, AQg) −0.205 −3.71 −17.0 −44.0 −85.9
R(Agq,Q, AQg) 0.460 1.54 3.58 6.13 8.89
O(a3s) R(Agg,Q, AQg) −1.01 −1.75 −2.50 −3.26 −4.03
R(APSQq, AQg) −0.373 −0.628 −0.907 −1.09 −1.19
R(ANSqq,Q, AQg) −0.293 −4.16 −17.5 −43.4 −82.1
R(Agq,Q, AQg) 0.593 1.51 2.97 4.51 5.94
R(Aqg,Q, AQg) 0.005 42 −0.0469 −0.0561 −0.0624 −0.0675
R(APSqq,Q, AQg) 0.0726 0.0901 0.134 0.172 0.201
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term was already discussed in the context of the fQ + fQ¯ matching relation above. The second





moments, the ratio of the PDF moments again changes the relative importance of the terms.
Additionally, the asymptotic behaviour of the non-singlet OME leads to a significant growth this
term: Its relative size compared to the AQg term increases from 5% to 29% for N = 2 to up to
86 times the size of AQg for N = 10. This even lets the non-singlet term dominate the moment
N = 10 if we take the suppression by as into account.
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9. Conclusions
Deep-inelastic scattering experiments have a long history in establishing and testing QCD and
allow us to extract important parameters of the Standard Model like the strong coupling constant
as, the heavy quark masses mc and mb and the PDFs. Due to the precision of the current world
data, modern analyses have to include theoretical predictions at least up to NNLO. At this
level, a complete description of heavy quark contributions is still missing. Therefore, a long-
term project was started in order to extend the description of the heavy quark contributions to
NNLO. It relies on the factorisation of the heavy flavour Wilson coefficients into massless Wilson
coefficients and massive operator matrix elements in the asymptotic region Q2  m2 [201, 203],
which is most relevant for experiments like HERA in the case of the structure function F2(x,Q2).
After the extension of the renormalisation procedure to O(a3s) and the calculation of a series of
fixed Mellin moments up to N = 10(14) in [193, 203, 302], the main focus of the project has
shifted to the calculation of the massive OMEs for general values of N . This thesis constitutes a
part of this effort and a number of steps towards the goal of the project have been accomplished
here.
We obtain the non-singlet OME ANS,(3)qq,Q in Chapter 4 for general values of N and confirm
the NF dependent part of the 3-loop non-singlet anomalous dimension γ
NS,(2)
qq . The calculation
is performed by reducing the arising Feynman integrals to master integrals via integration-by-
parts relations and calculating the master integrals using hypergeometric function techniques and
Mellin-Barnes representations in combination with the summation algorithms and special func-
tion tools implemented in Sigma [241, 252, 253], HarmonicSums [258–263], EvaluateMultiSums
and SumProduction [254–257]. In a similar calculation, we also obtain the result for the non-
singlet OME for transversity ANS,TR,(3)qq,Q and compute the anomalous dimension for transversity.
Due to a Ward-Takahashi identity of the non-singlet Green’s function, the renormalisation of
the axial charge becomes trivial in this case and we are provided with even and odd moments
for the non-singlet OME. The even moments correspond to the case of a vector coupling and
the odd moments to the case of an axial-vector coupling. We combine the result for the even
moments of the OME with the known unpolarised massless Wilson coefficient [138] to obtain the
asymptotic heavy flavour Wilson coefficient LNSq,2 for the unpolarised structure function F2(x,Q2).
This result allows us to give first illustrations of the impact of the non-singlet Wilson coefficient
on the structure function F2(x,Q2). The odd moments of A
NS,(3)
qq,Q constitute the OME for the
non-singlet operator with an axial-vector coupling, which enters the non-singlet Wilson coeffi-
cient for the polarised structure function g1(x,Q2). Here we also illustrate the influence on the
structure function and also give the twist-2 contribution to g2(x,Q2) which is related to g1(x,Q2)
via the Wandzura-Wilczek relation. Moreover, we discuss the heavy flavour contributions to the
polarised Bjorken sum rule. Since the first moment of the non-singlet OME vanishes, the only
effect of the heavy quark is to increase the number of active quarks NF by one in the mass-
less contributions. Furthermore, we also apply the odd moments for the non-singlet OME to
the charged current structure function xF3(x,Q2). While the results for LNSq,3 are structurally
identical to the polarised case, up to terms proportional to the colour factor dabcdabc, there is
a second non-singlet Wilson coefficient, HNSq,3 , which arises due to flavour excitation processes.
Again, we illustrate the impact on the structure functions and discuss heavy flavour effects in





calculated in [336], the non-singlet OME completes the first matching relation of the variable
flavour number scheme [202, 203]. It allows to express the PDF combinations fk + fk¯ in the
scheme with NF + 1 flavours in terms of PDFs in the NF flavour scheme. The overall effect
of this scheme change is of the order of 0.5%. Since the OMEs APS,(3)qq,Q and A
(3)
qg,Q start only at
3-loop order, the singlet and gluon PDFs begin to mix into the fk+fk¯ combination at this order.
Therefore, going from 2-loop to 3-loop order in this matching relation, changes the shape of the
small x behaviour.
In Chapter 5, we calculate the pure-singlet OME APS,(3)Qq . As a by-product, we obtain the pure-
singlet anomalous dimension γPS,(2)qq in a first independent complete recalculation since it was
computed in [136] in massless DIS. In addition to the techniques used for the non-singlet OME,
we also employ differential equations to calculate some of the master integrals. Beyond nested
harmonic sums and harmonic polylogarithms, which were sufficient to express the previous results
of this project, here also generalised harmonic sums and HPLs with non-standard argument occur.
Using the result for the pure-singlet OME and the corresponding massless Wilson coefficient
[138], we complete the heavy flavour Wilson coefficient HPSq,2 . Our illustrations of the pure-singlet
Wilson coefficients show that their largest contribution is expected in the region of small x, where
one, however, has to keep in mind the kinematic restrictions of DIS experiments.
The calculation of a set of Feynman diagrams with ladder- and V-topologies, which we present
in Chapter 6, is an important step for the calculation of the remaining OMEs. These diagrams
contribute to A(3)Qg and are examples for an important class of diagrams. Their calculation is
possible due to a refinement of the computer algebra tools and the systematic use of differential
and difference equations to calculate the large number of master integrals which are required.
The differential equations, which are derived from the IBP relations, are written as difference
equations via a formal power series ansatz and then decoupled into a scalar recurrence using
the uncoupling algorithms [382] implemented in OreSys [383]. The scalar recurrences can be
solved with Sigma and related packages and the results are simplified using HarmonicSums. One
diagram with a V-topology turns out to be especially complicated due to its relation to non-
planar diagrams induced by the operator insertion. Its solution requires also binomially weighted
iterated sums, which give rise to new constants in its asymptotic expansion. Using the same
methods, a large share of the diagrams which contribute to A(3)Qg are computed as well. The
remaining diagrams depend on master integrals which require more advanced methods and point
towards non-iterative integrals.
The gluonic OME A(3)gg,Q enters the matching relation of the gluon PDF in the VFNS. In
Chapter 7, we discuss the calculation of the O(ε0) term of the unrenormalised OME, a(3)gg,Q.
We greatly benefit from the techniques and master integrals discussed for the ladder- and V-
diagrams. As previously observed in [340] for diagrams with two massive fermion lines, binomial
sums occur in the results. After simplifying the sums using quasi-shuﬄe relations only two
objects involving binomial sums remain. The result agrees with the fixed moments calculated in
[193, 203] and is valid for even integers N . Building on this intermediate result, the OME A(3)gg,Q
will be completed in a future publication.
Of the five heavy flavour Wilson coefficients that contribute to F2(x,Q2), the non-singlet
and pure-singlet coefficients have been discussed in connection with the respective OMEs. Two
more Wilson coefficients, LPSq,2 and LSg,2, were completed in [450] based on the OMEs calculated
in [336]. We give numerical illustrations of those two Wilson coefficients in Chapter 8 and
compare the relative size of all Wilson coefficients based on the fixed moments from [193, 203].
Moreover, we use the fixed moments to compare the importance of the individual OMEs in the
matching relations of the VFNS. The comparison underlines the importance of completing the
two remaining OMEs A(3)gg,Q and A
(3)





corrections to deep-inelastic scattering.
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The calculations performed in the present project demonstrate the strong need to extend the
mathematical and computer-algebraic technologies for single mass, 3-loop problems, compared to
various previous massless calculations. We encounter generalised harmonic and cyclotomic sums
and finite sums with (inverse) binomial weights as well as their associated iterated integrals like
generalised harmonic polylogarithms and the iterated integrals over square-root valued letters.
The interplay of quantum field theory calculations and computer algebra in this project has led to
extensions of summation theory and packages and both sides have mutually benefited from each
other significantly. A number of techniques, ranging from hypergeometric functions to differential
equations had to be developed further and employed to tackle the master integrals encountered
here. Yet this is not the end on the side of technology, since the remaining master integrals
which have to be solved next point towards non-iterative integrals. Further developments are
necessary in this respect. The results of these calculations will finally allow to cope with the
current precision measurements in collider physics, for a final interpretation of the precision data
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A. Notation and conventions
Throughout the thesis we use natural units
~ = 1 , c = 1 , ε0 = 1 , (A.1)
where ~ is Planck’s constant, c denotes the speed of light in vacuum and ε0 is the permittivity
of vacuum. Therefore, energies and momenta are given in electron volt (eV) and distances have
the unit eV−1.
In dimensional regularisation the dimension of space-time is assumed to be D = 4 + ε. Ac-
cordingly, Lorentz indices run from 0 to D and the metric of Minkowski space is
gµν = diag(1,−1, . . . ,−1) . (A.2)







to denote the Minkowski product and we assume Einstein’s summation convention unless stated
otherwise.
The Dirac matrices γµ fulfil the anti-commutation relations
{γµ, γν} = 2gµν (A.4)
where the Lorentz indices and the Minkowski metric are of course assumed to be D-dimensional.












where m is the heavy quark mass, Q2 is the virtuality of the exchanged gauge boson and µ2 is
the common renormalisation and factorisation scale.
The gauge structure introduces the generators of the Lie algebra associated to the gauge group
into the Feynman rules. The Lie algebra is defined by the commutation relation of its generators
[75]
[ta, tb] = ifabctc , (A.6)
where fabc are the structure constants and they are totally anti-symmetric. For QCD the gauge
group is SU(3), but we give the results for a general gauge group. For SU(N) one can define the
anti-commutation relations by totally symmetric structure constants dabc
{ta, tb} = δ
ab
Nc
+ dabctc . (A.7)





jl = CF δil (A.9)
taijt
b
ji = TF δ
ab (A.10)
which take the values CA = 3, CF = 4/3 and TF = 1/2 for QCD. Another colour structure appears,




The Feynman rules for QCD employed in this thesis are those of [193, 203], which follow the
conventions of [76]. For convenience, we repeat them in this appendix in Fig. B.1. We denote
the D-dimensional momenta by pi whose direction is marked by the arrows along the lines. We
use Greek letters to label Lorentz indices, a, b, . . . for colour indices in the adjoint representation
and i, j, . . . for colour indices in the fundamental representation. Fermions are drawn as solid
lines, gluons as curled lines and ghosts as dashed lines. A factor of (−1) has to be included for






















fabef cde[gµρgνσ − gµσgνρ]
+facef bde[gµνgρσ − gµσgνρ]





a, µ p b, ν
i
p2+i0















j=0 (∆ · p1)j(∆ · p2)N−j−2 , N ≥ 2
p2, jp1, i







































γ+ = 1 , γ− = γ5 . For transversity, one has to replace: /∆γ± → σµν∆ν .
Figure B.2.: Feynman rules for quarkonic operator insertions; from [203].
The quarkonic operator insertions require the Feynman rules given in Fig. B.2. They are also
taken from [193, 203], cf. also [107, 157], and they use the same conventions as before. In addition
γ± is used to distinguish the unpolarised (+) and polarised (−) case. All gluon momenta are
considered as incoming and ∆ is a light-like, D-dimensional vector (∆2 = 0). The corresponding
Feynman rules for gluonic operator insertions are listed in Fig. B.3. They were derived in [193,
203] and compared to earlier results [104, 116].
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p, µ, ap, ν, b 1+(−1)N
2
δab(∆ · p)N−2[
gµν(∆ · p)2 − (∆µpν +∆νpµ)∆ · p+ p2∆µ∆ν
]

















∆ · p1p2,µ∆ν +∆ · p2p1,ν∆µ −∆ · p1∆ · p2gµν − p1 · p2∆µ∆ν
]
























fabef cdeOµνλσ(p1, p2, p3, p4)
+facef bdeOµλνσ(p1, p3, p2, p4) + f
adef bceOµσνλ(p1, p4, p2, p3)
)
,
Oµνλσ(p1, p2, p3, p4) = ∆ν∆λ
{
−gµσ(∆ · p3 +∆ · p4)N−2
+[p4,µ∆σ −∆ · p4gµσ]
∑N−3
i=0 (∆ · p3 +∆ · p4)i(∆ · p4)N−3−i
−[p1,σ∆µ −∆ · p1gµσ]
∑N−3
i=0 (−∆ · p1)i(∆ · p3 +∆ · p4)N−3−i
+[∆ · p1∆ · p4gµσ + p1 · p4∆µ∆σ −∆ · p4p1,σ∆µ −∆ · p1p4,µ∆σ]

















, N ≥ 2




Here we collect the definitions of propagators of the individual integral families. Each family
consists of twelve propagators of which nine are standard propagators that depend quadratically
on the momenta and three are linear propagators. The nine standard propagators are based
on one of six integral families for operator-less two-point diagrams. We therefore first list the
propagators of the operator-less families,
Family B1 Family B3 Family B5
P1 = k
2
1 P1 = k
2
1 −m2 P1 = k21 −m2
P2 = (k1 − p)2 P2 = (k1 − p)2 −m2 P2 = (k1 − p)2 −m2
P3 = k
2
2 P3 = k
2
2 −m2 P3 = k22 −m2
P4 = (k2 − p)2 P4 = (k2 − p)2 −m2 P4 = (k2 − p)2 −m2
P5 = k
2
3 −m2 P5 = k23 −m2 P5 = k23
P6 = (k1 − k3)2 −m2 P6 = (k1 − k3)2 P6 = (k1 − k3)2 −m2
P7 = (k2 − k3)2 −m2 P7 = (k2 − k3)2 P7 = (k2 − k3)2 −m2
P8 = (k1 − k2)2 P8 = (k1 − k2)2 P8 = (k1 − k2)2
P9 = (k3 − p)2 −m2 P9 = (k3 − p)2 −m2 P9 = (k3 − p)2
Family C1 Family C2 Family C3
P1 = k
2
1 P1 = k
2
1 −m2 P1 = k21 −m2
P2 = (k1 − p)2 P2 = (k1 − p)2 −m2 P2 = (k1 − p)2 −m2
P3 = k
2
2 P3 = k
2
2 P3 = k
2
2 −m2
P4 = (k2 − p)2 P4 = (k2 − p)2 P4 = (k2 − p)2 −m2
P5 = k
2
3 −m2 P5 = k23 P5 = k23 −m2
P6 = (k1 − k3)2 −m2 P6 = (k1 − k3)2 −m2 P6 = (k1 − k3)2
P7 = (k2 − k3)2 −m2 P7 = (k2 − k3)2 P7 = (k2 − k3)2
P8 = (k1 + k2 − k3 − p)2 −m2 P8 = (k1 + k2 − k3 − p)2 −m2 P8 = (k1 + k2 − k3 − p)2 −m2
P9 = (k3 − p)2 −m2 P9 = (k3 − p)2 P9 = (k3 − p)2 −m2 .
The families starting with the letter “B” correspond to planar diagrams and cover topologies
related to Benz and ladder diagrams. Non-planar topologies are covered by the three families
starting with the letter “C.” The digit distinguishes different assignments of massive and massive
lines. The linear propagators of the families based on B1 are given by
Family B1a Family B1b Family B1c
P10 = 1− t∆.(k3 − k1) P10 = 1− t∆.k1 P10 = 1− t∆.(p− k1)
P11 = 1− t∆.k3 P11 = 1− t∆.k3 P11 = 1− t∆.(k2 − k1)
P12 = 1− t∆.(k3 − k2) P12 = 1− t∆.k2 P12 = 1− t∆.k3
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C. Integral families
Family B1d Family B1e
P10 = 1 + t∆.k1 P10 = 1 + t∆.k1
P11 = 1− t∆.(p− k2) P11 = 1− t∆.(k2 − k1)
P12 = 1− t∆.k3 P12 = 1− t∆.k3 .
The families based on B3 are supplemented by
Family B3a Family B3b Family B3c
P10 = 1− t∆.k1 P10 = 1− t∆.(k1 − p) P10 = 1− t∆.(k1 − k3)
P11 = 1− t∆.k3 P11 = 1− t∆.k3 P11 = 1− t∆.(k2 − k3)
P12 = 1− t∆.k2 P12 = 1− t∆.(k2 − p) P12 = 1− t∆.k3 ,
and the linear propagators of the B5 families read
Family B5a Family B5b Family B5c
P10 = 1− t∆.k1 P10 = 1− t∆.(k3 − k1) P10 = 1− t∆.k1
P11 = 1− t∆.k3 P11 = 1− t∆.k3 P11 = 1− t∆.(k1 − k3)
P12 = 1− t∆.k2 P12 = 1− t∆.(k3 − k2) P12 = 1− t∆.(k2 − k3)
Family B5d Family B5e Family B5f
P10 = 1− t∆.k1 P10 = 1− t∆.(k1 − p) P10 = 1− t∆.k1
P11 = 1− t∆.(k1 − k3) P11 = 1− t∆.(k1 − k3) P11 = 1− t∆.(k1 − k3)
P12 = 1− t∆.(k2 − p) P12 = 1− t∆.(k2 − p) P12 = 1− t∆.(k1 − k2) .
For the non-planar families based on C1, we have the linear propagators
Family C1a Family C1b
P10 = 1− t∆.(k3 − k1) P10 = 1− t∆.k1
P11 = 1− t∆.k3 P11 = 1− t∆.k3
P12 = 1− t∆.(k3 − k2) P12 = 1− t∆.k2 ,
while those for C2 are given by
Family C2a Family C2b
P10 = 1− t∆.k1 P10 = 1− t∆.k1
P11 = 1− t∆.(k1 − k3) P11 = 1− t∆.k3
P12 = 1− t∆.(k1 + k2 − k3 − p) P12 = 1− t∆.k2
Family C2c Family C2d
P10 = 1− t∆.k1 P10 = 1− t∆.k1
P11 = 1− t∆.k3 P11 = 1− t∆.k3
P12 = 1− t∆.(k2 − p) P12 = 1− t∆.(k3 − k2) .
Finally, families based on C3 have the following propagators:
Family C3a Family C3b
P10 = 1− t∆.k1 P10 = 1− t∆.(k3 − k1)
P11 = 1− t∆.k3 P11 = 1− t∆.k3
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P12 = 1− t∆.k2 P12 = 1− t∆.(k3 − k2)
Family C3c Family C3d
P10 = 1− t∆.k1 P10 = 1− t∆.(k1 − p)
P11 = 1− t∆.k3 P11 = 1− t∆.k3
P12 = 1− t∆.(k1 + k2 − k3 − p) P12 = 1− t∆.k2 .
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D. The colour factor dabcdabc
The massless Wilson coefficients and anomalous dimensions for xF3(x,Q2) contain a new colour
factor proportional to dabcdabc (= 40/3 in QCD) [135, 153]. This colour factor does not appear
in the massive operator matrix elements at 3-loop order. It does, however, arise in individual
diagrams contributing to the OMEs but it cancels in the complete result. The cancellation can
be seen as follows.
The colour factor can appear when there are two separate fermion lines connected by three








(ifabc + dabc) . (D.1)























(−fabcfabc + dabcdabc) . (D.2)
For each such diagram there is a corresponding diagram with the fermion flow along the closed
fermion loop reversed. An example of a pair of diagrams is given in Fig. D.1. The closed loop has
to have three quark-gluon vertices in order to produce the colour factor and therefore the loop
must have three fermion propagators. Keeping the direction of the momenta fixed, the reversal







Since traces over an odd number of Dirac matrices vanish, this sign can be factored out and
yields a global factor (−1). Besides that, the reversal of the fermion flow also reverses the order
of the colour generators ta′tb′tc′ in Eq. (D.2) which flips the sign in front of the fabcfabc term,
but leaves the dabcdabc term unchanged. We see that each pair of such diagrams has exactly the
same integrand, but the sign in front of the dabcdabc colour factor is changed. Therefore, this
colour factor cancels in the sum for each pair of diagrams.




E. Results in x space
The results obtained in Mellin N space in terms of nested sums are related to iterated integrals
in x space via a Mellin transformation. In this chapter, we collect the results for the anomalous
dimensions, the OMEs and the heavy flavour Wilson coefficients in x space. For the HPLs we
suppress the argument x to shorten the notation and write H~a = H~a(x). All HPLs are reduced
to an algebraically independent basis [143, 144, 146, 147] using HarmonicSums [258–263].
E.1. Anomalous dimensions
We have obtained the pure-singlet anomalous dimensions in Section 5.1.2 from the renormalisa-
tion procedure of the pure-singlet OME. The NLO term of the anomalous dimension appears in
the double pole (ε−2) term and its x space representation reads






8x2 + 15x+ 3
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H0 +




























52x2 − 8229x− 2265)+ 64
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H21 − 64(x+ 1)H20,1
+
8(x− 1)(3924x2 + 2255x+ 990)
27x
+ 592(x+ 1)ζ4 +
[




64(x− 1)(50x2 − x+ 23)
9x
H0 +













88x3 − 249x2 − 516x− 92)
9x
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8x3 + 15x2 + 6x− 4)
3x
]
H0,1,1 − 576(x+ 1)H0,0,0,1
+ 64(x+ 1)H0,0,1,1 + 128(x+ 1)H0,1,1,1 − 16
9
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E. Results in x space
− 128
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32(x− 1)(4x2 + 7x+ 4)
9x
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64(x− 1)(100x2 − 85x− 8)
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6x2 + 4x− 5)H0,1 + 256
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H0 −
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27x
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64(x− 1)(4x2 + 7x+ 4)
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E.2. Operator matrix elements
The operator matrix elements for the non-singlet and pure-singlet operators were discussed in
Section 4.1 and Section 5.1, respectively. Here we give their x space representations.
E.2.1. Non-singlet operator matrix element
Since we calculate the non-singlet OME for even and odd values of N , we have to distinguish
two cases for their Mellin inversion. The analytic continuation from the even moments yields
an x space representation of the OME for the non-singlet vector operator, which corresponds
to the unpolarised situation. The analytic continuation from the odd moments, on the other
hand, leads to an x space representation of the axial-vector non-singlet OME, which finds its
application in the polarised and charged current cases. These different continuations actually




qq,Q(x) + (−1)NANS,bqq,Q (x) (E.3)









For the renormalised OME of the vector operator we obtain the expressions












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































−H20 + 4H−1H0 − 4H0,−1 + 2ζ2
)]
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− 8H−1H0,1 + 8H0,−1,1 − 4H0,0,−1 + 4H0,0,1 + 8H0,1,−1 − 6ζ3
+
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− 16H0,−1,−1,−1 − 16H0,−1,1,1 − 8H0,0,−1,−1 + 8H0,0,−1,1 − 8H0,0,0,−1






















Using an analogous notation as in Eq. (E.3), the renormalised non-singlet OME for transversity
can we written in x space as












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(9x− 224)H0 + 8
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E.2.2. Pure-singlet operator matrix element
As already discussed in Section 5.1.3, the generalised harmonic sums appearing in the N space
result for the pure-singlet OME can be expressed in terms of usual HPLs evaluated at argument
1−2x. The x space representation of the constant term of the unrenormalised OME has already
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E. Results in x space

























































2x2 + x+ 2
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H0,1,−1 − 96H0H0,1,1 + 32H0,0,1,1
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E.2. Operator matrix elements
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E. Results in x space
− 32(4x2 + 3x+ 1)H0)H0,1 + 8
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9
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where aPS,b,(3)Qq refers to the term containing HPLs with non-standard argument, given in Eq. (5.64).
E.3. Wilson coefficients
For several cases, we have calculated the heavy flavour Wilson coefficients in the asymptotic limit
Q2  m2.
E.3.1. The unpolarised Wilson coefficient LNSq,2
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where cˆNS,(3)q,2 (NF ) refers to the constant term of the renormalised massless Wilson coefficient
[138] and the NF prescription in Eq. (2.97).
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E.3. Wilson coefficients
E.3.2. The polarised Wilson coefficient LNSq,g1
The polarised structure function g1(x,Q2) receives contributions from the non-singlet heavy




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































29x− 109)H0 + 4
9



































































































































































































































































































































































































































































































































2H0,−1,−1,−1 + 2H0,−1,1,1 +H0,0,−1,−1 −H0,0,−1,1 +H0,0,0,−1

























































































































































































































































































































































































































































































































































































































































































































































































































































































H0,0,−1,1 − 2H0,−1,−1,−1 − 2H0,−1,1,1
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81
(
11x− 1)H20 + 25627 (x+ 1)ζ3
]
+ cˆNS,(3)q,g1 (NF )
}
. (E.12)
Here we denote the constant term of the massless non-singlet Wilson coefficient [153] by cˆNS,(3)q,g1 (NF )
and use the shorthand of Eq. (2.97).
E.3.3. The charged current Wilson coefficient LNSq,3
For the x space expression of the asymptotic heavy flavour Wilson coefficient of the charged-
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q,3 (NF ) refers to the constant term of the corresponding massless Wilson
coefficient [153] after renormalisation. The second Wilson coefficient HNSq,3 can be obtained from
Eq. (E.13) together with the massless Wilson coefficient according to Eq. (4.189).
E.3.4. The pure-singlet Wilson coefficient HPSq,2
In Section 5.2, we have calculated the pure-singlet heavy flavour Wilson coefficient at Q2  m2.








4x2 + 7x+ 4
x
































(1 + x) + 32x2H0





































H30 + 32H0H0,1 − 32H0,0,1
+ 16H0,1,1
)
(1 + x)− 16
3






3x3 − 3x2 − 1
x
− 32(1 + x)H0
)



















(1− x) + 32
3
(1 + x)H0,1 +
16
9























(1 + x)H0,1 − 16
9












































(1 + x) +
8
9

















32(1− x)H0 − 16
3
































(1 + x)− 32
9









2x− 1)H0,1 − 96H0,0,1 + (16
3
(
8x2 − 6x− 3)− 32(2x+ 1)H0)ζ2
+ 32
(
x− 2)ζ3]+ LM[( 8
27











































4x2 + 7x+ 4
x











































4x2 − 7x+ 4
x
H0,−1,−1 + 32H20,1
+ 32H0,0,1,1 − 32H0,1,1,1 − 64
3


















606x2 − 346x+ 377)H20 − 89(35x− 46)H30 + 43(4x− 5)H40
+ 16



















































(1 + x)− 8
9













(1− x) + 8
3
(







52x3 − 78x2 − 33x− 48
x































































































1508x2 − 1040x+ 1297)H20
− 32
3






542x3 + 301x2 + 853x+ 332
x
− 831x

















11x− 7)H0)H0,0,−1 + 16
3
(
8x2 − 19x+ 14)H0,1,1 + (32(7x+ 13)H0
− 16
3
8x3 − 15x2 + 33x− 4
x
)





− 32(x− 5)H0,0,1,1 + ((64
3













































































































































































+ 560H0,0,−1,0,−1 + 1680H0,0,0,−1,−1 +
128
9



























































































































































































































































































































































































3x− 2)H0)H0,−1,0,1 − (16
9




































































































(1 + x)− 16
81



















































(1 + x)− 4
27














4x3 − 9x2 − 6x− 2
x
)













19x− 51)H0)ζ4 − 4(x− 375)ζ5
− 832(1 + x) ln(2)ζ4 +
(
−64(1 + x)H0 + 16
3









− 128(1 + x)B4 ln(2) + 256
15



































































88x2 + 91x− 37)H0 + 8
3
(
8x− 9)xH20 − 163 4x3 + 30x2 + 15x− 8x H0,1
+
(
48(1 + x)H0 − 16
3
(
























96H0,1,1 + 96H0H0,1 − 32H0,0,1
+ 16H30
)
(1 + x)− 8
9
(
4x2 + 315x− 198)H0 − 8
3
(









−160(1 + x)H0 + 32
3
(
14x2 − 3x− 9))ζ2

























(1 + x) +
(
64(1 + x)H0 − 32
3
(


















224x2 − 99x+ 81)H0













































H40 − 32H20,1 + 160H0H0,0,1 + 64H0H0,1,1 − 256H0,0,0,1 + 64H0,0,1,1
+ 32H0,1,1,1
)




1003x2 − 1527x− 291)H0 − 64
9
(


















































































































x2 − 10x+ 1
x
H0,−1,−1 − 224H0H0,0,1 − 320H0H0,1,1 − 384H0,0,0,−1
+ 480H0,0,0,1 + 192H0,0,1,1 − 224H0,1,1,1
)






































2x2 + x− 9)+ 256xH0)H0,0,−1 − 32
3



























72x3 + 1100x2 − 545x− 3615)+ (−64
3





(1 + x)− 32
3
(
56x2 − 61x− 30)H0)ζ2 + (16
3
219x2 + 51x− 16
x
− 64(3x− 1)H0)ζ3 − 16(33x+ 23)ζ4]+ ( 4
81






































































































































8810x2 + 2429x− 1451)H0 − 2
27
(























































































































































232x2 − 921x− 309)H0)ζ3
+
(
1792(1 + x)H0 − 896
3
4x3 − 9x2 − 6x− 2
x
)
ln(2)ζ3 + 1792(1 + x) ln
2(2)ζ3




(1 + x)H0 − 4
9




+ 1664(1 + x) ln(2)ζ4 +
(
128(1 + x)H0 − 32
3









+ 256(1 + x)B4 ln(2)− 512
15















4x2 + 7x+ 4
x
























































































































304x2 + 811x+ 124
x






60x2 − 155x− 233)H0 − 32
9
(











































































(1 + x)− 32
1215
(









24x2 − 13x− 49)H30 + (649 2x3 + 21x2 + 18x− 4x H0
− 64
405
























(1 + x) +
32
3
4x2 + 7x+ 4
x
(1− x)H1 − 64
27
(









(1 + x)H0 − 32
27















4x2 + 7x+ 4
x














































4x2 − 11x− 8)H0]+ LM[(−128
81



















x2 + 2x− 58)H0 + 32
9
(







(1 + x)− 64
9

































































2x− 5)H1H0 − 64
81



































































57x2 + 253x− 35))H0,1 − 32
243
(










4x2 + 7x+ 4
x





















(1 + x)H0 +
64
27
2x3 − 58x2 − 61x+ 16
x
)






q,2 (NF + 1)
}
, (E.14)
where aPS,b,(3)Qq is the part of the OME containing HPLs with argument 1 − 2x, cf. Eq. (5.64),
and c˜PS,(3)q,2 (NF + 1) denotes the massless Wilson coefficient [138]. We make use of the shorthand
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