Current multicast routing protocols in MANET have been shown to incur large overhead due to dynamic network topology. To overcome this problem, there is a trend towards stateless multicast. For example, DDM [1] queries the underlying unicast routing protocol to forward data packets towards members of a multicast group without keeping the multicast session state information.
I. INTRODUCTION
Mobile ad hoc network (MANET) consists of many mobile hosts connected by wireless links. Each node operates not only as an end-system, but also as a router to forward packets. The network topology of MANET may change frequently due to the nodes' movements. A good routing protocol should always forward packets along or close to the shortest path from source to destination, and be able to adapt quickly to topology changes. A number of unicast routing protocols have been proposed for this environment [2] .
Group communication has become increasingly important in MANET due to the need for collaborative tasks among a group of mobile users. Most of the current multicast routing protocols in MANET follow the same multicast group model as in the Internet. In this model, all the routers in the network collectively maintain the multicast session state information. When a multicast packet arrives at a router, the router looks up its multicast routing table and decides to which interface(s) to forward the packet. The multicast state information changes when there is a change in network topology or group membership. In MANET, frequent topology change and dynamic group membership often lead to substantial signaling overhead in maintaining the global multicast session state information [3] . This problem gets worse when there is a large number of multicast groups in the network.
To overcome this problem, there is a recent trend towards stateless multicast in MANET, e.g., DDM [1] . In DDM, the multicast membership is controlled by the data sources (senders). When a sender sends out a data packet, it includes a list of destination addresses in the packet. When a packet arrives at an intermediate node, DDM queries the underlying unicast routing protocol, and decides which next-hop node(s) to forward the packet towards the destinations. Therefore, it avoids the overhead of maintaining the multicast session state information at the routers, and hence it is more scalable to the number of multicast groups in the network. a study of the relation between geometric distance and network distance in MANET; and 3) suggest overlay multicast as an effective, efficient and practical solution for group communication in MANET. Compare to our earlier paper [4] , this paper extends the set of locationguided algorithms, and discovers a new algorithm (LGD) which performs better when location information is not accurate. This paper also proposes an address compression mechanism (Section IV-B) to reduce the destination address space overhead in each packet. Therefore, our scheme is suitable for not only small multicast groups, but also medium groups.
This paper is organized as follows. Section II states the overall problem and studies the relation between geometric distance and network distance. Section III describes in detail the proposed LGK, LGD and LGS algorithms. Section IV discusses the companion mechanisms to enhance our scheme. Section V gives an analytical comparison of the proposed algorithms. Section VI shows the simulation results. Section VII discusses some related work. Section VIII concludes the paper.
II. PROBLEM AND ASSUMPTIONS
In this section, we explain the overall problem of overlay multicast and study the relationship between geometric distance and network distance.
A. Overall Problem
We represent the topology of a mobile ad hoc network as a dynamic un-directed graph Example of an overly packet distribution tree and its underlying network topology.
to geometric distance, our tree construction algorithms use geometric distance as approximation for the network distance. They achieve the goal of constructing a leasthop tree using a greedy heuristic of adding geometrically shorter edges to the tree.
B. Assumptions
We have made certain assumptions in solving the stateless overlay multicast problem. The assumptions include:
The multicast group is small to medium. Although our address compression mechanism (Section IV-B) alleviates this problem, our scheme still cannot accommodate very large multicast groups, i.e., in the order of a few hundred or over a thousand nodes.
Every member of a multicast group is aware of other members in the group. This membership control is explicit and can be accomplished by applicationlevel mechanisms such as querying a well-known server.
The underlying unicast routing protocol is able to forward packets from source to destination along or close to the shortest path.
Each member is aware of the geometric location of its own, by using some type of location positioning system.
Each member in a multicast group has the location information of all other members in the same group, hence a location update mechanism is needed.
Another implicit assumption we are making in designing our algorithms is the relation between geometric distance and network distance (number of hops). We assume that a longer geometric distance requires more network-level hops to reach the destination. Although intuitive, there are many examples to the contrary, because the actual number of hops depends on the global network topology. Below we show by simulations that on average, network distance increases monotonically with geometric distance.
Validation of Relation
Our simulation network is created within a 1000m 1000m space with the "random way-point" mobility model [5] . In this model, each node stays stationary during its pause time, and starts moving to a randomly selected location with a random speed uniformly distributed between 0 and a certain maximum speed. We choose a maximum speed of 20 m/sec and pause time of 5 seconds to create a moderately dynamic network. When two nodes are within each other's transmission range, a link is established between them.
Our data is collected as follows: 1) at each simulation step, we compute the network topology based on the current location and transmission range of the nodes; 2) for each pair of nodes, we obtain their geometric distance and shortest path hop-count. We then group the collected data into brackets of distance
, where
, and obtain the average hop-count of the data samples in the brackets. We collect 100 data samples in each bracket.
We perform two sets of simulations. In the first set, the transmission range of each node is fixed at 200m. The result from a medium density network (30 nodes) is shown in Figure 2 (a). 1 Two observations are evident from this figure: 1) when the geometric distance of two nodes is less than the (identical) transmission range, the hopcount is always " because they are neighboring nodes; 2) when the geometric distance of two nodes is longer than the transmission range, the average number of hops monotonically increases with distance. In our second set of simulations, we assign to each node a random transmission range uniformly distributed between 0 and 400m. The result in Figure 2 (b) shows that there is no clear "cut-off" distance for one-hop routing, because the nodes have different transmission ranges. Again, it shows that the average number of hops monotonically increases with the geometric distance between two nodes. We will use this relation as a function between geometric distance and network distance later in this paper, to analyze the bandwidth cost and distribution delay of a tree. 
III. LOCATION-GUIDED TREE CONSTRUCTION ALGORITHMS
In this section, we describe in detail the proposed location-guided tree construction algorithms, including LGK, LGD and LGS.
A. Location-Guided K-ary (LGK) Tree
A location-guided k-ary (LGK) tree is constructed as follows: the sender node 1) selects the nearest B destinations as children nodes, 2) groups the rest of the nodes to the B children according to close geometric proximity, and 3) forwards a copy of the packet to each of the B children with its corresponding sub-tree as destinations. The location-guided heuristic is greedy in the sense that a packet is always forwarded to the nearest B nodes. The sub-tree grouping ensures that in the next step, the B destinations will forward the packet to a set of nodes that are geometrically close to them, and hence reduces the overall cost of the packet distribution tree. The fan-out degree B of the LGK tree algorithm plays an important role in deciding the shape of the tree: a small B leads to a long-thin tree; a large B leads to a short-fat tree.
Here we use a binary tree (B
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) as an example to illustrate the tree construction and packet forwarding process, which starts from a sender node in a multicast group. We assume that the sender is aware of other members in the group. It then includes a list of the members as destinations in every packet it sends out. 
as its destination list. Based on the list, our LGK tree algorithm runs two consecutive steps: 1) children selection and 2) sub-tree clustering. In the first step, the algorithm selects two geometrically nearest nodes as the source node's children. In the case when a packet cannot be forwarded to a children node (no route), the packet is lost and the destination nodes in that sub-tree will not receive the packet. This situation may happen in MANET because mobile nodes can shut itself down abruptly or move out of reach. Therefore, the sender should include only the "active" nodes as the packet's destination nodes. This requires that each node periodically refreshes the membership of itself to the rest of the group. In our scheme, the membership refreshment is coupled with the location update mechanism (Section IV-A) where each node periodically updates its location to the rest of the group. A location update message not only updates a node's new location, but also refreshes its group membership. If an update message is not received during a period, the node will be purged from the multicast group. Because of the periodic membership refreshment, the destination nodes are very likely to be reachable from the source node.
B. Location-Guided Directional (LGD) Tree
A location-guided directional (LGD) tree is constructed as follows: the sender 1) partitions the space into multiple cone areas centering around itself, 2) selects the nearest node in each cone area as its child, and 3) forwards a copy of the packet to each child with all the other nodes in the child's cone area as its destinations. This heuristics ensures that the grouping of the subtrees are along approximately the same direction from the sender, and hence it reduces the overall cost of the tree. The fan-out angle of the cone area is an important factor in deciding the shape of the tree: a small angle (i.e. more cone partitions) leads to a long-thin tree; a large angle (i.e. fewer cone partitions) leads to a short-fat tree.
In the following, we illustrate the LGD tree construction process using an example in Figure 4 . The cone angle is 120 degree in this example. Node
as its destination list. It partitions the space into three equal-size cone areas, and groups the nodes in each area into a sub-tree. After that, the sender selects the nearest node in each sub-tree as its child. In this example, nodes 
. Clearly, the partitioning of the cone areas is not unique, and there may be ways to improve such partitioning to better balance the tree. In our LGD algorithm, we simply partition the cone areas in a random fashion without taking other objectives into account. By choosing the number of cone partitions (and hence the fan-out angle), we can control the shape of the LGD tree similar to choosing different B values in the LGK algorithm.
C. Location-Guided Steiner (LGS) Tree
The Steiner tree is commonly used as a multicast packet distribution tree for efficient delivery of multicast packets in a fixed network. It spans over all nodes in a multicast group and minimizes the overall cost of the tree. Finding a Steiner tree in a network is a NPhard optimization problem [6] . Under the well-known Takahashi-Matsuyama heuristic [7] , the multicast routing protocol generates a Steiner tree by an incremental approach. Initially the tree contains only the source node. At each iteration, the nearest unconnected destination to the partially constructed tree is found and the least-hop path between them is added to the tree. The distance is usually measured by the number of network-level hops. This tree construction process is repeated until all destinations are included in the tree. In a routerassisted multicasting approach, every node in a network can become a tree node to forward packets, in which case the constructed Steiner tree is near optimal.
Our location-guided Steiner (LGS) tree is constructed using a modified version of the Takahashi-Matsuyama heuristic. The differences are: 1) we use geometric distance as a measurement of closeness; 2) only the group nodes can be used as tree nodes. Between the group nodes, data packets are encapsulated in unicast packets and forwarded via the underlying unicast routing protocol.
Below we use an example to illustrate the construction of a LGS tree in Figure 5 . Initially, the tree only contains the sender node , with their corresponding sub-trees as destinations. At each of the children nodes, a LGS tree is computed again to further forward the packet. This forwarding process repeats until the packet has reached all members of the group. Although the entire LGS tree can be computed at the source and included in the data packet, we choose to construct the tree hop-byhop, because this allows the intermediate nodes to utilize the latest location information of the destination nodes in the computation.
The major difference between LGS and LGK/LGD trees is that the out-going degree of a tree node in LGS is not fixed. It depends on the outcome of the Steiner algorithm. In LGK, the out-going degree of a tree node is controlled by the parameter B ; in LGD, it is controlled by the number of cone partitions. All these algorithms are guaranteed loop-less because a destination address will be removed from the list whenever a packet has reached the node; therefore, it cannot go back to that node again.
IV. COMPANION MECHANISMS
To augment and enhance the design of our locationguided tree construction algorithms, we introduce three companion mechanisms: 1) location/membership update, 2) address compression and 3) route caching.
A. Location/Membership Update
In the location-guided tree construction algorithms, we have assumed that the geometric locations of the group nodes are known to other nodes in the same group. Therefore, our tree construction algorithms have to be augmented by a location update mechanism to disseminate location information among the group nodes. At the same time, the location update also serves as group membership refreshment to detect dead or unreachable nodes. A node will be excluded from a source node's destination list when its membership is not refreshed over a certain period of time.
To this end, we propose a hybrid approach to location/membership update, which includes both in-band update and periodic update. In-band update takes place when a node has data packets to send. The sender always includes its geometric location in the header of every data packets it sends out. Consequently, the sender's location will be learned by other members of the same group. Periodic update kicks in when a node has no data packets to send for an extended period of time. In that case it has to send out a special null packet just to inform other nodes of its current location. Since the location information is used by other nodes to construct a packet distribution tree, up-to-date location information will improve the optimality of the trees.
B. Optimization by Address Compression
A major disadvantage of our scheme is the space overhead of including the list of destination addresses in each data packet. For example, if a node is identified by an IPv4 address and there are 25 destination nodes, the overhead is 100 bytes in each packet. This overhead is even more significant in a large multicast group.
We propose to reduce this overhead by compressing the list of destination addresses as follows: instead of using the IP address of each node, we use the index of the node in the multicast group as its identity. For example, if a group has 25 nodes, each node may be indexed from 0 to 24, which can be encoded in a 5-bit field. This reduces the space overhead from 100 bytes to 125 bits (or 16 bytes). In fact, a 48-byte address list can accommodate up to 64 group nodes, which is approximately the size of a medium multicast group. A node's index is determined by the application server when it joins the group, and the server may reuse an index when a node leaves the group. After joining the group, the new node announces its existence to the group by sending out a multicast packet. The new node's index and IP address are then kept in each node's address look-up table. By using this address compression technique, our scheme is able to accommodate a medium size multicast group.
C. Optimization by Route Caching
In order to forward a packet with multiple destinations, a node has to run one of the location-guided tree construction algorithms to decide how to forward the packet. We denote such a decision as a "route". If the locations of the destinations have not changed, the outcome of the algorithms will not change either. Therefore, a node can cache the computed route and reuse the route next time when a new packet comes in with the same set of destinations. Therefore, it reduces the processing overhead in forwarding packets.
A cached route will be invalidated only when a location update arrives from any of the destination nodes and the new location has significantly shifted from the original location. In a group of stationary nodes, the cached route will not be invalidated and hence there is zero computation overhead once the tree is set up.
V. ANALYSIS OF LGK, LGD AND LGS TREES
In this section, we will analyze the bandwidth cost, distribution delay, space overhead, and computational complexity of the LGK, LGD and LGS trees.
A. Bandwidth Cost
Bandwidth cost of a multicast tree is commonly defined as the overall network-level hops of the tree. In this section, we analyze bandwidth cost of the LGK, LGD and LGS trees by their overall geometric distance of the tree. We have shown in Section II-B that using geometric distance to approximate network distance is feasible, because they are closely related to each other by a monotonic function. Below we consider bandwidth cost of a tree as its overall geometric distance of the tree edges.
A LGK tree spanning over is small, the forwarding node will forward the packet to those nodes that are truly close, which makes the average edge distance small. Second, the sub-tree clustering process groups the rest of the nodes around the B children nodes, picking a node with the smallest distance. If B is large, there will be many sub-groups clustered close to each other, which makes the average edge distance small. Combining these two counter-active factors, a (largest) is likely to be optimal in reducing the bandwidth cost. We will test this hypothesis by simulation in Section VI-B.
The shape of a LGD tree is controlled by the number of cone partitions. If the number of partitions is large, the sub-groups are clustered close to each other, and hence their further forwarding cost is small. At the same time, the cost of forwarding to the children is large because there are fewer number of nodes to select from each sub-group. Combining these two counter-active factors, a partition number between 2 (i.e. " ) ' $ degree angle) and N (i.e. p ' $ degree angle) is likely to be optimal in reducing the bandwidth cost. Again, we will test this hypothesis by simulations in Section VI-C.
A LGS tree for a group of & nodes also has & ¤ "
edges. The average edge distance of a LGS tree is usually smaller than that of a LGK or LGD tree because the heuristic is more greedy: an un-connected node has the option of connecting to any node in the partially constructed tree, and the algorithm always adds the nearest node into the tree in each iteration. Therefore, the overall cost of a LGS tree is usually smaller than the LGK and LGD trees.
B. Distribution Delay
Distribution delay of a multicast tree is commonly defined as the number of network-level hops along the longest path from a sender to any of the receivers. In this section, we use geometric distance instead of network distance to measure the distribution delay (similar to the discussion of bandwidth cost above).
For LGK trees, we consider two separate cases: 1)
and 2) B Y h "
. In the first case (B
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) , the resulting structure is a "chain" topology. The delay along the chain is & is the number of group nodes, and hq is the average geometric distance of a tree edge, assuming that the tree is randomly built [8] . This result shows that distribution delay grows logarithmically with the number of nodes in a group. Therefore, LGK trees with For LGD trees, the minimal number of partitions is two. As a result, the distribution delay analysis is similar to a LGK tree with B u Y t " , i.e., it grows logarithmically with the number of nodes in a group.
For LGS trees, the out-going degree of a node is determined by the relative locations of the nodes and is not fixed. In the worst case, the topology can become a linear "chain", which gives a delay bound of & is the number of group nodes and h w v is the average geometric distance of a tree edge. However, in practice, the average height of a LGS tree is much lower than its worst case bound. We will show this result by simulation in Section VI-D.
C. Space Overhead
Even with our address compression mechanism, a list of destination indexes (or addresses) is still required in each data packet. We consider space overhead as the extra bandwidth needed to transport this list from source to all destinations. Since a destination address can be taken out from a packet only when the packet has reached the parent node of the destination, a node's address has to travel from the root of the tree to the node's parent node in the tree.
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and 2)
C £ "
) , the tree is a chain topology. Summing the distances of each node from the root gives a total space overhead of
, where n is the number of group nodes, and h j P is the average geometric distance of a tree edge. This shows that the space overhead grows in For LGD trees, since the number of partition is at least two, the shape of a LGD tree is similar to that of a LGK tree with B Y k "
. Therefore, the space overhead of a LGD tree grows in with the number of nodes in the worst case. However, the actual space overhead of a LGS tree should be much lower than the worst case bound, since the shape of a LGS tree is very unlikely to be a "chain".
Another source of space overhead comes from the sender's location update included in the data packets. This overhead is exactly
regardless of the shape of the tree. Therefore, the location update space overhead has lower order of significance compared to the space overhead of the destination addresses, and hence is ignored in our analysis above.
D. Computational Complexity
When a node receives a packet with & destinations (including itself), it computes the out-going tree edges to forward the packet. We define computational complexity of constructing the tree edges at the node as the number of operations of computing the Euclidean distance between any two nodes. For a LGK tree with degree which is similar to the LGK tree. For a LGS tree, each tree construction iteration requires the computation of distances between each of the tree nodes and the rest of the un-connected nodes. By book-keeping the distances in the past iterations, the overall complexity can be obtained by
It is evident that LGS trees are more difficult to compute than LGK and LGD trees.
VI. SIMULATION RESULTS
In this section, we evaluate the location-guided tree construction algorithms by simulations. The results we will show include: 1) comparison of LGK trees with different out-going degrees; 2) comparison of LGD trees with different number of partitions; 3) comparison of LGK, LGD, LGS trees with an optimal Steiner multicast tree; and 4) the impact of location inaccuracy to the LGK, LGD and LGS algorithms.
A. Simulation network
Our simulation network is created within a 1000m 1000m space with 50 mobile nodes and a "random waypoint" mobility model with maximum speed of 20 m/sec and pause time of 5 seconds. This creates a moderately dynamic network. Each node's transmission range is selected from a uniform distribution over [200, 300] m. This ensures that network partitioning does not occur very often. In our simulations, we choose the numbers of the nodes in a multicast session (group size) to be 5, 10, 15 and 20 nodes. They are randomly selected at the beginning of each simulation. Our simulation does not concern about the underlying unicast routing. We assume there is an underlying unicast routing protocol that always forwards a packet along the shortest path whenever a path exists. This de-couples our tree construction algorithms from the characteristics of any given unicast routing algorithm, and allows us to focus on the algorithms' own behavior.
The simulation data is collected as follows. At each simulation step, a tree rooted at each participating node in a group is constructed using the LGK, LGD and the LGS algorithms. The bandwidth cost of the tree is obtained by counting the total network-level hops of the tree edges; the distribution delay of the tree is obtained by counting the longest path from the source to any of the destinations. When some node in the multicast group is unreachable, we ignore the partial tree to simplify the comparison between different simulations. Each simulation runs for 2,000 seconds, after which the average bandwidth cost and average distribution delay are obtained by averaging the total bandwidth costs and distribution delays of the trees for each algorithm. 
B. Comparison of LGK Trees with Different Degrees
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, and then slightly decrease with the increase of tree degree. This confirms our analysis in Section V-A and V-B. Among all the trees, a binary LGK tree (i.e.
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) has the best balance in terms of bandwidth cost and distribution delay. Therefore, we consider binary LGK tree the best choice among all possible LGK trees.
C. Comparison of LGD Trees with Different Number of Partitions
Now we compare the bandwidth cost and distribution delay of the LGD trees with different number of partitions (or cone angles). We vary the number of partitions from 2 (i.e. 180 degree angle) to 12 (i.e. 30 degree angle) for each multicast group size. Figure 7 shows that a LGD tree with 3 partitions (i.e. 120 degree angle) has the lowest bandwidth cost among all the LGD trees, and it has good balance of distribution delay. Therefore, we consider LGD tree with 120 degree angle as the best choice among all LGD trees. 
D. Comparison of LGK, LGD and LGS Trees with an Optimal Steiner Multicast Tree
To evaluate the efficiency of our LGK, LGD and LGS trees, we compare their bandwidth costs and distribution delays with an optimal Steiner multicast tree (OSMT). The OSMT is constructed using the standard TakahashiMatsuyama heuristic [7] . At each iteration, the nearest unconnected nodes, measured by the network-level hops, is added to the partially constructed tree. We assume to have global network topology information in order to obtain the network-level distance between any two nodes. Moreover, we assume every node in the network can become a tree node to forward packets. This corresponds to a more efficient router-assisted multicast approach. We use OSMT as the lower-bound of bandwidth cost to compare against our location-guided multicast trees.
Our simulation again considers four different group sizes: 5, 10, 15 and 20 nodes. At each simulation step, an OSMT tree, a binary LGK tree, a LGD tree with 120 degree angle, and a LGS tree are constructed. The bandwidth cost and distribution delay comparisons are shown in Figure 8 . As expected, the OSMT tree is the lowest bandwidth cost tree. The LGS tree comes next and is very close to the OSMT tree. That means the location-guided heuristic is very successful in finding a low-cost multicast tree. This is not surprising because the geometric distance and network distance are closely related to each other (Section II-B). The bandwidth cost of the LGD tree is higher than LGS, but lower than LGK. This is because LGD not only considers the distance of the group nodes to the sender, but also their relative positions. On the distribution delay side, binary LGK tree outperforms both LGD and LGS trees.
E. Impact of Time-Delayed Location Information
So far we have assumed that the geometric location of all the destination nodes are up-to-date. However, this is not realistic due to the delay in updating locations. Therefore, we have to settle for more or less out-dated location information in computing the trees.
In this simulation, we study the impact of timedelayed location information on the bandwidth cost and distribution delay of the proposed algorithms. We choose a medium group size of 15 nodes. The location information of the nodes are delayed for a period from 0 to 120 seconds. A binary LGK tree, a LGD tree with 120 degree angle, and a LGS tree are constructed using the time-delayed location information. The result in Figure 9 shows that both the bandwidth costs and the distribution delays deteriorate with the length of the delay. It also shows that LGS trees are most sensitive to out-dated location information, because the algorithm needs precise locations to take advantage of the sophisticated location-guided heuristic. With precise location information, LGS outperforms both LGK and LGD, but the difference narrows when the delay increases. When the delay is over 30 seconds, LGD becomes the lowest cost tree. Therefore, LGS tree is preferred with "eager" location updates; otherwise LGD tree is a better choice. On the distribution delay side, LGS is most sensitive to location delay, LGD comes in second, and LGK is least sensitive. Therefore, when location information of the nodes are not very up-to-date, LGD outperforms both LGK and LGS trees.
F. Summary of Results
To summarize, we identify binary LGK tree (i.e.
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) and LGD tree with 3 cone partitions (i.e. 120 degree angle) to be the best choices among LGK and LGD trees. In comparing LGK, LGD and LGS trees, we discover an inherent trade-off between bandwidth cost, distribution delay, computational complexity and location update overheads. When location information is up-to-date, LGS is the best choice for low bandwidth cost, and its cost is similar to an optimal Steiner multicast tree. If a node's computation power is limited, LGD is a strong candidate due to its low complexity and medium bandwidth cost. However, both LGD and LGS have higher distribution delay than LGK. Therefore, LGK is the best choice when delay is more important than bandwidth cost.
When location information is out-dated, LGS deteriorates quickly, and LGD becomes the lowest bandwidth cost tree. On the distribution delay side, LGK still preserves its low delay status even with inaccurate location information.
Considering the overhead of location updates, we conclude that LGD has the best balance between bandwidth cost, distribution delay and computational complexity among all the proposed algorithms.
VII. RELATED WORK
Our work is closely related to the following research areas: 1) stateless multicast for small groups; 2) multicast routing in fixed networks; and 3) multicast routing in MANET.
A. Stateless Multicast (Xcast and DDM)
Explicit Multicast (Xcast) [9] is a newly proposed multicast alternative for small groups (few-to-few). In traditional multicast, the host group model determines the host's group membership, which is unknown to the sender. Routers have to keep the multicast session state information in order to forward packets. In Xcast, a list of destination addresses is explicitly included in each data packet. Routers do not have to keep the multicast session state. Xcast handles each packet by looking up the unicast routing table to determine the next hop for each of the destinations listed in the packet. When branching is needed, the packet is replicated with a subset of the destinations as the replica's new destination list. Without keeping the multicast session information at routers (i.e. stateless), Xcast scales better to the number of sessions than the traditional multicast. In Xcast, the sender has to be fully aware of the session members, which it takes as prior information.
In MANET, the Differential Destination Multicast (DDM) protocol [1] shares similarity with Xcast. DDM operates in either "stateless" or "soft-state" modes. The stateless mode is similar to Xcast, i.e., each data packet includes a list of destination addresses. The unicast routing protocols at the intermediate nodes are queried to forward data packets towards multiple destinations. In soft-state mode, the destination addresses and the forwarding information are memorized at each router. Only the difference in destination addresses is reported to the downstream routers when changes occur.
Our stateless overlay multicast scheme is inspired in part by Xcast and DDM, in the way that each packet includes a list of destinations. However, our scheme differs from DDM in a number of ways. First, DDM requires every node (router) in the network to cooperate. In our scheme, only the nodes participating in a multicast session need to cooperate. Second, DDM includes the list of destination addresses in each data packet. In our scheme, we reduce this space overhead by address compression. Therefore, our scheme can accommodate not only small multicast groups, but also medium groups. Third, the packet distribution tree in DDM is implicit and not controllable by the applications. In our scheme, the packet distribution tree is constructed explicitly with the potential flexibility of adding application level processing functionality.
B. Multicast Routing in Fixed Networks
There is a rich literature in multicast routing and its tree construction algorithms in fixed networks. There are two basic types of routing strategies [10] : 1) source routing, and 2) distributed routing. In source routing, each node maintains complete global state information, i.e., network topology and link state information. A feasible routing tree is computed locally at each node. In distributed routing, the routing tree is computed on a hop-by-hop basis at each node. Most distributed algorithms require each node to maintain a global state in the form of distance vectors. The state information at each node is collectively used for the tree computation. The Takahashi-Matsuyama Steiner tree heuristic represents a source routing strategy. It computes a least-hop Steiner tree by iteratively adding the nearest node and its corresponding shortest path to the tree. An overview and comparison of different multicast routing algorithms can be found in [10] , [11] .
In MANET, maintaining the global network topology information at each node is very difficult, because topology changes continuously. To bypass this problem, our tree construction algorithms maintain and utilize the geometric location information of the group nodes, which is much easier than maintaining the whole network topology because the amount of information is substantially reduced. Our tree construction algorithms are distributed, i.e., each node only computes its out-going tree edges. In a highly dynamic ad hoc environment, source routing is inaccurate because the source-computed tree is likely to be obsolete at the time when the packet travels to the bottom of the tree. Our distributed construction algorithms allow each node to compute the tree edges based on the latest location information at that node, which leads to more accurate construction decisions and lower cost of the trees.
C. Multicast Routing in MANET
There has been a number of multicast routing protocols designed for MANET. They maintain one of the following packet distribution structures: 1) tree-based; 2) mesh-based; 3) flooding/gossip; 4) virtual overlay; and 5) hierarchical. The tree-based algorithms (e.g. MAODV [12] , LAM [13] , AMRIS [14] ) construct and maintain a shared tree spanning over all members of a multicast group. Tree repair is carried out when a tree edge is broken. In mesh-based algorithms (e.g. FGMP [15] , CAMP [16] , ODMRP [17] , DCMP [18] ), additional edges are added to a tree to create richer connectivity for a more robust and efficient packet distribution. In a pure flooding approach (e.g. [3] ), the sender simply floods packets without any distribution structure, which provides higher packet delivery guarantees in a highly dynamic network. In gossip-based approach (e.g. RDG [19] ), a controlled flooding is conducted between any two group nodes in a probabilistic manner, which significantly reduces the control overhead of a tree or mesh structure. In virtual overlay approaches (e.g. AMRoute [20] , PAST-DM [21] ), a virtual topology is built among the group nodes, and a multicast tree is built on top of this virtual topology. In hierarchical approaches (e.g. [22] ), a twotier hierarchy is imposed on top of the existing multicast protocols to reduce control overhead when the multicast group is large. For a survey of multicast protocols in MANET, interested readers are refereed to [23] and [24] .
Except the flooding and gossip protocols, the multicast routing protocols mentioned above all belong to the traditional multicast routing model, which can support very large multicast groups in the network. However, they incur scalability problems when supporting very large number of small groups [9] . Although the overlay approach alleviates the burden of the non-group nodes and the hierarchical approach alleviates the control overheads, these protocols still cannot support a large number of multicast groups especially when the network is very dynamic.
Therefore, there is a trend towards stateless multicast in MANET. DDM [1] and our Location-Guide Tree (LGT) approach in this paper are examples along this direction. Our work targets the practical need for small to medium group communications, and is highly deployable because only the group nodes need to cooperate. However, since our scheme is only suitable for small to medium groups and is not a general purpose multicast routing protocol, it will not replace the traditional multicast routing protocols in MANET. Instead, it offers an alternative for communication within a small to medium group of users, and thus complements the existing multicast protocols.
VIII. CONCLUSION
In this paper, we introduce a stateless multicast scheme in mobile ad hoc networks (MANET) based on packet encapsulation. Multicast packets are forwarded among the group nodes via unicast routing in an overlay fashion. To construct the overlay multicast tree, We propose several novel tree construction algorithms with the goal of minimizing the overall bandwidth cost of the tree. These algorithms include: location-guided kary (LGK) tree, location-guided directional (LGD) tree, and location-guided Steiner (LGS) tree. All of them rely on the geometric locations of the group nodes as heuristics to compute the tree. To augment and enhance the proposed algorithms, we also introduce several companion mechanisms, including location/membership update, address compression and route caching.
Our simulation results confirm that location-guided heuristics is very effective in constructing an efficient overlay multicast tree in MANET. Furthermore, we discover an inherent trade-off among the proposed LGK, LGD and LGS algorithms. When location information is up-to-date, LGS has lower bandwidth cost than LGK and LGD, and its cost is similar to that of an optimal router-assisted Steiner multicast tree. When location information is out-dated, LGD is the lowest cost tree. On the other hand, LGK has lower distribution delay than both LGS and LGD. Considering the overhead of location updates, we conclude that LGD has the best balance between bandwidth cost, distribution delay and computational complexity among all the proposed algorithms.
Our study in this paper strongly suggests that using the location-guided algorithms, overlay multicast is an effective, efficient and practical solution for group communication in MANET.
