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Model-free predictive control directly computes the control input from mas-
sive input/output datasets and does not use a mathematical model. In con-
trast, conventional model predictive control relies on mathematical models. Al-
though the underlying principle of model-free predictive control utilizes linear
regression vectors comprising input/output data, it can also be applied to con-
trol nonlinear systems. In this study, the linear regression vectors are extended
to polynomial regression vectors, improving the control performance. Using
numerical simulations, we demonstrate the eectiveness of this approach.
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Summary
Over the last four decades Model Predictive Control (MPC) gives a great
impact to control engineering. MPC is a control idea of models that nd
control method by on-line or o-line for optimizing the objective functions as
shown in Fig.1. However, most of task have depended on linear systems in
current, when a nonlinear system is involved, not only do we need to obtain
perfect model for the systems, but also increase the computational burden.
Figure 1: The simple structure of model predictive control
In order to solve these problems, a model-free predictive control method
was proposed as data-driven control which does not need any mathematical
models and computational burden also can be signicantly reduced. Contrast
to standard MPC utilizing mathematical models, the model-free predictive
control method uses stored input and output datasets to compute an optimal
control input from the neighbors of the current situation. The model-free pre-
dictive control method uses a local linear model which is constantly updated
based on the so-called Just-In-Time modeling that utilizing both online mea-
sured input/output data and recorded past data to adaptively obtain a local
model. This method is also referred to as model on-demand, lazy learning,
or instance based learning. The technique is applied to prediction of produc-
tion processes in the steel industry, PID parameter tuning, and soft sensors in
industrial chemical processes.
In this thesis, we introduce a model-free predictive control method for lin-
ear and nonlinear system based on polynomial regressors that according to
Volterra series. It is not only a class of polynomial representation of nonlinear
system, but also natural extension of the classical linear system representation.
Volterra series includes a series of nonlinear terms that contain product of in-
creasing order Volterra kernel and input/output signal space, and the Volterra
kernel and input/output signal space are not interdependent. Therefore, in-
put/output signal space of polynomial regression can be used individually.
The polynomial regression is a form that can be extended by the linear re-
gression; it describe one relationship between the independent variable and
dependent variable, which was modeled as a pth degree polynomial. There-
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fore, polynomial regression vectors can t a nonlinear relationship between the
independent variable vectors and dependent variable vectors that can describe
nonlinear phenomena.
Model-free predictive control that directly computes the control input from
massive input/output datasets and does not use a mathematical model as
shown in Fig.2. In contrast, conventional model predictive control relies on
mathematical models. Although the underlying principle of model-free predic-
tive control utilizes linear regression vectors comprising input/output data, it
can also be applied to control nonlinear systems.
Figure 2: General Overview of Data Driven method
In this study, the linear regression vectors are extended to polynomial re-
gression vectors that contain the control input and measurement output. It
has recently been shown that the control oered by model-free predictive con-
trol can be improved. There is an indicator for us to discuss the conclusion
that is an error with a reference trajectory r (r =  1; 0; and 1). we used the
nonlinear system to verify model-free predictive control method based on the
order of polynomial regressors. We generated a dataset containing samples
(t = 500) of control input u(t) and measurement output y(t) with a uniform
distribution, as shown in Figs. 3 and 4. The control input u(t) was generated
and applied to nonlinear system to obtain the rst dataset as shown in Fig.
3. The second dataset was generated to use PI control as shown in Fig. 4.
In the second dataset more y values were presented close to reference r than
in the rst dataset, as can be observed in the histograms in Fig. 3 and 4.
we compared the performance of the model-free predictive control when using
two datasets. In the simulation results shown in Fig. 5 and 6, the broken line
represents the reference r. It can be observed that the tracking error e = r  y
in Fig. 6 is smaller than that in Fig. 5. Therefore, we know that datasets
containing many y around r are required to reduce the tracking error.
In addition, an appropriate combination of parameters eect the control
performance, using numerical simulations, we demonstrate the eectiveness of
this approach, and discuss the appropriate combination of parameters. At last
we extend these ndings to multi-input multi-output nonlinear systems inves-
tigate the eectiveness of the approach through application of a wastewater
treatment process.
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Figure 3: Stored datasets for model-free predictive control of nonlinear system
to obtain control results shown in Fig. 5. Histogram of values of output y in
the dataset used to obtain control results in Fig. 5.
Figure 4: Stored datasets for model-free predictive control of nonlinear system
to obtain control results in Fig. 6. Histogram of values of output y in the
dataset used to obtain control results in Fig. 6.
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Figure 5: Simulation results of model-free predictive control for the nonlinear
system based on the datasets in Fig. 3. (a) Order P = 1, (b) order P = 2, and
(c) order P = 3.
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Figure 6: Simulation results of model-free predictive control for nonlinear sys-
tem based on the datasets in Fig. 4. (a) Order P = 1, (b) order P = 2, and
(c) order P = 3.
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