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Abstract
We propose a new numerical approach for the solution of the 2D acoustic wave equation
to model the predicted data in the field of active-source seismic inverse problems. This
method consists in using an explicit finite difference technique with an adaptive order of
approximation of the spatial derivatives that takes into account the local velocity at the
grid nodes. Testing our method to simulate the recorded seismograms in a marine seismic
acquisition, we found that the low computational time and the low approximation error
of the proposed approach make it suitable in the context of seismic inversion problems.
Keywords: Finite difference; Seismic modelling; Seismic inversion;
Optimization; Acoustic wave equation
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1. Introduction
Nowadays, in seismic exploration, it is common to formulate the problem of
estimation of a high-resolution subsurface model as an optimization prob-
lem in which the difference between the observed and the predicted seis-
mograms is minimized applying optimization algorithms (e.g., [1,2]). The
predicted data can be obtained by the numerical solution of the wave equa-
tion using suitable numerical schemes, with the aim of improving either the
approximation error or reducing the computation cost.
If we use finite differences to discretize the space domain, the approxima-
tion error depends mainly on the space step size dx and the order p of
approximation of spatial derivatives. The main relation that links these
two parameters to the physical parameters of the model is the numerical
dispersion inequality, which limits the choice of dx and p on the basis of
the minimum velocity of the model. However, if we use the same order p
for all the grid points of the spatial domain, the efficiency decreases and
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the computational time increases. As a matter of fact the numerical dis-
persion depends on the local velocity, but the constraint associated to the
numerical dispersion is related to the minimum velocity in the whole spa-
tial domain (see [3]). See also [4] for a review of the recent developments
in finite-difference modelling of seismic wave propagation and earthquake
motion.
In this paper we describe a new numerical approach for the solution of the
acoustic wave equation that optimizes the numerical dispersion inequality
taking into account the local velocity at the grid nodes. According to the
proposed method we reduce the computational time without increasing the
approximation error. We tested our method to find an efficient numerical
solution, (i.e. a seismogram), in the case of a simulated seismic acquisition.
The lower computational time required for a given value of the approxi-
mation error makes this approach suitable for a computationally expensive
seismic modelling or inversion problem.
2. A short summary of seismic exploration
Seismic exploration, which is widely used in search of oil and gas reservoirs,
aims at the estimation of elastic properties of subsurface using techniques
based on active seismic data (e.g., [5,6]). In Figure 1 (left) we show a sketch
of a 2D marine seismic acquisition, for studying the geological structures
of a given area situated below the sea floor. An exploration ship pulls an
energy source and a set of receivers close to the sea surface. The source
consists of a device (air-gun) that generates controlled seismic energy, i.e.,
a band-limited time-varying impulse signal. The set of receivers consists
of hydrophones, able to listen the pressure variation in the water, then
recorded by a sismometer. Generally, the receivers are located at increasing
uniform distance from the source, forming a listening spread moving over
the study-area. When the source is activated, the seismic waves propagate
firstly in the water and then in the rocks situated below the sea floor.
The different elastic properties of the rocks cause different responses at
the passage of seismic waves. By recording the reflection and refraction
waves propagating towards the receivers, it is possible to obtain information
concerning the properties of the area under investigation. In Figure 1 (right)
we show some typical parameters of a seismic acquisition according to which
the considered area can measure up to 10− 20 kilometers in depth and up
to hundreds of kilometers in length. Therefore, it is not possible to acquire
sufficient information from a single activation of the source, i.e., from a
single seismic shot. This is due to different reasons, e.g., the limited energy
of the source, the different kinds of recorded noise, the complexity of the
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Figure 1. (left) An example of a marine seismic acquisition; (right) parameters of a 2D
seismic acquisition. (Note that these parameters are indicative and they depend on the
objectives of the survey).
subsurface geological model, the equipment’s limitations. As a remedy to
this inconvenience, a huge number of seismic shots is acquired moving the
location of the source and the receivers along the investigated area. In a
marine seismic acquisition, when the source is activated, each receiver starts
recording any pressure variation. We call seismic trace the record of a single
receiver (see Figure 2, a)). Generally, an exploration seismogram is formed
by the gather of all the seismic traces (see Figure 2, b)) of a single shot,
ordered as a function of the distance from the source. This distance is known
in the specialized literature as offset. Thus, a seismogram is a data matrix
in which each row represents the values recorded by all the receivers at a
particular time. We define sampling rate the constant time interval elapsed
between the acquisition of successive rows. In this context, the aim of the
seismic exploration is to estimate a model of lateral and vertical variations
of the elastic properties of subsurface, such as the P-wave velocity vp(~x),
the S-wave velocity vs(~x) and the density ρ(~x). The more the properties of
the rocks in the study-area are different, the more complex the seismograms
are.
This is the reason why a direct interpretation of the seismograms is not
possible and it is necessary to formulate this problem as an inverse problem.
Calling dobs the set of the acquired seismograms and dpred(mpred) the set
of predicted seimograms, obtained by the numerical solution of the wave
equation as a function of the predicted model mpred, the idea is to find the
model m such that:
(1) dpred(m) = dobs
A perfect match between the predicted and the observed data is not possible
for several reasons, such as the presence of the noise in the observed data,
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Figure 2. a) A seismic trace; b) a seismogram given by gathering all the seismic traces
of a single shot.
the approximation error of the numerical solution, and the constraints of
the approximating mathematical model used to describe the generation and
propagation of seismic waves.
Therefore, this problem can be formulated as a minimization problem, that
reads as follows: if we consider a misfit function f(mpred) measuring the
differences between the predicted and the observed data
(2) f(mpred) = ‖dpred(mpred)− dobs‖,
where ‖ · ‖ is a suitable norm, we want to determine a model m that mini-
mizes the misfit function
(3) m = arg min
mpred∈M
f(mpred),
where M is the set of all possible predicted models. The number of un-
knowns of the misfit function depends on the spatial discretization used to
approximate the predicted model mpred and, in general, hundreds or thou-
sands of unknowns can be necessary if the study-area is large, even in a 2D
case.
Since the misfit function is generally a non-linear function of the predicted
model, an iterative minimization procedure is necessary to obtain a good
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approximation of the global minimum. This problem is known as Full Wave-
form Inversion (FWI) (see, e.g., [2,7]). Many local or global different opti-
mization strategies have been studied in recent years. However, such proce-
dures can require a huge number of forward modellings to obtain acceptable
results [8,9]. This is the reason why an efficient numerical solution of the
wave equation is crucial in order to compute the predicted data. In partic-
ular, the solution should provide a low approximation error for the seismic
data using a low computational time.
3. The 2D acoustic seismic equation and its numerical model
The mathematical model of generation and propagation of seismic waves
within the Earth depends on the particular seismic problem we set up.
In particular, in this work we want to model the seismograms of an active-
source marine seismic acquisition. Here we assume only P-wave propagation
and heterogeneous density data that are small if compared to pressure and
source term variations. In this case [3,7], the seismic wave propagation can
be approximated by the following equation:
(4) p¨(~x, t) = vp(~x)
2∆p(~x, t) + f(~x, t),
where t ∈ [0, T ] is the recording time, ~x ∈ D(~x) ⊆ R3 is the space domain
of propagation of seismic wave, p is the acoustic pressure of the wave, f is
the seismic source and vp is the acoustic wave velocity. A realistic range for
wave speed can be between 1500m/s (water) and 6000m/s (granite). The
support of the seismic source f is much smaller than that of the geological
medium. Moreover, in this work we consider f to be due to an isotropic P -
wave source. Consequently, it can be approximated by a δ-source in space
(5) f(~x, t) = δ(~x− ~x0)s(t),
where s is the seismic wavelet, describing the variation of the seismic source
in time. We set t = 0 the time value when the source is activated, with
p(~x, 0) = p˙(~x, 0) = 0, ∀~x ∈ D(~x) as initial conditions. Since many source-
receiver geometries are often confined to a plane (for example y = 0), and
because of the large computational cost of 3D modelling, in this work we
consider only the 2D acoustic wave equation
(6) p¨(~x, t) = vp(~x)
2∆p(~x, t) + δ(~x− ~x0)s(t),
with ~x ∈ D(~x) ⊆ R2. In general, a 2D modelling of wave propagation cannot
be used to provide a direct quantitative comparison, including amplitude
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information, with seismic data acquired along a line and when the model
is assumed to be 2.5-D. However, there are many strategies that make the
passage from 2D to 2.5-D possible (e.g., [10–12]).
The acoustic wave equation can be written as a first order system of two
equations
(7)

v˙(~x, t) = vp(~x)
2∆p(~x, t) + δ(~x− ~x0)s(t)
p˙(~x, t) = v(~x, t)
,
where
(8) ∆p(~x, t) ≡ ∂
2p(~x, t)
∂x2
+
∂2p(~x, t)
∂z2
.
The semi-discrete numerical approximation is based on the Leap-Frog
method (e.g., [13–16]), an explicit second order in time method with uni-
form time step dt, that reads:
(9)

v(~x)t+
1
2 = v(~x)t−
1
2 + dt vp(~x)
2∆p(~x)t + dt δ(~x− ~x0)st
p(~x)t+1 = p(~x)t + dt v(~x)t+
1
2
.
The space domain D is sampled with a uniform step dx along the horizontal
and vertical direction, obtaining a regular grid {Di,j} built on nx · nz grid
nodes, with i = 1, . . . , nx, j = 1, . . . , nz, ~xi,j = (xi, zj), obtaining the finite
difference system:
(10)

v(~xi,j)
t+ 1
2 = v(~xi,j)
t− 1
2 + dt vp(~xi,j)
2∆p(~xi,j)
t + dt δ(~xi,j − ~x0)st
p(~xi,j)
t+1 = p(~xi,j)
t + dt v(~xi,j)
t+ 1
2
.
In order to approximate the spatial derivatives, we implement a 2nd-order
space operator [17]
(11)
∂2p(~xi,j)
t
∂x2
≈
∑n
k=1 ck(p(~xi+k,j)
t + p(~xi−k,j)t)
dx2
− 2(
∑n
k=1 ck)p(~xi,j)
t
dx2
,
where the ci’s are suitable coefficients computed in order to guarantee the
2n-order of approximation for spatial derivatives [18]. In Table 1 we recall
the values of the coefficients ci’s as a function of the order of approximation
p = 2n, for n = 1, . . . , 6.
We use a similar formula for the approximation of the spatial derivatives
along the depth, with the same order of approximation p for both the direc-
tions. An efficient way to implement the FD system consists in reordering
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Table 1. Coefficients ci’s of FD high order schemes.
p c1 c2 c3 c4 c5 c6
2 1 0 0 0 0 0
4 43 − 112 0 0 0 0
6 32 − 320 190 0 0 0
8 85 − 15 8315 − 1560 0 0
10 53 − 521 5126 − 528 13150 0
12 127 − 1556 10189 − 1112 21925 − 116632
the space grid nodes ~xi,j as a row vector ~xk, k = 1, . . . , nx ·nz, scrolling the
grid matrix along the rows. In this way we obtain:
(12)

v(~xk)
t+ 1
2 = v(~xk)
t− 1
2 + dt vp(~xk)
2∆ˆp(~xk) + dt δ(~xk − ~x0)st
p(~xk)
t+1 = p(~xk)
t + dt v(~xk)
t+ 1
2
,
where ∆ˆ is the finite difference Laplacian approximation, that corresponds
to the action of a matrix K∆ˆ on p( ~xk), where the elements of each row
are the coefficients obtained for the p-order approximation of the spatial
derivatives. The matrix K∆ˆ is sparse, symmetric and banded, with the
number of non zeros elements N∆ˆ that is of the order of (2p + 1) · nx ·
nz. As a further difficulty, the reduction of the computational domain to
only a part of the true physical domain causes the introduction of artificial
reflecting boundaries. To avoid these artificial reflections we use the so-
called Gaussian taper method [19]. It relies on the introduction of a thin
strip along the artificial boundary and multiplying the solution, at each
time step, by a Gaussian taper factor G that is a function of the position.
The modified system reads:
(13)

v(~xk)
t+ 12 = G(~xk)
(
v(~xk)
t− 12 + dt vp(~xk)2∆ˆp(~xk)t + dt δ(~xk − ~x0)st
)
p(~xk)
t+1 = G(~xk)
(
p(~xk)
t + dt v(~xk)
t+ 12
) ,
withG(~xk) = 1 at grid nodes outside the absorbing boundary layer,G(~xk) ∈
[0.92, 1) at nodes inside the absorbing boundary layer. At external borders
of absorbing boundary layers, we consider homogeneous Dirichlet boundary
conditions.
4. An adaptive scheme to reduce the numerical dispersion
There are two main relations that generally influence the approximation
error. The first is the well known CFL numerical stability relation (see [20])
271
Unauthenticated
Download Date | 1/30/18 4:21 PM
B. Galuzzi, E. Zampieri, E. Stucchi
(14) dt <
dx
vmax
λ,
where λ = λ(p) ∈ [0.5, 1] is the Courant number. This inequality bounds
the maximum possible time step dt as a function of the space step size dx
and of the maximum velocity vmax. The second is the numerical dispersion
relation [3]
(15) dx <
vmin
n fmax
,
where n = n(p) is the number of grid points per wavelength. The grid dis-
persion limits the maximum possible space step as a function of the mini-
mum velocity vmin and of the maximum frequency fmax of the source signal
s(t). Numerical stability is a necessary condition to implement any explicit
finite difference method. Keeping into account the order of magnitude of
the wave speed in rocks, the stability condition implies that the maximum
possible time step must be numerically at least three orders of magnitude
lower than the minimum possible space step size, when time and length are
measured in seconds and meters (SI units), respectively. Consequently, the
error of approximation is more sensitive to the spatial parameters (dx, p)
and to the numerical dispersion relation. In order to estimate the number of
points for wavelength n as a function of p for a given numerical dispersion
error, we consider the function cos
(
2pix
l
)
, where l denotes the wavelength,
and we calculate analytically the second derivative of this function at x = 0.
A numerical solution can be obtained by sampling the function with differ-
ent sampling intervals dx = ln by using different p-order operators. Figure
3, a) shows the percentage of the approximation error as a function of n
for different order p, while Table 2 lists the values of n as a function of p
to obtain an error below 1%. As we expect if we use a low order p, the
number of points per wavelength increases, while if we use a high order p,
it decreases until the theoretic limit of 2 (it is not possible to get n < 2,
because in this case the Nyquist-Shannon sampling theorem [21] would be
violated).
Table 2. Values of n as a function of p such that the error is below 1%.
p 2 4 6 8 10 12 14 16 18 20 22 24
n 18 6.3 4.5 3.75 3.5 3.25 3 2.9 2.8 2.7 2.6 2.5
Generally, in a seismic acquisition, the minimum velocity vmin and the
maximum frequency fmax can be considered fixed parameters, estimated by
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a) b)
Figure 3. a) Approximation error as a function of the number of points for wavelength
and the order of approximation of the partial derivatives p; b) choice of p and dx given
the ratio vminfmax to keep the approximation error below the desired value of 1%.
the geological context and signal characteristics. For example, in a marine
seismic acquisition survey, vmin = 1500m/s, that is the water velocity, and
the maximum signal frequency fmax can be of the order of 150Hz. However,
the maximum frequency used in the context of FWI to reduce the number
of local minima in the objective function is of the order of 10 − 20Hz
(e.g., [9,22]). Considering the function
(16) y(p) =
vmin
fmax n(p)
,
with a fixed vminfmax ratio, we can conclude that, in order to obtain a dispersion
error lower than a given threshold, we must choose p and dx such that
dx < y(p). Such choices are represented by the colored dots on the black
dashed line in Figure 3, b).
In particular, increasing the space sampling dx causes an increase of the
order p and vice-versa. The choice of the right parameters p and dx is
important not only to reduce the numerical dispersion error, but also for
their influence on the computational time tcomp. Indeed, the computational
time increases linearly with p, nx and nz, since tcomp ∝ nx · nz · p.
The numerical dispersion relation can cause very inefficient forward mod-
elling for seismic inversion applications, when only the minimum velocity of
the model is considered. An example of this fact can be observed in Figure
4, a), where there is a velocity model formed by a constant velocity layer
of 6000m/s superimposed by a thin layer where the velocity is 1500m/s.
The choice of the order p and of the space sampling dx is influenced only
by the small part of the model having the lowest velocity value. The exam-
ined model is clearly unrealistic, but we have similar consequences also for
realistic cases. For example, in a marine seismic acquisition generally the
minimum velocity is the water velocity situated on the top of the studied
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a) b)
Figure 4. a) An example of a velocity model where the local low velocity can compromise
the computational time; b) a synthetic but realistic complex geological model situated
below a flat sea floor in which the mean velocity is higher than the water one.
region, and the geological structures situated below the sea floor have a
higher acoustic velocity. In particular, Figure 4, b) shows the 2D acous-
tic Marmousi velocity model (see [23]), that is discussed more in details
in Section 5. By these considerations the choice of a classical finite dif-
ference approach to model the seismic wave propagation is inefficient. To
improve the method, we can follow two possible approaches. The first is
to use a local velocity-dependent space sampling dxloc. By this method we
could use a small space step size for those regions of the model with low
velocity, and larger space sampling for those regions with higher velocity.
Unfortunately, this method could be unsuitable for an inversion procedure
such as the FWI, where the unknowns are the grid node velocities. The
second approach consists in fixing a modelling grid, and using different lo-
cal orders ploc of approximation of spatial derivatives in different part of
the model, instead of a global one p. Our implementation is based on this
second approach and leads to an improved procedure.
To obtain a local order of approximation of the spatial derivatives, we start
again with the numerical dispersion relation, setting dx and fmax, and re-
placing vmin with vp (see Figure 5, a)):
(17) n <
vmin
dx · fmax ⇒ nloc <
vp
dx · fmax .
This local dispersion inequality applied to the Marmousi velocity model
of Figure 4, b), allows to compute the parameter nloc (see Figure 5, a))
i.e., the local number of points for wavelength to be used for computing
the solution. Then we can estimate the local order of approximation of
the spatial derivatives ploc (see Figure 5, b)) from nloc, given the desired
approximation error. For instance ploc can be chosen as the minimum order
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a) b)
Figure 5. a) nloc and b) ploc, for the Marmousi velocity model with dx = 27m and
fmax = 20Hz.
that gives an error of approximation below 1% at the corresponding nloc
position (see Table 2). Therefore it will be high in those regions of the model
with low velocities and low in those regions with high velocity values.
Figure 6. a) A simple model with two layers of different velocity; b) The Laplacian
matrix using the classical numerical dispersion relation; c) the Laplacian matrix using
the proposed method.
This new approach modifies the structure of the Laplacian approxi-
mation matrix K∆ˆ. Indeed, the new local Laplacian approximation K∆ˆloc
depends on the local velocity, causing an asymmetric matrix. Besides, the
number of non zero elements will depends on the model velocity and in
general this quantity is smaller than in the classical approximation of the
Laplacian operator, since it uses only the information regarding the mini-
mum velocity. In particular we obtain:
(18) N∆ˆloc ≈
pmax
2∑
i=1
(2 · 2i+ 1)n2i,
where pmax is the maximum implemented p-order, n2i is the number of grid
nodes with ploc = 2i, and n2 + n4 + . . . + npmax = nx · nz. In Figure 6, a)
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we show an example of FD grid with nx = nz = 6 and dx = 15m, fmax =
10Hz, and a model with two layers of different velocity: 1500m/s (top)
and 3000m/s (bottom). In Figure 6 b) and c) we show respectively the
Laplacian approximation matrix based on the classical numerical dispersion
relation and the same matrix for the method we propose. The classical
approximation uses a global order p = 4, while the proposed method uses
p = 4 for the first layer and p = 2 for the second layer, where the velocity
is higher. Note that the number of non-zero elements in the second matrix
is smaller than in the previous one.
5. Numerical test
In this section we present an example to compute an efficient solution
of the acoustic wave equation, that is a synthetic seismogram, using the
approximation based on the classical numerical dispersion relation and our
proposed method. Figure 7, a) shows the 2D acoustic Marmousi velocity
Figure 7. a) The Marmousi model, with the source-receiver layout used in the numerical
test; b) the Ricker wavelet (top) and its spectrum (bottom).
model, typically used in the context of a seismic inversion and modelling
procedure. It consists of 121 layers of rocks of various type, situated be-
low a water layer of 54m. The acoustic velocity varies from a minimum of
1500m/s of the water layer to a maximum of 5500m/s. The sea floor is
flat, but many layers have high dip angles. Besides, in the center of the
model, there is a series of normal faults. The main geological structures are
indicated in Figure 7, a). The acquisition layout consists of a seismic source
and 126 receivers, with a uniform spacing of dx = 81m. The depth of the
source and of the receivers is 27m below the sea surface (top of the model)
and we set an offset of 162m between the first receiver and the source. We
use a Ricker wavelet as the source signal s(t) (see Figure 7, b)), namely the
negative normalized second derivative of a Gaussian function, with a peak
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frequency of 10Hz and a frequency range between 0 and 30Hz. We set ab-
sorbing boundary conditions on lateral and bottom sides. On the contrary,
on the top side we consider reflective boundary conditions to simulate the
high velocity and density contrast between air and water.
We study the efficiency of the proposed method as a function of the numer-
ical dispersion and the computational time. Figure 8 displays four different
Table 3. Numerical parameters and computa-
tional time for the four seismograms in Figure
8.
dt 0.00025s 0.002s 0.002s 0.002s
dx 3m 27m 27m 27m
p 4 4 ploc 24
time 57m 6s 11.5s 22.8s
predicted seismograms, while Table 3 lists the values of the time sampling
dt, the space sampling dx, the order p of approximation of the spatial deriva-
tives used and the computational time required. The first seismogram a) is
obtained for dx = 3m and p = 4, the second b) for dx = 27m and p = 4,
the third c) for dx = 27m and p = ploc and the fourth d) for dx = 27m
and p = 24. Because of the stability condition, we use dt = 0.002s for the
seismograms with dx = 27m and dt = 0.00025s when dx = 3m.
The first seismogram has a negligible numerical dispersion. On the other
hand, a computational time of 57 minutes is needed, because of the large
number of non-zero elements in the Laplacian approximation matrix and
the very small time sampling imposed by the numerical stability condition.
The seismogram in b) needs a computational time of only 6 second, but the
approximation error is very high as can be observed comparing the seismo-
grams in a) and in b), due to the numerical dispersion.
The third seismogram in c) is obtained instead through the method we
propose, i.e. using a local order of approximation for the spatial deriva-
tives, where the Laplacian matrix is optimized as a function of the velocity
model. As described before, the regions of the model with low velocities are
modeled by a high order ploc, whereas the regions with high velocities are
modeled by a low order ploc. This numerical test requires a computational
time of 11.5 seconds, an order of magnitude similar to the second solution
test, but results in a low approximation error as we can observed by the
similarity between the first and the third seismograms. This last solution
represents an optimal trade-off for an inversion procedure, because it shows
both small approximation error and low computational time. To validate
our results, note that the fourth seismogram in d) computed with a global
order of 24 is similar to the third one in c), but the computational time is
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22.8 seconds. Finally, assuming the seismogram in a) as the correct solu-
tion, we can compute the error of the other seismograms, obtained using
dx = 27m, and different order p and ploc. In order to consider the approx-
imation error due to the space sampling only, we set dt = 0.00025s also
for the seismograms corresponding to dx = 27m, instead of dt = 0.002s.
The error is measured according to the L1−norm difference between the
seismograms, divided by the L1 norm of the seismogram in a).
Figure 8. Computed seismograms with different space sampling dx and order of the
derivative approximation p: a) dx = 3m and p = 4; b) dx = 27m and p = 4; c) dx = 27m
and p = ploc; d) dx = 27m and p = 24.
Table 4. relative L1−error and computational time of the seismograms with dx = 27m and
dt = 0.00025s, as a function of p.
p 4 6 8 10 12 14 16 18 20 22 24 ploc
error 0.832 0.425 0.270 0.212 0.185 0.170 0.161 0.156 0.152 0.149 0.148 0.150
time(s) 37 50 58 68 77 86 95 104 115 124 133 78
Table 4 lists the values of the errors and the computational time, using
a 2.5GHz Intel Core i5 Processor. If we use higher global orders of p,
the error decreases, as it can be expected. The ploc-error is comparable
to that of higher values of p (between p = 20 and p = 22), while the ploc-
computational time is between p = 12 and p = 14. This example shows that
the ploc-method reduces the approximation error and justifies the choice of
a local order ploc, rather than of a global one p for the approximation of
the spatial derivatives.
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6. Conclusions
In seismic inversion problems using the numerical solution of the wave equa-
tion in order to compute the predicted seismograms, such as in Full Wave-
form Inversion, reducing the CPU-time necessary for the forward modeling
is a key-issue. In fact some inversion procedures, such as the global stochas-
tic optimization routines, require a huge number of forward modelling eval-
uations to compute the misfit function values and move the solution to-
wards the global minimum. Using a FD implementation for the forward
modelling, the accuracy of the solution of the 2D acoustic wave equation is
mainly related to the numerical dispersion inequality. To satisfy this rela-
tion, the space sampling dx and the order of approximation of the spatial
derivatives p, at a given maximum frequency fmax considered in the inver-
sion, are usually set as functions of the minimum acoustic velocity vmin.
This approach is not efficient, since it requires to use a low dx or a high p
even in areas of the model where the velocities are high. The method we
propose uses a local order of approximation of the spatial derivatives ploc
rather than a global order p, keeping the same forward modelling grid in
the different geological areas. This represents an improvement with respect
to the classical FD implementation and requires to construct an adaptive
stiffness matrix to approximate the Laplacian operator that can be a good
compromise between the simplicity of the classical finite difference method
and the adaptivity of the finite element method. As a result this method
allows to reduce the computational time of the forward modelling, keeping
the numerical dispersion low.
As an example of an efficient modelling we simulate a seismic acquisition
on the Marmousi velocity model and compute an appropriate solution in
terms of efficiency and approximation error, using different combinations of
the parameters dx and p. Given a fixed grid size (dx = 27m), we conclude
that the proposed method can compute a solution in a time that is nearly
one half of the time required using p = 24, and with a similar, low, approx-
imation error.
In conclusion our numerical scheme allows us to model the acoustic wave
equation in an efficient way. In particular in an inversion procedure, such as
the acoustic Full Waveform Inversion approached with global optimization
algorithms, it can be used as an effective tool, tuning the order of approxi-
mation of the spatial derivatives p as a function of the velocity model.
The approach studied in this paper represents a first step towards the more
complex problem involving large scale 3D domains, where the computa-
tional time is even more a critical factor. As a matter of fact, the use of
a different ploc parameter for each grid node does not allow to parallelize
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our procedure in an immediate and efficient way. In this respect a suitable
reformulation of the algorithm in the framework of parallel implementation
could be of interest in the future.
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