Background {#Sec1}
==========

Childhood growth is a cornerstone of pediatric research and many centuries of work have been undertaken to understand and model how children grow \[[@CR1]--[@CR5]\]. In studies of childhood growth, anthropometric data are often collected at multiple time points to describe growth in a population, evaluate the role of exposures on growth, investigate the effects of an intervention, and assess individual growth in clinical practice \[[@CR6]--[@CR11]\]. Height is commonly monitored longitudinally as a marker of chronic malnutrition; however, estimation and prediction of subject-specific height curves with age, as in the study we consider here, can present several methodological challenges to researchers.

Cross-sectional studies are an attractive option for surveillance because of their feasibility and cost-effectiveness in populations, but this approach for growth monitoring has several inherent limitations. For example, they can be confounded by secular trends, such as selective mortality that leads to perceived improved growth at older ages due to the better health of the survivor population \[[@CR12]\]. Additionally, cross-sectional growth data may display large skewness and kurtosis and may exhibit substantial heteroskesdasticity, and marginal analyses to describe population trajectories require transformations to normality, weighting or both to achieve an adequate fit \[[@CR13]\]. While longitudinal data may also suffer from the same problems, linear mixed effects models naturally take skewness, kurtosis, and even heteroskedasticity into account, making transformations not necessary. The utility of transformation techniques remains controversial. Indeed, while transformations may lead to a better fit of Gaussian models, they require a priori knowledge of the data structure. The flexible Box-Cox transformation family of distributions \[[@CR14], [@CR15]\] can be used, but it may fail when data are clustered. Moreover, interpretation of transformed data is problematic, and producing predictions at the subject and population level is not straightforward.

Longitudinal studies provide a more realistic view of child growth, in which a cohort of children are monitored over time and repeated measurements of height are collected. Longitudinal studies provide information about individual growth patterns, and allow the estimation and analysis of growth velocity and acceleration at either the individual or population level. However, longitudinal growth data has complex characteristics that need to be accounted for including: within-subject clustering of growth observations, heterogeneity of individual baseline and dynamic growth characteristics, and autocorrelation within individuals.

Linear mixed-effect models combine the components of fixed effects, random effects, and repeated measurements in a single unified approach \[[@CR16], [@CR17]\]. Analysis of longitudinal data using mixed effects models does not require the same assumptions as a cross-sectional study and may not require transformations. The use of linear mixed-effect models, while widely described in the statistical literature, has been only slowly adopted by applied researchers. This was due in part to the limited availability of user-friendly software tools; this is now rapidly changing with many commercial and open source software providing fitting capabilities for increasingly complex mixed effects models \[[@CR18]\]. To address this problem, ensure reproducibility of methods, and provide a wider dissemination, we provide examples of statistical code in an open-source platform for fitting models described in this paper. Another reason for the slow adoption of linear mixed-effect models is their complexity relative to standard regression models and the modeling structures necessary to capture non-linear trajectories. These elements require a higher level of statistical and computational expertise \[[@CR19]\]. Utilizing longitudinal length/height data from a child cohort in Peru, we describe a natural and intuitive stepwise approach to the development of a linear mixed-effect model with cubic splines for the analysis of longitudinal childhood growth in height. We then derive individual height velocity and acceleration curves from the longitudinal model based on height. Our objective is to describe the use of these methods to analyze height and height velocity data in a way that can be easily used by an applied researcher. While we have a preference to use the raw measurements of growth, methods introduced here extend directly to Z-scores relative to the WHO standard.

Methods {#Sec2}
=======

Study setting {#Sec3}
-------------

The study was conducted in Las Pampas de San Juan Miraflores and Nuevo Paraíso, both peri-urban shanty towns with high population density located on the southern edge of Lima city in Peru. The shanty towns had approximately 40,000 residents of whom 25 percent are under 5 years of age. These communities are described in detail elsewhere \[[@CR10], [@CR11]\].

Study participants {#Sec4}
------------------

A simple census was conducted to find pregnant women and children less than 3 months of age. Eligible newborns and pregnant women were randomly selected from the census and invited to participate in the study. Only one newborn was recruited per household. Written informed consent was required from parents or guardians before enrollment. Exclusion criteria for the study were: severe disease that required hospitalization, severe or chronic conditions, child of a multiple pregnancy, birth weight less than 1500 g and plans to move to another community within the study time. Our analysis excluded data of children whose follow-up ended before they reached one year of age, those who were followed up for less than 60 days during the first 6 months of life, or followed up for less than 120 days during the first year of life.

Study design {#Sec5}
------------

We conducted a birth cohort study between May 2007 and February 2011. Child growth data presented in this paper is a part of a larger longitudinal study conducted in Brazil and Peru. The objective of the cohort study was to assess if infection with *Helicobacter pylori* increases the risk of diarrhea and in turn adversely affects growth in children less than 2 years of age \[[@CR20]\]. For the purposes of illustration, this study utilizes longitudinal height data from Peru only.

Outcomes {#Sec6}
--------

We measured anthropometrics weekly until the child was 3 months of age, every 2 weeks between three and 11 months of age, and once monthly thereafter for the remainder of follow-up. Both height and recumbent length (supine length) was measured using a wooden length platform and sliding head-footboard (Shorr stadiometers, Shorr Productions, Olney, Maryland). We followed calibration procedures as per manufacturer instructions. Height or length were measured to the nearest 0.1 cm. Anthropometric standardization was conducted at the beginning of the study, and once yearly thereafter. Outcomes of this study were height in centimeters and height velocity in centimeters per month. Child length at birth was obtained from the perinatal care booklet given to mothers from the health care providers. Children less than 2 years of age were measured in a horizontal position (recumbent length), whereas children aged 2 years and older were measured in a vertical position (height). Length (or height) was measured using a wooden length platform and sliding footboard (or headboard) to the nearest 0.1 cm.
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Second, we computed an estimated height velocity using the first time derivative of the longitudinal height models using standard methods (Table [1](#Tab1){ref-type="table"}).Table 1Representation of three common forms of regression splines and calculation of first derivativesRegression equationFirst derivativeTruncated polynomial splines (order p)$\documentclass[12pt]{minimal}
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and higher order splines bases are obtained by the recursion\
$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$B_{k,p} \left( x \right) = \frac{{x - x_{k} }}{{x_{k + p} - x_{k} }}B_{k,p - 1} \left( x \right) + \frac{{x_{k + p + 1} - x}}{{x_{k + p + 1} - x_{k + 1} }}B_{k + 1,p + 1} \left( x \right)$$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$b_{k,0}^{'} ( x ) = 0$$\end{document}$\
$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$b_{k,p}^{'} ( x ) = \frac{1}{{x_{k + p} - x_{k} }}B_{k,p - 1} ( x ) + \frac{{x - x_{k} }}{{x_{k + p} - x_{k} }}B_{k,p - 1}^{'} \left( x \right) - \frac{1}{{x_{k + p + 1} - x_{k + 1} }}B_{k + 1,p - 1} \left( x \right) + \frac{{x_{k + p + 1} - x}}{{x_{k + p + 1} - x_{k + 1} }}B_{k + 1,p - 1}^{'} \left( x \right)$$\end{document}$Natural cubic splines (order 3)$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{*{20}ll} f_{{ns}} \left( x \right) &=\, \beta _{0} + \beta _{1} x + \sum_{{k = 0}}^{{K - 1}} {\gamma _{k} } \left( {x - \xi _{k} } \right)_{ + }^{3} \\& \quad \sum_{{k = 0}}^{{K - 1}} {\gamma _{k} } \xi _{k} = \sum_{{k = 0}}^{{K - 1}} {\gamma _{k} } = 0 \end{array}$$\end{document}$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{array}{*{20}ll} f_{ns}^{'} \left( x \right) & =\, \beta_{1} + \mathop \sum _{k = 0}^{K - 1} 2\gamma_{k} \left( {x - \xi_{k} } \right)_{+}^{2} \\ & \quad \sum _{k = 0}^{K - 1} \gamma_{k} \xi_{k} = \mathop \sum _{k = 0}^{K - 1} \gamma_{k} = 0 \\ \end{array}$$\end{document}$

Biostatistical methods {#Sec7}
----------------------

The primary aim of our analysis was to model height and height velocity. We included the following predictors in our models: age in months, an indicator variable for greater than 24 months to account for unit differences in length vs. height measurement methods, and sex. To model the non-linear relationship between age and height over time, we used smooth, flexible functions known as cubic regression splines. While there are several forms of regression splines that can be used to model non-linear relationships between a predictor (i.e., age) and an outcome (i.e., height), we chose to use cubic regression splines because they are simple to construct and understand \[[@CR21]\]. We purposely varied the number and positions of the interval knots in several of our examples to demonstrate that our models are not affected by these changes. As mentioned, derivation of different types of splines to calculate height velocity is straightforward (Table [1](#Tab1){ref-type="table"}). Since other investigators \[[@CR6]\] have proposed the use of linear splines to model child growth because of their ease of use, in this paper, we compared adequacy of both estimation and prediction between cubic and linear regression splines with variations in the number and positions of the knots. We compared cubic and linear regression spline models using an in-sample (i.e., estimation) mean square error (MSE) and out-of-sample (i.e., prediction) MSE using standard methods. For out-of-sample prediction, we used 80 % of the data for training and 20 % of the data for validation. For each individual growth curve, we randomly sampled 80 % of the data values and used them to construct the model fit. The validation data consisting of 20 % of the data was then used to generate predicted height values. The predicted height and observed height were used to compute subject-specific prediction MSEs.

As described in detail below, the following statistical methods were used in the model: a cubic regression spline with knots at 3, 6, 12, 18, 24 and 40 months, random intercepts and slopes to capture the heterogeneity in growth curves, and a first-order continuous autoregressive error \[CAR(1)\] to capture residual serial correlation that arises from repeated measurements of the same child \[[@CR22]--[@CR24]\]. At each step of model building, we conducted exploratory analysis in which we visualized standardized residuals with age, a sample variogram of the residuals \[[@CR25]\], and pairwise scatterplots of residuals at different time points to assess goodness-of-fit. We limited the number of internal knots for our statistical models between three and six because this number is likely sufficient to model the inflexion of linear/height growth curves in children under 5 years of age. Moreover, we also tested slight variations in the numbers and positioning of knots to determine if the model fit was affected. We conducted our statistical analyses in STATA 11 (StataCorp LP, College Station, TX, USA) and R (<http://www.r-project.org>). Examples of statistical code in R are provided to ensure reproducibility and improve dissemination of methods (Additional file [1](#MOESM1){ref-type="media"}).

Research ethics {#Sec8}
---------------

This study was approved by the internal review boards of A.B. PRISMA (Lima, Peru), Johns Hopkins University (Baltimore, USA), and the European Union Ethics Committee.

Results {#Sec9}
=======

Baseline characteristics {#Sec10}
------------------------

We included a total of 215 children in this analysis. The initial cohort started with 304 children: however, 11 did not have available anthropometric data and 78 were lost to follow up before 1 year of age. Average follow-up was 34 months (range 12--45 months). Average number of observations per children was 50, giving a total of 10,838 observations. Of 215 children, 109 were girls (51.0 %).

Initial observations {#Sec11}
--------------------

We conducted exploratory data analysis as the first step to gain insight into the structure and nature of the data. In exploratory analysis for longitudinal data, we obtained an understanding of the non-linear relationship of height with age but also the heterogeneity in growth curves for the study population (Fig. [1](#Fig1){ref-type="fig"}). Using a spaghetti plot of empirical height velocity, we found that it declined with age and the change was steepest at the youngest ages. In addition, in longitudinal growth data with repeated height measures, it is important to evaluate the serial autocorrelation, or the relationship between these measures. The variogram is a useful tool, as it evaluates autocorrelation by comparing the half square difference between each pair of heights within an individual to the time gap associated with each pair of heights. A nonparametric smooth fit is added to the variogram to describe the pattern. The exponential nonparametric smooth fit indicates that data exhibit both strong serial autocorrelation and heterogeneity (Fig. [1](#Fig1){ref-type="fig"}).Fig. 1*Panels* **a**, **c** shows a spaghetti plot of the height and height velocity raw data from 50 participants respectively. Panels **b**, **d** show the variograms corresponding with each data set, where values in the x-axis represent the distance in time between two measurements and values in the y-axis (v~ijk~) represent the *square* distance between those two observations \[[@CR29]\]

Building a longitudinal growth model {#Sec12}
------------------------------------

Our exploratory data analysis highlighted several challenges that need to be addressed in modeling growth data. Specifically, we had to account for the shape of the curve, the clustering of values, the heterogeneity among individuals, and the individual effects of serial correlation. To emphasize the role of each of these factors, we used combinations of random effects and serial correlation components in a linear model (Table [2](#Tab2){ref-type="table"}). The steps to build the final model are described below.Table 2Linear models used in our analysesModelRegression equationsOrdinary least squares$\documentclass[12pt]{minimal}
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Ordinary least squares model {#Sec13}
----------------------------

Ordinary least squares (OLS) estimates growth parameters by minimizing the sum of the squared vertical distances between the observed and predicted responses. It provides efficient and valid predictions with the following assumptions: height can be explained by a linear combination of predictors, values of height are determined independently of each other, height has a normal distribution at any particular age, and height has equal variances at any particular age.

Unfortunately, growth data violates all of these assumptions. First, growth does not follow a linear pattern with age. This can be addressed through the use cubic regression spline to model the curvature with age. However, there are other concerns that cannot be as easily adjusted by OLS. Several height measurements were taken from each child; however, these serial measurements of height for the same child are not independent of each other. This is confirmed by a variogram of the residuals from the OLS (Fig. [2](#Fig2){ref-type="fig"}, panel a). Next, the height data did not follow a normal distribution as per the Shapiro--Wilk test (p \< 0.001), the Mardia skewness test (p \< 0.001), and the Mardia Kurtosis test (p \< 0.001). Finally, a display of residuals versus age revealed a heteroskedastic distribution implying that the variance of the error was not constant across ages (Fig. [2](#Fig2){ref-type="fig"}, panel d). Heteroskedasticity was confirmed with the Breusch--Pagan test (p \< 0.001). OLS model is therefore insufficient to model longitudinal growth.Fig. 2*Panels* **a**, **d** shows the variogram and standardized residuals for the fit using OLS. *Panels* **b, e** shows for mixed model regression. *Panels* **c**, **f** shows for linear mixed model with CAR(1). Notice how the fit improves with each new addition. In*Panels* **a**--**c**, values in the x-axis represent the distance in time between two measurements and values in the y-axis (v~ijk~) represent the square distance between those two observations \[[@CR29]\]

Linear mixed-effect model without repeated measurements {#Sec14}
-------------------------------------------------------

The OLS model indicated that additional modeling components are necessary to account for individual-level clustering and residual autocorrelation. Linear mixed-effect models allow for non-independence and clustering by describing both between and within individual differences. We added random intercepts and slopes to the OLS model described above. Specifically, we added the parameters of the variance--covariance matrix to the fitted model (Table [2](#Tab2){ref-type="table"}). Our model assumes that the variance--covariance of the random effects is unstructured.

At first, we only included random intercepts (b~0i~). The model assumes that the random intercepts are normally distributed with mean 0 and variance g~11~. We found that this parameter was statistically significant with a variance (g~11~) of 6.31 (95 % CI 5.21--7.62; p \< 0.001). This result suggests that the growth of individual children diverge from the population prediction by a shift in the intercept; in other words, individual growth is shifted up or down but parallel to the population prediction.

Then, in a second step, we included both random intercepts and random slopes (b~1i~). The variance of the intercept (g~11~) was 3.60 (95 % CI 2.97--4.36; p \< 0.001), the range is -5.27 cm to 3.57 cm and the mean is 0.0056 cm. In addition, the variance of the slope (g~22~) was 0.0091 cm/month (95 % CI 0.0075--0.011; p \< 0.001), the range is −0.27 cm/month to 0.24 cm/month and the mean is 0.00077 cm/month (Table [3](#Tab3){ref-type="table"}). Following the same reasoning as for random intercepts, the random slopes represent the individual variability in growth velocity around the population prediction: some individual children grow faster or slower than the population. A statistically significant variance, close to 0, as in this case, means that the shift of the individual growth velocity from the population is statistically supported but it is small. Therefore, the data exhibit less heterogeneity in the random slope than in the random intercept, indicating that the main source of difference between trajectories is encapsulated in their birth height. The story could be different in other growth cohorts or on other outcomes different than growth such as blood pressure.Table 3List of estimated parameters for each individual modelParameterVariableOrdinary least squaresRandom effectsRandom effects and CAR(1)$\documentclass[12pt]{minimal}
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In our data, it was suitable to assume that the random effects follow an unstructured matrix because the random intercepts and random slopes have different variance estimates; this flexibility confers individuality to each child's pattern of growth. The covariance (*g*~*12*~) describes how the random intercept varies with the random slope. The covariance for this data set was 0.019 (95 % CI −0.0059 to 0.044; p \< 0.001; Table [3](#Tab3){ref-type="table"}). A positive covariance, as what is shown from these data, suggested that children with greater individual intercept tend to have a greater rate of growth.

The unexplained or residual variance in this model is 0.60 (95 % CI 0.59--0.62). The introduction of random effects reduced the residual variance by an order of magnitude from 7.34 to 0.60, implying that individual effects explain a considerable portion of the outcome variation.

To evaluate the fit of our model, we visualized standardized residuals with age (Fig. [2](#Fig2){ref-type="fig"}, panel e). The linear mixed-effect model eliminated heteroskedasticity of residuals. The mixed model assumes errors are normal and conditionally independently distributed with mean zero and common variance. However, the estimated residuals did not appear randomly distributed; instead, they show symmetry in wider or narrower areas across the horizontal axis. Additionally, the variogram of the residuals still displays a degree of autocorrelation (see Fig. [2](#Fig2){ref-type="fig"}, panel b). The correlation in the residuals was confirmed by plotting the residual versus the residual of the previous observation within a child (Fig. [3](#Fig3){ref-type="fig"}). Taken together, a mixed model was able to address the non-independence and clustering that OLS could not, and in doing so account for a greater proportion of unexplained variance and reduce the heteroskedasticity. However, it still had limitations in addressing the serial correlation from repeated measures in growth data.Fig. 3This graph plots the standardized residuals versus the first, third and fifth previous residual. The first lane (*top row*) are residuals form a fit using a linear mixed model without CAR(1) and the second with the inclusion of CAR(1). Notice how the autocorrelation is successfully treated with this approach

Linear mixed-effect model with CAR (1) error for repeated measurements {#Sec15}
----------------------------------------------------------------------

From the exploratory data analysis, we noted that serial height measurements within children were auto-correlated. We used a CAR(1) error to capture serial correlation in our statistical model. This structure assumes that errors are correlated and the degree of correlation is greater in those closer with age than in those further apart. The third model adds a new parameter of correlation ρ = 0.66 (95 % CI 0.64--0.68; p \< 0.001). To evaluate the fit of this model, we visualized residuals with age (Fig. [2](#Fig2){ref-type="fig"}, panel f). The autocorrelation was further reduced as evidenced by the variogram of the residuals and by the lack of relationship in scatter plots of residuals versus the previous observation's residuals (Fig. [3](#Fig3){ref-type="fig"}). Both the random intercept and the random slope were statistically significant and followed the same growth patterns as before (Table [3](#Tab3){ref-type="table"}). The covariance was 0.036 (95 % CI 0.013--0.059; p \< 0.001). The unexplained variance was 0.81, it remained low and was similar to the unexplained variance of the linear mixed-effect model. Since there can be sex differences in child growth, we also evaluated the contribution of sex as a covariate. If all the variables remained constant, boys were on average 1.5 cm (95 % CI 0.99--2.01) taller than girls during the follow up period (Table [3](#Tab3){ref-type="table"}).

Cubic versus linear regression splines {#Sec16}
--------------------------------------

Cubic regression splines were superior to linear regression splines in both estimation and prediction at each modeling step, and even when varying the number and position of knots. In Table [4](#Tab4){ref-type="table"}, we report the values of AIC and BIC for OLS, LME, and LME with CAR(1) models even when the number of knots and their positions are varied. All results indicate that mixed effects models with cubic splines by far outperform the other models considered and that cubic splines outperform linear splines for every level of model complexity. AIC and BIC results show that cubic splines outperform linear splines even when cubic splines use three knots and linear splines use five knots. This is probably because the growth curvature is better captured by a cubic function than by multiple piecewise linear splines. Equally importantly, however, is the important reduction in AIC and BIC noted when a CAR(1) error structure was incorporated into the regression model.Table 4Comparing the Akaike information criterion and Bayesian information criterion for linear and cubic spline models using OLS (fixed effects only), LME (random slope random intercept) and LME with CAR(1) errorsLinear splinesCubic splinesAkaike information criterion3 knots (3, 10, 29)5 knots (3, 6, 18, 24)3 knots (3, 10, 29)5 knots (3, 6, 18, 24, 40)Ordinary least squares52,495.4452,472.7452,399.3252,397.75Random effects28,608.2828,345.1427,560.3827,541.87Random effects and CAR(1)19,719.7219,495.8019,222.7619,235.37Bayesian information criterion Ordinary least squares52,553.7752,545.2452,472.2352,485.24 Random effects28,688.4728,439.9127,655.1527,651.22 Random effects and CAR(1)19,807.2119,597.8619,329.6619,352.00

Cubic regression splines models were also better at both estimation and prediction than were linear regression splines. Using three knots (at 3, 10, and 29 months) we obtained a median subject-specific estimation MSEs of 0.65 for linear regression splines and 0.51 for cubic regression splines (Fig. [4](#Fig4){ref-type="fig"}). A Kolmogorov--Smirnov test comparing the MSE distributions indicates that the two MSE distributions were different (D = 0.186, p = 0.001). Differences in the median subject-specific estimation MSE were similar even when the number of knots were increased, or their positions were varied (data not shown). Specifically, the out-of-sample prediction MSE was 0.86 for linear regression splines and 0.80 for cubic regression splines. These findings suggest that objective of inference in child growth problems should be primarily the curve and only secondarily the coefficients.Fig. 4Subject-specific distributions of the square root MSEs for the entire growth curve for linear splines (*black*) versus cubic splines (*red*). Dashed lines correspond to the estimated median, 25 %, and 75 % percentiles of the subject-specific MSE distribution. Cubic regression splines outperformed piecewise linear splines: the median square root subject-specific MSE for linear regression splines was 0.65 vs. 0.51 for cubic regression splines. The Kolmogorov--Smirnov test indicates that the two distributions are significantly different (D = 0.19, p = 0.001)

Longitudinal models for height velocity and acceleration {#Sec17}
--------------------------------------------------------

With an appropriate model for height, the model for height velocity using a cubic regression spline is simply obtained from its first derivative (Table [1](#Tab1){ref-type="table"}). Similarly, growth acceleration can be obtained by taking the derivative of the height velocity (formulas not shown). As a result of the derivation, the height velocity model loses the indicator variable of a difference between length and height. Also, sex is not included because our model assumes there is no interaction between sex and age. In this height velocity model, the random slope component is represented by $\documentclass[12pt]{minimal}
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An interesting characteristic of the height velocity and acceleration curves from a cubic regression model is that they are continuous and make biological sense. In contrast, a linear regression spline would assume that growth velocity is piecewise constant within knots but discontinuous across knots. Moreover, growth acceleration curve is zero. Both these assumptions of linear spline approaches contradict scientific knowledge about growth trajectories and the data in our application. For example, in Fig. [5](#Fig5){ref-type="fig"} we estimated growth velocity (top panels) and acceleration (bottom panels) for three subjects in the study using linear (left panels) and cubic (right panels) splines with three knots (at 3, 10, and 29 months.) A different number of knots and knot locations would result in slightly different plots, but with the same qualitative interpretation. The linear spline plot assumes that growth velocity is piecewise constant between the knots, an assumption that once highlighted is very difficult to accept from a scientific perspective. In contrast, the cubic spline estimate of the velocity curve is much more aligned with the current knowledge of human growth with the velocity curve being continuous and smooth. Even more striking, the acceleration curve estimated using linear splines is always zero. In contrast, cubic regression splines estimate a negative acceleration, which is especially large in absolute terms in the first part of the curve. This corresponds to the obvious patterns we observe in growth curves: they have a slightly concave shape, with concavity much more pronounced immediately after birth (indicating deceleration of growth). Interestingly, the cubic spline estimator gets much closer to zero after month 10, but continues to be negative, which may indicate continuous concavity of the function, though much subtler.Fig. 5Estimated growth velocity (*top panels*) and acceleration (*bottom panels*) for three subjects in the study using linear (*left panels*) and cubic (*right panels*) splines with three knots (at 3, 10, and 29 months). A different number of knots and knot locations would result in slightly different plots, but with the same qualitative interpretation

Interpretation of the final model {#Sec18}
---------------------------------

By displaying the individual growth of three children at three different percentiles and their predicted values, we can see how our model effectively reflects individual and population growth patterns (Fig. [6](#Fig6){ref-type="fig"}). Differences between children appear to be largely from shifts in intercepts, with minimal differences in growth rates. This is further supported in the height velocity model in which the three individuals have almost the same rate of growth, only differing by a minimal vertical shift (Fig. [6](#Fig6){ref-type="fig"}). Therefore, the last model was able to effectively predict both population growth and differences between and within individuals in a population of Peruvian children from a peri-urban shanty town.Fig. 6Observed and predicted growth for 3 individual children at different percentiles. In *black* are the observed growth curves and in *red* the predicted growth curves. The same children were plotted in both *graphs*. Notice children have a different growth pattern but similar growth velocity

Discussion {#Sec19}
==========

The final statistical model for the prediction of height was obtained by applying a linear mixed-effect model with random intercepts and slopes, and a first-order continuous autocorrelation structure for the error term. To account for the curvature of growth with age, we used cubic regression splines. To describe this modeling process, we build longitudinal growth data using a stepwise process. At each step, we examined standardized residuals with age, the sample variogram of the residuals and pairwise scatterplots of residuals at different time points to assess goodness-of-fit. We also compared estimation and prediction of cubic regression spline models vis-à-vis linear regression splines, and found that the former outperform the latter. This suggests that inference of child growth problems should focus on differences in growth curves based on the regression parameters rather than on direct interpretation of the regression parameters themselves.

While a sizeable literature on modeling child growth data already exists \[[@CR1]--[@CR11]\], it should be recognized that estimation and, more importantly, prediction of subject-specific growth trajectories continues to be a problem under active methodological development and much attention needs to be given to the various choices and refinements to address the wide variety of applications. Our modeling framework adds to the literature in at least three directions. First, we are interested in fitting and predicting both at the population and subject-specific level, whereas previous related papers focus exclusively on population-level parameters \[[@CR6]--[@CR11]\]. In large studies with more than 100 children, estimating the population level parameters is relatively easy and straightforward and there is not a lot of need for modeling the subject-specific deviations. However, subject-specific estimation and predictions is more complicated and requires a higher level of technical detail. Second, cubic regression splines provide a better fit than linear splines to non-linear growth curves when the number of knots is small, as proposed by us and others. This happens because cubic regression splines capture better the non-linear trajectories between knots and are especially well-suited for modeling child growth immediately after birth when both acceleration and velocity are the greatest. Second, cubic regression splines assume that the velocity of growth in children is continuous and smooth whereas linear splines assume that velocity is constant in a small number of intervals, an assumption that is biologically difficult to support. Moreover, growth acceleration is a piecewise linear and continuous function when data are modeled as cubic splines, whereas a linear spline approach assumes that growth acceleration is exactly zero. Our results indicate that, for this growth data set, cubic splines outperforms linear splines when the same number and location of knots is used, and these findings are consistent with previously published work \[[@CR26], [@CR27]\]. In general, we recommend conducting application-specific simulations to assess which model performs better. Third, modeling residuals as a continuous auto-regressive process is a fundamentally important feature of unbalanced data that needs to be taken carefully into account.

Linear mixed-effect models are an advantageous and appropriate statistical method for longitudinal growth in children under 5 years of age. Linear mixed models not only provide information about the population prediction of growth but also give insight on individual patterns of growth through the random component. Our analysis also points to the importance of adequately accounting for autocorrelation of repeated measurements. Inclusion of cubic regression splines when compared to linear splines to model the curvature of growth is supported by our data because more measurements were taken when growth was faster. Also, linear mixed models allow for the analysis of unbalanced data with ease, e.g. subjects with a different number of observations and observations measured at different points in time. From a methodological and logistical perspective, this is an advantage because sometimes it is hard to ensure that subjects do not miss any visits and that they are measured at the exact scheduled time. Linear mixed-effect models can account for some bias because subjects with complete follow up time might differ from subjects lost during the follow up period \[[@CR28]\]. In addition, linear mixed-effect models support several variance--covariance matrices and structure of the residuals, allowing flexibility for various types of data with different levels of clustering, the inclusion of time-varying and time-invariant covariates and an efficient method to account for repeated measurements \[[@CR17], [@CR18]\].

A limitation of linear mixed-effect model approach presented in this paper is that not all the statistical software packages support the generation of variograms for longitudinal data, and may therefore require programming. Our analysis has some additional shortcomings. First, our inferences are based on the analysis of a single dataset. Second, the population under study consisted of a rather homogenous group of children with a high number of height measurements in early childhood. We acknowledge that there may be differences in statistical modeling approaches in study samples that exhibit more heterogeneity and have fewer measurements during early childhood. Third, our analytical approach requires the assumption that growth data are missing at random, in which case mixed effects models are very robust. If outcome data were not missing at random (e.g. the child was sick for a long period of time), then this can lead to larger prediction errors due to subject-specific biases. Finally, we did not include an interaction between sex and age to simplify our illustration of the statistical principles of our analysis; however, this model may not be realistic for human growth or perhaps for other longitudinal outcomes.

In conclusion, we present a stepwise approach to developing longitudinal growth models using linear mixed-effect models that account for random effects and serial autocorrelation with cubic regression splines to capture the non-linear relationship between age and growth in height. As compared to other approaches, this modeling approach is simpler, direct and does not require multiple steps of transformation, analyzing age intervals separately or estimating LMS parameters. The growth velocity model obtained from the derivative eliminates measurement error directly from the growth without the need of assuming negative increments as no growth. Moreover, models based on cubic regression splines outperform those based on linear regression splines, suggesting that inferences should be based on differences in growth curves based on parameters and not on the interpretation of the parameters themselves. Therefore, researchers who seek to model longitudinal child growth in their investigations would benefit from using these steps for mixed modeling in future analyses.
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10.1186/s12982-015-0038-3 Examples of statistical code in R.

CAR(1)

:   continuous autoregression of order 1

OLS

:   ordinary least squares

TPS

:   truncated polynomial spline
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