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Abstract 12 
 13 
This paper proposes a DC microgrid system, comprising multiple locally available renewable energy 14 
sources in an off-grid rural community, based on a commissioned field study carried out in a rural, off-15 
grid village in Nepal, which has solar and wind resource available. Using estimated solar data for the 16 
site’s location, wind data measured locally, household and population data collected over the course of 17 
several months and typical measured domestic demand profiles, DC microgrid system models have 18 
been constructed using HOMER and Simulink software to represent the DC system proposed.    19 
 20 
This work is innovative in using a range of on-site data collected and measured locally in a 21 
commissioned field study carried out over several months to quantify current local resources and loads 22 
and estimating future ones based on the local population’s current economic and domestic activites, 23 
and intended ones.  This data is used in determining both the optimal size of the generation and storage 24 
elements through HOMER based on long term system behaviour, and to model shorter term system 25 
response to changes in generation and load using Simulink, ensuring system stability and grid voltage 26 
is maintained. Further novel aspects of this study are  that power flow is controlled using adaptive DC 27 
droop control on each individual energy source to enable optimal power sharing with minimum power 28 
dissipation across distribution lines, and the droop control has been further adapted to the case of 29 
storage which can act as a source or a load. 30 
 31 
Keywords: DC microgrid, DC non-linear droop control, Solar, Wind 32 
 33 
 34 
1. INTRODUCTION 35 
 36 
Of the 1.2 billion people who do not have access to electricity, nearly 85% are in rural areas [1], and 37 
most of these will require off-grid solutions to achieve the U.N.’s goal of universal energy access by 38 
2030 [2]. For these solutions, renewable generation technologies are often the most appropriate, as 39 
they are sustainable and allow local power generation without any requirement for external energy 40 
supply. Off-grid renewable solutions are normally on an individual household scale, such as the Solar-41 
Home System (SHS), or community scale solutions, where a single resource powers multiple 42 
households such as a micro-hydro scheme. Microgrids have emerged as an opportunity to connect 43 
multiple sources and loads that are in close geographic proximity, and can be either grid-connected or 44 
islanded. 45 
 46 
Both AC- and DC-based microgrids have been investigated [3], with benefits and drawbacks to each 47 
type of system.  AC networks are often implemented, as they replicate the standard electrical 48 
distribution system, with their technology understood, able to change voltage levels simply to transmit 49 
longer distances, and a well-developed supply chain of end-use equipment  However, DC microgrids 50 
have advantages of simpler control with no requirement for synchronisation, and are able to integrate 51 
renewable sources such as photovoltaics and battery storage easier than AC networks, can produce 52 
systems with lower losses due to the ability to dispense with AC-DC power conversion and as such are 53 
being increasingly investigated [4], [5].  Primary control for DC microgrids can be based on droop 54 
mechanisms, where the output voltage of a source reduces as the power demand increases, mimicking 55 
grid attributes [3]. This can be achieved artificially through power electronic interfaces so that power 56 
flow can be balanced autonomously between sources without central control, with further levels of 57 
control added as required [6]. Additional control levels can be included in the grid system, to support 58 
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maintaining voltage and frequency of the grid, coordinating the actions of several generation, storage 59 
and load units within the system [3] [7]. 60 
 61 
There are many different software packages that can be used to evaluate hybridised energy, with the 62 
National Renewable Energy Laboratory’s Hybrid Optimization Model for Electric Renewables (HOMER) 63 
being the most popular for whole energy system analysis [8]. HOMER is a whole energy system 64 
modelling tool, with an economic analyser to optimise and assess the financial viability of a system 65 
design. However, the number of inputs in hybrid system is limited within the software, and it is unable 66 
to model the system at a detailed level to evaluate different control schemes or rapid load changes to 67 
evaluate rapid system response. There are many papers that design microgrid systems using HOMER, 68 
such as [9-11], developing an optimised system design based on local parameters. Studies such as 69 
[12] [13] have used linear programming techniques within Matlab to develop the microgrid model and 70 
evaluate their performance in relation to the dynamic performance, requiring mathematically-derived 71 
models of each individual component within the system. More simply, Matlab’s Simulink has been used 72 
by numerous studies, such as [14] [15] [16], to model control and dynamic performance of microgrid 73 
systems successfully, but without the ability to optimise the system design for overall performance or 74 
economic sustainability. Several studies have used both these two software packages, such as [17-19], 75 
using HOMER to size, optimise and evaluating the overall system performance, whilst using Simulink 76 
to control the system [17], perform a load analysis [18], or understand the complimentary nature of the 77 
different resources on the system [19]. These works however do not combine data collected from off-78 
grid communities collected through social surveys, with system simulation at a low level, and overall 79 
system design optimisation. 80 
 81 
Several studies have considered different control regimes and design rules for off-grid and grid-82 
connected DC microgrids. [20] and [21] review the general themes of microgrid topology, control and 83 
protection systems, comparing AC and DC systems and their relative advantages and drawbacks, 84 
providing pilot study data and information, and concluding that standardisation, cost reduction, and 85 
optimising system management will be key to improving their future market penetration. The 86 
standardisation of control structures for microgrids has been approached by [3], to develop a more 87 
formal hierarchical control structure to allow for integration across multiple platforms. [22] discusses the 88 
design of a hybrid photovoltaic, wind and fuel cell topology that is grid-connected, managing the load 89 
by using standard proportional-integral controllers along with perturb and observe algorithms for 90 
maximum power point tracking. This DC microgrid control feeds onto a fixed bus, and exports all power 91 
onto an AC grid, and so the control involved no supply-demand management on the grid, or storage 92 
control. [23] develops a higher-level control system, using cost as a basis of generation source 93 
scheduling, and utilising a standard linear droop control to implement power sharing between sources.  94 
 95 
This paper proposes and simulates a multi-source modular DC microgrid system in which the sources 96 
interfaced with the DC grid are managed via droop control with intended implementation in village in 97 
Nepal as a specific case study.  The novelty of this work is a through the combination of real energy 98 
source and load data, population and social data with short and long-term energy modelling, to assess 99 
DC system control and proposed capacity to enable a realistic prediction of energy provision.  100 
Specifically, (1) bespoke energy source and demand data has been measured and collected on the 101 
authors’ behalf locally over the course of several months and social surveys carried out to assess site’s 102 
and population’s renewable resources and energy needs. (2) This measured data has informed 103 
simulations, to account for short term (at a scale of minutes and hours) for system specification and 104 
control strategies.  This includes a novel adaptive DC droop control operating on individual energy 105 
sources acting as an energy source or sink, to minimise system transmission losses.  Additionally, (3) 106 
longer term measurements at hourly intervals over a number of months (e.g. local wind measurements 107 
undertaken) have been used in conjunction with measured data on population, questionnaires and 108 
predicted demands, in order to model requirements for capacity and storage over the course of a year.   109 
 110 
Section 2 describes the overall system layout and design; Section 3 details the case study site; Section 111 
4 describes the construction of the model microgrid in Simulink for system parameters and droop 112 
control.  Section 5 presents sizing analyses of the system using HOMER software, presenting and 113 
discussing the results from the case study site and demonstrating the improved site performance. 114 
 115 
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2. DC MICROGRID SYSTEM OVERVIEW 116 
 117 
The DC microgrid architecture applied in this study links together sources, storage and loads in a 118 
common location; the sources, storage and loads can be scattered across the implementation area, as 119 
shown diagrammatically in Figure 1. 120 
 121 
 122 
Fig. 1. Diagram of off-grid distributed DC multi-source, multi-load system. 123 
 124 
As illustrated in Figure 1, it is intended that each source or storage element is connected onto the grid 125 
through a modular power electronic interface comprising maximum power point tracking (MPPT) or 126 
charge control as a first stage and droop control as a second stage.  The droop control stage on each 127 
source or storage element regulates the voltages the voltage of that source to the grid level within the 128 
permissible DC grid voltage range set out in Table 4, by using droop control to manage the power flow 129 
onto the grid. 130 
 131 
Droop control is used to control the power flow of the system without the need for communication 132 
between sources. For DC systems, the converter measures its output power or current and adjusts the 133 
output voltage. This is typically implemented as a linear relationship [3] illustrated in Fig 2 (a); thus, for 134 
sources that are separated by transmission and distribution lines, there is a trade-off between voltage 135 
regulation and power sharing. However, a system was  proposed in [24], which uses a non-linear droop 136 
curve, shown in Fig. 2 (b).  This allows for good power sharing at low and high power, whilst minimising 137 
change in grid voltage. As with a linear droop scheme, a non-linear droop control system can be scaled 138 
dependent on the ratio of available power to maximum power [25]. In this work, the non-linear droop 139 
control applied to sources in [24] has been extended and adapted for use with a storage element. As 140 
shown in Fig. 2 (c), the droop control voltage demand is offset on the horizontal axis to allow an element 141 
that absorbs current to accommodate charging, as well as acting as a current source during discharge. 142 
This allows the storage element to recharge the storage system at times of low system load, and 143 
discharge the battery when there is high demand. As with the wind and solar sources, the droop curve 144 
for storage can be scaled as a proportion of storage state-of-charge, allowing the system to adapt to 145 
instantaneous conditions. 146 
 147 
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(a) (b) 
 
(c) 
 148 
Fig. 2. (a) Linear and (b) non-linear droop control curves for sources, and (c) non-linear droop curve 149 
for storage elements with its mathematical derivation. 150 
 151 
The droop gradient used in linear droop control is defined mathematically by the voltage regulation 152 
boundaries for a system (VNOM and VRATED) and the output power or output current range from the device 153 
or source, as shown in Equation 1 154 
 155 
𝑚 =
𝑉𝑅𝐴𝑇𝐸𝐷 − 𝑉𝑁𝑂𝑀
𝐼𝑅𝐴𝑇𝐸𝐷
 (1) 
 156 
where m is the droop gradient, VNOM is the nominal (maximum) voltage in the system, VRATED is the 157 
rated (minimum) voltage in the system and IRATED is the rated (maximum) output current from the device. 158 
When this altered to a bi-directional system, for energy storage or grid interface, then the rated current 159 
can be either supplied or sunk into the device, so the gradient is half the unidirectional value 160 
 161 
For non-linear droop control, the equations from [24] have been extended in this work to enable a 162 
storage element to act as a current source or sink.  Thus, the revised equation for a reference voltage 163 
based on non-linear droop becomes Eqn (2) where m is the arc constant and α is the arc coefficient 164 
 165 
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𝑉𝑟𝑒𝑓 = 𝑉𝑁𝑂𝑀 − 𝑚(𝐼 + 𝐼𝑅𝐴𝑇𝐸𝐷)
𝛼 (2) 
 166 
The revised arc constant for source and sink non-linear regulation is expressed as in Eqn.(3). 167 
𝑚 =  
𝑉𝑁𝑂𝑀 − 𝑉𝑅𝐴𝑇𝐸𝐷
(2𝐼𝑅𝐴𝑇𝐸𝐷)𝛼
 (3) 
In order to calculate the droop gain (Rd) at any point in the droop curve, this is calculated by taking the 168 
derivative of the reference voltage with respect to current, Eqn (4).  169 
𝑅𝑑 =
𝛿𝑉𝑟𝑒𝑓
𝛿𝐼
= −𝑚𝛼(𝐼 + 𝐼𝑅𝐴𝑇𝐸𝐷)
𝛼−1 (4) 
The droop gain can therefore be expressed in terms of rated current and voltage as in Eqn (5) 170 
𝑅𝑑 =
−𝛼(𝑉𝑁𝑂𝑀 − 𝑉𝑅𝐴𝑇𝐸𝐷)(𝐼 + 𝐼𝑅𝐴𝑇𝐸𝐷)
𝛼−1
(2𝐼𝑅𝐴𝑇𝐸𝐷)𝛼
 (5) 
The equivalent voltage shifting along the axis that can be calculated by intersecting the equivalent droop 171 
line at a specific operating point with the voltage axis equivalent to -IRATED can be expressed as in 172 
Eqn (6)  173 
∆𝑉 =
(𝛼 − 1)(𝑉𝑁𝑂𝑀 − 𝑉𝑅𝐴𝑇𝐸𝐷)(𝐼 + 𝐼𝑅𝐴𝑇𝐸𝐷)
𝛼
(2𝐼𝑅𝐴𝑇𝐸𝐷)𝛼
 (6) 
The revised coefficient for the non-linear source and sink curve is expressed as in Eqn (7) 174 
𝛼 =
2𝑅𝑑𝑚𝑎𝑥𝐼𝑅𝐴𝑇𝐸𝐷
𝑉𝑁𝑂𝑀 − 𝑉𝑅𝐴𝑇𝐸𝐷
 (7) 
These equations derive the curve shown in Figure 2 (c). 175 
 176 
The grid transmission and distribution system is constructed from wires, which can be assumed to be 177 
simple resistances for low voltage cables (up to approximately 1.5 kV). The loads for the DC microgrid 178 
are assumed to connect directly onto the grid and cannot gain any additional electrical power from other 179 
sources. 180 
 181 
3. CASE STUDY SITE: RUKSIBHANJYANG VILLAGE, MITYAL VDC, NEPAL 182 
 183 
3.1 Site Information 184 
 185 
A case study example is used to demonstrate the DC microgrid system described in Section 2. The site 186 
selected is Ruksibhanjyang, Mityal VDC, Palpa, Nepal, which is shown in Fig. 3, where a field study 187 
has been carried out by a Nepalese partner NGO called “People, Energy & Environment Development 188 
Association” (PEEDA) [26] to determine the energy needs of this community. PEEDA have been 189 
operating since 1997 and have considerable experience in assessment and practical implementation 190 
of microgrids [27].  This site was chosen as a case study because it is an off-grid community with scope 191 
for implementing both solar and wind energy sources for a combination of commercial and residential 192 
applications and as such provides an opportunity to investigate the challenges of combining these 193 
sources in a single DC microgrid system. The community aim is generate their own power locally 194 
through renewable sources, so they can control the cost of the system, and will not be subject to the 195 
fuel supply chain which is often disrupted. 196 
 197 
The most pertinent local site details for Ruksibhanjyang village are set out in Table. 1. The field study 198 
assessed both the existing and potential expansion of off-grid supply sources, and provided background 199 
information to assist in assessing the future demand and installation requirements for a microgrid in this 200 
area.  Specifically, the predictions of local energy needs are based on data and local population 201 
questionnaires and local resource (wind) data collected locally by PEEDA over the course of several 202 
months.  The population numbers are based on headcounts carried out in Ruksibhanjyang village.   The 203 
energy requirements reflect those domestic and economic activities currently carried out by the case 204 
study community plus those would be carried out if their energy needs were met. In its site report [26] 205 
PEEDA has recommended the installation of a hybrid wind and solar system (Table 1) with a similar 206 
percentage mix of sources similar to the successful microgrid installation in December 2011 in Dhaubadi 207 
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village in the Nawalparasi district of Nepal.  In Dhaubadi, two 5 kW wind turbines together with 2 kW of 208 
solar power were installed to meet the village’s electricity demand of 43.6 kWh per day [26].  PEEDA 209 
have recommended a slightly larger renewable installation in the case of Ruksibhanjyang. 210 
 211 
PEEDA’s study of Ruksibhanjyang was conducted in 2016, the only renewable energy supply was a 212 
solar power system installed on the school and connected to 54 surrounding households. It should be 213 
noted that no specific storage system or size was recommended as part of PEEDA’s field study, but 214 
appropriate storage will be required to match the demand throughout the day, which is investigated 215 
further in Section 4. 216 
 217 
 218 
 219 
 220 
Fig. 3. Ruksibhanjyang, Mityal VDC, Palpa, Nepal (Map [28], Satellite Imagery [29]). 221 
 222 
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Table 1 – Summary of Information from Field Study Site in Nepal 223 
 224 
 Value 
Site name Ruksibhanjyang, Mityal VDC, Palpa, Nepal 
Co-ordinates 27°46’ N 83°55’E 
Elevation above sea level 957 metres 
No. of households (population) 54 (300) 
Available renewable energy sources Solar, wind 
Currently installed renewable power 
Average Solar Home System 39 W (min 10 W, 
max. 180W), 2.4 kW solar system on school 
Currently installed non-renewable power 
Commercial - Rice mill diesel engine 7.4 kW  
Domestic – wood, liquid petroleum gas (LPG) 
Domestic power demand (daily average) 6.61 kW average (summer), 3.91 kW (winter) 
Domestic energy demand per day 58.53kWh (summer), 30.05kWh (winter) 
Current total commercial energy demand per 
day 
86.6kWh (rice mill, water pump, office equipment) 
Current municipal services demand 2kW for health posts, police station 
New renewable installations recommended by 
PEEDA to meet current demand following initial 
site study 
Three 5kW wind turbines (total 15 kW), solar panels 
to aggregate of 5 kW solar 
 225 
3.2 Modelling Demand over 24 hours 226 
 227 
The field study has provided estimates of the composite domestic, commercial and municipal energy 228 
demand per day (Table. 1).  However, the instantaneous power demand will follow an irregular pattern 229 
over the course of a day. 230 
 231 
3.2.1 Domestic Instantaneous Power Demand 232 
 233 
Figure 4 shows a rural domestic consumption pattern over a 24-hour period in October, based on 234 
measured data from Bhanbhane, Gulmi, Nepal in 2012 [30]. As it exhibits typical Nepalese rural 235 
domestic consumption patterns over a day, it has been adapted for use in modelling the rural load 236 
considered in this work. The measured power over the course of a day on one household in Bhanbhane 237 
gave rise to a total energy consumption of 0.39 kWh; this has been normalised to 1 kWh energy 238 
consumption over the course of 24 hours as shown in Figure 4.  It can then be scaled to reflect the 239 
domestic energy demands set out in Table 1.    240 
 241 
 242 
 243 
Fig. 4. Measured rural domestic power consumption pattern in Nepal over 24-hour period (normalised 244 
to 1 kWh). 245 
 246 
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3.2.2 Commercial and Municipal Power Demand 247 
 248 
The commercial and municipal power consumption is more predictable than domestic over the course 249 
of 24 hours and is shown in Figure 5. The commercial load is comprised of a water pump, rice mill, and 250 
office requirements (photocopy machine and printer). The municipal load comprises office lighting and 251 
equipment requirements for a health post, police station, co-operative, VDC office and forestry office. 252 
The separate and combined commercial and municipal power load over the course of 24 hours is also 253 
shown in Figure 5. 254 
  255 
 256 
 257 
Fig. 5. Commercial and municipal power consumption requirements in Mityal over 24 hours. 258 
 259 
3.3 Modelling Solar Power 260 
 261 
The solar panel modelling technique used is taken from [31], with the photovoltaic panels assumed to 262 
be Solarland photovoltaic panels [32], which are currently available in Nepal. The pertinent details for 263 
the typical panels are set out in Table 2, which shows they operate with consistent open circuit and 264 
rated voltages, with only the rated output current varying as the power output increases. 265 
 266 
Table 2 – Solarland photovoltaic panel details [32] 267 
 268 
PV Panel Property Properties 
STC Rating 20 W 70 W 90 W 140 W 
Voltage @ Pmax (Vmp) 17.2 V 17.2 V 17.2 V 17.2 V 
Open Circuit Voltage (Voc) 21.6 V 21.6 V 21.6 V 21.6 V 
Current at Pmax (Imp) 1.16 A 4.07 A 5.23 A 8.14 A 
 269 
Using site GPS co-ordinates, daily averaged solar data from NASA [33] is used. The site provides an 270 
average insolation energy of 5.22 kWh/m²/day over the course of a year, increasing in June to 5.8 271 
kWh/m²/day. Assuming no cloud cover or shading, the insolation power varies diurnally [34], shown in 272 
Figure 7, reaching a maximum of 1,012 W/m². This is then used as an input to the solar panel models 273 
for analysis over the course of a day. 274 
 275 
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 276 
 277 
Fig. 6. Diurnal cycle of insolation at Mityal (27 º latitude) in June. 278 
 279 
Photovoltaic panel performance is also temperature dependent, and therefore temperature is an input 280 
for the solar panel model. There is no locally recorded temperature information, so an average 281 
temperature based on the site location [35] has been used, which is 28.1 ˚C in June. 282 
 283 
3.4 Modelling Wind Power 284 
 285 
Wind data was recorded at the site every 10 minutes, and averaged every 2 hours, over a period of 9 286 
months at 20, 30 and 40m by the Alternative Energy Promotion Centre (APEC), Nepal [26], as shown 287 
in Figure 8. This averaged wind speed data is combined with gust modelling, using a small Gaussian 288 
distributed random signal with a mean of 0 m/s and a variance of 3 m/s, to determine the wind speed. 289 
The wind turbine model used in the Simulink simulation is a 1.5 kW turbine model typical of community 290 
scale wind turbines in Nepal and used by the authors in previous work [36]. 291 
 292 
 293 
Fig. 7. Wind speeds measured by AEPC at Ruksibhanjyang. 294 
 295 
3.5 System Layout 296 
 297 
From the details in given in [26], the Ruksibhanjyang DC microgrid system layout is shown in Figure 9. 298 
 299 
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 300 
Fig.8. Ruksibhanjyang DC microgrid layout. 301 
 302 
During the initial field study, suitable solar power, wind turbine and powerhouse locations were 303 
identified, as shown in Figure 3. The distance between the wind turbine and solar panel and the power 304 
house, where the solar and wind resource connection points are, is estimated to be 28.3 m and 14.2 m 305 
respectively. It is assumed that the storage is located at the powerhouse site. The approximate distance 306 
of the transmission line running between the power house site and the village captured during the field 307 
visit and was measured to be 1.4 km. Within Ruksibhanjyang village the total distribution wire length 308 
was measured to be 1 km. For simplicity, the composite village demand has been modelled as two 309 
separate loads, each with cabling to them of 0.5 km. The transmission and distribution distances are 310 
illustrated as resistances in Fig. 8. Using standard 100 mm² Aluminium Conductor Steel Reinforced 311 
(ACSR) lines have been selected for the transmission and distribution lines [26], which will have a 312 
resistance of 0.30 Ω/km [37] this gives the line resistance values in Table 3. 313 
 314 
Table 3 – Line resistance values in DC microgrid 315 
 316 
Line Number Linking Locations Distance (m) Resistance (m) 
1 Solar PV – Powerhouse 28 8 
2 Powerhouse – Industrial/Municipal Load 1900 570 
3 Wind Turbine – Powerhouse 14 4 
4 Powerhouse – Domestic Load 1900 570 
5 Storage – Powerhouse 0 0 
 317 
 318 
3.6 Droop Control Parameters 319 
 320 
The droop curves shown in Figure 3 are used in this simulation, with Vnom = 420 V and Vrated = 400 V. 321 
The maximum current, Irated is dependent on the power available to the source, or the state of charge of 322 
the storage system, and is scaled as described in Section 2 and [25]. 323 
 324 
The maximum output power from solar panels is approximately proportional to the product of their power 325 
rating and insolation, ignoring temperature effects and will therefore vary. Accordingly, the maximum 326 
power available from the solar panel, based on the rated panel power at standard conditions and the 327 
insolation, is fed forward into the droop controller. This sets the value of the maximum current I rated for 328 
droop control at minimum voltage Vrated. 329 
 330 
For the wind turbine, the output power is directly proportional to the cube of the wind speed. As the 331 
rated power of the wind turbine at rated speed of 10 m/s is 15 kW, the droop control permits the output 332 
voltage to range from its nominal 420 V down to a minimum of 400 V at full output power. Therefore, 333 
Irated for the wind turbine droop control is 39.47 A at 10 m/s wind speed. 334 
 335 
11 
 
Two different model types have been developed in this work.  Section 4 models the system electrical 336 
parameters and demonstrates droop control over a short term basis of up to 24 hours using Matlab and 337 
Simulink.  Section 5 investigates system capacity over the course of a year using HOMER.   338 
 339 
4. ELECTRICAL PARAMETERS AND DROOP CONTROL SIMULATION RESULTS  340 
 341 
In order to assess the electrical parameters of the system and the efficacy of DC droop control in light 342 
of variations over time in solar, wind and loads over the course of a 24 hour period, power systems 343 
modelling must be carried out.  This has been done in Matlab/Simulink as explained in the following 344 
sections.   345 
 346 
4.1 Creation of the DC Microgrid Model in Simulink 347 
 348 
A summary of the key model parameters are shown in Table 4. 349 
 350 
Table 4 – Summary of Power Sources, Loads and DC Network Simulation Parameters 351 
 352 
Simulated Network Characteristics Details 
Wind turbine 15 kW rated 
25 x 200 W solar panels  Aggregate solar power 5 kW 
DC distributed network  400 V rated +/- 5% at source 
System voltage drop ≤ 10% 
Domestic load (Max. Demand) 58.5 kWh in 1 day (4.3 kW) 
Commercial load (Max. Demand) 86.6 kWh in 1 day (11 kW) 
Municipal load (Max. Demand) 12.0 kWh in 1 day (2 kW) 
 353 
The scaled profile varying domestic demand over the course of a day, shown in Figure 4 was used as 354 
an input to the load model in Simulink. Based on a given power consumption profile and measured grid 355 
voltage, a signal could be generated to control a controlled current source emulating a load, as shown 356 
in Figure 9. 357 
 358 
 359 
 360 
Fig. 9. Simulating 24-hour domestic load with scaled variable power consumption in Simulink using a 361 
voltage controlled current source 362 
 363 
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The composite municipal and industrial load is modelled in Simulink as a second load using the same 364 
technique as the domestic load. 365 
 366 
The following sections will demonstrate the operation of the linear and non-linear adaptive droop control 367 
described in Section 2, then simulate different microgrid arrangements without and with storage. 368 
 369 
4.2 Adaptive Droop Control Demonstration 370 
 371 
To demonstrate the source-power adaptive droop control, a simple simulation is conducted, using a DC 372 
source with variable input power that utilises both the linear and non-linear adaptive droop control 373 
described in Section 2. With a single source, and droop control parameters previously given in Section 374 
3.6, the load current is varied between 20 and 40 amps, and at 2 seconds, the maximum output power 375 
for the source reduces by half. The source output voltage and current are shown in Figure 10. 376 
 377 
  
(a) (b) 
 378 
Fig. 10. (a) Linear and (b) Non-linear adaptive droop control demonstration with changing load 379 
demand and source maximum output current. 380 
 381 
Figure 10 shows that as the current demand increases from 20 to 40 A, the voltage in the linear control 382 
droops from 416 V to 412 V, whereas the voltage in the non-linear control droops from 419.2 V to 383 
416.8 V. Then, as the source output power drops by half after 1 second, both the linear and non-linear 384 
controlled source voltage droops further to 404 V. Finally, when the current demand reduces to 20 A, 385 
the linear controlled voltage increases to 412 V, whilst the non-linear controlled version increases to 386 
413 V. 387 
 388 
From this, we can see that the non-linear droop control is able to better regulate the output source 389 
voltage at the nominal grid voltage, drooping less than the linear control, especially at low voltages. 390 
This reduces the need to trade-off power sharing and voltage regulation in this system. This simulation 391 
has therefore demonstrated that the droop control is able to change the source output voltage 392 
dependent on measured output current and source power. 393 
 394 
4.3 DC Microgrid with Storage 395 
 396 
A DC microgrid simulation is created to replicate Ruksibhanjyang’s layout, with the generation and load 397 
sources described in Section 3, using the linear and non-linear droop control demonstrated in Section 398 
4.2 above. The simulation is run using the residential and combined industrial and municipal loads 399 
Figures 4 and 5, assuming insolation and wind speed from Figures 6 and 7. It is assumed that the 400 
storage can output a maximum aggregate current of 100 A at 400 V, through a power electronic 401 
interface. Figure 11 (a) shows the variation of supply and load currents and voltages over a 24 hour 402 
period, with Figure 11 (b) showing the change in battery charge over the same period using linear droop 403 
control. Similar results are obtained for non-linear control. 404 
 405 
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(a) 
 
(b) 
 406 
Fig. 11. (a) DC microgrid simulation outputs for voltage and current using linear droop control over a 407 
24 hour period. (b) Battery state of charge change over a 24 hour period. 408 
(PV/Wind/Batt – from PV, wind turbine or battery, Load – total load values, I – current, Vgrid – grid 409 
voltage at power house) 410 
 411 
Figure 11 shows that at the beginning of the day, there is an excess in generation so the storage in the 412 
system will charge, hence the negative current in the battery. As the load increases at 5.30 am, the PV 413 
and wind generation is not enough to support the load, therefore the battery feeds power into the grid, 414 
exporting current into the grid. As the load changes throughout the day, the battery charges and 415 
discharges.  At the end of the 24 hour period, the battery is approximately 80% charged, assuming the 416 
system started at 100%. Therefore, the generation is not able to completely support the load, and will 417 
require additional generation capacity. 418 
 419 
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Therefore, we have demonstrated that both linear and non-linear droop control can operate to allow DC 420 
sources to supply varying loads under varying source conditions across a day. However, the initial 421 
generation source capacity is inadequate to support the time varying load. The insolation, wind speed 422 
and load will change over time, whether seasonally or as electrical usage increases over time; therefore 423 
a more detailed analysis is required to design the most appropriate size of generation sources and 424 
storage capacity to supply the load. 425 
 426 
5. HOMER ANALYSIS AND OPTIMISATION OF SYSTEM CAPACITY 427 
 428 
The HOMER model is useful in specifying the system capacity requirements for different system 429 
permutations for input parameters such as a wind and solar data and demand profiles. 430 
To assess the ability of the proposed renewable energy installation to meet combined domestic 431 
municipal and commercial loads in Ruksibhanjyang, Mityal VDC , the source, storage and load 432 
requirements have been modelled over the course of one year using HOMER [38] microgrid design 433 
software in order to assess the minimum system capacity to meet the village’s load requirements.   434 
 435 
5.1 Wind Power Modelling in HOMER 436 
 437 
To model the 5 kW wind turbines specified for future installation (Table 1.); a generic wind turbine model 438 
was used, rather than modelling one from a specific manufacturer.  Within HOMER’s optimisation 439 
parameters, 5kW DC wind turbine models were chosen.  The power curve of the turbine, assuming a 440 
fixed pitch, stall regulated system, is shown in Figure 12. 441 
   442 
 443 
 444 
Fig. 12. Power curve for a generic 5 kW wind turbine used in the HOMER model  445 
 446 
Average monthly wind inputs were used in the HOMER model.  These were based on taking an 447 
average of the hourly wind measurements at the height of 20m shown in Figure 7 set out in the 448 
PEEDA site report [26] and is shown in Figure 13. 449 
 450 
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 451 
 452 
Fig. 13. Average monthly wind input to HOMER model based on hourly measurements taken by 453 
APEC in Ruksibhanjyang at a height of 20m. 454 
 455 
5.2 Solar Power Modelling in HOMER 456 
 457 
The solar input data for the purposes of modelling in HOMER was provided based on in-built NASA 458 
models based on the location and altitude of Ruksibhanjyang specified in Table 1 is shown in Figure 14. 459 
 460 
 461 
 462 
Fig. 14. Solar data from NASA employed in HOMER model based on location and altitude data for 463 
Ruksibhanjyang set out in Table 1.  464 
 465 
5.3 Load Modelling in HOMER 466 
 467 
Two separate loads have been modelled in HOMER; a domestic load and a combined 468 
municipal/commercial load.  In HOMER, the domestic load has been modelled to be the same every 469 
day all year round, using the load figures for summer from Table 1 rather than winter to provide a ‘worst 470 
case’ analysis.  The domestic load modelled on an hourly basis in HOMER is shown as a bar graph in 471 
Figure 15 and is based on a scaled profile shown in Figure 4.   472 
 473 
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 474 
 475 
Fig. 15. Daily total domestic load over a year for Ruksibhanjyang based on worst case summer load 476 
requirements from Table 1. 477 
 478 
The hourly combined municipal and commercial load was modelled in HOMER as shown in Figure 16 479 
which is based on Figure 5. The combined commercial and municipal load is assumed constant day to 480 
day throughout the year. 481 
 482 
 483 
 484 
Fig. 16. Daily combined commercial and municipal load over a year for Ruksibhanjyang based on site 485 
data [26] set out in Table 1. 486 
 487 
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5.4 Storage Modelling in HOMER 488 
 489 
The sizing of battery storage has not explicitly been specified in the PEEDA [26] study for the 490 
Ruksibhanjyang site.  However, for the purposes of modelling in HOMER, strings of 34 Vision 491 
CP12240D 12 V batteries have been chosen to provide storage at a nominal 408 V DC to reflect the 492 
specified bus voltage.  The capacity of these batteries is each 0.288 kWh and they will thus provide 493 
9.792 kWh of energy storage per string.  Assuming the composite domestic, commercial and municipal 494 
energy requirement is approximately 145 kWh per day; this is equivalent to the energy stored in 15 495 
strings each of 34 batteries in length (510 batteries).   496 
 497 
5.5 Capacity of PEEDA installation recommendations to meet annual energy demand 498 
 499 
The initial PEEDA site study [26], based on estimated total daily energy requirements for 500 
Ruksibhanjyang, recommended that 5 kW solar and 15 kW of wind capacity be installed in the village 501 
to meet annual demand.   502 
 503 
The HOMER model has initially been set up to verify whether the recommended 5 kW solar and 15 kW 504 
wind capacity suggested in the PEEDA report was capable of providing the full required capacity over 505 
the course of a year, when combined with various storage capacity options during the optimisation.  The 506 
PEEDA report’s initial assumptions on power produced by sources and consumed by loads is set out 507 
in Table 1.   508 
 509 
Running the HOMER model for the search space for 5 kW solar, 15 kW wind and incrementally larger 510 
storage capacity resulted in an optimal result within those constraints of a shortfall in annual capacity 511 
of 44%.  This optimal result with a 44% shortfall requires the installation of 4080 batteries (8 days’ worth 512 
of storage).  Increasing the storage beyond this did not improve the shortfall in capacity.   513 
 514 
The shortfall in capacity identified in HOMER arises for several reasons.  First, the HOMER model 515 
assumes that 100% of Ruksibhanjyang’s energy requirement will be met using renewable sources and 516 
that the currently installed 7.4 kW rice mill diesel engine referred to in Table 1 will be replaced by 517 
renewable power.  Second, the PEEDA report compiled initially did not consider the typical daily profile 518 
of loads shown in Figure 16 and 17, but estimated total daily energy requirements.  Third, the domestic 519 
load modelled in HOMER has been taken to be the higher summer load requirement in order to produce 520 
a more conservative model; PEEDA’s modelling assumed a reduction in domestic energy consumption 521 
in winter (see Table 1).   522 
 523 
5.6 Combinations of Solar, Wind and Storage which collectively meet demand over the course 524 
of a year 525 
 526 
The HOMER model was therefore adapted to increase the available wind and solar to combinations 527 
greater than those recommended by PEEDA [26].  This was to find the minimum combination of wind, 528 
solar and storage which will meet Ruksibhanjyan’s minimum annual energy requirements.  The possible 529 
minimum combinations of solar, wind and storage which meet the total energy requirements of 530 
Ruksibhanjyang over the course of a year are shown in Table 5.  As part of this work, analysis has not 531 
been carried out of the relative financial costs of these options in terms of initial installation, ongoing 532 
maintenance and replacement costs.  As a result, six viable options which meet capacity requirements 533 
are presented.   534 
 535 
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Table 5 –Minimum energy source and storage combinations to meet required energy capacity over 536 
the course of a year 537 
 538 
Resource Type Viable Combinations providing minimum capacity 
Wind (5kW 
turbines) 
3 6 3 3 4 3 
Solar (kW) 25 20 20 23 21 21 
CP12240D 12 V 
Battery (number) 
1020 1020 1530 850 850 1020 
Battery storage 
capacity (kWh) 
293.76 293.76 440.64 244.8 244.8 293.76 
 539 
6. DISCUSSION 540 
 541 
Using the results from the HOMER analysis in Table 5, a further simulation can be run in Simulink to 542 
show the first potential solution of generation sources, 15 kW of wind turbines, 25 kWp of solar PV 543 
panels and 294 kWh of battery storage. The current measurements from the simulation are shown in 544 
Figure 17 (a), with the battery state of charge shown in Figure 17 (b). 545 
 546 
 
(a) 
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(b) 
 547 
Fig. 17. (a) Current measurements from simulation of proposed RuksiBhanjyang DC microgrid with 548 
generation able to support year-round load. (b) Normalised battery state-of-charge variation over an 549 
example 24 hour period. 550 
(PV/Wind/Batt – from PV, wind turbine or battery, Load – total load values, I – current) 551 
 552 
As can be seen from Figure 17, the generation sources can still supply the load, with the battery able 553 
to recharge itself during the day to return to its original state of charge. With the 5-fold increase in PV 554 
generation capacity, this is able to provide more power during the daytime, allowing the battery to 555 
charge during the day, before it discharges during the evening demand peaks. There is also sufficient 556 
headroom for the system, to allow for load growth. 557 
 558 
This microgrid system also demonstrates the expandable, incrementally affordable nature that can be 559 
achieved through microgrids. As the load grows, additional generation and storage elements can be 560 
added to the system, which is made easier by utilising a distributed control system such as droop control 561 
as it requires no knowledge of the system layout, only local measurements of current and voltage. 562 
Therefore, if the cost for the required generation or storage to support the full load is not initially 563 
available, an initial system can be installed with part-load capacity, and tighter load controls to ensure 564 
the microgrid is not overloaded. Then, after some time when additional capital is available, which could 565 
potentially be generated from supplying loads from the microgrid system, the full-load capacity of the 566 
system can be installed. 567 
 568 
7. CONCLUSIONS 569 
 570 
This paper has presented a DC microgrid system, interfacing renewable sources using a power 571 
electronic interface with droop functions.  A case study site in Ruksibhanjyang village, Mityal, Nepal is 572 
simulated to demonstrate the performance of the system to variable generation and loads. HOMER is 573 
used to examine the storage requirements for the insolation, wind and load profiles at Ruksibhanjyang, 574 
Mityal for different combinations of solar and wind generating capacities, showing that the solar and 575 
wind system capacity needs to be scaled-up from the initial estimates from PEEDA based on daily 576 
energy consumption, to meet the year-round power requirements.  577 
 578 
Although numerous previous studies have investigated the use of HOMER and similar software for 579 
initial design sizing of hybrid renewable energy systems, the novel aspect of this study is the application 580 
of subsequent Simulink analyses to illustrate autonomous power sharing between the specified wind 581 
and solar sources.  This sharing has been carried out through droop control (adapted to include 582 
elements which act as a source or sink) and operates in response to changing parameters over the 583 
course of a day such as loads and insolation. Storage is included in the daily simulation, demonstrating 584 
the benefit of storage in the system, but the requirements of adequate generation to ensure the daily 585 
draw on the battery does not exceed the recharging capabilities. Recommendations for further work 586 
20 
 
include developing a hardware in the loop test facility to further investigate system sizing and grid control 587 
issues and demand side management. The socio-economic aspects of provision of a new grid have not 588 
been examined, therefore appropriate future work would be the examination of socio-economic delivery 589 
mechanisms for expandable microgrid technologies and exploring the economic pay-off between 590 
generation and storage capacity costs. 591 
 592 
Acknowledgements 593 
The funding of this research has been provided by a UK EPSRC Global Challenges Project Institutional 594 
Sponsorship Grant. 595 
 596 
References 597 
 598 
[1] International Energy Agency, “World Energy Outlook”, Organisation for Economic Co-operation 599 
and Development, London, 2016. 600 
[2] United Nations, “UN Sustainable Development Goals”, Available from 601 
https://sustainabledevelopment.un.org/”. 602 
[3] J. M. Guerrero, “Hierarchical Control of Droop-Controlled AC and DC Microgrids 2014; A 603 
General Approach Toward Standardization,” IEEE Transactions on Industrial Electronics., 604 
vol. 58, pp. 158–172, 2011. 605 
[4] J. Choi, H. Jeong, J. Choi, D. Won, S. Ahn, S. Moon “Voltage Control Scheme with Distributed 606 
Generation and Grid Connected Converter in a DC Microgrid”, Energies, vol. 7, pp. 6477-6491, 607 
2014. 608 
[5] Los Alamos National Laboratory ,“DC Microgrids Scoping Study—Estimate of Technical and 609 
Economic Benefits”, Los Alamos, 2015.  610 
[6] J. C. Vasquez, R. A. Mastromauro, J. M. Guerrero, M. Liserre, “Voltage Support Provided by a 611 
Droop-Controlled Multifunctional Inverter”, IEEE Transactions on Industrial Electronics, vol. 56, 612 
pp. 4510–4519, 2009. 613 
[7] G. Prinsloo, A. Mammoli, R. Dobson, “Customer domain supply and load coordination: A case 614 
for smart villages and transactive control in rural off-grid microgrids”, Energy, vol. 135, pp. 430-615 
441, 2017. 616 
[8] S. Sinha, S. S. Chandel, “Review of software tools for hybrid renewable energy systems”, 617 
Renewable and Sustainable Energy Reviews, vol. 32, pp. 192-205, 2014. 618 
[9] B. U. Kasara, B. R. Parekh, “Modelling and simulation of distributed generation system using 619 
HOMER software”, in Proc. Int. Conf. Recent Advancements in Electrical, Electronics and 620 
Control Engineering, Sivakasi, 2011. 621 
[10] R. Sen, S. C. Bhattacharyya, “Off-grid electricity generation with renewable energy 622 
technologies in India: An application of HOMER”, Renewable Energy, vol. 62, pp. 388-398. 623 
[11] R. Nazir, H. D. Laksono, E. P. Waldi, E. Ekaputra, P. Coveria, “Renewable Energy Sources 624 
Optimization: A Micro-Grid Model Design”, Energy Procedia, vol. 52, pp. 316-327, 2014. 625 
[12] D. Quiggin S. Cornell, M. Tierney, R. Buswell, “A simulation and optimisation study: Towards a 626 
decentralised microgrid, using real world fluctuation data”, Energy, vol. 41, pp. 549-559, 2012. 627 
[13] A. C. Luna, N. L. Diaz, M. Graells, J. C. Vasquez, J. M. Guerrero, “Mixed-Integer-Linear-628 
Programming-Based Energy Management System for Hybrid PV-Wind-Battery Microgrids: 629 
Modeling, Design, and Experimental Verification”, IEEE Transactions on Power Electronics, vol. 630 
32, pp. 2769-2783, 2017. 631 
[14] K. Yu, Q. Ai, S. Wang, J. Ni, T. Lv, “Analysis and Optimization of Droop Controller for Microgrid 632 
System Based on Small-Signal Dynamic Model”, IEEE Transactions on Smart Grid, vol. 7, pp. 633 
695-705, 2016. 634 
[15] J. A. P. Lopes, C. L. Moreira, A. G. Madureira, “Defining control strategies for MicroGrids 635 
islanded operation”, IEEE Transactions on Power Systems, vol. 21, pp. 916-924, 2006. 636 
[16] T. C. Ou, C. M. Hong, “Dynamic operation and control of microgrid hybrid power systems”, 637 
Energy, vol. 66, pp. 314-323, 2014. 638 
[17] A. Panda, S. Choudhury, D. Chatterjee, “Microgrid Based Hybrid Energy Co-operative for Grid-639 
Isolated Remote Rural Village Power Supply for East Coast Zone of India”, IEEE Transactions 640 
on Sustainable Energy, vol. 9, pp. 1375-1383, 2018. 641 
[18] P. Banerjee, K. Pandey, D. Mathur, “Designing and simulation of standalone micro grid for rural 642 
area using renewable energy resources”, in Proc. India International Conference on Power 643 
Electronics, Patiala, 2016. 644 
[19] M. D. A Al-Falahi et al, “Sizing and modeling of a standalone hybrid renewable energy system”, 645 
in Proc. IEEE Annual Southern Power Electronics Conference, Auckland, 2016. 646 
21 
 
[20] J. J. Justo, F. Mwasilu, J. Lee, J. Jung, “AC-microgrids versus DC-microgrids with distributed 647 
energy resources: A review”, Renewable and Sustainable Energy Reviews, vol. 24., pp. 387-648 
405, 2013. 649 
[21] M. H. Nehrir, C. Wang, K. Strunz, H. Aki, R. Ramakumar, J. Bing, Z. Miao, Z. Salameh, “A 650 
Review of Hybrid Renewable/Alternative Energy Systems for Electric Power Generation: 651 
Configurations, Control, and Applications”, IEEE Transactions on Sustainable Energy, vol. 2, 652 
pp. 392-403, 2011. 653 
[22] E. Kablac, “An islanded hybrid microgrid design with decentralized DC and AC subgrid 654 
controllers”, Energy, vol. 153, pp185-199, 2018. 655 
[23] R. Asad, A. Kazemi, “A novel distributed optimal power sharing method for radial dc microgrids 656 
with different distributed energy sources”, Energy, vol. 72, pp. 291-299, 2014. 657 
[24] A. Khorsandi, M. Ashourloo, H. Mokhtari, “An adaptive droop control method for low voltage DC 658 
microgrids,” in Proc. Power Electronics,Drive System,And Technologies Conference, Tehran, 659 
2014. 660 
[25] S. J. Williamson, A. Griffo, B. H. Stark, J. D. Booker, “A controller for single-phase parallel 661 
inverters in a variable head pico-hydropower off-grid network,” Sustainable Energy, Grids and 662 
Networks, vol. 5, pp 114–124, 2016. 663 
[26] T. Chand and B. Gautam, “PEEDA Field Study Report in Mityal, Ruksibhanjyang, Palpa district, 664 
Nepal, December 2016,” People, Energy & Environment Development Association, 665 
Kathmandu. 666 
[27] PEEDA website – PEEDA’s previous projects, Available from: 667 
http://peeda.net/activities/previous-projects/ [Accessed 07/05/2018] 668 
[28] United Nations, Palpa Map, Available from: 669 
http://www.un.org.np/maps/nepal-palpa-district-map-constituency-boundary 670 
[Accessed 07/05/2018]. 671 
[29] Satellite Imagery – Google Maps/CNES/Airbus, Available from:  672 
https://www.google.co.uk/maps/@27.7694666,83.919764,639m/data=!3m1!1e3, 673 
[Accessed 07/05/2018]. 674 
[30] S. J. Williamson, “Modular and Scalable Low-Head Pico-Hydro Generation for Off-Grid 675 
Networks (PhD Thesis),” University of Bristol, 2014. 676 
[31] J. Kitson, S. J. Williamson, P. Harper, C. M. McMahon, G. Rosenberg, M. Tierney, K. Bell, “A 677 
photovoltaic panel modelling method for flexible implementation in Matlab/Simulink using 678 
datasheet quantities”, in Proc. IEEE International Symposium on Industrial Electronics, 679 
Edinburgh, 2017. 680 
[32] Solarland PV panels, Available from: https://www.solarlandusa.com/standard.html 681 
[Accessed 07/05/2018]. 682 
[33] National Aeronautics and Space Administration, NASA Atmospheric Science Data Center, 683 
Available from https://eosweb.larc.nasa.gov, [Accessed 07/05/2018]. 684 
[34] Colorado State University, Sunshine on a Perfectly Cloudless Day, Available from: 685 
http://biocycle.atmos.colostate.edu/shiny/solar/ http://biocycle.atmos.colostate.edu/shiny/solar/ 686 
[35] World Bank, World Bank Climate Change Portal – Nepal, Available from: 687 
http://sdwebx.worldbank.org/climateportal/index.cfm?page=country_historical_climate&ThisCC688 
ode=NPL [Accessed 07/05/2018]. 689 
[36] N. Kishor and J. Fraile-Ardanuy, Modeling and Dynamic Behaviour of Hydropower Plants, 690 
Chapter 11 (Williamson et al), IET, 2017. 691 
[37] World Bank, Mini Grid Design Manual, ESMAP, Washington DC, 2000. 692 
[38] National Renewable Energy Laboratory, HOMER website, Available from: 693 
http://www.homerenergy.com/ [Accessed 07/05/2018]. 694 
