Abstract. A set of vertices S resolves a connected graph G if every vertex is uniquely determined by its vector of distances to the vertices in S. The metric dimension of G is the minimum cardinality of a resolving set of G. Let G β,D be the set of graphs with metric dimension β and diameter D. It is well-known that the minimum order of a graph in G β,D is exactly β + D. The first contribution of this paper is to characterise the graphs in G β,D with order β + D for all values of β and D. Such a characterisation was previously only known for D ≤ 2 or β ≤ 1. The second contribution is to determine the maximum order of a graph in G β,D for all values of D and β. Only a weak upper bound was previously known.
Introduction
Let G be a connected graph 1 are denoted by V (G) and E(G). For vertices v, w ∈ V (G), we write v ∼ w if vw ∈ E(G), and v ∼ w if vw ∈ E(G). For S ⊆ V (G), let G [S] be the subgraph of G induced by S. That is, V (G [S] 
) = S and E(G[S]) = {vw ∈ E(G) : v ∈ S, w ∈ S}). For S ⊆ V (G), let G \ S be the graph G[V (G) \ S].
For v ∈ V (G), let G \ v be the graph G \ {v}. Suppose that G is connected. The distance between vertices v, w ∈ V (G), denoted by distG(v, w), is the length (that is, the number of edges) in a shortest path between v and w in G. The eccentricity of a vertex v in G is eccG(v) := max{distG(v, w) : w ∈ V (G)}. We drop the subscript G from these notations if the graph G is clear from the context. The diameter of G is diam(G) := max{dist(v, w) : v, w ∈ V (G)} = max{ecc(v) : v ∈ V (G)}. For integers a ≤ b, let [a, b] := {a, a + 1, . . . , b}.
2 It will be convenient to also use the following definitions for a connected graph G. A vertex x ∈ V (G)
resolves a set of vertices T ⊆ V (G) if x resolves every pair of distinct vertices in T . A set of vertices S ⊆ V (G) resolves a set of vertices T ⊆ V (G) if for every pair of distinct vertices v, w ∈ T , there exists a vertex x ∈ S that resolves v, w.
vertices in S.
A resolving set S of G with the minimum cardinality is a metric basis of G, and |S| is the metric dimension of G, denoted by β(G).
Resolving sets in general graphs were first defined by Slater [28] and Harary and Melter [15] . Resolving sets have since been widely investigated [2, 3, 4, 5, 6, 7, 9, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27, 29, 31, 32, 33] , and arise in diverse areas including coin weighing problems [10, 14, 16, 18, 30] , network discovery and verification [1] , robot navigation [17, 27] , connected joins in graphs [26] , the Djoković-Winkler relation [3] , and strategies for the Mastermind game [8, 11, 12, 13, 16] .
For positive integers β and D, let G β,D be the class of connected graphs with metric dimension β and diameter D. Consider the following two extremal questions:
• What is the minimum order of a graph in G β,D ?
• What is the maximum order of a graph in G β,D ?
The first question was independently answered by Yushmanov [33] , Khuller et al. [17] , and Chartrand et al. [5] , who proved that the minimum order of a graph in G β,D is β + D (see Lemma 2.2) . Thus it is natural to consider the following problem:
• Characterise the graphs in G β,D with order β + D.
Such a characterisation is simple for β = 1. In particular, Khuller et al. [17] and Chartrand et al. [5] independently proved that paths P n (with n ≥ 2 vertices) are the only graphs with metric dimension 1. Thus G 1,D = {P D+1 }.
The characterisation is again simple at the other extreme with D = 1. In particular, Chartrand et al. [5] proved that the complete graph K n (with n ≥ 1 vertices) is the only graph with metric dimension n − 1 (see Proposition 2.12). Thus G β,1 = {K β+1 }.
Chartrand et al. [5] studied the case D = 2, and obtained a non-trivial characterisation of graphs in G β,2 with order β + 2 (see Proposition 2.13).
The first contribution of this paper is to characterise the graphs in G β,D with order β + D for all values of β ≥ 1 and D ≥ 3, thus completing the characterisation for all values of D. This result is stated and proved in Section 2.
We then study the second question above: What is the maximum order of a graph in G β,D ? Previously, only a weak upper bound was known. In particular, Khuller et al. [17] and Chartrand et al. [5] independently proved that every graph in G β,D has at most D β + β vertices. This bound is tight only for D ≤ 3 or β = 1.
Our second contribution is to determine the (exact) maximum order of a graph in G β,D for all values of D and β. This result is stated and proved in Section 3.
Graphs with Minimum Order
In this section we characterise the graphs in G β,D with minimum order. We start with an elementary lemma. Proof. First we prove that every graph G ∈ G β,D has order at least β + D.
It remains to construct a graph G ∈ G β,D with order β + D. Let G be the 'broom' tree obtained by adding β leaves adjacent to one endpoint of the path on D vertices. Observe that |V (G)| = β + D and G has diameter D. It follows from Slater's formula [28] for the metric dimension of a tree 3 that the β leaves adjacent to one endpoint of the path are a metric basis of G. Proof. Suppose on the contrary some pair of vertices v, w ∈ T are adjacent twins, and some pair of vertices x, y ∈ T are adjacent twins. If v, x are adjacent twins then {v, x, y} contradict Lemma 2.5. Otherwise v, x are non-adjacent twins, in which case {v, w, x} contradict Lemma 2.5.
Proof. Let u, v, w be distinct vertices in T . By Corollary 2.4, there is a metric basis W of G such that u, v ∈ W . Since u has a twin in
. Then W ′ ∪ {u} is a resolving set in G of cardinality less than |W |, which contradicts the fact that W is a resolving set of minimum cardinality.
Note that it is necessary to assume that |T | ≥ 3 in Lemma 2.8. For example, {x, z} is a twin-set of the 3-vertex path P 3 = (x, y, z), but β(P 3 ) = β(P 3 \ x) = 1. 
The next lemma implies that this definition is independent of the choice of representatives. Proof. Suppose on the contrary that some vertex in v * is adjacent to some vertex in w * , and some vertex in v * is not adjacent to some vertex in w * . Then y ∼ x ∼ z for some vertices x ∈ v * and y, z ∈ w * . Thus y, z are not twins, which is the desired contradiction.
Each vertex v * of G * is a maximal twin-set of G. By Lemma 2.7, G[v * ] is a complete graph if the vertices of v * are adjacent twins, or G[v * ] is a null graph if the vertices of v * are non-adjacent twins. So it makes sense to consider the following types of vertices in G * . We say that v * ∈ V (G * ) is of type:
where N r is the null graph with r vertices and no edges.
A vertex of G * is of type (1K) if it is of type (1) Observe that the graph G is uniquely determined by G * , and the type and cardinality of each vertex of G * . In particular, if v * is adjacent to w * in G * , then every vertex in v * is adjacent to every vertex in w * in G.
We now show that the diameters of G and G * are closely related.
Proof. If v, w are adjacent twins in G, then dist G (v, w) = 1 and v * = w * . If v, w are nonadjacent twins in G, then (since G has no isolated vertices) dist G (v, w) = 2 and v * = w * . If v, w are not twins, then there is a shortest path between v and w that contains no pair of twins (otherwise there is a shorter path); thus
Note that graphs with diam(G * ) < diam(G) include the complete multipartite graphs. Theorem 2.14 below characterizes the graphs in G β,D for D ≥ 3 in terms of the twin graph. Chartrand et al. [5] characterized 5 the graphs in G β,D for D ≤ 2. For consistency 5 To be more precise, Chartrand et al. [5] characterised the graphs with β(G) = n − 2. By Lemma 2.2, if
with Theorem 2.14, we describe the characterisation by Chartrand et al. [5] in terms of the twin graph.
Proposition 2.12 ([5]).
The following are equivalent for a connected graph G with n vertices:
• the twin graph G * has one vertex, which is of type (1K).
Proposition 2.13 ([5]).
The following are equivalent for a connected graph G with n ≥ 3 vertices:
with at least one vertex of type (N ), or -G * ∼ = P 3 with one leaf of type (1), the other leaf of type (1K), and the degree-2 vertex of type (1K).
To describe our characterisation we introduce the following notation. Let P D+1 = (u 0 , u 1 , . . . , u D ) be a path of length D. As illustrated in Figure 1 (a), for k ∈ [3, D − 1] let P D+1,k be the graph obtained from P D+1 by adding one vertex adjacent to u k−1 . As illustrated in Figure 1 
,k be the graph obtained from P D+1 by adding one vertex adjacent to u k−1 and u k . (1) G * ∼ = P D+1 and one of the following cases hold (see Figure 2 ): 
, and every other vertex is type (1); see Figure 3 .
, the three vertices in the cycle are of type (1K), and every other vertex is of type (1); see Figure 4 . Figure 3 . The case of G * ∼ = P D+1,k in Theorem 2.14.
2.3. Proof of Necessity. Throughout this section, G is a graph of order n, diameter D ≥ 3, and metric dimension β(G) = n − D. Let G * be the twin graph of G. Proof. Let u 0 and u D be vertices at distance D in G. As illustrated in Figure 5 , let (u 0 , u 1 , . . . , u D ) be a shortest path between u 0 and u D . Suppose on the contrary that both Figure 4 . The case of G * ∼ = P ′ D+1,k in Theorem 2.14.
u 0 and u D have twins. Let x be a twin of u 0 and y be a twin of u D . We claim that {x, y}
, and thus x ∼ u i (since x, u 0 are twins). For the rest of the proof, fix a vertex u 0 of eccentricity D in G with no twin, which exists by Lemma 2.15. Thus u * 0 = {u 0 } and ecc G * (u * 0 ) = ecc G (u 0 ) = D, which is also the diameter of G * by Lemma 2.11. As illustrated in Figure 6 , for each i ∈ [0, D], let
Note that the last equality is true because u 0 has no twin and dist 
Every pair of vertices in S are resolved by u 0 , except for u and w which are resolved by v. Thus {u 0 , v} resolves S. By Lemma 2.1,
This contradiction proves the first claim, which immediately implies the second claim.
Proof. First we prove (a). Every vertex in A 1 is adjacent to u 0 , which is the only vertex in A 0 . Thus (a) is true for k = 1. Now assume that k ≥ 2. Suppose on the contrary that v ∼ w for some v ∈ A k−1 and w ∈ A k . There exists a vertex u ∈ A k−1 adjacent to w. As illustrated in Figure 8 , if w = u k then {u 0 , w} resolves ({u 1 , . . . , u D } \ {u k−1 }) ∪ {u, v}.
As illustrated in Figure 9 , if w = u k then v = u k−1 and there exists a vertex z = u k in A k , implying {u 0 , u k } resolves ({u 1 , . . . , u D } \ {u k }) ∪ {v, z}. In both cases, Lemma 2.1 6 In Figures 7-22 , a solid line connects adjacent vertices, a dashed line connects non-adjacent vertices, and a coil connects vertices that may or may not be adjacent.
implies that β(G) ≤ n − D − 1. This contradiction proves (a), which immediately implies (b). Proof. As illustrated in Figure 10 , suppose on the contrary that |A i | ≥ 2 and
. Thus u j resolves ({u 0 , . . . , u D } \ {u j }) ∪ {y}, except for the following pairs:
• y, u j−1 and y, u j+1 if dist(y, u j ) = 1; and • y, u j−2 and y, u j+2 if dist(y, u j ) = 2.
We claim that x resolves each of these pairs. By Lemma 2.17, there is a shortest path between x and u j−1 that passes through u j−2 . Let r := dist(x, u j−2 ). Thus dist(x, u j−1 ) = r+1, dist(x, y) = r+2, dist(x, u j+1 ) = r+3, and dist(x, u j+2 ) = r+4. Thus x resolves every pair of vertices in {u j−2 , u j−1 , y, u j+1 , u j+2 }. It remains to prove that x resolves u j−h , u j+h
In each case dist(x, u j−h ) < dist(x, u j+h ). Thus x resolves u j−h , u j+h .
Hence {u j , x} resolves ({u 0 , . . . , u D } \ {u j }) ∪ {y}. By Lemma 2.1, β(G) ≤ n − D − 1 which is the desired contradiction. 
Lemma 2.21. For each
Proof. Suppose that |A k | ≥ 2. If |A k−1 | = 1 then |A * k−1 | = 1 as desired. Now assume that |A k−1 | ≥ 2. Thus A k−1 is a twin-set by Lemma 2.20, implying |A * k−1 | = 1. Now suppose that |A k | = 1. If |A k−1 | = 1 then |A * k−1 | = 1 and we are done. So assume that |A k−1 | ≥ 2. By Lemma 2.20, the set of vertices in A k−1 that are adjacent to the unique vertex in A k is a maximal twin-set, and the set of vertices in A k−1 that are not adjacent to the unique vertex in A k is a maximal twin-set (if it is not empty). Therefore |A . Now suppose that k ≤ D − 2 but |A k+2 | ≥ 2. As illustrated in Figure 11 , let x = u k+2 be a vertex in A k+2 . Let y = u k be a vertex in A k , such that y, u k are not twins, that is, y ∼ u k+1 . By Lemma 2.17, u k−1 ∼ y and u k+1 ∼ x. Thus {x, u 0 } resolves {u 1 , . . . , u D , y}. By Lemma 2.1, β(G) ≤ n − D − 1, which is a contradiction. Hence |A k+2 | = 1, implying |A * k+2 | = 1. Figure 11 . {x, u 0 } resolves {u 1 , . . . , u D , y} in Lemma 2.23.
We now prove that the structure of the graph G * is as claimed in Theorem 2.14.
Proof. By Lemma 2.22 each set A * k contains at most two vertices of G * . Lemmas 2.19, 2.18 and 2.23 imply that |A * k | = 2 for at most one
It remains to prove that in this case k = 2.
Suppose on the contrary that G * ∼ = P D+1,k and k = 2. Thus |A * 2 | = 2. Say A * 2 = {u * 2 , w * }, where u * 2 ∼ w * . By Lemma 2.23, |A * 3 | = 1. Thus A * 3 = {u * 3 }. Since u * 2 ∼ u * 3 , by Lemma 2.20, w * ∼ u * 3 . Thus u * 1 is the only neighbour of w * . Hence every vertex in w * is a twin of u 0 , which contradicts the fact that u 0 has no twin. Thus k = 2 if G * ∼ = P D+1,k . Lemma 2.27. Suppose that G * ∼ = P D+1 and for some k ∈ [2, D − 1], the vertices u * k−1 and u * k+1 of G * are both not of type (1) . Then u * k−1 and u * k+1 are both of type (N ).
Proof. Let x and y be twins of u k−1 and u k+1 respectively. Suppose on the contrary that one of u * k−1 and u * k+1 is of type (K). Without loss of generality u * k−1 is of type (K), as illustrated in Figure 13 . Thus u k−1 ∼ x. We claim that {x, y} resolves {u 0 , u 1 , . . . , u D }.
Observe that x resolves every pair of vertices of {u 0 , u 1 , . . . , u D } except for: Hence {x, y} resolves {u 0 , u 1 , . . . , u D }. Thus Lemma 2.1 implies β(G) ≤ n − D − 1, which is the desired contradiction. Hence u * k−1 and u * k+1 are both of type (N ). Figure 13 . {x, y} resolves {u 0 , . . . , u D } in Lemma 2.27.
Corollary 2.25 and Lemmas 2.26 and 2.27 prove the necessity of the conditions in Theorem 2.14 when (1) except, possibly u * k−2 and u * k−1 . Suppose that u * k−2 is of type (K), as illustrated in Figure 14 . Let x be a twin of u k−2 . Then x ∼ u k−1 . We claim that {x, w} resolves {u 0 , u 1 , . . . , u D }.
Observe that x resolves every pair of vertices in {u 0 , u 1 , . . . , u D } except for: Thus {x, w} resolves {u 0 , u 1 , . . . , u D }. Hence Lemma 2.1 implies that β(G) ≤ n − D − 1, which is the desired contradiction. Figure 14 . {x, w} resolves {u 0 , . . . , u D } in Lemma 2.28.
, u * k and w * are type (1K), and every other vertex is type (1).
Proof. Since u * k ∼ w * , Lemma 2.16 implies that u * k and w * are type (1K). By Lemmas 2.18 and 2.23, the remaining vertices are type (1) except possibly u * k−2 and u * k−1 .
Suppose on the contrary that u * k−2 is type (K) or (N ), as illustrated in Figure 15 . Let x be a twin of u k−2 . We claim that {x, w} resolves {u 0 , u 1 , . . . , u D }. Observe that w resolves every pair of vertices in {u 0 , u 1 , . . . , u D }, except for pairs
These pairs are all resolved by x since d(x, u k+j ) = j + 2 and
Thus {x, w} resolves {u 0 , u 1 , . . . , u D }. Suppose on the contrary that u * k−1 is type (N ), as illustrated in Figure 16 . Let y be a twin of u k−1 . We claim that {y, w} resolves {u 0 , u 1 , . . . , u D }. Observe that w resolves every pair of vertices in {u 0 , u 1 , . . . , u D }, except for pairs
These pairs are all resolved by y since d(y, u k+j ) = j + 1 and
Thus {y, w} resolves {u 0 , u 1 , . . . , u D }. Figure 16 . {y, w} resolves {u 0 , u 1 , . . . , u D } in Lemma 2.29.
By Lemma 2.1, in each case β(G) ≤ n − D − 1, which is the desired contradiction.
Observe that Lemmas 2.28 and 2.29 imply the necessity of the conditions in Theorem 2.14 when G * ∼ = P D+1,k or G * ∼ = P ′ D+1,k . This completes the proof of the necessity of the conditions in Theorem 2.14.
2.4. Proof of Sufficiency. Let G be a graph with n vertices and diam(G) ≥ 3. Let T be a twin-set of cardinality r ≥ 3 in G. Let G ′ be the graph obtained from G by deleting all but two of the vertices in T . As in Lemma 2.11, diam(G ′ ) = diam(G). Say G ′ has order n ′ . Then by Corollary 2.9, β(G ′ ) = β(G) − (r − 2). Since n ′ = n − (r − 2), we have that β(G) = n − D if and only if β(G ′ ) = n ′ − D. Thus it suffices to prove the sufficiency in Theorem 2.14 for graphs G whose maximal twin-sets have at most two vertices. We assume in the remainder of this section that every twin-set in G has at most two vertices.
Suppose that the twin graph G * of G is one of the graphs stated in Theorem 2.14. We need to prove that β(G) = n−D. Since β(G) ≤ n−D by Lemma 2.2, it suffices to prove that every subset of n−D−1 vertices of G is not a resolving set. By Corollary 2.4, every resolving set contains at least one vertex in each twin-set of cardinality 2. Observe also that, since α(G * ) is the number of vertices of G * not of type (1), we have that
We now prove that for each subcase stated in Theorem 2.14 every set of n − D − 1 = n − |V (G * )| = α(G * ) vertices of G does not resolve G. Suppose on the contrary that W is a resolving set of G of cardinality α(G * ).
Case 1(a). α(G * ) ≤ 1: We need at least one vertex to resolve a graph G of order n ≥ 2. So α(G * ) = 1. Thus G is not a path, but Khuller et al. [17] and Chartrand et al. [5] independently proved that every graph with metric dimension 1 is a path, which is a contradiction.
Case 1(b)(i). α(G * ) = 2, and u * k , u * k+1 are not of type (1) for some k ∈ [1, D − 2]: As illustrated in Figure 17 , consider vertices x = u k in u * k , and y = u k+1 in u * k+1 . By Corollary 2.4, we may assume that W = {x, y}.
Suppose that u * k is type (N ). Then x ∼ u k , implying dist(x, u k ) = dist(x, u k+2 ) = 2 and dist(y, u k ) = dist(y, u k+2 ) = 1. Thus neither x nor y resolve u k , u k+2 .
Suppose that u * k+1 is type (N ). Then y ∼ u k+1 , implying dist(x, u k−1 ) = dist(x, u k+1 ) = 1 and dist(y, u k−1 ) = dist(y, u k+1 ) = 2. Thus neither x nor y resolve u k−1 , u k+1 .
Suppose that u * k and u * k+1 are both type (K). Then x ∼ u k and y ∼ u k+1 , implying dist(x, u k ) = dist(x, u k+1 ) = 1 and dist(y, u k ) = dist(y, u k+1 ) = 1. Thus neither x nor y resolve u k , u k+1 .
In each case we have a contradiction. Case 1(b)(ii). α(G * ) = 2, u * D−1 is not type (1) , and u * D is not type (1): As illustrated in Figure 18 Figure 18 . In Case 1(b)(ii).
Case 1(c). α(G * ) = 2 and u * k−1 is type (N ), and u * k+1 is type (N ) for some k ∈ [2, D − 1]: As illustrated in Figure 19 , consider x = u k−1 in u * k−1 and y = u k+1 in u * k+1 . By Corollary 2.4, we may assume that W = {x, y}. Since x ∼ u k−1 and y ∼ u k+1 , we have dist(x, u k−1 ) = dist(x, u k+1 ) = 2 and dist(y, u k−1 ) = dist(y, u k+1 ) = 2. Thus neither x nor y resolve u k−1 , u k+1 , which is a contradiction. Figure 19 . {x, y} does not resolve u k−1 , u k+1 in Case 1(c).
, and u * k+1 is type (N ) for some k ∈ [2, D−1]: As illustrated in Figure 20 , consider x = u k−1 in u * k−1 , y = u k in u * k , and z = u k+1 in u * k+1 . By Corollary 2.4, we may assume that that W = {x, y, z}. Now x ∼ u k−1 and z ∼ u k+1 . Thus dist(x, u k−1 ) = dist(x, u k+1 ) = 2, dist(y, u k−1 ) = dist(y, u k+1 ) = 1, and dist(z, u k−1 ) = dist(z, u k+1 ) = 2. Thus {x, y, z} does not resolve u k−1 , u k+1 , which is a contradiction.
Case 2. G * ∼ = P D+1,k for some k ∈ [3, D − 1]: Thus G * is path (u * 0 , u * 1 , . . . , u * D ) plus one vertex w * adjacent to u * k−1 . As illustrated in Figure 21 , suppose that every vertex of Figure 20 . {x, y, z} does not resolve u k−1 , u k+1 in Case 1(d).
is of type (1), except for u * k−2 , u * k and w * which are type (1N ), and u * k−1 which is of any type. In this case n − D − 1 = α(G * ) + 1. Consequently, it suffices to prove that α(G * ) + 1 vertices do not resolve G. Suppose there is a resolving set W in G of cardinality α(G * ) + 1. By Corollary 2.4, we can assume that W contains the α(G * ) twins of u k−2 , u k−1 , u k and w (if they exist), and another vertex of G. Let x k−2 , x k−1 , x k and y respectively be twin vertices of u k−2 , u k−1 , u k and w (if they exist). Then x k−2 ∼ u k−2 , x k ∼ u k , and y ∼ w. Thus the distance from x k−2 (respectively x k−1 , x k , y) to any vertex of u k−2 , u k , w is 2 (respectively 1, 2, 2). Hence any set of twins of vertices in {u k−2 , u k−1 , u k , w} (if they exist) does not resolve
. . , u * D ) plus one vertex w * adjacent to u * k−1 and u * k . As illustrated in Figure 22 , suppose that every vertex of G * is type (1) except for u * k−1 , u * k , and w * which are of type (1K). In this case, n − D − 1 = α(G * ) + 1. Consequently, it suffices to prove that α(G * ) + 1 vertices do not resolve G. Suppose there is a resolving set W in G of cardinality α(G * ) + 1. By Corollary 2.4, we may assume that W contains exactly the α(G * ) twin vertices of u k−1 , u k and w (if they exist), and another vertex of G. Let x k−1 , x k , and y respectively be twins of u k−1 , u k and w (if they exist). Hence x k−1 ∼ u k−1 , x k ∼ u k and y ∼ w. Consequently, u k−1 , u k and w are at distance 1 from x k , x k+1 and y. Thus any set of twins of vertices in
then u i does not resolve u k−1 , w; and w does not resolve u k−1 , u k . Thus α(G * ) + 1 vertices do not resolve G. Figure 22 . {x k−1 , x k , y} does not resolve {u k−1 , u k , w} in Case 3.
Graphs with Maximum Order
In this section we determine the maximum order of a graph in G β,D .
Theorem 3.1. For all integers D ≥ 2 and β ≥ 1, the maximum order of a connected graph with diameter D and metric dimension β is
First we prove the upper bound in Theorem 3.1.
Consider two vertices x, y ∈ N i (v). There is a path from x to v of length i, and there is a path from y to v of length i. Thus dist(x, y) ≤ 2i. Hence for each vertex u ∈ S, the difference between dist(u, x) and dist(u, y) is at most 2i. Thus the distance vector of x with respect to S has an i in the coordinate corresponding to v, and in each other coordinate, there are at most 2i + 1 possible values. Therefore
Consider a vertex x ∈ V (G) that is not in To prove the lower bound in Theorem 3.1 we construct a graph G ∈ G β,D with as many vertices as in Equation (2 Proof. Observe that each coordinate of each vertex in Q is at least A, and each vertex in P has some coordinate less than A. Thus Q ∩ P = ∅. Each vertex in P j (j = i) has an i-coordinate at least B − r ≥ B − (A − 1) = ⌊D/3⌋ + 1, and each vertex in P i has an i-coordinate of r ≤ A − 1 < ⌊D/3⌋ + 1. Thus P i ∩ P j = ∅ whenever i = j. Each vertex in P i,r has an i-coordinate of r. Thus P i,r ∩ P i,s = ∅ whenever r = s. Thus Proof. The following observations are an immediate consequence of the definition of z(x, y), where h, k ∈ Z and j ∈ [1, β]:
Lemma 3.6 implies that the metric coordinates of a vertex x ∈ V (G) with respect to S are its coordinates as elements of Z β . Therefore S resolves G. Thus G has metric dimension at most |S| = β.
If the metric dimension of G was less than β, then by Lemma 3.2, 
which is a contradiction. Thus G has metric dimension β, and G ∈ G β,D . This completes the proof of Theorem 3.1.
