Abstract. We prove a tight upper bound on the independence polynomial (and total number of independent sets) of cubic graphs of girth at least 5. The bound is achieved by unions of the Heawood graph, the point/line incidence graph of the Fano plane.
Independent sets in regular graphs
A classic theorem of Kahn [10] states that a union of n/2d copies of the complete d-regular bipartite graph (K d,d ) has the most independent sets of all d-regular bipartite graphs on n vertices. Zhao [13] extended this to all d-regular graphs. A result of Galvin and Tetali [8] for bipartite graphs combined with Zhao's result shows that maximality of K d,d holds at the level of the independence polynomial,
where I(G) is the set of all independent sets of G.
Theorem 1 (Kahn, Galvin-Tetali, Zhao [10, 8, 13] ). For every d-regular graph G and all λ > 0, 1
The result on the number of independent sets in a regular graph is recovered by taking λ = 1 and noting that the independence polynomial is multiplicative over taking disjoint unions of graphs.
The function P G (λ) is also known as the partition function (the normalizing constant) of the hard-core model from statistical physics. The hard-core model is a probability distribution over the independent sets of a graph G, parametrized by a positive real number λ, the fugacity. The distribution is given by:
The derivative of 1 |V (G)| log P G (λ) has a nice probabilistic interpretation: it is the occupancy fraction, α G (λ), the expected fraction of vertices of G in the random independent set drawn from the hard-core model:
Davies, Jenssen, Perkins and Roberts recently gave a strengthening of Theorem 1, showing that (2) holds at the level of the occupancy fraction.
Theorem 2 (Davies, Jenssen, Perkins, Roberts [5] ). For every d-regular graph G and all λ > 0,
Theorem 1 can be recovered from Theorem 2 by noting that log P G (0) = 0 for all G, and then integrating α G (t) t from 0 to λ. Now K d,d contains many copies of the 4-cycle, C 4 , as subgraphs (in fact the highest possible C 4 density of a d-regular triangle-free graph). Heuristically we might imagine that having many short even cycles increases the independent set density, while having odd cycles decreases it. So what happens if we forbid 4-cycles?
Similarly, Cutler and Radcliffe [3] show that 1 |V (G)| log P G (λ) is minimized over all d-regular graphs by a union of copies of K d+1 , the complete graph on d + 1 vertices. But K d+1 has (many) triangles. So what happens if we forbid triangles? Question 1.
• Which d-regular graphs of girth at least 4 have the fewest independent sets? • Which d-regular graphs of girth at least 5 have the most independent sets? • More generally, for g even, which d-regular graphs of girth at least g have the fewest independent sets, and for g odd, which d-regular graphs of girth at least g have the most independent sets?
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Here we answer the first two questions for the class of cubic (3-regular) graphs: the triangle-free cubic graphs with the fewest independent sets are copies of the Petersen graph P 5,2 , and the cubic graphs of girth at least 5 with the most independent sets are copies of the Heawood graph H 3, 6 .
Notably, in all of the cases that we know (K d+1 , K d,d , the cycles C n , and the Petersen and Heawood graphs), the optimizing graph is a Moore graph. It is natural to consider the maximization problem for graphs of girth at least an odd integer g and the minimization problem for graphs of girth at least an even integer g as we expect short even cycles to encourage more independent sets and short odd cycles to suppress independent sets, and thus the solution to the maximization problem for even g will be the same as the solution of the maximization problem for g − 1, and likewise for minimization. This intuition is borne out in all of the above examples. Moore graphs do not exist for every pair d, g. But we conjecture that if such a Moore graph exists, then it is extremal for the scaled number of independent sets in a d-regular graph of girth at least g − 1 (and of course extremal for graphs of girth at least g as well). Conjecture 1. Suppose g is odd and there exists a (d, g)-Moore graph, G * d,g . Then for every d-regular graph G of girth at least g − 1, 1
Suppose g is even and there exists a
1.1. The Petersen graph. The Petersen graph, P 5,2 , has 10 vertices, is 3-regular and vertex-transitive, has girth 5 and is a (3, 5)-Moore graph (see Figure 1 ). Its independence polynomial is
and its occupancy fraction is
Our first result provides a tight lower bound on the occupancy fraction of triangle-free cubic graphs for every λ ∈ (0, 1]: Theorem 3. For any triangle-free, cubic graph G, and for every λ ∈ (0, 1],
with equality if and only if G is a union of copies of P 5,2 .
By integrating
from λ = 0 to 1 we obtain the corresponding counting result:
Corollary 4. For any triangle-free, cubic graph G, and any λ ∈ (0, 1], 1
and in particular,
The inequality of course holds for λ = 0 but we do not have uniqueness, as P G (0) = 1 for all G.
Recently, Cutler and Radcliffe [4] proved a lower bound on the occupancy fraction of triangle-free cubic graphs that gave and Radcliffe also conjectured that for every cubic triangle-free graph G on n vertices and for every λ > 0 1 n log P G (λ) ≥ min 1 10 log P P 5,2 (λ), 1 14 log P P 7,2 (λ) , where P 7,2 is the (7,2)-Generalized Petersen graph (see Figure 2 ). Theorem 3 proves this conjecture for λ ∈ (0, 1].
Figure 2
(7,2)-Generalized Petersen P 7,2
1.2. The Heawood graph. The Heawood graph, H 3,6 , has 14 vertices, is 3-regular and vertex-transitive, has girth 6, and is a (3, 6)-Moore graph (see Figure 1 ). It can be constructed as the point-line incidence graph of the Fano plane. Its independence polynomial is
Our second result provides a tight upper bound on the occupancy fraction of cubic graphs with girth at least 5:
Theorem 5. For any cubic graph G of girth at least 5, and for every λ > 0,
with equality if and only if G is a union of copies of H 3, 6 .
And by integrating α G (t) t from t = 0 to λ we obtain the corresponding counting results.
Corollary 6. For any cubic graph G of girth at least 5, and for every λ > 0, 1
Note that Theorem 5 applies to all positive λ, while Theorem 3 requires λ ∈ (0, 1]. Some bound on the interval for which P 5,2 minimizes the occupancy fraction is necessary: for large λ, P 7,2 has a smaller occupancy fraction, and in fact in the limit as λ → ∞, it is minimal: Staton [11] proved the independence ratio of any triangle-free cubic graph is at least 5/14 and this is achieved by P 7,2 .
Corollaries 4 and 6 answer the 3-regular case of a question of Zhao [14] and confirm his conjecture in these cases that minimum and maximum normalized number of independent sets under local constraints are attained by finite graphs.
We prove Theorems 3 and 5 by introducing several local constraints that the hard-core model induces on any 3-regular graph of a given girth. We then relax the optimization problem to the set of all probability distributions on local configurations that satisfy these constraints and solve the relaxation using linear programming.
We begin in Section 2 with an overview of the method that we use to prove Theorems 3 and 5.
In Section 3 we prove Theorem 5 under the additional assumption that G has girth at least 6. This illustrates the method and introduces the type of local constraints we will use in the other proofs. In Section 4 we extend the proof to all graphs of girth at least 5 by introducing new variables into our maximization problem. In Section 5 we prove Theorem 3 by switching from maximization to minimization and by introducing further variables corresponding to graphs containing 4-cycles. Nonetheless, the constraints remain unchanged from those in Sections 3 and 4.
We conclude in Section 6 with some further questions on the number of independent sets and graph homomorphisms in regular graphs with girth constraints.
On the method and related work
The method we use is an extension of the method used in [5] to prove Theorem 2 and the analogous theorem for random matchings in regular graphs. At a high level, the method works as follows. To bound the occupancy fraction of the hard-core model on a graph G, we consider the experiment of drawing an independent set I from the hard-core model, then independently choosing a vertex v uniformly from the graph. We then record a local view of both G and I from the perspective of v. The depth-t local view from v includes both the information of the graph structure of the depth-t neighborhood of v as well as the boundary conditions the independent set I induces on this neighborhood (that is, which vertices at the boundary are blocked from being in the independent set by some external vertex). In [5] , the local view considered was of the first neighborhood of v, with each neighbor labeled according to whether or not it had an occupied neighbor among the second neighbors of v.
In this paper, we extend the local view to include the first and second neighborhood of v. We call a realization of the local view a configuration. The probabilistic experiment of drawing I and v at random induces a probability distribution on the set of all possible configurations. Not all probability distributions over the configuration set are attainable by graphs; certain consistency conditions must hold. For instance, here we use the fact that the probability that v has t occupied neighbors in this experiment must equal the probability that a random neighbor u of v has t occupied neighbors. Such consistency conditions serve as constraints in an optimization problem in which the variables are the individual probabilities of each possible configuration.
The art in applying the method is choosing the right local view and which consistency conditions to impose. Enriching the local view as we have done here adds power to the optimization program, but comes at the cost of increasing the complexity of the resulting linear program. As an example, compare the upper bound on the independence polynomial in d-regular trianglefree graphs [5] with the lower bound for 3-regular triangle-free graphs given by Theorem 3: the proof of the first is short and elementary, while the proof of the second requires (at least in this iteration) a large mass of calculations given in the appendix and in the ancillary files.
This suggests several directions for further inquiry into this method.
(1) Is there a general theory of which problems can be solved using this method and is there an underlying principle that indicates which distributions and graphs are extremal? (2) Can the proof procedure be efficiently automated, in a way that given the definition of the local view, the allowed configurations, and the objective function, a computer outputs a bound along with a proof certificate? (3) Is there a more analytic and less computational analysis of the linear programs than the proofs we give here?
The method has to this point been used for upper and lower bounds on independent sets and matchings in regular graphs [5, 6, 4] , as well as the Widom-Rowlinson model [2] , another statistical physics model with hard constraints. In [7] , the method is applied to models with soft constraints, namely the Ising and Potts models on regular graphs, which in the 'zerotemperature limit' yield extremal bounds on the number of q-colorings of cubic graphs. See the survey of Zhao [14] for more on extremal problems for regular graphs.
3. Proof of Theorem 5 for girth at least 6 Let G be a 3-regular graph of girth at least 6. Since G has girth greater than 5, every vertex v ∈ V (G) has 6 distinct second neighbors, and its second neighbors form an independent set.
Draw an independent set I ∈ I(G) from the hard-core distribution on G with fugacity λ > 0. We say that a vertex is occupied if it is in I. Pick a vertex v uniformly at random from V (G). We say that a vertex u of the second neighborhood of v is externally uncovered if none of its neighbors at distance 3 from v are in I. Order the neighbors of v arbitrarily, u 1 , u 2 , u 3 . Describe the local view of v with respect to I by C = (c 1 , c 2 , c 3 ) with c i being the number of externally uncovered second neighbors joined to u i . Let
be the set of all possible configurations C that can arise from cubic graphs of girth at least 6. As the functions that appear in the optimization problem below do not depend on the ordering of the c i 's we can restrict ourselves to multisets; that is, the configuration (1, 1, 2) is equivalent (2, 1, 1). We abuse notation and let C refer to the vector (c 1 , c 2 , c 3 ) as well as the graph formed by the configuration: v joined to its three neighbors u 1 , u 2 , u 3 , each joined to c 1 , c 2 , c 3 second neighbors of v respectively. Consider the following quantities,
Here, Z − (C) is the partition function of C restricted to independent sets with v unoccupied; Z + is the same restricted to v occupied, and Z(C) is the total partition function of C. We reserve the letter P for a partition function of a full cubic graph, as in P H 3, 6 , and use Z for the partition function of configuration. Then the probability that v is occupied given configuration C is
Observe that the occupancy fraction of G can be written as
where Pr[C] is the probability that the configuration C is observed when I ∈ I(G) is chosen according to the hard-core model and v is chosen uniformly at random. Given the choice of v, let u be a vertex chosen uniformly at random from the neighbors of v. We can write down formulae for the conditional probabilities that either v or u has a given the number of occupied neighbors. Let
(1 + λ)
Proof. Here we show how to obtain the expressions for γ v 2 (C) and γ u 2 (C); the others follow similarly. For γ v 2 (C) we need to select a vertex u i in the neighborhood of v that will not be included in I, and insist that the two other neighbors of v are in I. Given this choice, we may additionally include any subset of the externally uncovered neighbors of u i (different from v), contributing the factor (1 + λ) c i . The term λ 2 accounts for the contribution of u j with j = i. It follows that
For γ u 2 (C) we need to distinguish between the case where v is occupied and the case where it is unoccupied. Let us assume first that v is occupied, then it contributes with a factor of λ, and accounts for 1 of the two required occupied neighbors of u. Select a vertex u = u i in the neighborhood of v uniformly at random. Since v ∈ I, we need to include exactly one of its externally uncovered neighbors, contributing a factor of c i λ. The neighbors u j with j = i cannot be included in I since v is occupied, thus we can include any subset of their externally uncovered neighbors, contributing with a factor of
. The probability that u has 2 occupied neighbors and that v is occupied is
The probability that u has 2 occupied neighbors and that v is unoccupied can be computed in a similar way, giving that
Now we can form the following linear program with decision variables p(C) with C ∈ C 6 corresponding to Pr[C]:
The dual program with decision variables Λ p , Λ 0 , Λ 1 , Λ 2 is:
To show that α G (λ) ≤ α H 3,6 (λ) for all cubic G of girth at least 6, we need to show that α max (λ) ≤ α H 3,6 (λ) (the reverse inequality is immediate since the distribution induced by H 3,6 is a feasible solution). To prove this using linear programming duality, it is enough to find a feasible solution to the dual program with Λ p = α H 3,6 . We define the slack function of a configuration C as:
Our goal is now to find values for the dual variables
for all configurations C ∈ C 6 and λ > 0.
Our candidate solution is the Heawood graph H 3,6 (see Figure 2 ). There are only 4 possible configurations arising from H 3,6 : (0, 0, 0), (1, 0, 0), (1, 1, 1), and (2, 2, 2). These correspond respectively to having 3 or 4, 2, 1 and 0 vertices from I in the third neighborhood of v.
Figure 3
Heawood Graph H 3,6 viewed from a vertex If we set the dual constraints to hold with equality for the configurations (0, 0, 0), (1, 0, 0), and (1, 1, 1), and set Λ p = α H 3,6 , we get the following system of equations.
Solving these equations give candidate values for the dual variables.
Claim 8. With the following assignments to the dual variables,
In particular, Claim 8 shows that in the primal α max (λ) = α H 3,6 (λ). To prove Claim 8 we will show that for all C ∈ C 6 , the following scaling of the slack function
is identically 0 if C is in the support of the Heawood graph and a polynomial in λ with positive coefficients otherwise. This suffices to prove Claim 8 since 3(λ + 2) · P H 3,6 (λ) · Z(C) is itself a polynomial in λ with positive coefficients.
Using (5) and Lemma 7, we calculate:
Indeed for all C in the support of the Heawood graph F max (C) = 0, and for all other C, F max (C) is a polynomial in λ with positive coefficients. This proves Claim 8 and thus shows that α G (λ) ≤ α H 3,6 (λ) for all λ > 0 and all cubic G of girth at least 6. Uniqueness follows from complementary slackness and the fact that we have 4 linearly independent constraints; therefore the only feasible distribution whose support is contained in the support of the Heawood graph is the Heawood graph.
Girth at least 5
Now we extend the proof to include graphs of girth 5. If G is cubic and has girth at least than 5, then every vertex v ∈ V (G) has 6 distinct second neighbors, but now its second neighborhood may contain some edges.
Draw an independent set I ∈ I(G) from the hard-core distribution on G with fugacity λ > 0. Recall that a vertex u of the second neighborhood of v is externally uncovered if none of its neighbors at distance 3 from v are in I. For i ∈ {1, 2, 3}, let u i be the neighbors of v and for j ∈ {1, 2} let w ij be the neighbors of u i that are second neighbors of v. Let C = (W, E 12 , E 22 ) be a configuration where W is the set of second neighbors of v that are externally uncovered, E 12 is the set of edges between first neighbors of v and W , and E 22 is the set of edges within W in the configuration C.
Let C 5 be the set of all possible configurations C that can arise from a cubic graph of girth at least 5. The possible configurations are the following:
where x i ∈ {0, 1, 2} indicates the number of externally uncovered neighbors of u i that are second neighbors of v and that are included in the configuration as isolated vertices in the graph induced by the second neighborhood. The type of a configuration is the configuration up to the number of free second neighbors of v that are isolated in the graph induced by the second neighborhood. For instance, the type of C 1 (1, 1, 1) is C 1 . In Appendix A we give a proof that, up to symmetries, these 15 configuration types are all the possible ones for cubic graphs with girth at least 5. Up to relabeling of the first and second neighbors of v, these 14 types give rise to 46 configurations to consider. For instance, the type C 0 gives rise to 10 configurations: (1, 1, 1 ), C 0 (2, 1, 1), C 0 (2, 2, 1) and C 0 (2, 2, 2) and they correspond exactly to the set configurations C 6 considered above. As another example, there are 3 configurations corresponding to the type C 6 : C 6 (0, 0, 0), C 6 (0, 1, 0) and C 6 (0, 1, 1). The configurations C 6 (0, 1, 0) and C 6 (0, 0, 1) are equivalent with respect to the functions in the optimization problem and so we include just one in our set C 5 .
We defer the formulae for α C,v (λ), γ v t (C), γ u t (C) until Section 5.1 where we give the formulae in a more general case.
We define the same linear program, dual program, and slack function as in Section 3. The optimality of α H 3,6 now follows from the following claim: Claim 9. With the assignments to the dual variables given as in Claim 8,
Again we scale the slack function by the same positive polynomial used in the previous section:
One can verify that F max (C) is either identically 0 or a polynomial in λ with positive coefficients. We have verified this by having a computer program compute F max (C) for all C ∈ C 5 and collect coefficients. The computer code and printout is included as an ancillary file.
For all C ∈ C 5 in the support of the Heawood graph F max (C) ≡ 0. For all other C ∈ C 5 different than C 1 (1, 1, 0), F max (C) is a polynomial in λ with positive coefficients. However, we also find that F max (C 1 (1, 1, 0) ) ≡ 0. This proves that the dual solution is feasible but does not prove uniqueness of the solution.
In order to prove that unions of copies of H 3,6 are the only graphs that maximize α G (λ) among all 3-regular graphs G of girth at least 5, we first need to exclude the configuration C 1 (1, 1, 0) . Let C be the random configuration obtained by choosing I ∈ I(G) according to the hard-core model and v ∈ V (G) uniformly at random. Proof. Suppose that Pr[C = C 1 (1, 1, 0)] > 0. Let v * ∈ V (G) be such that the second neighborhood of v * in G contains at least one edge. Since G attains the maximum occupancy fraction, complementary slackness tell us that the only configurations that can appear with positive probability are C 0 (0, 0, 0), C 0 (1, 0, 0), C 0 (1, 1, 1), C 0 (2, 2, 2) and C 1 (1, 1, 0) . Consider the empty independent set I 0 = ∅. The configuration induced by I 0 in the second neighborhood of v * is of the form C i (2, 2, 2) for some i = 0, but all these configurations have probability 0 to appear, leading to a contradiction. Therefore, any maximizer has support in C 0 (0, 0, 0), C 0 (1, 0, 0), C 0 (1, 1, 1) and C 0 (2, 2, 2). It suffices to prove that H 3,6 is the only graph with this support. Fix v ∈ V (G). First observe that there are no edges within the second neighborhood of v. The fact that Pr[C = C 0 (2, 2, 1)] = Pr[C = C 0 (2, 1, 1)] = Pr[C = C 0 (2, 2, 0)] = 0, implies that every vertex in the third neighborhood of v is adjacent to 3 vertices in the second neighborhood of v. Thus, G is the disjoint union of 3-regular graphs of girth 5 and order 14. Uniqueness now follows from the well-known fact that H 3,6 is the only such graph (see e.g. [12] ).
Proof of Theorem 3
Here we prove Theorem 3 by showing that an appropriate linear programming relaxation shows that for all 3-regular G of girth at least 4 (trianglefree) and all λ ∈ (0, 1],
We remark that the statement of Theorem 3 may still be true for some λ > 1, but it is not true for λ > λ * 3 ≈ 1.84593, since for λ > λ * 3 the occupancy fraction of the (7, 2)-Generalized Petersen graph is smaller than that of the Petersen graph. In Section 6 we present a conjecture that extends Theorem 3 for every λ > 0.
Figure 4
Petersen Graph P 5,2 viewed from a vertex Since G has girth at least than 4, each vertex v ∈ V (G) has no edges in its neighborhood, but now its second neighborhood can contain anywhere from 2 to 6 vertices and may also contain edges.
Similarly as in the previous section, we let C = (W, E 12 , E 22 ) be a configuration where W is the set of second neighbors of v that are externally uncovered (free second neighborhood of v), E 12 is the set of edges between the first neighborhood of v and the free second neighborhood of v and E 22 is the set of edges among the free second neighbors of v. Let C 4 be the set of all possible configurations C that can arise from a cubic graph of girth at least 4. Up to symmetries, the different possible configurations are displayed in Appendix B. For each configuration C = C j i (x 1 , . . . , x s ), the variables x k determine if the k-th second neighbor is externally covered. This gives a total of 207 configurations.
The local view of the Petersen Graph P 5,2 only has one possible configuration: C 1 29 (0, 0, 0, 0, 0, 0) (see Figure 4 ).
As before, we consider γ v t (C) = Pr[v has t occupied neighbors|C] and γ u t (C) = Pr[u has t occupied neighbors|C], where u is chosen uniformly at random from {u 1 , u 2 , u 3 }. We will use the following linear program for λ ∈ (0, 1]:
The respective dual program is:
Our goal is to show that α min (λ) = α P 5,2 (λ) for all λ ∈ (0, 1]. If we take Λ p = α P 5,2 , then we can define the slack function of the configuration C ∈ C 4 as a function of the dual variables Λ 0 , Λ 1 , Λ 2 :
Our goal is now to find values for the dual variables Λ * 0 , Λ * 1 , Λ * 2 so that, for all configurations C ∈ C 4 ,
In this case, we need to divide the interval (0, 1] into four intervals, and select different functions for the dual variables depending on which interval λ is in. We will not be able to show that the slack functions are positive polynomials in λ: instead we will perform four different substitutions, writing λ as function of an auxiliary variable t and show that the slack functions are the ratio of positive polynomials in t.
Note that for any a ≤ b, the function λ(t) = b(a/b+t) 1+t
is a continuous function of λ, if we can show SLACK min (λ(t), Λ * 0 (λ(t)), Λ * 1 (λ(t)), Λ * 2 (λ(t)), C) ≥ 0 for all t ≥ 0, then we have
In each of the four claims below, we will assign values to the dual variables, Λ * 0 , Λ * 1 , Λ * 2 . We arrived at these values by solving the dual constraints to hold with equality for a given subset of the configurations; we determined these subsets by solving instances of the dual program for fixed values of λ and observing which constraints were tight. .
Then, for every C ∈ C 4 : .
Then, for every C ∈ C 4 : SLACK min (λ 2 (t), 0, Λ * 1 (λ 2 (t)), Λ * 2 (λ 2 (t)), C) is either identically 0 or the ratio of two polynomials in t with all positive coefficients.
This implies α min (λ) = α P 5,2 (λ) for λ ∈ [3/16, 11/20].
Claim 13. Let λ 3 (t) = .
Then, for every C ∈ C 4 :
is either identically 0 or the ratio of two polynomials in t with all positive coefficients. This implies α min (λ) = α P 5,2 (λ) for λ ∈ [11/20, 3/5].
, C) is either identically 0 or the ratio of two polynomials in t with all positive coefficients.
This implies
The proof of these claims again proceeds by computing
, C) in each of the above intervals of λ and for each C ∈ C 4 . These computations are done using the Mathematica software program, and the code as well as the output of the program can be found in the ancillary files. The necessary functions α C,v (λ), γ v t (C), γ u t (C), are written below in Section 5.1. We defer the proof of uniqueness to Appendix C. The proof proceeds via complementary slackness and showing that the only graph whose distribution has support contained in the set of configurations whose slack function is identically 0 is a union of copies of P 5,2 (in each of the four intervals).
Computing the functions of configurations.
Let us describe here how we compute the functions α C,v (λ), γ v t (C), and γ u t (C). We aim to write the functions in a naive way that can easily be implemented with a FOR loop in a computer program.
Recall that a configuration is given by C = (W, E 12 , E 22 ). Let U = {u 1 , u 2 , u 3 } represent the neighbors of v.
Then for any S 2 ⊆ W , we can compute the contribution to the partition function of the configuration C from an independent set that contains v and such that I ∩W = S 2 (where we drop λ and C from the functional notation):
Similarly for S 1 ⊆ U, S 2 ⊆ W , we can write the contribution to the partition function from I that does not contain v and such that I ∩ U = S 1 and
Then we can sum over all possible sets to compute the partition function:
The probability v is in I is then:
We compute the γ v t functions:
We next compute the γ u t functions:
and for t ≥ 1,
6. Extensions 6.1. Conjectured extremal graphs. Conjecture 1 states that all Moore graphs are extremal for the quantity 1 |V (G)| log |I(G)| for a given regularity and minimum girth. Here we give several specific instances of this conjecture that may be amenable to these methods, and give some strengthened conjectures on the level of the occupancy fraction.
Our first conjecture extends Theorem 3 and is the occupancy fraction version of the conjecture proposed in [4] (though neither implies the other).
Conjecture 2. Let λ * 3 ≈ 1.84593 be the largest root of the equation 21λ 4 − 50λ 2 − 36λ = 7. Then for every 3-regular triangle-free graph G,
Conjecture 2 is known in the limit as λ → ∞: all triangle-free graphs of maximum degree 3 have independence ratio at least 5/14 and this is achieved by P 7,2 [11] . We conjecture that the (3, 8)-cage graph, H 3,8 , also known as the Levi graph or the Tutte-Coxeter graph (see Figure 5 ), maximizes the occupancy fraction for all λ > 0 over all 3-regular graphs of girth at least 7.
Conjecture 3. For every 3-regular graph G of girth at least 7, and for every
We also conjecture that the analogous version of Theorem 5 holds for 4-regular graphs; that is, the (4, 6)-cage graph, H 4,6 (see Figure 5 ), maximizes the occupancy fraction for all λ > 0 over all 4-regular graphs of girth at least 5.
Conjecture 4.
For every 4-regular graph G of girth at least 5, and for every
For the lower bound for triangle-free, 4-regular graphs, we conjecture that the minimum is attained by one of two graphs, depending on the value of λ. Let G ROB be the Robertson graph and CY C 13 the Cyclotomic-13 graph (see Figure 6 ).
Conjecture 5.
Let λ * 4 ≈ 1.77239 be the largest real root of the equation
Then for every 4-regular, triangle-free graph,
Figure 6
Cyclotomic-13 graph CY C 13 Robertson Graph G ROB Conjecture 5 is known in the limit as λ → ∞: all triangle-free graphs of maximum degree 4 have independence ratio at least 4/13 and this is achieved by CY C 13 [9] .
6.2. Graph homomorphisms. We can also ask about generalizations from independent sets to graph homomorphisms. Let Hom(G, H) denote the number of graph homomorphisms from G into H; that is, the number of mappings φ :
The number of independent sets of G is Hom(G, H ind ) where H ind is a single edge with one looped vertex. The number of proper vertex q-colorings of G is Hom(G, K q ). Galvin and Tetali [8] showed that for all d-regular bipartite G, and all H,
In [1] , Cohen, Csikvári, Perkins, and Tetali conjectured that G being trianglefree can replace the bipartite condition. We ask (but don't dare conjecture) whether something analogous holds for graphs of larger girth.
Question 2. Is it true that for all graphs H and all cubic graphs G of girth at least 6,
There are counterexamples if we replace girth at least 6 by girth at least 5, e.g. H is two looped vertices.
Appendix A. Proof that C 5 is the set of all possible configurations for free second neighborhoods of cubic graphs with girth at least 5.
Let u 1 , u 2 , u 3 be the neighbors of v. For i ∈ {1, 2, 3}, let W i = {w i1 , w 21 } be the neighbors of u i that are second neighbors of v, and let
Suppose that G[W ] contains a copy of a graph H, then we will write φ : V (H) → W for the map that assigns each vertex of H to its corresponding vertex in the copy of H in G[W ]. If H is a graph that can be contained in G[W ], then its order is at most 6, its maximum degree of H is at most 2 and it has girth at least 5. Moreover, the endpoints of an edge from H cannot be mapped to the same set W i , since otherwise W i ∪ {u i } would induce a triangle in G.
Let S n denote the symmetric group of order n. Two configuration types are equal up to symmetries if there exist σ ∈ S 3 , τ 1 , τ 2 , τ 3 ∈ S 2 such that the bijection ρ : W → W defined by ρ(w ij ) = w σ(i)τ i (j) transforms one configuration into the other one.
We now enumerate the different configurations for the second neighborhood of v, depending on the number of edges in G 2.a) H is a path x 1 x 2 x 3 of length 2. Since no edges can be contained in any W i , we have that that φ(x 2 ) lies in a different set W i that the images of the other two vertices. We may assume φ(x 2 ) ∈ W 1 and φ(
contains a C 4 . Therefore, φ(x 3 ) ∈ W 3 , and C 2 is the only possible configuration type. 2.b) H is composed by two vertex-disjoint edges x 1 x 2 and y 1 y 2 . We may assume that W 1 contains the images of two vertices. Since no edge is included within W 1 , we may assume φ(x 1 ) = w 11 and φ(y 1 ) = w 12 . If φ(x 2 ) and φ(y 2 ) lie in the same set W i , we may assume that φ(x 2 ) = w 22 and φ(y 2 ) = w 21 , giving rise to a configuration of type C 3 . Otherwise, up to symmetries, φ(x 2 ) = w 21 and φ(y 2 ) = w 31 , giving rise to a configuration of type C 4 . 3) If G[W ] induces 3 edges, then we have three cases for H:
3.a) H is composed by three vertex-disjoint edges x 1 x 2 , y 1 y 2 and z 1 z 2 . Since edges cannot lie within the sets W i , the type of configuration C 5 is the only possible one, up to symmetries. 3.b) H is a path of length 3, x 1 x 2 x 3 x 4 . We can assume it contains two vertices in W 1 . Moreover, these should be φ(x 1 ) and φ(x 4 ), since otherwise G[W ∪ {u 1 }] would contain a C 4 . A similar argument shows that φ(x 2 ) and φ(x 3 ) lie in different sets W i and thus, up to symmetries, the only type of configuration is C 6 . 3.c) H is composed by the vertex-disjoint union of a path of length 2, x 1 x 2 x 3 , and an edge y 1 y 2 . As in the case where we were embedding only a path of length 2, we may assume that φ(x 1 ) = w 11 , φ(x 2 ) = w 21 and φ(x 3 ) = w 31 . Up to symmetries we may assume that φ(y 1 ) = w 22 . If φ(y 2 ) = w 12 , then we obtain a configuration of type C 7 and if φ(y 2 ) = w 32 , of type C 8 . 4) If G[W ] induces 4 edges, then we have three cases for H:
4.a) H is composed by two vertex disjoint paths of length 2, x 1 x 2 x 3 and y 1 y 2 y 3 . Then we may assume that φ(x 2 ) = w 11 . If φ(y 2 ) = w 12 , we may assume that φ(y 2 ) = w 32 and, up to symmetries, we obtain a configuration of type C 9 . If φ(y 2 ) = w 12 , up to symmetries, the only type of configuration is C 10 . 4.b) H is composed by the disjoint union of a path of length 3,
x 1 x 2 x 3 x 4 and an edge y 1 y 2 . Then we may assume that φ(y 1 ) = w 22 and φ(y 2 ) = w 23 and, as in the case where we were embedding only a path of length 3, we should have φ(x 1 ) = w 11 and φ(x 4 ) = w 12 . Up to symmetries, this gives rise to a configuration of type C 11 . 4.c) H is composed by a path of length 4, x 1 x 2 x 3 x 4 x 5 . We can assume it contains only one vertex in W 3 . Since H contains a path of length 4 as a subpath, we can also assume that φ(x 1 ) = w 11 , φ(x 2 ) = w 21 , φ(x 3 ) = w 31 and φ(x 4 ) = w 12 . Up to symmetries, the only possible type of configuration is C 12 . 
. . , x 6 ) One can prove that these are all the possible type of configurations, up to symmetries, when the second neighborhood of v has 6 vertices by exhaustive case analysis, in a similar way as we did for C 5 in Appendix A. The main difference is that here we allow for cycles of length 4 in G. While this implies that all configurations in C 5 are also in C 4 , the set C 4 also contains other configurations that either induce a 
u1 u1,u2 u2 u3 u3 u1 u1,u2 u2 u3 u3 u1 u1,u2 u2 u3 u3
u1 u1,u2 u2 u3 u3 u1 u1,u2 u2 u3 u3 u1 u1,u2 u2 u3 u3 
u2,u3 u3 u1 u1,u2 u2,u3 u3 u1 u1,u2 u2,u3 u3
u1 u1,u2,u3 u2 u3 u1 u1,u2,u3 u2 u3 u1 u1,u2,u3 u2 u3 u1,u2 u1,u3 u2,u3 u1 u1,u2,,u3 u2,u3 u1 u1,u2,,u3 u2,u3
The following configurations are obtained if the second neighborhood of a vertex has size 2. In this case, the vertex belongs to a copy of K 3,3 .
u1,u2,u3 u1,u2,u3
Appendix C. Proof that unions of P 5,2 are the only graphs that minimize the occupancy fraction for every λ ∈ (0, 1].
In this appendix we prove that unions of P 5,2 are the only graphs that attain the minimum in Theorem 3. As in the proof of the Theorem 3, we will split the proof into 4 cases. For each case, there is an assignment of Λ * 0 (λ), (10) is non-negative for every C ∈ C 4 and is 0 for a subset of configurationŝ C that include C 1 29 (1, 1, 1, 1, 1, 1) , corresponding to the Petersen graph. We need to show that the only solutions induced by graphs and supported inĈ are, in fact, only supported in C 1 29 (1, 1, 1, 1, 1, 1) . It follows that unions of P 5,2 are the only graphs that attain the minimum.
For λ ∈ (0, 3/16] and Λ * 1 (λ), Λ * 2 (λ) as in Claim 11, there are 3 configurations C for which SLACK min (λ, 0, Λ * 1 (λ), Λ * 2 (λ), C) = 0:
To prove that P 5,2 is the unique minimizer in this range, we need to show that a graph G attaining the minimum is supported neither in C 1 28 (1, 1, 1, 1, 1, 0) nor in C 1 30 (1, 1, 1, 1, 1, 1 ). Choose I ∈ I(G) according to the hard-core model and v ∈ V (G) uniformly at random, and let C be the random configuration obtained looking at the second neighborhood of v. Suppose first that Pr(C = C 1 28 (1, 1, 1, 1, 1, 0)) > 0, then there exists a vertex whose second neighborhood has type C 1 28 . If we select I = ∅, then this implies Pr(C = C 1 28 (1, 1, 1, 1, 1, 1) ) > 0, obtaining a contradiction. Suppose now that Pr(C = C 1 30 (1, 1, 1, 1, 1, 1) ) > 0, then there exists a vertex v whose second neighborhood has type C 1 30 . Note that u 1 is contained in a cycle of length 4, thus, its second neighbourhood has type C i j for some i = 1, obtaining a contradiction since all these types appear with probability 0. We conclude that for every value of λ ∈ (0, 3/16], any graph G that attains the minimum is only supported in C 1 29 (1, 1, 1, 1, 1, 1) . In other words, G is a union of P 5,2 s. (1, 1, 1, 1, 1, 1) u1 u1,u2 u2 u3 u3 C 2 7 (1, 0, 1, 1, 1)
To prove that P 5,2 is the unique minimizer in this range, as before, just observe that if any configuration C i j (x 1 , x 2 , . . . , x s ) has positive probability to appear, then C i j ′ (1, 1, . . . , 1) must also have positive probability to appear, for some j ′ such that C i j is isomorphic to an induced subgraph of C i j ′ . This is not the case for the configurations C The argument used previously, proves that the minimizer should be supported in C 1 0 (1, 0, 1, 0, 1, 0) and C 1 29 (1, 1, 1, 1, 1, 1 ). However C 1 0 (1, 0, 1, 0, 1, 0) cannot appear with positive probability since otherwise there is a configuration C 1 j with j = 29 such that C 1 j (1, 1, 1, 1, 1 , 1) appears with positive probability. Therefore, any graph attaining the minimum is a union of P 5,2 .
For λ ∈ [ 3/5, 1] and Λ * 0 (λ), Λ * 1 (λ), Λ * 2 (λ) as in Claim 14, there are 11 configurations C for which SLACK C (λ, Λ * 0 (λ), Λ * 1 (λ), Λ * 2 (λ)) = 0: (1, 1, 1, 1, 1, 1) appears with positive probability. Let v be a vertex such that there exists an I ∈ I(G) that induces the configuration C 1 24 (1, 1, 1, 1, 1, 1) in its second neighborhood. As usual, let w ij for i ∈ {1, 2, 3} and j ∈ {1, 2}, denote the second neighbors of v, and let W = {w ij | i ∈ {1, 2, 3}, j ∈ {1, 2}}. The vertices w 11 and w 31 have degree 1 in G[W ]. The other vertices in W have degree 2 in G[W ] and thus have no neighbor at distance 3 from v. Let z be unique neighbor of w 11 at distance 3 from v. If z is also a neighbor of w 31 , then the independent set I = {z} induces a configuration equivalent up to symmetries to C 1 10 (1, 1, 1, 0, 1, 0). If z is not a neighbor of w 31 then the independent set I = {z} induces a configuration equivalent up to symmetries to C 1 18 (1, 1, 1, 1, 1, 0) . In both cases we obtain a contradiction since these two configurations appear with probability 0.
A similar argument also discards the configurations C 1 16 (1, 1, 1, 1, 1, 1) and C 1 9 (1, 1, 1, 1, 1, 1) . Finally, we can discard C 1 0 (1, 0, 1, 0, 1, 0) in the same way we did it in the case where λ ∈ [11/20, 3/5]. We conclude that any graph attaining the minimum is a union of P 5,2 .
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