An Iterative Learning Control disturbance rejection approach is considered and it is shown that iteration variant learning filters can asymptotically give the controlled variable zero error and zero variance. Convergence is achieved with the assumption that the relative model error is less than one. The transient response of the suggested ILC algorithm is also discussed using a simulation example.
Introduction
In this paper it is shown how an Iterative Learning Control (ILC) algorithm with iteration varying filter gain can be found using ideas from estimation and identification theory [10] . Iterative learning control is a widely spread method for achieving trajectory tracking [3] (see also e.g., the surveys [13, 14, 4, 11] ). Here ILC will instead be used in a different application, namely for disturbance rejection. Disturbance rejection aspects of ILC have been covered previously in e.g., [18, 6, 5, 9, 20] , where disturbances such as initial state disturbances and measurement disturbances are addressed. In [20] and [21] a stochastic ILC algorithm is presented and applied to a system when a system disturbance is acting on the input. One result from [21] is that the convergence rate of the input-variance of to the system is inversely proportional to the iteration number k. A similar result is derived here for the ILC filter gain and the output variance of the system. An important result is also that asymptotically the output disturbance is completely compensated for and the variance of the controlled variable goes to zero as long as the relative model error is less than 1.
Previous work on disturbance aspects of ILC by the author is [17] where disturbance aspects of iteration invariant ILC algorithms are dealt with. In [16] iteration varying ILC algorithms are covered and a model based scheme based upon Kalman filters [1] and LQ-design [2] techniques is developed. The gain of the Kalman filter becomes a function of iteration since an estimate of the output load disturbance variance is included in the design. The previous contributions differ from what is presented here in that [17] only deals with iteration invariant ILC algorithms and [16] is by nature an adaptive scheme. Figure 1 : The system considered in the disturbance rejection approach.
In Figure 1 a block diagram representation of the disturbance rejection formulation approach to ILC is shown. In ILC the goal is to iteratively find the input to the system such that the error is minimized. With the disturbance rejection formulation, illustrated in Figure 1 , the goal is to find an input u k (t) such that the output z k (t) is minimized. If the system is known (and invertible) and the disturbance d(t) is known, then the best approach would be to filter d(t) through the inverse of the system and use the resulting 1
System description
The system G 0 in Figure 1 is assumed to be a discrete time single input single output linear time invariant (SISO LTI) system. The mathematical description becomes,
where u k (t) is the input, d(t) is the disturbance, z k (t) is the controlled variable, n k (t) is the measurement disturbance and, finally, y k (t) is the measured variable. Assume that G(q) is a model of the system G 0 (q) and that
where ∆ G (q) is a relative model uncertainty.
The measurement disturbance n k (t) is assumed to be defined as n k (t) = ν(t) wheret = k · t f + t and ν(t) represents a white stationary stochastic process with variance r n . The expected value, E{n k (t)}, is therefore with respect to the underlying process ν, and
The variance becomes Var{n k (t)} = r n and since ν is white it implies E{n i (t 1 )n j (t 2 )} = r n if and only if i = j and t 1 = t 2 (and 0 otherwise). Note that since d(t) is a deterministic signal, the expected value becomes E{d(t)} = d(t).
Disturbance estimation based ILC
Using data from an experiment and the model of the system, the disturbance d(t) at time t can be estimated according toỹ
Letd k (t) be the estimate of the disturbance in the kth iteration computed such that the loss function
is minimized. The corresponding estimate is given by,
which can also be written in iterative form
The corresponding ILC algorithm is an update equation for the control signal u k (t). In order to minimize y k (t) the best choice for the input is
which means that,
where (6), (3), and (7) have been used. Compare with the "standard" first order ILC updating equation [8] ,
where e k (t) is the error. In the disturbance rejection approach e k (t) is simply the output y k (t). (8) is a particular case of (9) where the Q-filter is chosen as Q ≡ 1 and the L-filter,
, is iteration dependent so that the gain is reduced every iteration. Notice that L k (q) normally is a non-causal filter but since y k (t), 0 ≤ t ≤ n − 1, is available when computing u k+1 (t) this is not a problem. The fact that non-causal filters can be utilized in ILC algorithms is one reason why it is possible to achieve such good results with often quite simple filters Q and L. This is also explored in e.g., [7] and [12] .
Remark 1 The gain of the filter L k is reduced with k and this indicates that the algorithm will not work very well if d(t) is varying as a function of iteration. To be able to track an iteration varying disturbance d k (t) the gain of the ILC algorithm cannot tend to zero as the number of iterations increases.
The mathematical description of the system is given by (1) and the ILC updating equation by (8) . It is assumed that u 0 (t) is chosen as u 0 (t) = 0, t ∈ [0, t f ].
Analysis
The analysis is divided in two cases, first when the true system is known and second when only a model of the system is available.
True system known
Consider the estimator in (5),
When the system is known, i.e., G(q) = G 0 (q), and the disturbance n k (t) is defined as in Section 2, then the estimator will asymptotically give an unbiased estimate of the disturbance d(t),
If the measurement noise is assumed to have a mean different from zero, say E{n k (t)} =n, then the estimate in (10) will be biased,
From the ILC perspective an unbiased estimate implies that the algorithm will converge to zero error while a biased estimate will cause a final error. Obviously, it is not only the fact that the estimate is unbiased that is of interest. The variance of the estimate is also an important property. The variance is given by,
where the last equality follows from the fact that d(t) is deterministic, E{n i (t)} = 0, and that E{n i (t)n j (t)} = r n if i = j and 0 otherwise, see also Section 2.
Remark 2 If the mean of the measurement disturbance is different from zero there will be a number of extra terms in (12) but the resulting variance is the same.
It is also important to study how the resulting control input, u k (t), develops. Using the updating equation in (8) with the true system G 0 (q) instead of G(q) and u 0 (t) = 0 the controlled variable z 1 (t) becomes,
This means that d(t) is completely compensated for and the mathematical expectation of z 1 (t) is zero. What can be improved is however the variance of z k (t). It is easily calculated as
The best result that can be achieved is when the disturbance d(t) is perfectly known. This gives z(t) = G 0 (q)
, zero variance. The proposed algorithm (8) is evaluated in a simulation. 2(N − 1) , and the normalized estimated variance of z k , The conclusion from this simulation is that the use of the proposed ILC algorithm gives a reduced variance of the controlled variable when the system is completely known but the disturbance is unknown. In the next section the properties of the method will be examined when the system is not completely known.
True system unknown
In practice it is clear that a model of the true system has to be used in the ILC algorithm. In this section some general results will be found relating the model uncertainty to the performance of the ILC algorithm. As mentioned in Section 2 (2) it is reasonable to assume that a model of the system is known with some model error ∆ G . The following general ILC algorithm
is used and L k (q) is assumed to be chosen according to
Using the ILC updating scheme in (16) and the filter in (17) , it is straightforward to arrive at
This can be expressed by the following finite sum
Remark 3 Clearly (19) and (20) are valid also when there is no model error, i.e., ∆ G
(q) ≡ 0. When ∆ G (q) = 0 the controlled variable becomes z k+1 (t) = n k (t), z 0 (t) = d(t) and Var(z k (t)) = r n .
Remark 4 Notice that a sufficient stability condition for the ILC algorithm in (16) with
L k (q) from (17) is that ∆ G ∞ < 1
which can be interpreted as "the model can have an error of 100% but still give a stable ILC algorithm" (see also [12]).
In a deterministic framework (20) is simply z k+1 = (−∆ G (q)) k+1 d(t) and if there are no measurement disturbances acting on the system the error will converge to zero if the relative model error is less than 100% ( ∆ G ∞ < 1). This is one reason why ILC has been so successful in applications. The results on stability and convergence in time and frequency domain are treated in more detail in e.g., [15] .
When the filter from (18) is considered and the true system is not known then the equation corresponding to (19) becomes
with z 0 (t) = d(t). As in (19) and (20) it is possible to express (21) in an explicit form,
Next a general stability result for the model based ILC algorithm with iteration varying filters is presented.
Theorem 1 (Stability with model uncertainty)
The ILC algorithm from (16) with the L k filter in (18) converges to zero error and zero variance,
Proof. First it is shown that the effect of d(t) is removed when k → ∞. Consider the first term in (22). Using the norm to get an upper bound gives
The last equality follows from (see e.g., [19] )
and that there exists a j ∈ Z + s.t.
and hence
The variance expression is found from Theorem 1 shows that when the model error is less than 100 % the disturbance will asymptotically be completely compensated for. The rate of convergence will be discussed in the next section.
Simulation results
Consider the ILC updating scheme in (8) applied to the system in (1). The filters L k (q) are chosen as
The system G 0 is given by
and the model G by
The ILC updating scheme in (8) gives a stable ILC system for all the different choices of L k -filters in (23). With G 0 and G according to (24) and (25) 
To compare the transient behavior of the five ILC schemes created by using the updating scheme from (8) and the filters from (23) a simulation is performed. The system used in the simulation is given by (1) with the actual system description (24). The model of the system, available for the ILC control scheme, is given by (25). The variance of the additive noise, n k (t), is set to 10 −3 .
To evaluate the results from the simulations the following measure is used
which is an estimate of the variance if z k is a random variable with zero mean. In Figure 3 the results from the simulations are shown. In the first iteration V (z 0 ) contains only the value of V (d) and for the d used in the simulations V (d) = 0.179. Obviously the ILC schemes, (23a) and (23d), give similar results in iteration 1 since both use the inverse of the true system to find the next control input. The pair, (23c) and (23e), give for the same reason similar results after one iteration. With the L k -filter from (23b) having µ = 0.25 the error reduces less rapidly than all the other choices of filters because of the low gain of the L-filter. Figure 3 shows the general behavior that can be expected from the different ILC approaches covered by (8) and (23). It is clear that among the methods described here the approach given by (23d) is the best choice, although this method requires that the system description is completely known. If the system is not known as in (23e) the result may not be so good, cf. Figure 3 .
For the asymptotic analysis consider L k chosen according to (23a). Since u 0 (t) = 0, this means that z 0 (t) = d(t). From (1) it now follows that
and therefore
The corresponding z 1 (t) becomes z 1 (t) = −n 0 (t). This means that
and z 2 (t) = −n 1 (t). Therefore the asymptotic value of V (z k ) for k > 0 therefore becomes equal to r n since with this approach z k (t) = −n k−1 (t), k > 0.
A more general case is when a model of the system G 0 is used in the L-filter. This corresponds to the choice of filter for the ILC algorithm according to (23c). Obviously z 0 (t) = d(t) also in this case. Now assume that the relation between the true system and the model can be described according to (2) .
To understand why, in this case, using a model of the system gives better asymptotic performance compared to using the true system, consider (19) and (20) . If ∆ G < 1 then, for a large enough k, the influence of d(t) can be neglected, since ∆ G k becomes small. Now assume that the model uncertainty is mainly a scaling error, i.e., the dynamics are captured by the model. This means that ∆ G (q) ≈ δ for some δ, with |δ| < 1. Since the effect of d(t) in z k (t) can be neglected for large values of k the expected value of z k (t) becomes equal to 0. The variance expression is found using, e.g., (19) and
Asymptotically this means that
In the example when L k (q) from (23c) is used, δ ≈ − 1 2 for high frequencies and using the result in (28) it follows that r z,∞ ≈ rn 3 , i.e., r z,∞ ≈ 0.3 · 10 −3 . In fact this is also what is shown in Figure 3 . The conclusion from this is that it is possible to get V (z k ) < r n asymptotically by choosing a model such that G 0 (q) = κG(q) for some 0 < κ < 1 and let L(q) = (G(q)) −1 . This shows why it is, in this case, better to use a model of the system. This is also shown explicitly when (23b) is applied since there the learning filter is chosen as a constant, µ = 0.25 times the true system. After 100 iterations this approach gives the second best level of V k . By comparing the result using (23b) and (23c) it also becomes clear that the reduced V (z k ) is achieved by reducing the transient performance. When using an iteration invariant learning filter it is therefore a balance between achieving a low asymptotic level of V (z k ) and having a rapid reduction of V (z k ) in the first iterations. When the true model is known and used in the filter according to (23d), then the value of V (z k ) becomes equal to
If the true system is not known and the model based approach in (23e) is used, then the equation corresponding to (19) becomes (21) with z 0 (t) = d(t). In Theorem 1 it was shown that as long as ∆ G ∞ < 1, z k will go to zero. Figure 3 shows that this method does not always give a good transient behavior. This depends on the fact that the disturbance d(t) is not completely compensated for in the first iteration. Since the gain is decreased at every iteration the amount of the disturbance, d(t), that will be compensated for will decrease in every iteration. This means that instead of being dominated by the random disturbance the measure V (z) will instead be dominated by a term depending on the disturbance d(t). Although this part will eventually will be compensated for it can converge very slow if ∆ G ∞ is close to 1. 
Conclusion
The major contribution of this paper is to show that when introducing a measurement disturbance together with iterative learning control and taking this disturbance into account the filters in the ILC algorithm become iteration variant. If the relative model error ∆ G from (2) satisfies ∆ G ∞ < 1 then the disturbance d(t) will be asymptotically completely compensated for and the variance of the controlled variable z k (t) will be equal to zero. The ILC algorithm with iteration varying filters was found using ideas from estimation theory. A similar result although not derived in the same framework can be found in [20] and [21] . When using iteration invariant filters the gain of the L-filter becomes important and by adjusting this gain it is possible to reach a lower norm of the asymptotic error than just applying the inverse system model as a learning filter.
