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ABSTRACT
Intelligent transportation systems involve a variety of information and control sys-
tems methodologies, from cooperative systems which aim at traffic flow optimization
by means of vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communica-
tion, to information fusion from multiple traffic sensing modalities. This thesis aims
to address three problems in intelligent transportation systems, one in optimal control
of connected automated vehicles, one in discrete-event and hybrid traffic simulation
model, and one in sensing and classifying roadway obstacles in smart cities.
The first set of problems addressed relates to optimally controlling connected au-
tomated vehicles (CAVs) crossing an urban intersection without any explicit traffic
signaling. A decentralized optimal control framework is established whereby, under
proper coordination among CAVs, each CAV can jointly minimize its energy con-
sumption and travel time subject to hard safety constraints. A closed-form analytical
solution is derived while taking speed, control, and safety constraints into consid-
vi
eration. The analytical solution of each such problem, when it exists, yields the
optimal CAV acceleration/deceleration. The framework is capable of accommodating
for turns and ensures the absence of collisions. In the meantime, a measurement of
passenger comfort is taken into account while the vehicles make turns. In addition to
the first-in-first-out (FIFO) ordering structure, the concept of dynamic resequencing
is introduced which aims at further increasing the traffic throughput. This thesis also
studies the impact of CAVs and shows the benefit that can be achieved by incorpo-
rating CAVs to conventional traffic.
To validate the effectiveness of the proposed solution, a discrete-event and hybrid
simulation framework based on SimEvents is proposed, which facilitates safety and
performance evaluation of an intelligent transportation system. The traffic simulation
model enables traffic study at the microscopic level, including new control algorithms
for CAVs under different traffic scenarios, the event-driven aspects of transportation
systems, and the effects of communication delays. The framework spans multiple
toolboxes including MATLAB R©, Simulink R©, and SimEvents R©.
In another direction, an unsupervised anomaly detection system is developed
based on data collected through the Street Bump smartphone application. The sys-
tem, which is built based on signal processing techniques and the concept of infor-
mation entropy, is capable of generating a prioritized list of roadway obstacles, such
that the higher-ranked entries are most likely to be actionable bumps (e.g., potholes)
requiring immediate attention, while those lower-ranked are most likely to be non-
actionable bumps(e.g., flat castings, cobblestone streets, speed bumps) for which no
immediate action is needed. This system enables the City to efficiently prioritize
repairs. Results on an actual data set provided by the City of Boston illustrate the




1.1 The Smart City . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Intelligent Transportation System . . . . . . . . . . . . . . . . . . . . 2
1.3 Control of Connected Automated Vehicles . . . . . . . . . . . . . . . 5
1.4 Simulation of Connected Automated Vehicles . . . . . . . . . . . . . 8
1.5 Exploration of Roadway Data . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Research Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6.1 Optimal Control of Connected Automated Vehicles at Urban
Intersections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6.2 A Discrete-Event and Hybrid Traffic Simulation Model Based
on SimEvents for Intelligent Transportation System Analysis . 18
1.6.3 A Street Bump Anomaly Detection and Decision Support Sys-
tem for Sensing and Classifying Roadway Obstacles . . . . . . 20
1.7 Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . 22
2 Optimal Control of Connected Automated Vehicles at Urban Inter-
sections 23
2.1 The Intersection Model . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.1 Modeling Turns . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.2 Merging Zone Safety Constraints . . . . . . . . . . . . . . . . 29
2.1.3 Terminal Conditions . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Optimal Control of Connected Automated Vehicles in the Control Zone 36
viii
2.2.1 Problem Decomposition . . . . . . . . . . . . . . . . . . . . . 38
2.2.2 Analytical Solution . . . . . . . . . . . . . . . . . . . . . . . 39
2.2.3 Unconstrained Optimal Control Analysis . . . . . . . . . . . 41
2.2.4 Constrained Optimal Control Analysis . . . . . . . . . . . . . 46
2.2.5 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 71
2.3 Optimal Control of Connected Automated Vehicles in the Merging Zone 76
2.3.1 Joint Minimization of Passenger Discomfort and Energy Con-
sumption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
2.3.2 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 80
2.4 Feasibility Enforcement . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.4.1 Feasibility Enforcement Analysis . . . . . . . . . . . . . . . . 84
2.4.2 Design of The Feasibility Enforcement zone . . . . . . . . . . 90
2.4.3 Simulation Examples . . . . . . . . . . . . . . . . . . . . . . . 93
2.5 Dynamic Resequencing . . . . . . . . . . . . . . . . . . . . . . . . . . 95
2.5.1 Feasible Crossing Sequence . . . . . . . . . . . . . . . . . . . . 96
2.5.2 Throughput Maximization Problem Formulation . . . . . . . . 99
2.5.3 Alternative Problem Formulations . . . . . . . . . . . . . . . . 100
2.5.4 Case Study for Dynamic Resequencing . . . . . . . . . . . . . 101
2.5.5 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . 107
2.5.6 Computational Complexity Analysis for Resequencing . . . . . 109
2.6 Mixed Traffic Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.6.1 Optimal Control of Connected Automated Vehicles in Free Driv-
ing (FD) Mode . . . . . . . . . . . . . . . . . . . . . . . . . . 114
2.6.2 Optimal Control of Connected Automated Vehicles in Adaptive
Following (AF) Mode . . . . . . . . . . . . . . . . . . . . . . . 114
2.6.3 Terminal Conditions . . . . . . . . . . . . . . . . . . . . . . . 116
ix
2.6.4 Simulation Example . . . . . . . . . . . . . . . . . . . . . . . 117
2.6.5 Modeling Methodology for non-CAVs . . . . . . . . . . . . . . 120
2.6.6 Energy Impact of CAV Penetration Under Different Traffic Sce-
narios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
2.6.7 Energy Impact of CAV Penetration . . . . . . . . . . . . . . . 123
2.6.8 Energy Impact of CAV Penetration Under Different Traffic Flow
Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
2.6.9 Energy Impact of CAV Penetration Under Different Modeling
Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
2.6.10 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3 A Discrete-Event and Hybrid Traffic Simulation Model Based on
SimEvents for Intelligent Transportation System Analysis 136
3.1 A Discrete-Event and Hybrid Traffic Simulation Framework . . . . . 136
3.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
3.2.1 Entity Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
3.2.2 Graphical Programming . . . . . . . . . . . . . . . . . . . . . 141
3.2.3 Textual Programming . . . . . . . . . . . . . . . . . . . . . . 141
3.3 Mcity Test Facility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
3.4 Unsignalized Intersections . . . . . . . . . . . . . . . . . . . . . . . . 148
3.4.1 CAVs Crossing A Single-Lane Unsignalized Intersection . . . . 148
3.4.2 CAVs Crossing A Multi-Lane Unsignalized Intersection Includ-
ing Turns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
3.4.3 CAVs Crossing Two Adjacent Unsignalized Intersections . . . 150
3.5 Signalized Intersections . . . . . . . . . . . . . . . . . . . . . . . . . . 151
3.5.1 CAV Non-Stop Intersection Crossing . . . . . . . . . . . . . . 151
x
3.5.2 Non-CAV Intersection Crossing . . . . . . . . . . . . . . . . . 154
3.6 Freeway On-Ramp . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
3.7 Event-Driven Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 158
3.7.1 Exogenous Event: A Storm . . . . . . . . . . . . . . . . . . . 159
3.7.2 Endogenous Event: The Inter-Vehicle Distance Falling below A
Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
3.8 Presence of Communication Delays . . . . . . . . . . . . . . . . . . . 161
3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4 Sensing and Classifying Roadway Obstacles in Smart Cities: The
Street Bump System 165
4.1 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.1.1 Attributes Recorded by The Smartphone . . . . . . . . . . . . 165
4.1.2 Feature Engineering for The Decision Support System . . . . . 166
4.1.3 Feature Construction for The Anomaly Detection System . . . 167
4.2 Methodology - Decision Support and Anomaly Detection System . . . 170
4.2.1 Supervised Classification Methods . . . . . . . . . . . . . . . . 170
4.2.2 Unsupervised Anomaly Detection Methods . . . . . . . . . . . 171
4.3 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 175
4.3.1 Supervised Classification . . . . . . . . . . . . . . . . . . . . . 175
4.3.2 Anomaly Detection . . . . . . . . . . . . . . . . . . . . . . . . 176
4.3.3 Classification and Anomaly Detection System Comparison . . 177
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.4.1 False Alarm Rate vs. Detection Rate . . . . . . . . . . . . . . 178
4.4.2 Top-N Bumps on The Ordered Anomaly List . . . . . . . . . 179
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
xi
5 Concluding Remarks and Future Directions 181
5.1 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.2.1 Extension for Optimal Control Problem of Connected Auto-
mated Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . 185
5.2.2 Extension for SimEvents Traffic Simulation Modeling . . . . . 185
5.2.3 Extension for Street Bump Anomaly Detection and Decision





2.1 Comparison with baseline scenario (signalized intersection) . . . . . . 75
2.2 Performance under different traffic intensities . . . . . . . . . . . . . . 109
3.1 Vehicles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.2 Events . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
xiii
List of Figures
1·1 Cyber-physical infrastructure for a Smart City [Cassandras, 2016]. . . 3
2·1 Connected Automated Vehicles crossing an urban intersection. . . . . 24
2·2 Vehicle making a turn. . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2·3 Illustration of different subsets of Qz(t): (a) subset E(t); (b) subset
S(t); (c) subset L(t); (d) subset O(t) . . . . . . . . . . . . . . . . . . 28
2·4 Illustration of terminal time sequence of the first 20 CAVs. . . . . . . 36
2·5 No constraint active with free (blue) and fixed (red) terminal time
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2·6 The speed constraint vmax active (free terminal time). . . . . . . . . . 50
2·7 The speed constraint vmin active (tmi = 44). . . . . . . . . . . . . . . . 51
2·8 The control constraint umax active (free terminal time). . . . . . . . . 53
2·9 The control constraint umax active (fixed terminal time tmi = 32.5s). . 54
2·10 The control constraint umin active (fixed terminal time tmi = 50s). . . 55
2·11 Both the speed and control constraints vi(t) − vmax ≤ 0 and ui(t) −
umax ≤ 0 become active (free terminal time). . . . . . . . . . . . . . . 58
2·12 The state constraint pi(t) + δ − pk(t) ≤ 0 active (no exit). . . . . . . . 61
2·13 The state constraint pi(t) + δ − pk(t) ≤ 0 active (with entry and exit). 63
2·14 The speed-dependent rear-end constraint pi(t)+ϕvi(t)+ δ0−pk(t) ≤ 0
becomes active (no exit): example #1. . . . . . . . . . . . . . . . . . 67
2·15 The speed-dependent rear-end constraint pi(t)+ϕvi(t)+ δ0−pk(t) ≤ 0
becomes active (no exit): example #2. . . . . . . . . . . . . . . . . . 68
xiv
2·16 The speed-dependent rear-end constraint pi(t)+ϕvi(t)+ δ0−pk(t) ≤ 0
becomes active (with entry and exit). . . . . . . . . . . . . . . . . . . 69
2·17 The time-dependent lateral constraint tmi ≥ tfc , i.e., pi(tfc ) ≤ L becomes
active. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2·18 Speed profiles of the first 20 CAVs in the CZ. . . . . . . . . . . . . . 72
2·19 Control input/acceleration profiles of the first 20 CAVs in the CZ. . . 72
2·20 Pareto efficiency sets and frontier corresponding to different combina-
tions of energy consumption and traffic throughput in the CZ. . . . . 74
2·21 Distance to the end of MZ of the first 20 CAVs in the MZ. . . . . . . 81
2·22 Pareto efficiency sets and frontier corresponding to different combina-
tions of energy consumption and passenger discomfort in the MZ. . . 82
2·23 Acceleration/deceleration ui(t) and jerk Ji(t) trajectories for the cases
with different objectives: (a) minimize fuel consumption only; (b) min-
imize passenger discomfort only; (c) minimize a weighted sum of fuel
consumption and passenger discomfort where w = 0.95. . . . . . . . . 83
2·24 Example of safety constraint violation by CAV 3 when δ = 10. . . . . 85
2·25 Illustration of the feasibility region for case 1.1.C. . . . . . . . . . . . 91
2·26 Intersection model with feasibility enforcement zone (FEZ) added. . . 92
2·27 Speed vi(t) and position pi(t) trajectories of the first 20 CAVs. . . . . 94
2·28 Distance si(t) trajectories of the first 20 CAVs. . . . . . . . . . . . . . 96
2·29 Connected Automated Vehicles crossing an asymmetrical urban inter-
section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
2·30 Optimal control profiles of the first 10 CAVs under different problem
formulation cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
2·31 Optimal speed trajectories of the first 10 CAVs under different problem
formulation cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
xv
2·32 Illustration of the resequencing process. . . . . . . . . . . . . . . . . . 105
2·33 Travel time (left) and fuel consumption (right) under alternative prob-
lem formulations given λ = 0.4 (veh/s). . . . . . . . . . . . . . . . . . 108
2·34 Expected computational complexity of resequencing process over de-
creasing traffic intensity. . . . . . . . . . . . . . . . . . . . . . . . . . 112
2·35 Connected Automated Vehicles (blue labels) and non-CAVs (red la-
bels) crossing an intersection. . . . . . . . . . . . . . . . . . . . . . . 113
2·36 Modeling approach for CAVs. . . . . . . . . . . . . . . . . . . . . . . 115
2·37 Speed vi(t) and inter-vehicle distance s2(t) trajectories w/ and w/o the
optimal control for adaptively following. . . . . . . . . . . . . . . . . 118
2·38 Energy consumption variation with respect to speed and acceleration. 120
2·39 Different states of conflict areas. . . . . . . . . . . . . . . . . . . . . . 122
2·40 The Wiedemann model for non-CAVs. . . . . . . . . . . . . . . . . . 123
2·41 Energy consumption per second with respect to different CAV pene-
tration rates given traffic flow rate set to λ = 700 veh/(h·lane). . . . . 124
2·42 Energy consumption per second with respect to different CAV pene-
tration rates given different traffic flow rates: (a) 500, (b) 600, (c) 750,
(d) 800 veh/(h·lane). . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
2·43 Energy consumption and travel time over the CZ given different lengths
of MZ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
2·44 Average energy consumption with respect to both different traffic flow
rates and CAV penetration rates. . . . . . . . . . . . . . . . . . . . . 129
2·45 Average travel time with respect to different traffic flow rates and CAV
penetration rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
2·46 Traffic throughput with respect to both different traffic flow rates and
CAV penetration rates. . . . . . . . . . . . . . . . . . . . . . . . . . . 131
xvi
2·47 Energy consumption under different modeling approaches. . . . . . . 133
3·1 Architecture of the hybrid traffic simulation framework. . . . . . . . . 139
3·2 Simulink R© model of an intersection with four road segments (input/out-
puts). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
3·3 Customized event actions of CAV generator block. . . . . . . . . . . . 142
3·4 The MATLAB R© Discrete Event System for Control Zone (partial codes).142
3·5 Mcity test facility. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
3·6 The SimEvents-based Mcity simulation platform. . . . . . . . . . . . 146
3·7 The queue length, i.e., number of vehicles of road segment 17 under
fixed-cycle traffic light control. . . . . . . . . . . . . . . . . . . . . . . 147
3·8 CAVs crossing a single-lane unsignalized intersection (no turns allowed)
under optimal control. . . . . . . . . . . . . . . . . . . . . . . . . . . 149
3·9 Control profiles and speed trajectories of CAVs under decentralized
optimal control framework (left: control [m/s2]; right: speed [m/s]). . 150
3·10 CAVs crossing a multi-lane unsignalized intersection (left/right turns
allowed) under optimal control. . . . . . . . . . . . . . . . . . . . . . 151
3·11 CAVs crossing two adjacent urban intersections. . . . . . . . . . . . . 152
3·12 CAVs crossing two adjacent single-lane unsignalized intersections (no
turns allowed) under optimal control. . . . . . . . . . . . . . . . . . . 153
3·13 CAVs crossing a single-lane signalized intersection (no turns allowed)
under optimal control. . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3·14 Non-CAVs crossing a single-lane signalized intersection (no turns al-
lowed) under Intelligent Driver Model. . . . . . . . . . . . . . . . . . 156
3·15 Connected Automated Vehicles (CAVs) merging at freeway on ramp. 157
3·16 CAVs freeway on-ramp merging. . . . . . . . . . . . . . . . . . . . . . 158
xvii
3·17 The speed trajectories of CAVs before (dashed lines) and after (solid
lines) a storm event occurs. . . . . . . . . . . . . . . . . . . . . . . . 160
3·18 The time-scaled speed trajectories and the corresponding inter-vehicle
distance under mixed-traffic scenario(left: speed [m/s]; right: inter-
vehicle distance [m]). . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
3·19 The time-scaled speed trajectories and the corresponding inter-vehicle
distance under different communication delays (left: speed [m/s]; right:
inter-vehicle distance [m]). . . . . . . . . . . . . . . . . . . . . . . . . 164
4·1 (Left): x-coordinate signature of an anomalous (actionable) bump.
(Right): x-coordinate signature of a flat casting (non-actionable). . . 166
4·2 Top: Pothole (actionable) signature and associated ∆-filtered signature
with fitted sinusoid. Bottom: Flat Casting (Non-actionable) signature
and associated ∆-filtered signature with fitted sinusoid. . . . . . . . . 169
4·3 Sinusoid function fitting. . . . . . . . . . . . . . . . . . . . . . . . . . 171
4·4 Amplitude partition of ∆-filtered signatures. . . . . . . . . . . . . . . 174
4·5 ROC curves for the classification methods. . . . . . . . . . . . . . . . 178
4·6 Bump list in descending AI order with weight λ = 0.5. . . . . . . . . 179
xviii
List of Abbreviations
AI . . . . . . . . . . . . . Anomaly Index
CAV . . . . . . . . . . . . . Connected and Automated Vehicle
CPS . . . . . . . . . . . . . Cyber-Physical System
CZ . . . . . . . . . . . . . Control Zone
DES . . . . . . . . . . . . . Discrete Event System
FEZ . . . . . . . . . . . . . Feasibility Enforcement Zone
ITS . . . . . . . . . . . . . Intelligent Transportation Systems
MSE . . . . . . . . . . . . . Mean Squared Error
MZ . . . . . . . . . . . . . Merging Zone
V2I . . . . . . . . . . . . . Vehicle to Infrastructure Communication
V2V . . . . . . . . . . . . . Vehicle to Vehicle Communication





1.1 The Smart City
As of 2017, 55% of the world’s population resides in urban environments, a percentage
that is expected to reach 68% by 2050. This increase would amount to about 2.5
billion people added to urban populations [United Nations, 2018]. At the same time,
there are now 33 mega-cities with more than 10 million people worldwide, accounting
for one in eight of the world’s urban population and projections are to have 43 mega-
cities by 2030. It stands to reason that managing urban areas has become one of the
most critical challenges our society faces today.
The emerging prototype for a Smart City is one of an urban environment with a
new generation of innovative services for transportation, energy distribution, health
care, environmental monitoring, business, commerce, emergency response, and social
activities. The term “Smart City” is used to capture this overall vision as well as
the intellectual content that supports it. From a technological point of view, at the
heart of a Smart City is a cyber-physical infrastructure with physical elements (e.g.,
roads, vehicles, power lines) which are continuously monitored through various sensors
to observe, for instance, air/water quality, traffic conditions, occupancy of parking
spaces, the structural health of bridges, roads, buildings, as well as the location
and status of the city resources including transportation vehicles, police cars, police
officers, and municipal workers. The data collected need to be securely communicated
(mostly wirelessly) to information processing and control points. These data may
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be shared and the control points can cooperate to generate good (ideally, optimal)
decisions regarding the safe operation of these physical elements (e.g., vehicles guided
through the city).
It is important to emphasize that what ultimately makes the city “smart” is not
simply the availability of data but the process of “closing the loop” consisting of
sensing, communicating, decision making, and actuating. Figure 1·1 is a high-level
illustration of this process, which must take place while taking into account impor-
tant issues of privacy, security, safety, and proper energy management necessitated
by the wireless nature of most data collection and actuation mechanisms involved.
Finally, equally important as the development of a cyber-physical infrastructure is the
necessity for Smart Cities to engage – but not coerce – their citizens. Unlike other
organizations (e.g., corporations or military units) which can often assume compli-
ance of their human constituents, cities must resonate with their population’s goals,
means, desires, and freedom of choice. Thus, there is a crucial trade-off between tech-
nological efficiency and user engagement and an associated challenge of integrating
a crucial social aspect into the Cyber-Physical environment that constitutes a Smart
City.
1.2 Intelligent Transportation System
Intelligent transportation systems (ITS) are typical cyber-physical systems (CPS)
where event-driven components monitor and control physical entities online. We are
currently witnessing an increasing integration of energy, transportation, and cyber
networks, which, coupled with human interactions, is giving rise to a new level of
complexity in the transportation network and necessitates new control and optimiza-
tion approaches.
The alarming state of current transportation systems is well documented, and
3
Figure 1·1: Cyber-physical infrastructure for a Smart City [Cassan-
dras, 2016].
intersections in transportation systems are one of the major traffic control challenges
as they account for a large part of accidents and of overall road congestion. As
documented in [Schrank et al., 2015], in 2014, traffic congestion caused vehicles in
urban areas to spend 6.9 billion extra hours on the road at a cost of an extra 3.1
billion gallons of fuel, resulting in a total cost estimated at $160 billion. From a
control and optimization standpoint, the goal is to develop efficient traffic manage-
ment methods so as to reduce congestion and increase safety with minimal impact
on the existing infrastructure. This is typically accomplished through tighter spac-
ing of vehicles [Malikopoulos and Aguilar, 2013], [Margiotta and Snyder, 2011] which
can alleviate congestion, reduce energy use and emissions, and improve safety under
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proper control. Forming “platoons” of vehicles is a popular system-level approach
that gained momentum in the 1990s [Shladover et al., 1991a,Rajamani et al., 2000].
More recently, a study in [Tachet et al., 2016] indicated that transitioning from inter-
sections with traffic lights to autonomous ones has the potential of doubling capacity
and reducing delays.
To date, traffic light control is the prevailing method for coordinating conflicting
traffic flows and ensure road safety in urban areas. A traditional intersection utilizes
static traffic signaling with fixed traffic light cycles and cannot provide flexibility to
accommodate for various scenarios. Recent technological developments include de-
signing adaptive traffic light control systems that can dynamically adjust the signal
timing to various context using wireless sensor networks, which may include induc-
tive loop, aerial/satellite imaging, video image processor, ultrasonic, radio-frequency
identification, acoustic, radar, and magnetometer [Nellore and Hancke, 2016]. The
wireless sensor networks can help traffic managers better monitor the traffic conditions
and design data-driven control and optimization approaches, enable the adaptive con-
trol of traffic light cycles, and improve the traffic conditions. For example, [Choudekar
et al., 2011] proposed a system for controlling traffic signaling by detecting vehicles
traveling on the roads. [Fleck et al., 2016] modeled the intersection as a stochastic
hybrid system and adaptively adjust the controllable light cycles through an online
gradient-based algorithm using infinitesimal perturbation analysis to reduce the travel
delay. [Van der Pol and Oliehoek, 2016] combined the deep Q-learning algorithm with
a coordination algorithm and proposed a scalable approach of controlling multi-traffic
lights which can effectively reduce vehicle travel times.
However, in addition to the obvious infrastructure cost of traffic lights, the ef-
ficiency and safety offered by such signaling methods are limited, thus motivating
research efforts to explore new approaches capable of enabling smoother traffic flow
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while ensuring safety. Here is where the connected automated vehicles come into play.
1.3 Control of Connected Automated Vehicles
Connected automated vehicles (CAVs), also referred to as autonomous or self-driving
vehicles, provide the most intriguing opportunity for better traffic conditions in a
transportation network and for improving traffic flow. CAVs can be controlled at
different transportation segments, e.g., intersections, merging roadways, roundabouts,
speed reduction zones and assist drivers in making better operating decisions or they
can do so in a fully automated way so as to improve safety and reduce pollution,
energy consumption, and travel delays. According to SAE International’s definition
[SAE international, 2016], there are five autonomy levels, from level 1, where an
Advanced Driver Assistance System (ADAS) is embedded to assist the human driver,
to level 5 where a fully automated driving system is in place requiring no human
intervention. The CAVs in this thesis are assumed to be at least at level 4 (where
control can be relinquished back to the driver under certain circumstances). CAVs
can also use different technologies to communicate with other elements in the traffic
system, e.g., vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I). The CAVs
are assumed to be capable of communicating with everything (V2X) without errors
and delays. Note that the effect of communication delays cannot be negligible in
real-world transportation systems and that the quality of communication is crucial
to traffic safety. Since our focus for this section is on the control and optimization of
vehicle trajectories, the impact of communication is not the key issue addressed.
One of the very early efforts in this direction was proposed in [Athans, 1969]
and [Levine and Athans, 1966] where the merging problem was formulated as a lin-
ear optimal regulator to control a single string of vehicles. [Varaiya, 1993] has also
discussed extensively the key features of an automated intelligent vehicle-highway
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system (IVHS) and proposed a related control system architecture. Recently, several
research efforts have been reported in the literature for CAV coordination at inter-
sections proposing either centralized (if there is at least one task in the system that
is globally decided for all vehicles by a single central controller) or decentralized (i.e.,
each vehicle is responsible for its own decision making provided some information)
approaches with respect to any objective of interest such as increasing traffic through-
put/reducing travel delay, reducing energy consumption and improving safety.
In centralized approaches, Dresner and Stone [Dresner and Stone, 2004] proposed a
reservation-based scheme for centralized automated vehicle intersection management.
Since then, numerous centralized approaches have been reported in the literature,
e.g., [Dresner and Stone, 2008, de La Fortelle, 2010, Huang et al., 2012], to achieve
safe and efficient control of traffic through intersections. Several efforts have focused
on minimizing vehicle travel time under collision-avoidance constraints [Li and Wang,
2006, Yan et al., 2009, Zhu and Ukkusuri, 2015, Zohdy et al., 2012, Lee and Park,
2012, Miculescu and Karaman, 2014]. Zohdy et al. [Zohdy et al., 2012] presented
an approach based on Cooperative Adaptive Cruise Control (CACC) for minimizing
intersection delay and hence maximizing the throughput. Miculescu and Karaman
[Miculescu and Karaman, 2014] have studied intersections as polling systems and
determined a sequence of times assigned to vehicles on each road which provides
provable guarantees on safety and expected wait time. [Lee et al., 2013] considered
minimizing the overlap in the position of vehicles inside the intersection rather than
arrival time. [Kim and Kumar, 2014] proposed an approach based on model predictive
control that allows each vehicle to optimize its movement locally. [Hult et al., 2018]
addressed the optimal coordination of CAVs at intersections by first formulating a
Mixed-Integer-Quadratic-Program (MIQP) to compute an approximate crossing order
and then solving a nonlinear program for the optimal state and control trajectories.
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In decentralized approaches, each vehicle determines its own control policy based
on the information received from other vehicles on the road or from a coordinator.
[Alonso et al., 2011] proposed two conflict resolution schemes in which an autonomous
vehicle can make a decision about the appropriate order of crossing the intersection
to avoid collision with other manually driven vehicles. [Colombo and Del Vecchio,
2014] constructed the invariant set for the control inputs that ensure lateral collision
avoidance. [Tian et al., 2018] proposed a decision-making algorithm for CAVs at a
roundabout based on a level-k game-theoretic model that represents the interactions
between the ego vehicle and an opponent vehicle. [Xiao et al., 2019] proposed a
decentralized approach to optimize the merging process of CAVs using control barrier
functions while guaranteeing safety.
In addition to increasing traffic throughput/reducing travel delay, reducing en-
ergy consumption is another desired objective which has been considered in recent
literature [Gilbert, 1976, Hooker, 1988, Hellström et al., 2010, Li et al., 2012]. Hell-
strom [Hellström et al., 2010] proposed an energy-optimal control algorithm for heavy
diesel trucks by utilizing road topography information. Based on Vehicle-to-Vehicle
(V2V) communication, a minimum energy control strategy is investigated in car-
following scenarios in [Li et al., 2012]. A detailed discussion of recent advances in
this area can be found in [Rios-Torres and Malikopoulos, 2017] and [Guanetti et al.,
2018].
The performance of a signalized intersection can also be improved with CAVs [Xu
et al., 2018, Yu et al., 2018, Yang et al., 2016]. For example, Yang et al in [Yang
et al., 2016] optimize the crossing sequence using a branch and bound algorithm so as
to minimize the total travel delay for an isolated signalized intersection. [Meng and
Cassandras, 2018] aimed at deriving an optimal acceleration/speed profile for CAVs
in free flow mode approaching a traffic light without stop-and-go, so as to achieve
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both short travel time and low every consumption as well as avoid idling at a red
light.
The problem of control and coordination of CAVs usually involves many different
constraints. Hence, it is non-trivial to solve and most of the work focus on sub-optimal
solutions. In this thesis, we address the problem of optimally controlling CAVs cross-
ing an urban intersection without any explicit traffic signaling so as to jointly minimize
energy consumption and travel delay subject to hard safety constraints. Our goal is
to explore the analytical solutions that can be used as the theoretical bounds, i.e.,
references by low-level controllers. The implications of this approach are that vehicles
do not have to come to a full stop at the intersection, thereby conserving momentum
and energy while also improving travel time. Moreover, by optimizing each vehi-
cle’s acceleration/deceleration, we minimize transient engine operation, thus we have
additional benefits in energy consumption.
1.4 Simulation of Connected Automated Vehicles
An intelligent transportation system (ITS) combines time-driven dynamics governing
its physical components with event-driven dynamics characterizing its cyber elements.
The physical components include vehicles, infrastructure, pedestrians, and so on.
The cyber components involve a variety of devices and software modules for sensing,
monitoring, and actuation, which altogether provide the capability for information
processing, control, and communication.
Connected automated vehicles (CAVs), as we introduced previously in Section 1.3,
possess the potential to drastically change the transportation landscape and are at
the heart of an ITS. The advent of CAVs provides the automotive industry and trans-
portation network developers with an unprecedented opportunity by enabling users
to better measure, control, and monitor the conditions of a transportation system,
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hence improving traffic conditions in terms of maintaining safety, reducing energy
consumption and emissions, while also reducing congestion. From the perspective
of a CAV, the physical domain is defined by vehicle mechanics, motion dynamics,
energy consumption models, etc., while the cyber domain involves the capability to
sense the surroundings, communicate through Vehicle-to-Vehicle (V2V) or Vehicle-
to-Infrastructure (V2I) networking capabilities, and implement intelligent control al-
gorithms.
Recent advances in CAVs focus on issues such as optimizing powertrain config-
urations, for instance, in managing the gas/electricity-powered components of plug-
in hybrid electric vehicles (PHEV), as well as improving traffic conditions in terms
of reducing travel delays and energy consumption. To evaluate the effectiveness of
emerging proposed methodologies, it is important to conduct field tests involving ac-
tual vehicles as discussed in [Shladover et al., 1991b] and [Kato et al., 2002]. Such
tests take actual environmental factors into consideration, thus lending them credibil-
ity. The Mcity test facility(https://mcity.umich.edu/our-work/mcity-test-facility/)
is specifically designed for testing CAVs under safe and realistic conditions. It is
a full-scale reproduction of an urban-suburban environment encompassing various
road/lane configurations and a complete instrumentation system. Mcity is located
at the University of Michigan’s North Campus, with more than 16 acres of roads
and infrastructure. Mcity is being a benchmark for CAV testing, yet not everyone
including researchers and CAV technology developers has access to it for field tests.
With simulation still the prevailing way for performing experiments with CAVs, a
suitable ITS simulation environment that can accommodate various traffic scenarios
is indispensable.
Transportation system models are normally viewed at different levels of detail,
hence they are classified into three types: macroscopic, mesoscopic, and microscopic
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models [Ferrara et al., 2018]. Macroscopic models generally deal with transporta-
tion elements at an aggregate level and view traffic as a collection of interacting flow
processes. Mesoscopic models consider and analyze individual transportation ele-
ments as small groups within which all elements are considered to be homogeneous
(e.g., vehicle platoons). Microscopic models focus on individual elements, such as the
implementation of traffic control or communication protocols and how they impact
vehicle motion dynamics and driving behavior. In this thesis, we focus on building
microscopic models allowing the evaluation of different information and communica-
tion technologies (ICT) and control algorithms as they are implemented at individual
vehicles.
There are many traffic simulation platforms that can operate at the microscopic
level. CarSim [Benekohal and Treiterer, 1988] is used for simulating vehicle dynamics
in response to driver controls and environmental changes. SUMO [Krajzewicz et al.,
2002] is an open source software package in which the source code is available for
study, modification, or research. However, SUMO does not include its own graphical
editor for building a traffic network. PARAMICS [Cameron and Duncan, 1996] fea-
tures its own graphical representation which makes simulation more realistic. Users
can even add cameras to view the simulation from different points of reference. This
brings up some issues of memory usage because of the graphics models used. VIS-
SIM [Fellendorf, 1994] appears to be one of the most popular microscopic simulation
models with the capability to simulate, evaluate and validate new control algorithms.
One very important feature is the component object model (COM) programming
interface through which users can authorize customized controllers. One significant
disadvantage of VISSIM is the limitation of the operating system portability. For now,
VISSIM is only able to work under Microsoft Windows. Microscopic models track in-
dividual transportation elements on a continuous-time basis; for instance, they must
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track the position of all vehicles all the time. In the meantime, transportation sys-
tems must respond to events, some of which are random, such as vehicle arrivals,
bad weather, sudden braking of a vehicle, or a pedestrian crossing in an unsignalized
area, while others are controllable, such as routing decisions or traffic light switches.
Consequently, traffic models must be both event-driven and time-driven.
The emergence of CAVs in an ITS has motivated additional features for exist-
ing simulation platforms. In particular, CAVs make use of more sophisticated and
increasingly efficient control algorithms that heavily rely on sensing the transporta-
tion environment (for instance, unexpected pedestrian crossing and monitoring inter-
vehicle distances to ensure safety). Instrumental in the operation of an ITS with
CAVs is also V2I and V2V communication, which presents challenges in terms of
the quality and reliability of such communication. Testing and validating such new
functionality requires the consideration of a large number of different traffic scenar-
ios. Designing appropriate simulation platforms is challenging, since it requires an
environment that encompasses all different aspects of ITS operation. An example of
such a platform is PreScan, which accommodates CAVs and Advanced Driver Assis-
tance Systems (ADAS) based on sensor simulation and flexible scenario definition.
After building a scenario from a set of template components, one can set vehicle mod-
els and implement control algorithms via a MATLAB R© [MathWorks R©, 2019b] and
Simulink R© [MathWorks R©, 2019d] interface. The tool ITS Modeller proposed in [Ver-
steegt et al., 2009] complements PreScan in terms of evaluation at a traffic network
level.
One common feature of the aforementioned traffic simulation platforms is the in-
tegration of MATLAB and Simulink modules via an interface that allows users to
design ICT methods and control algorithms. Examples can be found in [Zhang et al.,
2016], where a decentralized optimal control algorithm is implemented using MAT-
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LAB and applied to each vehicle, with the resulting vehicle behavior visualized and
evaluated through VISSIM. This illustrates the powerful capabilities of MATLAB
and Simulink as a test bed for ICT approaches and control algorithms. In addition,
SimEvents R© [MathWorks R©, 2019c] provides users with various paradigms for building
a discrete-event simulation model. This thesis takes advantage of the discrete-event
and hybrid engine of the SimEvents [Clune et al., 2006] Discrete Event System (DES)
simulation framework, which offers users access to both graphical and textual mod-
eling languages to create customized DES models. This hybrid traffic simulation
framework includes both discrete-event components implemented by SimEvents and
continuous-time components implemented by Simulink. This is a unique feature in
transportation system simulators: all known commercial simulators (e.g., SUMO,
VISSIM) are time-driven and, as such, fail to exploit the event-driven nature of many
basic elements in the dynamic behavior of a transportation system. Moreover, their
time-driven behavior renders them much slower and in some cases prohibits large
scale models where tens of thousands of vehicles must operate simultaneously.
In this thesis, we build a discrete-event and hybrid traffic simulation model based
on SimEvents for intelligent transportation analysis. This model allows us to utilize
SimEvent, which has become a valuable tool for discrete-event and hybrid simula-
tion, in conjunction with MATLAB and Simulink and perform CAV evaluation under
various road/infrastructure configurations.
1.5 Exploration of Roadway Data
Although a cyber-physical infrastructure is instrumental in realizing the Smart City
vision described above, such infrastructure comes at a significant cost. Embedding
sensors in an urban environment (e.g., induction loops in roadways to measure traffic
flows or sensors monitoring the state of power lines under ground) and infrastructure
13
(traffic lights or centralized coordinator) do not only entail an installation expense,
but also significant maintenance costs. For wirelessly networked sensors, for instance,
battery life is limited, so that a battery replacement plan must be in place or ad-
ditional intelligence must be present in the sensors to manage their energy usage.
As another example, to monitor the structural health of roads, one approach is to
build specialized vehicles heavily equipped with a variety of sophisticated sensing de-
vices and design patrol paths in urban environments through which such vehicles can
perform this function. Clearly, the cost of building and maintaining such vehicles is
significant, not to mention their operation cost.
An exciting feature of Smart Cities, however, is the potential to exploit the ubiq-
uitous availability of wireless devices and new technologies embedded in vehicles in
order to meet several Smart City goals in an infrastructure-free manner. The ma-
jority of urban dwellers nowadays carry a smartphone, a device that contains three
important functionalities: (i) the ability to locate itself through GPS, (ii) an ac-
celerometer which can provide several forms of movement information, and (iii) a
wireless Internet connection which enables it to communicate with other devices or
with servers in an already existing network infrastructure. Finally, the sheer volume
of these devices provides the opportunity to process such “big data” in ways that can
bypass inaccuracies or errors. Looking into the not-so-distant future, the connected
vehicle initiative will be transforming vehicles into mobile nodes in a network which
does not require a Smart City to build or maintain it, but simply to take advantage of
the vast amount of data from the vehicles which will allow them to be self-driven. The
advent of such Connected Autonomous Vehicles (CAVs) provides the opportunity for
new approaches to realize, for example, automated vehicle intersection control based
on requests and information received from the vehicles located inside some communi-
cation range [Dresner and Stone, 2004]. There are several efforts recently reported in
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the literature involving the coordination and optimal control of multiple CAVs [Dres-
ner and Stone, 2008,de La Fortelle, 2010,Huang et al., 2012,Zhang et al., 2013,Zhang
et al., 2017b].
While there are many examples of systems recently developed to handle chronic
transportation-related problems in urban environments, such as parking [Geng and
Cassandras, 2013] and traffic light signaling [Geng and Cassandras, 2015], these as-
sume the existence of an infrastructure, e.g., sensors to detect if a parking space is
vacant or not and traffic lights. In this thesis, we choose to focus on an infrastructure-
free system (called Street Bump) which has been developed in Boston to sense and
classify roadway obstacles (e.g., potholes) based exclusively on data collected through
a smartphone application, as long as the smartphone resides in a vehicle.
According to the American Association of State Highway and Transportation
Officials, as much as 50% of US roads and highways are in bad condition, thus, raising
the likelihood of accidents. The Massachusetts State Transportation Department [cbs,
2014] received about 1,700 pothole complaints over the first quarter of 2014 and spent
more than $800,000 filling them, while the City of Boston filled more than 10,000
potholes.
To detect the road obstacles in a more automated and cost-effective manner, the
City developed a smartphone application, Street Bump, which records information
from the phone’s accelerometer and GPS, that can adequately describe and locate
“bumps”, as the smartphone-carrying vehicle drives through the streets of Boston.
We use the term “bump” generically to describe various obstacles, such as potholes,
sunk castings (manhole covers), utility patches, catch basins (drains), train tracks
and speed bumps, which are substantial enough to be clearly sensed by a driver and
potentially cause damage to the wheels or other parts of a vehicle. An innovative
component of this approach is the crowdsourcing collection of real data, which allows
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citizens to contribute to a massive and continuous data collection process without
the need to build and deploy any infrastructure, with the additive social benefit of
reinforcement of the feeling of participation in the betterment of the local community.
to develop a system that utilizes the collected Street Bump data to classify roadway
obstacles.
Our objective in this thesis is to develop an infrastructure-free anomaly detection
and decision support system based on data collected through the Street Bump smart-
phone application. The system is capable of effectively classifying roadway obstacles
into predefined categories using machine learning algorithms, as well as identifying
actionable ones in need of immediate attention based on a proposed “anomaly index.”
We explore some novel variants of classification algorithms that combine clustering
with classification and introduce appropriate regularization in order to concentrate
on a sparse set of relevant features and avoid overfitting. Further, we introduce a
novel “anomaly index” which allows us to prioritize among actionable obstacles.
1.6 Research Outline
1.6.1 Optimal Control of Connected Automated Vehicles at Urban In-
tersections
We establish a decentralized optimal control framework for coordinating on line a
continuous flow of CAVs crossing an urban intersection without using explicit traffic
signaling. We start by assuming a strict first-in-first-out (FIFO) ordering structure.
Then for each CAV, an optimal control problem is formulated with the objective
of jointly minimizing energy consumption and travel time subject to hard safety
constraints and the terminal time constraints derived based on the pre-determined
crossing sequence. We solved this problem for each CAV entering a specified Control
Zone (CZ) so that the acceleration/deceleration of the CAV is controlled until it
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reaches a Merging Zone (MZ) where the vehicle potential of lateral collisions exists.
The inclusion of left and right turns in this framework creates significant com-
plications. Considering the trajectory heterogeneity inside the MZ, it becomes more
complicated to resolve collision. Aside from the added complexity of ensuring collision
avoidance, passenger comfort in taking such turns becomes an essential component of
an automated trajectory design. The problem of coordinating CAVs at intersections
including left and right turns has been addressed by Kim and Kumar [Kim and Ku-
mar, 2014] based on an approach using Model Predictive Control (MPC) to achieve
system-wide safety and liveness of intersection-crossing traffic. Dresner and Stone
in [Dresner and Stone, 2005] considered scenarios that allowed left and right turns
using a reservation-based scheme together with a communication protocol which may
involve a stop sign and traffic lights. To ensure comfort, we formulate an optimal
control problem for each CAV aiming at minimizing a measurement of passenger
discomfort inside the MZ.
The ability to decentralize the optimal control rests on showing that each CAV
needs only information from a subset of CAVs. Recall that the CAVs are assumed
to be capable of communicating to everything (V2X), we note, however, that the
decentralized nature of our controller limits the information required by each CAV
from other CAVs, thus reducing the communication load.
The presence of turns complicates this simple coordination structure; however, we
are still able to show that each CAV needs only information from a small set of well-
defined CAVs among those preceding it (but not necessarily immediately preceding
it) in entering the CZ. We also derive explicit solutions for the two optimal control
problems, through the CZ and then the MZ, including the possibility of safety, state
and control constraints becoming active. Our analysis includes the derivation of
properties characterizing an optimal control solution, such as the continuity of the
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optimal control when an unconstrained optimal trajectory arc is followed by one with
an active constraint, and it allows us to determine whether an optimal control solution
for each CAV is feasible at the time it enters the CZ.
Instead of first resolving possible lateral collisions in the MZ and then applying
optimal control over the CZ, we extend the framework by combining CZ and MZ
and handling lateral collision avoidance as additional state constraints; this provides
flexibility in controlling CAVs within the MZ.
The presence of hard safety constraints makes it challenging to ensure the exis-
tence of a feasible solution to each such decentralized problem. Therefore, we also
establish the feasibility required to guarantee a solution of the optimal control prob-
lem for each CAV, which can be expressed in terms of a feasible region defined in the
space of the vehicle’s initial speed and arrival time at the CZ. We also introduce a
Feasibility Enforcement Zone (FEZ) which precedes the CZ and within which, a CAV
is controlled with the goal of attaining a point in the feasible region determined by
the current state of the CZ.
The crossing sequence for the CAVs based on which the terminal time constraints
are derived adopts a strict FIFO ordering structure. This can be effective when the
intersection is physically symmetrical and the vehicle arrival rates at all intersection
entries do not differ much. However, when the intersection is asymmetrical, the FIFO
queueing structure may lead to poor scheduling and possible congestion. Even with
a fully symmetrical intersection, a strict FIFO crossing sequence is conservative in
the sense that it prevents the intersection from further exploiting the benefits of
CAVs and achieving traffic throughput maximization. Hence, we introduce the idea
of dynamic resequencing for CAVs to maximize the traffic throughput. To investigate
the tradeoff between throughput maximization and energy minimization objectives,
we exploit several alternative problem formulations. In addition, the computational
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complexity of the resequencing process is analyzed and proved to be bounded, which
makes the online implementation computationally feasible.
The benefits of CAV coordination and control on energy consumption have been
established and quantified in recent literature. However, the integration of CAVs
with conventional vehicles faces several challenges before their penetration rate (i.e.,
the fraction of CAVs relative to all vehicles in a transportation system) becomes
significant. Thus, a critical question is that of determining the penetration effect of
CAVs under mixed traffic conditions. Under such conditions, it is necessary to design
control algorithms for CAVs and coordination policies that can accommodate both
CAVs and conventional human-driven vehicles. In this thesis, we take the interaction
between CAVs and human drivers into the optimal control framework, and the impact
study of integrating CAVs with conventional traffic demonstrates the benefit of CAV
penetration in terms of reducing both energy consumption and travel delay.
1.6.2 A Discrete-Event and Hybrid Traffic Simulation Model Based on
SimEvents for Intelligent Transportation System Analysis
We first introduce the building blocks and modeling architecture for a new hybrid
traffic simulation framework based on SimEvents in conjunction with MATLAB and
Simulink. The traffic simulation framework offers access to both the physical compo-
nents, for instance, vehicle motion dynamics, and the cyber components, which may
involve different ICT approaches and control strategies. Then, we build a model of
Mcity based on the tools presented earlier which enables users to carry out simulation
experiments designed for different specific purposes under various scenarios.
The simulation model consists of two parts: (1) the continuous-time component
for vehicle simulation, for instance, vehicle motion tracking, and (2) the discrete-event
part, for instance, a change in driving behavior when a traffic light turns red. Thus,
the overall traffic simulation framework is based on a hybrid dynamic model.
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An important feature of the proposed traffic simulation framework is the capa-
bility for users to easily create different scenarios under which they can test various
ICT methods and control algorithms. This thesis builds a discrete-event and hybrid
traffic simulation framework in order to create a flexible hybrid simulation model for
Mcity. The resulting simulation model allows combining the flexibility of SimEvents
for creating different scenarios with the advantages of Mcity that encompasses various
road/infrastructure configurations. Several examples are presented to describe and
elaborate on the capabilities of this hybrid simulation framework and demonstrate
how it can operate under various traffic scenarios. In particular, we discuss three
central scenarios: (1) CAVs crossing unsignalized intersections, (2) CAVs crossing
signalized intersections, (3) CAVs merging at a freeway on-ramp. In addition, to em-
phasize the event-driven nature of transportation systems, we explore a few possible
events that may occur in traffic networks and affect vehicle behavior. To demonstrate
the potential of integrating communication technologies, we also study the impact of
communication delays on safety.
As mentioned before, the Mcity facility serves as a benchmark for CAV testing,
yet it is not always accessible to everyone to perform field tests. Alternatively, we
can build a simulation platform of Mcity that provides an environment for testing
purposes before the actual deployment of the vehicles. Thus, our goal is that of
building a traffic simulation model of the Mcity test facility taking advantage of the
Discrete Event System framework introduced in SimEvents and to demonstrate the
capability to study traffic under various scenarios. This includes testing and verifying
the effectiveness of control algorithms under mixed traffic where both autonomous and
human-driven vehicles co-exist, the event-driven aspects of transportation systems,
and the effects of communication delays which are all brought together in the Mcity




1.6.3 A Street Bump Anomaly Detection and Decision Support System
for Sensing and Classifying Roadway Obstacles
The purpose is to develop an anomaly detection and decision support system driven
by the collected Street Bump data to classify roadway obstacles. The raw data include
both “actionable” and “non-actionable” bumps: the former include potholes and sunk
castings which are caused by nature or accident and require prompt repair, whereas
the latter are either expected or known obstacles (e.g., train tracks and speed bumps)
which do not require immediate attention. We aim to differentiate the actionable
bumps, viewed as anomalies, from the rest and further to develop a decision support
system capable of accurately classifying all detected roadway obstacles into predefined
categories (such as actionable and non-actionable) and of quantifying the severity of
the actionable ones so as to assist the City in prioritizing them and dispatching repair
crews in a timely and economical manner.
We emphasize the infrastructure-free nature of this system, since it relies exclu-
sively on data collected from smartphones located in vehicles driven throughout an
urban setting. Some may be municipal vehicles (e.g., buses, police cars) but most
are driven by citizens who can therefore become engaged in the maintenance of their
own public resources. This is in contrast to infrastructure-dependent approaches
such as the specialized vehicles equipped with sophisticated sensing devices that were
mentioned in the previous section.
We have at our disposal a training set labeled by the staff from the city of Boston
which contains information on the type of bumps in that set. From the data collected
by the Street Bump app we extract features, i.e., functions of the data organized
into a number of signals (or time-series) over time-windows associated with a specific
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bump. We then follow two complementary approaches. First, we formulate a binary
classification problem to differentiate actionable from non-actionable bumps and we
employ and evaluate several supervised learning algorithms that have been shown
to be effective in a number of other applications (e.g., prediction of heart-related
hospitalizations [Dai et al., 2015]). These algorithms include Support Vector Machines
(SVM), AdaBoost, logistic regression, random forests (see [Hastie et al., 2009]), and
some novel variants we introduce that combine classification with clustering. In some
instances, especially when we perform clustering and the number of training data
per cluster is small, we introduce specific sparsity-inducing regularizations that have
the effect of improving the classifier’s performance by identifying a subset of most
relevant features.
The second approach is unsupervised and inspired by anomaly detection problems
that appear in a variety of applications (see e.g., [Wang et al., 2013,Paschalidis and
Smaragdakis, 2009, Wang and Paschalidis, 2015] and references therein). Anomaly
detection methods typically attempt to model “normal” behavior and detect devia-
tions from it – the anomalies. In our setting, we will take advantage of structural
properties in the problem and specifically of the fact that most actionable obstacles
are due to natural phenomena that produce random obstacle configurations, whereas
non-actionable ones are human-made and possess a significant degree of regularity.
For example, vibration data from a flat casting fit much better the signature of a har-
monic oscillation than those from a pothole. In particular, we quantify this measure
of regularity through an “anomaly index” and develop two methods for obtaining
such indices which are then combined into one. The first method is based on a
Mean Squared Error (MSE) metric to measure the deviation of a bump signal from
that of a simple harmonic oscillation. The second method relies on measuring the
entropy [Shannon, 1948] of a bump signal so that bumps with higher entropy are
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assigned a higher anomaly index.
Although our work is focused on locating and identifying street bumps, our meth-
ods apply to various other application areas. As an example, we mention the issue
of remotely detecting falls of humans (such as elderly people in their residences) due
to accidents or specific medical conditions; once again, accelerometer and GPS data
from a smartphone carried by such individuals may be used to both detect a potential
fall and localize the incident without the presence of an underlying infrastructure.
1.7 Dissertation Organization
In Chapter 2, we focus the decentralized optimal control framework for controlling
connected automated vehicles crossing an urban intersection without explicit traffic
signaling, including the formulation of the joint optimization problem, constrained
optimal control analysis, feasibility enforcement analysis, the concept of dynamic
resequencing and mixed traffic scenario.
In Chapter 3, we introduce the discrete-event and hybrid traffic simulation model
for intelligent transportation analysis using SimEvents, and demonstrate how the
model operates under various traffic scenarios.
In Chapter 4, we explore the data of roadway obstacles and develop an anomaly
detection and decision support system to effectively classify obstacles into ‘actionable’
and ‘non-actionable’ bumps.
Finally, Chapter 5 concludes the dissertation by summarizing the main contribu-
tions and discussing future research directions.
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Chapter 2
Optimal Control of Connected Automated
Vehicles at Urban Intersections
2.1 The Intersection Model
We consider an intersection (Fig. 2·1) where the region at its center, assumed to be a
square of side S, is called Merging Zone (MZ) and defines the area of potential lateral
CAV collisions. The intersection has a Control Zone (CZ) and the road segment from
the CZ entry to the CZ exit (i.e., the MZ entry) is referred to as a CZ segment. The
length of each CZ segment is L > S and it is assumed to be the same for all entry
points to a given CZ. Note that the geometry of the intersection does not necessarily
to be the same as in Fig. 2·1. Extensions to asymmetric CZ segments are possible
and will be discussed later.
We assume the existence of a “coordinator” whose task is to handle the CAV
scheduling and the information exchanges between CAVs, while each CAV maintains
its own control autonomy. Let N(t) ∈ N be the cumulative number of CAVs which
have entered the CZ by time t and formed a queue that designates the crossing
sequence in which these CAVs will enter the MZ. There is a number of ways to
manage such a queue. Here, a strict First-In-First-Out (FIFO) crossing sequence is
assumed, that is, when a CAV reaches the CZ, the coordinator assigns it an integer
value i = N(t) + 1. This can be relaxed as in [Zhang and Cassandras, 2018a] to
allow for dynamically resequencing CAVs as each new one arrives, hence maximizing
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Figure 2·1: Connected Automated Vehicles crossing an urban inter-
section.
throughput. If two or more CAVs enter a CZ at the same time, then the corresponding
coordinator selects randomly the first one to be assigned the value N(t) + 1.
For simplicity, we assume that each CAV is governed by second order dynamics:
ṗi = vi(t), pi(t
0
i ) = 0; v̇i = ui(t), vi(t
0
i ) given (2.1)
where pi(t) ∈ Pi, vi(t) ∈ Vi, and ui(t) ∈ Ui denote the position, i.e., travel distance
since the entry of the CZ, speed and acceleration/deceleration (control input) of each
CAV i. The sets Pi, Vi and Ui are complete and totally bounded subsets of R. These
dynamics are in force over an interval [t0i , t
f




i are the times that the
vehicle i enters the CZ and exits the MZ respectively. To ensure that the control
input and vehicle speed are within a given admissible range, the following constraints
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are imposed:
ui,min ≤ ui(t) ≤ ui,max, and




To ensure the absence of any rear-end collision throughout the CZ, we impose the
rear-end safety constraint
si(t) = pk(t)− pi(t) ≥ δ, ∀t ∈ [t0i , t
f
i ] (2.3)
where k is the CAV physically ahead of i and δ is the minimal safe following distance
allowable while vehicles are moving. An alternative safety constraint often used is to
maintain a safe headway [Rajamani et al., 2000], i.e., a time gap that is a function of
speed,
si(t) = pk(t)− pi(t) ≥ ϕ · vi(t) + δ, ∀t ∈ [t0i , t
f
i ], (2.4)
where ϕ is the reaction time and δ, within this context, is the minimal standstill
inter-vehicle distance.
Since we consider urban intersections, the average speed does not exhibit signif-
icant variations and we may translate the allowable headway, i.e., (2.4) to a safe
inter-vehicle distance, i.e., 2.3. We will discuss both options in the sequel.
In this modeling framework, we make the following assumptions as part of safety
considerations:
Assumption 1. CAVs follow the crossing sequence established by the coordinator
and that no overtaking, reversing directions, or lane-changing are allowed.
Assumption 2. Each vehicle has proximity sensors and can observe and/or estimate
local information that can be shared with other vehicles.
Assumption 3. The decision of each CAV on whether a turn needs to be made at
the MZ is known upon its entry in the CZ and remains unchanged.
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Note that this assumption is made for simplicity. As we will show later in this
chapter, our model can be event-driven in the sense that it can accommodate for
unexpected changes by re-solving the problem given new conditions.
Assumption 4. For each CAV, the speed constraints in (2.2) and the rear-end safety
constraint in (2.3) (or (2.4)) are not active at t0i .
If this assumption is violated, any optimal control solution is obviously infeasible
and we must resort to control actions that simply attempt to satisfy these constraints
as promptly as possible; alternatively, we may impose a Feasibility Enforcement Zone
(FEZ) [Zhang et al., 2017b] that precedes the CZ as described in the sequel.
Finally, we make the following simplifying assumption:
Assumption 5. For each CAV i exiting the MZ, its speed remains constant for at
least a distance of length δ.
This assumption is reasonable since there is no compelling reason for vehicles to
accelerate or decelerate right after they exit the MZ unless an imminent safety issue
is involved.
2.1.1 Modeling Turns
The inclusion of left and right turns needs special attention in the context of safety as
well in ensuring passenger comfort. As a vehicle turns, it is affected simultaneously
by two forces: the braking force and the centripetal force (see Fig.2·2). Note that the
centripetal force is provided by the friction force, which depends on the speed of the
vehicle. Hence, to ensure safety, vehicles need to slow down while making turns. The
smaller the turning radius is, the lower the speed needs to be. On the other hand,
to minimize passenger discomfort, vehicles need to maintain a steady movement, i.e.,
avoid any abrupt change in the braking force. In other words, we need to minimize
the change in acceleration (i.e., the jerk).
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Figure 2·2: Vehicle making a turn.
Let di denote the decision of vehicle i on whether a turn is to be made at the MZ,
where di = 0 indicates a left turn, di = 1 indicates going straight and di = 2 indicates
a right turn. Letting SL denote the length of the left turn trajectory and SR the
length of the right turn trajectory, we assume that SR < S < SL holds. The speed for
which an intersection curve is designed depends on an assigned speed limit, the type
of intersection, and the traffic volume [Aashto, 2001]. Generally, the “desirable time”





, if di = 0, 2,
∆1i , if di = 1,
(2.5)
where Ri is the centerline turning radius (see Fig. 2·2); E is the super-elevation,
which is zero in urban conditions; F is the side friction factor; and ∆1i is the time for
CAV i going straight. Therefore, the time tmi when CAV i enters the MZ is directly
28
Figure 2·3: Illustration of different subsets of Qz(t): (a) subset E(t);
(b) subset S(t); (c) subset L(t); (d) subset O(t)
related to the time tfi that the vehicle exits the MZ through ∆i:
tfi = t
m
i + ∆i. (2.6)
Note that ∆i is different for left and right turns since the associated turning radii Ri
are different.
Relative Location Sets
When a CAV enters the CZ and is assigned a unique index i = N(t) + 1 by the
coordinator, it is also assigned to one and only one of four subsets {Ei(t), Si(t),
Li(t), Oi(t)} which capture its position relative to CAVs j < i. These subsets are
considerably different if turns are absence and are defined as follows:
(1) Ei(t) contains all vehicles j < i that can cause a rear-end collision with i at
the end of the MZ. For example, in Fig. 2·3(a), E3(t) contains vehicle #2 as it may
cause a rear-end collision with vehicle #3 at the end of the MZ, and E4(t) contains
vehicle #3 as it may cause a rear-end collision with vehicle #4 at the end of the MZ.
(2) Si(t) contains all vehicles j < i traveling on the same lane that can cause
rear-end collision with i at the beginning of the MZ. For example, in Fig. 2·3(b),
S3(t) contains vehicle #2 as it may cause a rear-end collision with vehicle #3 at
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the beginning of the MZ, and S4(t) contains vehicle #3 as it may cause a rear-end
collision with vehicle #4 at the beginning of the MZ. Note that if CAVs j and i, j < i
travel on the same lane and in the same direction, we have j ∈ Ei(t); since j belongs
to one and only one of these subsets, we cannot have j ∈ Si(t).
(3) Li(t) contains all vehicles j < i traveling on different lanes and towards differ-
ent lanes that can cause lateral collision with i inside the MZ. For example, in Fig.
2·3(c), L3(t) contains vehicle #2 as it may cause a lateral collision with vehicle #3
inside the MZ, and L4(t) contains vehicle #3 as it may cause a lateral collision with
vehicle #4 inside the MZ.
(4) Oi(t) contains all vehicles j < i traveling on different lanes and towards differ-
ent directions that cannot cause any lateral collision with i at the MZ. For example,
in Fig. 2·3(d), O3(t) contains vehicle #2 since it cannot cause any collision with
vehicle #3, and O4(t) contains vehicle #3 since it cannot cause any collision with
vehicle #4.
2.1.2 Merging Zone Safety Constraints




i−1, i > 1. (2.7)
However, this FIFO ordering structure may be relaxed by dynamically resequencing
CAVs as each new one arrives [Zhang and Cassandras, 2018a] aiming to maximize
throughput and subsequently re-solving each decentralized CAV problem. As we will
see, this is made possible by the relatively modest computational cost of solving such
problems. We will discuss this in the sequel.
We shall henceforth reserve the symbol k (k < i) to denote the index of the





k , i > k ≥ 1, (2.8)
to avoid any rear-end collision at the beginning of the MZ.
A lateral collision involving CAV i may occur only if some CAV j 6= i belongs to
Li(t). This leads to the following definition:
Definition 1. For each CAV i ∈ N (t), the set Γi that includes all time instants when
a lateral collision involving CAV i is possible:
Γi ,
{





Consequently, to avoid a lateral collision for any two vehicles i, j ∈ N (t) on
different roads, the following constraint should hold:
Γi ∩ Γj = ∅, ∀t ∈ [tmi , t
f
i ], j ∈ Li(t). (2.10)




l , l = maxz
{z ∈ Li(t)} (2.11)
Since tmi is the time that CAV i reaches the end of the CZ, the constraint (2.11) is
equivalent to the following position-dependent interior-point constraint
pi(t
f
l ) ≤ L, l = maxz {z ∈ Li(t)}. (2.12)
For CAVs that belong to Oi(t), no collision would occur throughout the CZ and the
MZ.
2.1.3 Terminal Conditions
We now turn our attention to the terminal conditions that must be enforced on each
CAV i at times tmi and t
f
i when it enters and exits the MZ respectively. The safety
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requirements discussed above imply constraints on these times that depend on the
relative location sets of i as explained next.
(1) Let e = max
j
{j ∈ Ei(t)}. In this case, CAV e is the vehicle immediately ahead
of CAV i in the FIFO queue that may cause a rear-end collision with i at the end of
the MZ. To avoid such a rear-end collision, e and i should maintain the minimal safe
distance δ defined in (2.3) by the time i exits the MZ. Since, by Assumption 5, each
CAV maintains a constant speed after the MZ exit for at least a distance δ, we set




where tfe and t
f
i are the times that CAVs e and i exits the MZ respectively, and v
f
e is
the speed of CAV e at the exit of the MZ. It is easy to see that if the only objective for




e . In general, however,
as we will see when setting up each CAV’s decentralized optimal control problem in
Section IV, (2.13) in conjunction with (2.6) provides only a lower bound constraint
on tmi for this problem:




The inclusion of left and right turns forces us to vary the speed vi(t) for t ∈ [tmi , t
f
i ].
The actual values of vi(t), t ∈ [tmi , t
f
i ], are determined by the solution of the optimal
control problem we will define in Section V so as to take a passenger comfort metric
into consideration. For this problem, tmi is the initial time which is obtained from the
decentralized optimal control problem over [t0i , t
m
i ] in Section IV.
(2) Let s = max
j
{j ∈ Si(t)}. In this case, CAV s is the vehicle immediately
ahead of CAV i in the FIFO queue such that it may cause a rear-end collision at the
beginning of the MZ. To guarantee the rear-end collision constraint does not become
active we set
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tmi ≥ tms + ∆δs, (2.15)





, if ds = 0, 2,
∆1δs , if ds = 1.
(2.16)
is the time vehicle s needs to travel a distance δ inside the MZ, where ∆1δs is the
time for CAV s traveling a distance δ if it goes straight. The time tfi when CAV i
will be exiting the MZ is given by (2.6) and, using (2.15), we get tfi ≥ tms + ∆δs + ∆i.
However, if s makes a left turn and i makes a right turn, since SL > SR, we may have
tfi < t
f
s , which violates (2.7). In that case, we must set t
f
i ≥ tfs . This situation arises
whenever the time to cover the trajectory of s through the MZ is longer than that of
i. Combining these two cases, it follows that
tfi ≥ max{tms + ∆δs + ∆i, tfs} (2.17)
and, from (2.6), tmi is constrained so that
tmi ≥ max{tms + ∆δs, tfs −∆i}
(3) Let l = max
j
{j ∈ Li(t)}. In this case, CAV l is the vehicle immediately ahead
of CAV i in the FIFO queue such that it may cause a lateral collision inside the MZ.
We constrain the MZ to contain only either CAV l or i so as to avoid such a collision;
this is intended to enhance safety awareness, but it could be modified appropriately,




and tfi is obtained through (2.6).
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(4) Let o = max
j
{j ∈ Oi(t)}. In this case, CAV o is the vehicle immediately ahead
of CAV i in the FIFO queue such that it will not generate any collision with i in the
MZ, so we only require that
tfi ≥ tfo (2.19)
and, from (2.6), tmi is constrained so that
tmi ≥ tfo −∆i (2.20)
We are now in a position to establish a lower bound on tmi , the time for CAV i
to enter the MZ, which will serve as a terminal time constraint in the decentralized
optimal control problem considered in Section IV. In so doing, we need to also take
into account the lower bound tLi imposed on t
m
i due to the control and state constraints
(2.2). To derive this lower bound of tmi , we have to consider two cases, which depend
on whether CAV i can reach vmax upon arriving at the MZ: (i) If CAV i enters the CZ
at t0i , accelerates with ui,max until it reaches vmax and then cruises at this speed until











(ii) If CAV i accelerates with ui,max but reaches the MZ at t
m
i with speed v
m
i < vmax,










i1vmi =vmax + t
2
i (1− 1vmi =vmax) (2.21)
The following provides a lower bound for tmi ensuring that is feasible.
Theorem 1. The lower bound on the time when CAV i can enter the MZ and satisfy
all MZ safety constraints is given by
tmi ≥ max{tLi , tfe +
δ
vfe





where e = maxj{j ∈ Ei(t)}, s = maxj{j ∈ Si(t)}, l = maxj{j ∈ Li(t)}, o = maxj{j ∈
Oi(t)} and tLi is given by (2.21).
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o −∆i} = tLi , then tmi ≥ tLi
ensures that tmi is feasible since it depends only on the control and state constraints
(2.2). Let j < i and j 6= e, s, l, o. There are four cases to consider as follows.
(1) j ∈ Ei(t). Since e, j ∈ Ei(t), CAVs e and j are driving towards the same lane.
As e = maxr{r ∈ Ei(t)} and j 6= e, we have j < e and j ∈ Ee(t). If tmi ≥ tfe + δvfe −∆i,












which ensures the absence of a rear-end collision at the end of the MZ and (2.13)
holds for all j ∈ Ei(t).
(2) j ∈ Si(t). Similarly, since we have s, j ∈ Si(t), CAVs s and j are traveling
on the same lane. As s = maxr{r ∈ Si(t)} and j 6= s, we have j < s and j ∈ Ss(t).
In this case, a rear-end collision at the beginning of the MZ is possible. If tmi ≥
max{tms + ∆δs, tfs −∆i}, then (2.17) holds and we have tfs ≥ max{tmj + ∆δj + ∆s, t
f
j }




j . Therefore, (2.7) also holds.
(3) j ∈ Li(t). In this case, a lateral collision is possible between i and j. Given
tmi ≥ t
f
l , unlike cases (1) and (2), we cannot determine which subset j belongs to with
respect to CAV l. To explore the relationship between CAV l and j explicitly, there
are four subcases to consider as follows. (i) j ∈ El(t). According to (2.13), we have
tfl > t
f




j and lateral collision avoidance is ensured. (ii) j ∈ Sl(t).
According to (2.17), we have tfl ≥ max{tmj + ∆δj + ∆l, t
f





hence tmi ≥ t
f











j which ensures the absence of a
lateral collision. (iv) j ∈ Ol(t). Based on (2.19), we have tfl ≥ t
f
j . Hence, we still
have tmi ≥ t
f
j which still ensures lateral collision avoidance.
(4) j ∈ Oi(t). According to the definition of Oi(t), j cannot collide with i. To
summarize, as long as (2.22) holds, we can guarantee that all MZ constraints are
satisfied. 
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Corresponding to the lower bound of terminal time tLi , there also exists the upper
bound tUi , that is,
tUi = t
3
i1vmi =vmin + t
4





2Lumin + (v0i )















are derived in a similar way as t1i and t
2
i in (2.21) respectively. Based on (2.23), the
following upper bound constraint applies:
tmi ≤ tUi (2.24)
Simulation Example
To better illustrate the collision avoidance approach, we give a simulation example
in MATLAB. For each direction, only one lane is considered. The parameters used






πS, δ = 10 m. We assume a Poisson
process with rate λ = 1 for CAV arrival. We set ∆i = 5, 3, 3s for left turn, going
straight and right turn respectively. The terminal time sequence ([tmi , t
f
i ]) is shown
in Fig. 2·4.
Observe that #13 will not generate collision with #12. Based on our previous
terminal time determination approach (dependence of i ONLY on i− 1), #13 should
arrive at the end of the MZ at the same time with #12, as both of them turn right.
However, now it arrives later than #12 due to the dependence on e, s, l, o (note that
i − 1 is still among these four CAVs). Because #13 may generate rear-end collision
at the end of the MZ with #10 and hence, it has to wait until #10 leaves the MZ for
a length of δ.
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Figure 2·4: Illustration of terminal time sequence of the first 20 CAVs.
2.2 Optimal Control of Connected Automated Vehicles in
the Control Zone
It follows directly from (2.22) that if each CAV seeks to minimize its travel time
through the intersection it should select a time tmi given by the lower bound on the
right-hand-side. The CAV can then formulate a fixed terminal time optimal control
problem with a given objective function and solve this problem in a decentralized
way since the value of tmi depends only on information associated with four CAVs
(with indices given by e, s, l, o < i) whose optimal trajectories have already been
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determined prior to the arrival of CAV i at the CZ.
The objective of each CAV is to minimize a convex combination of its travel
time and energy consumption. For each CAV i, we define its information set Yi(t),





pi(t), vi(t), di, si(t), Ii
}
,
where pi(t), vi(t) are the traveling distance and speed of CAV i and di indicates
whether i is making left or right turn or going straight at the MZ. The fourth element
in Yi(t) is si(t) = pk(t)− pi(t), the inter-vehicle distance between CAV i and CAV k
which is physically ahead of i in the same lane (the index k is made available to i by
the coordinator). Based on this information the coordinator can also evaluate
Ii = {e, s, l, o}
consisting of CAV indices as previously defined for the corresponding sets {Ei(t), Si(t),
Li(t), Oi(t)} known to the coordinator. The values of e, s, l, o are computed when
CAV i arrives at the CZ which is why Ii is treated as a time-invariant set. Since the
coordinator only handles the CAV scheduling and the information exchange among
CAVs, each CAV maintain its own control autonomy given the information set Yi(t).
The decentralized approach can prevent the problem becoming intractable, which
is a common issue with centralized methods. We can then formulate a tractable








s.t. : (2.1), (2.2), (2.3), (2.22), (2.24),
pi(t
0
i ) = 0, pi(t
m
i ) = L





where γ1 = β, γ2 =
(1−β)
ū2
with β ∈ [0, 1] a weight associated with the importance




∈ [0, 1] and the overall objective is a well-defined convex combination of
the normalized travel time and normalized energy. Note that the objective function
in (2.25) can be rewritten as
γ1(t
m




Remark 1. Unlike the problem considered in our earlier work [Zhang et al., 2016]
where tmi was obtained a priori to optimize travel times, here the optimal travel time
is determined by the solution of the problem itself. Similarly, the terminal speed vmi
is also obtained from the optimal control problem. An alternative formulation is to
pre-specify a “target” vmi or to include a penalty term on the deviation of the actual
terminal speed from vmi .
2.2.1 Problem Decomposition










s.t. : (2.1), (2.2), (2.3), (2.22), (2.24),
pi(t
0
i ) = 0, pi(t
m
i ) = L,




where γ = γ1
2γ2
. Note that (2.22) and (2.24) are constraints applied to the terminal
time tmi . In order to efficiently obtain an analytical solution on line, we proceed with
the following step-wise approach (Algorithm 1). We start with the unconstrained
problem P0 by relaxing all constraints in (2.25) except the dynamics (2.1). After
solving P0, we obtain the terminal time t
m




satisfies both (2.22) and (2.24); if not, we formulate problem P1 by constraining t
m
i
to either the lower bound (2.22) or the upper bound (2.24) and re-solve the problem.
Then, we proceed with checking the speed, control and safety constraints (2.2), (2.3)
(or (2.4)) and (2.12) and deal with any violated constraints one by one until they are
all satisfied. Note that if tLi > t
U
i , i.e., the lower bound on t
m
i is higher than its upper
bound, the problem is obviously infeasible, and we may need the FEZ [Zhang et al.,
2017b] that precedes the CZ for the CAV to make adjustments.
Algorithm 1: A step-wise constrained optimization approach
1 formulate an unconstrained problem P0 by relaxing all the constraints in
(2.26) except the dynamics (2.1);
2 solve P0 (see 2.2.3) and obtain the optimal solution ui(t);
3 if tmi violates (2.22)or (2.24) then formulate P1 by setting t
m
i to either the
lower bound (2.22) or the upper bound (2.24); solve P1 (see 2.2.3) and
obtain a new optimal solution ui(t);
4 else
5 go to step 9
6 end
7 set the index of iteration r := 2;
8 repeat
9 check if ui(t) satisfies (2.2) and (2.3) (or (2.4));
10 if any of the constraints in (2.2) and (2.3) (or (2.4)) is violated then
formulate Pr by adding the violated constraint to Pr−1(P1 = P0 if P1
does not exist); solve Pr (see 2.2.4) and obtain a new optimal solution
ui(t); r := r + 1;
11 until (2.2) and (2.3) (or (2.4)) are all satisfied ;
12 obtain ui(t) = u
∗
i (t) as the optimal solution;
2.2.2 Analytical Solution
Given the objective function of problem P0, the Hamiltonian is
Hi(pi, vi, ui, λi, t) = γ +
1
2
u2i (t) + λ
p




and the Lagrangian with constraints directly adjoined is
Li(pi, vi, ui, λi, µi, νi, t) = Hi(pi, vi, ui, λi, t) + µigi(ui, t)
+ νihi(pi, vi, t)
(2.28)





T ∈ R2 is the costate
vector, gi(ui, t) ≤ 0 and hi(pi, vi, t) ≤ 0 represents the control constraints and state









> 0, ui(t)− umax = 0,




> 0, umin − ui(t) = 0,




> 0, vi(t)− vmax = 0,




> 0, vmin − vi(t) = 0,




> 0, pi(t) + δ − pk(t) = 0,
= 0, pi(t) + δ − pk(t) < 0.
(2.33)
where k is the CAV physically ahead of i in the same lane and its position pk(t) is
known to i through the coordinator (or through on-board sensors).
The Euler-Lagrange equations become





0, pi(t) + δ − pk(t) < 0,
−νsi , pi(t) + δ − pk(t) = 0,
(2.34)
and





−λpi (t), vi(t)− vmax < 0 and
vmin − vi(t) < 0,
−λpi (t)− νci , vi(t)− vmax = 0,
−λpi (t) + νdi , vmin − vi(t) = 0.
(2.35)
Since the terminal time tmi and terminal speed v
m





i ) = 0, Hi(t
m
i ) = 0 (2.36)
Note that if we need to solve P1 and P2, then the second equation in (2.36) no longer
holds; instead, tmi is fixed to its upper or lower bound as described above. In addition,
there also exist the state boundary conditions pi(t
0
i ) = 0, pi(t
m
i ) = L, vi(t
0
i ) = v
0
i ,
given the initial time t0i and the initial speed v
0
i .







i (t), ui(t)− umax < 0 and
umin − ui(t) < 0,
ui(t) + λ
v
i (t) + µ
a
i , ui(t)− umax = 0,
ui(t) + λ
v
i (t)− µbi , umin − ui(t) = 0.
(2.37)
A complete solution of this problem requires that constrained and unconstrained arcs
of an optimal trajectory are pieced together to satisfy all conditions (2.29) through
(2.37). This includes the five constraints (three pure-state constraints, two control
constraints) in (2.29) through (2.33). While there are many different cases that can
occur, the nature of the optimal solution rules out the possibility of several cases.
In what follows, we provide a complete analysis of the case where no constraints are
active and of the case where one or more constraints are active.
2.2.3 Unconstrained Optimal Control Analysis
For problem P0, the terminal time is free whereas for P1 and P2 the terminal time is
fixed. Thus, we provide the analysis for each of these two cases.
Free Terminal Time







i = 0. The Lagrangian (2.28) becomes Li(p, v, u, λ, µ, ν, t) = Hi(p, v, u, λ, t)
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and (2.37) reduces to ∂Li
∂ui
= ui(t) + λ
v
i = 0, which leads to
ui(t) = −λvi (t). (2.38)
Since νsi = 0, (2.34) becomes λ̇
p
i (t) = −∂Li∂pi = 0 which leads to
λpi = ai (2.39)




i = 0, (2.35) becomes λ̇
v
i (t) = −∂Li∂vi = −λ
p
i . Since
λpi = ai, we have
λvi (t) = −ait− bi (2.40)
where bi is a constant. The optimal control u
∗
i (t) can be derived from (2.38) and
(2.40). Using the optimal control u∗i (t) in the system dynamics (2.1), we then derive
the optimal speed v∗i (t) and the optimal trajectory p
∗
i (t). We can then obtain a
complete analytical soloution of P0 as follows.














2 + cit+ di (2.43)
for t ∈ [t0i , tm
∗





ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0 (2.44a)
1
2
ai · (t0i )2 + bit0i + ci = v0i (2.44b)
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L (2.44c)
ait
m
i + bi = 0 (2.44d)
γ − 1
2
b2i + aici = 0 (2.44e)
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Equations (2.44a) through (2.44c) follow from the boundary conditions pi(t
0
i ) = 0,
vi(t
0








i ) = 0 in (2.36) and from (2.41).
The last equation follows from Hi(t
m











i )− (u∗i (tmi ))2














= γ − 1
2
b2i + aici = 0
using (2.27), (2.39), (2.40), (2.41) and (2.42).
Thus, a complete solution of P0 boils down to solving the five equations in (2.44).
The next two results establish a basic property of the optimal control, i.e., it is
non-negative and non-increasing, and the fact that two of the constraints in (2.2)
cannot be active.
Lemma 1. For the unconstrained problem with free terminal time, the optimal control
is non-negative, i.e., u∗i (t) ≥ 0, and monotonically non-increasing
Proof. To prove that u∗i (t) ≥ 0, let us assume that the optimal control includes
an interval that is negative, i.e., u∗i (t) < 0 for t ∈ [t1, t2], and u∗i (t) ≥ 0 for t ∈
[t0i , t1] ∪ [t2, tmi ]. Next, we construct another control uci(t) which is the same as u∗i (t)
except that uci(t) = 0 for t ∈ [t1, t2]. Let us first prove that uci(t) is feasible. Note
that uci(t) = u
∗
i (t) for t ∈ [t0i , t1] ∪ [t2, tmi ], hence, uci(t) must be feasible for t ∈
[t0i , t1]. Moreover, for t ∈ [t1, t2], uci(t) = 0 does not violate any control constraints.
In addition, since we have vmin < v
c
i (t1) < vmax and u
c
i(t) = 0 for t ∈ [t1, t2], it
follows that vci (t) = vi(t1) and vmin < v
c
i (t) < vmax for t ∈ [t1, t2]. Hence, the speed
constraints are satisfied as well. By assumption, the safety constraint (2.3) is inactive
over [t0i , t1]. If, under u
c
i(t), the safety constraint remains inactive over [t1, t2], then
uci(t) is feasible. Otherwise, since (2.3) is inactive under u
∗
i (t), there exists some ε > 0




uci(t) = 0 for t ∈ [t1, t1 + ε] and uci(t) = u∗i (t) for t ∈ (t1 + ε, t2] which ensures uci(t) is
feasible over [t1, t2]. Next, since u
∗
i (t) < 0 and u
c
i(t) = 0 for t ∈ [t1, t1 + ε], we have
v∗i (t) < v
c
i (t) for t ∈ [t1, t2] and for t ∈ [t2, tmi ]. This implies that it is possible that
vci (t3) = vmax for some t3 ∈ (t2, tmi ]. If that happens, then we modify uci(t) so that
uci(t) = 0, hence v
c
i (t) = vmax, for t ∈ [t3, tmi ] and uci(t) is feasible over all t ∈ [t0i , tmi ].
Since v∗i (t) < v
c





i , or t
m∗
i − t0i > tm
c
i − t0i , which indicates that the optimal control u∗i (t) leads
to a longer travel time compared to uci(t). Denoting the energy consumption in (2.25)
as Ju(ui(t)) and allowing for the possibility that there exists t3 such that t2 < t3 ≤ tmi
(otherwise, t3 = t
m












































where we have used the fact that uci(t) = 0 for at least t ∈ [t1, t1 + ε] and uci(t) = u∗i (t)
for t ∈ [t0i , t1] ∪ [t2, t3]. In view of the objective function (2.25), since we have shown
that tm
∗
i − t0i > tci − t0i and Ju(u∗i (t)) > Ju(uci(t)), we can see that the optimal control
u∗i (t) incurs a larger cost compared to u
c
i(t), which contradicts the assumption that
u∗i (t) is the optimal control. Therefore, u
∗
i (t) cannot be negative at any t ∈ [t0i , tmi ]
and we have u∗i (t) ≥ 0 as long as the optimal trajectory is unconstrained.




i ) = 0
from (2.44d). Since the optimal control is a linear function of time as indicated by
(2.41) and non-negative as established above, it follows that u∗i (t) is monotonically
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non-increasing. 
Lemma 2. For the unconstrained problem with free terminal time, it is not possible
for constraints vmin − vi(t) ≤ 0 and/or umin − ui(t) ≤ 0 to become active.
Proof. By Lemma 1, u∗i (t) ≥ 0. Hence, umin − ui(t) ≤ 0 cannot become active.
Since, by assumption, vmin < v
0
i < vmax, v
∗
i (t) cannot reach vmin and the constraint
vmin − vi(t) ≤ 0 cannot become active. 
Fixed Terminal Time
If the terminal time tm
∗
i obtained from solving P0 turns out to violate (2.22) or
(2.24), then, as described in the two-step approach earlier, we need to solve either P1
or P2 by setting t
m
i to a fixed value which is either the lower bound in (2.22) or the
upper bound in (2.24). Therefore, the transversality condition Hi(t
m
i ) = 0, i.e., the

































which yields the four parameters ai, bi, ci, di from a simple system of linear equations.
Simulation Example: The parameters are: L = 400m, γ = 0.1, v0i = 10m/s, t
0
i = 0s.
The optimal terminal time is obtained as tmi = 32.03s as shown by the blue curves in
Fig. 2·5.
Assuming tmi = 32.03s violates (2.22) and we need to formulate P1 by adding
tmi = 33s to P0, the optimal profiles are shown by the red curves in Fig. 2·5.
With the terminal time fixed, Lemma 1 needs to be modified as follows.
Lemma 3. For the unconstrained problem with fixed terminal time, the optimal con-
trol must be either monotonically non-increasing and u∗i (t) ≥ 0, or monotonically
non-decreasing and u∗i (t) ≤ 0.
Proof. Due to the linearity of the unconstrained optimal control in (2.41),
u∗i (t) must be either non-increasing or non-decreasing over all t ∈ [t0i , tmi ]. With the
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Figure 2·5: No constraint active with free (blue) and fixed (red) ter-
minal time respectively.
terminal time fixed, the last equation in (2.45) gives u∗i (t
m
i ) = 0. Therefore, when
u∗i (t) is monotonically non-increasing, we have u
∗
i (t) ≥ 0; when u∗i (t) is monotonically
non-decreasing, we have u∗i (t) ≤ 0. 
2.2.4 Constrained Optimal Control Analysis
Checking whether the optimal solution of the unconstrained problem P0, P1 or P2
violates any of the constraints (2.29) through (2.33) is easily accomplished since the
unconstrained optimal control in (2.41) is a linear function of time and the optimal
speed is a quadratic function of time. When this happens, we must check whether
there exists a nonempty feasible control set. One approach followed in earlier work
[Zhang et al., 2017b] is to identify the set of all initial conditions (t0i , v
0
i ) such that no
constraint is violated over [t0i , t
m
i ] or at least some of the constraints are not violated
while the rest are explicitly dealt with through the Lagrangian in (2.28). As shown
in [Zhang et al., 2017b], it is possible to define a Feasibility Enforcement Zone (FEZ)
which precedes the CZ such that each CAV is controlled over the FEZ so as to reach a
feasible initial condition when reaching the CZ. Here, however, we proceed differently
by following a direct approach through which we derive explicit solutions for any
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feasible optimal constrained trajectory. In so doing, we can also explicitly identify
when an optimal solution is infeasible under initial conditions (t0i , v
0
i ).
When the optimal solution of the unconstrained problem violates a constraint,
we need to re-solve the problem by identifying an optimal trajectory that includes
unconstrained arcs pieced together with one or more constrained arcs such that all
necessary conditions for optimality are satisfied. For a control constraint of the form
gi(ui, t) ≤ 0 as in (2.29)-(2.30), the optimal control on a constrained arc can be
simply obtained by solving gi(ui, t) = 0. The remaining constraints (2.31)-(2.33)
in our problem are pure state constraints of the form hi(xi, t) ≤ 0. In this case
(see [Bryson and Ho, 1975]), we define the tangency constraints
Ni(xi, t) , [hi(xi, t) h
(1)
i (xi, t) · · · h
(q−1)
i (xi, t)]
T = 0, (2.46)
where h
(k)
i (xi, t) is the kth time derivative and q derivatives are taken until we obtain
an expression that explicitly depends on the control ui so that
h
(q)
i (xi, t) = 0. (2.47)
At the junction points of constrained and unconstrained arcs, the costate and Hamil-
tonian trajectories may have discontinuities. This can be determined using the fol-
lowing jump conditions [Bryson and Ho, 1975], where τ denotes a junction point and














where Ni(xi, t) is the q-dimensional vector in (2.46) and πi is a q-dimensional vector
of constant Lagrange multipliers satisfying πTi Ni(xi, t) = 0 and πi ≥ 0, i = 1, . . . , q.
Consequently, the optimal control u∗i (t) may or may not be continuous at junction
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points.
In what follows, we concentrate on the safety constraint (2.3) which is the most






i = 0. The remaining
constraints are discussed in the Appendix. Thus, we set hi(pi, t) = pi + δ − p∗k(t)
where we observe that p∗k(t) is a known explicit function of time given by the optimal
position trajectory of CAV k specified in (2.44) or (2.45) since, upon arrival of CAV i
at the CZ, the optimal solution of the problem associated with k < i has already been
fully determined. Moreover, h
(1)
i (pi, t) = vi−
∂p∗k(t)
∂t
= vi− v∗k(t) where v∗k(t) is also an
explicit function of time in (2.44) or (2.45) and h
(2)
i (pi, t) = ui −
∂v∗k(t)
∂t
= ui − u∗k(t),
hence the optimal control on the constrained arc is given by u∗i (t) = u
∗
k(t).
Speed constraint vi(t)− vmax ≤ 0 becomes active
When the state constraint vi(t)− vmax ≤ 0 becomes active at τ , the jump conditions
in (2.48) become
λpi (τ












+) + πvi (τ),
Hi(τ
−) = Hi(τ
+)− πi(vi(τ)− vmax)t = Hi(τ+),
πi(vi(τ)− vmax) = 0, πi ≥ 0.
(2.49)
Thus, we have Hi(τ
−) = H(τ+) and λpi (τ
−) = λpi (τ
+). Based on this fact, we have
the following result.
Theorem 2. The optimal control ui(t) is continuous at the junction τ of the uncon-
strained and vmax-constrained arcs, i.e., u
∗
i (τ
−) = u∗i (τ
+).





ait+ bi, t ≤ τ ,
0, t > τ.
(2.50)
where τ is the entry point of the constrained arc vi(t)−vmax = 0, and, due to Theorem
2, we also have aiτ + bi = 0.
Combined with the boundary conditions and the transversality conditions (2.36),
we have the following conditions
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0 (2.51a)
1
2








2 + ciτ + di − L




2 + biτ + ci = vmax (2.51d)
aiτ + bi = 0 (2.51e)
γ + ai · vmax = 0 (2.51f)
where ai, bi, ci, di, τ and t
m
i are obtained by solving these six equations. The first
two immediately follow from the initial conditions, while (2.51c) follows from pi(τ) +
vmax · (tmi − τ) = L, (2.51d) follows from vi(τ) = vmax, and (2.51e) follows from the
fact that ui(τ
−) = ui(τ
+) = 0. The last equation (2.51f) follows from the continuity
of the Hamiltonian and the transversality condition Hi(t
m
i ) = 0. Note that in this
case we assumed a free terminal time tmi . If t
m
i is fixed, then we simply remove the
transversality condition (2.51f). Simulation example of this case arises in Figs. 2·18
and 2·19, e.g., CAV #7.
Simulation Example: Given previous parameters, we apply vmax = 13m/s. The
optimal profiles are shown in Fig. 2·6. The junction point τ = 27.93s and the
terminal time is tmi = 32.92s.
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Figure 2·6: The speed constraint vmax active (free terminal time).
Speed constraint vmin − vi(t) ≤ 0 becomes active
Free Terminal Time
As indicated by Lemma 2, this case cannot occur.
Fixed Terminal Time
While vmin − v(t) ≤ 0 cannot be active under the free terminal time case, it is
possible under the fixed terminal time case, e.g., CAVs have to slow down under
heavy traffic. Note that this is a case symmetric to the one in Section 2.2.4 where the
vi(t)− vmax ≤ 0 is active with a fixed terminal time, and we can use similar approach
to prove that ui(t) is continuous at the junction τ . In addition, similar to (2.50), it
is natural to assume that the optimal control ui(t) is in the following form
ui(t) =
{
ait+ bi, t ≤ τ ,
0, t > τ.
where τ is the entry time of the constrained arc vmin − vi(t) = 0, and aiτ + bi = 0.
To obtain the optimal solutions, we can derive all the necessary conditions for
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ai · (t0i )3 +
1
2




















2 + biτ + ci = vmin,
ui(τ) = aiτ + bi = 0,
(2.52)
where ai, bi, ci, di and τ are constants which can be determined by solving these five
equations.
Simulation Example: setting vmin = 8.5m/s and t
m
i = 44s, the optimal trajectories
are shown in Fig. 2·7
Remark 2. As we are taking the state constraints into consideration, the new derived
unconstrained arcs are different from the original unconstrained optimal trajectory as-
suming no constraint is active. Hence, it is possible that the new derived unconstrained
arc violates the control constraints, i.e., u(t)−umax ≤ 0 or umin−u(t) ≤ 0. We need
to continuously check the trajectory until no constraint is violated.
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Control constraint ui(t)− umax ≤ 0 becomes active
When the control constraint ui(t) − umax ≤ 0 is active at τ , both the Hamiltonian
and the costates are continuous according to (2.48). For this case, we have
ui(t) =
{
umax, t ≤ τ ,
ait+ bi, t > τ.
(2.53)
Combined with the boundary conditions and the transversality conditions (2.36), we
have the following conditions
(τ − t0i )[v0i +
1
2








2 + ciτ + di) = 0 (2.54a)




2 + biτ + ci) = 0 (2.54b)
aiτ + bi = umax (2.54c)
1
6
ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L (2.54d)
ait
m
i + bi = 0 (2.54e)
γ − 1
2
b2i + aici = 0 (2.54f)
where ai, bi, ci, di, τ and t
m
i are obtained by solving these equations. The first two





+), (2.54c) follows from the fact that ui(τ
−) = ui(τ
+) = umax, (2.54d) follows
from the terminal condition, and the last two equations follow from the transversality
conditions. In this case, we assume a free terminal time tmi . If t
m
i is fixed, then we
simply remove the last transversality condition (2.54f).
Simulation Example: Given previous parameters, we apply umax = 0.2m/s
2. The
optimal profiles are shown in Fig. 2·8. The junction τ = 4.77s and the terminal time
is tmi = 32.16s.
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Figure 2·8: The control constraint umax active (free terminal time).
Fixed Terminal Time When the terminal time is fixed, we do not need the transver-
sality condition Hi(t
m
i ) = 0. Hence, to obtain the optimal solutions, the necessary
conditions in (2.54) become
pi(τ) = v
0
i (τ − t0i ) +
1
2









2 + ciτ + di = 0
vi(τ) = v
0





2 + biτ + ci = v
0
i ,






ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
ui(t
m
i ) = ait
m
i + bi = 0,
(2.55)
where ai, bi, ci, di, and τ are constants that can be determined by solving these
equations.
Simulation Example: We give a numerical example in Fig. 2·9, where tmi is set to
32.5s. The junction point τ = 2.19s.
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Figure 2·9: The control constraint umax active (fixed terminal time
tmi = 32.5s).
Control constraint umin − ui(t) ≤ 0 becomes active
Free Terminal Time
As indicated by Lemma 2, this case cannot occur.
Fixed Terminal Time
When the terminal time is fixed, we do not need the transversality condition
Hi(t
m




i ) = 0 still holds. Hence, to obtain the optimal solutions, we
simply replace umax with umin in (2.55) as follows
pi(τ) = v
0
i (τ − t0i ) +
1
2









2 + ciτ + di = 0
vi(τ) = v
0





2 + biτ + ci = v
0
i ,






ai · (tmi )3 +
1
2
bi · (tmi )2 + citmi + di = L,
ui(t
m
i ) = ait
m
i + bi = 0,
(2.56)
where ai, bi, ci, di, and τ are constants that can be determined by solving these
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Figure 2·10: The control constraint umin active (fixed terminal time
tmi = 50s).
equations.
Simulation Example: Given previous parameters, we apply umin = −0.1m/s2 and set
tmi = 50s. The optimal profiles are shown in Fig. 2·10. The junction point τ = 11.27s.
Both the speed constraint vi(t)− vmax ≤ 0 and the control constraint ui(t)−
umax ≤ 0 become active
For this case, let’s consider a particular scenario where CAV i will enter the arc of
ui(t)− umax = 0 first, and then the arc of vi(t)− vmax = 0.
Theorem 3. The optimal trajectory cannot enter the constrained arc vi(t)−vmax = 0
directly from the constrained arc ui(t)− umax = 0 if tLi < tmi < tUi .
Proof. First, assume that the trajectory enters the constrained arc vi(t)−vmax = 0




−) = λpi (τ
+),
λvi (τ





πi(τ) ≥ 0, πi(τ)(vi(τ)− vmax) = 0.
Hence, λpi (t) and Hi(t) are continuous at τ . Since vi(t) cannot be discontinuous, and
we know ui(τ
−) = umax and ui(τ






−)2 + λpi (τ
−)vi(τ




























v(τ−) = 0. If umax = 0, then CAV is not




v(τ−) = 0, from
(2.37), we have µai (τ
−) = −1
2
umax < 0, which contradicts to µ
a
i (t) ≥ 0. Therefore, we
can prove that the CAV cannot enter the constrained arc v(t) = vmax directly from
the constrained arc u(t) = umax. There exists an unconstrained arc between the two
constrained arcs.

Remark 3. Note that if tmi = t
L
i , then CAV i will simply accelerate at umax until it




i , CAV i will decelerate at umin until
it reaches vmin. These two cases can be viewed as the extreme cases when the interval
of the unconstrained arc in-between reduces to zero.
Similarly to Theorem 5, we can also prove that ui(t) is continuous at both τ1 and
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τ2. Hence, the optimal control is given by
u∗i (t) =

umax t ∈ [t0i , τ1]
ait+ bi t ∈ (τ1, τ2]
0 t ∈ (τ2, tmi ]
(2.57)
The coefficients can be determined through the boundary conditions (i.e., initial con-
dition at t0i , terminal and transversality conditions at t
m
i ) and the continuity (i.e.,
the continuity of position, speed and control at τ1 and τ2). Similarly, there are also
two subcases to consider: when the terminal time is free, the transversality condi-
tion(2.36) holds and we have λvi (t
m
i ) = 0 and Hi(t
m
i ) = 0; in the case where the




i ) = 0.
Simulation Example: For this example, the maximum speed and acceleration are set
to vmax = 13.5 and umax = 0.2m/s
2, respectively. Assuming CAV i enters the CZ
at t0i = 0 with an initial speed v
0
i = 10m/s. Without considering the speed and
acceleration constraints, the optimal speed exceeds the maximum speed vmax and the
optimal control exceeds the maximum acceleration umax, shown as the blue curves
in Fig. 2·11. Taking the constraints into consideration, the constrained optimal
trajectory consists of three arcs: one arc where CAV i accelerates at umax, followed
by an unconstrained arc where CAV i is still accelerating but at a lower acceleration
until it reaches vmax, and the last arc where CAV i cruises at vmax. The constrained
optimal control profiles are shown as the red curves in Fig. 2·11. Note that the optimal
control is continuous at τ1 = 4.0s, i.e., the exit point of the control-constrained arc
and τ2 = 31s, i.e., the entry point of the speed-constrained arc.
Distance-dependent rear-end safety constraint pi(t) + δ − p∗k(t) ≤ 0 active
The following result establishes the continuity property of the optimal control when
the trajectory enters a constrained arc where pi(t) + δ − p∗k(t) = 0.
Theorem 4. The optimal control u∗i (t) is continuous at the junction τ of the uncon-
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Figure 2·11: Both the speed and control constraints vi(t)− vmax ≤ 0
and ui(t)− umax ≤ 0 become active (free terminal time).
strained and safety-constrained arcs, i.e., u∗i (τ
−) = u∗i (τ
+).
Proof. By assumption, the rear-end safety constraint is not active at t0i . Hence,
when the safety constraint pi(t) + δ − p∗k(t) ≤ 0 becomes active, τ is the entry time
of the constrained arc, and the jump conditions in (2.48) become
λpi (τ




[pi + δ − p∗k(t)]
λvi (τ




















= u∗k(t) are explicit functions of t specified through
(2.44) or (2.45). We assume that u∗k(t), k < i, is continuous in t so that, if we can
establish that u∗k(t) is continuous, then a simple iterative argument completes the
proof. The equations above become
λpi (τ
−) = λpi (τ
+) + πpi , λ
v
i (τ
−) = λvi (τ
+) + πvi ,
Hi(τ
−) = Hi(τ








For t ≥ τ+, the tangency conditions (2.46)-(2.47) with q = 2 hold:
pi(t) + δ − p∗k(t) = 0
vi(t)− v∗k(t) = 0
ui(t)− u∗k(t) = 0
In addition, note that the position pi(t) and speed vi(t) are continuous functions of t.




λpi (t)vi(t) + λ
v




































+) + [λpi (τ
−)− λpi (τ+)]v∗k(τ)

















+)] + λvi (τ
−)) = 0
Therefore, either ui(τ
−)− ui(τ+) = 0, or 12 [ui(τ
−) + ui(τ
+)] + λvi (τ
−) = 0. Assuming
that ui(τ
−)−ui(τ+) 6= 0, recall that at τ− the trajectory arc is unconstrained so that
(2.38) holds: ui(τ
−) = −λvi (τ−) and it follows that ui(τ−)−ui(τ+) = 0. We conclude
that ui(t) is continuous at τ and the proof is complete. 
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Once an optimal trajectory for CAV i enters the constrained arc pi(t)+δ−p∗k(t) =
0, it may remain on this arc through the terminal time tmi or exit it at some point
τ ′ > τ and follow an unconstrained arc over [τ ′, tmi ]. This depends on whether such
an exit point τ ′ is feasible on an optimal trajectory. More generally, it is possible
that an optimal trajectory consists of a sequence of alternating unconstrained and
constrained arcs whose feasibility needs to be checked. Thus, once we establish that
an optimal trajectory contains a constrained arc, there are two cases to consider.
Case 1: No exit point from the constrained arc. In this case, CAV i remains on
the constrained arc until it reaches the MZ and we have
u∗i (t) =
{
ait+ bi t ∈ [t0i , τ ]
u∗k(t) t ∈ (τ, tmi ]
(2.58)
Moreover, v∗i (t) is given by (2.42) for t ∈ [t0i , τ ] and v∗i (t) = v∗k(t) for t ∈ (τ, tmi ]; p∗i (t)
is given by (2.43) for t ∈ [t0i , τ ] and p∗i (t) + δ− p∗k(t) = 0 for t ∈ (τ, tmi ]. The constants
ai, bi, ci and di along with τ are determined through
1
6
ai · (t0i )3 +
1
2
bi · (t0i )2 + cit0i + di = 0 (2.59a)
1
2
ai · (t0i )2 + bit0i + ci = v0i (2.59b)
















2 + biτ + ci = v
∗
k(τ) (2.59e)
The first two equations above are the same as in (2.44) and follow from the initial
conditions., while (2.59c) follows from (2.58) and Theorem 5. In addition, (2.59d)
follows from (2.59a) when the safety constraint becomes active, i.e., p∗i (τ)+δ−p∗k(τ) =
0, and (2.59e) follows from v∗i (τ) = v
∗
k(τ). Note that in this case the terminal time
tmi is fixed and determined by CAV s in (2.22).
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Figure 2·12: The state constraint pi(t)+δ−pk(t) ≤ 0 active (no exit).
Remark 4. As noted in Section II, an alternative to the distance-based safety con-
straint pk(t) − pi(t) ≥ δ is the speed-based safety constraint [Rajamani et al., 2000]
pk(t) − pi(t) ≥ ϕvi(t) + δ. While the expression of the analytical solutions become
more complicated, the approach for deriving all necessary conditions is the same as
described above.
Simulation Example: Assuming CAV k = 1 enters the CZ at t0k = 0 with an initial
speed v0k = 10m/s and exits at t
m
k = 32.03s, the optimal control is u
∗
k(t) = −0.0073t+
0.23. Then, we assume that CAV i = 2 enters the CZ at t0i = 2s with an initial speed







= 32.76s where the minimal
safe following distance is δ = 10m. The optimal control for CAV i is
u∗i (t) =

0.0263t− 0.25, t ∈ [2, 14.31]
−0.0073t+ 0.23, t ∈ (14.31, 32.03],
0, t ∈ (32.03, 32.76],
as shown in Fig. 2·12. Note that in this case, CAV i needs to start out by decelerating
before entering the constrained arc.
Case 2: There exists an exit point from the constrained arc. In this case, letting
τ1 denote the entry point to the constrained arc and τ2 the exit point, there are
two subcases to consider: (i) when the terminal time tmi is free, and (ii) when the
62
terminal time is fixed. When the terminal time is free, the transversality condition
(2.36) holds, and a solution is obtained through the system of five equations in (2.59)
with τ1 replacing τ along with the following equations:
























ei · (tmi )3 +
1
2
ri · (tmi )2 + qitmi +mi = L (2.60d)
eit
m
i + ri = 0 (2.60e)
γ − 1
2
r2i + eiqi = 0. (2.60f)
The first equation above follows from the fact that [τ2, t
m
i ] is an unconstrained arc so








2 ) = u
∗
k(τ2);
(2.60b) follows from the constraint p∗i (τ2) + δ − p∗k(τ2) = 0 and (2.60c) from v∗i (τ2) =




i ) = L, while (2.60e) and (2.60f)
are the transversality conditions similar to the last two equations in (2.44). In the
case where the terminal time tmi is fixed (as in problems P1 and P2) we simply remove
the transversality condition in the last equation above.
Remark 5. Note that ai, bi, ci, di and τ1 can be determined from the five equations in
(2.59) independently from ei, ri, qi, mi and τ2 in (2.60). Thus, the construction of an
optimal trajectory is obtained by solving two sub-problems and piecing the solutions
together. This is an important property because it also allows us to easily check for
the existence of a feasible solution: if τ2 < τ1 then no feasible optimal trajectory exists
in this case.
Simulation Example: Assuming CAV k = 1 enters the CZ at t0k = 0 with an initial
speed v0k = 10 and exits at t
m
k = 41s with a terminal speed v
m
k = 10m/s, the optimal
control is u∗k(t) = 0.0017t− 0.0357. Then, we assume that CAV i = 2 enters the CZ
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Figure 2·13: The state constraint pi(t) + δ − pk(t) ≤ 0 active (with
entry and exit).
at t0i = 1.5s with an initial speed v
0
i = 12m/s, and the terminal time of CAV i is






k where the minimal safe following distance is
δ = 10m. The optimal control for CAV i is
u∗i (t) =

0.07971t− 0.7183, t ∈ [1.5, 8.75]
0.0017t− 0.0357, t ∈ (8.75, 14.4],
0.00038t− 0.0161 t ∈ (14.4, 42.5],
as shown in Fig. 2·13.
Speed-dependent rear-end safety constraint pi(t) + ϕvi(t) + δ0 − pk(t) ≤ 0
becomes active







i = 0. Thus, we set hi(pi, vi, t) = pi + ϕvi + δ0 − p∗k(t) where we
observe that p∗k(t) is a known explicit function of time given by the optimal position
trajectory of CAV k specified in (2.44) or (2.45) since, upon arrival of CAV i at the
CZ, the optimal solution of the problem associated with k < i has already been fully
determined. Moreover, h
(1)
i (pi, vi, t) = vi + ϕui −
∂p∗k(t)
∂t
= vi + ϕui − v∗k(t) where v∗k(t)
is also an explicit function of time in (2.44) or (2.45).
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The following result establishes the continuity property of the optimal control
when the trajectory enters a constrained arc where pi(t) + ϕvi(t) + δ0 − p∗k(t) = 0.
Theorem 5. The optimal control u∗i (t) is continuous at the junction τ of the uncon-
strained and safety-constrained arcs, i.e., u∗i (τ
−) = u∗i (τ
+).
Proof. By assumption, the rear-end safety constraint is not active at t0i . Hence,
when the safety constraint pi(t) + ϕvi(t) + δ0 − p∗k(t) ≤ 0 becomes active, τ is the
entry time of the constrained arc. Since h1i explicitly depends on the control ui, we
have q = 1, and the jump conditions in (2.48) become
λpi (τ




[pi + ϕvi + δ0 − p∗k(t)]
λvi (τ

















= u∗k(t) are explicit functions of t specified through
(2.44) or (2.45). We assume that u∗k(t), k < i, is continuous in t so that, if we can
establish that u∗k(t) is continuous, then a simple iterative argument completes the
proof. The equations above become
λpi (τ
−) = λpi (τ
+) + πi, λ
v
i (τ







For t ≥ τ+, the tangency conditions (2.46)-(2.47) with q = 1 hold:
pi(t) + ϕvi(t) + δ0 − p∗k(t) = 0
vi(t) + ϕui(t)− v∗k(t) = 0
In addition, note that the position pi(t) and speed vi(t) are continuous functions of t.





λpi (t)vi(t) + λ
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Following from the tangency condition vi(τ
+) + ϕui(τ
+) − v∗k(τ+) = 0 and the fact
that vi(τ
−) = vi(τ







+) + πi[vi(τ)− v∗k(τ)]
+λv(τ−)ui(τ

















+)) + λvi (τ
−)] = 0
Therefore, either ui(τ
−)− ui(τ+) = 0, or 12 [ui(τ
−) + ui(τ
+)] + λvi (τ
−) = 0. Assuming
that ui(τ
−)−ui(τ+) 6= 0, recall that at τ− the trajectory arc is unconstrained so that
(2.38) holds: ui(τ
−) = −λvi (τ−) and it follows that ui(τ−)−ui(τ+) = 0. We conclude
that ui(t) is continuous at τ and the proof is complete. 
Once an optimal trajectory for CAV i enters the constrained arc pi(t) + ϕvi(t) +
δ0 − p∗k(t) = 0, it may remain on this arc through the terminal time tmi or exit it
at some point τ ′ > τ and follow an unconstrained arc over [τ ′, tmi ]. This depends on
whether such an exit point τ ′ is feasible on an optimal trajectory. More generally, it is
possible that an optimal trajectory consists of a sequence of alternating unconstrained
and constrained arcs whose feasibility needs to be checked. Thus, once we establish
that an optimal trajectory contains a constrained arc, there are two cases to consider.
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For simplicity, let us assume that CAV k is driving within an unconstrained arc given
the optimal control u∗k(t) = akt+ bk for t ∈ [t0k, tmk ] and u∗k(t) = 0 for t ∈ (tmk , tmi ], and












2 + ckt+dk for t ∈ [t0k, tmk ], and v∗k(t) = vmk , pk(t) = L+ vmk (t− tmk )
for t ∈ (tmk , tmi ]. Note that this simplification does not affect the analysis, and it only
provides convenience in terms of illustration.
Case 1: No exit point from the constrained arc. In this case, CAV i remains on
the constrained arc until it reaches the MZ and we have
u∗i (t) =






ϕ t ∈ (τ, tmk ]
ce2e
−t
ϕ t ∈ (tmk , tmi ]
(2.61)
where aki = ak, b
k
i = bk−ϕaki . CAV i enters the safety-constrained arc at τ and stays
constrained until reaching the MZ. The optimal control u∗i (t) = a
k





derived by solving the ODE ui(t) + ϕu̇i(t) − u∗k(t) = 0 which follows from vi(t) +
ϕui(t) − v∗k(t) = 0. Note that for t ∈ [tmk , tmi ], CAV i still travels within a safety
constrained arc. Since CAV k starts to cruise with vmk at t
m
k , ak = bk = 0. Hence,






ϕ for t ∈ [τ, tfk ] reduces to u∗i (t) = ce2e
−t
ϕ for
t ∈ [tfk , t
f





p∗k(t) vary, which are made known to i by the coordinator.
According to (2.1), v∗i (t) is given by (2.42) for t ∈ [t0i , τ ], v∗i (t) = 12a
k
i t
2 + bki t +
cki − ce1ϕe
−t
ϕ for t ∈ (τ, tmk ] and v∗i (t) = vmk − ce2ϕe
−t
ϕ for t ∈ (tmk , tmi ]; p∗i (t) is given











ϕ for t ∈ (τ, tmk ],
and p∗i (t) = L − vmk tmk − ϕvmk − δ0 + ce2ϕ2e
−t
ϕ for t ∈ (tmk , tmi ], where cki = ck − ϕbik,
dki = dk − ϕcki − δ0. The constants ai, bi, ci, di , ce1, ce2 along with τ and tmi
are determined through the initial conditions, the continuity of position, speed, and
control at τ and tfk , and the terminal conditions.
Simulation Example: Assuming CAV k = 1 enters the CZ at t0k = 0 with an initial
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Figure 2·14: The speed-dependent rear-end constraint pi(t)+ϕvi(t)+
δ0 − pk(t) ≤ 0 becomes active (no exit): example #1.
speed v0k = 10m/s and exits at t
f
k = 39s, the optimal profiles are shown as the blue
curves in Fig. 2·14. Then, we assume that CAV i = 2 enters the CZ at t0i = 2s with
an initial speed v0i = 12m/s. The coefficients for the safety constraint (2.3) is set to
ϕ = 1s and δ0 = 0m. The optimal profiles for CAV i is shown as the red curves in Fig.
2·14. In addition, a comparison with the distance-dependent safety constraint is also
provided, shown as the yellow curves in Fig. 2·14, where the minimal safe following
distance is set to 10m.
distance-dependent rear-end safety constraint, we provide another example by
increasing the terminal time of CAV k to tmk = 42s. The optimal profiles for CAV i
under speed-dependent and distance-dependent constraints are shown as the red and
yellow curves respectively in Fig. 2·15.
Observe that when the speed of CAV i is higher than 10m/s, the inter-vehicle
distance under the speed-dependent safety constraint increases to ensure sufficient
space between CAVs k and i. When vi(t) is lower, the required inter-vehicle distance
decreases (Fig. 2·15), hence, vehicles can move in a more compact manner, which
improves the road utilization compared to the distance-dependent safety constraint.
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Figure 2·15: The speed-dependent rear-end constraint pi(t)+ϕvi(t)+
δ0 − pk(t) ≤ 0 becomes active (no exit): example #2.
Case 2: There exists an exit point from the constrained arc. In this case, letting
τ1 denote the entry point to the constrained arc and τ2 the exit point, and the optimal
control is given by
u∗i (t) =






ϕ t ∈ (τ1, τ2]
eit+ ri t ∈ (τ2, tmi ]
(2.62)
For t ∈ (τ2, tmi ], the corresponding speed and position are given by v∗i (t) = 12eit
2 +









2 + qit + mi. The constants ai, bi, ci, di , ce1, ei, ri,
qi, mi, along with τ1, τ2, t
m
i can be determined through the initial conditions, the
continuity of position, speed, control at τ1 and τ2, the terminal conditions. In terms
of the terminal conditions, there are two subcases to consider: (i) when the terminal
time tmi is free, and (ii) when the terminal time is fixed. When the terminal time is
free, the transversality condition (2.36) holds and we have λvi (t
m
i ) = 0 and Hi(t
m
i ) = 0.




i ) = 0.
Remark 6. Note that ai, bi, ci, di and τ1 in (2.62) can be determined independently
from ei, ri, qi, mi and τ2 if the safety constrained arc is the only constraint that
becomes active. Thus, the construction of an optimal trajectory is obtained by solving
69
Figure 2·16: The speed-dependent rear-end constraint pi(t)+ϕvi(t)+
δ0 − pk(t) ≤ 0 becomes active (with entry and exit).
two sub-problems and piecing the solutions together. This is an important property
because it also allows us to easily check for the existence of a feasible solution: if
τ2 < τ1 then no feasible optimal trajectory exists in this case.
Simulation Example: Assuming CAV k = 1 enters the CZ at t0k = 0 with an initial
speed v0k = 10 and exits at t
f
k = 41s with a terminal speed v
f
k = 10m/s, the optimal
profiles for CAV k is shown as the blue curves in Fig. 2·16. Then, we assume that
CAV i = 2 enters the CZ at t0i = 1.5s with an initial speed v
0
i = 12m/s, and the
terminal time of CAV i is tfi = 42.5s. The optimal profiles for CAV i is shown as the
red curves in Fig. 2·16.
Lateral collision constraint pi(t
f
c )− L ≤ 0 becomes active
Instead of resolving the lateral collision inside the MZ first, we can actually formulate
a single optimal control problem throughout the CZ and the MZ, under which case,
there is no need to consider the lateral collision when determining the terminal time
constraints. Instead, we can take the lateral collision constraint as one additional
constraint to the extended original problem (2.25) by setting the new terminal time
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to tfi . Details can be found in [Zhang and Cassandras, pear].





c ) = L.
Theorem 6. When the lateral constraint (2.12) is active at the interior-point tmi = t
f
c ,
the optimal control is continuous, i.e., u∗i (t
m−
i ) = ui(t
m+
i ).
Proof. Since Ni(xi, t
f
c ) = pi(t
f
c ) − L = 0, we can derive λvi (tm−i ) = λvi (tm+i ) from
the jump conditions (2.48), hence, λvi (t) is continuous at t
m
i . From (2.37), we know
that u∗i (t) +λ
v












i ) = 0,
we can reach the conclusion that ui(t) is also continuous at t
m
i . 
The optimal control for t ∈ [tmi , t
f
i ] can be derived in a similar way as (2.41), i.e.,














2 + qit+mi. Therefore, we need four more equations for (2.44) to
solve for ai through mi along with t
f
i for free terminal time case (different transver-



























i ) = L.
Simulation Example: Assuming CAV c = 1 enters the CZ at t0c = 0 with an initial
speed v0c = 10 and exits at t
f
c = 32.027s, the optimal profiles for CAV c is shown as the
blue curves in Fig. 2·17. Then, we assume that CAV i = 2 enters the CZ at t0i = 2s
with an initial speed v0i = 12m/s, and the terminal time of CAV i is t
f
i = 34.4s. The
optimal profiles for CAV i is shown as the red curves in Fig. 2·17. Note that CAV
c ∈ C2(t) and there could be a lateral collision between them inside the MZ. Hence,
CAV i only enters the MZ after CAV c exits the MZ. Note that the optimal control
is continuous at tmi = t
f
c = 32.027s.
Remark 7. The simple nature of the optimal control and states makes the online
solution computationally feasible, even with the additional burden of checking for ac-
tive constraints in Cases 2) through 7). However, there is an additional feature of
the solution that we can exploit, i.e., the fact that the control structure for CAV i re-
mains unchanged until an “event” (e.g., unexpected braking by the preceding vehicle,
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Figure 2·17: The time-dependent lateral constraint tmi ≥ tfc , i.e.,
pi(t
f
c ) ≤ L becomes active.
rescheduling of the crossing order by the coordinator, change of routing, etc.) oc-
curs that affects its behavior. Therefore, there is no need for a time-driven controller
implementation such that u∗i (t) is repeatedly re-evaluated. Rather, an event-driven
controller may be used without affecting its optimality properties under conditions
such as those described in [Zhong and Cassandras, 2010].
2.2.5 Simulation Examples
The proposed decentralized optimal control framework inside the CZ is illustrated
through simulation in MATLAB. We assumed a single lane for each traffic direction
and the parameters used are: L = 400m, S = 30m; the speed constraints are vmax =
15m/s and vmin = 5m/s; the control constraints are umax = 0.5m/s
2 and umin =
−0.5m/s2; SL = 38πS, SR =
1
8
πS, δ = 10 m, and ∆i = 5, 3, 3s for a left turn, going
straight, and a right turn respectively. CAVs arrive at the CZ based on a random
arrival process which we assumed to be a Poisson process with rate λ = 1 and the
initial speeds are uniformly distributed over [8, 12]m/s.
The optimal speed and control trajectories in the CZ are shown in Figs. 2·18
and 2·19, with labels indicating the position of the CAV in the FIFO queue and the
driving direction. To illustrate cases where the acceleration and speed constraints
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Figure 2·18: Speed profiles of the first 20 CAVs in the CZ.
Figure 2·19: Control input/acceleration profiles of the first 20 CAVs
in the CZ.
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become active, note that for CAV #4, the optimal trajectory consists of three arcs:
(i) a constrained arc starting at t04 = 8.03s where the CAV accelerates at umax until
τ1 = 16.02s, (ii) an unconstrained arc where the CAV accelerates to vmax at τ2 =
27.57s, (iii) a constrained arc where the CAV cruises at vmax (ui(t) = 0) until it exits
the CZ at tm4 = 38.09s. For CAV #7, the optimal trajectory consists of two arcs: (i)
an unconstrained arc starting at t07 = 14.96s where the CAV keeps accelerating until
it reaches vmax at τ = 42.38s, (ii) a constrained arc where the CAV cruises at vmax
(ui(t) = 0) until t
m
7 = 44.96s.
To illustrate a case where the safety constraint is included, observe that CAV #10
is traveling on the same lane as #9. At τ = 37.85s, #10 enters the constrained arc
where p10(t) + 10 − p9(t) = 0. It then follows the optimal trajectory of #9, which
can be reflected by the slope change in Fig. 2·19. The inter-vehicle distance between
#9 and #10 is shown as a subfigure in Fig. 2·19. Observe that after #10 enters
the constrained arc, it stays constrained until reaching the MZ without exiting. The
lower bound of tm10 happens to be constrained by #9, hence, once #10 enters the
constrained arc, there is no incentive for it to exit.
The optimal solution to (2.25) varies as the weight β changes. To investigate
the tradeoff between energy consumption and traffic throughput, we examine a range
of cases with different β values and generate the associated Pareto sets illustrating
the fact that no objective can be made better off without making at least one other
objective worse. In (2.25), we use u2i (t) as a rough approximation of energy consump-
tion, since it adequately captures its monotonic dependence on acceleration, while
also allowing us to derive the analytical solution. However, to more accurately assess
the impact of our controller, we use the polynomial metamodel proposed in [Kamal
et al., 2013] which yields vehicle energy consumption in ml/s as a function of speed
and acceleration: f = fcruise + faccel where fcruise = w0 + w1vi(t) + w2v
2




Figure 2·20: Pareto efficiency sets and frontier corresponding to dif-
ferent combinations of energy consumption and traffic throughput in
the CZ.
estimates the energy consumed by a vehicle cruising at a constant speed vi(t), and
faccel = ui(t) · [r0 + r1vi(t) + r2v2i (t)] estimates the additional energy consumed due
to acceleration with ui(t). The polynomial coefficients w = [w0, w1, w2, w3] and
r = [r0, r1, r2] are calculated from experimental data. In addition, we use the average
travel time inside the CZ, i.e., tmi − t0i as a measurement of the traffic throughput.
By obtaining all of the optimal solutions to (2.25) while varying the weight β, we
can derive the Pareto sets and the Pareto frontier corresponding to different combi-
nations of fuel consumption and average travel time as shown in Fig. 2·20. Observe
that there exists a tradeoff between minimizing energy consumption and maximizing
traffic throughput.
To evaluate the effectiveness of the proposed solution, we carried out a comparison
with the baseline scenario using VISSIM, where all the vehicles are assumed to be non-
CAVs under the control of traffic lights with fixed switching times. The comparison
is shown in Table 2.1, where the weight β in (2.25), used for trading off energy
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Table 2.1: Comparison with baseline scenario (signalized intersection)
OC β1 OC β2 OC β3 Baseline
Travel Time [s] 28.92 30.99 34.98 44.17
Energy [l] 0.047 0.045 0.042 0.052
OC Cost β1 11.42 / / 16.57
OC Cost β2 / 4.08 / 5.52
OC Cost β3 / / 1.50 1.84
1 β1 = 0.75, β2 = 0.5, β3 = 0.25.
and throughput, is set to 0.75, 0.5, and 0.25 respectively. When β = 0.5 where
energy and throughput are equally weighted, the energy consumption improvement
is 13.46%, while the average travel time is improved by 29.84% compared to the
baseline scenario. As β varies (see Table 2.1) the resulting tradeoff between travel
time and energy changes as expected. Since our objective is to jointly minimize
energy consumption and maximize traffic throughput, we also compute the value of
the objective function in (2.25). As shown in Table 2.1, the optimized non-signalized
performance is significantly better than the signalized baseline regardless of β values.
Compared to MATLAB, carrying out simulations on platforms like VISSIM allows
us to test our approach under more realistic conditions. For example, the vehicle
speed may be a bit off during the execution of a control maneuver facing real-world
disturbances. In this case, we can easily recompute the optimal control thanks to
its simple nature which makes an online solution computationally feasible. We have
also shown that despite the errors and delays that exist in realistic environments, our
decentralized optimal control framework is able to outperform a baseline scenario in
terms of both energy consumption and travel time. Videos showing VISSIM-based
examples of our decentralized optimal control of CAVs contrasted to a baseline of
human drivers with traffic light control may be found at https://youtu.be/Ap4l6yg
f5KM and https://youtu.be/h2SELYFfLoo.
We are also actively conducting field tests in Mcity, a test bed located at the
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University of Michigan North Campus in Ann Arbor, Michigan, using a prototype
CAV we have at our disposal under a funded research project which involves sev-
eral university and industrial partners; please see https://youtu.be/8TuH7EOtF2U.
Naturally, these tests are conducted facing disturbances in real world.
2.3 Optimal Control of Connected Automated Vehicles in
the Merging Zone
As mentioned in Section 2.1.1, the inclusion of left and right turns requires considera-
tion of passenger comfort which is commonly quantified through the jerk Ji(t) = u̇i(t)
[Hogan, 1984] defined as the time derivative of acceleration. Thus, one approach to
minimize passenger discomfort in the MZ is to keep the magnitude of the resultant
force, which consists of the centripetal force and the braking force, unchanged. Note
that both the magnitude of the centripetal force and the angle between the centripetal
and braking forces do not change while the vehicle makes a turn. Hence, the following
optimization problem is formulated with the objective of minimizing the L2-norm of








s.t. : (2.1), Ji(t) = u̇i(t),
















and, following the definitions in Section 2.1.1, we have
pi(t
m





L+ SL, if di = 0,
L+ S, if di = 1,
L+ SR, if di = 2,
(2.64)
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The analytical solution of problem (2.63) was obtained in [Ntousakis et al., 2016]
using Hamiltonian analysis and considering the jerk as the control input. However,








































2 + eit+ fi, (2.67)
where ai, bi, ci, di, ei and fi are constants of integration, which can be computed
by using the given initial and final conditions at tmi and t
f
i . Therefore, (2.65) is the
analytical optimal control input corresponding to (2.63) that will yield the minimum
L2-norm of jerk for vehicle i inside the MZ.
2.3.1 Joint Minimization of Passenger Discomfort and Energy Consump-
tion
In dealing with turning CAVs in the MZ, we formulate a joint objective expressed as









i (t) + ρ2J
2
i (t)]dt












where ρ1 = w ·q1, ρ2 = (1−w)·q2 with q1, q2 being the normalization factors which are
selected so that q1 · u2i ∈ [0, 1] and q2 · J2i ∈ [0, 1], and w ∈ [0, 1] is a weight associated
with the importance of energy consumption relative to passenger discomfort. Note
that tmi has already been determined by solving the CZ optimal control problem in
the previous section, hence also ui(t
m
i ) and v
m
i are known. Finally, v
f
i is also set to a
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constant vfi = v
f for all CAVs, where vf is a predetermined desired exit speed (e.g.,
vmax if we wish to maximize traffic throughput after the intersection). The reason
for selecting a common speed is to prevent the chance of collisions that might result
when CAVs exit the MZ at different speeds.
Given the objective function in (2.68), the Hamiltonian is





i (t) + ρ2J
2
i (t)]
+ λpi vi(t) + λ
v








i are the costate variables. Note that the collision avoidance inside
the MZ has been ensured through (2.22). The Euler-Lagrange equations associated




= 0, λ̇vi = −
∂Hi
∂vi





= −ρ1ui − λvi , (2.71)
is associated with the acceleration. Since the terminal acceleration/deceleration ui(t
f
i )
is not pre-specified, we also have the transversality condition
λui (t
f
i ) = 0. (2.72)
The necessary condition for optimality is
∂Hi
∂Ji
= ρ2Ji(t) + λ
u
i = 0, (2.73)
Note that (2.70) leads to
λpi = ai, and λ
v
i = −ait− bi, (2.74)
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2 + bit− ρ1vi + ci (2.75)
where ci is a constant. Combining (2.75) with (2.73), we have the ordinary differential
equation:




2 + bit+ ci = 0.
whose solution yields the optimal speed (2.78). Using (2.78) in the system dynamics,
we can then derive (2.76), (2.77) and (2.79). The first five equations in (2.80) follow
from the boundary conditions pi(t
m
i ) = L, vi(t
m
i ) and ui(t
m
i ) (known by t
m
i ), and the
specified pi(t
f
i ) and vi(t
f






















i ] = 0.
using (2.76).
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ai · (tfi )2 + bit
f























i = 0. (2.80f)
Note that since 0 ≤ w ≤ 1, the optimal solution is only valid when w 6= 1 and
w 6= 0. When w = 0, the problem becomes (2.63) with the objective of minimizing
jerk only. When w = 1, the problem minimizes energy consumption only. Although
the state and control constraints are not incorporated in (2.68), it is possible that the
minimum speed vmin and/or maximum deceleration umin constraints become active.
The approach to analyze such cases is similar to the analysis in Section 2.2.4.
2.3.2 Simulation Examples
The proposed decentralized optimal control framework inside the MZ incorporating
turns is illustrated through simulation in MATLAB with the same model parameters
as in Section 2.2.5. The speeds at the entry of the MZ are the speeds at the end of
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Figure 2·21: Distance to the end of MZ of the first 20 CAVs in the
MZ.
the CZ, which are obtained from the optimal control problem formulated in the CZ.
The speed at the exit of the MZ is set to vf = 10m/s.
The position trajectories of the first 20 CAVs inside the MZ are shown in Fig. 2·21.
CAVs are separated into two groups: those shown above zero are driving from east
or west, and those below zero are driving from north or south, with labels indicating
the position of the vehicles in the FIFO queue and the driving direction. Observe
that CAV #11 belongs to O12(t) and no collision would occur between #11 and #12.
Hence, they can be traveling inside the MZ at the same time, i.e., tf12 = t
f
11. Similarly,
since CAV #12 belongs to O13(t), no collision would occur between #12 and #13 as
well. However, recalling the dependence of the terminal conditions on e, s, l, o in
(2.22), #13 is constrained by #10 which may collide with it at the end of the MZ.







The optimal solution to (2.68) varies as the weight w changes. Similarly, to il-
lustrate the tradeoff between passenger discomfort and energy consumption, we can
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Figure 2·22: Pareto efficiency sets and frontier corresponding to dif-
ferent combinations of energy consumption and passenger discomfort
in the MZ.
examine a range of cases with different weights and generate the associated Pareto
sets. In Fig. 2·22, we use u2i (t) and J2i (t) as rough approximations of energy con-
sumption and passenger discomfort respectively. Clearly, there is a tradeoff between
these two metrics as the vehicle turns within the intersection.
To demonstrate the effectiveness of our optimal control in the MZ and compare
formulations with different objectives, we examine three cases: (a) the objective is
to minimize the L2-norm of acceleration/deceleration only; (b) the objective is to
minimize the L2-norm of jerk only (2.63); (c) the objective is to minimize the weighted
sum of L2-norm of acceleration/deceleration and L2-norm of jerk (2.68), where w =
0.95. For each direction, only one lane is considered. The parameters used are:






πS, δ = 10 m, vaL = 8 m/s, v
a
R = 6 m/s,
va = 10 m/s and ∆i = 5, 3, 3s for left turn, going straight and right turn respectively.
CAVs arrive at the CZ based on a random arrival process. Here, we assume a Poisson
arrival process with rate λ = 1 and the speeds are uniformly distributed over [10, 12].
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Figure 2·23: Acceleration/deceleration ui(t) and jerk Ji(t) trajectories
for the cases with different objectives: (a) minimize fuel consumption
only; (b) minimize passenger discomfort only; (c) minimize a weighted
sum of fuel consumption and passenger discomfort where w = 0.95.
Note that all terms should be normalized into a uniform, dimensionless scale for multi-
objective optimization. The acceleration and jerk profiles under different objectives
are shown in Fig. 2·23. Note that the optimal solution depends on how we set the
initial and terminal acceleration/deceleration.
2.4 Feasibility Enforcement
Previously, we have established a decentralized optimal control framework for coor-
dinating and controlling on line a continuous flow of connected automated vehicles
crossing an urban intersection. A solution, when it exists, allows the vehicles to
jointly minimize energy consumption and travel delay under hard safety constraints.
However, we first need to ensure feasibility, as it is the prerequisite for establishing
an optimal control problem. Otherwise, the problem is simply infeasible. In addition,
as more and more constraints are involved, especially the nonlinear constraints (for
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example, the rear-end safety constraint), the problem may be over-constrained and
become infeasible.
Assuming the distance-based rear-end safety constraint (2.3) is in force, consider
a scenario where two CAVs k and i enter the CZ on the same lane with a distance
si(t
0
i ) = pk(t
0
i )−pi(t0i ) < δ, while one of the safety constraints included in the problem
is the rear-end safety constraint, i.e., pk(t)−pi(t) ≥ δ. Hence, the problem is obviously
infeasible as the initial condition violates the constraint. To resolve this issue, a
straightforward approach is to establish a Feasibility Enforcement Zone (FEZ) that
precedes the CZ, so that vehicles can make adjustments accordingly, and when they
arrive at the CZ, they can reach a feasible initial state. In this section, we will use
this scenario as an example to illustrate the feasibility enforcement issue.
2.4.1 Feasibility Enforcement Analysis
We begin with a simple example of how the safety constraint (2.3) may be violated.
This is illustrated in Fig. 2·24 with δ = 10 for two CAVs that follow each other
into the same lane in the CZ. We can see that while (2.3) is eventually satisfied over
the MZ, due to the constraints imposed on the solution of (2.25) through (2.99), the
controller (2.41) is unable to maintain (2.3) throughout the CZ. What is noteworthy
in Fig. 2·24 is that (2.3) is violated by CAV 3 at an interval which is interior to
[t03, t
m
3 ], i.e., the form of the optimal control solution (2.41) causes this violation even
though the constraint is initially satisfied at t03 = 5 in Fig. 2·24.
Recall that we use k to denote the CAV physically preceding i on the same lane
in the CAV, and i− 1 is the CAV preceding i in the FIFO queue associated with the
CAV, we have the following theorem.
Theorem 7. There exists a nonempty feasible region Fi ⊂ R2 of initial conditions
(t0i , v
0
i ) for CAV i such that, under the decentralized optimal control, si(t) > δ for all
t ∈ [t0i , tmi ] given the initial and final conditions t0k, v0k, tmk , vmk of CAV k.
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Figure 2·24: Example of safety constraint violation by CAV 3 when
δ = 10.
Proof: To prove the existence of the feasible region, there are two cases to consider,
depending on whether any state or control constraint for either CAV i or k becomes
active in the CZ.
Case 1: No state or control constraint is active for either k or i over [t0i , t
m
i ]. By
using (2.42), (2.43) at t and tmi , and the definition si(t) = pk(t)−pi(t), under optimal




















































































where A, B, C and D are functions defined over t ∈ [t0i , tmi ]. Recall that CAV k
is cruising in the MZ, so that (2.41) through (2.43) do not apply for k over [tmk , t
m
i ]
leading to different expressions for A, B, C and D. Therefore, we consider two further
subcases, one for [t0i , t
m




i ]. For ease of notation, in the sequel
we replace (t0i , v
0
i ) by (τ, υ).
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Case 1.1: t ∈ [t0i , tmk ]. In this case, si(t; τ, υ) is a cubic polynomial inheriting the
cubic structure of (2.43). We can solve (2.42), (2.43) for the cofficients ak, bk, ck, dk,
ai, bi, ci and di using the initial and final conditions of CAVs k and i. Then, denoting
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(τ − tmi )3
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1
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[3L(t0k + t
m
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[3L(τ + tmi ) + (υ(τ + 2t
m
i ) + v
m
i (2τ + t
m
i ))(τ − tmi )],
C1(τ, υ) =
1



















k − tmk )]
− 1




2 + 2τtmi ) + v
m
i ((τ)
2 + 2tmi τ))](τ − tmi )],
D1(τ, υ) =
1
(t0k − tmk )3
[L((t0k)
3 − 3(t0k)2tmk )− (v0kt0k(tmk )2 + vmk (t0k)2tmk )(t0k − tmk )]
− 1
(τ − tmi )3
[L((τ)3 − 3(τ)2tmi )− (υτ(tmi )2 + vmi (τ)2tmi )(τ − tmi )].
Aside from (τ, v), all remaining arguments are known to CAV i and can be de-
termined. Hence, si(t; τ, v) varies only with t and (τ, v). First, observing that the
first half of each of the coefficient expressions in (2.81) (which is derived by solving
(2.42) and (2.43) for CAV k) is a constant fully determined by information provided
by CAV k, we can rewrite these as KA1 , KB1 , KC1 , KD1 . Therefore, p
∗
k(t) in (2.43)
can be expressed as
p∗k(t) = KA1t
3 +KB1t
2 +KC1t+KD1 . (2.81)
Next, the second half of the coefficients can be expressed through polynomials in
either τ or υ explicitly derived by solving (2.42) and (2.43) for CAV i. We will
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use the notation PX,n(τ), PX,n(υ) to represent polynomials of degree n = 1, 2, 3 and
X ∈ {A1, B1, C1, D1}. Similarly, we set Q3(τ) = (τ − tmi )3. Thus, for the coefficients
in Eq. (2.81), we get

















Note that p∗k(t) in (2.81) involves only the K terms, while the analogous cubic poly-
nomial for p∗i (t) involves only the P and Q terms.
Our goal is to ensure that si(t; τ, υ) > δ for all t ∈ [τ, tmk ] (recall that t0i ≡ τ). We
can guarantee this by ensuring that s∗i (τ, υ) ≡ mint∈[τ,tmk ]{si(t; τ, υ)} > δ. Thus, we
shift our attention to the determination of s∗i (τ, υ). We can obtain expressions for the
first and the second derivative of si(t; τ, υ), ṡi(t; τ, υ) and s̈i(t; τ, υ) respectively, from
(2.81), as follows:
ṡi(t; τ, υ) = vk(t)− vi(t) = 3A1(τ, υ)t2 + 2B1(τ, υ)t+ C1(τ, υ), (2.83)
s̈i(t; τ, υ) = uk(t)− ui(t) = 6A1(τ, υ)t+ 2B1(τ, υ). (2.84)
Clearly, we can determine t∗i ≡ arg mint∈[τ,tmk ]{si(t; τ, υ)} as the solution of ṡi(t; τ, υ) =
0 with s̈i(t; τ, υ) > 0, unless s∗i (τ, υ) occurs at the boundaries, i.e., t
∗





Thus, there are three cases to consider:
Case 1.1.A: t∗i = τ . In this case,
s∗i (τ, υ) = si(τ ; τ, υ) (2.85)
= A1(τ, υ)τ
3 +B1(τ, υ)τ
2 + C1(τ, υ)τ +D1(τ, υ) > δ
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and we can satisfy si(τ, υ) > δ for any υ as long as a feasible τ is determined. Since





2 +KC1τ +KD1 .
Observe that if pk(τ) > δ, then CAV i enters the CZ at a safe distance from its
preceding CAV k and since t∗i = τ , we have si(t; τ, υ) > δ for all t ∈ [τ, tmk ]. Thus, it
suffices to select
τ > tδk (2.86)
where tδk is the smallest real root of pk(τ)− δ = 0.
Case 1.1.B : t∗i = t
m
k . In this case,
s∗i (τ, υ) = si(t
m







2 + C1(τ, υ)t
m
k +D1(τ, υ) > δ
Thus, the feasibility region Fi is defined by all (τ, υ) such that si(tmk ; τ, υ)− δ > 0 in
the (τ, υ) space.
Case 1.1.C : t∗i = t1 ∈ (τ, tmk ). This case only arises if the determinant Di(τ, υ) of
(2.83) is positive, i.e.,








In addition, we must have
τ < t1 < t
m
k , ṡi(t1; τ, υ) = 0, s̈i(t1; τ, υ) > 0 (2.90)
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Therefore, the feasibility region Fi is defined by all (τ, υ) such that
s∗i (τ, υ) = si(t1; τ, υ)
= A1(τ, υ)(t1)
3+B1(τ, υ)(t1)
2 + C1(τ, υ)t1D1(τ, υ) > δ
(2.91)
in conjunction with (2.89)-(2.90).
Case 1.2: t ∈ [tmk , tmi ]. Over this interval, without affecting the essence of the
analysis, let’s assume that CAV k is traveling at a constant speed, i.e., vk(t) = v
m
k .
Therefore, (2.41)-(2.43) no longer apply: (2.41) becomes u∗k(t) = 0, (2.42) becomes
v∗k(t) = v
m




k (t−tmk ). Evaluating si(t) = pk(t)−pi(t)
in this case yields the following coefficients in (2.81):
A2(τ, υ) = −
1
(τ − tmi )3
(2L+ (vmi + υ)(τ − tmi )),
B2(τ, υ) =
1
(τ − tmi )3
[3L(τ + tmi ) + (υ(τ + 2t
m
i ) + v
m
i (2τ + t
m
i ))(τ − tmi )],








2 + 2τtmi ) + v
m
i ((τ)
2 + 2tmi τ))](τ − tmi )],
D2(τ, υ) = L− vmk tmk −
1
(τ − tmi )3
[L((τ)3 − 3(τ)2tmi )− (υτ(tmi )2 + vmi (τ)2tmi )(τ − tmi )].
(2.92)
It follows that KA1 , KB1 , KC1 and KD1 in (2.82) should be modified accordingly, giving
KA2 = KB2 = 0, KC2 = v
m
k and KD2 = L − vmk tmk . Assuming CAV i is constrained
by CAV k only, and we have si(t
m
i ) = δ. Thus, we only need to consider the subcase




i ) and we have t
∗
i = t2, t2 ∈ (tmk , tmi ). Proceeding as in
Case 1.1.C, the feasibility region Fi is defined by all (τ, υ) such that
s∗i (τ, υ) = si(t2; τ, υ) (2.93)
= A2(τ, υ)(t2)
3 +B2(τ, υ)(t2)
2 + C2(τ, υ)t2 +D2(τ, υ) > δ
in conjunction with (2.89)-(2.90), with A1, B1, C1 and D1 replaced by A2, B2, C2 and
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D2, and with τ < t1 < t
m
k replaced by t
m
k < t2 < t
m
i .
Case 2: At least one of the state and control constraints is active over [τ, tmi ].
For this case, since we are simply dealing different and/or more arcs, the analysis is
similar as and hence omitted here.
To complete the proof, we show that feasibility region Fi is always nonempty.
This is easily established by considering a point (τ, υ) such that vmin < υ < vmax and




k) = L+ S and p
∗
i (τ) = 0, it follows that si(τ) > S > δ. Obviously,
any such (τ, υ) is feasible. 
To illustrate the feasible region and provide some intuition, we give a numerical
example where Case 1.1.C applies (see Fig. 2·25) with δ = 10, L = 400, and CAV
k is the first CAV in the CZ and is driving at the constant speed vmk = 10. The
colorbar in Fig. 2·25 indicates the value of s∗i (t) and the yellow region determined
by (2.91), represents the feasible region, while the non-yellow region represents the
infeasible region. The black curve is the boundary between the two regions and is
not linear in general. This boundary curve shifts depending on the different cases we
have considered in the proof of Theorem 7. This example also illustrates that we can
always find a nonempty feasible region since we can select points to the right of the
curve corresponding to CAV i entry times in the CZ which can be arbitrarily large.
2.4.2 Design of The Feasibility Enforcement zone
Given all the information pertaining to CAVs k and i− 1, we can immediately deter-
mine the feasible region Fi for any CAV i which may enter the CZ next. The role of
the FEZ introduced prior to the CZ is to exert a control on i that ensures its initial
condition (τ, υ) is such that (τ, υ) ∈ Fi. Thus, while an optimal control is applied
to i within the CZ, the control used in the FEZ is not optimal, but it is necessary
to guarantee that the subsequent optimal control is feasible. This is similar to con-
trollers used at gateways of communication networks in order to “smooth” incoming
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Figure 2·25: Illustration of the feasibility region for case 1.1.C.
traffic before applying optimal routing or scheduling policies on packets entering the
network (in our case, CAVs entering a CZ).
The design of the FEZ rests on determining its length, denoted by Fi. Let i denote
a CAV entering the FEZ and let k denote the CAV immediately preceding it. Let
vFi = vi(t
F
i ) be the speed of i upon entering the FEZ at time t
F





be the associated control (acceleration/deceleration). Then, assuming for simplicity
that a fixed control uFi is maintained throughout the FEZ, we have
Fi =
υ2 − (vFi )2
2uFi
,
where υ ≡ v0i is the speed of i when it reaches the CZ after traveling a distance Fi.
Clearly, the worst case in terms of the maximal value of Fi, denoted by F̄i, arises when
k enters the CZ at minimal speed vmin and v
F
i = vmax, in which case we must exert






On the other hand, recalling that τ = t0i is the time when i reaches the CZ, the speed
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Figure 2·26: Intersection model with feasibility enforcement zone
(FEZ) added.
υ must also satisfy




Thus, the length of the FEZ, F̄i, must be such that (τ, υ) ∈ Fi subject to (2.94)-(2.95).
We show next that under a sufficient condition on the system parameters vmin, vmax,
uB, and δ, there exists a value of F̄i which guarantees that (τ, υ) ∈ Fi.
















Proof: A necessary condition for the safety constraint (2.3) to be satisfied through-
out the CZ is that si(τ) > δ. This is equivalent to pk(τ) > δ, i.e., the distance traveled
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by k by the time CAV i enters the CZ must be no less that the safety lower bound
δ. The worst case arises when vk(t
0
k) = vmin and remains constant at least through
[t0k, τ ]. This implies that




Moreover, observe that an upper bound for F̄i in (2.94), denoted by F̄ , occurs when
υ = vmin, so that (2.97) holds. Then, (2.95) and (2.98) imply (2.96). If this is
satisfied, then τ = t0k +
vmin−vmax
uB
is feasible, hence (τ, υ) = (t0k +
vmin−vmax
uB
, vmin) ∈ Fi.

Our analysis thus far has considered the case where the FEZ contains only CAV
i and its preceding CAV k. This allows us to specify the upper bound F̄ in (2.97)
for any such i. In general, however, there may already be multiple CAVs in the FEZ
at the time that a new CAV enters it. We establish next that all such CAVs can be
controlled to attain initial conditions in their respective feasibility regions.
Proposition 2. Let CAV k enter the CZ when N CAVs are in the preceding FEZ,
ordered so that k < k0 < k1 < · · · < kN with associated initial conditions when
reaching the CZ (τj, υj), j = 0, . . . , N . Assume that (2.96) holds and the FEZ length
is given by (2.97). Then, (τj, υj) ∈ Fj for all j = 0, . . . , N .
Proof: From Proposition 1, setting i = k0 we can attain (τ0, υ0) ∈ F0. It follows
that all information related to k0 is available to k1 through the information set Yk1(t).
Next, setting k = k0 and i = k1, we can again apply Proposition 1 to attain (τ1, υ1) ∈
F1. This iterative process is repeated over all j = 0, . . . , N . 
2.4.3 Simulation Examples
The effectiveness of the proposed FEZ and associated control is illustrated through
simulation in MATLAB. For each direction, only one lane is considered. The param-
eters used are: L = 400 m, S = 30 m, δ = 10 m, vmax = 15 m/s, vmin = 7 m/s,
ui,max = 3 m/s
2, ui,min = −5 m/s2 and uB = −2 m/s2, which satisfy condition (2.96).
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Figure 2·27: Speed vi(t) and position pi(t) trajectories of the first 20
CAVs.
Based on (2.97), the length of the FEZ is set at F̄ = 44 m. CAVs arrive at the FEZ
based on a random arrival process and any speed within [vmin, vmax]. Here, we assume
a Poisson arrival process with rate λ = 1 and the speeds are uniformly distributed
over [7, 15].
We consider two cases: (i) The FEZ is included preceding the CZ, and (ii) No
FEZ is included. The speed and position trajectories of the first 20 CAVs for the
first case are shown in Fig. 2·27. In the position profiles, CAVs are separated into
two groups: CAV positions shown above zero are driving from east to west or from
west to east, and those below zero are driving from north to south or from south to
north. These figures include different instances from each of Cases 1), 2), or 3) in






















To demonstrate the effectiveness of our feasibility enforcement control, we examine
95
the distance si(t) between two consecutive CAVs for the first 20 CAVs as shown in
Fig. 2·28. In this example, each of CAVs #1, #2, #3 and #4 happens to be the first
entering each of the four lanes respectively, hence all si(t), i = 1, . . . , 4, in (2.3) are
undefined. Regarding the different s∗i (τ, υ) cases arising in Section IV, we observe that
for CAV #11, t∗11 = t
0





corresponds to Case 2; and for CAV #7, t∗7 = t1 ∈ (t07, tm1 ), which corresponds to Case
3. Without the FEZ (right side of Fig. 2·28), we can see that CAVs #5, #9, #10,
#13, #14 and #19 all clearly violate the safety constraint (2.3), i.e., si(t) < δ = 10
for at least some t ∈ [t0i , tmi ]. With the FEZ included, these CAVs are capable of
adjusting their speed and CZ entry time to some feasible initial conditions and they
all satisfy the safety constraint, as clearly seen on the left side of Fig. 2·28. On the
other hand, given that CAV #16 is on the same lane as CAV #2 and that CAV #2
is the first one in that lane, there is no need for #16 to make any adjustment since
it already has feasible initial conditions with respect to the optimal control problem
solved within the CZ.
2.5 Dynamic Resequencing
The crossing sequence for the CAVs based on which the terminal time constraints are
derived adopts a strict FIFO queueing structure. This can be effective when the CZ
is physically symmetrical and the vehicle arrival rates at all CZ entries do not differ
much. However, when the CZ is asymmetrical (see Fig. 2·29), the FIFO queueing
structure may lead to poor scheduling and possible congestion. For example, in Fig.
2·29(a) where the CZ is asymmetrical in terms of the vehicle arrival rates, CAV #4
entering the intersection from a CZ segment with a lower arrival rate should wait
under FIFO for the first three CAVs crossing the MZ, which leads to unnecessary
travel delay and extra energy consumption of CAV #4. In Fig. 2·29(b) where the CZ
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Figure 2·28: Distance si(t) trajectories of the first 20 CAVs.
is asymmetrical in terms of the physical lengths of CZ segments, CAV #4 enters the
intersection from a shorter CZ segment and it is closer to the MZ entry, while #4 has
to decelerate in order to let the CAV #1, #2 and #3 cross the MZ first. This again
will increase travel delay. Even with a fully symmetrical CZ, a strict FIFO queueing
structure is conservative in the sense that it prevents the CZ from achieving higher
traffic throughput. For example, a CAV with higher initial speed may tend to cross
the MZ before another CAV which arrives at the CZ earlier but with lower initial
speed.
2.5.1 Feasible Crossing Sequence
A natural approach dealing with the sequencing issue is to dynamically resequence
the CAVs when a new one enters the CZ. The resequencing policy can be position-
based, i.e., the CAV closer to the MZ entry is prioritized to cross it. Alternatively,
the crossing sequence can be determined based on the estimated travel time to the
MZ. However, these methods may not be fair since CAVs entering from the shorter
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Figure 2·29: Connected Automated Vehicles crossing an asymmetrical
urban intersection.
CZ segment are always prioritized over those entering from the longer CZ segment,
which leads to congestion on the longer CZ segment. A better approach is to evaluate
all feasible crossing sequences whenever a new CAV enters the CZ and select the one
that maximizes traffic throughput.
Thus, our objective is to assign each arriving CAV an appropriate order to maxi-
mize traffic throughput while maintaining the relative order of the remaining CAVs.
For simplicity, we will seek throughout maximization by setting the terminal time of
CAV i as
tmi = max{tLi , tfe +
δ
vfe





The problem then reduces to finding all feasible crossing sequences, computing the
corresponding terminal times recursively as in (2.99), and determining the one pro-
viding maximal throughput.
The first step is to find all the feasible crossing sequences, which is equivalent to
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finding all the feasible orders which can be assigned to CAV i = N(t) + 1. Recalling
that CAV k ∈ Li is the vehicle physically ahead of i on the same lane (k = 0 if such
a CAV does not exist), we define a function f(m,n) which swaps the order of CAVs
m and n, i.e., after f(m,n) is evaluated, CAVs m and n become CAVs n and m
respectively. Denoting a crossing sequence as s and the set containing all the feasible
crossing sequences as Si when CAV i enters the CZ, the algorithm for deriving all
feasible crossing sequences Si is presented as follows.
Algorithm 2: Find the feasible crossing sequence set Si
1 set ji := i;
2 while ji 6= k do
3 obtain a new s;
4 if s is feasible then




9 execute f(ji, ji − 1) ⇒ ji := ji − 1;
10 end
Note that CAV i cannot overtake the preceding CAV k on the same lane. There-
fore, the algorithm will stop if faced with an order swap of CAVs i and k. After each
call of f , the original order of i which is o(i) = i is assigned a new order o′(i) = ji,
where the subscript i represents the original order, and the coordinator will obtain
a new crossing sequence s. Recalling that tci is the lower bound of t
m
i , the crossing
sequence s can only be feasible if tmji ≥ t
c




(2.99). Clearly, all existing CAVs whose order is affected by the resequencing process
may only arrive at the MZ later than the original terminal times; therefore, it is not
possible for them to violate the lower bound. If tmji < t
c
i holds, the sequence s is







≤ tmji < t
c
i , hence, there is no need to continue the algorithm. If the
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crossing sequence s is feasible, the coordinator will record this sequence and add it
to the set Si. This process repeats until f can no longer be executed. Note that the
set Si must be non-empty since ji = i itself is always a feasible order for CAV i. The
computational complexity of this process will be discussed in Section IV.
2.5.2 Throughput Maximization Problem Formulation
For each feasible crossing sequence s in Si, we can determine the terminal time for
each CAV iteratively through (2.99) and obtain a terminal time sequence t(2:i) =
[tm2 , · · · , tmi ]. We aim at minimizing the gaps between the terminal times of two
adjacent CAVs i and i − 1 in the sequence. Given the recursive structure of the















subject to: (2.1), (2.2), (2.10),
si(t) = pk(t)− pi(t) > δ, ∀t ∈ [tmi , t
f
i ], k ∈ Li(t).
Observe that tm1 is not included in the terminal time sequence since its selection
is subject to a degree of freedom reflecting the tradeoff between energy minimization
and throughput maximization. With resequencing, several alternatives are possible
as discussed in the sequel.
As shown in (2.99), the terminal time of CAV i is dependent not only on the
terminal time of CAV i − 1 and/or k, but also on the terminal speed of CAV i − 1
and/or k. Note that the terminal speed is unspecified and obtained from the energy
minimization problem (2.25). However, there is a number of ways to specify the
terminal speed.
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2.5.3 Alternative Problem Formulations
The effectiveness of the resequencing process may be affected by the way we formulate
the problem. Next, by modifying (2.25), we are going to explore several alternative
problem formulations and their impact on the resequencing efficiency.
1) Modifying the terminal time of CAV #1, i.e., tm1 : Due to the recursive
structure of the terminal times in (2.99), tm1 will generally affect all CAVs that follow
CAV #1. Recalling that there exists a degree of freedom in the selection of tm1 which
can be used to trade off energy minimization and throughput maximization, we can
modify the energy minimization problem formulation for CAV #1 by including the









1 − t01) (2.101)
subject to: (2.1), (2.2), p1(t
m







The coefficient ρ allows trading off the throughput maximization and energy mini-
mization objectives. Note that the terminal time tm1 is now unspecified. Alternatively,
we can force CAV #1 to reach the MZ as quickly as possible by setting tm1 = t
c
1, the
lower bound for terminal times.
2) Modifying the terminal speed of CAV i, i.e., vmi : Due to the recursive
terminal time structure in (2.99), the terminal speed vmi also impacts vehicles that
follow i, hence, this affects the traffic throughput. For example, a low terminal speed
vmi−1 can result in a long gap between CAV i and i− 1, which leads to a longer travel
time for i, thus reducing the traffic throughput. Therefore, we can modify the energy
minimization problem by including a quadratic deviation of vmi from the maximum
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(vmi − vmax)2 (2.102)
subject to: (2.1), (2.2), tmi , pi(t
m







The coefficient σ allows trading off the throughput maximization and energy mini-
mization objectives. Alternatively, we can directly set vmi = vmax.
2.5.4 Case Study for Dynamic Resequencing
The effectiveness of the resequencing process in terms of maximizing the traffic
throughput is validated through simulation in MATLAB considering 20 CAVs cross-
ing an urban intersection. The intersection is asymmetric by setting the lengths of
the CZ segments to LE2W = LW2E = 400m and LN2S = LS2N = 300m, respectively.
The width of the merging zone is S = 30m. The vehicle arrival process is assumed
to be given by a Poisson process with the same rate λ = 0.4 (veh/s) for each CZ seg-
ment. The initial speeds are assumed to be given by a uniform distribution defined
over [8, 12] m/s. The maximum speed and maximum acceleration are vmax = 16 m/s
and umax = 2 m/s
2, while the minimum speed and maximum deceleration (minimum
acceleration) are set to vmin = 4 m/s and umin = −5 m/s2.
We consider 10 different alternative energy minimization problem formulations for
comparison ([R] indicates a case with resequencing, and [NR] without resequencing):






(2) [NR] CAV #1 is penalized for longer travel time by including the term ρ(tm1 −t01)
in the cost functional, where ρ = 5;










(5) [R] CAV #1 is penalized for longer travel time by including the term ρ(tm1 − t01)
in the cost functional, where ρ = 5;
(6) [R] CAV #1 is forced to reach MZ at tm1 = t
c
1;
(7) [R] CAVs are penalized from deviating vmax at t
m





2 in the cost functional, where σ = 0.1;
(8) [R] similar to case (7), except that σ = 1;
(9) [R] similar to case (7), except that σ = 10;
(10) [R] CAVs are forced to reach vmax at t
m
i .
The optimal control and speed trajectories of the first 10 CAVs under different
problem formulation cases are shown in Fig. 2·30 and 2·31 respectively. Within each
trajectory, the change of color indicates an occurrence of a resequencing process. In
Fig. 2·30, observe that there may exist a discontinuity within a control trajectory
when the resequencing process takes place since resequencing may lead to an updated
optimal trajectory. Note that the speed and control constraints (2.2) are satisfied
throughout the trajectories.
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Figure 2·30: Optimal control profiles of the first 10 CAVs under dif-
ferent problem formulation cases.
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Figure 2·31: Optimal speed trajectories of the first 10 CAVs under
different problem formulation cases.
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To illustrate the resequencing process, part of the speed trajectories for the first
3 CAVs under case 4 are shown in Fig. 2·32, where CAV #1 is cruising in an energy-





and the crossing sequence is re-evaluated whenever a
CAV enters the CZ. Observe that when CAV #3 arrives at the CZ, it is rescheduled
to #13 (previously indexed as #3), and CAV #1 and #2 are rescheduled to #21 and
#32. Note that both CAV #2 and #1 are traveling on the longer CZ segments, while
CAV #3 is traveling on the shorter CZ segment. Intuitively, since CAV #3 enters
the CZ right after CAV #2 (t02 = 0.43s, and t
0
3 = 0.51s), it is natural to let CAV #3
cross the MZ first as it is closer to the MZ. Without the resequencing process (case
1), CAV #3 can only enter the MZ when #2 leaves the MZ, which makes the total
gap tm3 − tm1 = 3.52s; with the resequencing process (case 4), CAV #3 becomes #13,
and the total gap reduces to tm32− t
m
13
= 2.9s, hence, improving the traffic throughput.
Figure 2·32: Illustration of the resequencing process.
Under case 1, where CAV #1 is assumed to cruise at its initial speed in terms of
minimizing energy consumption and no resequencing is considered, CAV#3 results
in a low terminal speed vm3 = 4.67m/s. Under case 4 where the resequencing pro-
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cess is included, CAV #3 is rescheduled to #13 and assumed to cruise at its initial
speed. Therefore, the terminal times for CAV #21 and #32 are updated based on
the recursive terminal time structure and observe that tm32 < t
m
3 . This forces CAV
#32 to accelerate, which leads to a higher terminal speed v
m
32
= 13.1m/s and further
minimizes the gap.
Remark 8. This case study assumes a vehicle arrival rate near the saturation level
(further discussed in Sec. 2.5.6), which indicates that the gaps between CAV arrivals
at the CZ, i.e., t0i − t0i−1, are relatively small. When the gap between CAV arrivals
is smaller than the gap between terminal times, i.e., tmi − tmi−1, CAV i is naturally
forced to slow down as the terminal speed is undefined in (2.25) and results in lower
terminal speed. Conversely, when the gap between CAV arrivals is larger than the gap
between terminal times, CAV i may need to accelerate which leads to higher terminal
speed.
Since the resequencing process aims at finding the optimal crossing sequence which
maximizes the traffic throughput, the cases with the resequencing (Fig. 2·31(4-10))
outperform those without resequencing (Fig. 2·31(1-3)). This can be seen by com-
paring the total travel time among different cases. In addition, due to the recursive
structure of the terminal times, there exists a propagation effect of the terminal
speeds: a lower terminal speed of CAV i − 1 may lead to higher terminal time for
CAV i, which further lowers the terminal speed of i, as shown in Fig. 2·31(1). With
the resequencing process, CAV i may be rescheduled to an earlier position ji < i
in the queue. Therefore, tmji < t
m




though CAV j (now indexed as (j + 1)j) is affected by the resequencing process, the
increase in tm(j+1)j is minimal due to the higher v
m
ji
. Thus, the gap decreases and the
traffic throughput improves compared to the cases without resequencing.
In cases 6 to 10 (Fig. 2·31(6-10)), we are increasing the weight forcing the terminal
speeds of CAVs to reach vmax. Note that the travel times in these cases are similar
due to the fact that resequencing results in lower terminal times, which naturally
leads to higher terminal speeds even without forcing a CAV to reach vmax.
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Observe that without the resequencing process (Fig. 2·31(1-3)), changing tm1 alone
can affect the traffic throughput. In Fig. 2·31(1), CAV #1 is assumed to be cruising
at its initial speed. Due to the propagation effect of the terminal speeds, the following
CAVs end up with lower terminal speeds, which decreases the total travel time. In
Fig. 2·31(2-3), as we are forcing CAV #1 to reach vmax when it arrives at the MZ, the
terminal time tm1 decreases, hence, t
m
i , i > 1, determined by the recursive terminal
time structure, also decreases. Thus, the following vehicles result in higher terminal
speeds, which reduces the total travel time by a large margin. The benefit obtained
from varying tm1 diminishes in the cases with resequencing (Fig. 2·31(4-6)).
2.5.5 Performance Metrics
To quantify the effectiveness of the resequencing process, we compare the performance
metrics, i.e., energy consumption and throughput under different cases. To measure
the throughput, we use tmN(t), the time by which all N(t) vehicles exit the CZ. To
measure the energy consumption, we use the polynomial metamodel in [Kamal et al.,
2013] that yields vehicle fuel consumption as a function of speed and acceleration.
We consider 100 CAVs crossing one intersection given a vehicle arrival rate of λ = 0.4
(veh/s). The performance metrics are shown in Fig. 2·33. Observe that with the
resequencing process (starting with case 4), the travel time is improved by approxi-
mately 34% compared to the cases without resequencing. This is consistent with the
observations discussed in the case study and shows the efficiency of the resequencing
process in terms of traffic throughput maximization.
In contrast to what we have observed in Fig. 2·31(1-3), cases 1, 2, and 3 achieve
almost the same travel time in Fig. 2·33. This leads to the conclusion that how we
specify vm1 does not have any effect when traffic flows reach steady state.
In Fig. 2·33, observe that the resequencing process leads to an increase in energy,
counteracting the throughput benefits. This shows the tradeoff between energy min-
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Figure 2·33: Travel time (left) and fuel consumption (right) under
alternative problem formulations given λ = 0.4 (veh/s).
imization and throughput maximization. Unlike the travel time curve where cases
4-10 have minimal difference in improving travel time, as we are increasingly forcing
terminal speeds to reach vmax (from case 4 to 10), more fuel is consumed. As a whole,
cases 4 and 5 achieve better performance compared to others.
To further investigate the tradeoff between the throughput maximization and
energy minimization objectives, we explore the two performance metrics over cases
4-10 when resequencing is applied at different traffic intensities, as summarized in
Table 2.2. Observe that as the traffic intensity decreases, the average travel time is
improved, while more fuel is expended. Also observe that when the traffic is light,
e.g., λ = 0.1 (veh/s), the average travel times do not significantly vary over different
problem formulations. Due to the light traffic, the recursive terminal time structure
is interrupted by the critical time tci . Generally, lower travel time corresponds to
more fuel consumption, which is consistent with the expected tradeoff between energy
minimization and throughput maximization.
Remark 9. The terminal times are recursively computed based on the lateral and
rear-end collision avoidance constraints. These safety constraints are conservative
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Table 2.2: Performance under different traffic intensities
4 5 6 7 8 9 10
λ=0.4 time 32.44 28.11 28.1 28 28.1 28.16 29.4fuel 1.55 2.09 2.09 2.19 2.26 2.28 2.25
λ=0.3 time 28.53 26.98 26.99 27.04 27.38 27.42 28.17fuel 2.02 2.2 2.2 2.25 2.29 2.3 2.29
λ=0.2 time 27.19 26.43 26.40 26.46 26.73 26.72 26.91fuel 2.17 2.25 2.26 2.28 2.31 2.32 2.31
λ=0.1 time 26.17 25.98 26.04 26.27 26.30 26.29 26.33fuel 2.26 2.28 2.28 2.29 2.33 2.34 2.34
λ: arrival rate in veh/(s·lane); time in second; fuel in liter
in the sense that only one vehicle is allowed inside the MZ if CAV i − 1 ∈ Ci(t).
However, the traffic throughput can always be improved by subdividing the MZ into
smaller single-vehicle areas and establishing less conservative safety constraints.
2.5.6 Computational Complexity Analysis for Resequencing
Since the coordinator needs to re-evaluate the crossing sequence every time a new
CAV arrives at the CZ, the complexity of the resequencing process (see Algorithm
1) may be significant when the traffic is heavy. A key observation is that CAV i can
obviously not overtake its preceding CAV k, which therefore, guarantees an upper
bound in the resequencing computational complexity involved. Since the key to the
resequencing process lies in inserting CAV i into different positions of the queue after
k, the computational complexity can be represented by the number of swaps f(i, i−1)
in addition to the computation without resequencing.
In what follows, we carry out first a worst case analysis. This corresponds to
CAV i entering the CZ when there is no preceding vehicle k traveling on the same
lane, while all other CZ road segments operate near capacity. Assuming four CZ
segments within an intersection, their lengths are denoted by Lr, r ∈ {1, 2, 3, 4}.
Vehicle arrivals are assumed to be distributed according to Poisson processes with
rates λr, r ∈ {1, 2, 3, 4}. Letting the average CAV length be lv, the capacity for
each CZ segment Cr is given by Cr =
Lr
lv+δ
, r ∈ {1, 2, 3, 4}. Assuming CAV i
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enters the first CZ segment, i.e., r = 1, the computational complexity measured
using the number of swaps for CAV i, denoted as N , under the worst case is N1 =
L2+L3+L4
lv+δ
+ 1. Taking the vehicle arrivals on other CZ segments into consideration,









} + 1. This represents the upper bound
of the computational complexity associated with the resequencing process. The best
case occurs when k = i − 1, which indicates no necessity to resequence. Hence, the
lower bound is N = 1.
The saturation flow rate is an important concept associated with the stability of
the intersection viewed as a queueing system. When the intersection is saturated, the
number of vehicles present exceeds its capacity and congestion occurs. In this case, it
is not possible to apply any control other than traffic signaling. Thus, it is important
to derive the expected computational complexity when the traffic flow is stable. The
saturation flow rate is defined as the headway (in time units) between vehicles moving
at steady state. Viewed as a queueing system, the intersection is an M/G/1 queue,
where the MZ is the server and the vehicles are the customers in the queue. The
condition for this M/G/1 queueing system to be stable is
∑
r∈{1,2,3,4} λr < µ, where
λr is the arrival rate on rth road segment, and µ is the service rate of the MZ. Based
on the recursive structure of terminal times in (2.99), vehicles traveling on opposite
roads will not generate any collision inside the MZ, hence, they are allowed to cross
the MZ at the same time. It follows that we only need
∑
r∈{1,2,3,4} λr < 2µ as a
condition for stability.
Expected computational complexity E[N ]: to compute E[N ], we first consider the
expected interarrival time between CAVs k and i. Assuming that CAV i enters the
first CZ segment, i.e., r = 1, the expected interarrival time is E[∆t] = 1
λ1
. Over the
interarrival time ∆t, the expected number of arrivals on the other three CZ segments
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are given by E[∆t] · (λ2 + λ3 + λ4). Therefore, for vehicles coming from the first CZ
segment, we have
E[N1] =
λ2 + λ3 + λ4
λ1
+ 1.
Similarly, for the other three CZ segments, we have E[N2] = λ1+λ3+λ4
λ2
+ 1, E[N3] =
λ1+λ2+λ4
λ3









(λ1 + λ2 + λ3 + λ4)
= 4
regardless of the arrival rates. Thus, the expected computational complexity E[N ] =
4 happens to be the number of CZ segments. In fact, this result can be generalized
to an intersection with M lanes: for vehicles coming from the pth CZ segment, the







and for the whole intersection, we have
E[N ] =
λ1 · E[N1] + · · ·+ λM · E[NM ]∑
r∈{1,...,M} λr
= M (2.103)
This indicates that the expected computational complexity is always determined by
the number of lanes associated with the intersection.
The expected computational complexity is validated through simulation in MAT-
LAB considering 100 CAVs crossing an urban intersection, with exactly the same
simulation settings as in Sec. 2.5.5 with M = 4 lanes. The average service time is
roughly estimated as 1.25s and the expected service rate is µ = 0.8. Therefore, the
stability condition can be determined as λ1 + λ2 + λ3 + λ4 < 1.6. The energy mini-
mization problem is formulated as in case 5 in Section III.D, which penalizes longer
travel times for CAV #1.
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Figure 2·34: Expected computational complexity of resequencing pro-
cess over decreasing traffic intensity.
The simulation results are shown in Fig. 2·34, where the computational com-
plexity, measured using the number of swaps, is averaged over 10 simulations. We
assume λ1 = λ2 = λ3 = λ4 = λ, where λ < 0.4. Over different arrival rates, the
computational complexity in performing dynamic resequencing, is approximately 4,
as expected. The actual value of E[N ], however, may be lower since a resequenc-
ing step affects subsequent resequencing steps by altering the vehicle arrival process
distribution.
2.6 Mixed Traffic Scenario
The benefits of CAV coordination and control on energy consumption have been es-
tablished and quantified in recent literature [Gilbert, 1976, Hooker, 1988, Hellström
et al., 2010, Li et al., 2012]. However, the integration of CAVs with conventional
vehicles faces several challenges before their penetration rate (i.e., the fraction of
CAVs relative to all vehicles in a transportation system) becomes significant. Thus,
a critical question is that of determining the penetration effect of CAVs under mixed
traffic conditions. Under such conditions, it is necessary to design control algorithms
for CAVs and coordination policies that can accommodate both CAVs and conven-
tional human-driven vehicles. Dresner and Stone [Dresner and Stone, 2007] proposed
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Figure 2·35: Connected Automated Vehicles (blue labels) and non-
CAVs (red labels) crossing an intersection.
a light model that can control the physical traffic lights as well as implementing a
reservation-based control algorithm for autonomous vehicles while ensuring safety.
Other efforts include using information from CAVs to better adapt a traffic light in
a mixed traffic scenario (e.g., see [Guler et al., 2014]).
We now consider the mixed traffic scenario (Fig. 2·35) where both CAVs and non-
CAVs (conventional human-driven vehicles) travel on the roads. The first major issue
to be addressed is modeling the interaction between CAVs and non-CAVs assuming
the latter do not possess the capability to communicate with other vehicles.
For each CAV, there are two modes that it can be in under mixed traffic conditions:
(i) the Free Driving (FD mode) when the CAV is not constrained by a non-CAV that
physically precedes it. (ii) the Adaptive Following (AF mode) when the CAV follows
a preceding non-CAV while adaptively maintaining a safe following distance from it.
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CAVs switch from the FD mode to the AF mode as soon as the inter-vehicle distance
si(t) falls below a certain threshold.
2.6.1 Optimal Control of Connected Automated Vehicles in Free Driving
(FD) Mode
In the Free Driving mode, the objective of each CAV is to derive an optimal accel-








Ki · u2i (t) dt
subject to : (2.1), (2.2), tmi , pi(t
m
i ) = L, (2.104)





where Ki is a factor to capture CAV diversity (for simplicity, Ki = 1 in the remain-
der of this thesis). Note that this formulation does not include the rear-end safety
constraint (2.3) in the CZ; we will return to this issue in what follows. On the other
hand, the rear-end and lateral collision avoidance inside the MZ are implicitly ensured
by the terminal time tmi determined through (2.99) at the initial time t
0
i .
The analytical solution of problem (2.104) may be obtained through a Hamiltonian
analysis, which can be found in Section 2.2 for a case with fixed terminal time.
2.6.2 Optimal Control of Connected Automated Vehicles in Adaptive
Following (AF) Mode
When the preceding vehicle for CAV i is also a CAV, the feasibility of the opti-
mal solution (2.41)-(2.43) can be addressed by directly adjoining the rear-end safety
constraint into the optimal control problem, or enforced through an appropriately
designed Feasibility Enforcement Zone that precedes the CZ as described in Section
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Figure 2·36: Modeling approach for CAVs.
2.4. In what follows, we consider the case where vehicle k that precedes CAV i is
a non-CAV. In such a case, if the inter-vehicle distance si(t) between CAV i and
non-CAV k falls below a certain threshold δf at t
1
i , CAV i transitions from the FD
to the AF mode (Fig. 2·36). Since CAV i cannot communicate with the preceding
non-CAV, it simply assumes a constant speed for the non-CAV.
In the Adaptive Following mode, the objective of each CAV is to derive an optimal
acceleration/deceleration profile so as to minimize energy consumption inside the
CZ, while adaptively maintaining the minimum safety following distance δ with the







[wu · u2i (t) + ws · (si(t)− δ)2] dt
subject to : (2.1), (2.2), tmi , pi(t
m
i ) = L, (2.105)





where wu and ws are weights applied to the objective function, which allow trading off
energy consumption minimization against maintaining the safety following distance.
The analytical solution of problem (2.105) may be obtained through a Hamiltonian
analysis similar to that in Section 2.2. Assuming that all constraints are satisfied




i ], the optimal control input
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, the optimal control can be obtained as




Using (2.41) in the CAV dynamics (2.1), the optimal speed and position can be
obtained:
v∗i (t) = aiαe
αt[cos(αt)− sin(αt)]




−αt[cos(αt)− sin(αt)] + vi−1(t1i )








i ) + vi−1(t
1
i )(t− t1i )− δ,
(2.107)
where ai, bi, ci and di are constants of integration that can be determined in a similar




Under mixed traffic conditions, the recursive terminal time structure in (2.99) derived
can no longer be applied since non-CAVs are not controlled to follow the crossing order
imposed by the queueing structure discussed in Sec. II. To determine the terminal
conditions for CAV i, there are two different cases we need to consider: (i) vehicle
i − 1 is a CAV, and (ii) vehicle i − 1 is a non-CAV. If vehicle i − 1 is a CAV, then
the terminal time for CAV i can be recursively determined through CAV i− 1 as in
(2.99) since tm
∗
i−1 has already been evaluated.
On the other hand, if vehicle i − 1 happens to be a non-CAV, then the terminal
117
time for CAV i is determined by estimating the terminal time of vehicle i − 1. In
particular, at time t0i , vehicle i − 1 is at position pi−1(t0i ) with speed vi−1(t0i ), which
can be measured by CAV i through on-board sensors or made known through the
coordinator (assuming it has the ability to sense vehicles in the CZ). As CAV i
cannot communicate with non-CAV i − 1, it simply assumes a constant speed for
i− 1, i.e., vi−1(t) = vi−1(t0i ) for t ∈ [t0i , tmi ]. Denoting the estimated terminal time for











based on which, CAV i can determine its own terminal time for entering the MZ
using (2.99). Naturally, the estimate above may need re-evaluation in the case that
non-CAV i − 1 changes speed or disrupts the prescribed crossing order. Whatever
event occurs, it can be perceived by CAV i through embedded sensors or made known
by the coordinator, and CAV i simply updates the constants ai, bi, ci and di based on
the updated terminal conditions. The online implementation is straightforward with
low computational complexity.
2.6.4 Simulation Example
The proposed optimal control framework for CAVs is illustrated through the following
simulation example, where the length of the CZ is set to L = 400m. Vehicle #1 is
assumed to be a non-CAV entering the CZ at t01 = 0 and cruising at its initial speed
v01 = 10m/s. CAV #2 enters the same lane as vehicle #1 at t
0
2 = 2s with an initial
speed v02 = 15m/s. The minimum safety following distance is set to δ = 10m and the
weights wu and ws are both set to be 1. The optimal speed trajectory of CAV #2,
i.e., v2(t), and the inter-vehicle distance between vehicle #1 and CAV #2, i.e., s2(t),
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with and without the AF mode are shown in Fig. 2·37.
Figure 2·37: Speed vi(t) and inter-vehicle distance s2(t) trajectories
w/ and w/o the optimal control for adaptively following.
As shown by the blue curve in Fig. 2·37, without a transition to the AF mode,
CAV #2 violates the rear-end collision constraint, the inter-vehicle distance s2(t) falls
below δ = 10m for t > 4.22s. When the AF mode is involved, as shown by the red
and yellow curves in Fig. 2·37, when the inter-vehicle distance reaches the threshold,
i.e., s2(t
1
2) = δf , CAV #2 first decelerates so as to reach a much lower speed than
vehicle #1, and then seeks to keep the distance as close to the minimal safe following
distance δ = 10m as possible. Note that the process of adaptively following implicitly
forces CAV #2 to maintain the same speed as vehicle #1.
When the AF mode is involved, the threshold for entering this mode is set to
either δf = 10m (red curve in Fig. 2·37), or δf = 15m (yellow curve in Fig. 2·37).
Clearly, the value of δf impacts energy performance and it is important to investigate
this dependence. This raises the issue of adopting an accurate energy consumption
model. In our optimal control problem (2.104), we use u2i (t) as a rough approximation
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of energy, since it adequately captures its monotonic dependence on acceleration and
the essence of the energy-time tradeoff in our problem, while also allowing us to derive
the analytical solution (2.41). However, to more accurately assess the impact of our
controller, we use the polynomial metamodel proposed in [Kamal et al., 2013] which
yields vehicle energy consumption in ml/s as a function of speed and acceleration:
f = fcruise + faccel (2.109)
where fcruise = w0 + w1vi(t) + w2v
2
i (t) + w3v
3
i (t) estimates the energy consumed
by a vehicle cruising at a constant speed vi(t), and faccel = ui(t) · [r0 + r1vi(t) +
r2v
2
i (t)] estimates the additional energy consumed due to acceleration with ui(t).
The polynomial coefficients w = [w0, w1, w2, w3] and r = [r0, r1, r2] are calculated
from experimental data. The coefficients reported in [Kamal et al., 2013] and used
in our study are w = [0.1569, 2.45 × 10−2,−7.415 × 10−4, 5.975 × 10−5] and r =
[7.224× 10−2, 9.681× 10−2, 1.075× 10−3]. Fig. 2·38 illustrates the polynomial energy
model (2.109). Observe that while the energy consumption varies with respect to
both speed and acceleration, there exists a monotonic relationship between energy
consumption and acceleration.
For the two scenarios with different δf considered above, the energy consumption,
given by the polynomial function of speed and acceleration (2.109), is obtained as
0.0156 l and 0.0143 l, respectively. The energy cost reduction results from the fact
that CAV #2 enters the AF mode earlier given δf = 15m, hence, it does not need to
decelerate as hard as in the case with δf = 10m. The approaching process becomes
smoother, which leads to lower energy consumption.
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Figure 2·38: Energy consumption variation with respect to speed and
acceleration.
2.6.5 Modeling Methodology for non-CAVs
Up to this point, we have limited our discussion to a modeling approach for CAVs. We
now turn our attention to modeling non-CAVs. Regarding the modeling of non-CAVs
(i.e., conventional human-driven vehicles), there are two major issues that need to
be addressed: (i) modeling the car-following behavior, and (ii) designing a collision
avoidance approach inside the MZ without explicit traffic signaling.
The Wiedemann Approach
In this thesis, we apply the Wiedemann model [Wiedemann, 1974], the default ap-
proach adopted by the popular transportation system simulator VISSIM, to model
car-following behavior. The basic idea of the Wiedemann model is that a non-CAV
can be in one of the following four driving modes:
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• Free driving : No observable influence by any preceding vehicle. In this mode,
the driver seeks to reach and (approximately) maintain a desired speed.
• Approaching : The driver adapts his/her own speed to the speed of a preceding
vehicle. This is done by decelerating until the speed difference becomes zero
when some desired safe distance from the vehicle being followed is reached.
• Following : The driver follows the preceding vehicle while trying to (approxi-
mately) maintain a safe distance from the vehicle being followed.
• Braking : The driver applies the brake to decelerate if the distance from the
preceding vehicle falls below the desired safety level. This scenario may occur
if the preceding vehicle changes speed abruptly.
For each mode, there are several associated parameters that model specific car-
following behavior dependent on driver features such as “aggressiveness”. For in-
stance, a “Smooth Closeup Behavior” parameter can be enabled to model less aggres-
sive approaching behavior [Wiedemann, 1974].
Conflict Areas
As non-CAVs may not follow the prescribed crossing order in the queueing structure
specified in Sec. II, lateral collisions may occur inside the MZ when no traffic lights are
present. There are several ways used in VISSIM to model non-signalized intersections
for non-CAVs, by defining Priority Rules, Conflict Areas, and Stop Sign Control.
Among these techniques, Conflict Areas provide modeling ease and more intelligent
behavior and will be adopted in the sequel to ensure the absence of lateral collisions
in the MZ.
If a CAV enters the MZ at the designated terminal time tmi while a non-CAV is
present inside the MZ, the CAV simply forgoes the constant speed assumption (As-
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Figure 2·39: Different states of conflict areas.
sumption 2 ) and follows the Conflict Areas rule so as to avoid lateral collision. As
shown in Fig. 2·39, there are three options for defining conflict areas. Fig. 2·39(a)
indicates a passive conflict area, i.e., all vehicles are uncontrolled in terms of lateral
collision avoidance (CA1), i.e., vehicles will not yield when they approach the MZ
regardless of the presence of other vehicles. Fig. 2·39(b) shows a partially controlled
conflict area, where the vehicles on the main road (green) are uncontrolled because
they have priority to cross the MZ, while vehicles on the minor road (red) are con-
trolled because they have to yield (CA2). Fig. 2·39(c) shows a fully controlled conflict
area. As there is no right of way, vehicles on both roads are under control (CA3),
i.e., vehicles will always seek to yield if there are vehicles approaching the MZ from
other directions. In this thesis, we use the second conflict avoidance rule (i.e., CA2)
for lateral collision avoidance in mixed traffic. The third option is not appropriate as
it may lead to traffic deadlock especially when traffic is heavy.
The modeling approach for non-CAVs is summarized in Fig. 2·40, where blue
arrows indicate mode (state) transitions. The driver switches from one mode to
another as soon as a certain threshold is reached, usually expressed as a combination
of speed difference and inter-vehicle distance.
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Figure 2·40: The Wiedemann model for non-CAVs.
2.6.6 Energy Impact of CAV Penetration Under Different Traffic Scenar-
ios
The study of energy impact is carried out through a combination of MATLAB and
VISSIM simulations. We consider a group of CAVs and non-CAVs crossing a single
intersection, where the length of the CZ is L = 400m and the length of the MZ
is S = 30m. For each direction, only one lane is considered. The minimum safe
following distance is set to δ = 10m and the threshold for entering the AF mode is
δf = 10m. The weights wu and ws in (2.105) are both set to 1. The vehicle arrivals
are assumed to be given by a Poisson process and the initial speeds are uniformly
distributed over [10.9, 11.1]m/s. The simulation period is set to 900s.
2.6.7 Energy Impact of CAV Penetration
We first compare the energy impact over different CAV penetration rates. Note that
with 100% CAV penetration, all CAVs proceed according to the optimal trajectories
determined in Sec. III and reach the MZ at the terminal times designated by (2.99).
However, for cases with less than 100% CAV penetration, we adopt the non-signalized
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collision avoidance rule, i.e., partially-controlled Conflict Areas, in mixed traffic, as
non-CAVs may not follow the prescribed order in the queueing structure specified in
Sec. II. Given the traffic flow rate set to λ = 700 veh/(h·lane), the energy consumption
with respect to different CAV penetration rates is shown in Fig. 2·41. It can be seen
that as the CAV penetration rate increases, the energy consumption decreases, which
validates the efficiency of CAV penetration in terms of improving energy economy.
Figure 2·41: Energy consumption per second with respect to dif-
ferent CAV penetration rates given traffic flow rate set to λ = 700
veh/(h·lane).
Observe in Fig. 2·41 that with no CAVs (0% penetration rate), the partially-
controlled Conflict Areas cannot outperform the traffic light control case (indicated
by TLC); however, with as little as 10% CAV penetration rate, TLC is outperformed.
This leads to the conclusion that approximately 10% of vehicles should be CAVs
before energy consumption performance can exceed that of TLC. However, this value
clearly depends on traffic flow rates. Note that in Fig. 2·42(c) where the traffic flow
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rate is set to λ = 750 veh/(h·lane), we need 90% of the vehicles to be CAVs in order
to match the energy performance under TLC; in Figs. 2·42(a) and 2·42(b) where
the traffic flow rates are set to λ = 500 and 600 veh/(h·lane) respectively, the cases
with no CAVs (0% penetration) can easily outperform the TLC case; in Fig. 2·42(d)
where λ = 800 veh/(h·lane), all the vehicles have to be CAVs (100% penetration) in
order to outperform the TLC case. Generally, higher CAV penetration is required to
match the performance under TLC as traffic flow rate increases. The energy impact
of traffic flow rates will be discussed in more details in Sec. 2.6.8.
Figure 2·42: Energy consumption per second with respect to different
CAV penetration rates given different traffic flow rates: (a) 500, (b) 600,
(c) 750, (d) 800 veh/(h·lane).
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An additional important observation is that energy performance is not always
monotonically increasing with the penetration rate value. In Fig. 2·41, the energy
consumption under 100% CAV penetration is actually a little bit worse than that
with 90% and even 80% penetration rates. This is attributed to the overly conserva-
tive nature of our approach for determining the terminal time sequence, specifically
the fact that only one vehicle is allowed inside the MZ at any time for vehicles trav-
eling from different directions (2.10). On the other hand, the collision avoidance
approach adopted under mixed traffic conditions (i.e., partially-controlled Conflict
Areas) makes better use of the MZ by allowing vehicles to share it at the same time.
Such more efficient MZ utilization reduces unnecessary travel delays.
In order to confirm our conjecture that the non-monotonic energy performance is
due to the conservative nature of allowing a single vehicle in the MZ, we can study the
effect of relaxing this conservative approach. This can be accomplished by adopting
more intelligent collision avoidance approaches (e.g., solving an upper-level scheduling
problem which aims at maximizing traffic throughput, relaxing FIFO constraint and
allowing dynamic resequencing, etc.), or simply reduce the size of the MZ. By reducing
the size of the MZ, we simply reduce the gap between vehicles. An example is given
below, illustrating the impact of different lengths of the MZ. Assuming a 100% CAV
scenario where the arrival rate is set to λ = 500 veh/(h·lane), the length of the MZ is
set to S = [35, 30, 25, 20, 15, 10]m, respectively. The performance, gathered over the
CZ, is shown in Fig. 2·43. Observe that as the length of the MZ decreases, both the
energy and the travel time are improved. This is consistent with our expectation: by
reducing the size of the MZ, the gap between vehicles at the MZ decreases, which
alleviates the unnecessary delay caused by the conservativeness of the terminal time
structure.
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Figure 2·43: Energy consumption and travel time over the CZ given
different lengths of MZ.
2.6.8 Energy Impact of CAV Penetration Under Different Traffic Flow
Rates
For a dynamic system such as a transportation network, the performance should be
measured while system stability is ensured, i.e., when the intersection is not saturated.
When the intersection is saturated, it holds too many vehicles beyond its capacity
and congestion would occur. In that case, it is not possible to apply any control
except to use traffic signaling.
The saturation flow rate is an important concept for evaluating the performance
of transportation systems, defined as the headway in seconds between vehicles moving
at steady state. From the perspective of queueing theory, the intersection is a M/G/1
queue, where the MZ is the server and the vehicles are the clients. In order for the
intersection to be stable, the vehicle arrival rate should be less than the MZ service
rate, i.e.,
∑
λi < µ, where λi is the arrival rate and i is the index of different road
segments, while µ is the service rate of the MZ. According to the recursive structure
of the terminal times in (2.99), for vehicles traveling on opposite roads, since they
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will not generate any collision inside the MZ, they are allowed to cross the MZ at the
same time. Hence, we only need
∑
λi < 2 · µ to hold for the intersection to maintain
stability. Assuming four symmetric road segments, i.e., λi = λ, i ∈ {1, 2, 3, 4}, the
saturation flow rate can be roughly estimated as λs = 900 veh/(h·lane).
The volume-to-capacity ratio, also known as the degree of saturation, can be calcu-
lated by dividing the actual traffic flow rate by the saturation flow rate. Generally, an
intersection with a degree of saturation less than 0.85 is considered under-saturated
and typically has sufficient capacity to maintain a stable operation. The closer the
degree of saturation is to 1, the more sensitive the system becomes to the natural
perturbation in traffic flow. When the degree of saturation exceeds 1, the intersection
is described as over-saturated and there is no alternative but to use traffic signaling.
Hence, to achieve the best possible performance, the traffic flow rate is set approxi-
mately under λc= 750 veh/(h·lane), where λc is referred as the critical flow rate.
To explore the energy impact of CAV penetration with different traffic flow rates,
a comparison is presented in Fig. 2·44 that shows the energy consumption with
respect to both different CAV penetration rates and traffic flow rates. Observe that
with lower traffic flow rates, that is, when the intersection is under-saturated (i.e.,
λ < λc), the benefit obtained from CAV penetration is more significant. Even the
case with no CAVs can outperform the TLC case. With higher traffic flow rates, that
is, when the degree of saturation of the intersection is near or over 1 (i.e., λ > λc),
energy consumption can hardly gain any benefit from CAV penetration. In that
case, even 100% CAV penetration cannot match the performance under TLC. This
is consistent with our expectation: when the traffic is light, the red lights prevent
some vehicles from crossing the intersection even if there is no other traffic that could
generate collision inside the MZ; when the traffic is heavy, both CAVs and non-CAVs
need to slow down or even stop to yield when they approach the MZ without traffic
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signaling and accelerate after they leave the intersection, which may consume more
energy compared to the TLC case, where some vehicles do not need to stop during
the green light phase.
Figure 2·44: Average energy consumption with respect to both dif-
ferent traffic flow rates and CAV penetration rates.
The corresponding average travel time and throughput are shown in Fig. 2·45
and 2·46. Observe that before the traffic flow rate reaches the critical flow rate (i.e.,
λ < λc), while the throughput do not differ too much under different cases, the
TLC cases are slightly outperformed in terms of travel time. This indicates that the
non-signalized coordination policy (i.e., Conflict Areas) is more effective in terms of
reducing travel delay compared to TLC. This may be due to the fact that the red
lights prevent some vehicles from crossing the MZ even if there is no other traffic that
could generate collision, while the non-signalized coordination policy makes better
use of the MZ by allowing more vehicles sharing the MZ at the same time and hence,
reduces travel delay. When the traffic is heavy (i.e., λ > λc), for cases without
traffic signaling, almost all the vehicles have to slow down or even stop to yield when
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approaching the MZ, which greatly increases the travel time and hence, reduce the
throughput. Observe that given λ = 900veh/(h·lane) in Fig. 2·46, the throughput
under cases without traffic signaling is much worse than that under TLC.
Figure 2·45: Average travel time with respect to different traffic flow
rates and CAV penetration rates.
Overall, when the traffic is light, both the energy economy and the travel time
can benefit from CAV penetration.
2.6.9 Energy Impact of CAV Penetration Under Different Modeling Ap-
proaches
In addition to what has been discussed above, energy consumption can also be affected
by how we model the vehicle behavior and the collision avoidance approach inside the
MZ. Fig. 2·47 shows the energy consumption under different modeling approaches:
1 For CAVs, the Wiedemann model is adopted for the AF mode (light blue bars),
while for the collision avoidance method inside the MZ, we assume a fully con-
trolled approach (CA3 in Fig. 2·39). Observe that the energy efficiency is
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Figure 2·46: Traffic throughput with respect to both different traffic
flow rates and CAV penetration rates.
improving as the CAV penetration rate increases. The benefit obtained from
CAV penetration is consistent with what we have discussed in Sec. 2.6.7.
2 Based on scenario 1, we modify the collision avoidance method inside the MZ to
a partially controlled approach (CA2 in Fig. 2·39), where some of the vehicles do
not need to yield and hence, avoid unnecessary stops. Note that the stop-and-go
process is one of the major reasons leading to extra energy consumption. The
energy efficiency is improved (purple bars) compared with that under scenario
1, which indicates that more intelligent collision avoidance may save energy
from reducing unnecessary stops and travel delay.
3 Based on scenario 2, we apply the optimal control in terms of minimizing the
energy consumption when CAVs are in the AF mode, while maintaining a min-
imum safety following distance δ with the preceding non-CAV if it exists. Ob-
serve that the energy performance under this case (green bars) outperforms
that under scenario 2. This validates the effectiveness of our optimal control
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framework for CAVs.
4 Based on scenario 2, we adopt a less aggressive Wiedemann car-following model
by enabling the Smooth-Closeup option. This option forces the vehicle to decel-
erate in a gentle way when approaching the preceding vehicle, so as to reduce
energy consumption and passenger discomfort, i.e., the jerk. As shown in the
simulation results (red bars), the energy consumption decreases when Smooth-
Closeup option is enabled.
5 Based on scenario 4, we apply the optimal control in terms of minimizing the
energy consumption when CAVs are in the AF mode, while maintaining a min-
imum safety following distance δ with the preceding non-CAV if it exists. Com-
pared with scenario 4, the energy efficiency improves (dark blue bars) but the
margin is not very significant. We may reach the conclusion that the Wiede-
mann car-following model with the Smooth-Closeup option enabled has a similar
impact on energy economy as the optimal control for AF mode. This is intu-
itively correct in the sense that, the smoother the trip is, the less energy is
consumed.
2.6.10 Summary
The investigation of the impact of CAV penetration under different traffic scenarios
leads to the following main findings:
• the energy efficiency is improved by integrating CAVs with non-CAVs;
• as the CAV penetration rate increases, the energy efficiency improvement be-
comes more significant;
• an efficiency improvement is consistently observed as long as the traffic flow
rate is below a critical value;
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Figure 2·47: Energy consumption under different modeling ap-
proaches.
• approximately 10% of vehicles should be CAVs before energy consumption per-
formance can exceed that of TLC given a traffic flow rate close to but not ex-
ceeding a critical value (this number may be subject to change under different
traffic flow rates, modeling approaches, intersection parameters, etc.).
These conclusions provide strong evidence of the advantages of incorporating
CAVs into current traffic systems. The last conclusion indicates that, even with only
10% of CAV penetration, the energy efficiency is able to outperform that of TLC,
given a traffic flow rate close to but not exceeding a critical value. As the traffic flow
rate decreases, the energy efficiency improvement becomes much more significant.
2.7 Conclusions
we established a decentralized optimal control framework of optimally controlling
connected automated vehicles (CAV) crossing an urban intersection without using
any explicit traffic signaling. In the Control Zone (CZ), the objective is to jointly
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minimize energy consumption and travel time subject to speed, control and safety
constraints. Despite the complexity of turns, we have shown that the optimal solution
can still be obtained in decentralized fashion, with each CAV requiring information
from a subset of other CAVs. This enables online implementation for each individual
CAV. We presented a complete analytical solution considering the speed, control and
safety constraints. The effectiveness of the proposed solution was validated through
simulation.
In the Merging Zone (MZ), we formulated and solved another optimal control
problem to minimize a measure of passenger discomfort while the vehicle turns at
the intersection and investigated the associated tradeoff between minimizing energy
consumption and passenger discomfort. The optimal solution including turns do not
require any additional computational time as the terminal conditions are determined
when resolving constraints for the optimal control problem in the CZ, hence, can still
enable online implementation.
To ensure feasibility, we have shown that there exists a feasibility region for each
CAV in the space defined by its arrival time t0i and speed v
0
i and this can be fully
characterized in terms of information known to CAV i before it enters the CZ, which
can be enforced through a properly designed Feasibility Enforcement Zone (FEZ) that
precedes the CZ.
The first-in-first-out (FIFO) crossing sequence can be effective when the CZ is
physically symmetrical and the vehicle arrival rates at all CZ entries do not differ
much. However, when the CZ is asymmetrical, the FIFO ordering structure may
lead to poor scheduling and possible congestion. Hence, we extended the optimal
control framework to account for asymmetric intersections by relaxing the FIFO con-
straint and introducing a dynamic resequencing process so as to maximize the traffic
throughput. The dynamic resequencing has been shown to be computationally very
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efficient. It is also shown that travel time can be reduced at the cost of additional
energy consumption.
In addition, we also addressed the problem of optimally controlling CAVs under
mixed traffic conditions where both CAVs and human-driven vehicles (non-CAVs)
travel on the roads. We also studied the impact of CAVs on overall energy consump-
tion under different traffic scenarios as a function of the CAV penetration rate (i.e.,
the fraction of CAVs relative to all vehicles). Compared to a baseline scenario where
non-CAVs are under traffic light control, the results indicate that the energy efficiency
improvement becomes more significant as the CAV penetration rate increases, while
the significance diminishes as traffic becomes heavier.
Note that the effect of communication delays cannot be negligible in real-world
transportation systems and that thequality of communication is crucial to traffic
safety. We have studied the effects of communication delays in next chapter, where
we conducted several simulation studies based on real-world transportation systems.
Since in the current chapter our focus is on the optimization of vehicle trajectories,
the impact of communication is not the key issue addressed, which is why we made
the assumption of no errors or delays in communication. That being said, please
note that we also made the assumption that all vehicles are embedded with on-board
sensors so that, even with the presence of communication delays, the vehicles are able
to avoid collisions should an emergency arise. If the communication is not reliable,




A Discrete-Event and Hybrid Traffic
Simulation Model Based on SimEvents for
Intelligent Transportation System
Analysis
3.1 A Discrete-Event and Hybrid Traffic Simulation Frame-
work
For ICT methods and control algorithms, a traffic simulation framework offers a test
bed for analyzing vehicle behavior under various traffic scenarios, for instance, avoid-
ing a potential rear-end collision, stopping before a red light, or following the preced-
ing vehicle. To create a traffic simulation framework for vehicle behavior evaluation,
we need to build a closed-loop system that consists of physical elements (infrastruc-
ture and vehicles) and a control network for traffic management using wireless, fiber
optics, Ethernet, and kinematic positioning systems. Events should be considered
as they may affect the operation of the traffic system. The simulation framework
should consist of two parts: the continuous (time-driven) part, for instance, vehicle
movement tracking; and the discrete-event part, for instance, an unexpected pedes-
trian crossing. The system is designed to comprise various elements of the SimEvents
paradigm such as entities, queues, servers, terminators, and customized MATLAB
Discrete Event Systems.
The model introduced in [Zhang et al., 2017a] is briefly reviewed in what follows.
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Table 3.1: Vehicles
Vehicle Property & Dynamics
Attributes ID, acceleration, speed, position, lane, mpg, etc.
Motion dynamics basic model, Kinematic model, Dynamic model, etc.
Control dynamics optimal control, model predictive control, etc.
Fuel consumption dynamics gasoline engine, electric, hybrid, plug-in hybrid, etc.
There are three basic elements in the hybrid traffic simulation framework: infrastruc-
ture, vehicles, and events.
Infrastructure consists of roadways (e.g., lanes, pedestrian crossings) and road-
side facilities (e.g., traffic lights, stop signs) that enable communication and carry out
traffic management allowing vehicles to operate.
Vehicles can differ in motion dynamics, driving behavior models or control strate-
gies, fuel consumption models, and so on (Table 3.1). For CAVs, they should also
possess the ability to communicate with other members in the traffic network.
Events in hybrid systems can be categorized into two classes: exogenous and en-
dogenous. Exogenous events include those originating in the outside world and forcing
certain elements to change their behavior. For instance, an unexpected storm may
force the vehicles to decelerate. Endogenous events occur when a time-driven state
variable enters a particular set. For instance, the inter-vehicle distance falls below
a given minimum safe following distance, which may indicate a possible impending
rear-end crash. Depending on whether they occur among vehicles or between vehicles
and the infrastructure [Bettisworth et al., 2015], the events can also be categorized as
listed in Table 3.2. For instance, “Red Light Violation” occurs when a vehicle crosses
an intersection without stopping at a red light, which may lead to a possible collision.
Figure 3·1 depicts a typical architecture of the traffic simulation framework and
shows how different elements are connected. Certain elements should be capable of
communicating with others, for instance, CAVs can talk to other CAVs (V2V) or to




Red Light Violation Emergency Electronic Brake Lights
Curve Speed Forward Collision
Stop Sign Gap Assist Intersection Movement Assist
Spot Weather Impact Left Turn Assist
Reduced Speed/Work Zone Blind Spot/ Lane Change
Pedestrian in Signalized Crosswalk Do Not Pass
Vehicle Turning Right in Front of Bus
active, as V2V communication can be achieved through vehicle-to-infrastructure-to-
vehicle (V2I2V) communication. An important feature of the proposed framework
is the inclusion of communication delays, as low packet delays are necessary for im-
plementing the time-critical control algorithms employed by CAVs. In Fig. 3·1, the
server modeling blocks are used to model the communication delays.
The output of the Events model block provided to the coordinator indicates that
the coordinator module is aware of all the event-based information by means of sensing
and communication. Once a certain event occurs, the coordinator will broadcast
or send the information to the vehicles that may be affected, so that the vehicles
can make appropriate decisions. For instance, if a rear-end collision occurs near
the merging zone of an intersection, the coordinator will receive this information
through sensors, cameras, or the information sent by other vehicles. As part of safety
considerations, the coordinator will broadcast the information and CAVs traveling
towards this area should decelerate or detour.
The continuous or time-driven part in this framework includes vehicle motion dy-
namics, control dynamics, and fuel consumption dynamics that should be monitored
continuously. For the discrete-event part, events are considered as they can affect ve-
hicle behavior. For instance, if the coordinator is aware of an upcoming storm, it will
broadcast the information and vehicles can then make decisions accordingly. Another
example arises when a vehicle approaches an intersection and the traffic lights turn
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Figure 3·1: Architecture of the hybrid traffic simulation framework.
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red. Such an event may force the vehicle to decelerate so as to avoid any traffic law
violations.
3.2 Implementation
The hybrid traffic simulation framework described above is built based on MATLAB
and Simulink with the inclusion of various programming paradigms [Li et al., 2016].
The incorporation of SimEvents offers tools to work with discrete event components.
The various programming options offer users a platform for rapid prototyping that
is widely used in the automotive industry. The paradigm can be selected according
to different modeling contexts. The presented model uses the following paradigms:
Entity Flow, Graphical Programming, and Textual Programming. The model structure
of a single intersection is shown in Fig. 3·2.
3.2.1 Entity Flow
Entities are the discrete items of interest carrying a rich set of attributes, which can
pass through a network of queues and servers during any discrete-event simulation.
On the one hand, in the transportation modeling context, an entity can represent
a vehicle, whose attributes may include the length of the vehicle, the maximum
acceleration, and so on. On the other hand, in the communication modeling context,
an entity can represent a packet of transmitted data, which may consist of control
information and user data (also known as the payload). An example is shown in the
yellow rectangle of Fig. 3·3, where vehicles are modeled as entities and defined in
terms of the following attributes: ID, acceleration, speed, position, lane, destination,
and so on.
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Figure 3·2: Simulink R© model of an intersection with four road seg-
ments (input/outputs).
3.2.2 Graphical Programming
The graphical programming paradigm enables users to work with discrete-event com-
ponents, whereby they can specify various functions associated with events such as
entity entry and exit. These are event-driven actions, that is, they can only be trig-
gered by a different class of events. For instance, in Fig. 3·3, a series of functions are
defined in the red rectangle that can only be executed when the CAV is generated.
These functions specify how the attributes (e.g., speed) of vehicles are initialized when
they are generated.
3.2.3 Textual Programming
The MATLAB Discrete Event System provides maximal flexibility as it offers users
the capability to author an event-driven entity-flow system arbitrarily using object-
oriented programming in MATLAB [MathWorks R©, 2019a]. The functionality of a
MATLAB Discrete Event System is expandable by incorporating functions from other
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Figure 3·3: Customized event actions of CAV generator block.
MATLAB toolboxes. The MATLAB Discrete Event System features the following
modeling and simulation capabilities:
• The MATLAB Discrete Event System can contain multiple entity storages,
while each storage can contain multiple SimEvents entities of a specific type,
and is configured to sort entities in a certain order.
• An entity or a storage can schedule and execute multiple types of events such as
creating and destroying an entity or iterate over multiple entities in the storage.
Figure 3·4: The MATLAB R© Discrete Event System for Control Zone
(partial codes).
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• The MATLAB Discrete Event System can take either entities or signals (data)
as input or output and both built-in data types as well as structured/bus data
types are supported.
• The MATLAB Discrete Event System can be authored via a set of MATLAB
methods. By implementing these methods users can define both structural
properties (e.g., entity types and storage capacity) and dynamic behavior of
the system (e.g., event triggering conditions and actions taken when an event
occurs).
As an example, a MATLAB class-based intersection control zone (CZ) was de-
signed using a MATLAB Discrete Event System. The program specifies the proper-
ties of the CZ as well as the definition of different storages that contain user-defined
entities, that is, CAVs and information packets (INFOs). In addition, different event
actions are defined through methods. In Fig. 3·4, the event action associated with
the CAV arrival, defined through the method CAVEntryImpl, is to force the CAV
to send a packet of information to the coordinator. The information is packed and
sent through the method INFOGenerateImpl, which further triggers the coordinator
to respond. After the coordinator processes the request and sends the relevant infor-
mation back, the event INFOEntry occurs, and the CAV then computes the control
policy based on the information received. To continuously monitor and track the
status of the CAV, a timer is being called repeatedly every simulation step, which
abstracts the continuous time-based simulation. The method CAVIterateImpl is used
for traversing each CAV inside the CZ.
3.3 Mcity Test Facility
This hybrid traffic simulation framework has been used to build a simulation model
of the complete Mcity test facility (Fig. 3·5). The Mcity test facility is specifically
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Figure 3·5: Mcity test facility.
designed for performing experiments with connected and automated vehicles under
realistic conditions. It is a full-scale reproduction of an urban-suburban environment
that includes various road/lane configurations and an infrastructure, for example,
signalized and unsignalized intersections, roundabouts, a freeway segment, ramps,
pedestrian crossings, bike lanes, parking lots (open test areas) and so on. It is also
equipped with an instrumentation system including a control network for measuring,
monitoring, and controlling the entire traffic using wireless, fiber optics, Ethernet,
and a highly accurate real-time kinematic positioning system.
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Mcity provides an ideal environment for testing new control and communication
technologies in a safe and realistic manner, which is essential for massive deployment
of CAVs. With various road/lane configurations and the instrumentation system,
it is easy to design and perform experiments for different purposes. Therefore, to
combine the benefit of Mcity and SimEvents, we have built a hybrid traffic simulation
framework based on the Mcity layout shown in Fig. 3·6. With this framework, we
can carry out simulation experiments designed for different specific purposes under
various scenarios. For example, in the signalized intersections shown in Fig. 3·6, we
can study the queueing behavior at the corresponding road segments. To illustrate,
Fig. 3·7 shows the queue length of road segment 17 (labeled as red in Figs. 3·5
and 3·6) under fixed-cycle traffic light control. We can also study algorithms that
dynamically adjust the green/red cycles or control mechanisms that allow CAVs to
cross intersections without any traffic lights, as discussed in the next section.
Another interesting use of the Mcity simulation model is to conduct field tests with
actual vehicles interacting with virtual (simulated) vehicles when it is impossible or
impractical to operate dozens of real vehicles in Mcity itself. In this case, one can
conduct an experiment with a mix of actual and virtual traffic: there are a few actual
vehicles in Mcity that interact with dozens of virtual vehicles in the simulation model.
For instance, if a real CAV is being tested for collision avoidance, it may be controlled
as if there are vehicles ahead of it and behind it which are in fact perceived by it only
through the simulation model. In this mixed setting, a virtual vehicle ahead of the
CAV may communicate its position and speed so that the CAV can sense its presence
and possibly trigger a collision avoidance mechanism (for what would be a “virtual”
collision).
In terms of studying how CAVs operate in a freeway setting, we can use the
on-ramp (labeled as yellow in Fig. 3·6) to study novel control algorithms for CAV
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Figure 3·6: The SimEvents-based Mcity simulation platform.
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Figure 3·7: The queue length, i.e., number of vehicles of road segment
17 under fixed-cycle traffic light control.
merging so as to reduce congestion and improve throughput. In an urban setting,
the multiple intersections (labeled in blue in Fig. 3·6) can be used in unsignalized
fashion to explore the optimal manner of coordinating vehicles without generating
collisions. We can also use the signalized intersection (labeled as green) to plan a
non-stop optimal trajectory for CAVs utilizing signal information. In addition, since
the transportation system itself is a hybrid system, we can explore its event-driven
characteristics by creating an event and studying its impact on vehicle behavior.
The existing control network also provides the potential to perform tests of different
information and communication technologies. As vehicles often travel at a high speed,
the quality of communication (e.g., delay, packet loss, and information error rate) is
essential for maintaining safety and implementing a control algorithm accurately.
For the rest of the chapter, we describe traffic models and associated implementa-
tions for CAVs based on the following three road/lane configurations: 1) unsignalized
intersections, 2) signalized intersections, 3) a freeway on-ramp. To emphasize the
event-driven nature of transportation systems, we also explore a few possible events
that may occur in traffic networks and affect vehicle behavior. Finally, to demonstrate
the potential of integrating communication technologies, we study the impact of com-
munication delay on safety. For each simulation setting, the control methodology, if
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involved, is introduced first and then the corresponding demonstration examples are
presented.
3.4 Unsignalized Intersections
For the unsignalized scenario, only CAVs are being considered. A variation of the
control framework introduced in Chapter 2, where the objective for each CAV is to
minimize energy consumption, is used for optimally controlling CAVs crossing an
urban intersection without any explicit traffic signaling.
3.4.1 CAVs Crossing A Single-Lane Unsignalized Intersection
For this scenario, the length of the CZ is set to L = 400m and the length of the
MZ to S = 30m. For each direction, only one lane is considered. The minimum
safe following distance is set to δ = 10m. The vehicle arrivals are assumed to occur
according to a Poisson process and the initial speeds are uniformly distributed over
[8, 12]m/s. A snapshot of this simulation example is shown in Fig. 3·8, where the
color represents the direction that a vehicle comes from. The reader is also referred
to a video demonstration of this simulation which can be found at https://drive.go
ogle.com/open?id=13pdbysPDdH6F5T7bN22FKwtEQlXPOPUC.
Regarding the communication processes involved, information is assumed to be
exchanged between vehicles and the coordinator. Every time a CAV enters the CZ, it
sends information to the coordinator indicating its arrival. After a certain period of
communication delay, which is modeled using servers, the coordinator sends relevant
information back based on which the CAV can make decisions regarding the remaining
travel through the CZ.
For control and performance evaluation purposes, the position of each CAV must
be continuously monitored and tracked. As shown in Fig. 3·9, the optimal control is
linear and the optimal speed is quadratic, which is consistent with Eqs. (2.41) and
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(2.42). Since we are not specifying the terminal speed vmi , CAVs result in different
terminal speeds, while the terminal optimal control is 0. However, this may change as
we vary the terminal conditions or add any constraints. Details regarding the optimal
control analysis can be found in Section 2.2.4. This represents the continuous time-
driven component of the simulation framework. Combined with the discrete event-
driven component (e.g., vehicle arrival events), the two together constitute the hybrid
nature of the simulation framework.
Figure 3·8: CAVs crossing a single-lane unsignalized intersection (no
turns allowed) under optimal control.
3.4.2 CAVs Crossing A Multi-Lane Unsignalized Intersection Including
Turns
For this scenario, we consider a two-lane unsignalized intersection, where a right
turn is only allowed from the right-hand lane and CAVs traveling on the left-hand
lane can only go straight or turn left. A snapshot of this simulation example is
shown in Fig. 3·10 and a video demonstration of the full simulation can be found at
https://drive.google.com/open?id=1jr8EPVIgDJCoOSoIvwpSlnlSxLBAk79Q.
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Figure 3·9: Control profiles and speed trajectories of CAVs under
decentralized optimal control framework (left: control [m/s2]; right:
speed [m/s]).
3.4.3 CAVs Crossing Two Adjacent Unsignalized Intersections
The traffic simulation model is inherently scalable over multiple intersections. To
illustrate this, we consider two unsignalized intersections as shown in Fig. 3·11.
Note that the two intersections can be coupled in different ways depending on D,
which measures the distance between the upstream MZ exit and the downstream MZ
entry. If D is large compared to the length of the CZ, that is, D > L, then the
two intersections can be viewed as independent. However, if the two intersections
are close, that is, D < L, then they are coupled and we may view them as a single
“double intersection”. For the example included here, we view the two intersections
as independent and no coupling is involved. The intersection distance between the
intersections is set to D = L = 400m. Basically, once a CAV exits the upstream MZ,
it immediately enters the downstream CZ. A snapshot of this simulation example is
shown in Fig. 3·12. A video demonstration of the full simulation can be found at
https://drive.google.com/open?id=1L-5ALOw8fzQgDzDVkSSoLOELqx1qwNXv.
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Figure 3·10: CAVs crossing a multi-lane unsignalized intersection
(left/right turns allowed) under optimal control.
3.5 Signalized Intersections
3.5.1 CAV Non-Stop Intersection Crossing
In this scenario, there are traffic lights present and they are capable of communicating
with other components in the network. Each traffic light has a fixed full cycle length
T and three fixed intervals, that is, a green interval G, an amber/yellow interval A,
and a red interval R, where G+A+R = T . Hence, the traffic signal for each direction
can be in one of three states: (0) red: stop, (1) green: go, (2) amber: go if the CAV
can exit the MZ before the signal switches to red, or stop otherwise. Denoting the
green, amber, and red states as 1, 2, and 0, respectively, the state function l(t) of the
traffic signal l(t) is designed as follows
l(t) =

1, zT ≤ t ≤ zT +G,
2 zT +G < t ≤ zT +G+ A,
0, zT +G+ A < t < zT + T ,
(3.1)
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Figure 3·11: CAVs crossing two adjacent urban intersections.
where z ∈ Z≥0 is a non-negative integer.
To take full advantage of the signal information based on V2I communication, a
decentralized control framework for optimally controlling a CAV crossing a signalized
intersection is proposed in [Meng and Cassandras, 2018] so as to minimize both travel











s.t.: (2.1), (2.2), pi(t
m
i ) = L,






where wt and wu are normalized weights used for trading off between minimizing
travel time and minimizing energy consumption. The terminal time tmi can then be
obtained from the optimization problem. Note that this terminal time tmi may not
be feasible under the following circumstances: (i) the traffic signal is in the red state
(or amber state but close to switching time) and/or (ii) a possible rear-end collision
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Figure 3·12: CAVs crossing two adjacent single-lane unsignalized in-
tersections (no turns allowed) under optimal control.
may occur with the physically preceding CAV k on the same lane. Since CAV i is
able to communicate with both the traffic light and other CAVs, it can obtain the
signal information and the terminal time of CAV k, hence, determine the feasible
terminal time. The following algorithm describes how CAV i determines its optimal
and feasible terminal time tm∗i for crossing the signalized intersection, where t
m0
i is
the terminal time obtained by solving (3.2), tmk and v
m
k are the terminal time and
terminal speed for CAV k entering the MZ respectively, and δ is the minimal safe
following distance.
if l(tm0i ) = 1 and t
m0
i ≥ tmk + δvmk then


















if l(tm1i ) = 1 then














else if not l(tm0i ) = 1 and t
m0
i ≥ tmk + δvmk then





if l(tm2i ) = 1 then





















Once the terminal time tm∗i is determined, CAV i can then derive its optimal accel-
eration/deceleration profile.
A snapshot of this simulation example for CAVs crossing a signalized intersection
is shown in Fig. 3·13. The signal cycle length is fixed to T = 30s, and the intervals
for red, green and amber are set to R = 15s, G = 12s, and A = 3s, respectively. A
video demonstration of the full simulation can be found at https://drive.google.com
/open?id=1FDir WNepvQw15duqGx56lBltEur Aq2.
3.5.2 Non-CAV Intersection Crossing
To demonstrate the efficiency of new control algorithms, it is necessary to provide
comparisons with a baseline scenario where vehicles are operated under commonly
used models capturing human driving behavior. For example, to demonstrate the ef-
fectiveness of the optimal control algorithm in [Meng and Cassandras, 2018], we need
to simulate a baseline scenario where the non-CAVs are under traffic light control.
Models aiming at understanding and modeling human drivers have been reported in
the literature (e.g., [Liu and Salvucci, 2001] and [Macadam, 2003]). In [Zhang and
Cassandras, 2018b] and [Zhang and Cassandras, r 30], where we explore the interac-
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Figure 3·13: CAVs crossing a single-lane signalized intersection (no
turns allowed) under optimal control.
tion between CAVs and non-CAVs, we have used the Wiedemann approach [Wiede-
mann, 1974] to model car-following behavior. In the following example, demonstrating
the scenario where non-CAVs cross a signalized intersection, we use the Intelligent
Driver Model (IDM) ( [Treiber et al., 2000]) to model the car-following behavior of
the non-CAVs. The vehicle dynamics are given by
ṗ = v














where vd is the desire speed and set to vmax in the example below, ∆v is the speed
difference between the non-CAV itself and the preceding vehicle (note that the red
lights can be viewed as a standstill vehicle ahead, under which case, we have ∆v =
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v), s represents the inter-distance between the non-CAV itself and the preceding
vehicle (or the red lights) and s0 is the minimum standstill distance, ρ is the minimal
safety headway, i.e., a time gap between two vehicles traveling on the same lane, the
exponent η is usually set to 4.
A snapshot of a simulation example for the non-CAVs crossing a signalized in-
tersection is shown in Fig. 3·14. The signal settings are the same as those for
CAVs crossing. In Fig. 3·14, queues can be observed that gradually form in front
of the red lights. A video demonstration of the full simulation can be found at
https://drive.google.com/open?id=1rm3Mkh2Yun6aC7Mob LhG4DS4gXn90NK.
Figure 3·14: Non-CAVs crossing a single-lane signalized intersection
(no turns allowed) under Intelligent Driver Model.
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Figure 3·15: Connected Automated Vehicles (CAVs) merging at free-
way on ramp.
3.6 Freeway On-Ramp
For freeway on-ramp merging (Fig. 3·15), vehicles traveling on the main road are
usually prioritized. Therefore, vehicles traveling on the minor road must slow down
or even stop to give way to vehicles on the main road. This stop-and-go behavior
greatly increases the travel time of the minor road traffic. In addition, as many
vehicles need to accelerate hard in order to quickly join the traffic flow on the main
road, extra energy is consumed. To deal with this issue, we use the control framework
introduced in Chapter 2 for optimally controlling a continuous flow of CAVs crossing
a freeway merge point, so as to minimize both travel time and energy consumption.
A snapshot of this simulation example is shown in Fig. 3·16. A video demonstration
of the full simulation can be found at https://drive.google.com/open?id=1mpoUjfR
NUUROEsdCniV7apI6zZAzx-9j.
As demonstrated by the previous examples, the proposed simulation framework
can be easily adapted so as to perform experiments intended to test vehicle control
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Figure 3·16: CAVs freeway on-ramp merging.
algorithms under various traffic scenarios. Since the simulation framework is imple-
mented in an object-oriented fashion, different modules are relatively independent.
For instance, if the objective is to test a model predictive control algorithm, the only
place that needs to be modified is the vehicle control module; if the goal is to apply
this control algorithm at a roundabout, we only need to change the road layout to a
roundabout module. Similarly, if the objective is to test the impact of communication
delays, we can simply adjust the delay module (e.g., the server modeling blocks in
Fig. 3·2).
3.7 Event-Driven Scenario
As mentioned in Sec. 3.1, there are two categories of events: exogenous events that
include those originating in the outside world and force certain elements to change
vehicle behavior and endogenous events that occur when a time-driven state variable
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enters a particular set. To explore event-driven aspects of transportation systems,
we provide two examples demonstrating the impact on vehicle behavior of: (1) an
exogenous event: a storm, (2) an endogenous event: the inter-vehicle distance between
a CAV and the preceding non-CAV falling below a certain threshold.
3.7.1 Exogenous Event: A Storm
The storm example simulates five CAVs crossing an unsignalized intersection. For
each CAV, the objective is to arrive at the MZ as soon as possible in an energy-optimal
way, as stated in (3.2). A “storm” is randomly generated from Events blocks. An
important feature of the optimal solution (2.41) that can be exploited is that the
control structure for CAVs remains unchanged until an “event” occurs. When the
storm event occurs, the weather conditions force CAVs to take actions that ensure
safety. In terms of the change that should be applied to the optimal control problem
(3.2), we reduce the speed limit vmax. When the storm occurs, if the projected optimal
trajectory turns out to include intervals violating the speed limit, the CAV needs to
re-solve the optimal control problem using the lower speed limit. Note that this may
lead to a longer travel time. Given the recursive terminal time structure derived
in [Malikopoulos et al., 2018], other CAVs may also need to recompute their optimal
trajectories regardless of whether their trajectories violate the speed limit or not.
An example is shown in Fig. 3·17 containing the speed trajectories of five CAVs.
The dashed lines represent the projected optimal trajectories along which CAVs in-
tend to proceed before the storm occurs and the solid lines represent the trajectories
that CAVs follow after the storm occurs. When the storm occurs at t = 10s, the
speed limit vmax decreases from 15m/s to 13m/s. As the projected optimal trajectory
of CAV #1 (labeled as blue) violates vmax = 13m/s, it re-solves the optimal control
problem and proceeds along the updated trajectory which is strictly constrained by
the new speed limit. In addition, observe that the projected trajectories of CAVs
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#2-#5 are not affected by the new speed limit. However, since CAV #1 now arrives
at the MZ later, the terminal times of CAVs #2-#5 are also affected because of the
recursive terminal time structure. Hence, CAVs #2-#5 recompute the trajectories as
well given the new terminal time constraint.
Note that the change in the speed profiles is only triggered by the occurrence of
the storm event. Otherwise, CAVs would proceed according to the projected optimal
trajectories (dashed lines).
Figure 3·17: The speed trajectories of CAVs before (dashed lines)
and after (solid lines) a storm event occurs.
3.7.2 Endogenous Event: The Inter-Vehicle Distance Falling below A
Threshold
Clearly, the assumption of 100% CAV traffic is unrealistic as the deployment of fully
autonomous vehicles is slow and gradual. Thus, it is necessary to consider mixed-
traffic scenarios as in Fig. 2·35, where both CAVs and non-CAVs are present. Since
the non-CAVs are not able to communicate with other components in the network,
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we assume that the CAVs can only perceive the existence of a non-CAV through
on-board sensors.
In a mixed-traffic scenario, we use different control strategies to model CAVs and
non-CAVs as introduced in Section 2.6. For CAV i, there are two modes it can be in:
(i) Free Driving (FD mode) when it is not constrained by a non-CAV that precedes it
and (ii) Adaptive Following (AF mode) when it follows a preceding non-CAV, denoted
by k, while adaptively maintaining a safe following distance from the non-CAV.
In the example given below, a non-CAV #1 is cruising at its initial speed v1(t
0
1) =
10m/s and CAV #2 enters the same lane as the non-CAV #1 at t02 > t
0
1 (Fig. 3·18).
When CAV #2 is not constrained by any preceding non-CAV, it is driving in FD
mode and proceeding according to an energy-optimal trajectory (blue curves). When
the inter-vehicle distance falls below the minimum safe following distance, that is,
s2(t) ≤ δf (δf = 15m), the state change is identified by the on-board sensors of CAV
#2, which triggers the transition of CAV #2 from the FD mode to the AF mode (red
curves). Observe that as CAV #2 is trying to maintain the safe following distance
with the non-CAV #1, it first decelerates more so as to reach a much lower speed
than #1, and then seeks to keep the minimum safe following distance as close to
δ = 10m as possible (red curve on the right-hand side of Fig. 3·18). Note that this
adaptive process implicitly forces CAV #2 to maintain the same speed as non-CAV
#1, as shown by the red curve on the left-hand side of Fig. 3·18.
3.8 Presence of Communication Delays
An important feature of the simulation framework presented here is the potential to
model communication protocols in order to study the effects of delays on safety when
V2V or V2I communication is used. To ensure safety when CAVs employ control
algorithms such as those discussed in previous sections, low packet delay/loss/error
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Figure 3·18: The time-scaled speed trajectories and the correspond-
ing inter-vehicle distance under mixed-traffic scenario(left: speed [m/s];
right: inter-vehicle distance [m]).
is necessary.
The following example explores the influence of communication delays on inter-
vehicle safety. In this mixed-traffic scenario, we assume that the CAVs can only
perceive the existence of the preceding non-CAV through the coordinator. Hence,
large communication delays may lead to possible rear-end collision if the CAV is not
able to adjust its driving behavior in timely fashion. The non-CAV #1 is cruising
at its initial speed v1(t
0
1) = 10m/s and CAV #2 enters the same lane as #1 with
a higher initial speed v2(t
0




1. While CAV #2 is waiting for the
information from the coordinator, it simply cruises at its initial speed. If the inter-
vehicle distance between vehicles #2 and #1, that is, s2(t), falls below a certain
threshold, CAV #2 starts to adaptively follow non-CAV #1 as in (2.105), that is,
maintaining a minimum safe following distance with the preceding non-CAV #1 while
minimizing energy consumption. In this example, we are using servers (as shown in
Fig. 3·1) to simulate the packet delay. By varying the service time of the server, we
can easily examine the influence of communication delays on the implementation of
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control algorithms and inter-vehicle safety.
The speed trajectories v2(t) under different communication delays and the corre-
sponding inter-vehicle distance s2(t) are shown in Fig. 3·19. Let us denote the com-
munication delay as τ . When the communication delay is low, for instance, τ = 0.01s,
CAV #2 is able to make adjustments earlier so that the inter-vehicle distance s2(t)
(red curve) only marginally falls below the minimum safe following distance δ = 10m.
When the communication delay is high, for instance, τ = 3s, the inter-vehicle distance
s2(t) falls to 5.5m. This indicates that CAV #2 does not receive the information re-
garding #1 until the inter-vehicle distance becomes too low and jeopardizes safety.
When the communication delay increases to τ = 6s, the inter-vehicle distance falls
below 0. This indicates that CAV #2 actually collides with #1 before it receives the
information from the coordinator that can help it identify the preceding non-CAV
and possible rear-end collision.
It is unreasonable to have communication delays up to 6s. The focus here is to
demonstrate the capability of the simulation model. By varying the service time of
the servers, we can explore deeper and identify a reasonable range of communication
delays. The operation of the communication protocols can be properly investigated
as well, leading to the potential redesign of some protocols.
3.9 Conclusions
We have proposed a discrete-event and hybrid traffic simulation framework based on
which we have built a simulation model for Mcity that can be used for intelligent
transportation system analysis. This model allows us to combine SimEvents, which
has become a valuable tool for discrete-event and hybrid simulation, with the Mc-
ity test facility, which encompasses various road/infrastructure configurations. The
benefits of the simulation framework demonstrated in this thesis include
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Figure 3·19: The time-scaled speed trajectories and the corresponding
inter-vehicle distance under different communication delays (left: speed
[m/s]; right: inter-vehicle distance [m]).
• abstraction of continuous-time components based on discrete event systems,
• a modular architecture that makes it simple and flexible to create various system
configurations and perform simulations with different objectives for algorithm
testing and for performance evaluation,
• a hybrid model for Mcity that allows simulations under different traffic scenarios,
• the ability to deal with events affecting the operation of a transportation sys-
tems,
• expandable functionality by incorporating modules from other MATLAB tool-
boxes,
• scalability by adding more queues, servers, and MATLAB Discrete-Event Sys-
tems. In addition, MATLAB provides users with full access to model details
and flexibility to manipulate the model elements.
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Chapter 4
Sensing and Classifying Roadway
Obstacles in Smart Cities: The Street
Bump System
4.1 Feature Extraction
4.1.1 Attributes Recorded by The Smartphone
The Mayor’s Office of New Urban Mechanics in the City of Boston, in partnership
with the Connected Bits company have developed an i-Phone application with the goal
of collecting roadway obstacle data from sensors embedded in citizens’ commercial
cellphones and identifying “bumps”, which the city can then fix. Drivers start up
the app and place their smartphones in a stable location in the car, e.g., on the
dashboard, and start driving through the City’s streets. The app then, utilizing the
phone’s accelerometer and GPS receiver, registers a “bump”, when the speed of the
car is greater than 5 miles per hour and the accelerometer records an absolute value
reading of 0.4g or higher along the z-axis. It then transmits to a remote server bump-
related information, including a time-stamp corresponding to the time when these
“trigger” conditions were satisfied.
Specifically, the information recorded is: (1) latitude and (2) longitude of the bump
location, (3) speed of the vehicle (meters per second), (4) course, which is the heading
of the vehicle at the time of the bump (i.e., the angle between the driving direction
and a reference direction taken to be North), (5) x-axis, y-axis and z-axis readings
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from the accelerometer during a time window that includes the bump time-stamp.
In particular, this time window starts 0.25 seconds before the time-stamp (recalled
from a buffer), is 1 second long, and includes accelerometer readings sampled at 50
Hz (i.e., 50 samples).
According to the iPhone settings, in these readings, the x axis points North,
the y axis points West and the z axis is in the direction of gravity. We rotate this
coordinate system based on the vehicle’s course so that the x-axis aligns with the
driving direction and the y-axis is perpendicular to it. From now on, we will refer to
these three time series (one for each coordinate) as the signatures of the bump. The x-
coordinate signature of an anomalous bump is shown in Fig. 4·1, where the horizontal
axis represents time in seconds and the vertical axis measures the acceleration in the
x-axis (i.e., driving) direction.
Figure 4·1: (Left): x-coordinate signature of an anomalous (action-
able) bump. (Right): x-coordinate signature of a flat casting (non-
actionable).
On a notational remark, lower case bold letters correspond to vectors. All vectors
we use are column vectors and we will write f = (f1, . . . , fn) for f ∈ Rn.
4.1.2 Feature Engineering for The Decision Support System
For the decision support system, we derive a set of features from the collected data
which are informative, non-redundant and enable the subsequent learning steps. We
divide each of the three n-dimensional coordinate time series into a number of K
bins of length d = bn/Kc Because the total number of samples is not the same for
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all bumps, we appropriately truncate each time series to enforce the same number of
samples for each coordinate and each bump. For each bump, let x = (x1, . . . , xdK)
and similarly y,z denote the vector of samples for the x, y, z-coordinates, respectively.
Then, the feature set is constructed as follows:
• Basic bump features: From the set of bump attributes defined above, we
retain the latitude and longitude of the bump as well as the speed of the vehicle.
• Bump distributional features: From the x-, y- and z- coordinate signatures,
we calculate the average, range and standard deviation of the elements of a
vector.
• Temporal dependency features: This set of features captures the intra-
coordinate correlations among bins at different times.
• Cross-coordinate dependency features: This set of features captures de-
pendencies between the three coordinates.
Let us denote by f i the feature vector we have formed for each bump i as described
above, where i = 1, . . . , N , N being the total number of bumps in the dataset. The
dimensionality of the feature vector is denoted by D. To avoid significant mismatch
in the ranges of each element of f (i), we normalize appropriately so that each element
is in the [0, 1] range.
4.1.3 Feature Construction for The Anomaly Detection System
For the anomaly detection system, we follow a different path to pre-process the col-
lected data. Same as before, we work with the vectors x,y and z. We start with the
observation that simple inspection of the bump signatures cannot reveal whether a
bump is actionable or non-actionable. This is illustrated in Fig. 4·2, where the original
signatures of a pothole (actionable) and that of a flat casting (non-actionable) cannot
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be differentiated in any obvious way. In an effort to enhance the differences between
the two bump categories, we can differentiate the original signatures by proceeding
as follows.
Let ξ(k) be the original accelerometer values at sample time k associated with a
bump (in either x, y or z-axis). Let δ(k) be the amplitude difference measured over
two consecutive time steps:
δ(k) = ξ(k)− ξ(k − 1). (4.1)
In order to magnify these amplitude increments, we further define a differential signal,
to which we refer as the “∆-Signature Filter:”
∆(k) =

∆(k − 1) + δ(k), if δ(k)δ(k − 1) > 0,
δ(k), if δ(k)δ(k − 1) ≤ 0,
0, if δ(k) < c,
(4.2)
where we can see that ∆(k) either accumulates the increments δ(k) if there is no
change in their sign, or it resets its value to the latest difference otherwise. Through
such accumulation, we therefore boost the effect of continuous movement along the
same direction.
Intuitively, the sequence {δ(k)} captures the variability in the signature based on
which {∆(k)} attempts to capture the trend in the signal. If the signal increments
δ(k) are consistently positive or negative over some time interval, this will result in
a large value of ∆(k), otherwise ∆(k) resets itself. Noise in the signature appears as
small random oscillations. To suppress noise, we transform ∆(k) through a high-pass
filter that sets its value to zero if it is below a threshold c as seen in the third case
of (4.2) (in our specific system seen in Fig. 4·2, we have used c = 0.4.) Clearly, more
obvious patterns are now revealed through the ∆-filtered signature, as shown in the
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green curves in Fig. 4·2.
To further test and verify quantitatively the ∆-Signature Filter, we have conducted
two additional experiments which have confirmed that these filtered signatures en-
hance classification performance:
Figure 4·2: Top: Pothole (actionable) signature and associated ∆-
filtered signature with fitted sinusoid. Bottom: Flat Casting (Non-
actionable) signature and associated ∆-filtered signature with fitted
sinusoid.
(a) We used the original signature and the ∆-filtered signature of a bump as feature
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vectors given to a binary classification system using Support Vector Machines (SVMs);
see next section for details. We found that the latter yielded superior performance,
roughly doubling the detection rate of actionable bumps.
(b) We used the Fourier transforms of the signature and of the ∆-filtered signature
of the bumps as feature vectors and once again confirmed that the latter lead to better
results.
4.2 Methodology - Decision Support and Anomaly Detection
System
In this section, we describe the methods that comprise the decision support and
anomaly detection system. We aim at distinguishing between the actionable and the
non-actionable (anomalous) bumps. We use two approaches: (a) a supervised binary
classification approach, which classifies bumps as actionable or non-actionable, and
(b) an unsupervised anomaly detection approach which attempts to identify bumps
that are significantly different from the rest.
4.2.1 Supervised Classification Methods
In the first approach, we formulate the problem as a binary supervised classification
problem and experiment with various methods. Because of the limited dataset size
(the labeling of the bumps is expensive) and to avoid over-fitting, we aim to limit the
number of variables based on which the classification decision will be made, which
leads us to introduce sparsity-inducing regularization. By combining results from the
various supervised methods, we build a unified prioritized decision support system.
More details regarding the supervised classification methods can be found in [Brisimi
et al., 2016].
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4.2.2 Unsupervised Anomaly Detection Methods
In the second approach, which focuses on anomaly detection methods, we define the
notion of a “normal” bump signal in two different ways – a normal signal has a
sinusoidal pattern or a normal signal has an expected range of amplitude – and we
measure how different a test bump is from the normal pattern.
Sinusoidal Fitting and a Mean Squared Error Metric
The idea behind this method is that the ∆-filtered signature in (4.2) for non-actionable
bumps exhibits a regular pattern very similar to a sinusoidal function, while the ∆-
filtered signature of actionable ones does not. Therefore, if we fit a sine (or cosine)
function to the ∆-filtered signature of a bump (see the red curves in Fig. 4·2), we
can calculate a Mean Squared Error (MSE) as a measure of how good the fit is: a
more regular pattern should exhibit a lower MSE. The MSE captures the degree of
bump irregularity, and is used in defining an anomaly index, as discussed in the next
section.
Figure 4·3: Sinusoid function fitting.
A typical sine (or cosine) function
f(t) = A sin(ωt− θ0) + b
is characterized by the four parameters A, ω, θ0, and b which have to be determined
in order to perform a sinusoid curve fitting. Traditionally, one can use nonlinear
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least squares optimization or sinusoid regression tools to determine the parameters.
However, given the fact that all sampling points are approximately equally distributed
around zero, we can determine the parameters through a much simpler computation
procedure based on the ∆-filtered signature of a bump ∆(k) in (4.2).
We begin the fitting process by identifying time intervals such that ∆(k) = 0 over
more than one continuous sample points. Since they contain no valuable information,
such intervals can be eliminated and we can concentrate on a typical interval [t0, t0 +
Td] over which the continuous signal ∆(t) (see the green curves in Fig. 4·2) satisfies
∆(t) 6= 0 except, possibly, at a finite number of points ti ∈ [t0, t0 +Td], i = 0, 1, . . . , N ,
with tN = t0 + Td. The steps for fitting ∆(t) to a sinusoid function are as follows.
Step 1: Determine A, the amplitude of the function.
Let zj be the jth zero crossing of ∆(t) in [t0, tN ] and there are N+1 zero crossings
in total. Define ∆maxj = maxt∈(zj−1,zj) ‖∆(t)‖, j = 1, . . . , N , which represents the







Step 2: Determine b, the vertical shift (or mean level) of the function.







Step 3: Determine the frequency ω, measuring the time a sinusoid function takes
to repeat a cycle.
Since we have N + 1 zero crossings, there are N
2
periods in total. Therefore,






Step 4: Determine the phase θ0 (or horizontal shift) of the function.
This is simply given by




Solving for these four parameters, the fitting sinusoid function is fully determined.
Next, we utilize a Mean Squared Error (MSE) metric. Given the sinusoid function
f(t), we discretize it based on the sampling points ti ∈ [t0, t0 + Td] and obtain the








This is a measurement of the proximity of ∆(t) to f(t) = A sin(ωt − θ0) + b. We
expect that non-actionable bumps have a better fit, hence, lower MSE. Therefore,
bumps with larger MSE, are identified as anomalies (see the green and red curves in
Fig. 4·2).
A Bump Entropy Metric
In this approach, we resort to basic information theory where systems are modeled by
a transmitter, channel, and receiver. Messages are sent from the transmitter through
the channel, which in turn will modify the message in some way. The receiver at-
tempts to infer the information contained in each message. Entropy (more specifically,
Shannon entropy) is a measure of the expected value of the information [Shannon,
1948]. Generally, entropy refers to disorder or uncertainty.
Messages can be modeled by any flow of information. In our context, the bump sig-
nature (original message) can be modeled as a smooth signal modified by actionable/non-
actionable bumps (different channels). Since entropy is a measure of unpredictability
of information content, we expect that more regular signatures are more predictable
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and contain less information, which means lower entropy. This method is motivated
by the observation that the amplitude of ∆-filtered signatures of actionable and non-
actionable bumps have different ranges (typically, for the actionable ones the range is
[−2, 2], while the range for non-actionable ones is [−1, 1]; see the green curves in Fig.
4·2). In other words, non-actionable bumps should contain more information com-
pared to actionable ones. It follows that one way to measure the degree of irregularity
of a ∆-filtered signature is through the concept of entropy.
The simplest definition of entropy H is to associate it to a discrete random variable
X taking on values x = (x1, x2, · · · , xN) with a probability mass function PX(x).
Letting IX(x) = E[− log(PX(x)] be the information content of X, we define
HX(x) = E[IX(x)] = E[− logPX(x))], (4.8)
which can be also written as:
HX(x) = ΣiPX(xi)IX(xi) = −ΣiPX(xi) logPX(xi). (4.9)
Figure 4·4: Amplitude partition of ∆-filtered signatures.
The question now is how to define the discrete random variable X and its cor-
responding probability mass function. Since we want to concentrate on different
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amplitude ranges of ∆(t), we set a maximal range [∆min,∆max], where ∆min is the
global minimum (lower bound) of all ∆(t) in the dataset and ∆max is the global max-
imum (upper bound). Then, we partition [∆min,∆max] into sub-intervals [ui−1, ui],
i = 1, . . . , n (see Fig. 4·4), so that u0 = ∆min and un = ∆max. Regarding ∆(t) as a
continuous-time signature, we then define X as the index of the interval into which
∆(t) falls, and the probability pi ≡ PX(xi) is defined as the fraction of time during













where Td is the length of the time interval considered (same as that of the sinusoid
fitting approach). Finally, in order to amplify the effect of extreme points in the sig-
nature, i.e., unusually large positive (in the vicinity of ∆max) or negative amplitudes,





In this way, a small number of extreme amplitudes can substantially increase the
bump entropy by decreasing the logarithmic term values.
4.3 Performance Evaluation
4.3.1 Supervised Classification
We evaluate the performance of the learning algorithms by measuring two standard
probabilities of error. The detection rate corresponds to the ratio of the actionable
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bumps that we correctly predicted to be actionable. The false alarm rate corresponds
to the ratio of the non-actionable bumps that we wrongly predicted to be actionable.
By changing the decision threshold when classifying the test samples, we produce
multiple pairs of the two error rates. We report the performance by plotting the
detection rate versus the false alarm rate. This produces what we will call the Receiver
Operating Characteristic (ROC) curve.
4.3.2 Anomaly Detection
The MSE metric in (4.7) and bump entropy in (4.12) both measure the degree of
irregularity of a bump. Even though they are implemented in different ways, they
share a common property: the larger the MSE/entropy, the more irregular a bump
is. Therefore, it is simple to combine the MSE metric and bump entropy. Hence, we
define an Anomaly Index (AI):
AI = λ(MSE) + (1− λ)H (4.13)
associated with each bump, where λ ∈ [0, 1] is a weight selected to place more empha-
sis on the MSE or the entropy. Since we have signatures from x, y and z accelerometer
axis respectively, we can can possibly combine MSE and entropy metrics for each axis
into an aggregate AI, or simply focus on a specific axis (z in our experimental results)
which contains the most relevant information.
Based on AI, we can generate a list in descending order, within which the entries
on the top are the most likely to be actionable bumps requiring immediate attention,
while those at the bottom are the most likely to be non-actionable. The importance of
this list lies in the fact that it provides simple information to the City Department of
Public Works based on which it can prioritize bumps and dispatch limited resources
(in the form of repair crews) where repairs are actually needed, while preventing
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unnecessary dispatching to non-actionable bump locations.
4.3.3 Classification and Anomaly Detection System Comparison
The decision support and the anomaly detection systems can be seen as comple-
mentary but distinct approaches to the same problem. The first distinction is goal-
oriented: the decision support system focuses on differentiating actionable bumps
from non-actionable ones, while the anomaly detection system concentrates on iden-
tifying the most urgent actionable bumps.
Another key distinction relates to how these systems can be used. The first (deci-
sion support) system is based on machine learning/classification methods which are
supervised, that is, they require a “labeled” training set to learn the various classifier
parameters and thresholds. The anomaly detection system, on the other hand, is
unsupervised; it simply ranks bumps based on the anomaly index we introduced. It
provides no guarantees but suggests that higher ranked bumps are more likely to be
actionable.
The consistency of the results of the two methods can be assessed by comparing
whether the bumps at the top of the ranked anomaly detection list are also classi-
fied as actionable based on the decision support system. Moreover, the supervised
classification methods can also provide a metric of confidence the classifier has in a
positive decision and this can be used to evaluate the top ranked bumps from the
anomaly detection system.
4.4 Experimental Results
Our results are based on 813 bumps collected by the City of Boston. As we described
in Section 4.1, the number of samples in a bump varies between 48 to 65 samples,
with the mode of the distribution being equal to 57. The data set is roughly balanced
with 59% of the samples being actionable and 41% being non-actionable. To label
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the data, a camera was attached to the cars that drove in the city streets and based
on the videos recorded the labeling was then done by experts in the City of Boston
administration. From the bumps in the dataset, we have omitted the ones in “screen-
able” categories, such as crosswalks, expansion joints, train tracks, speed bumps and
road distortion/depression, since their location is known to the City, thus, they can
be eliminated from our dataset. We have also omitted data for bumps described as
“unidentifiable” or otherwise ill-conditioned.
4.4.1 False Alarm Rate vs. Detection Rate
In Fig. 4·5, a comparison between the performance of all our supervised classification
methods is presented. The ROC for each method illustrates the trade-off between
the detection rate and the false alarm error rate.
Figure 4·5: ROC curves for the classification methods.
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4.4.2 Top-N Bumps on The Ordered Anomaly List
Since our anomaly detection system concentrates on the most urgent detected action-
able obstacles, we limit ourselves to reporting a top-N list of actionable bumps.
In Fig. 4·6 we limit ourselves to showing the top-27 of the bump prioritization
list generated in descending order of anomaly index AI. Note that among the top 27
bumps in this list only a single non-actionable case is included (marked in yellow),
illustrating the accuracy of the Street Bump system.
Figure 4·6: Bump list in descending AI order with weight λ = 0.5.
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4.5 Conclusions
The goal of this work is to differentiate between “serious” bumps which define action-
able (fixable) obstacles and less serious or unavoidable ones (e.g., cobblestone street,
speed bumps), so that the City that uses our decision support and anomaly detection
system can respond quickly and prioritize how to allocate its resources for both short-
term and long-term planning purposes. We developed two complementary methods
to that end. The first method uses classification algorithms. The second method
introduces an anomaly index which captures the degree of regularity of a bump, and
uses this index to differentiate between more “normal” bumps (non-actionable) from
the “anomalous” (actionable) bumps. In addition, this work demonstrates how the
ubiquitous availability of wireless devices can enable the development of effective
infrastructure-free approaches for solving problems in Smart Cities.
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Chapter 5
Concluding Remarks and Future
Directions
5.1 Concluding Remarks
In this dissertation we focused on methods in intelligent transportation systems ex-
ploiting vehicle connectivity, autonomy and roadway data.
In Chapter 2, we have addressed the problem of optimally controlling connected
automated vehicles (CAV) crossing an urban intersection without using any explicit
traffic signaling. In the Control Zone (CZ), the objective is to jointly minimize en-
ergy consumption and travel time subject to speed, control and safety constraints.
Despite the complexity of turns, we have shown that the optimal solution can still
be obtained in decentralized fashion, with each CAV requiring information from a
subset of other CAVs. This enables the on-line solution to be obtained by on-board
computation resources for each individual CAV. We presented a complete analytical
solution considering the speed, control and safety constraints (i.e., rear-end and lat-
eral collision constraints). The effectiveness of the proposed solution was validated
through simulation which showed that the benefits of the proposed framework are
substantial.
In the Merging Zone (MZ), we formulated and solved another optimal control
problem to minimize a measure of passenger discomfort while the vehicle turns at
the intersection and investigated the associated tradeoff between minimizing energy
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consumption and passenger discomfort. The optimal solution including turns do not
require any additional computational time as the terminal conditions are determined
when resolving constraints for the optimal control problem in the CZ, hence, can still
enable online implementation.
Clearly, our analysis provides an optimal planned trajectory which should be
viewed as a reference to be tracked by a lower-lever CAV controller, for example
using Model Predictive Control (MPC) methods. In fact, we have found that an ap-
proach based on Control Barrier Functions (CBFs) [Xiao et al., 2019] is preferable to
MPC. This approach is similar in spirit to MPC, but can handle nonlinearities in the
vehicle dynamics, noise in the process and measurements, and more complex objec-
tive functions , while also possessing a “forward invariance” property in guaranteeing
that all constraints are not violated.
In addition, the fact that the control structure for each CAV remains unchanged
until an “event” occurs that affects its behavior is an additional feature of the solution
that is being exploited and which will eventually lead to event-driven controllers.
The optimal control problem may become intractable as more and more con-
straints get involved. In this thesis, it is quite possible that the inter-vehicle distance
between CAV i and k, i.e., the CAV physically ahead of i on the same lane, is vi-
olating the rear-end safety constraint when CAV i enters the CZ. It is also possible
that there simply exist no efficient algorithms to solve the optimal control problem
with a nonlinear rear-end safety constraint. To ensure feasibility, we have shown that
there exists a feasibility region for each CAV in the space defined by its arrival time
t0i and speed v
0
i and this can be fully characterized in terms of information known to
CAV i before it enters the CZ, which can be enforced through a properly designed
Feasibility Enforcement Zone (FEZ) that precedes the CZ. Ensuring that optimal
control solutions are feasible paves the way for exploring more efficient event-driven
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solutions, allow for different classes of CAVs with distinct physical characteristics,
and for alternative problem formulations with respect to any objective of interest.
The first-in-first-out (FIFO) crossing sequence can be effective when the CZ is
physically symmetrical and the vehicle arrival rates at all CZ entries do not differ
much. However, when the CZ is asymmetrical, the FIFO ordering structure may
lead to poor scheduling and possible congestion. Hence, we extended the optimal
control framework to account for asymmetric intersections by relaxing the FIFO con-
straint and introducing a dynamic resequencing process so as to maximize the traffic
throughput. The dynamic resequencing has been shown to be computationally very
efficient. It is also shown that travel time can be reduced at the cost of additional
energy consumption.
As 100% CAV penetration may neber be achieved, raising the question of how
to ensure a productive co-existence of CAVs with conventional vehicles. Hence, we
address the problem of optimally controlling CAVs under mixed traffic conditions
where both CAVs and human-driven vehicles (non-CAVs) travel on the roads. We
specifically consider problems with such mixed traffic crossing an intersection without
using explicit traffic signaling, the objective being to minimize energy consumption
subject to a throughput maximization requirement while guaranteeing safety con-
straints. The impact of CAVs on overall energy consumption is investigated under
different traffic scenarios as a function of the CAV penetration rate (i.e., the fraction
of CAVs relative to all vehicles). Performance under traffic light control is used as a
baseline for this study. Results are validated through simulation using MATLAB and
VISSIM. The results indicate that the energy efficiency improvement becomes more
significant as the CAV penetration rate increases, while the significance diminishes
as traffic becomes heavier.
In Chapter 3, we have proposed a discrete-event and hybrid traffic simulation
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framework based on which we have built a simulation model for Mcity that can be
used for intelligent transportation system analysis. This model allows us to combine
SimEvents, which has become a valuable tool for discrete-event and hybrid simu-
lation, with the Mcity test facility, which encompasses various road/infrastructure
configurations. The benefits of the simulation framework demonstrated in this paper
include (1) abstraction of continuous-time components based on discrete event sys-
tems, (2) a modular architecture that makes it simple and flexible to create various
system configurations and perform simulations with different objectives for algorithm
testing and for performance evaluation, (3) a hybrid model for Mcity that allows sim-
ulations under different traffic scenarios, (4) the ability to deal with events affecting
the operation of a transportation systems, (5) expandable functionality by incorpo-
rating modules from other MATLAB toolboxes, and (6) scalability by adding more
queues, servers, and MATLAB Discrete-Event Systems. In addition, MATLAB pro-
vides users with full access to model details and flexibility to manipulate the model
elements.
In Chapter 4, we demonstrated how the ubiquitous availability of wireless devices
can enable the development of effective infrastructure-free approaches for solving
problems in Smart Cities. In particular, we have concentrated on the problem of
detecting and classifying roadway obstacles (bumps) so as to differentiate between
actionable bumps which correspond to obstacles that require immediate attention,
and non-actionable bumps (e.g., cobblestone streets, speed bumps) for which no im-
mediate action is needed. This classification enables City officials to efficiently and
effectively prioritize repairs. We developed two complementary methods to that end.
The first method uses classification algorithms. The second method introduces an
anomaly index which captures the degree of regularity of a bump, and uses this index




5.2.1 Extension for Optimal Control Problem of Connected Automated
Vehicles
So far, we have been able to optimally control a continuous flow of CAVs crossing
an urban intersection. Thus, an obvious direction to pursue is extending the current
framework to multiple intersection even a grid of intersections. For now, most of
the relevant research are done at a mesoscopic level, i.e., traffic flow. At a micro-
scopic level, the challenge resides in the vehicle scheduling considering the coupling
between multiple intersections. [Hausknecht et al., 2011] studying the problem from
a multiagent perspective might be a promising direction.
In this thesis, the connectivity is assumed to be capable of communicating to
everything without errors, delays or losses. Hence, another interesting direction is
to investigate the effect of errors and/or communication delays and/or losses to the
system, as the communication quality greatly affects the online implementation of
the optimal control.
Another future direction would be to extend the resequencing algorithm so as to
further improve computational efficiency. For example, [Yang et al., 2016] optimize
the crossing sequence using a branch and bound algorithm so as to increase the
algorithm efficiency.
5.2.2 Extension for SimEvents Traffic Simulation Modeling
One potential direction which may be of interest would be to integrate the SimEvents
modeling framework with low-level motion control models, e.g., Automated Driving
Toolbox (ADST) and create a transportation block library using SimEvents, Auto-
mated Driving, and so on.
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As a next step of this work, the modeling framework should work for arbitrary
traffic scenarios, accommodate a variety of vehicle types, including conventional non-
CAVs, electrical vehicles (EVs), and plug-in hybrid electric vehicles (PHEVs), and
driver behavior models, in particular, merging maneuver.
Future research should investigate the incorporation of specific communication
protocols, e.g., the Dedicated Short Range Communication (DSRC) protocol which
are being considered for safe V2V communication. Ultimately, Vehicle-to-Everything
(V2X) communication module should be integrated in order to achieve complete
connectivity.
5.2.3 Extension for Street Bump Anomaly Detection and Decision Sup-
port System
In the future, it is important to be able to differentiate between different types of
obstacles; for example, to distinguish a pothole from a poorly repaired sunk casting.
The vision is that the accelerometer and GPS data collected by the app can be
used in additional applications. An example is detecting wet or icy road conditions or
obstacles causing vehicles to experience abrupt motions in a horizontal/lateral, rather
than vertical direction. All these results, combined with the ones by our decision
support system, could potentially be integrated to create a global “road smoothness”
or “road quality” metric, available to all citizens through appropriate web sites, or
specialized apps, or even integrated into map/navigation applications (Google maps,
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