When A = 3, the positive integral solutions of the so-called Markoff equation
Introduction
The Markoff equation
(1.1) with A = 0, has been a subject of close scrutiny in mathematics for over a century. Interest in this equation grew out of Markoff's work relating the set of integral solutions M 3 (Z) to questions in diophantine approximation [Aig13, Cas57] . Markoff also proved that all non-zero integral solutions of (1.1), if they exist, can be generated from a single fundamental solution by permutation of the coordinates, a double change of sign (x, y, z) −→ (−x, −y, z), and the branching automorphism ρ : (x, y, z) −→ (x, y, Axy − z).
(1.2)
More precisely, if we let G A be the group generated by the above automorphisms, then Markoff's result says that
Given this non-trivial description of the solutions of the Markoff equation over Z, a natural question is to find other rings for which the solutions of (1.1) can be characterized in an analogous way. This has been done for orders in quadratic imaginary fields [Sil90] and, more generally, orders in number fields [Bar05] . Additionally, several authors have studied the solutions of (1.1) and its generalizations over finite rings [Car54, Bao06] .
In this paper, we give a similar characterization of the solutions of (1.1) over the polynomial ring K[t], with K a field of characteristic = 2. Because we are interested on "integral" solutions of the Markoff equation over a polynomial ring, it is natural that we focus on the set M A (K[t]) of nonconstant polynomial solutions of (1.1); that is, we investigate the triples (x, y, z) such that x, y, z ∈ K[t] are not all constants. To state one of our main result, we define
for S a subset of M A (K[t]) and G A the group defined above.
Theorem 1.1. Let A be a non-zero element of K[t].
(1) The Markoff polynomial equation (1.1) has a non-constant solution over
Theorem 1.1 is proved in the next section. A natural question that arises from the infinitude of M A (R), for a general ring R, is the estimation of the number of solutions of bounded height. In this direction, we have the following two results Theorem 1.2 (Zagier [Zag82] ). For some constant C, In Section 3, we develop a machinery that can be used to solve many of the counting problems associated to these functions. We highlight the following result because of its similarity with Zagier's and Silverman's Theorems.
as H −→ ∞.
Proof of Theorem 1.1
Recall that K is a field of characteristic = 2 and K[t] is the ring of polynomials in the indeterminate t over K. Let P = (x, y, z) be a solution to (1.1). The height of P is the integer h(P ) = max{deg x, deg y, deg z}. We say that P is a Markoff triple if h(P ) > 0 and deg x ≤ deg y ≤ deg z. Notice that all solutions of (1.1) with positive height become a Markoff triple after permutation of coordinates. If P is a Markoff triple then, after a permutation of coordinates, the triple ρ(P ) = (x, y, Axy − z) given by (1.2) is a Markoff triple called the predecessor of P . If deg y = deg z then P is called a fundamental (Markoff ) triple.
The next result shows that
where F is the set of all fundamental triples.
Lemma 2.1. Let P be a Markoff triple. Then there exists g ∈ G A and a fundamental Markoff triple R such that P = g(R).
Proof. We first show that if P is a non-fundamental Markoff triple then there exists a Markoff tripleP such that h(P ) > h(P ). If P = (x, y, z) is not a fundamental triple then x = 0, from (1.1), and 0 ≤ deg x ≤ deg y < deg z. By equating degrees in (1.1), we have
Also, if a, a x , a y and a z are the respective leading coefficients of A, x, y and z, then (1.1) implies a z = aa x a y .
This shows that P 1 = ρ(P ) satisfies h(P ) > h(P 1 ). Let π be a permutation of coordinates such thatP = π(P 1 ) is a Markoff triple. Then h(P ) > h(P ) = h(P 1 ), as desired.
To finish the proof of the lemma, given a Markoff triple P , we construct a sequence of Markoff triples P i , i ≥ 0, as follows. We let P 0 = P and P i+1 = π i ρ(P i ), where π i is the permutation that changes ρ(P i ) into a Markoff triple.
If all P i 's were not fundamental triples then, by the above argument, we would arrive at infinite sequence of decreasing non-negative integers h(P ) > h(P 1 ) > h(P 2 ) > h(P 3 ) > · · · contradicting the well-ordering principle. Therefore, there is a non-negative integer n such that P n is a fundamental Markoff triple. If we let g = g 0 g 1 · · · g n−1 , where g i = ρ −1 π −1 i then P = g(P n ) and the result follows. Therefore, to characterize M A (K[t]) we need to characterize all fundamental triples, which we do in the following sequence of results.
Lemma 2.2. Let (x, y, z) be a fundamental Markoff triple.
(1) If x = 0 then A and x are constants.
(2) If x = 0 then i ∈ K and there exists f ∈ K[t]\K such that y = ±if and z = f .
Proof. Any Markoff triple (x, y, z) with x = 0 satisfies y, z = 0 and, by equating degrees in (1.1),
If additionally (x, y, z) is a fundamental triple then 0 ≥ deg A + deg x, which implies that A and x are constants. This proves part (1). For part (2), notice that if x = 0 then (1.1) implies y 2 = −z 2 and y, z ∈ K[t]\K. By comparing the leading coefficients of y and z, we see that i ∈ K. To finish the proof, we notice that the solutions of y 2 = −z 2 satisfies y = ±if and z = f , for some f ∈ K[t]. 
Conversely, suppose (x, y, z) is a fundamental triple. Because of our assumption on A, Lemma 2.2 implies that x = 0. Therefore i ∈ K and (x, y, z) has the desired form.
Notice that the previous result and Lemma 2.1 proves part (2) and part (1) of Theorem 1.1, for A non-constant.
Proof. It is easy to check that if i ∈ K then (0, it, t) is an example of a fundamental Markoff triple.
For the converse, we may assume from Lemma 2.2 that x ∈ K * , for any fundamental triple (x, y, z). Consequently, y and z are non-zero, nonconstant polynomials. Since deg y = deg z, we can use long division to find
(2.1)
Let a z = 0 be the leading coefficient of z. Since deg b < deg z, we see that the leading coefficients of the left-and right-hand side of (2.1) are (a 2 + 1)a 2 z and Aaxa 2 z , respectively. This implies that a 2 + 1 = Aax (2.2) and, from (2.1),
Similarly, given that deg b < deg z, a comparison of leading coefficients in the previous equality lead us to 2ab = Abx (2.3) and b 2 + x 2 = 0.
(2.4)
The last equality implies that i ∈ K, b ∈ K * and b = ±ix. Also, (2.2) and (2.3) imply that a 2 = 1 and x = 2a/A. In conclusion, if we let f = z then a fundamental triple with x = 0 is of the form
This result finishes the proof of Theorem 1.1. Indeed, when combined with Lemma 2.1 it proves part (3) and part (1) of Theorem 1.1, for A constant.
Counting the number of solutions of bounded height
In this section, we develop a machinery that can be used to compute the size and asymptotics of the following sets
In our discussion we use notation from Section 2 and fix a non-zero polynomial A of degree β. We also define the signature of a Markoff triple P = (x, y, z) as the triple S(P ) = (deg x, deg y, deg z). Given a positive integer n, our first step is to evaluate the function
which counts the number of signatures of Markoff triples of given height n.
For that matter, we reinterpret Theorem 1.1 in graph-theoretical terms as below.
When composed with certain permutation of coordinates, the automorphism ρ defined by (1.2) yields the following "branching operations"
One can use Lemmas 2.3 and 2.4 to observe that if P is a fundamental triple then both ρ(P ) and σ 2 (P ) are fundamental triples with the same height as P , while σ 1 (P ) is not a fundamental triple. Moreover, if P is a non-fundamental Markoff triple then ρ(P ) < h(P ) < h(σ 1 (P )), h(σ 2 (P )).
Therefore, the branching operations in (3.2) can be used to construct an infinite binary tree of Markoff triples. For instance, if A = 1 then Q = (t, t + 2i, t 2 + 2it − 2) and (3.2) generate the tree in Figure 1 . Observe that
the predecessor of Q is the fundamental triple (2, t + 2i, t). Consequently, Q = σ 1 (2, t + 2i, t) is the non-fundamental triple of smallest height on the tree in Figure 1 . Under this interpretation, we can paraphrase Theorem 1.1 as saying that any Markoff triple lies on a tree generated by the automorphisms (3.2) and rooted at
for some f ∈ K[t]\K and a = ±1. As done in Figure 1 , it is more convenient to assume that any tree of Markoff triples is rooted at the non-fundamental Markoff triple of smallest height. These triples are obtained from an application of σ 1 to (3.3) and they are of the form
for some f ∈ K[t]\K and a = ±1.
The above discussion shows that the signature of a non-fundamental Markoff triple also lies on a tree. For instance, the tree of signatures of the Markoff triples in Figure 1 is given by Figure 2 below. We call it the (1, 0)-Euclid tree, and it will play a crucial role in our remaining discussion.
(1, 1, 2)
(1, 2, 3)
(1, 3, 4) · · · · · · (2, 3, 5) · · · · · · which counts the number of triples on different (α, β)-Euclid trees for which n appear as a maximum.
Lemma 3.1. Let n be a positive integer. If β = 0 then C A (n) = #{T : T is on some (α, β)-Euclid tree and max T = n} + 1.
If β = 0 then C A (n) = #{T : T is on some (α, β)-Euclid tree and max T = n} + 2.
Proof. By construction, any triple on an (α, β)-Euclid tree is the signature of some non-fundamental Markoff triple, and vice-versa. Therefore, the number of signatures of non-fundamental Markoff triples P with height h(P ) = n ≥ 1 is given by #{T : T is on some (α, β)-Euclid tree and max T = n}.
To finish, we need to take into account the signatures of the fundamental triples with height n. According to (3.3), they are (0, n, n) and (−∞, n, n).
Therefore, the result follows from Lemma 2.3 and Lemma 2.4.
In light of the previous result, we define the function C β (n) = #{T : T is on some (α, β)-Euclid tree and max T = n} + 1.
Notice that Lemma 3.1 implies
In particular, C A (n) depends only on the degree of A, and not on A itself. Most of the remainder of this section is used to compute C β (n). This will be done by describing the triples on a general (α, β)-Euclid tree in terms of triples on the (1, 0)-Euclid tree. The following definition will be useful in this task.
The j-th layer L j of the (α, β)-Euclid tree is the subset of the vertices of the tree defined recursively by L 0 = {(α, α, 2α + β)} and L j = {Γ β,1 (P ), Γ β,2 (P ) : P ∈ L j−1 }, for j ≥ 1. In other words, L j is the set of triples we obtain after iterating the branching operations j times from (α, α, 2α + β). Evidently, any triple on the (α, β)-Euclid tree lies on some layer of the tree. for some triple (b, c, d) on the j-th layer of the (1, 0)-Euclid tree.
Proof. We first prove by induction on j that a triple on the j-th layer of the (α, β)-Euclid tree is given by (3.7). Notice that the statement is true for j = 0, since the 0-th layers for both trees are {(α, α, 2α + β)} and {(1, 1, 2)}. By definition and the induction hypothesis, any triple on the (j + 1)-th layer of the (α, β)-Euclid tree is of the form Γ β,1 (T ) or Γ β,2 (T ) where T is given by (3.7) and (b, c, d) is on the j-th layer of the (1, 0)-Euclid tree. Since have the desired form.
The converse is also proved by induction on j, with the base case j = 0 being trivial. Assume (b, c, d) is a triple on the (j + 1)-th layer of the (1, 0)-Euclid tree. Then, by definition, there exists (e, f, g) on the j-th layer of the (1, 0)-Euclid tree such that either (b, c, d) = (f, g, f + g) = Γ β,1 (e, f, g) or (b, c, d) = (e, g, e + g) = Γ β,2 (e, f, g). This shows that if T is given by (3.7) then T = Γ β,1 (P ) or T = Γ β,2 (P ), where (eα + (e − 1)β, f α + (g − 1)β, gα + (g − 1)β) is on the j-th layer of the (α, β)-Euclid tree, by the induction hypothesis. Consequently, T is on the (j + 1)-th layer of the (α, β)-Euclid tree and the result follows.
The next result uses Lemma 3.2 to reduce the computation of C β (n) to the following counting function on the (1, 0)-Euclid tree E(n) = #{T : T is on the (1, 0)-Euclid tree and max T = n}, for n ≥ 2, and E(1) = 1.
Lemma 3.3. Let β ≥ 0 and n > 0 be integers. Then
Proof. To prove our result, we let n be a positive integer. First notice that if n = 1 then the conditions βd < n + β and d | (n + β) imply that d = 1. Therefore,
holds, and we may assume that n ≥ 2.
Let T be a triple on an (α, β)-Euclid tree such that max T = n ≥ 2. Thus Lemma 3.2 shows that there exists a unique non-negative integer d such that n = dα + (d − 1)β and d is the maximum of a triple on the (1, 0)-Euclid tree. Moreover, by rewriting this expression for n as d(α + β) = β + n we see that d | (n + β) and that (n + β)/d = α + β > β. Also notice that d > 1, otherwise n = α is not a maximum on the (α, β)-Euclid tree. In conclusion, #{T : T is on some (α, β)-Euclid tree and max T = n} ≤ 1 =d|(n+β) βd<n+β
On the other hand, suppose that d > 1 is the maximum of a triple (c, b, d) on the (1, 0)-Euclid tree satisfying d | (n + β) and βd < n + β. Therefore, there exists a unique integer r > 0 satisfying dr = n + β and β < r. As a consequence of Lemma 3.2, n = d(r − β) + (d − 1)β is the maximum of a triple on the (r − β, β)-Euclid tree and, consequently, #{T : T is on some (α, β)-Euclid tree and max T = n} = 1 =d|(n+β) βd<n+β E(d).
Therefore,
as desired.
In the next result we compute C 0 (n) explicitly. This in turn allows us to find an explicit formula for E(n) and, consequently, C β (n).
Lemma 3.4. Let n be a positive integer. Then C 0 (n) = n 2 + 1
Proof. We may assume that n ≥ 3, as the desired formula is easily verified otherwise. Given (3.6), it is enough to show that #{T : T is on some (α, 0)-Euclid tree and max T = n} = P n , where P n is the number of partitions of n into two parts. Indeed, by definition, P n is the number of solutions of the equation n = e + f , where e and f are positive integers. Because of the linear and symmetric relationship between e and f , we conclude that P n = #{e ∈ Z : 1 ≤ e ≤ n/2} = ⌊n/2⌋. Let T be a triple on some (α, 0)-Euclid tree for which max T = n. Since n > 2, T is not the root of the (α, 0)-Euclid tree. In particular, T = Γ 0,1 (T ′ ) or T = Γ 0,2 (T ′ ) for some T ′ = (b, c, d) on the (α, 0)-Euclid tree. Consequently, (3.5) shows that either n = b + d or n = c + d. In any case, to the given triple T we can associate a unique partition of n into two parts and so #{T : T is on some (α, 0)-Euclid tree and max T = n} ≤ P n .
(3.8)
Conversely, consider a partition of n = e + f , for integers 0 < e ≤ f . Observe that to prove that equality holds in (3.8), it is enough to show that T = (e, f, e + f ) is on the (α, 0)-Euclid tree. For that matter, define the function
Clearly, for any k ≥ 0,
for some integers τ 1 , τ 2 . This shows that either Γ 0,1 (γ k+1 (T )) = γ k (T ) or Γ 0,2 (γ k+1 (T )) = γ k (T ). Consequently, if we use the branching operations Γ 0,1 and Γ 0,2 to create a tree rooted at γ k (T ), for some k ≥ 0, then T is on this tree. Therefore, T is on some (α, 0)-Euclid tree, if there are integers k ≥ 0 and α > 0 such that γ k (T ) = (α, α, 2α). Note that if P = (τ 1 , τ 2 , τ 3 ) is such that τ 1 = τ 2 then max γ(P ) < max P.
By the well-ordering principle, we cannot have max γ k+1 (T ) < max γ k (T ), for all k ≥ 0. This fact and (3.9) imply the existence of integers k ≥ 0 and α > 0 such that γ k (T ) = (α, α, 2α), as desired.
Corollary 3.5. Let n be a positive integer. Then:
where µ(n) is the Möbius function.
Proof. If we combine Lemmas 3.3 and 3.4, then n 2
The result follows from an application of the Möbius inversion formula.
As discussed in the introduction, when β = 0, we obtain the following asymptotic formula that bears a striking resemblance with the results of Silverman and Zagier. needs to be taken into account. This issue is evident when you compare Figure 1 with Figure 2 . Except for the 0-th layer, every layer in Figure  1 has twice the number of triples than the respective layer in Figure 2 . Therefore, for a fixed f , we need to associate four (α, β)-Euclid trees to the Markoff tree rooted at σ 1 (R). Consequently, if we fix n > 0 and deg f = α, we have 4E(d) nonfundamental Markoff triples P with h(P ) = n, where d > 1 is an integer satisfying n = dα + (d − 1)β, (3.10) and βd < n + β. Moreover, (3.10) shows that d | (n + β) and α = n + β d + β.
Since there are (q − 1)q α polynomials f with deg f = α, we have that the number of non-fundamental Markoff triples with height n is 1 =d|(n+β) βd<n+β 4(q − 1)q α E(d) = 4(q − 1) 1 =d|(n+β) βd<n+β q n+β d −β E(d).
(3.11)
Given the form of R, it follows that the number of fundamental Markoff triples of height n is 4(q − 1)q n = 4(q − 1)q When A is a non-zero constant and K is finite, a result similar to the previous one can be proved. We leave the details to the interested reader.
Acknowledgments
This work was supported, in part, by the Cross-Disciplinary Science Institute at Gettysburg College (X-SIG)
