Abstract -High rmance control design for a flexible orbit to achieve the bequired performance. A new procedure for refining a ibultivariable open loop plant model based on closed-loclp response data is presented. Using a minimal repreisentation of the state space dynamics, a least squares rediction error method is employed to estimate the plaipt parameters. This control-relevant system identificatio procedure stresses the joint nature of the system identification and control design problem by seeking to obtaip a model that minimizes the difference between the pkdicted and actual closed-loop performance. This pappr presents an algorithm for iterative closed-loop system dentification and controller redesign P 1 along with illustrat, i ve examples.
Implicit in the deslgn of high performance control systems is the avail:/bility of an accurate model of the system to be contlrolled. Although system identification and control dtisign are both critical aspects of high performance modeil based control design, the theoretical foundations of these two disciplines have developed distinctly. Developments in system identification have been directed towakd obtaining accurate nominal models with bounds on thk associated uncertainty. Recognizing this dependence oh accurate nominal design models, robust control theory has been developed to accommodate modeling errors. Ikecently, attention has been drawn to the fact that the issues of system identification and control design must be treated as mutually dependent. In Ref.
[l], Skelton points out that since the magnitude and spectrum of excitation forces are controller dependent, an appropriate model for control design cannot be determined independent of the controller. The point is made that the validity of the model i s dictated by the controller instead of the opposite, as is usually assumed.
Since the model that is most appropriate depends on the control design, the open-loop response of a model is not sufficient to indicate the fidelity of the model for control design. Additionally, robust performance requires an accurate model of the plant in the controller crossover frequency range [2], indicating that the amount of model error that can be tolerated is frequency and controller dependent. Hence, the issues of model identification and model based control design must be treated as a joint problem suggesting an iterative solution [l] , [3] .
Closed-loop system identification, (i.e. identification of the open-loop plant given closed-loop response data and knowledge of the compensator dynamics), is currently a field of active research. Most of the methods that identify state space models of the open-loop plant are based on identifying the closed-loop Markov parameters from frequency response functions and thea extracting the open-loop Markov parameters. A discrete time state space realization is then obtained from these identified Markov parameters. An approach to iterative closedloop system identification and controller redesign is given by Liu and Skelton where a state space model is estimated using the q-Markov Cover algorithm and a controller is designed using the Output Variance Constraint algorithm [4] . q-Markov Cover theory describes all realizations of a linear system which match the first q Markov parameters and covariance parameters of the true system generated by pulse responses. First the entire closed-loop system is estimated and then using knowledge of the compensator dynamics, the plant is extracted. However, the identified open-loop plant has dimension equal to the controller dimension plus the dimension of the identified closed-loop plant. Model order reduction is used to remove the superfluous states. A similar approach is taken in Ref. [5] Other related approaches are given in Refs. [6] and [7] .
To provide synergism, an iterative process should match the system identification objectives with the control design objectives. Ref. [3] presents an iterative algorithm for frequency-response identification from closedloop data and robust control design. The identification phase is control oriented with the objective of providing robust performance by closely approximating the achieved closed-loop performance. The interplay between identification and control design is formalized by specifying a performance metric (norm) for model based optimal control design and an identification cost function that minimizes the difference in the achieved performance and nominal design performance as defined by the same metric. A classical approach to parameter estimation which has been extended to closed-loop system identification is the prediction error approach [9] . This optimization method estimates the parameters of a linear system by minimizing the squared sum of the errors between the actual measurements and the predicted measurements. Zang, Bitmead, and Gevers present an iterative prediction error identification and control design algorithm based on the H2 norm [lo] . The control objective is used to frequency weight the identification cost functional and the resulting prediction error spectrum is used to frequency weight the control design. [16] .
In this paper the prediction error method is extended to closed-loop identification for multivariable systems. Building on a method developed for estimation of the parameters of an open-loop system in canonical form from open-loop data, a new procedure for closed-loop system identification is developed and demonstrated.
BACKGROUND
The traditional approach to control design is to obtain a nominal model of the plant, P, which is the basis for control design. Since P is an approximation of the true plant, P , the model based compensator, Cp, must provide a certain level of robust stability (i.e., Cp must internally stabilize P and P). In the system identification process an attempt is made to bound the model error /I P -P 11, which determines the amount of robustness required by the control design. It is also desirable that the controller provide some level of performance robustness; that is the achievable performance should not differ significantly from the nominal design performance. High performance control design for a flexible space structure is especially challenging since high fidelity nominal plant models are difficult to obtain. The large error bounds that result typically require a very robust, low performance control design which must be tuned on orbit to achieve the required performance.
An upper bound on achievable performance is [3] , [14] II J(P1CP) 1 1 1
where 11 J ( P , Cp) 11 : the achieved performance 11 J ( P , Cp) 1) : the nominal performance, and 11 J ( P , Cp) -J ( P , Cp) 11 : the performance differential.
The choice of a specific performance metric J and norm 11 * 11 is determined by the control design methodology.
To achieve high performance requires When the model error 11 P -P 11 is large, stability and performance robustness necessitates a low authority controller. Since a low authority controller is not as sensitive to model errors, the performance differential will be small as compared to high authority controllers. However, the perforlwance may not be satisfactory. To achieve high performance, the issues of modeling and control design must be treated as a joint problem. The fitness of the design model P is a function of Cp, which is itself a function of bhe design plant. In some cases, high performance control design requires an iterative closedloop system identification and control design procedure.
A new closed-loop system identification method is presented in this chapter which is one step of an iterative closed-loop system identification and control design procedure. It is assumed that a moderately accurate dynamic model of the system to be controlled is available for the initial low authority controller design. However, this initial design model is not of sufficient fidelity to permit high authority control design. The objective of the closed-loop system identification procedure is to refine the initial contrc)l design model based on closed-loop response data.
In the development of a closed-loop system identification method, consicleration must be given to the nonuniqueness of the triple ( A , Bz, Cz) in the identified realization. Although there are an infinite number of equivalent state space realizations for a system, a system with n states, nu inputs, and ny outputs can be uniquely expressed with a minimum of n(nu + ny) parameters.
Having as the objective of the closed-loop system identification process the ability to refine an existing design model, one approach which circumvents the nonuniqueness problem is to realize the open-loop system matrices in a unique, minimal form and directly identify the canonical p srameters from closed-loop response data. Denery has developed a method of parameter estimation for multivariable state space systems from openloop test data usin!$ canonical forms [17] . By utilizing the structure of the closed-loop system matrices, an extension of Denery's algorithm is developed herein to estimate the plant parameters based on closed-loop response data.
Proper selection oft he objectives of system identification and control design further stresses the joint nature of the identification and control problem. Based on the prediction error method, the objective of the new closed-loop identification procedure developed in this chapter is to obtain a model P tkiat minimizes the performance differential 11 T-T 112 where T is the actual closed-loop system and T is the identified closed-loop system. This system norm cannot be ev+luated since T is not known. However the actual and predicted closed-loop measurements are known and an equivalent objective is to minimize the prediction error of the closed-loop system, 11 y-y 112. The actual and predicted closed-loop system outputs, y and $, respectively, are determined for the same set of inputs.
The least squares cost functional for control dependent closed-loop system identification then is where W is a constant matrix chosen to weight the relative importance of different measurement outputs. The control objective is matched with the identification objective by designing the controller to minimize the Hz
The rest of the paper is structured as follows. First, the algorithm developed by Denery for open-loop system identification procedure is presented in detail. Next, the extension of the canonical system identification algorithm to closed-loop system identification is presented. Finally, an algorithm for iterative closed-loop system identification and control redesign is presented along with illustrative examples.
SYSTEM IDENTIFICATION ALGORITHM
In Ref.
[17], a two-step procedure is given which generates parameter estimates based on noisy measurement data. The algorithm begins with an equation error procedure, which is similar to a linear observer, to generate an initial estimate of the parameters. Noisy measurement data may cause the equation error estimates to be biased, but they are sufficiently accurate to initialize the second step, an iterative quasi-linearization output error procedure. Since the structure of the two procedures are identical with one exception that will pointed out in the following, these two procedures are combined to form an iterative algorithm that is robust to initial parameter estimates and relatively insensitive to measurement noise. First, the details of the equation error procedure will be presented, followed by the output error procedure.
Equation Error Procedure
Consider a model of the state space system to be identified:
The objective is to identify some 3, G , 31, and 20 which represents the dynamics of the unknown system based on knowledge of the inputs, u ( t ) , and noisy measurements, y(t). An estimate of the unknown parameters may be obtained by minimizing the cost functional given in Eq.
2. Directly minimizing J results in a nonlinear optimization process, but in the absence of measurement noise, a linear formulation may be obtained. Recognizing that for a perfect model the output in Eq. 4 will exactly equal the measurements and y -y = 0, this difference can be fed back to the model with arbitrary gains X: and M according to
which can also be written by use of the definitions
The elements of ( 3 -IC%) and ( I -M'lt) may be chosen independently of the unknown elements of 3 and 'lt by using a maximum of n * ny parameters in X: and M when the structure of the system is in a specific form. The structure of the system must be such that the unknown parameters in 3 are coefficients of measured states. To obtain this structure, Denery developed a canonical form for multivariable systems which is analogous to a canonical form in Ref. [18] for multi-input systems. Denery's canonical form is called the observer canonical form in Ref. [19] , which is dual to the controller canonical form presented in Chapter 111. It can be shown that if the plant dimension is an even multiple of the number of outputs and the first n rows of the observability matrix are linearly independent, then the realization is canonical and 31 will consist only of ones and zeros. Otherwise, some elements of 31 will be included as unknown parameters in the estimation procedure.
Eq. 9 can now be rewritten as
Y N = X N Z N (16) where Y N is the output of the linearized trajectory
The sensitivity matrix, f ( t ) , is given by where the vector of parameters to be estimated is
v e c ( S t o )
Using the expression for y from Eq. 14 in the cost functional, Eq. 2, results in J becoming quadratic in the unknown parameters. By differentiating J with respect to the unknown parameters and equating the result to zero. the estimate of y is given by (19) or for discrete measurements
The ith column of f ( t ) is yy,(t), which is the output of the ith sensitivity equation
From ;i, the system matrices are obtained by solving Eqs. 
Output Error Procedure
If the measurement data used in the equation error procedure is corrupted with unbiased measurement noise, a bias error will result in the parameter estimates. This can be circumvented by using an output error procedure which yields unbiased parameter estimates based on unbiased noisy measurements, provided the initial estimates are sufficiently accurate. Typically the biased estimates obtained from the equation error procedure are sufficiently accurate to initialize the output error procedure. Hence the two procedures form a combined algorithm for unbiased parameter estimates based on unbiased noisy measurements.
The output error procedure implements the method of quasi-linearization, which is a well-known approach to minimize Eq. 2 subject to Eqs. 
Substituting these expressions in Eqs. 26 -28 yields
which is identical to Eqs. 7 -9 except Y N replaces y.
Using i j~ in Eq. 2 instead of y reduces the minimization problem to a form ildentical to the equation error procedure, except YN is used in the place of y when computing f in the sensitivity equations, Eqs. 23 -25. In the absence of noise in the measurements, the equation error estimate is the samc: as the quasi-linearization estimate.
Closed-Loop System Identzjicataon Algorathm
Denery's algorithm is extended to closed-loop system identification by expressing the plant in observer canonical form and exploiting the structure of the closed-loop matrices. For the plant given by 
where e j e r is a matrix of zeros except for a 1 in the ( j , k) element. For -yi corresponding to the ( j , k) element of Kiz, where which is an nxnc matrix of zeros except for the j t h row which is comprised of the kth row of C,.
where e = e is zero except for a one in the ( j , k) element. The terms e and e are identically zero.
For yi corresponding to the ( j , k ) element of dG11, where is zero except for a one in the ( j , k ) element and all others are identically zero. Similarly, for yi corresponding to the j t h element of 620, e is a zero vector with a one in the j t h element and all others are identically zero.
Note that this algorithm is not guaranteed to converge. Since the estimates are determined by minimizing the error in the closed loop time response and not the error in the open loop plant parameter estimates, the plant parameter estimates may not converge to the "true" plant parameters but still provide a good control design model.
ITERATIVE CONTROL REDESIGN EXAMPLES
The iterative closed-loop system identification and control design procedure implemented herein is patterned after the approach of Ref. [3] with one notable excep tion to be pointed out below.
Iterative Closed-Loop Identification and Control Redesign Algorithm:
1.
2.

.
4.
5.
Beginning with model pi, design a set of H2 controllers of varying control authority.
Evaluate actual and estimated output and control costs and performance differential.
Determine highest performance control design point which satisfies performance differential constraint threshold, denoted C P ,~.
Using closed-loop data from T ( P , Cp,;) and P,, do closed-loop system identification to determine pi+1.
Repeat until desired performance is attained. This algorithm differs from the framework presented in Ref. [3] in that the amount of control authority increase between iterations is more formally quantified. Recognizing that small changes in controller authority tend to result in small changes in performance, a constant scaling factor was used in the control design step in Ref. [3] which was slightly increased each identification/control design iteration. Thus the control authority was gradually increased each iteration until an a p propriate model and high authority control design was achieved. In the procedure introduced above, the performance is evaluated for a set of controllers with varying authority to ascertain the onset of performance differential due to model mismatch. The output and control costs for performance assessment are evaluated from the mean-square closed-loop output response to white noise inputs and the mean-square control signal, respectively.
Instead of numerous iterations of identification and control design. the emphasis is placed on evaluating a set of controllers designed for a common model. By explicitly evaluating the performance differential for each controller, larger steps in control authority may be t-x 1 Fx2
Figure 1: Coupled Mass Benchmark Problem taken with each iteration resulting in fewer identification/control design iterations. Although the iterative procedure is not guaranteed to converge, the convergence may be checked at each iteration by evaluating the performance at each iteration.
Coupled Mass Example
As an example of the iterative identification and control procedure, the coupled two mass problem illustrated in Fig. 1 is used. This example problem highlights robust control issues as related to flexible space structures and was used as a benchmark problem in Ref. [20] In observer canonical form, the C2 matrix is fixed for a given set of observability indices and the columns of the A matrix with free elements corresponds to the columns of C2 that have an element equal to one. Note that the resulting initial design plant elements varied by 79.28%
and 42.86% in the A matrix, and 4.76% in the B1 and B2 matrices from the truth model.
A set of LQG conti;ollers of varying authority were designed for the initial design plant using the weighting matrices where p is used to vary the control authority. The performance of this set of controllers was then evaluated with both the design model and the truth model to assess the performance differential that results from the initial erroneous model. Recall from the beginning of this chapter that the performance differential is a measure of performance robustness. Fig. 2 indicates a large performance difference at all control authority levels, so a controller with a moderate authority level ( p = 5) is chosen for initial implementation.
Using the LQG controller designed for p = 5 with the initial design model, the closed-loop is excited with unit intensity, zero mean random noise low pass filtered at 25 Hz. The closed-loolp measurements are corrupted with a low intensity random measurement noise (the standard deviation of the noise was equal to 20% of the standard deviation of the mlsasurenients). In Ref. [17] , measurement noise is accounted for by averaging over multiple experiment sets. I n this example, five sets of measurements are used and the five resulting sets of estimated system matrices are averaged. Table 1 gives the initial, actual, and estimated parameters of the system matrices in observer canonical form. The significant ermr is clear as well as the convergence of the parameter estimates after 50 iterations. As with the combined open-loop algorithm, the first 25 iterations used the equation error method and the second 25 iterations used the output error method. The convergence over 50 iterations for the correction to the A(4,3) parameter is shown in Fig. 3 . This parameter corresponds to the largest element of y (required the largest correction) at the first correction iteration. A slight discontinuity is evident at the 2Sth iteration when the algorithm switched from the equation error method to the output error method. However, this is removed after one iteration.
Having refined the initial design model to obtain a more accurate model, a second set of LQG controllers is designed and the performance differential evaluated. Fig.  '4 shows that the gap between design performance and achieved performance is considerably decreased at all authority levels when compared to Fig. 2 . The identified model results in robust performance (as defined at the beginning of this chapter in regard to performance differential) and good nominal performance. It bears pointing out that when the identification experiment was conducted without measurement noise, the achieved performance and design performance curves were indistinguishable, indicating that the difference in 
Building Control Example
A second example is derived from a benchmark problem in vibration control of a building subject to an earthquake excitation [21] . The problem is based on an experimental model of a three-story tendon controlled structure at the National Center for Earthquake Engineering Research [22] is depicted in Fig. 6 . A 20 state model is provided in Ref. [22] that was obtained by system identification experiments on the laboratory structure. Using the initial model, a set of LQG controllers is designed using p to vary the control authority. For this example, filtered noise is used as input excitation and perfect measurements are assumed. Fig. 7 indicates the performance differential resulting from controllers designed for the initial model, which is relatively constant at all If the matrix tends to singularity, the magnitude of the elements of 9 diverge. In order to alleviate the divergence of ? in the examples above, a relaxation factor was introduced that scaled 3. Scaling 9 by a relaxation factor of 0.5 typically was sufficient to produce smooth convergence as seen in Fig. 3 . Without the relaxation factor, the estimates would overshoot and overcorrect, resulting in divergence of the parameter estimates. The relaxation factor in essence damped the overshoot of the correction steps at each iteration. This could possibly have been accomplished by using a pseudo-inverse of the matrix to zero the small singular values, but that would have introduced error. Using the relaxation factor did not introduce error but only slowed the convergence.
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Discussion
. CONCLUSIONS
Since the end objective is an iterative system identification and model-based control design procedure, additional constraints are placed on the input and output processes. The system identification is based on closedloop test data which mandates that the generalized plant for control design consist of actuated inputs and measured outputs only. Fig. 9 illustrates this requirement where the disturbance inputs, w and w p , act through the control input and sensor channels and the performance variables, z and z p , must be linear combinations of the sensed variables, y, and the control inputs, u. Hence a constraint is placed on the generalized plant formulation by the system identification such that the columns of B1 and Bp lie in the column space of B2 and the rows of C1 and Cp lie in the row space of C,.
This paper has shown that to achieve high performance control often requires reducing model error through system identification. Figure 9 : Input/Output Constraint Relationships cation procedure is numerical sensitivity. The solution procedure presented herein requires the inversion of a large data matrix which tends to be ill-conditioned. Ensuring full-rank of the data matrix requires sufficiently rich excitation in all of the modes to be identified which is often quite difficult in practice due to limitations such as sensor and actuator dynamics. Methods which do not involve matrix invei*sion such as genetic algorithms have potential for the closed-loop parameter estimation. An additional benefit of genetic algorithms is that the system identification can be operating in the background as part of an autonomous identification/controller tuning process. Future research should be conducted to that end. Finally, the measurement noise properties (intensity, frequency spectrum, etc.) should be explicitly accounted for in the parameter estimation instead of the ad hoc use of ensemble averaging.
