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ABSTRACT
In this research a contribution is made towards the assessment of 
seismic hazards by simulating the source mechanism of a large earth- 
quaKe. The adopted working hypothesis is that the motion of a large 
earthquake seismogram could be represented by a summed succession of 
smaller earthquakes appropriately triggered in a temporal and spatial 
sequence by a wave front spreading from an initial point source 
throughout the focal region of the large shock.
As summation progresses, the size of the simulated source increases 
as evidenced by the definite shift of the spectral content towards 
the longer periods. This is because the lower frequency components 
add up according to the first power of the number of input records 
while the short period elements accumulate at random and construct 
according to the square root of the input records.
The hypothesis is applied to two data sets : the far-field Chile 
source where the receiver is an array of stations and to the near- 
field Rabaul source where the receiver is a single station within a 
network.
In processing the data a new analogue instrument is used to recover 
the long period contents inherent in short period recordings. These 
modified records are then used in the summation procedure.
In the analysis stage a numerically stable smoothing technique is 
used to assess the seismic spectra of the input records and results.
It is shown in this thesis that the hypothesis is effective in the 
far-field observations where the seismic spectrum is approximated by 
a point double couple source. In the near-field source, however, the
results generally show that the approach is applicable but that effects 
due to the proximity of a fault have a greater influence on the 
construction of longer periods in addition to record quantity.
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One approach in evaluating the damage to life and property in 
the aftermath of a catastrophic earthquake would be to 
establish technically consistent and economically viable 
criteria for earthquake-resistant design. For this purpose 
and for regional and local urban planning in developing as 
well as industrialized countries, seismic zoning and micro- 
zoning are essential tools towards the formulation of uniform 
criteria. While seismic zoning takes into account the 
distribution of earthquake hazard over the entire country or 
region, seismic microzoning defines the detailed distribution 
of earthquake risk within each seismic zone.
In principle, therefore, the main product of seismic zoning 
is to compile a zoning map displaying a parameter or group of 
parameters related to the expected frequency or intensity of 
shaking (in the case of macrozoning) or to the influence of 
local soil conditions on structural foundations [in the case 
of microzoning) that may be caused by future large earthquakes.
According to Karnik and Algermissen (1978) the meaning of 
seismic zoning has undergone some changes. While some zoning 
maps summarize the observations on past earthquake effects 
making the assumption that the same pattern of seismic activity 
will be valid for the future; other maps extrapolate from 
regions of past earthquakes to potential source regions. 
Both of these categories of maps are compiled based on the 
needs and according to the geological and geophysical inform- 
ation available for each region.
Most of the currently used zoning maps subdivide a particular 
territory into a number of zones classified either in terms 
of intensity degrees or simply as zones which are related to 
seismic parameters tabulated in official building codes. Such 
compilations grossly oversimplify the earth conditions 
surrounding the region under question. A further disadvantage 
of these maps is that no consideration is given to quantities 
directly related to earthquake-resistant design such as: peak 
acceleration or velocity, period of shaking, spectral density, 
and their probability of occurrence. As a direct consequence 
zoning errors can occur, and indeed have occurred.
An ideal zoning study would, therefore, be to provide for 
each site, the "design spectra" which would be generated by 
expected earthquakes of a given magnitude and to determine 
the probability of their occurrence.
2.0.0 CURRENT ZONING PROCEDURES:
2.1.0 Macrozoning:
The present state of the art in zoning procedures may be 
classified into 4 categories:
(a] Maximum intensity.
(bj Engineering zoning.
Cc) Maximum ground motion for different return periods.
(d) Seismic risk.
The first type of procedure leads to constructing zoning maps
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of either maximum observed intensity or maximum expected 
intensity. Zoning maps based on expected intensities require 
information about the source region, statistics on past 
seismicity and empirical attenuation functions of hypocentral 
depth and distance. The resulting map displays either isolines 
of different intensities for a given return period or isolines 
of return periods for a given intensity.
In some engineering zoning maps, seismic zones are classified 
according to a single or group of seismic parameters related 
to a building code. This code then specifies the variation 
of a particular parameter according to the ground conditions 
and type of structure. Other maps simply separate zones of 
destructive, moderate, weak effects without any quantitative 
indication.
A more frequently used zoning map in engineering design is one 
based on maximum acceleration or particle velocity. As with 
the intensity zoning maps, these are constructed using either 
deterministic or probabilistic assumptions. The principal 
disadvantage of deterministic acceleration or velocity maps is 
that no information is given regarding the frequency of 
occurrence of severe ground motion. This has been shown to 
be a serious set back (Algermissen, et al, 1972].
Cornell (1968) gives a detailed method for the evaluation of 
ground motion parameters. His technique incorporates 
geological information when modelling the earthquake source. 
This is approximated by simple geometrical shapes like circles, 
annuli and sectors thereof. The basic assumptions behind 
Cornell's method are:
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(a) earthquakes originating from a source area or line are 
equally liKely anywhere in the area or along the line.
(b) the average rate of occurrence of earthquakes in a source 
area is constant in time.
(c) A Poisson distribution of recurrences is assumed.
(d) An unlimited exponential distribution of earthquake 
magnitudes is assumed.
Kallberg (19693 applied Cornell's method in Southern 
California and Merz and Cornell (1974] have considered the 
contribution of aftershocks to the ground motion.
A slightly different approach was used by Milne and Davenport 
(1965, 1969] through the use of historical records of earth- 
quakes as "sources", applied an attenuation law and obtained 
cumulative frequency distributions at a series of points on 
an arbitrary grid. No geological information was used in 
defining the "sources" of earthquakes.
Algermissen and Perkins (1972) apply a similar technique to 
Cornell's except that certain integrations have been replaced 
by discrete summations for flexibility in representing 
attenuation functions and source areas.
Bayesian statistics has been recently used in the estimation 
of ground motion parameters and the approach appears to show 
some promise (Esteva and Villaverde, 1974).
The concept of earthquake risk according to Vere-Jones (1973) 
involves seismic, engineering as well as insurance risk. Risk
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maps contain information on the extent and probability of life 
or material losses. A considerable amount of work has been 
done on seismic risK analysis so far. The method and its use 
in different parts of the world is discussed by Burton (1979).
2.2.0 Nicrozoning:
Seismic microzoning, as defined by USSR investigators, consists 
of evaluating the increment of the design seismic intensity 
due to site conditions, considering the type of soils in the 
surface layers and investigating the depth of the water table. 
The design seismic intensity - with a correction for the 
appropriate structure - is obtained by adding an increment to 
the basic level of seismicity. Design seismic coefficients 
are then selected for the corresponding design intensity 
according to building code requirements.
Past earthquake damage and its relation to soil conditions led 
Japanese investigators to developing a method for seismic 
microzoning. A classification of soil conditions into 4 
categories (zones] was therefore proposed and the required 
design seismic coefficients for different types of buildings 
and corresponding soil categories was incorporated into 
building codes. As a result the first microzoning map of 
Yokohama city was compiled by Ohsaki (1972). This was followed 
by microzoning maps of other major cities such as Wellington 
in New Zealand (Grant-Taylor, et al, 1974). All these maps 
subdivide a city into seismic microzones based on soil 
conditions.
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According to Petrovski (1978] the ground motion character- 
istics at any site could be determined if use could be made 
of small earthquakes and microtremors to provide a basis for 
evaluating site effects. One major conclusion PetrovsKi 
arrives at is that the study of an assembly of small earth- 
quake records at a particular site complemented by a 
probabilistic evaluation of expected ground motions in the 
Known and potential seismic zones appears to be most 
promising and is probably a valid topic for scientific 
research.
2.3.0 Disadvantages of Conventional Zoning:
The major areas of weakness in conventional zoning are the 
following:
(i) Intensity is not a function of distance alone.
Distorting factors include the nature of the radiation 
pattern of seismic waves, variations in attenuation 
along propagation paths, and local differences between 
structures and foundation conditions for a given site.
(ii] Plicrozoning maps which attempt to describe departures 
from simple zoning are not independent of magnitude, 
i.e: local corrections derived from observations of 
small earthquakes do not generate microzoning surveys 
of large ones.
(iii] Serious seismic hazards (as with nuclear power plants) 
have to be assessed at very low probability levels, 
i.e: over considerably long recurrence intervals over
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a limited time span can give warning of short-term 
danger quite effectively, but fail to give much 
assurance of safety in the long term.
2.4.0 The IGS Contribution to Seismic Hazard Assessment:
From the general outline given in Section 2.0.0 and in view 
of the particular problems mentioned in Section 2.3.0, the 
Institute of Geological Sciences - Global Seismology Unit's 
contribution to hazard assessment is being developed along 
three parallel lines:
(a] Statistically: To recognize the combinations of earth- 
quake magnitude and distance which 
generate the most severe hazards in any 
given region (Willmore and Burton, 1975] 
or through seismic risk evaluation using 
the Statistics of Extremes (Makropoulos, 
1979) .
Cb) Deterministically: To assess the conditions which can
generate a maximum magnitude earthquake 
in a given region, thereby localizing as 
much as possible of the observed total 
seismicity in relation to permanent 
tectonic features (Lilwall, 1976; Burton, 
1978).
(c) By Simulation (the contribution in this thesis): Through
the use of suites of small earthquake 
records representing the actual earth
motions to be expected in any given 
region.
3.0.0 THE SIMULATION CONTRIBUTION TO HAZARD ASSESSMENT:
The approach to seismic hazard assessment adopted in this 
research is directed towards attempting to simulate a large 
earthquake motion from the simple time domain summation - 
after introducing the necessary time delays - of a population 
of smaller earthquakes known to have occurred in the vicinity 
of the focal region of the large source.
The underlying hypothesis is that the mechanism of the large 
shock can be simulated by a selected succession of smaller 
ones, triggered in an appropriate temporal and spatial sequence 
by a wave front spreading from an initial point focus through- 
out the earthquake region of the large event.
As the size of the simulated earthquake increases, the spectral 
content shifts towards longer periods because the lower 
frequency components of the input records interfere 
constructively while the short period elements accumulate at 
random. The resulting simulated seismogram would then contain 
an enhanced long period content proportional to the first 
power of the number of input records which represent an 
approximation to the mechanism and propagation effects 
produced by a large source.
3.1.0 Objectives and Advantages:
From the preceding discussions two major objectives become
apparent in this research:
(a) To improve the general understanding of the earthquake 
process.
(b) Thereby to improve the basis of seismic zoning.
The advantages of the simulation method over purely theoretical 
methods of seismogram synthesis are that the stress-drop and 
fault orientation characteristics of the source region, as 
well as the transfer function of the ray path [in so far as it 
is linear with respect to amplitude] are contained in the 
small earthquake seismograms and are preserved in the 
summation process. Therefore, they do not have to be intro- 
duced as new parameters in the simulation procedure. As a 
result, one can concentrate on the phasing of the small earth- 
quake records at the receiving station, in the hope and 
expectation that the phasing pattern which gives the best 
eventual fit with the large earthquake seismogram will reveal 
useful information regarding the faulting mechanism of the 
large source. If such simulations could be repeated at a 
number of different sites, then variations in the simulated 
particle motion should reflect the spatial variation in the 
effects of the large shock in locations for which no seismic 
record is available.
3.2.0 Difficulties Foreseen:
While we begin to move in the direction of record simulation 
it would be relevant to consider the following:
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Ca) Non-linearity at the point of observation:
The effects of large earthquake motion on buildings and 
foundation materials are often highly non-linear, and 
this is, undoubtedly, one of the reasons why microzoning 
maps showing the effects of small earthquakes are poorly 
correlated with those of large earthquakes.
Non-linearity is, however, largely due to the weakness of 
surface materials and structures in comparison with bed- 
rock. Our predictions must therefore be limited to 
effects within the linear range of bedrock materials, 
leaving it to the earthquake engineer or soil mechanist 
to advise on structural and near-surface responses.
(b ] Non-linearity in the focal region:
It is not clear whether this is a serious problem. 
Evidently, every element of material which is in the 
process of failing is in the non-linear range, as in the 
case of an isolated small earthquake. The material 
outside the wavefront has the pre-existing ambient stress, 
again as for the small earthquake. The material inside 
the wavefront, on the other hand, has been, at least 
partially, de-stressed and most of it is probably more 
linear than before. Only in the actual surface of 
fracture, where brecciation and possible melting may have 
occurred, do we have strong primafacie reason to expect 
highly anomalous behaviour. Thus, whilst bearing these 
possibilities in mind, we may expect to have to look 
rather hard for the evidence of non-linearity in the focal
region with a view of making some specific deductions 
from it.
Cc] Difference in mechanism between small and large earth- 
quakes:
This could indeed occur, and could be informative if 
brought up by the study. A priori, we might expect some 
differences in character between foreshock and aftershock 
sequences, in that foreshocks might be viewed as local- 
ized failure in the weakest parts of the focal region, 
occurring in response to a stress pattern which is building 
up to the critical level of extensive propagation.
Aftershocks, however, could be more complex, in that 
material near the previously fractured zone has been 
unloaded and might therefore show reverse motion at the 
sites of previous foreshocks, whereas material beyond the 
stopping-point of the main fracture would show stress 
increase in the direction of build-up for the next large 
earthquake.
(d) Incompleteness of small earthquake sample:
Real samples of the small earthquake population will 
probably be far from complete, and we will be requiring 
methods of "filling-in" the focal region. A useful 
exercise, therefore would be to take 2 small events and 
to use the records of these to produce an interpolation, 
which would simulate a recording of an event on the line 
joining the 2 primary foci. Given 3 such sources, we 
could fill the whole triangular area between the 3 primary
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foci and could then, by further repetitions of the 
process, fill the tetrahedral volume bounded by 4 foci.
3.3.0 Possibilities for Further Work:
The simulation of large earthquake motions at one station opens 
several possibilities for related studies. Some examples are 
given below:
Ca) Relevance to microzoning:
If one were to set up a network of stations, covering a 
region in which the microzoning study of a large earth- 
quake had been carried out, each station should yield a 
suite of records of succeeding small shocks from which 
the record of the large expected earthquake, at that 
station, could be simulated. Such an experiment should 
indicate the extent to which the differences between the 
station records were consistent with the differences to 
be expected from the results of the microzoning study.
Cb] Substitution of earthquakes by explosions:
Ideally, the use of small earthquakes as the input 
elements in the simulation procedure introduces some 
similarity in focal mechanism, as well as utilizing the 
same propagation paths as the main shock. The use of 
explosions instead of small earthquakes would sacrifice 
a good deal of this similarity, but enough might be 
preserved for the experiment to be worthwhile. The most 
relevant examples would be those in which one had a 
substantial collection of explosions along a profile, or
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covering an area. This might, for example be obtained
by "listening in" on a major crustal structure experiment.
(c) Possibilities of path-reversals:
It could happen that potential interest might be attached 
to a focal region which is not sufficiently seismic to 
yield an adequate set of small natural earthquakes. A 
particularly relevant example is that of a naturally 
quiet area in which a potential inducing source (such as 
a large dam-site) was to be expected. A path-reversal 
study would involve covering the possible focal region 
with a seismometer network, recording a number of small 
earthquakes from points outside the region, and then 
using the summation process on records from the network 
to simulate the appearance of a large earthquake in the 
network area, as recorded at the site of each of the 
small earthquakes.
4.0.0 BRIEF BACKGROUND:
The concept that a large earthquake motion may be regarded as 
being made up of many smaller ones is not new. This idea 
which later came to be known amongst workers as the "Multiple 
Shock" hypothesis was originally introduced to explain the 
complex portion of large earthquake seismograms such as those 
of the Mongolian earthquake of 1931 (Stonely, 1937); the Boso- 
oki earthquake of 1953 [Usami, 1956); the Alaskan earthquake 
of 1964 CWyss and Brune, 1967); the Imperial Valley earthquake 
of 1940 [.Trifunac and Brune, 1970); and the San Fernando earth- 
quake of 1971 [Kamb, et al, 1971; Jungels and Frazier, 1973).
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HasKell [1964] suggested that in order to match observations, 
earthquakes should be modelled as the sum of several smaller 
sources, some of which would have to be tensional in order to 
explain the observed amplitude ratios of short period P- and 
S- waves. This work as well as most of the above investigations 
involved theoretical 'calculations of the radiation pattern of 
seismic waves generated by kinematic sources in a homogeneous 
layered half- or full-space. These radiation functions were 
then used to calculate synthetic seismograms.
The major goal in this thesis is similar to these works but 
our approach is fundamentally different. The difference lies 
in the fact that we will be taking actual small earthquake 
records, sum them in the appropriate sequence and therefrom 
predict the waveform of the most likely fit to the large 
earthquake seismogram.
Hartzell's (1978) recent investigation into earthquake after- 
shocks is the only work known to us in which the author uses 
actual displacement records (of the 1940 Imperial Valley earth- 
quake) to model the displacement seismogram of the main shock 
as Green's functions. Hartzell attributes his success to the 
superior data set, to the previous source studies made by 
Trifunac and Brune (1970), and to the use of displacement 
records which accent the long period content and have an 
averaging effect (Hartzell, personal communication).
The work of Hartzell differs from the work in this thesis by 
the following respects:
(1) There is no evidence in the investigation that the author
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considers near- and far-field observations and hence the 
differences in radiation pattern and propagation effects.
(2] The limitation of Hartzell's work to the time domain,
i.e: there is no consideration of seismic spectra, their 
assessment or spectral comparisons between large and 
small earthquakes.
(3] As a consequence there is no mention of source parameters 
or dimensions and how these could be related to earthquake 
size.
(4) The author had not speculated about differences in the 
fracturing mechanism of the main shock and aftershock 
sequence which might have been useful in understanding 
the rupture process of the large earthquake.
We therefore believe, that these points plus other aspects 
reported in this thesis make our approach in handling this 
particular problem more comprehensive.
5.0.0 AN OUTLINE OF THE WORK IN THIS THESIS:
This thesis is conveniently divided into 2 parts. The first 
consists of chapters 2, 3 and 4 which outline, describe and 
discuss the topics of data processing, experimental procedure 
and analysis techniques. The second part includes chapters 
5, 6 and 7 where we discuss the data sources and present the 
results obtained through the use of the methods and techniques 
developed in the first part.
In the system hardware and data processing chapter we discuss
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the analogue and digital equipments used in this research 
followed by a description of how these systems were utilized 
in processing the earthquake data. The subject is highlighted 
by giving examples.
In Chapter 3 we present the methodology and discuss experimental 
procedure. We begin the chapter with a discussion of fund- 
amental concepts relevant to our approach such as source 
theories and parameters. Next we introduce the approach to 
earthquake simulation employed in this research, pointing out 
the assumptions and the source model adopted. This is 
followed by experimental procedure in which we describe the 
software in the time domain summation with examples on 
artificial and real data. The chapter is concluded with a 
discussion of the problem of incompleteness of the earthquake 
samples.
Chapter 4 is devoted to analysis techniques. These include 
the Fourier Transform method and a description of the software 
used in obtaining the spectra. The concept of corner 
frequencies is dealt with and the differences between 
theoretical and real spectra investigated. Next we introduce 
the cubic spline approximation to smooth the seismic spectra, 
how it was applied and how it compares with the original 
spectrum. The chapter is concluded with examples of some 
important features encountered on the spectra of the analysed 
earthquakes.
Chapter 5 heralds the beginning of the second part of this 
thesis in which we describe the far-field Chile data set 
observed from SAAS. Divided into 3 sections the first
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discusses the array, the second gives a general description 
of South American seismotectonics with emphasis on the source 
region, while the third is an outline of .the earthquakes 
studied and presented in Chapter 6.
Chapter 6 reports the results obtained for the Chile source. 
The chapter begins with a re-evaluation of the kinematic and 
some dynamic source parameters of the earthquakes studied. 
This is followed by a discussion of phase identification and 
how the apparent velocities and azimuths used in the simulation 
process were estimated. The summation scheme, the principle 
of array transposition to the source and the direction and 
sequence of trigger is next discussed. In the final section 
we present and discuss the results arrived at in both time and 
frequency domains.
In a generally similar manner we present in Chapter 7 our 
findings regarding the Rabaul data set which represents an 
example on near-field observations. Disimilar, however, from 
the far-field source by the fact that no consideration is given 
to dynamic source parameters due to unavailability of data. 
The chapter begins with a description of the seismotectonics 
and geology of the source region. Next we briefly outline the 
receiving network and the data. The following 2 sections 
include event relocation local magnitude estimation, phase 
identification and estimation of velocities and azimuths. Next 
we discuss the summation scheme and how the local shocks were 
segregated into groups. The final section consists of the 
results with discussion.
In the concluding chapter - Chapter 4 - we draw upon general
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as well as specific conclusions arrived at during our 
research. Possibilities for future research based on the 
worK in this thesis is finally discussed.
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CHAPTER 2 
SYSTEM HARDWARE AND DATA PROCESSING
1.0.0 INTRODUCTION;
Seismic data are recorded either in analogue form or more 
recently through on-line digital recording systems. The IGS 
magnetic tape library consists of recordings of the former 
where seismic data is recorded on multichannel, frequency 
modulated carrier waveforms on 1- or 5-inch magnetic tapes.
This chapter is intended to discuss existing IGS processing 
methods and instrumentation, most of which were utilized in 
processing the earthquake data used in this research. For a 
comprehensive account of data processing facilities available 
at the Global Seismology Unit, IGS, the reader is referred to 
Houliston (1975) and Houliston et al (1976].
The chapter first describes one of the analogue processing 
systems, its instrumentation and functions. This is followed 
by a section discussing the main digital processing system 
comprising the POP 11/50 computer, its interfacing modules, 
peripheries and some of its data handling software. In both 
of these sections we have included some rigorous technical 
detail which is useful information and which we believe is 
relevant and complementary to the third section. The third 
and final section discusses how these systems were used in 
processing the earthquake data in preparation for experiment- 
ation and subsequent analysis. This is highlighted by giving 
specific examples.
2.0.0 THE ANALOGUE PROCESSING SYSTEM:
This is the main on-line analogue processing system, situated 
in the IGS Computer Suite on level 5. In addition to
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providing analogue replay facilities, the system is interfaced 
with the PDF 11/50 computer to provide for analogue-to-digital 
(digitization] or digital-to-analogue conversion.








2.1.0 The EMI SELAB 5000B Replay Unit:
The SELAB 5000B unit is fitted with frequency modulation (FM] 
playback modules providing a 24-track data-replay facility. 
The TD10MK-3 tape-transport incorporated in the unit is equippec 
with 2 x 12-track interlaced replay heads. Provision is made 
for the transport to handle 1-inch (24'5mm) wide magnetic tapes 
at 8 standard speeds: 120, 60, 30, 15, 1\, 3z, 1%, and 15/i e in/s, 
(Fig. 2.1). The FM playback modules are set to low-band 
operational mode, such that tape speeds of 15, 30, and 60 in/s 
will select filters with bandwidths of 2-5, 5 and 10 KHz 
respectively.
The pre-amplification and demodulation stages incorporated in 
the unit are schematically illustrated in Figure 2.2. The 
demodulation output sensitivity is set to ±5 volts for a 
maximum carrier frequency deviation of 40%. Flutter compens- 
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FIG 2-2 
PREAMPLIFICATION AND DEMODULATION STAGES
compensation reference tracK (11 - odd and 12 - even] in 
anti-phase fashion to the output of all other FM channels. 
This is equivalent to subtracting the flutter signal from all 
other channels. By this means, as much as 97% of the flutter 
can be eliminated from a seismic trace (Houliston, 1975).
The tape speed and tension on the unit are separately servo- 
controlled, to ensure that tape "flutter", "skew", and "time- 
displacement" errors are Kept to a minimum. Replay could be 
performed in both forward and reverse directions.
The playback speed, when the data was digitized was set to 
1\ in/s (xS4 of actual recording speed). This gives an r.m.s. 
S/N ratio of 48 dB with the -3 dB point at a bandwidth of 
1-25 KHz.
2.2.0 Programming Board:
The SELAB unit, as well as all other analogue units, is 
connected to a programming board. This acts as a "connecting 
centre" to facilitate the interconnections between various 
instruments. By suitably inserting "shorting pins", it is 
possible to connect channel outputs to jet-pen inputs, include 
or exclude filters, incorporate bass-lift circuitry or not. 
Some of the various functions of the programming board are 
shown in Figure 2.3.
2.3.0 Analogue Filters:
The filters incorporated in processing are a set of 16-KEMQ 
type VBF/8, solid state, dual variable, analogue filters with 
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FIG 2-4 FILTER RESPONSE CHARACTERISTICS
consists of 2 separate channels, when connected in "DISCRETE" 
mode function as a high-pass or a low-pass with an attenuation 
rate of 48 dB/octave. In "SERIES" mode the filter channels 
function as a bandpass with cut-off limits from 0-001 Hz - 
100 KHz attenuating at 24 dB/octave.
The bandpass is selected through 3 rotary decade switches 
[tens, units and tenths] plus a 5-decade multiplier (0-1 Hz - 
1 KHz) located on the front panel.
The transient frequency response of these filters is a fourth- 
order Butterworth with maximal flatness for optimum performance 
in the frequency domain. The normalized amplitude and phase 
characteristics are shown in Figure 2.4a and b.
2.4.0 Ink-Jet Recorder:
The ink-jet recorder (ELMA-SCHONANDER) used to obtain paper 
records is one of several owned by IGS. The most important 
components are the following:
(i) Attenuator Unit: This is equipped with 16 input channels 
and a panel provided with the equivalent number of rotary 
switches each of which has 8 positions giving output 
sensitivity of 0-025, 0-1, 0-25, 1-0, 2-5, 10, 25 and 
100 v/cm. An extra "time channel" is provided to give 
1 Hz spikes for real time markings.
Cii] Ink unit and galvanometers: The high pressure ink fed 
by the ink passes through a filter in each of the 16 
galvos, then through a glass capillary and finally 
leaves a nozzle as a narrow and steady jet. When the 
galvo electromagnets are energized, the permanent magnet.
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attached to each capillary, rotates, thus rotating the 
nozzle and the inK-jet is deflected. The maximum 
deflection is ± 40 and the frequency response of the 
galvos is flat out to 1-2 KHz.
(iii) Paper feed unit: This unit consists of an electronic
servo-amplifier with a D.C. motor, a tachometer generator 
and a mechanical gear. Three speeds are provided by the 
gear: 25, 50 a.nd 100 mm/s with a speed-up of x10 and a 
speed-reduction of xO-1.
2.5.0 The Audio Monitor:
This is a small unit consisting of a stereo amplifier and 
headphones. The principle of operation is simple, fast, 
efficient and effective. By plugging the headphones into the 
desired input channel on the jet-pen panel, and replaying the 
tape at selected speeds (usually 3; of 7\ in/s), it is possible 
to bring typical short period seismic frequencies (0-3 - 20 Hz) 
into the human audibility range [30 Hz - 20 KHz). The ear then 
becomes sensitive to any sudden change in amplitude or 
frequency, thus indicating a disturbance. With experience, 
these disturbances could be deciphered as seismic or non- 
seismic events.
2.6.0 The Bass-Lift Unit:
One of the most effective and essential components employed 
in the processing of the earthquakes used in this research 
was the bass-lift instrument. The design and development of 
this analogue equipment was motivated by the need to recover
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long periods (>1«0s) seismic waves from magnetic tapes 
recorded by short period seismometers such as the Willmore 
MKII. Achieving this aim had a direct bearing on the research 
project. Since by recovering long periods it was possible to:
(a] reveal to the naked eye the longer period contents
inherent in the records which would otherwise have passed 
unrecognized.
(b) use these bass-lifted traces in experimentation with the 
objective of constructing a larger earthquake motion from 
smaller earthquake records.
Furthermore, and a point well worth emphasizing, is the fact 
that the signal-to-noise ratio at long periods, as recovered 
by the bass-lift, is better than that obtained if the 60 dB 
C± 12 bit] digitizer is operated on the original short period 
recording. This effectively means that we can process signals 
in the composite system which could not have been handled 
entirely digitally (see Section 4.5.0].
2.6.1 Amplitude and Phase Response:
The design and circuit diagram of the bass-lift is described 
by Laughlin and Waugh (1979]. This section is therefore 
intended as a brief outline of the basic function of the 
instrument.
The bass-lift circuit is designed to extend the velocity 
response of a Willmore MKII seismometer (or similar short 
period instruments] down to selected longer periods. This is 
achieved by employing a high-pass filter placed in series in
- 24 -
than that at which the MKII starts to role-off, thus causing 
"over-compensation". As the 12 dB/octave slope is fully 
attained this diminishes to "perfect-compensation" represented 
by the flat from 0-3 - 0-1 Hz. The figure also depicts that 
the overall asymptotes intersect slightly beyond 12-5s. 
Giving a 3 dB point at about 15s period. This suggests that 
the 10s bass-lift compensation is probably good out to about 
15s.
It is worth noting that if an under-damped response were to be 
used the "hump" would almost certainly be sharper and more 
pronounced due to the coupled effect of the short period 
response at the beginning of the role-off and the mis-match in 
frequencies mentioned above.
The phase response of the circuit for 10, 20 and 40s periods 
is shown in Figure 2.6. It is interesting to point out that 
these responses do not peak at the 3 dB point neither do their 
peaks attain 180 . This we believe, is due partly to the 
extra compensation provided by the active filter as compared 
with the simple R.C. approximation, and partly to the fact 
that the bandwidth is too narrow to allow the full asymptotic 
condition to be attained.
Figure 2.6a is a schematic plot illustrating the overall phase 
response at the 10s filter with the equivalent bass-lift 
response and a calculated short period response for a pendulum 
at 0*6 critical damping (see for example: Richter, 1958; 
Willmore, 1960; Luh, 1977). The figure indicates that the 
overall phase delay around 10s is a lag of about ir/2» while 
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the feedbacK loop of an operational amplifier.
The network consists of two such modules connected in series. 
Each filter module has an attenuation of 6 dB/octave. The 
gain of the amplifier thus increases, in this ratio, as the 
frequency of the input signal decreases. The upper limit of 
gain in each module is governed by a feedback resistor in 
parallel with the high-pass filter. This inturn dictates the 
input period beyond which the circuit ceases to compensate for 
the seismometer response.
The resistor is switchable to give overall responses of 2, 5, 
10, 20 and 40s periods. Beyond the 3 dB of the 40s filter, 
instrumental noise prevails and becomes troublesome. Provision 
is made for 3 speed-up factors of x40, x64 and x80 in addition 
to 4 input/output channels.
The amplitude response of the bass-lift at the different 
filters is shown in Figure 2.5. For comparison, the figure 
also depicts an under-damped MK.II velocity response at an 
arbitrary gain. The broken line, parallel to the MKII role- 
off, intersects the response curves of the respective filter 
settings at their 3 dB value. This schematically illustrates 
how the bass-lift effectively extends the velocity flat to 
selected longer periods.
Figure 2.5a shows the overall amplitude response at 10s period 
obtained from the sum of a 10s filter response and that of an 
MKII at 0*6 critical damping. The "hump" over the frequency 
range of 5 - 0-3 Hz is believed to be due to the fact that the 



















































our observations where the maximum detectable delay between 
the short period and bass-lifted channels for 1«0s period 
seismic waves is a lag of about 0»1s (see Section 4.5.OK At 
10s periods, of course, it was extremely difficult to measure 
phase delays since on the short period seismograms these 
periods are drowned in background noise.
It is important to note also that Figure 2.6a is purely 
schematic, and is only intended to give an idea of phase 
responses. For actual measurements of phase delays the figure 
should contain the phase response of an experimentally derived 
short period electromagnetic transducer and not that of a 
pendulum undergoing simple harmonic motion.
The observed minor departures of the actual phase response 
from the ideal target are not critical if all channels are 
well matched to each other. This is because our prime 
interest will be focused on the bass-lifted traces of 
different events at a single station or the same event at 
different stations. In either case, as will be shown in 
Chapter 3, we collate the bass-lifted records according to a 
reference trace or according to the time channel.
2.6.2 Transient Response:
To test how the bass-lift responds to transients we implemented 
the following experiment. A decaying, 1 Hz sine wave was 
generated by an oscillator and input to the circuit. The 
amplitude and duration of the transient was controlled by a 
waveform function regulator. The input (S/N) and output (S/BL) 
























































































































































































2.8. It is evident from these figures that the response of 
the bass-lift is ultimately dependent on the amplitude, 
duration and polarity of the input transient. Note particu­ 
larly how the circuit responds to a partly saturated input 
signal [Fig. 2.7}.
In examples later in this chapter, we show how this "ringing" 
feature is encountered in actual earthquake records where a 
substantial part of the P-coda is overloaded.
Having given an outline of analogue instrumentation and 
functions we turn to discussing the digital processing system 
used to digitize and handle our earthquake data.
3.0.0 THE DIGITAL PROCESSING SYSTEM:
This section deals with a description of the digital processing 
facilities available at IGS. The systems flexibility, inter­ 
facing, wide variety of peripherals and software make it a 
unique and powerful ensemble of digital equipment capable of 
processing seismic data from all on-line analogue replay 
systems.
3.1.0 The POP 11/50 Computer:
The DEC POP 11/50 is a medium range computer designed as a 
powerful computational tool for high speed real-time seismic 
applications. The machine has 32K-ward (1K = 1024 words) of 
addressable memory space.
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3.1.1 Central Processor Unit (CPU):
The CPU has a cycle time of 300 ns and performs all arithmetic 
and logical operations required in by the system. The central 
processor consists of two modules mounted integrally: A 
floating point processor CFPP) providing real and integer 
arithmetic operations; a memory management unit CMMU) which 
functions as a complex memory management through relocation 
and protection. The POP 11/50 hardware is optimized towards 
a multiprogramming environment and the processor therefore 
operates in 3 modes: Kernal, Supervisor and User. When in 
Kernal the program has complete control of the machine. In 
the other two modes the CPU is inhibited from executing 
certain instructions and can be denied direct access to the 
system peripherals.
The central processor contains 16 general registers which can 
be used as accumulators, index registers or stack points. 
The processor status word (PSW) contains information on the 
current status of the machine.
Communication of the CPU with the memories, registers, and 
peripherals is performed through a bidirectional asynchronous 
bus Known as the UNIBUS. Figure 2.9 is a block diagram 
illustrating the CPU data paths.
3.1.2 Memory:
Memory is the primary storage medium for instructions and data 
manipulation. Three types are available on the 11/50:





















































































































































450 ns and communicates directly with the CPU through an 
internal UIMIBUS. The CPU controls the MOS memory by means 
of a solid state memory controller containing 4 x 4K.-word 
of MOS thus allowing the user to access a total of 16K- 
word of MOS.
(b) Core Memory: The core is a read/write, random access, 
coincident current memory with a cycle time of 850 ns. 
It is organized in a 3-D planar configuration using 18 
mil. magnetic cores and giving 16K.-word of store.
(c) Cache Buffer Memory: This module has a cycle time of
300 ns and resides in the CPU. The cache buffer provides 
the necessary control logic to map overlay the entire 
main memory, thus achieving an average increase of 35% 
in the speed of the MOS memory.
3.2.0 Interfacing:
The logic equipment through which the machine communicates 
with the outside world is called an interface. Three such 
modules exist on the 11/50:
3.2.1 General Device Interface (DR11-C]:
This is a general purpose interface between the POP 11/50 
UNIBUS and the user's peripherals. It provides the logic and 
buffer register necessary for program-controlled parallel 
transfers of 16-bit [2-word) data between the system and an 
external device. The DR11-C also includes status and control 
bits that may be controlled by either the program or the 
external device for command, monitoring, and interrupt functions,
- 30 -
3.2.2 Analogue-to-Digital Subsystem (AD01-D):
This module is a flexible, multi-channel digitizer which 
interfaces directly with the computer. It consists of a 32- 
channel solid state input multiplexer, programmable input 
range selector, A/D converter, control and bus interface. 
The AD01-D is connected to 2 Schmitt triggers and provides 
10-bit digitization accuracy of unipolar high-level analogue 
signals having a nominal full-scale range of 0-0 to 0-25, 
2«5, 5-0, or 10-0 volts. An optional sign-bit allows 11-bit 
bipolar operation up to a maximum sampling rate of 12,000 SPS. 
Sampling may be controlled from the flutter carried signal of 
an analogue tape via one of the Schmitt triggers or by means 
of an internal computer clock. The other trigger may be used 
for end-of-tape (EOT) detection by prompting the machine to 
cease processing.
3.2.3 Digital-to-Analogue Subsystem (DA11-D):
This module provides 12-bit bipolar digital-to-analogue 
conversion. The DA11-D is equipped with 16 replay channels 
compatible with the jet-pen recorder and has a full scale 
output voltage from 0 to ±10 volts.
3.3.0 Peripherals:
3.3.1 Storage Media: Three types are available:
(a) Two RK05 Cartridge Disks, one fixed [system disk), the 
other removable. This device provides a mass storage 
medium for large volume, random-access data. Permanently
mounted in a protective case, each disk cartridge has the 
capacity to hold 1-2 million words and has an average 
access time of 70ms.
(b) Two RX01 Floppy Disks: These are thin, flexible, oxide 
coated diskettes similar to the 45-rpm phonographic 
record. This random-access device provides a low cost 
storage, interchange and software distribution medium for 
critical I/O applications. Each diskette is capable of 
storing up to 256,256 8-bit bytes [1 byte = 5 word).
[c) Two DIGI-DATA Magnetic Tape Transports: These 9-track 
drives provide a high performance, virtually unlimited 
capacity medium for reading, writing and storing large 
volumes of data and programs in a seriel manner. The 
subsystem uses j-inch magnetic tapes loaded on 7-, 83- 
and 10^-inch diameter reels giving 600-, 1200- and 2400- 
feet of tape respectively. With two tape densities of 
800 and 1600 BPI a 2400 ft tape has the capacity to store 
18 or 36 million bits of data.
3.3.2 Input/Output and Display Hedia:
(a) PC11 Reader/Punch is a high-speed paper tape reader and 
punch reading at 50 characters/s.
(b) LA180 Line Printer operates on-line with the computer
and its associated peripherals and is capable of printing 
132 characters per line.
(c) DACOL VDU Terminal is an alphanumeric display device
consisting of a CRT (Cathode ray tube) screen and a self-
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contained Keyboard. The VDU is used to compose, edit and 
forward information to the computer; retrieve and update 
alphanumeric data contained in the computer files; receive 
instructions from the CPU; and perform on-line debugging. 
The device is provided with data transfer rates of 100, 
300, 600, 1200, -2400, 4800 and 9600 Baud and a full duplex 
and 5 duplex option.
(d) Tektronix 4014 Terminal is a versatile display device
which operates in both alphanumeric and graphic mode. In 
addition to the VDU functions, the terminal is connected 
to a VERSATEC hard copy unit to produce fast copies of 
what is displayed on the screen.
(e) HP7221A Graphics Plotter is directly interfaced with the 
11/50 and offers a hard copy, A3 size, multicolour, 
plotting facility. This plotter is useful for obtaining 
high quality plots.
Almost all the above mentioned devices, modules and interfaces 
plus the main computer memory were heavily used in our data 
processing and experimentation. Some of the more important 
software utilized in conjunction with the digital equipment 
discussed so far, is next outlined.
3.4.0 RT-11 System:
The POP 11/50 computer is operated through the RT-11 
programming and operating system. This permits the use of all 
peripherals as well as 28K-word of either MOS or core memory. 
The RT-11 is set to a single-job operating environment although 
this could be changed to a foreground/background monitor
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capability. In addition to the monitor facilities, the 
system offers a complement of handling software using high 
level languages such as FORTRAN IV or assembly languages like 
MARCO.
The Text Editor (EDIT) is used to create or modify source 
files for use as input to language processing programs such 
as the assembler or FORTRAN.
The Peripheral Interchange Program (PIP) is the RT-11 file 
maintenance and utility software used to transfer, rename, 
list files ... etc. The Linker Program (LINK) fixes the 
values of relocatable symbols and converts the object files 
into load module to be run in the foreground. The FORTRAN 
Compiler and System Library (SYSLIB) are both used to write 
some source programs which when compiled and linked can be 
executed by the computer.
The above handling software plus specialized programs to 
digitize (MTDIG), replay (MTREAD and REPLAY), select (FINDEV 
and HOP), collate (BEIN) digitized files or channels were 
again indispensable to our needs in processing.
4.0.0 DATA PROCESSING PROCEDURE:
So far we have described, in some detail and length, the 
analogue and digital processing systems available at Global 
Seismology, IGS. The aim of such an account is to give an 
idea of the variety and diversity of hardware utilized in 
processing the earthquake data used in this research.
To go into the details of processing in a step-by-step
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fashion is not an easy task and could well prove to be of 
little significance. There are, however, a number of funda­ 
mentally important criteria that must be taken into consider­ 
ation before embarking upon a successful processing scheme. 
It is appropriate, therefore, to discuss these criteria, 
which it is hoped, when put together form an outline of what 
is actually involved in data processing.
4.1.0 General Considerations:
Before converting an analogue trace into digital form, many 
aspects have to be considered. First and foremost is record 
content and hence the aim of the seismological investigation 
undertaken.
In this research we are interested in record simulation with 
the objact of constructing a large earthquake source from the 
sum of individual smaller shocks. We, therefore, need to show 
in both time and frequency domains how the constructed record 
progresses towards a large source motion. This means that we 
are dealing with time series as well as spectral analysis. 
For this reason and because we need eventually to evaluate and 
assess the spectrum with some dynamic source parameters, the 
complete seismogram with its different waves and periods is 
paramount and should be included in processing (see Section 
3.0.0 of Chapter 4 for other reasons).
Subsidiary to the above but equally important are consider­ 
ations like the bandwidth of the seismometers, dynamic range 
of the recording ... etc. These have to be clearly known in 




In selecting our data sets we made a great deal of use of both 
visual and audio techniques, i.e: by replaying records on 
paper and by "listening in" to events.
The audio method was particularly useful in searching through 
the Rabaul tapes where numerous, small magnitude, local shocks 
were picked-up, replayed, processed and analysed (see Chapter 
71.
The Chile data set, on the other hand, were initially selected 
from seismological bulletins like NEIS-PDE monthly listings 
and ISC bulletins. The SAAS tapes for these shocks were then 
replayed, visually identified, processed and analysed (see 
Chapters 5 and 63.
At this stage of processing we used the replay unit, 
programming board, ink-jet and audio monitor described in 
Section 2.0.0.
4.3.0 Filtering and Bass-Lifting:
Having selected the data from both sources we proceed to 
filter and bass-lift. Here it is important to consider the 
energy and frequency content of the signals coming from the 
two different source regions.
For the Rabaul events where the source-receiver distance ranges 
from 4Q-16Qkm, it was observed that almost all shocks have a
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substantial amount of energy at frequencies between 8-12 Hz. 
Therefore a filter bandwidth of DC-15 Hz was sufficient. For 
such relatively high frequency local earthquakes, and from our 
experience with the bass-lift unit, it was appropriate to set 
the circuit period to 5-Os. This would effectively limit the 
high-pass to 0-2 Hz.' Beyond this period system noise prevails. 
This is because the small amplitudes of these events do not 
rise above system and/or earth noise at the longer periods.
The situation was different for the Chile earthquakes where 
seismic frequencies fall in the teleseismic range (0»2 - 300s) 
The shortest periods observed on these seismograms were 
between 0-2 - 0-4s. Hence a 5 Hz low-pass was selected and 
the low frequency end was limited by the 10s bass-lift filter. 
Here again we found that beyond this period system noise 
prevails.
4.4.0 Digitization:
Digitization is actually performed by the A/D subsystem 
described in Section 3.2.0 through the use of the relevant 
software (Section 3.4.0).
The frequency content of the earthquake records replayed at 
a certain speed in relation to the cycle-time and core size 
of the computer determine the optimum sampling frequency. 
This frequency must be, at least, an octave (ratio of 1:2) 
higher than the low pass or high cut-off. The sampling rate 
for the Rabaul events was therefore set to 30 SPS, while that 
for the Chile earthquakes was selected as 10 SPS, It 
immediately follows from these values that the maximum
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retrievable or Nyquist frequencies will be 15 and 5 Hz 
respectively. This and the general topic of spectral analysis 
is the subject matter of Chapter 4.
As far as the gain of digitization was concerned, this was 
set to 1-25 volts throughout the digitization of the Rabaul 
data except RDD72 and RDM73 where 10 volts was chosen. On the 
other hand, and for the larger shocks amongst the Chile source 
viz: CB001, CB022, CBOOA, CBOOB, and CBOOC, the gain was set 
to 10 volts, while for the other lower magnitude aftershocks 
a 2*5 volts gain was appropriate.
4.5.0 Examples of Processed Seismograms:
Here we present specific examples of processed seismograms 
from both data sources which are now ready for experimentation 
and analysis. The intention is to illustrate to some extent 
what we have been discussing pointing out salient features 
most important of which is bass-lifting. Note that all 
seismograms shown have 3 channels: Time; a normal vertical 
component (Z/IM); and a Bass-lifted version (Z/BL).
In Figure 2.10 examples are shown of a major and minor event 
from Rabaul as seen by ETV. The upper RDM73 seismogram 
illustrates the unavoidable problem of saturation. Taking the 
Z/BL trace it is possible to observe the difference between 
original overloading [first 30s) and that produced by the 
digitizer overflow (the following 2 minutes). This is despite 
selecting the maximum dynamic range of the digitizer i.e: 10 
volts.
































































































































































some extent the 5-Os filter. Comparing that with its Z/N 
trace, it is possible to notice some longer periods rising 
above noise.
Figures 2.11 through to 2.14 illustrate examples of seismograms 
from the Chile source at some southern array stations. Figure 
2.11 again shows the overloading problem we were faced with 
the Z/BL at both stations showing original saturation as well 
as digitizer overflow. Original saturation of large events like 
CB001 at SAAS stations is unavoidable because of the array's 
common gain (see Chapter 5).
We are well aware that this problem causes waveform distortion 
and generates spurious high frequencies. Nevertheless, this 
set back did not hinder our efforts to proceed with experiment­ 
ation and analysis because it will be seen in Chapter 4 how 
this particular problem is insignificant, as reflected on the 
spectrum, compared with clipping on the Z/N channels.
Perhaps Figure 2.12 is a good example of the basic function of 
the bass-lift instrument. It is clear here that the surface 
waves revealed on the Z/BL of both stations are quite conspicuous 
and show high resolution while they could pass unnoticed on the 
Z/N traces. This is the outstanding advantage of the bass-lift 
mentioned earlier (Section 2.6.0).
The figure also depicts what we have previously identified as 
"ringing" due to the input of a partly saturated signal (Section 
2.6.2], The transient due to overloading of the P-arrivals 
seems quite similar to those illustrated in Figure 2.7.


































































































































































































































































































































































































































































































































































































































































































and is therefore treated in Chapter 4.
Another Chile event showing a noisy and quiet station is 
pictured in Figure 2.13. As outlined in Chapter 5, there are 
some array stations noisier than others, but such local noise 
is randomised as much as possible in summation (Chapter 3) and 
hence does not pose a major problem in analysis.
Finally Figure 2.14 depicts the phase lag of the bass-lift 
10s filter. For the first few p-phases, it is evident that 
the Z/BL lags by no more than 0-1s.
CHAPTER 3 
METHODOLOGY AND EXPERIMENTAL PROCEDURE
1.0.0 INTRODUCTION;
This chapter is intended to explain the method and experimental 
procedure adopted in our attempts to model large earthquake 
motions from smaller earthquake records.
The chapter begins with a discussion of fundamental concepts 
relevant to our approach. These include the physics of an 
earthquake process, point source and dislocation theory, source 
parameters, size of shocks and near- and far-field concepts.
Next we introduce the approach to earthquake simulation 
employed in this research, pointing out the assumptions 
involved and the working source model adopted. Under this 
section we also discuss the method used to assessing the 
simulated source.
Experimental procedure is next discussed with an outline of 
the beamforming technique, and the program used, how it is 
tested and applied to some earthquake ensembles. This is 
highlighted by examples on real data with discussion.
The chapter is concluded by discussing the topic of incomplete­ 
ness of earthquake samples.
2.0.0 FUNDAMENTAL CONCEPTS:
2.1.0 The Earthquake Process:
An earthquake is a physical process whereby large volumes of 
rock, previously in a state of high stress, undergo sudden 
rupture. This phenomenon usually occurs along pre-existing 
fault surfaces representing zones of weakness in the earth's
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lithosphere or upper mantle. The actual process may be 
summerized as follows:
(a) Due to long-term relative tectonic motions between litho- 
spheric plates a dynamic stress field is generated (in the 
vicinity of a fault].
(b) As this stress gradually increases it eventually exceeds 
the strength of the rock material in the focal region. At 
that instant faulting occurs and the stored elastic energy 
is converted to kinetic energy radiated as seismic waves, 
transformed into heat, or is stored as potential energy 
elsewhere in the region.
(c) After an earthquake, the stressed medium is gradually
restored to an equilibrium state, through the release of 
residual strains in the form of aftershocks and fault 
creep.
Stressdrop occurring along and over a limited part of the 
fault surface is therefore an important source factor in 
defining an earthquake process. This parameter amongst others, 
collectively known as dynamic source parameters have been 
extensively used especially in recent investigations of the 
earthquake source.
Studies aimed at understanding the physics of an earthquake 
process began with the work of Reid (1910) in his study of the 
San Francisco earthquake of 1906. Reid's elastic rebound 
theory set the physical foundation of what we now understand 
as the theory of the source.
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2.2.0 Point Source Theory:
The theory of point sources stemmed from the early work of Love 
(19275 and is well described by Brune (1976). The radiation 
pattern of long-period waves from earthquakes at teleseismic 
distances can be approximated by this approach. The model 
consists of a system of 4 forces in equilibrium symmetrically 
arranged into 2 couples, acting at a point along the fault. 
This double couple source and its P- and S-wave radiation 
pattern has been used to obtain fault orientations (P-waves) 
and slip directions (S-waves) by fault plane solutions (Hodgson, 
1957; Honda, 1957; Keilis-Borok, 1957; Balakina, et al, 1961; 
Stauder, 1962, Ritsema, 1964, and many others).
2.3.0 Dislocation Theory and Source Paraments:
It was not until the late 1950's that much theoretical 
consideration was given to the source through the work of 
Vvedenskaya (1956), Steketee [1958) and Knopoff and Gilbert 
(1959). The mathematical framework upon which source studies 
are based is called elastic dislocation, shear dislocation or 
simply dislocation theory.
In this theory an earthquake fault is mathematically modelled 
by a slip-displacement discontinuity U(r,t) along a fault 
surface £ in an elastic medium. The slip function is usually 
a step or ramp in time with (r) describing the position 
along the fault relative to the focus. Since most 
observations agree with a double couple force system to 
represent an earthquake source, the perpendicular slip 
component to the fault is neglected and the slip then becomes
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a shear dislocation.
The dislocation is assumed to propagate along the fault at 
constant rupture velocity vp, usually about 0-72-0-9$, the 
shear wave velocity.
In approximating the shape and size of sources the geometry of 
a fault has been modelled as rectangles, circles, or ellipsoids 
with the rupture propagating' in a unidirectional or.bidirect­ 
ional manner. Within dislocation theory, a number of so-called 
Kinematic models have been proposed to explain the earthquake 
source (Ben-Menahem, 1961; Haskell, 1964, 1966; Savage, 1966; 
AKi, 1967; Wyss and Brune, 1967; Trifunac and Brune, 1970). 
In all of these fault models, the slip function U(r,t) 
arbitrarily describes the rupture growth on a fault surface. 
To eliminate this arbitrariness, the problem of the rupture 
process has to be solved. Some progress has been made in this 
direction by the introduction of dynamic models such as those 
proposed by Kostrov (1966), Archambeau (1968), Burridge (1969), 
Brune (1970), Hanson, et al (1971), and Madariaga (1976, 1978).
A useful review of theoretical relationships describing 
different source models is given by Kanamori and Anderson 
(1975) and Geller (1976). We, therefore, mention here some 
important, partly empirical, parameters common to all source 
models:
(a) Seismic Moment: The total moment of the double couple 
force system on the fault surface equivalent to the 
dislocation is given by:
PL = y U S
- 44 -
where: S is the fault area
U is the final dislocation U(r,<*0 averaged over S.
y is the rigidity usually taken as 3X10 11 dyne/cm2
(b) Apparent Stress : This is defined by:
no =
o
where: E is the radiated seismic energy
n is the efficiency of radiation
a is the average of the initial stress a and final
stress a along the fault.
(c) Stress Drop : This is the difference between a and a
0 1
defined as:
Ao = en /S 3 /2 
o
The constant c depends on the fault shape and slip 
direction:
For circular faults: c = 7_ IT 3/2 [Eshelby, 1967; Keilis-
16
Borok, 1959).
For rectangular faults with length L and width W where 
L > W:
1_
c = 4/7T [L/W] 5 - buried strike-slip (Knopoff, 1958) 
and
c = 16/37T (L/W) 5 - buried dip-slip CStarr, 1928)
A medium to large size earthquake seismogram usually carries 
information relevant to the above parameters. This coupled 
with prior knowledge of the geology and tectonic setting of 
the focal region is frequently used to assess the hazard of
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an earthquake-prone area.
Some of the theoretical relationships published by Kanamori 
and Anderson (1975) are used in Chapter 6 to estimate 
certain source parameters of the far-field Chile data set.
2.4.0 Seismic Spectrum and Corner Frequency:
We mention this topic in passing since it is discussed in more 
detail in Chapter 4.
The seismic energy radiated from an earthquake is the basis 
of our Knowledge regarding the details of the source. The 
amplitude spectrum of the displacement function used in 
dislocation theory has become a valuable tool for investigating 
some dynamic source parameters. As a result, the various 
models proposed for the earthquake source have approximated 
the source spectrum with two asymptotes: one of constant 
amplitude characterizing the low frequency portion of the 
spectrum; the other inversely proportional to some power of 
frequency, characterizing the high-frequency portion. With 
these approximations seismic spectra have been represented on 
log-log plots by three source parameters, (Fig. 3.1):
(a) Low-frequency level fi proportional to N .
(b) Corner frequency u> related to S.c
-1 -2 -3
(c) High -frequency asymptotes o> , to , and 01 related to
the degree of dislocation discontinuity and to the details 
of the fracturing mechanism.
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gross spectral shape of Figure 3.1, but*there is still 
controversy regarding the high-frequency asymptotes (Aki, 
19723 and the P- and S- corner frequencies (see Chapter 4],
2.5.0 Earthquake Size:
The magnitude scale was the first and most widely used 
quantitative estimate of the size and strength of an earth­ 
quake. Richter's (1935] local magnitude H uses short period 
(0-1 - 2'0s) crustal waves from earthquakes at short distances. 
This is equivalent to wavelengths of 300m to 6km.
Gutenberg M945a,b,c] extended the M measure to earthquakes 
from distant sources, by introducing the m and M scales. M 
measures the energy contained in 20s surface waves while m. 
corresponds to body waves having periods of about 1-0 - 5-Os. 
These magnitude scales and their inter-relationships 
(Gutenberg and Richter, 1956a,b) cover fault lengths of the 
order of 3 - 60km.
For greater fault lengths, these scales "saturate" because 
they represent estimates of seismic energy at specified wave 
periods. This inherent weakness in magnitude determination 
seems to have been overcome by the introduction of a new scale,
M (Kanamori, 1977a, 1978]. In this scheme the overall size 
w
of an earthquake is calculated from PI which involves 
integration of the seismic energy release over the whole 
spectrum. Such a spectral description of the source gives a 
more realistic representation of the time-space history of the 
faulting mechanism.
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This new convention will be the basis of our assessment of the 
seismic spectrum as will be seen later.
2.6.0 Far- and Near-Field Observations:
EarthquaKes originating at epicentral distances greater than 
20 are Known to most investigators as far-field observations. 
At these distances and for periods greater than the source 
size, a fault can be approximated as a point double couple'. 
Consequently, the spectral shape of the radiation assumes the 
form represented in Figure 3.1, with its absolute value 
increasing in proportion to the product of dislocation and 
total fault area.
At short distances, i.e. in the near-field, the spectrum 
becomes nearly independent of the total area of the fault and 
depends only on the amount of dislocation [Aki, 1968a). The 
difference, therefore, between short and long distances makes 
the use of far- and near-field seismic spectra a powerful 
method for the study of earthquake source mechanisms (Aki, 
1969]. For this reason and others we have selected earth­ 
quakes from both types of sources in the hope that their 
study will disclose information relevant to the mechanics of 
earthquake rupture in general.
Having outlined these topics of relevance, we now set out to 
explain the method and procedure adopted in our simulation 
technique.
3.0.0 METHODOLOGY:
One of the established approaches to earthquake prediction
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research is to find the state of stress inside the earth from 
seismograms of numerous small earthquakes occurring in the 
general area where a large earthquake is expected (Aki, 19B8b). 
As outlined in Chapter 1, the hypothesis underlying this 
research is that large and small earthquakes probably share 
the same tectonic causes.
3.1.0 The Approach:
A large earthquake mechanism is viewed in the light of Huygen's 
Principle in which a propagating wavefront is postulated to 
consist of point sources emitting spherical waves travelling at 
a certain velocity. The total field at some later time is then 
the sum of the fields of each of these point sources. Taking 
this physical principle as a basis we equate remote effects to 
the summation in appropriate time sequence, of the effects 
generated by the stress release in each element of the wave- 
front. We make the additional hypothesis that a small earth­ 
quake record is a reasonable approximation to the contribution 
produced by an element in the wavefront of a large earthquake, 
when the front passes through the small focus. Therefore, and 
according to the above, a large earthquake process could be 
approximated by a summed succession of smaller ones, triggered 
by a propagating dislocation originating from a point source 
and spreading in the most likely direction of stress relief 
along the fault. This displacement must be a linear function 
of stress within the focal region.
Numerous papers have been published in recent years on the 
synthesis of complete seismograms or specific waves radiating
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from known or postulated sources and structures (see for 
example: Wiggins and Helmberger, 1974; Vered and Ben-Menahem, 
1974; Fuchs, 1975; Kennett, 1975; Kelly et al, 1976; Khattri 
and Gir, 1976; Sprenke and Kanasewich, 1977; Keith and Crampin, 
1977). Comparison of such theoretical seismograms with actual 
records can yield valuable information on the agreement between 
hypotheses and reality. Our target is similar but the approach 
is different. It will be to take actual records of small 
events in an unknown structure, and therefrom to predict the 
waveform of a large earthquake.
3.2.0 The Summation Method:
To implement the approach suggested above we ideally require 
a suite of small earthquake records of sufficient quantity to 
sample the focal region of a large source. This population, 
should in addition, share similar faulting mechanisms with the 
large shock. The collection of small records will then be the 
input to a simple time domain summation process, the output or 
resultant sum of which will be compared with a large earth­ 
quake record known to have occurred in the same region. The 
ultimate goal would therefore be to obtain a simulated earth­ 
quake motion that carries the best approximation to the actual 
large earthquake motion.
The summation of component seismograms is performed by intro­ 
ducing appropriate time delays to account for rupture 
propagation velocity and travel times of the different seismic 
phases. Long period components characteristic of large 
motions will emerge because low frequency components of the
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input records interfere constructively while the short period 
elements accumulate at random. The resulting simulated record 
would then contain an enhanced long period content representing 
an approximation to the mechanism and rupture propagation 
process produced by a large source which was built into the 
summation procedure.
On the seismic spectrum, this constructed motion will have 
essentially a scaling effect. As magnitude increases or more 
precisely, as M increases, and at periods longer than the 
total duration of faulting, the simulated earthquake spectrum
will be proportional to "n" (no. of component records), while
" /—"
the high frequency portion will interfere according to /n .
Thus the spectral ratio between large and small earthquakes at 
low frequency will be the square of the ratio at high frequency. 
This is schematically illustrated in Figure 3.1.
The advantages of this method over purely theoretical methods 
of seismogram synthesis are that the stress-drop and faulting 
mechanism characteristics of the source region as well as the 
transfer function of the ray path and receiver are all contained 
in the individual component records and are preserved in 
summation. Therefore, they do not have to be introduced as 
new parameters in the process. Instead, we focus our attention 
on the phasing of the small earthquakes at the receiver, with 
the aim of producing the phasing pattern which gives the best 
eventual fit to the large earthquake motion.
3.3.0 Assessing the Simulation Process:
In order to relate the seismic spectrum to earthquake size and
hence; to measure the progress and degree of success in 
simulation, we require a source model that satisfies two 
criteria:
Ca) it is based on dislocation theory, 
(b) it is geometrically simple.
A rectangular dislocation. Known as the Haskell model meets 
the above criteria (Haskell, 1964, 1966, 1969 ; Aki, 1967; 
Savage, 19725. The basic assumption behind this model is that 
large and small earthquakes are essentially similar phenomena, 
an idea originally advocated by Tsuboi (1956). According to 
Aki [19723, this implies the same fault geometry, constant 
stress-drop, constant rupture and slip velocities independent 
of earthquake magnitude. This concept was supported by the 
observations of Bath and Duda (1964) and used by Aki (1967, 
1972) in his cj-square model.
From our point of view and in order to base our hypothesis on 
a mathematical framework, we make use of the Haskell model 
in conjunction with the similarity condition and assume that 
they are adequate as a first approximation to our observations. 
If this were the case, then the problem of assessing the size 
of the simulated source would be reduced to observing two
parameters on the seismic spectrum: co which would be inverselyc
proportional to fault length [Bracewell, 1965; Aki, 1967) and 
Q which is proportional to M . Therefore a definite shift of 
the corner to lower frequencies with a simultaneous build-up 
of the 0 level according to "n" in the simulated spectrum 
will point in the direction of construction of a greater fault
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dimension and hence a larger earthquake.
In order for such a spectrum to exist, the equivalent time 
series signature, i.e: the simulated seismogram should contain, 
at least in part, a constructed low frequency content character­ 
istic of a large earthquake motion. In other words our strategy 
in experimentation and in subsequent analysis will be in the 
following fashion:
(a) Selecting small earthquake records known to have occurred 
in a common source region.
(b) Grouping, phasing and summing, in the time domain, these 
small sources with the objective of constructing a large 
earthquake motion.
(c) Transforming the individual records and final sum into 
the frequency domain.
(d) Assessing the spectral properties of the results in the 
long and short period ranges (see Chapter 4].
Having established a physical basis for measuring the 




Before discussing the summation procedure involved and the 
program employed we need to identify certain aspects of direct 
relevance.
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The first is the type of observation and hence the frequency 
content, sampling rate, and size of the earthquake files. 
This point was discussed and established for both data sets 
in Chapter 2.
Next is the number of station-event combination. In the near- 
field case, a single network station was used to monitor a 
population of local earthquakes. Therefore it falls in the 
category of a single station-multievent case (Section 4.5.2}. 
For the Chile source, on the other hand, the receiver end was 
an array of stations recording teleseismic activity. Hence 
both single station-multievent case and multistation-single 
event case exist. In all cases and in order to create a file 
containing the Z/BL channels of the group of events or stations 
of interest we must select from each individual file the Z/BL 
trace and collate them with respect to a reference trace. A 
simple program was therefore written to perform this, which 
writes the output into a group file ready for summation. 
Figure 3.2 shows examples of such files.
Of course, the triggering mechanism represented by the sequence 
of sum, and hence the order in which channels are collated and 
aligned, will eventually depend on what we consider to be the 
most likely direction in which the assumed initial dislocation 
sweeps across the fault area. This matter is of cardinal 
importance in our thesis since it will ultimately determine 
whether we are on the right path to constructing a large 
source mechanism or not. To this end, we have devoted approp­ 
riate sections in Chapters 6 and 7 where we explain the 

















































































































































































































































The software used in phasing and summing the collated seismo- 
grams such as those shown in Figure 3.2 is an existing IBS 
program Known as "BEAM". The logic is based on the principle 
of beamforming - a method well known to seismologists as an 
array processing technique. A useful review of this method 
with extensive references is given by Dahlman and Israelson 
(1977). Another authorative reference on array processing is 
the AWRE Report on the Detection and Recognition of Under­ 
ground Explosions published in 1365. The description below 
is mainly taKen from the above two references.
Beamforming is an elementary method in which the records of 
an array are combined to give a seismogram with improved 
signal-to-noise ratio. If there are "n" seismometers, the 
signal "S" at each seismometer [assuming equal performance) is 
summed, after inserting appropriate time delays, to form an 
output of nS. At the same time, the noise "N" will be 
randomly phased and when added will produce an amplitude of 
/nN. Theoretically, therefore, there will be an enhancement 
of /n" in the S/IM ratio.
In practice, however, this theoretical gain is difficult to 
achieve, and the observed gain is usually several dB's below 
the value of /n (Green et al, 1965) . The sum is referred to 
as the "beam" since the time delays are introduced in such a 
way that the output is focused or "beamed" in almost any 
direction with respect to a point on the earth's surface.
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If a seismic wave is travelling along the array it will reach 
each seismometer with a time delay governed by the ground 
velocity, the velocity in the horizontal plane of the earth's 
surface, and by the seismometer spacing. A line of seismo­ 
meters parallel to the wavefront of the required signal has 
the best azimuthal resolution, and has the advantage that the 
outputs can be added directly without introducing time delays. 
On the other hand, it has no power to discriminate between 
signals of the correct azimuth but different velocity. 
Conversely, a line array which is parallel to the direction of 
propagation has maximum velocity discrimination but poor 
azimuthal resolution. To get good azimuth and velocity 
discrimination for any azimuth, cross array configurations 
are used. The total summed response for a cross array has a 
relatively poor azimuthal response, whilst the velocity 
response is poor for azimuths which are close to the normal 
to either line array.
It is common practice to describe a beamed seismic wave by its
->- 
horizontal wave-number vector k. This characterizes the
direction of approach (azimuth] and the wavelength of the 
seismic wave of interest (Kelly, 1964). For a given array 
configuration the separation capability or total summed 
response can be mapped as a function of k, resulting in a 
representation called the "beam-pattern" (see for example
Capon, 1971). The array has its maximum gain at the origin
-v 
of this pattern which corresponds to the k value at which
the signal is phased. This central maximum is called the 
"main-lobe". Effective signal enhancement and separation is 
achieved in the k-plane when the central lobe is sharp and
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well separated from the secondary maxima or "side-lobes".
4.3.0 "BEAM" and Input Parameters:
The summing and delay aspects of BEAM as well as the program's 
simplicity, flexibility and speed were the outstanding features 
of interest. This in addition to the program's capacity to run 
on the POP 11/50 made it ideal for our use in experimentation.
BEAM (listed in Appendix A] reads-in the records as a sequence 
of frames, forms a delay table from a pre-determined range of 
azimuth (Az) and apparent velocity (AV), sums, averages 
(optional) and writes the result into a file which can be 
plotted. Provision is made for 16 different combinations of 
Az and AV. Therefore, BEAM can be re-run with a narrower range 
of parameters around the values of the previous run, until 
resolution is optimized and the S/l\l ratio is no longer improved.
In addition to Az and AV, the program requires station co­ 
ordinates in the case of the same event at different stations 
or event locations when summing various events at one station. 
The program then calculates the distances and azimuths of the 
input with respect to the reference trace.
It transpires therefore that the most important input 
parameters are Az and AV and prior knowledge of their approx­ 
imate values is required. In Chapters 6 and 7 we explain how 
these were obtained for both data sets.
4.4.0 Testing "BEAM":
To investigate how BEAM works we input a 1 Hz sine wave and
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assume it arrives at a line array with normal incidence. 
Because of this and because the waveform is a constant 
amplitude frequency sinusoids, there will be no path differences 
and hence the AV parameter will be the same. However variation 
of Az will affect the total sum. Figure 3.3a illustrates the 
output when the waves arrive from North to South at azimuthal 
increments of 45 . As expected, maximum construction occurs 
when the waves arrive normal'to the array. Figure 3.3b shows 
a narrower range of azimuths at steps of 15° through to 90°. 
Here the lags formed by the program are evident as a D.C. 
line preceding the onsets, and increasing as Az approaches 90°. 
It is interesting to note that despite the lag, almost 
complete destructive interference occurs at BO . This is 
because 2/3 of the traces are out-of-phase while at 30 , 2/3 
are in-phase. This exercise, although on artificial data, 
nevertheless demonstrates that "BEAM" does delay and sum.
4.5.0 Application to Real Data and Discussion:
Perhaps, BEAM can best be illustrated by giving examples of 
runs on actual earthquake records. For this purpose we chose 
groups of station-event combinations from Chile because they 
not only offer a wider range of combinations, but also their 
seismograms show body as well as surface wave phases.
Note that since the S and LQ phases are less obvious that P, 
their expected arrivals are marked on the seismogram. The 





























































































































































































































This is illustrated by experimenting on CB014 at 10 SAAS 
stations shown in Figure 3.4. In the first instance we fix 
AV = 10km/s and change Az. Figure 3.5a shows a run for 8 
major directions at steps of 45°. Here we notice that at 
270 the main P-phases are rather impressive and are well 
above noise. A smaller range is therefore selected around 
this value to observe further. Figure 3.5b shows this. Here 
it is difficult to decipher significant changes in amplitude 
or coherency of the P-arrivals. Therefore a range of Az 
between 250-290 seems adequate. In fact the calculated 
azimuth is around 253 and hence is considered appropriate.
Fixing this azimuth value, we next take a range of AV between 
6-12km/s. This is illustrated in Figure 3.6a where, for that 
part of the seismogram a good fit seems to be around AV = 10- 
12km/s. This agreed well with published P-phase velocities 
around the 20 -discontinuity (see Chapter 6].
For the same azimuth the program is re-run between Az = 2-7 
km/s to investigate the shear and surface waves (Fig. 3.6b). 
A more closer range of 5-7km/s at 0-5 increments is shown in 
Figure 3.7a. Here the S onset looks like beginning to emerge 
at about 5-5km/s. A similar situation is evident for the 
surface waves at around 4km/s (Fig. 3.7b).
An essential requirement in our experimental procedure is to 
observe a build-up in amplitude as summation progresses. This 
aspect is demonstrated to a certain extent by Figure 3.8. Here 
we see the sums of 2, 4, 6, 8, and 10 stations plotted to the 
same scale. The top trace is CB014 at CP. In this case the 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































selected. It is quite obvious that there is considerable 
difference in size between the top and bottom traces with the 
P-phases 6 times as large in the final sum. This is expected 
since we phased on AV around the P-phases. More remarkable, 
however, seems to be the longer periods where from the sum of 
4 to 10 traces, the S- and LQ-phases enhance about 4-5 times 
while the P amplitude is only doubled. This is in general 
support of the concept that long periods approximately construct
according to "n" whereas shorter periods enhance in proportion
" r- " 
to vr\ . Of course a similar sum at AV around S and LQ should
reveal this fact more clearly especially for larger magnitude 
earthquakes (see Chapter 63.
4.5.2 Single-Station-Hultievent Case:
To demonstrate the situation where a number of events are to 
be summed at the same station, we collate 4 of the Chile events 
viz: CB011, CB013, CB014 and CB018 at S5 according to their 
time of occurrence as shown in Figure 3.2. Here, the reference 
seismogram is that of CB011 and the input station file is that 
of the locations of the above events in the same order. This 
is, in a sense, the reverse procedure since the station will 
now resemble a virtual source observed from the earthquake 
epicenters for which the sum is to be performed. It immediately 
follows from this that the azimuth of the reference trace will 
be in the first quadrant rather than in the third. Az for 
CB011 at S5 is about 73 . As in the previous case, we fix this 
value of Az and change AV. Figure 3.9a shows the sum of these 
events at a range of 6-12km/s. The result, as expected is more 
or less similar to the previous case at the same range of
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velocities (Fig. 3.6a). This is because the earthquakes 
originate from a similar source and hence share a similar 
travel path.
Figures 3.9a, 3.10a and b have the same input AV's to those in 
Figures 3.6b, 3.7a and b. In all of these figures it is 
difficult to recognize significant enhancement of the S- and 
LQ-phases. Perhaps around 6-5km/s (Fig. 3.10a) S is more 
coherent, although this is doubtful. Similarly the LQ-phase 
in Figure 3.10b seems to be drowned in noise.
Figure 3.11 is a plot, on the same scale, of the 4 events with 
their sum at 10Km/s. Here, the picture is perhaps slightly 
more encouraging with the S and LQ barely above noise. The sum 
infact resembles CB014.
In the context of our methodology, there is a simple and 
straightforward answer to this unimpressive result. Firstly 
there is a difficient number of earthquake records. Secondly 
these events vary in size as evidenced by the dynamic range of 
their maximum amplitude P-arrival. Consequently the contrib­ 
ution of each seismogram to the total sum .will depend on its 
weight. Therefore the largest will carry the biggest weight. 
Thirdly, and a point well worth mentioning here is the fact 
that this sequence of sum does not give the best fit. Further­ 
more, there is the possibility of slight differences in focal 
mechanism between the shocks although this is unlikely from 
Figure 3.11 and from the solutions given in Chapter 6.
It transpires, therefore, that the main contributing factors 
to an effective and significant overall result is earthquake 




























































































































































































































































































































































































































































































































































































































































































































































































three factors are dealt with in more detail in Chapters 6 and 
7.
5.0.0 INCOMPLETENESS OF EARTHQUAKE SAMPLES:
The subject of incompleteness of earthquake sample, as will be 
seen in later chapters is a major set back that influenced our 
results. In the original statement of the project it was 
suggested that in order to fill the focal region of a large 
earthquake source with enough small earthquake samples, it 
would be useful to design and implement a method whereby the 
records of 2 small events could be conveniently "stretched" or 
"compressed" to produce a synthetic interpolation which would 
simulate the record of an event occurring on the line joining 
the 2 primary foci. In such a way it would be possible to 
generate populations of small earthquakes to fill the triangular 
plane defined by 3 primary foci, or the tetrahedral volume 
bounded by 4 foci.
During our research, however, it was not possible to pursue 
this suggestion mainly because of our involvement in the search 
for real data sets. We, therefore, believe that this particular 
topic merits a separate research effort directed entirely 






In the previous two chapters and under the general topic of 
data handling and treatment we covered the areas of data 
processing and experimental procedure. What remains to discuss 
is how these data were analysed and presented. This is the 
subject matter of the present chapter.
In Section 3.3.0 of Chapter 3 we explained that in order to 
assess a simulated large earthquake record we need to trans­ 
form from time to frequency with the object of examining the 
properties of the constructed seismic spectrum. To achieve 
this we use the well Know Fourier method. This topic amongst 
others is discussed in the first section of the chapter under 
the general title of Spectral Analysis.
Next we investigate the seismic spectrum and explain the 
concept of corner frequency in more detail pointing out the 
differences between theoretical and real spectra.
A description of the software used to analyse the data is 
next discussed with examples. This is followed by a 
discussion of the cubic spline approximation to smooth the 
seismic spectra, how it was applied and how it compares with 
the original spectrum. The chapter is concluded with examples 
of some important features encountered on the seismogram as 
they were reflected in the frequency domain.
2.0.0 SPECTRAL ANALYSIS:
2.1.0 The Seismic Signal:
A seismic signal generated by an energy source [earthquake or
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explosion) has been classified as a transient signal due to 
the limited action of the source in space and time. The 
seismogram is one such representation in which the space 
parameter is kept constant and the wave field is fully 
defined by its time variable. Such a function has the form: 
f(t); where f is amplitude, power, ..etc. and t is time. 
Thus all the information describing the seismic disturbance 
is contained in a seismic record.
Since the seismic signal is a physical phenomenon which 
fluctuates in time and/or space, the rate of fluctuation or 
the frequency becomes an important parameter in defining the 
function and a more significant independent variable to use 
than time. Spectral analysis is therefore the process of 
transforming the seismogram content into the frequency domain 
resulting in a representation called the spectrum. One major 
advantage of spectra over pure time measurements is that the 
whole waveform (which in discrete form should contain a range 
of frequencies up to the Nyquist] is utilized in the analysis 
whereas in the time domain, the readings are point measurements
2.2.0 The Spectrum:
A spectrum is a (statistical quantity with a definite) 
mathematical expression, derived from time or space functions 
by certain transformations. In general it is a complex 
function which may be represented by the following two forms:
(a) Sum of real and imaginary parts: 
F(to) = a (to) - ib(ai)
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(b) Product of real and complex parts:
FCu) = |F(to)|e l * ta)) 
where |FCu) | = [a 2 (u»] + b 2 (u)]]^
<))(a)] = tan Q-.b (oj] /a (u]_| + 2Trn
n = 0, ±1, ±2, ....
u = angular frequency = 2fru (radians/s] 
u = cyclic frequency (Hz]
In the above expressions, F(co) is the spectrum. If a(o>] and 
b(u)] are amplitudes, then |F(u>)| is the amplitude spectrum 
and <f>(uj] is the corresponding phase spectrum. This 
representation is termed one-dimensional spectral or Fourier 
analysis since there is only one independent variable to (Fig. 
4.1]. Throughout the analysis, we will concentrate on this 
one-dimensional representation.
2.3.0 Fourier Analysis:
Most investigators will no doubt be acquainted with Fourier 
Analysis methods and their application to geophysical research. 
Some excellent and most authorative textbooks have been 
published on this subject and the reader is referred to those 
by Robinson (1967], Beauchamp (1973], Bath (1974], Childers 
and Durling (1975], and Kanasewich (1975]. We therefore 
confine ourselves to outlining some essential relationships 
expressing the basics of Fourier theory.
The Fourier spectrum, mentioned in the previous section, is 






FIG (4.1) SCHEMATIC REPRESENTATION OF THE SPECTRUM 
(AFTER BATH , 1974)
F(to) through the Fourier transform:
f +co t 
F[w) = f(t)e~ m dt (4.1)
f(t) and F(u>) form a Fourier pair denoted by:
f (t) «-* Ftu) 
so that the inverse transform is given by:
/•+00
fit] = 1 F(u)e iait du [4.2)
-00
Equation (4.1) expresses the Fourier Analysis of f(t) while 
(4.2) represents the Fourier synthesis of f(t). These 
formulas are valid for any Kind of functions f(t) and F(u): 
real; imaginary; complex; even; odd or combinations thereof, 
provided they satisfy Dirichlet's conditions.
Since the Fourier method permits the representation of a large 
class of functions by superposition of sine and cosine and by 
virtue of the orthogonal properties of these trigonometric 
functions, the factor e in equation (4.1) acts as an 
operator selecting from f(t) only components with frequency co. 
In other words F(u>) is an average of those components of f(t) 
over the interval of integration. In observational data this 
interval is limited in extent and it may be appropriate to 
replace the limits of integration of equation (4.1) to cover 
the range - /2 < t < - /2- where : T = 2ir is the fundamental period 
or lowest frequency. This transform is called the finite 
Fourier transform.
From a dimensional point of view, F(co) has the same dimensions 
as f(t), and the resulting amplitude spectrum is Known as the
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amplitude spectral density (A.S.D.) since F(u>) is referred to 
unit time interval. For example the dimensions of ASD for a 
velocity record Cmicrons/s) will be in microns.
2.4.0 Limits of Spectra and Contamination:
Since observational data have a finite length the fundamental 
frequency in the spectrum is the reciprocal of record length. 
Therefore the longer the record, the greater is the spectral 
resolution, i.e: the smaller the interval between successive 
frequencies. At the other end of the spectrum, the upper 
frequency limit is defined by the sampling interval At. This 
frequency is referred to as the folding or Nyquist frequency 
u and is equal to 1/2At. If the seismic record contains 
frequencies higher than u., aliasing occurs and the spectrum 
is contaminated.
In Section 4.4.0 of Chapter 2, we established u.. for the 
Rabaul and Chile data sets to be 15 and 5 Hz respectively. 
It will be seen later in the chapter that the former limit 
was generally adequate while u.. for the Chile data was 
somewhat insufficient causing contamination of some earthquake 
spectra.
2.5.0 Discretization and the Fast Fourier Transform:
The formulae given in Section 2.3.0 only apply to continuous 
functions and cannot be used in discrete form. This effect­ 
ively means converting a continuous integral, for finite 
intervals, into a summation of discrete ordinates expressing 
the area under the curve. Among different quadrature rules
- 87 -
for evaluating discrete formulas, the trapezoidal is 
recommended since in summation all terms have the same weight 
(=1] while the first and last terms have half weight.
In discrete form, equation (4.1), therefore, becomes:
r+°° |\J
"n=1 
A better form adapted to the discrete case is:
FCu) = f f(t)eMwt dt -1 I f(t n )e~ ltot n (4.3)
J -00 '' r,_/l
N 
F(n) = 77 7
Equation (4.4) is the discrete Fourier transform (DFT), where 
the given time series is f(1), f(2), ..., f(N).
A more computationally efficient algorithm based on the DFT 
is the Fast Fourier Transform or FFT. This method of spectral 
calculation was first introduced by Cooly and Tukey (1965) 
and is sometimes Known as the Cooly-Tukey algorithm.
The FFT is based on the principle that the Fourier transform 
of a discrete time series is calculated from the transforms 
of two partial series through a recursive procedure. This is 
done by first splitting a digital record of N observations 
into 2 parts; one comprising all odd digits; the other all 
even digits. If l\l is even the transforms of the two partial 
series is performed. In the next recursion if N/2 is even, 
the two partial series are each split inturn into 2 parts and 
the transform calculated for each one. This process is 
continued until the Fourier transform equals the reading 
itself. At that point the algorithm would have effectively 
performed the transform on N records each consisting of 1 
point.
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The condition that N should be even may be satisfied by 
selecting a number of digits such that:
N = 2K 
where K = positive integer
Therefore 2 12 observations is a record length of 4096 points.
The most outstanding feature.of this method is speed and 
accuracy, hence the amount of time and storage saved on the 
computer.
In all our spectral analyses, we made use of the FFT in the 
form of subroutine "COOL". A description of the relevant 
program, input parameters and examples of output are given 
later in the chapter.
Having familiarized ourselves with the basic formulas, and 
qualifiable criteria of the FFT, we turn to discussing 
practical and observational aspects of seismic spectra.
3.0.0 PRACTICAL CONSIDERATIONS
3.1.0 Difference Between Theoretical and Observed Spectra:
In general, seismic spectra are used for comparison purposes, 
i.e: comparing amplitudes at different frequencies or 
amplitudes at a given frequency in different data sets or 
both. In Section 2.4.0 of Chapter 3 we pointed out the 
fundamental elements defining a seismic spectrum, schematically 
shown in Figure 3.1 . The general shape in the figure represents 
the transform of a theoretically calculated far-field 
displacement pulse generated by a dislocation at a specified
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rupture velocity. This approximation to the seismic spectrum 
is vastly oversimplified. What is actually observed on the 
seismogram is a complex superposition of real seismic waves 
representing the fracture mechanism of the source and reflecting 
the path properties. The resulting spectrum would, therefore 
be complicated and rarely smooth, although its gross shape is 
similar to theoretical approximations. This general agreement 
in spectral shape between theory and observation is paramount 
to our thesis and forms the very basis of our assessments (see 
Section 3.0.0, Chapter 3].
Since our analyses involved complete seismograms rather than 
solitary phases, the spectra are considerably irregular. This 
irregularity which is primarily due to the interference between 
various arrivals is usually referred to as spectral "scalloping" 
(Johnson & McEvilly, 1974). The spiky character, therefore, 
makes it rather difficult to estimate spectral parameters like 
ft and u>c despite the high resolution due to the inclusion of 
the whole earthquake record. This problem, as will be shown 
later is overcome by applying a smoothing procedure.
Another important consideration is that analysis of the whole 
seismogram has the advantage of minimizing truncation effects 
which could severely distort the shape of the spectrum (see 
Fig. 4.16). For this reason all the earthquake spectra in 
this research were computed from whole records with no attempt 
to isolate individual wave arrivals.
3.2.0 Choice of Spectral Scales:
To illustrate the general shape of the seismic spectrum with
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emphasis on low frequencies we need to represent the spectral 
curve on abscissae that show high resolution in the low- 
frequency range and lower resolution in the high-frequency 
range. Logarithmic scales satisfy this criterion. As a 
consequence, longer periods are better indicated on log plots 
than on linear plots. This is why seismic spectra are plotted 
on log-log scales with the resulting shape of a "Butterworth 
Low-Pass Response" (Fig. 3.1]. Later on in the chapter we 
illustrate the choice of spectral scales by giving examples.
3.3.0 P- vs S- Corner Frequency:
Recent investigations on earthquake source theory differ 
markedly in their predictions of to and to [subscripts cp 
and cs refer to P- and S- corner frequencies respectively).
In most of these studies the predicted ratio of to /to amountscp cs
to a factor of 2 or more (Brune, 1970; Hanks S Wyss, 1972; 
Molnar et al, 1973; Sato and Hirasawa, 1973; Burridge, 1975; 
Madariaga, 1976). In contrast Savage (1974) and Dahlen (1974) 
find higher to than ui by a ratio of 1-65 and 2-38 respect-
OS C p
ively.
Using his kinematical fault model, Dahlen (1974) suggests 
that the most obvious factor causing the predicted corner 
frequencies to be opposite to those of the observed spectra 
is due to the effect of wave scattering by inhomogenieties 
along crustal paths. This phenomenon, in general, should tend 
to enrich the P-wave coda with higher frequencies relative to 
the S-wave coda thus resulting in higher w and to .
C p C ̂3
Savage (1974) explains this differently. He suggests that
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this apparent discrepancy between predicted and observed 
corner frequencies is due to the fact that theoretical studies 
identify the true asymptotic trend in the spectra whereas 
observations do not extend to sufficiently high frequency 
range to identify this trend. This is because the bandwidth 
of recorded seismic waves is limited by instrumental response
and background noise. As a result the observed to is oftencs
based on a spurious high frequency trend with the consequence 
of co being picked at too low a frequency.
C 5
Here we disagree with Savage's explanation for the simple 
reason that our observations, especially for distant sources, 
extend to frequencies above to . Therefore, we advocate that
C5
the loss of information of S-waves is probably due to 
attenuation along the travel path rather than lack of recorded 
bandwidth.
Peppin and Simila (1976] give a useful review of most of the
above mentioned papers, in addition to pointing out that co /cp
co may be a significant source model discriminant, its cs J
variation indicating that different models need to be applied 
to different source regions.
From the above, we conclude that the subject of to vs to andcp cs
their ratios is still speculative and hence needs further 
investigation backed by much more observations. What is
important, however, is the fact that a corner, whether to orcp
to , is a measure of the width of the spectrum and is inversely 
cs
proportional to fault dimension. In our analysis (see later 
sections), this is what we observe, i.e: a spectral shape 
generally similar to a "Butterworth Response" with a single
- 72 -
corner marking the change in trend between the fl 0 level and 
the high frequency role-off. It is, therefore, our strategy, 
in assessing a constructed source, to observe a tendency of 
this corner to move to longer periods with an accompanying 
build-up in £2 0 in proportion to the number of summed records 
[see Section 3.2.0 of Chapter 3).
3.4.0 Source, Earth and Receiver Functions:
It is well Known that an earthquake seismogram represents the 
convolution of the source, earth, and receiver functions. All 
these systems interact to attenuate or filter-out the original 
energy contained in an earthquake signal. Due to these 
effects, the seismogram will only carry part of the information 
released by the source.
During rupture the prevailing conditions at the source are 
highly non-linear and the details of the propagation pattern 
are extremely complex. However, due to its limited duration, 
the non-linear part of the disturbance rapidly decays to a 
level at which all further propagation is substantially and 
comparatively linear. For this reason and because very little 
is known about the details of the fracturing mechanism at its 
inception, the source function is assumed to be constant. This 
assumption seems to be reasonable and not critical especially 
when we take into consideration the fact that the best 
approximations so far, to the source, have been a linear ramp 
(Kanamori and Anderson, 1975] or a Heaviside unit step in 
time [Brune, 1973, 1976],
As far as the propagation path is concerned and since we are
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analysing earthquake records believed to originate from a 
common source, its attenuation effect, especially in the far- 
field will be the same for earthquakes of all sizes. This 
means that we are effectively compensating for the path. 
Furthermore, according to our hypothesis, earthquakes 
originating from the same source, should carry similar 
spectral signature, whatever their mode of propagation. 
Such spectral signature will be contained in individual 
records and will be preserved in summation (See Chapter 3).
The transfer function of the receiver and its compensation 
is, however, important and must be considered. This is in 
fact taken care of, in the analogue stage, by the bass-lift 
instrument as explained in Chapter 2. Recalling our discussior 
on this topic and from Figure 2.5.0 we notice how the circuit 
effectively compensates for the role-off of the Willmore MKII. 
The resulting Z/BL traces [see Figures 2.10 - 2.14) have 
greater resolution and clearer onsets than the Z/SP counter­ 
parts .
4.0.0 ANALYSIS SOFTWARE:
We have, thus far, outlined the basic theory behind our 
analysis procedure and discussed some important practical 
considerations. What remains is to explain the software used 
in analysis with some examples.
4.1.0 Transient Signal Analysis Program (TSAP):
All our analyses were performed through TSAP. This program, 
written by Burton and Blarney (1972], is an elaborate and
- 74 -
versatile software to calculate the Fourier transform of a 
seismic signal employing the Cooly-Tukey algorithm in the form 
of subroutine COOL. In addition, the program determines the 
group velocity and dispersion characteristics of surface waves 
by a multiple filtering technique based on the method of 
Dziewonski, et al (1969). Since we only used the Fourier 
transform option we will confine ourselves to describing that 
part of TSAP. For a comprehensive description of the program, 
the reader is referred to the original publication by Burton 
and Blarney (19723 .
4.1.1 Program Procedure:
Here we adhere to the nomenclature given by the authors (loc. 
cit., Appendices A and B) to express the input parameters.
The program reads-in NSEIS data points of a digital time 
series, sampled at intervals DT . The time series is stored 
in the array SEIS(I), cosine tapered at both ends and fitted 
to a mean baseline to reduce Gibb's phenomenon, and eliminate 
"square wave" effects caused by a time series superposed onto 
a non-zero baseline. To fulfil the condition mentioned in
Section 2.5.0 of this chapter, NSEIS is set to N points by
k + 1 
adding zeroes such that: N = 2 , where K is the first integer
that makes: N > NSEIS.
The harmonic frequencies are determined by N and DT. The 
Nyquist is defined as:
the fundamental frequency by:
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where
and the harmonic frequencies are:
F. +1 =jxDF C0<j< NBY2) 
These frequencies are stored in array FREQ(I) .
For a time series x(t) of length T, sampled up to N points 
at DT time intervals, equation (4.4) can be re-written as:
X(f J = DT I 1 x B " l2^ nDT (4.5) 
J n=o °
It is apparent from equation (4.5) that X(f) now assumes 
values at frequencies f. ( | f . | < — ) .
Expanding equation (4.5) into sine and cosine transforms we 
have :
n-1
X(f.) = DT I x n (cos 2irf.nDT - i sin 2irf.nDT) (4.6) 
J n=o J J
therefore:
N-1
Csp(f.) = |sign(f,)|DT I x n cos 2Trf nDT 
J J n=o J
and (4.7)
N-1
SspCf J = signtf J DT I x n sin 2irf .nDT 
J J n=o J
If x n is purely real then:
X(±f.) = X*(+f.j J J
where
X*(f.) is the complex conjugate of X(fJ.
J J
Hence the real, even, or symmetrical part of x is the cosine
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spectrum (Csp) and the imaginary, odd or anti- symmetrical part 
is the sine spectrum (Ssp) .
Upon the call of subroutine COOL(L,Z, +1), the direct Fourier 
transform is performed and on return the real and imaginary 
transforms of SEIS(I) are stored in the complex array Z(I) as: 
ReZCI] and ImZ(I). Z(I) also contains the DC component to be 
set to zero. During calculation the array elements are folded 
about the index number: NBY2P1 (=(N/2)+1) so that:
ZCNBY2P1+I) = Z*(NBY2P1-I) for 1=0, 1, 2, ..., NBY2-1
This creates negative frequency components which are stored in 
elements NBY2P1+I up to N of the array Z[I). Expressing the 
amplitude and phase by means of equation [4.7] at f., we get 
the form given under (b) of Section 2.2.0 that is:
A. = (Csp 2 + Ssp 2 ) 5 
! , -\* = tan ( "
The quantity measured here is amplitude spectral density 
because it depends on unit time interval DT (DF in the case of 
inverse Fourier transformation), therefore, its dimensions are: 
length x time, e.g:. micron, second. Phase spectra, on the 
other hand, have the dimension of radians. These are excluded 
in our presentations since our prime interest is directed 
towards amplitude spectra.
Examples Illustrating Spectral Analysis using TSAP:
To show the Fourier transform option in TSAP we give specific 
examples of earthquakes from both data sources. From each
- 77 -
source we selected two events representing a large and small 
earthquake. CB001 and CB011 at S5 to show the far-field 
observations. RDD72 and RD068 at ETV to examplify the local 
observations.
Figures 4.2 and 4.3 .illustrate the Z/BL trace of these 
seismograms, each with the spectral amplitude plotted on 
linear scales below it. The amplitude spectra of the same 
earthquakes plotted on log-log scales are displayed in 
Figures 4.4 and 4.5. Comparing the linear and log plots 
and recalling our discussion on the choice of spectral scales 
we can immediately recognize the virtue of representing 
transforms on log-log plots, where the low frequencies are 
more clear and less compressed than the high frequencies. 
Figures 4.4 and 4.5, illustrate another aspect discussed 
earlier which is the spiky character of the spectrum. This 
is treated in the next section.
Having established that log plots are by far more useful, 
especially from our comparative point of view, than linear 
representations, we next consider the spectral differences 
between the Z/SP and Z/BL channels of the example events. A 
quick look at Figures 4.6 through to 4.9 demonstrates the 
considerable difference between the bass-lifted and untreated 
spectra particularly in the long period range. The bass- 
lift compensation for the low frequency components and the 
simultaneous suppression of high frequencies is readily 
noticed and looks rather impressive. Moreover, in the Z/SP 
plots, the overall spectral shape can hardly be made out 
because of its extremely irregular behaviour at all frequency 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































definite shape over the spectral window. Here, the high 
frequency role-off as well as the low frequency "flat" are 
more descernable compared to their Z/SP counterparts.
This spectral difference, we tend to think, could also be 
(at least partly] due to the non-linear part of the Z/SP 
records as a result of clipping. This seems to be especially 
true for Figure 4.6 where the complete window is overloaded.
4.2.0 Spectral Smoothing and "CUFIT":
The phenomenon of spectral "scalloping" mentioned earlier in 
this chapter poses a problem for our efforts to measure - 
with a certain degree of confidence - the seismic spectrum. 
A straightforward and rather crude way of estimation would be 
to fit, by eye, straight lines connecting the peaks within 
each frequency band. The fi Q trend will thus be a line
parallel to the frequency axis while the high frequency
-1 -2 -3 
trends will have slopes proportional to u ,01 , or u>
Consequently the point of intersection of these trends will 
be a rough measure of the effective width of the spectrum,
i.e: o> (see Fig. 3.1). This rough procedure was found to be c
insufficient and unreliable essentially because, it largely 
depended upon human judgment and bias which could often be 
misleading. Furthermore, such a qualitative approach does not 
systematically and numerically apply an equal-area principle. 
That is, replacing the observed spectrum by a smooth curve 
such that the area under the curve is preserved.
After a great deal of investigation and trial and error we 
managed to come across and successfully implement a well-known
- 79 -
numerical technique to smooth the seismic spectrum called 
the Cubic Spline fit. This technique computes a weighted 
least-squares approximation to the spectral curve by a cubic 
spline with prescribed Knots. The method, incorporated in 
the smoothing program "CUFIT", involves forming and then 
computing a least-squares solution of a set of M linear 
equations in the coefficients C(I) where : I = 1,2,..., IMCAP + 3. 
These equations are formed using a recurrence relation of B- 
splines which is unconditionally stable [Cox, 1972; DeBoor, 
1972) even for multiple [coincident) Knots. The least-squares 
solution of the system of equations is obtained in a stable 
manner by using orthogonal transformations, viz: a variant of 
Given's rotations applied by Gentleman (1974, 1975). Listing 
of CUFIT and further details of the algorithms employed to 
approximate the data is given in Appendix B.
As explained in Appendix B the relevant subroutines E02BAF and 
E02BBF leave the choice of interior Knots K(I) and the weighting 
parameter W[R) up to the user. The number of Knots and their 
position with respect to the frequency values can be selected 
by a mixture of trial and error, experience and prior Knowledge 
of the spectral shape [Hayes, 1974). According to Hayes [1978) 
this criterion stems from the observation that Knots need to be 
more closely spaced in regions where the underlying curve 
exhibits rapid changes in shape than where it changes gradually. 
Therefore, the strategy is to arrange the Knots to have a 
roughly equal number of data points between each adjacent pair 
of Knots.
The other thing to consider is the weighting of data points. 
That is whether the co-ordinate pairs are of the same or
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different accuracy. Here again the assignment of weights 
remains for the user (Cox and Hayes, 1975). It transpires, 
therefore, that the number of interior Knots, their position 
and the weighting function are essential input parameters to 
CUFIT.
In order to be consistent and to ensure equal accuracy for all 
points on the spectrum we took W(R) equal to unity. The 
choice of K.(I) values, on the other hand are demonstrated in 
Figures 4.10 and 4.11. Here both the original and smoothed 
versions of the spectra are portrayed on transparencies for 
comparison. In both figures we found that the fit is more 
stable at K(I) = 2 or 3 provided the end Knots are equal or 
approximately equal to the smallest and largest frequency 
values within the spectral window. At these values and in 
both cases the smoothed curves are identical and seem to fit 
the shape of the original spectra nicely. The K(I) = 1 
approximation, however, is rather unstable at low frequencies.
From our experience in experimenting with different K values 
we found that for the Chile earthquakes a good fit to their 
spectra is obtained with K(I) = 2 at frequencies of 0-1 and 
4-5 Hz respectively. For the Rabaul events we selected K = 3 
at 0-32,1, and 10 Hz respectively. Therefore these K values 
we fixed throughout the analyses.
4.3.0 Aliasing:
The cubic spline method seems to show some promise as a 
reliable and numerically efficient technique for determining 
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Fig. 4.11 Rabaul data: RDD72: Comparison between original and
smoothed spectra
in general. What is more interesting is the technique's 
capability of exhibiting spectral contamination or aliasing 
discussed earlier. To illustrate this phenomenon we present 
an example from the Chile data set (Fig. 4.125 where aliasing 
is obvious on the smoothed version but almost passes unnoticed 
on the original spectrum. This example is about the most 
outstanding where aliasing is prominant. Fortunately, its 
magnitude is about 1/5 of the high frequency role-off 
amounting to about 20% contamination. The basic reason for 
this aliasing is that for the contaminated spectra, the anti- 
alias filter had too high a pass-band in relation to the 
Nyquist frequency.
4.4.0 Influence of Frequencies Below the Bass-Lift Cutoff:
In Chapter 2 we stated that the bandwidth of interest is 
limited at the high frequency end by the Nyquist and at the 
low end by the bass-lift cutoff. Therefore our spectral 
calculations are only valid at this frequency range.
In Figure 4.12 we showed how frequencies above the Nyquist 
fold and contaminate the spectrum. At the lower frequency 
limit, where our attention is focused, the situation of 
including frequencies below the bass-lift filter is even 
more pronounced. This is illustrated by another Chile 
earthquake viz: CB022 at S5, where the seismogram is severely 
overloaded in the first 50s. Figure 4.13 shows this bass- 
lift "ringing" (see Chapter 2) reflected on the spectrum in 
the form of a low frequency "hump". To eliminate this, TSAP 
has an option of removing such frequencies after Fourier 
transformation. The resulting spectrum with the Z/SP version
- 82 -
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is displayed on the same figure.
The difference between the inclusion or exclusion of 
frequencies below the bass-lift cutoff, on smoothed spectra, 
is illustrated in Figure 4.14. Both curves were obtained 
with identical K values. At the high frequency role-off, the 
spectral difference is negligable, whereas there is consider­ 
able misrepresentation at longer periods. Notice also that 
in the case where only the real frequency bandwidth is 
represented, i.e: the curve cut at 10s, a more realistic 
spectral shape is assumed with the "plateuing" becoming more 
evident at lower frequencies.
The considerable difference between the smoothed spectra of 
the Z/SP and Z/BL is shown in Figure 4.15. This plot seems to 
convincingly support our claim that the bass-lifted records 
are by far more useful in representing earthquake spectra of 
short period recordings. In other words the bass-lift circuit 
is not only a filter but a compensating instrument, bringing 
out long period contents inherent in, but unseen on Z/SP 
records.
An interesting speculation regarding the compensatory function 
of the bass-lift would be if one were to simply lift the long 
period end of the Z/SP spectrum by an amount equivalent to the 
range of bass-lift compensation. What would be the result? 
The answere is as follows. If we just lift the long period end, 
then all we are effectively doing is "flattening" the short 
period spectrum at the bass-lift range. As a result both 
spectra will not coincide because the "shoulder" is not shifted 
from 1-0 - 10s, neither are frequencies above 1 Hz being
- 83 -
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Fig. 4.16 Chile data: CB014: Spectral difference between signal
and pre-signal noise at 6 array stations.
Fig. 4.17 : CHILE D*ATA: CB022: SMOOTHED SPECTRA 
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suppressed by the same toKen as long periods are being lifted.
4.5.0 Pre-Signal Noise and the Final Picture:
To get an idea of pre^-signal noise levels we present Figure 
4.16. Despite the shorter time window of the noise preceding 
CB014 at the 6 SAAS stations, the signal spectra seem to be 
well above noise level as expected. Note that the actual 
noise level is beyond 1s period. Before that frequency the 
spectrum looks distorted - an effect, we believe, might well 
be due to truncation of the time sample.
In order to compare the earthquake spectra from a given 
source with the simulated "best fit" record constructed 
from their sum, we need to represent groups of such spectra 
on a single plot. For this purpose we wrote a simple soft­ 
ware to perform just that. Examples of the output plots are 
illustrated in Figures 4.17 and 4.18 where the spectra of a 
single event at a number of stations and a number of events 
at a single station are displayed. Plots like those in 
Figures 4.17 and 4.18 where individual spectra are annotated 
along with the equivalent seismograms such as those presented 
in Chapter 3 will be the form in which the bulk of our results 
are presented in Chapters 6 and 7.
4.6.0 Discussion:
The end of this chapter marks the conclusion of the first part 
of this thesis which included the areas of data processing, 
experimental procedure and analysis techniques. What remains 
is to discuss the data, outline the receiving network, and
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present the results arrived at employing the methods and 
techniques explained so far. This constitutes the second 
part of this thesis in which Chapters 5 and 6 are devoted to 
the far-field Chile Source observed from SAAS, while Chapter 
7 contains our findings regarding the near-field Rabaul data 
set.
Before concluding this chapter, however, it is worth mentioning 
that there are other spectral analysis techniques namely: the 
2-D Fourier Transform, the Walsh Transform and the Maximum 
Entropy Method which we investigated but did not implement. 
The main reason was the time factor involved plus our feeling 
that we had not yet developed a full understanding and mastery 
of these techniques to the extent where we can confidently 
base our interpretations. We, therefore, think it would be a 
useful piece of research to implement several analysis techni­ 




CHILE DATA : DESCRIPTION AND OBSERVATION
1.0.0 INTRODUCTION:
The aim of the present chapter is to desribe an earthquake 
source monitored from a seismic array. The objectives of such 
an investigation are:
(a) To test the validity and extent to which the hypothesis can 
be applied to a relatively distant source.
(b) To investigate the characteristics of the source and 
propagation effects using array records.
(c) To explore the possibility of simulating large earthquake 
motions from a suitable combination of aftershock records 
and independent events not related in time to the main 
shock, but which share similar source conditions.
Among the IGS library of analogue recordings were the South 
American Array System (SAAS) collection of tapes. These tapes, 
as well as being readily available, matched the above objectives.
The source region, as will be shown later in the chapter, is one 
of the most seismically active regions in the World. Located 
between 19 -22 S and 69-70 W, it forms an integral part of the 
Andes Mountain range occupied by Northern Chile and Southwestern 
Bolivia. The source-array distance is about 2270km (A=20-5 ) 
at the azimuth of approximately 71 (Fig. 5.1).
The chapter is conveniently divided into 4 sections. An intro­ 
duction followed by a description of the array; its layout, 
location, instrumentation and other characteristics. The third 
gives a general description of South American seismotectonics, 
while Section 4 is an outline of the earthquake data studied 
and presented in Chapter B.
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Fig 5-1 AREA OF STUDY
2.0.0 THE ARRAY:
2.1.0 SAAS Location and Layout:
The South American Array System, owned, operated and maintained 
by the University of Brazilia, is located on the Central 
Brazilian Plateau. The array consists of two linear segments 
perpendicular to each other forming an asymmetrical "T". The 
array orientation is approximately NS-EW with the central 
point "CP" 28Km northwest of the Brazilian capital [Fig. 5.2 and 
Table 5.1] .
The aperture of the array in EW direction is 56Km. The NS line 
extends 37Km from CP. All stations of the array except EEX, 
WEX, and SEX, are approximately 2-2-2'5Km apart.
2.2.0 Topography and Surface Geology Occupied by SAAS:
The Brazilian Plateau lies in the middle of the Brazilian 
Shield, a tectonically stable region, characterised by a low 
level of seismicity. A few stations, notably S1, S3, and 54, 
have a higher level of noise because they are located on 
sediments in addition to their proximity to the city of 
Brazilia.
Topographically, the area is generally flat with few hills and 
small valleys. Such a morphology offers a good line of sight 
for radio transmission and accessibility. Most of the surface 
geology consists of recent, thick, unconsolldated sediments. 
The basement rock, mainly quartzite and other metamorphic rocks, 
outcrop in some places within the plateau. Stations E1, E2, 




































































































































































































































































Each station of the array is equipped with a short period 
vertical component Willmore MKII Seismometer set at 1 «OS 
period. E4, has in addition 2 short period horizontal 
component seismometers, viz. N-S and E-W. These electromag­ 
netic transducers are fitted with 3300 ohm coils giving an 
approximate velocity sensitivity of 5*7 volts/cm/s.
The amplifier modulator unit (Racal-Thermionic D 4980] of 210 
Hz centre carrier frequency, is set at a common gain of x2000.
2.3.2 Recording Equipment:
The recording equipment, housed in an underground vault at E4, 
includes a Racal-Thermionic T81DO analogue recorder with 2x12 
track interlaced recording heads. The 1-inch recording tapes 
are spooled on 8-inch diameter reels giving about 1800ft of 
tape or approximately 52 hrs of recording when the operating 
speed is 15/128 inch/s.
The recorder has 24 channels of preamplifiers and auxiliary 
interface circuits, 3 of which are non-seismic; 2 for flutter 
compensation and 1 for time. The time encoder, driven by a 
crystal oscillator produces second, minute, and day marks up 
to 32 days.
2.3.3 Instrumental Response:
A typical velocity response curve of a Willmore MKII Seismo-
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meter is shown in Figure 5.3. The figure also depicts the 
amplitude magnification of the whole Seismographic System, 
incorporating a Racal-Thermionic T8100 recorder replayed at 
7-5 inch/s at an Amp/Mod gain of xlOOO and jet pen gain of 
1v/cm.
The SAAS replay unit, similar to the IBS TBIOO's at Edinburgh, 
differ only in output gain. This difference is such that the 
IGS units are a factor of 10 greater than the SAAS unit when 
the deviation from the centre carrier frequency is 40%.
As explained in Chapter 2, the analysed data were actually 
replayed and processed on the EMI SELab 5000 playback unit. 
No magnification curve has been obtained for this system but 
it is maintained that the EMI amplitude response, replayed 
under similar conditions, is identical to the T8100 response 
(Houliston, personal communication).
2.4.0 SAAS Capability:
The detection capability of a seismic array is a function of 
many factors, most important are the following:
(i) Location of the array relative to regional and local 
noise sources.
(ii) Instrumentation employed. 
Ciii) Crustal structure under the array. 
(iv) Seismic path and source characteristics.
In the previous 3 sections we briefly outlined criteria (i) 
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2.4.1 Effect of Structure Under SAAS:
Using PKIKP phases from events with A>160°, Berrocal (1974) 
assessed the effect of shallow crustal structure under SAAS on 
the travel time of P-waves. Station corrections thus obtained 
varied between Q-1s for E2 and -0-01s for S1. These residuals 
were attributed to- variations in the surface structure and 
topography underlying the two lines of the array, (loc.cit. 
Chapter 6].
The early arrivals at E2 relative to CP were explained as being 
due to the difference in thickness of the quartzite formation. 
The relatively late arrivals of the N-S stations, however, were 
caused by the thick recent sedimentary deposits beneath this 
line.
The deep crustal structure under SAAS, on the other hand, was 
deduced to be relatively simple with the Mono almost horizontal. 
Testimony for this conclusion came from two observations:
(a] The distribution of residuals in azimuth (AAz) and apparent 
velocity [AAV] of the 200 earthquakes studied by Berrocal 
(1974] differed markedly from that suggested by Otsuka 
(1966, Fig. 5.41. No cyclic variation in AAz and AAV was 
observed.
(b) Along a similar line of argument, if the Mono had a notice­ 
able dip under the array, then opposite azimuth events 
should show proportionally similar relative residuals. 
This was not found to be the case.
Therefore the possibility of a dipping Moho under SAAS 
seems remote and unsubstantiated.
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2.4.2 Seismic Path Properties:
Generally speaking, the Andes structure offers favourable 
conditions for the transmission of seismic waves in the 
direction of SAAS. According to Berrocal's study earthquakes 
originating from the .source region show the following 
properties:
[a] Early Arrivals [negative ATT).
(b) Larger Amplitudes [positive Am,).
[c) Higher Apparent Velocity (positive AAV).
[d) Greater Azimuths (positive AAz).
Seismic waves with early arrivals and larger amplitudes than 
expected most probably indicate a low attenuation [high Q) 
propagation path. Positive AAV, on the other hand, is best 
explained by the existence of a NS high velocity horizontal 
discontinuity at depths of about 600km. The greater azimuth 
observed could well suggest a lateral discontinuity in and 
around the source region. Figure 5.4 illustrates the tectonic 
model inferred from Berrocal's study.
Part of the next chapter will be concerned with re-evaluating 
the kinematic and some dynamic source parameters of the 
earthquakes used in this research. Our observations will be 
shown to generally agree with the above model.
Having described the array we move on to outline the general 
seismotectonic "pattern" of South America, with some mention 












Fig 5-4 TECTONIC MODEL OF CENTRAL SOUTH AMERICA 
(AFTER BERROCAL.1974)
3.0.0 GENERAL SEISMDTECTDIMICS OF SOUTH AMERICA;
The South American Continent has a complex tectonic framework 
characterized by a high level of seismicity along its western 
margin. This seismicity is primarily related to the uplift 
of the Andes on the emplacement of an old Paleozoic mountain 
range. The stable Brazilian Shield forms the core of the 
Continent.
Taken as a single unit, the seismicity of the Andes Range has 
been said to account for 14-8% of the worlds total annual 
energy release (Lomnitz, 1974}.
Another important tectonic feature directly related to the 
seismic activity of the western coast of South America is the 
subducting Nasca plate. The mode of subduction of this plate, 
recently classified as a "Chilean Type" (Uyeda and Kanamori, 
1979), is characterized by a low-angle thrusting of the 
continental plate over the oceanic plate. This mode of 
subduction marks the first stage in Kanamori's Evolutionary 
Model [Kanamori, 1977b). A subduction of this nature provides 
for a wide contact zone between overriding and underthrusting 
plates, thus creating a strong coupling force at or near the 
interface. It is this part of the lithosphere that has been 
the sight for some of the greatest earthquakes known to 
civilization [Kanamori, 1978).
3.1.0 Geological Setting of Northern Chile:
The western margin of South America, as well as the whole of 
the Circum Pacific belt, is characterized by orogenic movements
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accompanied by very active Cenozoic Volcanism. According to 
Lahsen (1976) the late Cenozoic Volcanism of the Andes of 
Northern Chile is divided into 2 principal episodes:
(i) Pre-Pliocene or Miocene Volcanism:
This episode is represented by several sheets of rhyolitic 
to dacitic ignimbrites and andesitic strato volcanoes. An 
age of at least 18-7m.y. has been suggested by Ruiz (1965) 
for the volcanic activity associated with the oldest unit 
of the sequence.
The folded ignimbrites and lava flows which occurred 
during late Miocene mark the last tectonic compressive 
phase of the Andean Orogenic cycle. During this episode 
volcanic activity decreased and probably ceased.
(ii) Pliocene-Quaternary Volcanism:
At the end of the Miocene Volcanic episode east-west 
extension began and is still occurring simultaneously with 
volcanism. The late Pliocene peaK in volcanic activity 
produced differential uplift of crustal blocks along an 
approximately north-south fault system. Characteristic 
volcanic rocks of this episode include several units of 
ignimbrites and the andesitic stratovolcanoes that occupy 
the Andes summits.
Out of the 470 volcanoes of the high Andes of northern 
Chile, 17 are still active (Ruiz, 1965; Gonzalez, 1972). 
With many of the volcanoes higher than 5,500m, the 
elevation difference between their summits and the Chile
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trench reach 12-14km over a distance of 350-400km. The 
distribution of late Cenozoic volcanism and the principal 
morphostructural units generated by the extension process 
are shown in Figure 5.5.
3.2.0 Seismicity and Spatial Distribution of Earthquakes Around the 
Source:
During the past decade or so, many investigators focused their 
attention on the seismic activity of the western margin of 
South America [see for example: Santo, 1969; Isacks and Holnar, 
1971; James, 1971; Kelleher, 1972; Stauder, 1973; Sacks and 
Okada, 1974; Swift and Carr, 1974; Barazangi and Isacks, 1976).
Since the more recent work of Barazangi and Isacks (1976) is 
based on a good quality large data sample, it serves as a 
useful guide in giving a recent and clear picture about the 
seismicity of the Nasca plate beneath Northern Chile. From 
their investigation, the following are worth noting:
(a) There is a peak in earthquake activity between depths of 
about 100-130km. Most of these intermediate depth events 
occur between about 17 -24 S near the major bend in the 
coastline between Peru and Northern Chile (loc.cit. Fig. 
5.1).
(b) Under this region the descending Nasca plate is estimated 
to have a dip of 25-30 , with the asthenosphere forming a 
wedge separating the oceanic plate from the continental 
plate (Fig. 5.6). This astehnospheric material has been 


























Fig 5-6 INFERRED GEOMETRY OF DESCENDING NAZCA PLATE UNDER NOTHERN 
CHILE (AFTER BARAZANGI & ISACKS, 1976)
(c] At its line of convergence with the oceanic plate, the 
South American plate is estimated to have a thickness of 
less than 130km.
(d) The major dynamic forces interacting to produce these 
intermediate depth earthquakes are extensional in nature 
with the stress axis parallel or sub-parallel to the dip 
of the Nasca plate.
3.3.0 Mechanism of Earthquakes Near the Source:
One of the most comprehensive and authorative investigations 
of earthquake mechanisms around the source region is that of 
Stauder (1973). His work involved focal mechanisms of P and 
S wave data for 61 earthquakes (m >5-0) that occurred in 
Northern and Central Chile during the years 1962-1970.
Stander classified the 47 North Chilean events into 3 groups: 
coastal earthquakes or those of normal focal depth; those of 
intermediate depth, and those of deep focus. The following 
is a summary of his study:
(i) 25 coastal earthquakes [30<h<60km) show one nodal plane 
dipping steeply (65 -85 ) to the west, with the other 
dipping gently (15-20 ) in a general easterly direction 
(loc.cit. Fig. 5.3) .
Taking the gently dipping plane to be the fault plane, 
the average solution corresponds to an underthrusting of 
the oceanic plate in a direction N85 E. The dip of the 
thrust plane at this depth is about 20 .
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(ii) 14 intermediate-depth earthquakes (100<h<120km) show 
one nodal plane tending to be steeply inclined with a 
NW-SE strike and a second plane of relatively small dip 
inclined to the west or southwest (loc.cit. Fig. 5.4). 
The preferred motion is a normal type faulting along the 
steep plane.
(iii) 8 deep-focus earthquakes (500<h<600km). The mechanism of 
this group show one nodal plane steeply dipping towards 
the west or southwest. The second plane, of smaller dip, 
is inclined to the east or southeast. This suggests a 
compressional stress along the subducting plate.
The dip of the plate around these great depths becomes 
much steeper, about 60 (loc.cit, Fig. 5.9].
In Chapter 6, we present the P-nodal solutions for the earth­ 
quakes analysed in this research. The average solutions 
obtained will be seen to agree, in general, with the inter­ 
mediate group outlined above.
4.0.0. THE DATA:
In contrast with an history of large and destructive earth­ 
quakes, the seismic zone surrounding the source has lacked a 
major earthquake during this century. Therefore, there is 
increasing likelihood that this stored tectonic strain will be 
released by a large event [Kelleher et al, 1973).
In line with the above prediction Yegulalp and Kuo's [1974) 
statistical technique point towards an expected maximum 
magnitude shock exceeding 8*6 within the next 100 or so years.
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To get a clear idea of the earthquaKe activity within the 
locality of the source, we made our own assessment. For earth- 
quaKes with Ms£4-0, a search was made into the IGS World 
Seismicity File. The period of search covered the years 1963- 
1977. Despite the apparent incompleteness of the file down to 
this relatively low magnitude [Burton, 1978) and although the 
search reflected a short time sample it nevertheless revealed 
remarkable features. (See Fig. 5.7).
The Ms values used to construct Figures 5 . 7a and 5.7b were either
reported observations or converted values from m estimatesb
through the application of Marshall's (1970) Ms-m relation. 
In Figure 5.7c we used the magnitude-energy conversion formula 
of Bath (1958).
From the general character of the 3 diagrams, it is evident 
that a substantial rise in seismic activity occurred within 
the area of the source.
Along this line of thought we may put forward the argument 
that we are probably evidencing the development of a foreshock 
sequence which may have culminated in a major energy release 
during 1976. On the other hand, we could equally well argue 
that this process has not in fact subsided or ceased but that 
it is probably still continuing and would ultimately give way 
to a larger scale rupture in the form of a "Great" earthquake 
as was suggested by earlier predictions.
With this general introduction to the seismic activity of the 
source, we proceed to outline the earthquakes studied, 
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Fig. 5.7 Seismicity of the source region
4.1.0 The Main Shock:
On 30th November 1976 at 00 40 56-5 a large earthquake 
Cmb=6«5) struck Southwestern Bolivia and Northern Chile in the 
Cordillera Occidental near Salar de Uyuni.
According to NEIS reports, 1 person was killed and 13 injured 
with considerable damage at Iquique-Pozo Amonte area, Chile. 
The shock registered a maximum intensity of VIII on the M.M. 
scale with felt intensities of V-VI throughout Tarapaca and 
Antofagasta Provinces. Respective intensities of IV and II 
were reported at Arequipa, Peru and La Paz, Bolivia.
4.2.0 The Aftershock Sequence:
The main shock of 30th November was followed by a series of 
some 22 aftershocks during December 1976. Both NEIS and ISC 
give these aftershocks a range of m between 4-0 and 5-7. 
Figure 5.6 shows the epicenters of these aftershocks with 
respect to the main source.
Out of the 22 aftershocks reported by NEIS and ISC, only 5 
were recorded at SAAS. Table 5.2, lists in chronological 
order, all the events with their kinematic parameters as 
determined by ISC.
4.3.0 Three Additional Events:
Preliminary investigation into this relatively small sample 
of aftershocks proved inadequate from the point of view of 
experimental procedure. The problem is a two-fold one and 




















































































































































































































































































Ca) Insufficiency of the earthquake sample:
A basic pre-requisite of the hypothesis as outlined in 
Chapter 1 is to acquire enough earthquake records to 
sample the focal region of the major earthquake source. 
The 5 aftershocks proved insufficient in this respect.
The problem was further augmented by the fact that at the 
time of recording of most of these events, approximately 
1/3 of the array stations were out of order. This placed 
a crippling limitation on record quantity.
(b) Restriction of the Technique to Aftershock records:
Assuming that the aftershocks were enough in quantity to 
affect the desired progression in record simulation, then 
the ultimate result would, by implication, be restricted 
to a relatively short time sample. The resulting simulated 
source would then represent an earthquake rupture that 
excludes the stress-time history of the neighbourhood 
region. This in turn would render the hypothesis weaker 
and of less substance.
To try and remedy or at least minimize these two 
disadvantages, 3 additional earthquakes were selected and 
included in the data set. The times of occurrence of 
these events are not related to the 1976 main energy 
release, but their location relative to the main source, 
suggests an empirical tectonic relationship.
Note that the numbering of the main source and aftershocks 
in Figure 5.8 and Table 5.2 follow the sequence of their
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TABLE 5.2













































































occurrence. Similarly the lettering given to the 3 
independent earthquaRes.
4.4.0 Discussion:
As mentioned earlier in this chapter, part of Chapter B will 
be concerned with re-evaluating the kinematic and some 
dynamic source parameters of the data of Table 5.2.
For the present, however, we focus our attention on Figure 5.8 
and point out certain salient features that are worth noting:
(a) All 5 aftershocks seem to cluster to the east and south­ 
east of the main epicenter. The sequence of occurrence 
broadly indicates that the pattern of tectonic strain 
released in the aftershocks migrated in a southeasterly 
direction.
(b) The location of the 3 independent epicenters (viz. CBOOA, 
CBOOB, and CBOOC) relative to the main epicenter suggest 
a continuation of the general fracture zone to the north­ 
west .
This particular feature could be explained from a different 
standpoint. If we could conveniently call these events 
foreshocks, then we could envisage the whole process as a 
crack extending from NW to SE.
(c) All events except CBOOC, lie within a radius of 100km from 
the main source, an indication of common stress pattern.
(d) The depths of all the shocks show that they originated
from an intermediate zone, possibly related to the tectonic
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stresses acting at the interface of or within the sub­ 
ducting Nazca plate. (See Fig. 5.6).
Finally, we conclude this chapter with the presentation of 
Table 5.3. This table depicts the final picture of the studied 
data against each SAAS station. Those marked "X" indicate that 
the record was utilized in the experimental procedure and 
analysis. Excluding the main event, viz. CB001, the total 




































X X X X X X X X X
E2 X X
E3 X X X
E4 X
X X X X X X X X
E5
X X X X X X X
EE
X
CP X X X X X X X X
W1 X
W2 X X X X X X
W3




S1 X X X X X X X X
S2 X X X
S3 X X X X X X
S4 X X X X X X X X X






















CHILE DATA : SOURCE PARAMETERS AND SEISMOGRAM ANALYSIS
1.0.0 INTRODUCTION:
In Chapter 5 we presented an observational and descriptive 
account of the Chile data source, the transmission path and 
the receiving array/ In this chapter we report the results 
obtained for the far-field observations, through the 
application of the methods and techniques developed in the 
first part of this thesis.
The chapter begins with re-evaluating some of the important 
kinematic and dynamic source parameters including relocation, 
body wave magnitudes, source dimensions of the main shock, 
and focal mechanisms.
In the seismogram analysis section we discuss phase ident­ 
ification around the 20 -discontinuity. Apparent velocities 
and azimuths and their estimations is next discussed with 
examples. This is followed by a discussion of the summation 
scheme which includes a description of the concept of array 
transposition to the source. The direction and sequence of 
trigger is explained with examples.
The final section consists of presenting the results in the 
time and frequency domains, i.e: the seismograms and their 





We start our re-evaluation of parameters by relocating the 
Chile earthquakes. For this purpose we used a simple and 
effective location program often used in GSU practice Known 
as "SPEEDY" (Douglas, et al, 1974). The logic behind the 
algorithm is based on Geiger's method for estimating the 
standard errors of determining the focal co-ordinates and 
joint confidence regions for epicentral location. The method 
consists of linearizing and solving by iteration the non­ 
linear least squares location problem. In computing, the 
confidence regions constructed in the linearized problem 
become exact asymptotically as the number of recording stations 
used gets larger [Flinn, 1965).
SPEEDY computes the epicenter, depth and origin time of a 
seismic event, given the arrival times of the P-phases at 4 or 
more stations. If the arrival times are available from only 
3 stations, then either depth or origin time must be restrained 
(kept constant) to some initial value. For less than 3 
arrivals no solution is possible.
Using the J-B (1967) or Herrin (1968) P-travel time tables, 
the program employs the equation of condition:
<5Tj = 6H + 6h /9h - x Cos aj / 9A j - y Sin aj
where: 6Tj = Aj - H -
and H is the approximate origin time of the event 
h is the approximate depth of the event.
A-!, otj are the distance and azimuth respectively from the
tJ J
approximate epicenter to the jth station.
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Aj, Tj are the P-phase arrival and travel time respectively 
from the approximate epicenter to the jth station.
3T/ 9A , is the partial derivative of the travel T (= f(Aj,h)) 
with respect'to distance at the point (Aj.h). <^An 
is the partial derivative of the travel time T with 
respect to depth at the point (Aj,h). Both of these 
derivatives are obtained from the mentioned travel time 
tables. The unknowns x, y, <Sh, and 6H are the correct­ 
ions to latitude, longitude, depth and origin time 
respectively.
The condition matrix of normal equations are solved by matrix 
inversion. Given a set of condition equations of the form:
(X) I = y
where (X) is the matrix of coefficients of the condition 
equations.
g is a vector of corrections to trial estimates.
y is the vector of residuals.
SPEEDY computes estimates § of g by least squares, hence:
t -i •_>.
6 = (S) (X) y [6.1]
-1 ' 
where (S) is the inverse matrix of (X) (X)
and (X) is the transpose of (X)
(S) I = .(X)' y 
are called the normal equations.
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According to Lilwall (1969) poorly determined solutions of 
equation (6.1) occur when the determinant of the matrix 
approaches zero. This is reflected in abnormally large 
confidence limits on the least squares solution. The reason
for this is that the confidence limits depend on the square
_ i 
root of the diagonal' elements of the inverse (S) (Douglas,
_1 
1966), and since the elements of (S) are proportional to
1/ T ,p.-l, therefore a small determinant tends to lead to a 
large confidence region.
The program incorporates a simple form of rejecting inconsistent 
data based on the method of Herrin et al (1968). By the first 
iteration the standard deviation a is calculated and the data 
truncated at o=2 about the median and not the mean. This helps 
eliminate skewness (Lilwall, 1969). a is then recomputed, 
corrected for truncation (Freedman, 1966) and the original 
sample truncated as before but using the new a. This process 
is repeated until successive iterations yield changes small 
enough to be neglected.
2.1.2 Results:
The P-arrivals, epicenters and depths of the Chile earthquakes 
input to SPEEDY were those reported by ISC. Table 6.1 lists 
the new latitudes and longitudes with the 95% confidence 
limits and the standard deviations. Figure 6.1 shows the 
relocated events.
Comparing Figure 6.1 with the original ISC locations of 
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same configuration as before. The new epicenters- seem to be 
shifted as a whole to the NE by about 10-15Km with the relative 
locations of individual events, especially those of the after­ 
shocks, slightly more drawn nearer the major shock.
In the preliminary runs of SPEEDY we found that not restraining 
depth resulted in unstable solutions. The results listed in 
Table B.1, therefore represent the most likely fit using 
Herrin (1968], restraining depth values to those reported by 
ISC from pP-P observations and rejecting residuals > O9s.
The resulting values of "a" (about O5s) include all the 
variations of world wide travel times in various azimuths. 
However we derived some reassurance from the list of the 95% 
confidence regions which are well within the accepted 
practical uncertainty in epicentral location. According to 
Flinn (1965) an ellipse on the earth's surface with an area of 
470km2 is regarded as a good solution.
2.2.0 Observation of P-Wave Residuals:
We mentioned in Chapter 5 that according to Berrocal (1974) 
earthquakes originating from the source region generally show 
earlier P-arrivals than expected, i.e: negative AT.T at most 
SAAS stations. To investigate this we selected SAAS: E4 and 
55 at which all the Chile earthquakes were recorded. The P- 
arrivals were picked to within 0-01s using maximum paper speed, 
maximum jet pen gain and a bandpass of DC-10Hz. Table 6.2 
lists the calculated arrivals using Herrin (1968), those 

















































































































































































































































































































































































































































































































































































































appropriate station corrections given by Berrocal were applied 
Cloc. cit, Table 8). Source and elliplicity corrections were 
neglected since both are assumed to be constants.
The mean of AT.T indicate earlier arrivals at E4 while at S5' 
the arrivals are late. The standard deviations are comparable 
at both stations but their high values reflect the considerable 
scatter in readings. Figure 6.1a shows a plot of the AT.T 
values at E4 against those at S5 for all shocks. The 
distribution of data points seems to reflect the source map of 
Figure 6.1 with a definite trend. The regression line has a 
slope of about 0-5 and a y- intercept of about -0-4.
The contrast in arrivals between E4 and 35 which amount to 
approximately O-Ss appear to correlate with the subsurface 
geology beneath the two sites (see Section 2.2.0, Chapter 5). 
More importantly, however, is the local structure under E4 and 
S5. If the structure under every point of SAAS were similar, 
if the Moho was horizontal, and if the altitude of the stations 
were the same, then the observed arrival times should ideally 
be identical to the expected ones (i.e: almost simultaneous 
arrivals, with small allowances for azimuth and range). This 
would be portrayed by the broken line of Figure 6.1a which 
passes through the origin and has unity slope. Since the 
possibility of a dipping Ploho under SAAS was discounted (see 
Section 2.4.1, Chapter 5) and because the difference in 
altitudes between E4 and 55 can only account for a fraction of 
the observed 0-6s relative residual, the major contributing 
factor to the anomaly has to be attributed to the difference 
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Fig. B.1a P-Wave Residuals
Obviously the true dimensions depend on the P-wave velocity 
distribution of the layers involved and our small sample is 
not sufficient to give such a detailed picture. It would, 
therefore, be valuable to investigate the effects of local 
structure under SAAS through measurements of large samples of 
teleseismic P-phases ' (see for example: Niazi, 1966; Cleary et 
al, 1968; Corbishley, 1970; Wright et al, 1974), or by crustal 
studies in the vicinity of the array (Agger and Carpenter, 
1964).
2.3.0 Estimation of Body-Wave Magnitude "m":
Here we attempt to re-evaluate m from the short period 
vertical components of the Chile events. For this we employ 
the Gutenberg-Richter (1956) formula:
m = log (A/jKj + Q(A,h) + 6(s,p,r)
where: A is the peak to trough ground amplitude (mm).
T is the P-wave period (s).
K. is the magnification in thousands at T.
_Q(A,h) is the distance-depth factor.
6(s,p,r) is the source - path - receiver correction.
In applying the above formula the term 6(s,p,r) was omitted 
since very little is known about these corrections. For the 
seismograms where the major portion of the P-coda is 
saturated, it was difficult to measure amplitudes. The only 
other option open to us was to try and reconstruct that part 
of the waveform by "filling-in" the clipped peaks and troughs, 
Extra care was taken in reconstructing the measured P-phases
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making sure that the amplitudes, periods and arrivals were 
consistent across the array.
The uncertainty in reconstruction and in reading appears to 
be within practical limits as evidenced by the standard 
deviation and number of observations listed along side the 
mb estimates in Table 6.3. The table also includes the ISC 
estimates of m with the resulting residuals Am . On average. 
Am indicates that our estimates are greater than the ISC 
values by less than 5 a unit. This supports Berrocal's findings 
regarding the larger amplitudes recorded at SAAS, which were 
explained as being due to a high Q path. This may well be a 
contributing factor. But what Berrocal had not speculated 
upon, at this distance range, however, is the possibility of 
the existence of a 20 -discontinuity around depths of about 
400km (Julian and Anderson, 1968; Lehmann, 1974, 1970]. We 
therefore are inclined to suggest that the observed large P- 
amplitudes observed at SAAS as compared with ISC estimates are 
probably due to the coupled effect of a low attenuation path 
and the refraction of these waves at a deep high velocity 
layer.
Unfortunately our insufficient data sample plus the restriction 
of the distance range to the threshold of the 20 -discontinuity 
offers inconclusive evidence in support of our claim. 
An interesting investigation would be to collect a large 
sample of ATT and Am from earthquakes at a distance range 
of at least 10-30° in the direction of SAAS with the view 
of studying source and path properties in order to 
establish whether the suggested discontinuity exists or not.
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Csee Section 3.1.0 for further discussion).
2.4.0 Surface-Wave Magnitude-Energy Estimation:
As shown in Chapter 2, most of the surface waves for the large 
Chile earthquake viz: CB001 is overloaded. Therefore a 
similar waveform reconstruction was applied to 20s surface 
waves at 5 SAAS stations viz: E4, CP, S"\, 54, and S5. M was 
estimated from the IASPEI (Prague-Moscow, 1962] formula:
MS = log 1Q (A/TlO + 1-66 log 1Q A + 3-3
where: A is the amplitude (mm] of 20s surface waves
T is the period
A is the epicentral distance (degrees]
An additional depth correction was applied using the 
Czechoslovak Geophysical Institute formula (WDC-A, Report SE- 
8, 1977, p.19]:
dM = 0-007 Ch-20) for A - 20°, h < 100km
Our readings gave an M value of 8*57 averaged over the 5
5
stations. To check this result we substituted the equivalent
m, value into Marshall's [1970] formula: b
M = 2-08 rn - 5«65 
s b
This gave M = 8-68 which is about 0-1 of a unit higher than 
our estimates. Such a result encouraged us to use Marshall's 
formula to the other shocks. The results are listed in Table 
6.4.
To assess from M how the total energy released by the Chile
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earthquakes compares with that of CB001 we used Baths (1958) 
formula:
log 1Q E S = 1-44 M + 12-24
The results are also listed in Table 6.4. It is clear from 
these estimates that the sum of total energies released by 
the individual "foreshocKs" and aftershock sequence is only 
about 3% of the total energy radiated by CB001. This is 
expected and follows the exponential relationship governing 
earthquake size and energy [see Section 2.7.0).
2.5.0 Source Dimensions of the Large Shock:
Having obtained M estimates we proceed to assess the source 
dimensions of C80D1. For this purpose we make uss of some 
empirical relationships published by Kanamori and Anderson 
(1975) which incorporate source parameters like M and S.
According to this work an inter-plate large earthquake such
as CB001 would probably - on average - have an apparent
stress "a " = 10 bars and a stress drop "Ao" = 30 bars,
9
assuming a medium of rigidity "y" = 3 x 10 11 dyne/cm 2 . Taking 
these parameters as a first approximation we find that a large 
earthquake of M - 8-5 has:
H = 10 29 dyne-cm (loc. cit. Figure 4) 
and
S = 27 x 10 3 km 2 (loc. cit. Figure 5)
Using the above parameters in the empirical relation:
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We obtain an average dislocation D of about 1
From the estimated fault area it is .possible to deduce the 
fault length L (along the strike] by assuming that:
L = 2W
This approximation has been shown to give the best agreement 
with observational data [see for example: Abe, 1975; Geller, 
1976). Employing this relation we find that:
L = 232Km
Unfortunately we have no geological information to compare 
our results with. The object of the exercise, however, is 
merely to give an idea of the rupture dimensions. This, 
drawn to scale, is shown in Figure 6.1, with the fault length 
centred on the location of CB001 and along its deduced strike. 
With the exception of CBOOC, all epicenters appear to fall 
within the major fault line. A better picture is shown in 
Figure 6.2.
2.6.0 Focal Mechanisms:
Using P- first motions reported by ISC we determined the focal 
mechanism plots for the Chile group of shocks. Figure 6.2 
schematically illustrates these solutions. The detailed 
diagrams are given in Appendix (C] stereographically projected 
on the lower hemisphere. Table 6.5 lists the strike "<j>" and 






























































































































































































































































































TABLE 6.5 Focal Mechanism Parameters
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From Figure B.2 and Table 6.5 it is apparent that with the 
exception of CB014 all earthquake solutions generally show 
one nodal plane steeply dipping with a NW-SE strike, while 
the second plane shows a small dip inclined in a northwesterly 
direction.
Recalling our discussions regarding the general seismicity and 
earthquake mechanisms of the source region (Section 3.0.0, 
Chapter 5), we notice that our solutions agree well with those 
of Stauder (1973]. The strike and dip of the steeply inclined 
nodal plane is therefore taken to represent the fault surface. 
The distribution of first motions suggests a normal type- 
faulting along this preferred surface.
2.7.0 Discussion:
We have so far re-evaluated the Kinematic and some dynamic 
source parameters of the Chile data. The following points 
thus become apparent:
a] From the point of view of event relocation it seems that, 
in general, our earlier discussion regarding the locations 
of these events (Section 3.4.0, Chapter 5) and the 
deductions made thereof are still valid. In other words, 
the general re-evaluated tectonic framework, as evidence 
by relocation, essentially remains the same.
b) The observed P-wave travel time residuals suggest that the 
anomalies are probably due to local structure and geology 
rather than to path effects. The body-wave magnitude 
residuals, on the other .hand, seem to imply the probable
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existence of a 20°-discontinuity in the travel time curve, 
coupled with the presence of a high velocity discontinuity 
at about 4DOKm depth, although this is not conclusive.
c) Estimated surface-wave magnitudes and energies suggest that the 
total energy release of the "foreshock" and aftershock sequence 
amounts to only about 3% of that released by CB001. 
According to Bath's (1958] E -M formula it appears that in 
order to "regenerate" the energy of an 8-511 earthquake we 
require around 145 events of 7-011 and about 4000 with 6-0
5
V
As will be shown later in this chapter we do not need so 
many to reconstruct the major portion of the spectral 
signature of the main source.
d) Using empirical formulas we have deduced an approximate 
fault length of 232km for the main source. This length 
appears to cover most of the focal region of the smaller 
shocks.
e) The determined P- mechanism solutions generally indicate 
a NW-SE fracture steeply dipping to the NE. The radiation 
pattern of all the events, particularly of the aftershocks 
is in general agreement with that of CB001 thus indicating 
normal-type faulting. This similarity in radiation between 
the main shock and aftershock sequence supports other 
observations elsewhere [see for example: Stauder and 
Bollinger, 1966; [IcEvilly and Casady, 1967; Page, 1968; 
Brady, 1976 for theoretical treatment}.
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3.0.0 SEISnOGRAM ANALYSIS:
3.1.0 The 20°-Discontinuity and Phase Identification:
At first glance, the seismograms of the Chile earthquakes 
(Figures 6.3a-d and 6.4a-e). indicate that their reading is 
not straightforward. At this distance range the complication 
in phase arrivals is due to a combination of factors, the most 
important of which are source structure and path effects.
In this section we attempt to identify the prominent phases 
observed and relate them to the 20 -discontinuity. Before 
doing so, however, it is appropriate to give a brief 
explanation of this phenomenon.
At short distances and in most regions the ray parameter 
"dT/dA" is about 13-8s/ . This value gradually decreases to 
12-3 between 18-19°, but drops sharply to 10-4 between 20-21°. 
On the P-travel time curve, this is manifested by an abrupt 
change in slope at around 20 , corresponding to a ray having 
its lowest point at depths of about 400km. Furthermore, at 
this range, the P-wave amplitudes are exceptionally large. 
These observations indicate that between the depths reached by 
rays emerging at 20 , there is a "discontinuous" increase in 
the P-wave velocity accompanied by a decrease in the value of 
dT/dA for first arrivals by about 20%. This phenomenon came 
to be Known as the 20 -discontinuity (Lehmann, 1934; Jeffreys, 
1939; Lehmann, 1961, 1962, 1964, 1970).
According to Jeffreys (1976), the most liKely interpretation 
is that the P-wave velocity increases continuously with depth
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and especially rapidly over a certain depth range (=40Qkm) to 
give triplication. The time curve would then have a continuous 
slope, but would curve strongly around 20 . It, therefore, 
follows that the large P-wave amplitudes are probably due to 
these phases being refracted in a high velocity layer at 
depths of about 400km.
3.1.1 Observation of P-Phases:
Figures B.3a-d show the first 3-5 minutes of events: CB018, 
CB013, CB011, and CB014 plotted to the same scale. Both Z/N 
and Z/BL traces are illustrated to aid in identifying the P- 
phases. Figure 6.3e is a plot of the observed P, PP, and PPP 
travel times. They seem to agree reasonably well with the J-B 
times shown as broken lines. The P-pP intervals also correlate 
with depths of 75-100Km. Of course ISC depths were obtained 
from this interval.
Most interesting of all, however, are the phases marked P. and 
P in Figure 6.3f. These generally have a separation of 2-3s. 
The phases are exceptionally clear on the Z/BL trace of CB011 
and CB014 but less obvious on CB013 and CB018. We found that 
normalizing the traces to that of CB014 does not help in 
identification since the overall P-signals on the seismograms 
of CB013 and CB018 are weak. On the array records of CB014, 
however, the phases are much more obvious (Fig. 6.3g) and 
appear to follow through on most Z/BL traces. A more or less 
similar kind of identification may be made on the seismograms 
of the larger earthquakes (Figs. 6.4a-e) although these phases 
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The P - p phases identified here appear to be similar to 
those originally suggested by Lehmann (1970, p.363) on 
explosions in North America. With a separation of about 3s 
and almost identical velocity these phases correlate 
exceptionally well with those published (loc. cit, Fig. 5).
It transpires therefore that these observations plus the Amb
anomaly discussed earlier are both in favour of the suggested 
presence of a discontinuity in travel time and depth in the 
direction of SAAS.
Unfortunately our distance range as evidenced by the farthest 
SAAS station to the nearest and farthest epicenter amounts to 
only about 53km (see Fig. 6.11]. This in addition to the fact 
that the array almost faces the fault broadside, inevitably 
means that if we were to construct travel time curves for P 
and P_ we would get limited resolution but not enough to 
observe their behaviour with distance. This is the reason for 
the suggestion made in Section 2.3.0 of this chapter.
3.1.2 Observation of S- and Surface Phases:
The large earthquake seismograms of Figures 6.4a-e show the 
S- and surface phases more clearly. Here again the S arrivals 
are in general agreement with the published tables. The core 
phase PcP is also discernable on most of these seismograms.
The large amplitude phase, on the other hand, identified as 
LQ [continental first Love, Simon, 1969, p.96) is quite 
remarkable especially on the seismograms of CB001 and CB002. 
















































































































































































































































































































































































































































































































































of about 4Km/s. These properties are more or less similar to 
the Lg-phase originally identified by Press and Ewing C1952) 
as being a unique phase characteristic of continental paths at 
short distances. The presence or absence of this conspicuous 
phase is therefore an indication of the presence or absence 
of a completely continental path since as little as 2° inter­ 
vening oceanic crust is sufficient to eliminate the phase 
entirely (Ewing et al, 19573. Although the precise mechanism 
of Lg propagation is not fully understood, it is thought to 
involve predominantly transverse motion which may be 
accompanied by appreciable vertical components, multiply 
reflected within a superficial sialic layer doc. cit, p.219). 
It is this vertical component of the particle motion of Lg we 
believe we are observing. Obviously the sharpness of the 
phase depends on how the incoming energy is partitioned into 
vertical and horizontal motions. For.instance, the motion of 
Lg on the seisrnogram of CBOOA is mostly horizontal and 
therefore the vertical component is inconspicuous.
3.2.0 Estimation of Apparent Velocity and Azimuth:
In estimating station or epicentral azimuths we used a straight 
forward calculation incorporating the relocated epicenters and 
the array station co-ordinates. The resulting Az values are 
therefore supplementary. In practice, however, and because of 
the possible existence of a lateral discontinuity around the 
source region (Section 2.4.2, Chapter 5) plus the minor 
contribution of the earth's ellipticity, azimuth may not 
supplement station back-bearing. But since our observations
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are at a short distance range and originate from a common 
source, both values of Az are assumed to supplement. This 
reduces our calculations and as was shown in the example runs 
of "BEAM" in Chapter 3, azimuth does not adversely affect our 
ultimate results.
For apparent velocity estimates we used the observed phase 
velocities for P and S published by Birtill and Whiteway [1965). 
According to these curves [loc. cit. Fig. 1) the P-wave velocity 
around 20 is about 10-1km/s while that for S is about 6-5Km/s. 
In Section 4.5.1 of Chapter 3 it was shown that these phase 
velocities were sufficient to give significant construction 
especially for the P-phase.
In order to obtain a representative velocity for the sum- across 
the array - of the short and long period wave components we 
present two examples of runs for CB014 and CB022 shown in 
Figures 6.5 and 6.7 [see also Section 3.3.0 for further 
discussion). Taking the respective calculated azimuths and 
selecting a range of AV between 3-12km/s for both events [Figs. 
6.6 and 6.8) it is evident that at 10Km/s the short period P- 
phases are significantly enhanced compared to the long period 
waves. Moving down to a phasing velocity of 4km/s we find that 
the amplitudes of the short period phases are substantially 
reduced while those of the long periods hardly change. This 
phenomenon is expected in phased array outputs and the reason 
is as follows:
In order to reject or accept a signal of a particular period 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































the range of frequencies in which it has significant energy. 
If parameters like seismometer separation, azimuth, and 
velocity are all constants, then the phase shift will be 
proportional to frequency and in turn inversely proportional 
to wavelength. Thus when the apparent wavelength of a 
particular phase is substantially larger than the array 
dimensions, the total summed response output for that phase 
will not be affected. Bearing this in mind we find that for 
the short period P-phases at a range of about 20°, an apparent 
velocity of about 10Km/s, and frequencies between 0-5-1 Hz will 
have corresponding wavelengths between 10-20km. For the longer 
period phases such as the LQ, on the other hand, we get wave­ 
lengths of the order of 30-50Km.
Now to see how these wavelengths and their direction of 
arrival compare with SAAS dimensions we require a formula 
relating the above parameters to the total summed response E . 
One such relation (Willmore, personal communication] is:
._ c - /-,E = E e ^ Sin na/2
n ° Sin a/2
where: E is the response for a single seismometer
2ird cos
and: d is the seismometer spacing 
A is the seismic wavelength 
<J> is the angle of arrival of the wavefront
Note that in the above equation, the complex part describes
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the phase shift as a function of frequency, while the real 
part specifies amplitude. Therefore a plane wavefront from 
the Chile source will arrive at angles of fy = 38° and 52° at 
the EW and -NS arms of SAAS respectively. Our array dimensions 
will then reduce to:
17-5 cos 38 = 13'8km along the EW line 
12-5 cos 52 = 7-7km along the NS line
It immediately follows from the above that the shorter period 
waves whose wavelengths are comparable to the array size will 
be directly influenced by the velocity filtering procedure, 
while those of much larger wavelengths remain unaltered. 
Therefore, in order to provide adequate resolution for longer 
periods, arrays extending over several wavelengths are 
necessary.
It is interesting to note that the arrival following the LQ 
phase especially on Figure 6.8 corresponds to a continental 
LR with velocity of about 3Km/s. This is an encouraging 
feature because we are in fact constructing longer periods 
which are beginning to match the phases on the large earthquake 
record of CB001 in both arrival and period.
3.3.0 The Summation Scheme:
In the previous section we observed that for a range of input 
phasing velocities the long period content is not affected 
whereas the summed short period response is substantially 
altered. In this section we attempt to relate the phasing 
velocity at the receiver with the rupture velocity and
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triggering sequence determined by the assumed initial dis­ 
location which sweeps the fault area in a given direction. 
Before going further, however, it is appropriate to asK two 
questions, the answers to which would aid in clarifying later 
sections:
(a) Which earthquake are we attempting to construct and which 
events are our elementary "building bricks"?
(b) Having answered (ah what is the extent of difference in 
appearance in the waveform or on the spectrum which we 
desire to eliminate or alternatively construct?
The answer to the first is that we will be seeking to 
reconstruct the earthquake mechanism of the main shock CB001 
as seen by a single array station. For this purpose we will 
be utilizing all SAAS records of all "foreshocks" and after­ 
shock sequence. The answer to (b) therefore follows. Our 
objective will be a simulated seismogram and spectrum which 
reflects the frequency content and amplitude build-up that has 
the closest possible resemblance to the record and spectral 
signature of CBQ01. Here is where rupture velocity and 
triggering pattern play a major role.
3.3.1 Rupture Velocity at the Far-Field:
In Section 2.6.0 of Chapters, we stated that in the far-field 
a fault may be approximated by a point double couple. This 
may be explained with reference to Brune's [1970) paper in 
which he discussed both near- and far-field spectra.
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According to Brune, as the range of observation increases, 
diffraction and scattering reduces the long period or static 
spectrum. In other words the static field decays at a higher 
order of distance than the dynamic field (or role-off]. 
Therefore at large distances and for wavelengths greater than 
the source dimensions, the effect of the opposing side of the 
fault diffracts around the dislocation and differentiates the 
far-field spectrum. This gives the long period, large distance 
equivalent source as a double couple (Maruyama, 1963; Burridge 
and Knopoff, 1964] .
Bearing this concept in mind and recalling our discussion in 
Section 3.2.0 of Chapter 3 in which we mentioned that the 
appropriate time delays introduced in the summation process 
must account for rupture propagation and travel times of 
seismic waves, and is determinable by the input apparent 
velocity, we can recognize the important difference between a 
wavefront crossing an array of detectors at a given apparent 
velocity and that of a rupture assumed to propagate along a 
fault surface. The ultimate target would then be to incorporate 
an assumed rupture velocity with an observed seismic velocity 
in order to construct the most likely "trigger factor", which, 
at a given direction would resemble a simulated rupture process 
approximating that produced by the main source.
In our brief outline of dislocation theory (Section 2.3.0, 
Chapter 3] we mentioned that a dislocation is assumed to 
propagate along the fault at a constant rupture velocity "VR " 
dependent on the S-wave velocity "g". The ratio of "vR /g" is
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called the Mach number "M" and is usually taken to be subsonic 
in nature, i.e. M<1-0 for most kinematic source models.
The implication of the Mach number or "trigger factor" was 
studied by Boore et al (1971) in a discussion of propagating 
2-dimensional edge dislocations. They showed that the maximum 
motion in the normal component produced by a dislocation of 
unit amplitude and unit rise time increases with the Mach 
number and is a particularly strong function for M close to 
unity (loc. cit, Fig. 9). This result-was confirmed by the 
near-field investigations of Boore and Zoback [1974a) and used 
by the-same authors to model the strong motion recordings at 
the Pacoima Dam of the San Fernando earthquake of 1971 [Boore 
and Zoback, 1974b). It is worth noting here that no equivalent 
studies of rupture propagation in the far-field have been 
reported. We therefore have to assume that the above discussion 
extends to a distance range comparable to our observations. If 
this was taken as an acceptable extrapolation then our guide 
will be the S-wave velocity at the source structure. This at 
depths of 75-100km is about 4*36km/s, therefore a phasing 
velocity of 4km/s would correspond to M = 0«92. As a higher M 
alternative, we sum at 10km/s along the fault. This would give 
near-optimum phasing of p-waves from a single source as seen from 
SAAS but would correspond to M = 2'29 referred to the g-value in 
the focal region. The reasons for such a choice are:
['a) The long period construction at subsonic M is quite
promising and shows encouraging preliminary results [Fig. 
6.8).
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(b) It is conceivable that a fault propagating subsonically 
could give rise to supersonic "bow" waves in an overlying 
low-velocity layer as suggested by Aki M96Ba) and Boore 
et al (1971).
(c) The respective velocities of 4 and 10Km/s give the best 
construction of the low [static) and high (dynamic) range 
of frequencies on the far-field spectrum.
In Section 3.3.3 of this chapter we explain how these velocities 
are incorporated with the directions and sequence of trigger.
3.3.2 Transposition of Array to Source:
As we pointed out in Chapter 5, one main objective in utilizing 
array records is to have numerous earthquake samples which 
could be appropriately phased and summed to produce a large- 
earthquake seismogram. In this context we can imagine each 
station of SAAS as representing a point source of that 
particular earthquake. The E-W line would then simulate a 
fault line, at that direction and of comparable dimension, 
consisting of a sequence of point source equivalent to the 
number of recording stations. A similar argument is applied 
to the N-S arm of SAAS.
To assess the number of point sources available, i.e: the 
number of seismograms, their relative positions and directions 
of spread with respect to the fault dimensions of the major 
shock we employ what we have come to call the principle of 
array - source transposition [similar to the idea of arrays and
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co-arrays introduced by Haubrich, 1968]. This basically 
involves translocating the central point of the array to the 
hypocenter of each earthquake.
The method is fairly straightforward for a single station- 
multievent case [see Chapter 7). For an array of stations, 
however, the operation involves translocation between parallel 
horizontal or inclined planes at the same level or at 
different levels in a uniform medium. The array map will 
therefore be inverted on the source map and the central point 
of the array coinciding with the earthquake hypocenter. 
Figure 6.9 illustrates this principle.
Translocation leaves all source-array vectors unchanged. 
There will, however, be some vertical distortion if the ray 
paths are in a heterogeneous stratified earth. The method 
would be ideal if the fault surface was horizontal. Between 
a horizontal array and a dipping fault, on the other hand, the 
simple imagery fails to reproduce the model. This is because 
the array image does not lie in, or is not parallel to the 
fault plane and hence if one were to swing the N-S line to 
coincide with the fault surface at that dip, one would intro­ 
duce extra paths unaccounted for. As a consequence we are 
limited to the option of imagining the ray paths swinging in 
azimuth about CP to give a virtual source transposed horizont­ 
ally along the fault to coincide with the hypocenter. The 
resulting imagery would therefore introduce a "thickness" to 
the fault determined by the extent and slants of the E-W and 
N-S lines from the fault surface. This is shown schematically 










































































































































































































































illustrated in Figure 6.11.
3.3.3 Direction and Sequence of Trigger:
In the previous two "sections we discussed rupture velocity and 
array translocation to the source. What remains to discuss is 
possible fracturing directions or sequence of trigger available 
under the constraints of array transposition method.
In Section 2.6.0 of this chapter we found that the focal 
mechanism solutions of all the events suggest a normal-type 
faulting generally trending NW-SE. This indicates that the 
ambient stresses responsible for these shocks are extentional 
(see Section 3.2.0, Chapter 5). Bearing this in mind it is 
possible to suggest the following cases to account for the 
direction and hence triggering sequence of the initial dis­ 
location :
CASE (1) Along fault surface (strike) in a N-S direction.
M f 91 " " " (> " " S-!\l "
(3) Oblique to fault surface in a NW-SE direction.
(4) " " " " " " NE-SW
(5) » » " " " " SW-IME
(6) " " " " " " SE-NW
" (7} Along fault surface (dip) in a downward direction.
" (8) " " " " "an upward
Cases (1), (2), (7), and (8) involve all SAAS stations of all 
event records since the direction of trigger is along the 
fault surface (in the strike or dip directions) and summation 











































































































































































































































CP. Cases (3) and [6] involve only the E-W line of SAAS for 
all events because the dislocation is assumed to propagate 
oblique to the fault surface and its direction will be deter­ 
mined by the transposed E-W arm of the array. Similarly cases 
(4] and (5) involve only the IM-S line of stations.
The propagation direction of the initial dislocation combined 
with the' rupture velocities discussed earlier will evidently 
determine the sequence and speed of trigger and hence the 
sequence of summation and input velocities. Examining Figures 
6.10 and 6.11 closely we notice that the 8 cases described 
above fall into 3 sequence categories as shown below:
AF/N-S (CASE 1)-*- «-AF/S-!\l (CASE 2) 
(1] C+B+A+14+13+11+18+22
OB/NE-SW (CASE 4)+ -HDB/SW-NE (CASE 5)
OB/NW-SW (CASE 3H +-OB/SE-IMW (CASE 6) 
(2} C + B + A + 13 + 14 + 11 + 22 + 18
AF/UPWARD (CASE 8H ^AF/DDWNWARD (CASE 7] 
(3) B + A •*• C + 13 + 11 + 14 + 22 + 18
To illustrate what we have discussed so far we give examples 
of summed outputs assuming the array records of a single event 
are involved. The examples shown in Figures 6.12 and 6.13 
are events: CB014 and CBD22 plotted to the same scale. The 
lettering: SL, SE, and SS signify: ALL, E-W and N-S summed 













































































































































































































































































































































































































pertain to average Mach numbers of 0^92 and 2-29 It is clear 
from the figures that for subsonic rupture propagation 
involving ALL summed outputs the results are impressive in 
the long period range. This is especially true for the larger 
event CB022 of Figure 6.13.
4.0.0 RESULTS AND DISCUSSION:
In this section we report the results of our summations according 
to the scheme discussed in the previous section comparing and 
pointing out similarities and differences.
4.1.0 Comparison of ALL, EW, and NS Individual Event Sums:
Recalling our discussion at the beginning of Section 3.3.0 we 
stated that our target is to construct the source of CB001 at 
a single station. To show the "target" and "building bricks" 
we present the seismograms of all the Chile earthquakes at E4 
[Fig. 6.14) and their respective spectra (Fig. 6.15). The 
hatched area under the spectral curve of CB001 should, there­ 
fore be ideally filled by enough samples from a suitable 
combination of all other events in such a way as to bring the 
simulated spectrum to match that of CB001. If this were 
accomplished then we would have met our primary target and 
constructed a source with similar fracturing mechanism to the 
main shock as observed from a single station.
We start by considering the spectral differences between the 
summation of each component event at: ALL, EW, and NS SAAS 
stations with subsonic and supersonic rupture propagation. 
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of all events plotted to the same x-y scale with a INI-S direction 
of trigger along the fault (AF) and oblique to the fault (OF). 
That is: AF/N-S CALL SAAS stations), OF/NW-SE (E-W SAAS 
stations) and OF/NE-SW (N-S SAAS stations) at average Mach 
numbers of 0«67 (i.e: AV=4Km/s) and 1-65 Ci.e: AV=10km/s). 
The equivalent spectra are collectively displayed in Figures 
B.19 and 6.20. The spectrum of CB001 is marked on all plots.
The first impression from the spectral plots of Figures 6.19 
and 6.20 is that some of the spectra are well below that of 
the major shock while others are above especially in the 
dynamic part or role-off. If we look closely, however, it is 
possible to decipher only 2 spectral curves that seem to 
coincide with the major part of the CB001 spectrum. These 
curves are marked by solitary arrows. Searching through 
individual spectral plots we found that these correspond to 
events CBOOC [Fig. 6.19) and CBOOB (Fig. 6.20). The spectral 
approximations are shown in Figure 6.21a and the equivalent 
seismograms are displayed in Figure 6.21b.
Examining Figures 6.21a and 6.21b we note the following:
1 - The constructed long period amplitude from the 12 array 
records of CBOOC resembles that of CB001 more closely 
than that of CBOOB. This is most certainly due to:
a) Size of the input event.
b) Record quantity.
c) Selected rupture velocity.





































































































































































































































































































































































































































































































































































































































































































































remarkably well with that of CB001. Both, however, are 
clearly below the static or long period ft level of CB001.
As a preliminary interpretation of this result we may state 
that we have in fact reconstructed a source very much similar 
in spectral shape to an actual large earthquake spectrum. 
Comparing the results, it is possible to point out the 
following facts:
1) Clearly the trigger direction along the fault plane where 
all array records are incorporated seems a better approx­ 
imation than a direction oblique to the fault.
2} The subsonic rupture speed used to construct the simulated 
long period motion from the array records of CBDOC appear 
to be more realistic for the simple reason that a better 
waveform fit is observed.
3] As we mentioned in our rupture velocity discussion, it 
could happen that subsonic rupture at the fault surface 
may generate in an overlying low velocity layer, waves 
travelling at supersonic speeds. This could be the case 
with the result obtained from the summation of 10 array 
records of CBOOB at M =2-29. This highly hypothetical 
and tentative situation, however, seems unlikely because 
the simulated seismogram from CBOOB records shows long 
period phases much lower in amplitude than that displayed 
by the sum of CBOOC records.
4) In relation to (3) above, and because our assumed source 
model is a 2-dimensional kinematic Haskell-type fault (see
- 138 -
Section 3.3.0, Chapter 3), it seems remotely possible that 
rupture speeds exceed Mach numbers > 1«0. (See for 
example Boore et al, 1971).
4.2.0 Attempting to Construct a Larger Source:
Having obtained what appears to be a significant result in 
constructing the large earthquake motion of CB001 at a single 
station, we ask the question of what would be the outcome if 
we incorporate the initial sums given in the previous section 
according to the 8 cases described in Section 3.3.3? The 
appropriate answer would be that since we have already 
constructed an approximation to the motion and spectral 
signature of CB001 at one station, there is enough primafacie 
reason to expect the reconstruction of an even larger source 
by combining the initial sums. We proceed to investigate this 
possibility.
Before doing so, however, if we look back at the seismograms 
of the initial sums shown in Figures 6.16a and b to 6.18a and 
b we notice how the ringing effect of the bass-lift circuit 
is being augmented at this stage of summation. This feature 
is particularly true for the CBOOA and CBOOB sums. We there­ 
fore expect that in the final sums of the 8 cases this effect 
would build-up even more. This in fact turns out to be the 
case as illustrated in Figure 6.22. Although this problem is 
taken care of in the analysis stage [see Chapter 4) and does 
not adversely affect our ultimate results, it nevertheless 
is worth attempting to remedy this digitally and observe what 
happens to seismic wave amplitudes and periods. For this 
























































































upper trace of Figure 6.22. The filtered outputs at three 
amplitude ratios are shown in Figure 6.23. At a ratio of 0-8 
maximum we notice that the ringing is almost eliminated but 
that the long period content is severely suppressed and phase 
shifted by nearly 2ir. Applying such a filter to our summed 
outputs would consequently mean that we loose most of the 
significant part of the seismogram. As a final resort and 
for purely display purposes we present the 8 cases with a 
substantial part of the ringing cut out.
On this basis we present the seismograms and respective spectra 
in the sequence outlined in Section 3.3.3. Thus each final 
summed case is plotted to the same scale for the subsonic and 
supersonic rupture propagation respectively (Figures 6.24, 
6.25, 6.27, 6.28, 6.30, 6.31, 6.33, and 6.34). The equivalent 
spectral plots each with the spectrum of CB001 at E4, included 
for comparison, are shown in opposite trigger directions, i.e: 
cases (1) and (2), (7) and (8), (3) and (6), (4) and (5) 
[Figures 6.26, 6.29, 6.32, and 6.35).
As expected the spectral differences are quite clear. In all 
the spectral plots the curve with a "hump" (produced by the 
larger amplitudes around the frequency range of 0*5-5 Hz) 
corresponds to supersonic rupture velocity. The lowest curve 
is that of CB001 and the middle curve corresponds to subsonic 
(M =0-92 ) propagation.
Studying the 8 cases we make the following observations:
1. In cases (1), (2), (7) and (8) we recognize the substantial 
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compared to that of CBD01, while in oases (3), [4], [5), 
and (6) the static level has a smaller degree of enhance­ 
ment over the CB001 spectrum.
2. Generally, the stiape of the spectra constructed from sub­ 
sonic rupture propagation for the 8 cases is similar to 
the spectral shape of CB001. It is, however, clear from 
Figures 6.32 and 6.35 that even with subsonic speed the 
long period level does not match that of CBOD1 in frequency. 
If anything these spectra seem to plateau to the SI level 
before CB001, thus indicating that their corner frequencies 
are slightly higher.
3. Cases (1), [2], (7) and [8] show more realistic results. 
This is mainly because the plateauing of the simulated 
spectra at subsonic rupture seem to occur at periods longer
than that at which CB001 attains the n level. Thereforeo
the constructed corner frequencies are lower indicating a 
larger source. This is particularly clear for cases (2) 
and (8) although most of the constructed static level lies 
outside the lower frequency limit of our plots.
From the above observations we conclude the following:
1 - As with the individual sums, the dislocation direction 
along the fault surface is more favoured. This combined 
with the large number of input records [about 75) has 
enabled us to construct a. source larger than CB0.01 .
2 - It appears that subsonic rupture propagation is the most 
likely speed with which the dislocation spreads.
- 141 -
3 - From the second observation, and because the constructed 
corner frequencies for cases (3), (4), (5) and [65, at 
subsonic rupture, are slightly higher than CB001, we 
conclude that these cases do not represent a larger-source.
4 - Out of the remainder of cases only cases [2) and (8)
appear to show corners lower than CB001. Therefore these 
cases are the closest simulations to a source larger than 
CB001.
5.0.0 GENERAL CONCLUSIONS:
From the investigations reported in this chapter we conclude 
the following:
1 - Calculations of m. residuals and observations of the P.-P-b 1 Z
phases on the seismograms of the Chile earthquakes indicate 
the probable existence of a 20 -discontinuity in travel 
time coupled with a discontinuous increase in P-wave 
velocity at around 4DOkm depth. We however, require 
further observations and a larger sample in order to 
support or deny this claim.
2 - Estimations of M and energies generally support the
exponential relationship between earthquake size and energy 
release. We, however, did not require more than 10-12 
seismograms to construct the major portion of CB001.
3 - P- first motions suggest a faulting regime similar to that 
found for the main shock. Empirical formulas give a 
length of 232km.
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4 - From apparent velocity estimates we showed that the
shorter period waves whose wavelengths are comparable to 
SAAS dimensions are directly influenced by velocity 
filtering, while those of much larger wavelengths remain 
unaltered.
5 - Setting our target to be the reconstruction of the source 
mechanism and large earthquake motion of CB001, and 
recognizing the implication of rupture propagation we 
selected Hach numbers of 0-92 and 2-29 for subsonic and 
supersonic propagation respectively.
6 - We have introduced and applied a method involving simple 
geometry whereby the array dimensions may be translocated 
to a particular hypocenter without unduly changing source- 
array vectors.
7 - Based on the focal mechanism solutions and the general 
fault motion obtained, and by the use of array transpos­ 
ition we have deduced various triggering directions for 
the assumed dislocation.
8 - From individual event sums and at both subsonic and
supersonic "trigger factors" we have constructed seismo- 
grams similar in appearance to the wave motion of the 
large earthquake seismogram of CBOD1. The spectral 
signatures of these simulated records also show remarkable 
resemblance to that of CB001. The construction obtained 
from the summation of 12 records of CBOOC at subsonic 
rupture speed, triggered in a direction representing 
propagation along the fault, appears to be the most likely
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situation bearing in mind that our fault model is a 2- 
dimensional Kinematic source where rupture propagations 
greater than sonic are theoretically unsubstantiated.
9 - In our attempts to construct a source larger than CBDD1 
we have tested 8 cases of trigger at both rupture speeds. 
The static level or long period construction at subsonic 
propagation along the fault surface, for cases (2) and [8) 
seem to indicate this possibility.
6.0.0 DISCUSSION:
It appears that the most important overall conclusion regarding 
this study is the fact that it is possible to reconstruct or 
simulate the wave motion and consequently the spectral sign­ 
ature or a large earthquake source such as CB001 from the 
suitable summation of smaller earthquake seismograms located 
in the same focal region.
The results reported in this chapter are a first attempt and 
although they might be convincing enough they lack quantifica­ 
tion. By this we mean assessing the simulated spectra through
numerical measurements of source parameters like oi and ft .co
These would directly give source dimensions. A task like this 
is not simple and we do not know of any investigation that has 
attempted this especially with real earthquake spectra. We 
therefore feel that an essential and complementary part of our 
research would be to search for and develop scientifically 
sound criteria for the precise measurements of real as well as 
simulated source parameters.
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From the point of view of fracturing mechanism and rupture 
propagation we feel that our methods are primitive and 
insensitive to dynamic factors such as differential stress 
drop, rise time and slip vectors along the fracture surface. 
S-wave solutions, which were extremely difficult to obtain in 
our case, would have greatly facilitated our conception of 
stress release and consequently would have given us stronger 
grounds for favouring triggering directions over others.
Another main disadvantage is the fact that we had no prior 
knowledge of geological or geodetic data from the main Chile 
shock. Information provided by such data could have included 
total fault offset. This in turn would have given an idea as 
to how and where the initial fracture developed.
The assumption of a kinematic 2-dimensional fault model and 
edge dislocation could well have been an oversimplified approx­ 
imation to our source. Furthermore we simply assumed that 
unidirectional subsonic propagation is extendable to the far- 
field without considering other far-field terms such as the 
starting and stopping effects of a propagating rupture.
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CHAPTER 7 
RABAUL DATA : EXAMPLE ON NEAR-FIELD OBSERVATIONS
1.0.D INTRODUCTION:
In this chapter we report our findings with respect to the 
near-field Rabaul data set. The general approach, methodology, 
and analysis is similar to that followed in Chapter 6 for the 
far-field Chile source. The basic aim, therefore, of this 
chapter is to apply the hypothesis to small shocks monitored 
from a local network with the view of constructing a larger 
earthquake source.
The source is the New Britain - New Ireland region located 
between 4-5 S and 152-153 E (Fig. 7.1). The source-receiver 
distance ranges between 40-160km. With an extremely high 
level of seismic activity both regionally and locally, the 
area is ideal for our near-field example.
As will be seen later all our observations were made from one 
station viz: ETV within the Rabaul Network and hence fall into 
the category of a single station-multievent case.
The chapter begins with a description of the general seismo- 
tectonics, geology, seismicity, and focal mechanisms of the 
source region. This is followed by a brief outline of the 
receiving network and the selected data. In Section 4.0.0 
and we attempt to locate the selected earthquakes and estimate 
their local magnitude. Next we discuss phase identification, 
apparent velocity and azimuth followed by the summation scheme 
and how the data was grouped. Finally the chapter is 





































2 -0-0 GENERAL SEISMDTECTDNICSi
Papua New Guinea and the Solomon Islands constitute part of a 
zone of late Tertiary to Recent tectonic activity that 
encircles the Pacific Ocean. The region has characteristic 
features including island arcs, mountain chains, and 
contemporary volcanic and seismic activity (Curtis, 1973). 
Recurrent orogeny, erosion and faulting with displacements of 
great magnitude, have to a certain extent, obscured the stages 
of its evolution, although according to Thompson and Fisher 
M965) there is evidence that the area has been an unstable 
zone of interaction between the Australian plate on the south­ 
west and the Pacific plate to the north and east since Lower 
Cretaceous.
2.1.0 Geology and Surface Structure of New Britain and New Ireland:
A comprehensive account of the geology of New Britain and New 
Ireland is given by Ryburn (1971). The following description 
is therefore mainly taken from the above reference and from 
Curtis (1973).
New Britain and New Ireland have a history of volcanism and 
tectonism dating back to Lower Tertiary. Their geology 
resembles that of the Solomon and New Hebrides Islands and to 
some extent that of the Huon Peninsula in mainland New Guinea. 
The geology of the two islands is similar in many respects 
(Fig. 7.2). However, New Ireland and the Gazelle Peninsula 
seem to have been modified by Quaternary crustal movements 
associated with the northwest Solomon Islands trend and now 












FIG (7.2) GEOLOGY OF NEW BRITAIN 
AND NEW IRELAND 
(FROM: GEOLOGICAL SURVEY OF AUSTRALIA 1963 )
Britain.
2.1.1 New Britain Arc:
The geological evolution of New Britain seems to have begun 
in the Eocene with an episode of island arc volcanism 
producing what Macnab (1970] termed as "Baining Volcanics". 
These volcanics are overlain by mainly Upper Qligocene to 
Lower Miocene interbedded pyroclastics, tuffs and volcanic 
conglomerates, and intruded by large basic to intermediate 
plutons along the axis of the island. Above this system are 
considerable thicknesses of Middle Miocene limestone deposited 
during a period of slow subsidence followed by Upper Miocene 
andesitic and basaltic lavas in the Gazelle Peninsula, and 
Upper Miocene to Pliocene terrestrial and marine sediments 
west of the Baining Fault (Fig. 7.3).
In central New Britain, Upper Tertiary unconsolidated inter­ 
mediate to acid tuffs and tuffaceous sediments overlie the 
Baining Volcanics or, in places, Middle Miocene limestone. 
The mountainous topography of New Britain appears to be the 
result of block-type faulting and regional uplift which began 
around Pleistocene or the end of Pliocene times, and is 
probably continuing today. Volcanism has been almost 
continuous since early Pleistocene.
2.1.2 Admiralty Arc:
This arc consists of New Ireland, New Hanover, Mussau and 





FIG(7.3) SURFACE FAULTING AND BATHYMETRY OF 
NEW BRITAIN AND NEW IRELAND
(FROM: GEOLOGICAL SURVEY OF AUSTRALIA , 1963)
Like New Britain, New Ireland is underlain by a thicK sequence 
of agglomerates, tuffs and volcanic sediments. The age of 
deposition of these volcanics appears to be Upper Oligocene 
rather than Eocene, as in New Britain. Along much of New 
Ireland, the Qligocene volcanics are intruded by numerous 
Plutonic and hypabyssal rocks. South New Ireland is disected 
by a major northwest trending fault known as the Weitin fault 
which has undergone left-lateral strike slip movement.
In general New Ireland as well as the other group of islands, 
are all characterized by pre-Miocene dioritic plutonic centers, 
now exposed to deeply eroded mountain blocks which have been 
covered or flanked by Tertiary andesitic pyroclastics, shallow- 
water limestones and clastic sediments.
2.2.0 Seismicity and Focal Mechanism of the Source Region:
Recent investigations into the seismicity and tectonics of the 
New Guinea - New Britain - Solomon Arc indicate that the region 
has an extremely complex history due to the interaction of 2 
major plates and several sub-plates (Denham, 1969; Isacks and 
Nolnar, 1971; Johnson and Molnar, 1972; Everingham, 1974).
According to Isacks and Holnar (1971) deep sea trenches, belts 
of volcanoes, and inclined zones of shallow- and deep-focus 
earthquakes form island-arc structures parallel to the New 
Britain and Solomon Islands. These two structures meet and 
form a sharp corner east of the southeastern tip of New 
Ireland (Fig. 7.4). Like the New Hebrides arc farther east 





























































































































































































Salomon arcs are convex to the south and face away from the 
Pacific basin. Apparently, the lithosphere beneath the 
Coral and Solomon Seas is being consumed at these arcs. 
Southwest and west of New Britain subcrustal earthquaKes 
occur beneath New Guinea, but the distribution of hypocenters 
is not well defined.
Several additional zones of shallow seismicity are present in 
the region. The most striking is a well-defined linear align­ 
ment of shallow epicenters that cross the Bismark Sea north 
of New Britain. Another follows the Bismark archipelago, 
while a third appears to cross the Solomon Sea from the 
southeastern end of New Guinea to the Solomon Islands. These 
zones suggest that in this region the boundary between the 
large Australian and Pacific plates is complex and probably 
includes 3 or more additional small plates.
Johnson and Molnar (1972) made a study of focal mechanisms 
of earthquakes occurring in the New Guinea - New Britain - 
Solomon region. The solutions obtained required the existence 
of at least 2 additional plates, viz: the south Bismark and 
Solomon Sea plates, between the Pacific and Australian plates 
and possibly a third, viz: the north Bismark plate [Fig. 7.4).
The data of Johnson and Molnar suggest that the Solomon Sea 
plate moves in a NW direction with respect to the Australian 
plate and in a NE direction with respect to the Pacific plate. 
The north Bismark plate, however, appears to be moving SE with 
respect to the Pacific plate, but the low seismic activity 
suggests a relatively low rate of motion. The South Bismark 
plate, on the other hand, is moving east with respect to the
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north Bismark plate, SSE with respect to the Solomon Sea 
plate, and approximately SW with respect to the Australian 
plate.
In the New Guinea — Solomon region, Everingham (1974J 
studied 152 earthquakes with M > 6-9 which occurred between 
1900-1972. From his investigations the following merit 
noting:
a) Magnitude/frequency results show a b-value of 0-97 in the 
range of 6-1 < M < 7-9 for shallow earthquakes. This
decreases to 0-5 for M < 6-1 and increases to 1-62 fors
n > 7-9.
b) Lithospheric plate slip rates calculated from seismic 
moments are extremely low (^l-Scm/yr) in northwest New 
Guinea and very high (up to 20cm/yr) in the northern 
Solomon Sea seismic zone.
c) Temporal cumulative summation of seismic moment curves
indicate a periodicity of seismic activity of approximately 
25 years at the triple plate junction. Elsewhere the rate 
is aperiodic.
With this outline of the seismotectonic pattern of the source 
region we next consider the receiving network and the earth­ 
quakes studied.
3.0.0 THE NETWORK AND DATA:
3.1.0 The Rabaul Seismic Network:
Following the recommendations of Latter (1969, 1970), the IGS
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Global Seismology Unit launched a seismic project during 1970- 
1973. According to Jones [unpublished report) the initial aim 
of this project was to set up and operate a network of a number 
of remote stations on the New Britain and New Ireland Islands 
to investigate the temporal and spatial distribution of earth­ 
quake foci occurring'in the region with the objective of 
establishing a relationship between the seismicity and 
volcanicity of the area.
The network consists of one base station (ERB) at the Rabaul 
Volcanological Observatory plus B out-stations. Figure 7.5 
shows the location map of the network, and Table 7.1 lists the 
co-ordinates and attitudes of the stations.
The detecting and recording equipment consisted of a 3- 
component Willmore MK.II at ERB, and similar vertical instru­ 
ments at all out-stations. The seismometers were all set to 
1'0s period and 0-6 critical damping. In addition a low gain 
component was installed at ERB in 1972 to record strong motion 
activity (Jones, 1976). The amplifier-modulator units 
[Thermionic MKI) of the out-stations were set to a common gain 
of X400, while the 3-component set had a gain of X200. The 
Thermionic T8100 recording and playback units are identical to 
those described in Section 2.3.0 of Chapter 5.
3.2.0 The Data:
During approximately 3 years of operation, the Rabaul Network 
produced some 80 1-inch tapes which are stored at the IGS 
magnetic tape library. According to Jones (personal commun­ 
ication) the 33 tapes of the RB/F series covering the period
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Table 7.1 Rabaul station co-ordinates and Altitudes
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December 1972 - March 1973, are the most appropriate set,
since during that time there was optimum instrumental operation.
Out of this collection of tapes we managed to select about 100 
local events. General selection criteria included amplitude 
contrast of the P- and S-phases, S-P interval and the frequency 
content of the earthquakes. In addition, 2 large events were
selected, viz: RDM73 and RDD72 with ISC ra values of 4-9 andb
5-7 respectively.
We made our observations from ETV because this station had a 
very low background noise level throughout the period compared 
to the other stations within the network plus the fact that 
numerous local shocks were recorded, which could be related to 
the possible activity of the nearby Baining fault system. 
Including the two large shocks, a total of 56 earthquakes were 
locatable, 32 of which were used in analysis [see later 
sections).
4.0.0 SOURCE PARAMETERS:
Under this section we attempt to locate the selected events 
and estimate Richter's local magnitude M . Since the shocks 
were very localized no data were available for focal mechanism 
determination. Even for the large events, the reported ISC 
first motions were too few to permit a solution.
4.1.0 Event Location:
In locating the Rabaul data we used an IGS program known as 
"RLOC", the basic logic of which is similar to "SPEEDY"
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outlined in Chapter 6.
RLOC can be run interactively, is faster and has the option 
of inserting the appropriate local velocity structure. The 
program is used in day-to-day epicentral location of local 
earthquakes recorded by LOWNET and is claimed to give 
convergent and relatively accurate solutions. The accuracy 
of RLOC was deduced from the comparative runs with "FAMG"
(Crampin, 1973) for surface explosions of known parameters
[Neilson, personal communication).
RLOC proved sufficient for our purposes as evidenced by the 
standard deviations listed in Table 7.2. The relocated events 
are shown in Figure 7.6. It must be pointed out here, that 
the program has no means of rejecting insufficient data. 
Therefore the locations obtained could well contain a network 
bias since azimuthal coverage is extremely poor. Nevertheless, 
the located epicenters seem to occur to the south of the 
network and generally correlate with the tectonic pattern 
outlined earlier. Note that no solutions were possible for 
events reported by 2 stations only. This curtailed the 
initial number of selected earthquakes to nearly half.
It is worth pointing out here that P-velocity-depth structure 
used in locating the data is a smoothed version of that given 
by Finlayson et al (1972) [Browitt and Jones, personal 
communication).
4.2.0 Magnitude Estimation:
Since there are few P- first motions available for focal
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FIG(7.6 ) LOCATION MAP OF THE RABAUL DATA 
SHOWING GROUPING
mechanism studies the only other source parameter which could 
be estimated for this data set is Richter's (1935) local 
magnitude:
= Iog 10 a ' ( " l0g 1Q 3o ) C7 ' 1)
where a is the maximum trace amplitude recorded by the
"standard" Wood-Anderson torsion seismometer at a 
given distance.
a is the amplitude that would be recorded on the 
same instrument at the same distance from a 
"standard shock" of.M =0.
Because our seismograms were recorded by the Willmore MK.II 
vertical short period seismometers, we are restricted to 
measuring the maximum SV-phase observed. We must also allow 
for the difference in magnification between the Willmore and 
Wood-Anderson instruments. Thus the following procedure was 
used:
al The trace amplitude "A" for the maximum SV-phase at 
period "T" was measured.
b) For each reading, the Willmore amplitude response curve 
was used to obtain the magnification "IT1 at "T".
c) To get the ground amplitude we divided A/PI making sure 
the units of "A" are in mm.
d) The Wood-Anderson response curve was consulted to obtair 
the relevant magnification "m" at "T".
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e) The "a" term in equation C7.1] will therefore be:
a = / . m
f) The epicentral distance listed in Table 7.2 is then usedi
to obtain the equivalent -log a from Richter [1958] page 
342.
The results of M plotted against epicentral distance for all 
the locatable events given in Table 7.2 are shown in Figure 
7.6a. The regression line clearly indicates the increase of 
n with distance as measured from ETV.
The problems regarding the application of this scale are 
clearly pointed out by the comprehensive investigation of 
Jacob and Neilson (1977). The most outstanding are:
1) Our measurements of amplitude were done on vertical and 
not horizontal components.
2] The difference between the amplitude response curves of 
the two instruments.
The first problem is not so serious especially when we take 
into consideration the fact that our measurements - for all 
events - were performed on SV. In other words our data are 
internally consistent as far as the component of motion is 
concerned. The second problem, however, is more critical 
and should be investigated.
Allowing for the difference is response curves between the 
Wood-Anderson and Willmore instruments can best be described 












































































































"In performing this operation, note that any differences 
between the shapes of the two response curves will affect the 
relative amplitudes of earthquake phases of different period. 
It may therefore happen that the largest amplitude recorded 
by the available seismograph may not correspond to the same 
phase as that which would give the largest record on the Wood- 
Anderson. For this reason, several phases should be read, 
and the one which gives the largest converted amplitude should 
be used."
Based on this argument we set out to justify our calculations 
of M . For this purpose we selected 4 shocks from each group 
shown in Figure 7.6 which amounted to nearly half of the 
total sample. In each of the selected seismograms and 
within the S wavetrain we read-off 4 different values of 
amplitudes corresponding to 4 different periods. As expected, 
the results of our calculations generally showed that the "a" 
term from which we obtained the M. values were indeed the 
largest values recorded. We therefore conclude that our M. 
values are reliable in so far as they represent rough 
estimates of local magnitude. Evidently, if there were data 
available from underwater explosions, it would have been 
possible to deduce a local magnitude scale for the area as 
was performed by Jacob and Neilson (1977) for LOWNET in 
Scotland.
From Figure 7.6a we noticed that M gets larger as epicentral 
distance increases. The question to be asked here is whether
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this feature is consistent throughout the network. To check 
this we selected 10 shocks from all the groups of Figure 7.6 
and searched through all the network stations. Unfortunately 
the selected events were only recorded on 2 other stations 
viz: ESM and EVZ. The resulting plots are shown in Figure 
7.6b. Although the sample is rather small and has a gap in 
range, we nevertheless tend to suggest that what we are 
observing appears to be a genuine increase in the size of 
shocks as the range becomes larger.
5.0.0 SEISNDGRAn ANALYSIS:
Along more or less similar lines to those followed in Chapter 
6 we discuss in this section phase identification and 
apparent velocity estimation.
5.1.0 Phase Identification:
At this short range, crustal phases become important, and the 
contrast between P and S is remarkable. A first glance at the 
phase arrivals especially within the P-wave group of these 
local earthquakes shows that they are not so easily inter­ 
preted. This is most certainly due to complexity in crustal 
structure around the source, within the path and beneath the 
receiving network. Such complexity in phase arrivals is 
evident in the S-wave group but less acute because of 
their relatively larger amplitudes.
Searching through our records we noticed some degree of 
similarity in the S-wave train shared by most shocks. This 
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Fig. 7.Bb Rabaul Data : H from ESM & ETV
attention of S-wave construction.
In order to identify the first onset of S and later on to 
estimate apparent velocities we proceeded to generate record 
sections based on what seemed to be the S-P interval for each 
shock and its respective epicentral distance from the 
observing station ETV. The selection and plot programs viz: 
"HDPICK" and "SEISEG" (Booth, personal communication) were 
used for this purpose. "SEISEG" assumes horizontal crustal 
layers and a Poisson ratio of 0-25. From the groups of events 
shown in Figure 7.6 we selected a few shocks well spaced and 
spreading between a distance of 50-170km. The record section 
is shown in Figure 7.7 plotted to a reduced velocity of 8.D 
km/s. The broken line joining the S-wave onsets indicates a 
velocity of about 3.5km/s. This S-P distribution seems to 
correlate with the published crustal structure beneath the 
Gazelle Peninsula of New Britain (Finlayson et al, 1972).
5.2.0 Estimation of Apparent Velocity and Azimuth:
The procedure followed in calculating azimuths is identical 
to that adopted in Chapter 6 and a similar reasoning regarding 
azimuth and back-bearing is applied.
As mentioned in the previous section our prime target is to 
construct the S-wave group (see Section-5.3.2). This plus 
the fact that we will be using different earthquake records 
observed from one station means that our summation procedure 
requires accurate collating of seismograms and good estimations 
of apparent velocities for S-waves. To get apparent velocities 
we applied the same record section technique used in Section
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Fig. 7.7 Rabaul Data : Record Section
5.1.0 and selected a few earthquake records from the groups 
shown in Figure 7.6. Figures 7.7a to 7.7d illustrates this. 
The slopes of the broken lines in Groups[1), [2) and (4) agree 
reasonably well and give velocities ranging between 3-1-3-4 
Km/s. The only outstanding velocity is that of Group (33. 
Our immediate impression is that the input parameters for this 
group might be in error or conversely that the S-waves of this 
group indeed have a faster velocity. The only argument against 
this is the fact that the location of the shocks of Group (3) 
are close enough to those of the other groups especially Groups 
(2) and (4] (see Fig. 7.6], and in fact have a range of 
distance intermediate between them. This means that this high 
value of velocity is suspect. The only other method we could 
use to check this result is by using S-wave arrivals at other 
network stations. This simple method, often used in GSLJ 
practice (Neilson, personal communication] is based on the 
assumption of a plane wavefront, a flat earth and a homogeneous 
horizontal crustal structure. Given the relative onsets of a 
particular phase arriving at a network of 2 or more stations, 
we may calculate, by simple geometry, the apparent velocity of 
that wavefront at the desired or reference station.
Allowing for error in picking phases, the method proved to be 
consistent and effective. The results obtained for the first 
S-wave onset of Group (3] and for some of the shocks from the 
other groups varied between 3»20-3'48km/s. This result agrees 
remarkably well with the velocities shown in the record sections 
in general. f\s far as the assumptions of this method and those 
for the construction of record sections go, we may state that
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Fig. 7.7a : Record section of Group (1)



















Fig. 7.7b Record section of Group [2]












Fig. 7.7c : Record section of Group (3)
Fig. 7.7d : Record Section of Group (4]



















the value of 4-5km/s found for Group (3) was in error. It is 
worth noting here, that according to this simplified procedure 
the P-wave velocity ranged between 6«2-7«Okm/s. Here again, 
these velocities appear to agree with the data reported by 
Finalyson et al (1972, Fig. 6].
5.3.0 The Summation Scheme:
In this section as in its counterpart for the far-field source 
of Chapter B we attempt to relate the obtained apparent 
velocities to the rupture speed with which the assumed 
dislocation is triggered in a particular direction.
Recalling our discussion in Section 3.3.2 of Chapter B 
regarding array translocation we stated that in the case of 
a single-multievent situation, the operation is straightforward, 
This is because the single station location is directly 
inverted onto the source map at the hypocenter of each earth­ 
quake thus giving an identical image of the station records at 
the virtual source. Having established this we next consider 
rupture propagation and triggering sequence for the 4 groups 
(Fig. 7.6).
5.3.1 Event Grouping and Trigger Sequence:
At short distance range as in our case azimuth becomes 
important. Assuming that our locations are accurate enough, 
we may use azimuth to segregate the events into 4 distinct 
groups shown by the shaded areas in Figure 7.6. This grouping 
is further justified (again if the depths from epicentral 
locations are accurate) by looking at the depth sections of
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Figure 7.8 which were obtained by projecting the hypocenters 
of each group on to the broken line of Figure 7.6. These 
sections thus correspond to azimuths of 50 , 120 , and 140° 
respectively. As a consequence the total number of 56 locat- 
able events was reduced to 32 which were later used in 
summation.
Having grouped the shocks according to azimuth and depth we 
next consider the direction and sequence of trigger. In order 
to do this we must consider the available facts:
[1] The surface structure map of Figure 7.3 generally indicates 
that the major faulting systems seem to have a NW-SE 
trend. Although not to the same scale, we can still 
compare Figure 7.3 with Figure 7.6 and suggest that the 
shocks of Group (3) could well be related to the Baining 
fault system. The other groups, however, do not correlate 
with the local structure simply because there is no 
surface evidence of faulting as is the case with Group (2) 
or because the epicenters are located off-shore as in the 
case of Groups (1] and [4).
(2) The only source of mechanism studies for earthquakes
occurring in the crust or upper mantle east of New Britain 
is that of Isacks and Molnar (1971). According to their 
solutions the tension axes are parallel to the dip of the 
seismic zone and the null axes are parallel to the strike 
of the zone (loc. cit. Table 1 and Fig. 7). These results 
thus indicate down-dip extensional stress.
Based on the above facts, it is possible to suggest the
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following directions of trigger for the assumed dislocation 
in the case of Group (3) [Fig. 7.8):
G31 : Along fault strike in a SE-NW direction
G32 : " "" " " " NW-SE "
G33 : " " dip " " DOWNWARD "
G34 : " " " "an UPWARD
As regards Groups [2] and (4] we are unfortunately left to 
conjecture. A possible fault orientation may be one in which 
a sequence of trigger similar to Group (3) is assumed. This 
means that the faulting reflected by the concentration of the 
earthquake hypocenters of Groups (2) and (41 essentially 
trend and plunge in a similar fashion to the Baining fault 
system. This postulation, under the available information, 
seems to be the most plausable since it generally agrees with 
the tectonic pattern of the region.
The situation is even more difficult in the case of Group (1) 
where only a few events occur. Therefore any fault orient­ 
ation is possible. However, from the schematic representation 
of inferred plate motions shown in Figure 7.4, there appears 
to be some sort of faulting in that area. The distribution of 
epicenters [again assuming their locations are accurate) 
perhaps indicate a NE-SW fracture although there is a large 
scatter in the depth section of this group. Based on the 
above assumptions we may suggest the following trigger 
directions:
G11 : Along fault strike in a NE-SW direction 
G12 : " " " " " SW-NE
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G13 : Along fault dip in a downward direction 
G14 : " " " " an upward
Although this grouping is rather crude, elementary and highly 
governed by the accuracy of epicentral locations, it never­ 
theless complies with the feature discussed under local 
magnitude estimation. By this we mean that not only does 
earthquake size increase with range but also with increased 
azimuths. In other words as we move in azimuth from 50 to 
140 the average size of the shocks increases. The most 
obvious interpretation to this feature would be the fact that 
as distance increases and as we swing in azimuth we are 
effectively moving into the major part of the seismic activity 
which is attributed to the complicated triple plate junction 
southwest of New Ireland. This is evident on both the spectra 
of the respective groups and in the rupture propagation 
speeds used to sum the individual earthquakes in each group 
(see Section 6.0.0).
5.3.2 Rupture Velocity at the Near-Field:
We stated in Section 2.6.0 of Chapter 3 that at short distances 
the seismic spectrum becomes independent of the total area of 
the fault and depends only on the amount of dislocation. 
Another important factor is azimuth. According to Aki (1968a) 
the maximum seismic radiation in a given azimuth occurs when 
the component of the rupture velocity along the azimuth agrees 
with the wave velocity because the contributions from all the 
parts of the fault add constructively for all frequencies. 
Therefore, the near-field spectrum depends critically on the
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Mach number (see Section 3.3.1, Chapter 6), rather than on its 
absolute value.
Unlike the situation for the Chile source in which we did not 
have relatively accurate S-wave velocities, here we have 
consistent velocity estimates for the first S-wave onset. 
Furthermore there 'is no ambiguity regarding the validity of 
using Kinematic unidirectional propagation as a basis for 
modelling near-field faults since this has been considered by 
other investigators.
Based on the assumption of a 2-dimensional Kinematic disloca­ 
tion propagating at constant rupture velocities, which 
according to the worK of Boore and Zoback (1974a, and b) 
rarely exceeds Mach numbers >1-0 in the near-field of a fault, 
we set up the following criteria for our summation procedure:
1 - The seismograms of each group were collated to match the 
S-wave onset to within 5 samples, i.e: ± 160ms.
2 - Based on the S-wave velocities obtained in Section 5.2.0, 
we summed each group with the appropriate azimuth, and 
according to the trigger sequence outlined in the previous 
section, by inputting to "BEAM" a range of velocities 
between 1-5Km/s.
3 - The summed outputs in each direction which gave the 
maximum construction, sharpest onset, and optimum 
coherency within the S-wave group was taKen as the best 
simulated seismogram of a larger source constructed from 
that particular group.
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As will be shown in the next section only the final results 
are reported with the input Mach numbers giving a definite 
trend.
6.0.0 RESULTS AND DISCUSSION:
6.1.0 Individual Group Sums:
In this section we present the results obtained from the 
summation of the 4 groups of shocks. Figures 7.9a and c 
through to 7.12 a and c show the complete input records and 
the resulting summed outputs of the 4 groups all plotted to 
the same x-y scale except Figures 7.12a and c where the 
seismograms are slightly compressed in length in order to 
display both P and S. For the purpose of observing the S- 
wave group only we include Figures 7.9b and d to 7.12b and d 
again plotted to the same scale.
For the 4 groups. Table 7.3 gives the range of input velocities 
selected for each group and that which satisfies the 
third criterion given in Section 5.3.2:


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The most outstanding result from these plots and from Table 
7.3 is the remarkable increase in fracture propagation as we 
swing in azimuth. This feature is. discussed in more detail in 
later sections.
Before discussing the resulting spectra in depth and in order 
to clarify later sections, we proceed to outline a certain 
convention which we use and adhere to in our interpretations.
The first impression we get when studying the spectral curves 
of Figures 7.13 and 7.14 is that they are markedly different 
in shape compared to the far-field spectra of the Chile data 
where there is a definite long period level (static part], a 
single corner frequency and a high frequency role-off (dynamic 
part]. This is expected in the near-field of a fault where 
frequency content, short distance, and radiation pattern play 
a major role. Therefore we assume that within our bandwidth, 
frequencies around 10Hz represent the short period content of 
our earthquake spectra, while frequencies around 1Hz describe 
the threshold of the long period range. Accordingly we mark 
them with arrows. Furthermore in all the spectral plots we 
observe two "humps" round about 8Hz and Q-B-OBHz. These are 
marked with broken vertical lines as in Figure 7.13. Having 
established this we make the following observations regarding 
Figure 7.13:
(1] There is no significant difference between the spectra of 
the summed seismograms in each group in the 4 assumed 
trigger directions. Except for Group (1] where there are 
slight differences, one can hardly make out the total sums 
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Fig. 7.14 Spectra of each group in each direction
since they have almost identical shape.
C2) The observation that earthquake size increases with range 
and with azimuth as we swing to face the major subduction 
zone is reflected in the spectra.
Groups [1] and (2) seem to show similar spectral shape 
with no definite long period level or high frequency slope. 
However as we move to the larger magnitude earthquakes of 
Groups (3] and [4), we notice, and particularly in Group 
[4], that the spectra begins to assume a more character­ 
istic shape of a seismic spectrum, i.e: a better defined 
short period slope and a less pronounced drop in amplitude 
at the lower frequencies.
[3] We tend to believe that the "humps" mentioned earlier may
be significant in that they appear to indicate the regions
-2
where higher corner frequencies possibly related to u
-3 
and cj may exist Csee Section 6.3.0).
[4] As expected, the total summed output in each group shows 
more on the amplitude axis. That is, the number of input 
records has a direct bearing on the resulting spectra. 
This is evident in Group (3) where we summed 12 records 
as compared to Groups (2) and [4) in which we input 8 
seismograms. In contrast the enhancement in the final 
sum of Group (1] is difficult to recognize since only 4 
events were used.
[5) Most interesting of all observations in Figure 7.13 is
the fact that the long period range constructs remarkably 
better than the short period range. Here again the larger
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magnitude spectra of Groups (3] and C4] illustrate this 
more clearly. This striking result is also evident when 
we compare the spectra of the total sums in the 4 
directions of the 4 groups (Fig. 7.14).
6.2.0 Comparison of the Summed Spectra:
Figure 7.14 illustrates 4 plots, each containing the summed 
output spectrum of each group in each direction of trigger. 
From top to bottom the curves correspond to Groups (4), (3), 
(2) and [1] respectively.
Here perhaps there is a slight difference in construction due 
to the different sequences of summation although it still 
remains insignificant. Possibly the group of spectra 
indicating the left-right trigger directions (see Fig. 7.8], 
i.e: G12, G22, G32 and G42 (top right plot of Fig. 7.14) 
could, be taken as the best representation since the spectra 
in both the long and short period ranges progress systematic­ 
ally, until in the sum of the larger magnitude events of 
Group (4] the long period ranges becomes more level. Note 
the amplitude difference between long and short period ranges 
for the 4 groups.
6.3.0 Comparison of the Spectra with RDD72 and RDM73:
According to our hypothesis, the ideal situation would be to 
sum enough small shocks then compare the spectrum of the 
constructed source with an already existing one such as the 
spectra of RDD72 and RDM73 whose parameters are given in Table 
7.2. Figure 7.6 also shows their locations. As will be
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discussed later this was not achieved. The only other altern­ 
ative is to try and construct a source from the separate group 
sums averaged over a range of azimuths. By doing so we would 
include a bigger focal region representing a larger fault. 
The input records to this summation will be the already 
constructed records from the individual groups.
Looking back at the location map of Figure 7.6 and recalling 
our discussion in Section 5.3.1, it may be possible to assume 
that the shocks of Groups (2), (3], and [4] originate from a 
common source. In other words if the shaded areas representing 
these 3 groups were taken to be 3 focal regions then a source 
constructed from the shocks within all 3 regions would be an 
averaged earthquake occurring inside a larger focal region 
encompassing the 3 primary ones. This larger region therefore 
stretches over a range of distance and azimuth determined by 
the epicentral distances and azimuths of all the shocks in 
Groups (2), (3) and (4]. Note that Group [1] is not included 
since the constituent shocks probably belong to a separate 
source of activity as shown by their azimuth.
Having established this we next consider the triggering 
sequence and rupture velocity. Regarding the trigger directions 
we take the total sum in each group in that direction and sum 
them together thus the following directions become apparent:
(1] G22 + G32 + G42 : Along fault strike in a NW-SE direction
(2) G41 + G31 + G21 : " " " " " SE-NW
(3) G23 + G43 + G33 : " " dip " " DOWNWARD "
(4] G34 + G44 + G24 : " " " " an UPWARD
As far as rupture velocity is concerned we based our input on
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the parameters listed in Table 7.3. With an average S-wave 
velocity of 3-3Km/s for Groups (23, (33 and (43 and bearing in 
mind the criteria given in Section 5.3.2, we input a range of 
phasing velocity between 1•5-3'OKm/s. The best results were 
obtained with a velocity of 2»3Km/s. This gives a subsonic 
propagation of 0-71*1.
The results are illustrated in Figure 7.15a and b through to 
7.18a and b plotted to the same scale. Figure 7.19a and b show 
the records of the final sums according to the trigger 
directions mentioned above. Figure 7,20 illustrates the 
equivalent spectral plots with those of RDD72 and RDM73 for 
comparison. Studying the seismograms and spectra we make the 
following observations:
1 - From Figure 7.19a it appears that the best coherency within 
the S-wave train is in the downward trigger direction. 
This however does not affect the spectral plots significantly 
as shown in Figure 7.20.
2 - The spectra of the sums (indicated by "ALL" on Figure 7.20] 
of Groups (2), (3) and (4) in the 4 directions generally 
indicate that we are achieving substantial construction in 
the long period range, but that we do not have enough 
samples to step-up the long period level to that of a 
large source such as RDD72 by filling-in the hatched area 
under the curve. On the other hand, at the short period 
range, we are well within the construction according to 
the square root of the high frequency wave amplitudes.
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_3 
period "hump" which may correspond to an to corner diminishes
as the size of the source becomes larger. This seems to occur 
simultaneously with the construction of the long period
amplitudes to the extent where only one corner frequency,
-2
possibly pertaining to o> , is observed as is the case with the
largest earthquaKe spectrum, viz: RDM73.
7.0.0 GENERAL CONCLUSIONS:
From our investigation of near-field earthquakes we arrive at 
the following conclusions:
1 - Local magnitude estimations indicate that earthquake size 
increases with range. This also seems to correlate with 
azimuth as we turn to face the major subduction zone 
between New Britain and New Ireland.
2 - Using reduced time record sections based on the observed 
S-P interval we have estimated apparent velocities for 
the first S-wave onset.
3 - From the location map and based on the available inform­ 
ation on local surface structure and tectonics we grouped 
the earthquakes according to azimuth, range, and depth. 
The trigger directions for the assumed dislocation in each 
group was then deduced from this limited information.
4 - Based on the discussion of rupture velocities in the near- 
field we deduced that for each earthquake group, the best 
simulated record is that which, upon summation, shows the 
sharpest onset, maximum construction and coherency within 
the S-waveform.
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5 - The individual group sums indicate the remarkable increase 
in fracture propagation velocity which could be related 
the first conclusion.
6 - The spectral plots show 2 "humps" round about 8Hz and 0-5-
0-BHz. These regions may be significant in that they could
-2 -3 be correlated with corner frequencies such as to and 01
7 - Based on the conception that closely spaced groups of
events may be related to a larger common source we summed 
Groups C2), (3] and [4]. We found that the best construct­ 
ion is obtained when a subsonic rupture propagation of 0-7M 
is used.
d - The observed short period "hump" seems to diminish as the 
size of the source becomes larger. This observation is 
substantiated when we compare the summed spectra with the 
spectra of actual larger earthquakes.
9 - The n/t/n" concept for the construction of the long/short 
period ranges is distinctly observed but has not been 
quantified.
8.0.0 DISCUSSION:
It appears from this study that the hypothesis is generally 
applicable to near-field observations. Although we have not 
simulated a real source we have obtained an averaged source 
from the available data which seems to be closer in spectral 
content to the actual larger earthquakes. Given the available 
data and information, we believe that this is a significant 
result.
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Many factors may have had a direct bearing on this result, 
the most obvious of which are:
a) Insufficiency of number of input seismograms.
b) Differences in focal mechanisms between individual events 
and the larger shocks.
c) More importantly is the proximity to the fault. This 
factor undoubtedly influenced our results since at this 
short distance range, and because most events appear to 
originate in the crustal layers, there is not enough 
path attenuation to filter the high frequencies. Further­ 
more our magnitudes indicate that the size of these 
earthquakes are too small to excite periods longer than 
the S-wave range of frequencies. If such long periods 
were excited and do exist, they are not significant enough 
to be enhanced by the bass-lift instrument.
As we have seen the most interesting of all is the phenomenon 
of increase in the size of earthquakes with distance. This 
feature seems to correlate with the rupture speeds used to sum 
the 4 groups. One possible interpretation would be that as 
distance increases and as we gradually face the triple plate 
junction the stress pattern has an orientation such that the 
component of rupture velocity along that azimuth gets closer 
to the shear wave velocity of the medium. The trend of larger 
Mach numbers as we approach the major subduction zone may 
indicate that the stress generating the shocks in the vicinity 
of subduction is of greater magnitude and has a more definite 





During our nearly 4 years in research we have come to learn 
and cherish many facts. Above all that progress cannot be 
achieved overnight neither can a reliable result be obtained 
at the flick of a switch. Instead, achievement can only come 
through hard sweat, relentless efforts, and perseverance.
From a general degree in Geology we have - through this 
project - evolved a basic understanding of one of the most 
challenging fields in Geophysical Research. We have 
experienced how an idea, an approach and a method can be tested 
and implemented irrespective of the ultimate result. As a 
consequence we have gained a fundamental knowledge of how to 
conduct scientific research.
Through this research project we have learnt numerous methods 
and techniques, directly or indirectly related to seismological 
theory and practice. Host important of all, however, is the 
fact that the seismogram is the master key to almost all the 
information released by a seismic disturbance.
With these main conclusions in mind we move towards outlining 
what we have achieved thus far.
2.0.0 SPECIFIC CONCLUSIONS:
From the first part of this thesis in which we discussed the 
topics of data processing, experimental procedure and analysis 
we conclude the following:
1 - An analogue instrument was introduced, tested, and used
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on real data whereby the long period content is recovered 
from magnetic tape recordings of short period seismograms.
This bass-lift instrument and its use had a direct bearing 
on the results obtained in this research since it was 
possible to utilize the bass-lifted traces in experiment­ 
ation with the objective of constructing a larger earth­ 
quake motion from smaller earthquake records (see Chapter 
2).
2 - The method used to construct the long period content 
characteristic of large earthquake motions is a simple 
time domain summation in which the bass-lifted traces of 
a selected population of smaller earthquakes were used as 
input.
The phasing of the input records is controlled by two 
parameters: apparent velocity and azimuth. It is shown 
in this research that this method is effective provided 
the appropriate parameters are used (see Chapter 3).
3 - To assess the resulting simulated source in the frequency 
domain we have approximated our data by a geometrically 
simple kinematic source model. The spectral signature of 
the transformed seismograms especially in the far-field 
data set, are shown to be similar in character to a 
"Butterworth Low-Pass Response", with a single corner 
frequency marking the change in trend between the static 
fio level and the dynamic high frequency role-off (see 
Chapter 4).
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4 - To smooth seismic spectra we employed in our analysis 
[Chapter 4] a numerically stable technique Known as the 
Cubic Spline Approximation. This method enables us to 
compare spectral curves more accurately than by the use 
of manual methods.
The major advantage of cubic spline fits is its ability 
in revealing aliasing at high frequencies and exhibiting 
unwanted frequencies below the bass-lift cutoff. The 
technique shows some promise as an efficient means for 
determining the overall shape of seismic spectra.
From the second part of our thesis in which we presented the 
results obtained, employing the methods and techniques 
developed in the first part, we can conclude the following:
5 - The Far-Field Chile Source: This study has shown that the 
hypothesis is applicable in the far-field (see Section 
5.0.D, Chapter 6). We have been able to reconstruct not 
only the wave motion of a given large source but the 
motions of even larger sources. In this latter case, 
however, we were confronted with the limitation of spectral 
bandwidth and therefore we need to widen the lower 
frequency threshold to periods substantially longer than 
10s.
6 - The Near-Field Rabaul Source: Our investigations in the 
near-field have demonstrated that the hypothesis may be 
applied to simulations of local shocks (see Section 7.0.0, 
Chapter 7). We have not been able to approximate the 
motion nor the spectral signature of an already existing
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large earthquake, but have obtained an averaged source 
closer to the real spectra.
7 - Our results might be convincing but they lacK an
important and^integral part which is quantification. Had 
such quantitative techniques been available, we would 
have assessed our results more accurately.
8 - We maintain that our technique is elementary and requires 
a great deal of refinements especially on the theoretical 
level backed up by much numerical consideration and treat­ 
ment. Nevertheless, we feel that our research and the 
contribution made in this thesis has given some foundation 
for future investigations of earthquake source theory and 
observation.
9 - In this research we have utilized data from an array and 
a network monitoring seismic activity from two different 
parts of the world. We therefore, believe that we have 
made some use of two important projects developed through 
many years by the collective efforts of UK seismologists.
3.0.0 THE CONTRIBUTION OF THIS RESEARCH IN RELATION TO THE ORIGINAL 
PROPOSAL:
Recalling our discussion under Section 3.1.0 of Chapter 1 we 
stated that this research had two main objectives:
[1) To improve the general understanding of an earthquake 
process.
(2) To improve the basis of seismic zoning.
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In this research we have only been able to render some 
contribution towards the first goal. The second objective 
remains unconsidered.
Regarding the better understanding of an earthquake process 
our research, particularly in the far-field, has revealed the 
following:
1 - Within the same focal region, i.e: belonging to a common 
source, large and small earthquakes are essentially 
similar phenomena. The major difference in spectral 
character, therefore, is source size.
2 - Based on the reasoning in (1] above, we have been able to 
construct from real earthquake records a larger source 
similar in appearance to an already existing one. This 
supports the original conception that a major earthquake 
can be modelled by a succession of a number of smaller 
sources triggered in ah appropriate temporal and spatial 
sequence.
As far as the foreseen difficulties - mentioned in Chapter 1 
are concerned, we have not been able to contribute to the 
first 2 problems more than concluding that non-linearity at 
the observation point and at the focal region do not seem to 
constitute a critical disadvantage to our methods and 
techniques. Evidently, at the point of observation, there 
will be structural and near-surface responses due to the 
effects of large earthquake motions but this problem enters 
the realm of engineering seismology and is outside the scope 
of the present research. Regarding the second problem of
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non-linearity at the source we have come to realize that this 
particular point is indeed not serious since it had very 
little effect on our results. It follows, therefore, that 
within the linear portion of propagation our technique is more 
effective.
The problem of expected differences in fracturing mechanism 
between the main shock, the "foreshocks" and aftershock 
sequence, was not encountered. On the contrary our solutions," 
especially for the foreshocks indicate that they are generally 
identical to that of the main source.
Out of all the expected problems explained in Section 3.2.0 
of Chapter 1, the fourth remains outstanding. The suggested 
technique of "filling-in" the focal region by synthetic 
interpolation would have been useful in the application of our 
hypothesis to near-field data. As we stated in Chapter 4, 
however, pursuing such a suggestion was not possible mainly 
because of our involvement in the search for real earthquake 
data.
Having established one basic aim of this research especially 
in the far-field, the possibilities for further work mentioned 
in Section 3.3.0 of Chapter 1 become positive suggestions and 
are well worth investigating. The first suggestion could be 
tied in with the second unaccomplished aim in this research, 
i.e: to carry out a field study in a region where a micro- 
zoning survey is required with the objective of establishing 
scientifically sound criteria upon which microzoning studies 
and maps could be based.
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The other two suggestions - namely: using explosive sources 
instead of earthquakes and path reversal studies in assessing 
the seismic hazards of a seismically quiet area in which a 
potential induced source was expected - are equally plausable 
and certainly merit separate research efforts.
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C THIS IS A BEAMFORMING PROGRAM, IT USES THE COLLATED SEISMOGRAMS
C PLUS A STATION OR EVENT COORDINATE FILE AS INPUT, THE APPARENT
C VELOCITY AND AZIMUTH RANGES AND THEIR INCREMENTS ARE INPUT
C INTERACTIVELY,
C
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91 FORMAT(" SAMPLING RATE ? '»*) 
READ(5 t 92) ISPS
92 FORMAT(I2)
WRITE(6»705) ISPS 
705 FORMAT(' SAMPLING RATE - f rI2t' SPS'»/)
SPS=FLOAT(ISPS)
URITE<5»93) 
93 FORMATS ASSIGN STATION COORDINATE FILE ' > $)




710 FORMAT<" STATION COORDINATE FILE IS : '»14Al»/>
WRITE(5r90) 
90 FORMAT^' ASSIGN INPUT FILE NAME ',*>
READ<5»704) <FILEN(I) t 1=1t 14)
CALL ASSIGN<1»FILEN»14)
WRITE(6»715) (FILEN(I)>1=1»14) 
715 FORMATS" FILE TO BE BEAMED IS : '»14Al»/>
WRITE(5r94) 

















































FORMAT (1X,A2,213 r F5.1,2X.213,F5,1 )
A=FLOAT(IABS(I1) ) +FLOAT (12 ) *A1 + R3*A2







SUPPLY AZIMUTH & APPARENT VELOCITY PARAMETERS',/)
**************************************' ,//> 

















FORMAT(' STARTING AZIMUTH = ',F6.2," DEC',/)
WRITE(5,13)
FORMAT(" NUMBER OF AZIMUTHS «16) ?
READ(5 ? 14) NAZ
FORMAT(12)
WRITE(6,755) NAZ
FORMATC NUMBER OF AZIMUTHS USED =
IFCNAZ.LT,16) GO TO 15
WRITE(5,16)
GO TO 17
IF(NAZ.EQ.l) GO TO 20
WRITE(5,IS)
FORMATS AZIMUTHAL INCREMENT CDEGMF6.2) ?
READ(5,12) DAZ
WRITE(6,760) DAZ
FORMATS AZIMUTHAL INCREMENT = ',F6.2,/)
WRITE(5,19)
FORMATC' STARTING VELOCITY (KM/S)(F6,2) ?
READ (5,12) STVEL.
WRITE(6,765) STVEL
FORMATC' STARTING VELOCITY =
WRITE(5,21)
FORMATC' NUMBER OF VELOCITIES «16)
READ(5,14) NVEL
WRITE(6,770) NVEL
FORMATC' NUMBER OF VELOCITIES USED = ',I2,/>
IFCNVEL.LT.16) GO TO 23
WRITE(5,16)
FORMATC' TOO MANY AZIMUTHS !!!',//)
GO TO 22
NOPASS=NAZ*NVEL
IF(NOPASS,LT«16) GO TO 100
WRITE(5,101)
FORMATC NUMBER OF AZIM*VEL MUST
GO TO 105
IF(NVEL.EQ.l) GO TO 25
WRITEC5,24)
FORMATC VELOCITY INCREMENT (KM/SMF6
READ(5,12) DVEL
WRITE(6,775) DVEL
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WRITE<2»53> (BE4M(BUFPOSiI> » I=0»NOPASS> 
03
DO 54 I=0»NQPASS 
'' 4 BEAM<BUFPOS+]: )~-0
BUFPOS=BUFPOS+NOTR
IF ( BUFPOS , GT . BUFEND ) BUFPOS= 1











SUBROUTINE DANDA ( LATl f LONG1 t LAT2 , L.ONG2 » DIST » AZ )





LO 1 = ( LONG 1 -LONG2 ) *P I
LA1=ARCTAN ( ONE , TAN ( LA1 ) #0 . 993277 )
LA2 = ARCTAN ( ONE •> TAN ( L.A2 ) *0 , 993277 )
U = DS I N ( LA2 ) *DS I N ( LA1 ) +DCOS C L.A1 ) *DCOS ( LA2 ) *DCOS ( LOI )
X=0.0
IFCABS(W) , LT. 1 ,0) X=DSQRT ( 1 -W*U )
DI ST = ARCTAN ( W •> X ) *637 1 . 0
Y= ( DS I N ( LA 1 ) -DS 1 N < L A2 > *UI > / ( DCOS ( L A2 ) *X )
Z=DCOS(LA1 )*DSIN(L01 )/X
AZ=ARCTAN<Yf Z)








A = ABS(DATAN(Z) )
IF(Z.LT.O.O) A=ABS<-DATAN(-Z> )
IF(X.LE.O«0) GO TO 2





2 IF(Y,GT.O.O) GO TO 4
3 ARCTAN=-3.14159265-fA 
RETURN










The following description of routine EQ2BAF and E02BBF is taken from 
the INAG LIBRARY DOCUMENTATIONS : NAGFLIB : 1345/041356/0 : MK5 : 
1976, Chapter E02 - Curve and Surface Fitting :
B.1 : SUBROUTINE - E02BAF:
This subroutine determines a least-squares cubic-spline 
approximation SCX) to the set of data points (X(R),Y(R)) with 
weights W(R) where R = 1,2,...,M. The value of NCAP7 = NCAP + 7, 
where NCAP is the number of intervals (1 > K(D), and the values 
of the Knots K(5), K(6), ... KCNCAP+3), interior to the data 
interval, are prescribed by the user.
S(X) has the property that it minimizes SS, the sum of the 
squares of the weighted residuals EPS(R) [R = 1,2,...,M), where:
EPS(R) = W[R)x(S(X(R))-Y(R))
The routine produces the minimizing value of SS and the 
coefficients CM), C[2), ..., C[NCAP+3], in its B-spline 
representation.
8.2 : SUBROUTINE E02BBF:
This subroutine evaluates the cubic spline S(X) at a prescribed 
argument X from its augmented Knot set K(I) and from the 
coefficents C(I) obtained in routine E02BAF. The representation 
is Known as the B-spline where:
S(X) = C(1)XN1(X) + C(2)XN2(KJ + ... + C(2)XNQ(XJ
here 2 = NCAP+3 and NI(X) denotes the normalized B-spline of 
degree 3 defined upon K(I), K(I + 1), K(I + 2), KU + 3) and K(I+4K
The prescribed argument X must satisfy: 
KC4) < X < K(NCAP+4)
The method of evaluation is based on a scheme which involves 
taking repeated convex combinations of the B-spline coefficients. 
This scheme is unconditionally stable. (Cox, 1972; DeBoor, 1972)
B.3 : KNOTS:
Multiple Knots are permitted provided their multiplying does not 
exceed 4, i.e. the set of Knots must satisfy:
KCI) < KG 1+4) (I = 1,2,...NACAP+3)
At K(I) = 1, S(X), S'(X) and S"(X) are continuous; At K(I) = 2, 
S(X) and S'[X) are continuous; At K(I) = 3, S(X) is continuous 
only and at K[I) = 4, S(X] is generally discontinuous.
In order to define the full set of B-splines required, B 
additional Knots: K(1), K(2), K(3), K(4), K(NCAP+4), K(IMCAP + 5), 
KCNCAP+6), and K.GNCAP+7) are inserted automatically by routine 
ED2BAF. The first 4 are set equal to the smallest X(R] and the 
last 4 to the largest X(RJ.





C THIS IS A CURVE FITTING PROGRAM. IT USES
C TWO NAG LIBRARY SUBROUTINES: E02BAF & E02BBF
C E02BAF COMPUTES A WEIGHTED LEAST SQUARES APPROX.
C TO AN ARBITRARY SET OF DATA POINTS BY A CUBIC
C SPLINE WITH KNOTS PRESCRIBED BY THE USER.
C E02BBF EVALUATES A CUBIC SPLINE FROM ITS B-SPt INE
C REPRESENTATION.
C THE INPUT IS AN OUTPUT FILE OF SPECTRAL
C COORDINATES FROM 'TSAP'.
C
c REF: NAGFLIB:I 354/0 :MKSJ MARCH 1976
C CHAPTER E02 'CURVE AND SURFACE FITTING'
C
C NOTE THAT ERCLIB . NAGFLIB MUST BE APPENDED
C TO GAIN ACCESS TO THESE SUBROUTINES, BECAUSE OF THIS
C AND THE SIZE OF ARRAYS "CUFIT' MUST BE RUN ON THE
C LARGE CORE ERCC ICL 4-75 COMPUTERS.
C
C
COMMON/GRFF/TI TLE ( 20 > , XMAX , XM I N » YMAX » Yri I N r 1 NDX , IND Y t I ND i 1 IDOT, ANSTR1 » lFrXLIMIT» Yl. IMIT , SCALX» SCALY
INTEGER Ir ft, NCAP , I WGHT » NCAP2 » NCAP3 , NCAP7 , J , 
1IFAIL» J2»M2f Rr R2
REALMS X ( 2048 > r Y ( 2048 ) , W < 2048 ) T K ( 20 ) » Wl ( 204S > , 
1 W2 < 4 f 20 ) , C < 20 > f SS » X ARC f F I T < 2048 > » RES 
REALM'S TI TLE r BTI TLE ( 20 ) f BLANK , DATE , MIDFI T ( 2048 > 
REAL*4 FF:EQC2048> » AMP (2048) »ATITLE(10) 
LOGICAL MI DPT
DATA BTI TLE/- FREQUENCY (HZ) A.S.D (MICRONS) CUBIC SPL 1INE FIT TO SEISMIC SPECTRUM. 2"/ 
C 
C
CALL PLOTS < "K. J.FAHMI-MURCHSEIS' »20»70) 
C CALL FACTOR (0.703) 
C
READ(5r99) AT I TLE 
WRITE(6f98) ATITLE 
99 FORMAT (10A4) 
98 FORMAT(///10X»10A4) 
20 RE AD (5f 97) M 
97 FORMAT (214)
IF(M.LE.O.OR.M.GT.2048) CALL EXIT 




IF(NCAP.EQ.l) GO TO 40 
READ ( 5 1 96 ) ( K ( J ) , J=5 » NCAP3 ) 
96 FORMAT <F6. 3) 
40 DO 10 R=lrM
IF(IWGHT.NE.l) GO TO 60 
READ(5»95) X(R)»Y(R) 
95 FORMAT <3E1 5.7)
GO TO 10 





93 FORMAT<//10XT"CUBIC SPLINE FIT TO SEISMIC SPECTRUM'/ 
1 /' NO, OF DATA POINTS USED IN CALCULATION- ',14) 
WRITEC6>92) NCAP
9 *- FORMATC NO. OF INTERVALS CH-NQ. OF KNOTS) = ',i4>
IFCIWGHT.NE.1 ) GO TO 100 
WRITE<6»91> 
91 FORMATC UNIT WEIGHTING FACTORS')
GO TO 120 
100 WRITE(6.90)
90 FORMATC USER SUPPLIED WEIGHTING FACTORS') 
120 IF(NCAP.EG.l) GO TO 140
URITE<6»89> 
89 FORMAT<//4Xf'J',10Xf'KNOT K(J)')
WRITE <6r88> (J»K<J)»J=5»NCAP3> 
88 FORMAT(lX,I4rE20.5) 
140 IF(IWGHT.NE.l) GO TO 160
WRITE(6 f 87) 
87 FORMAT <//4X , ' R',12X»'X(R)' , 16X »'Y(R)'/)
GO TO 180 
160 WRITE<6>86) 
86 FORMAT(//4X?'R'»12X»'X(R)' ,16X, 'Y(R)' ,
1 8X» ''WEIGHT W(R) '/) 
180 DO 220 R = 1,M
IF<IWGHT.NE.1> GO TO 200 
WRITE(6»85> R?X(R)»y<R> 
GO TO 220 




CALL E02BAF(M y NCAP7 , X f Y , W y K , W1« W2 » C fSS•I FAIL) 
IF<IFAIL.NE»0> GO TO 360 
WRITEC6?84)
84 FORMAT(//8X »"RESULTS"»///»3X »'J' ,1 OX »'KNOTS K(J + 2)'» 




DO 240 J=2»NCAP2 
J2 = J-f2
WRITE(6 f 85) J > K(J2) i C(J) 
240 CONTINUE
WRITE < 6 T S3; NCAP3 r C (NCAP3) 
WRITE(6»S2) SS
32 FORMAT(//8X. -'RESIDUAL SUM OF SQUARES= " » E15. 7 f//'CUBIC 
1 SPLINE APPROXI MAT ION AND RESI DUALS'r//3X»'R'»11X » 




DO 340 R2=1»M2 
IF(.NOT.MIDPT) GO TO 280 
XARG=0.5*(X(R)fX(R+l))
IFAIL=1
CALL E02BBF <NCAP7,K.C »XARG r MIDFIT(R) ,I FAIL)




260 WRITE<6»80) XARG 
80 FORMAT(5X»E20.5f'ARGUMENT OUTSIDE RANGE')
C 
C
GO TO 999 
280 R=Rf j.
IFAIL=1
CALL E02BBF<NCAP7rK»C»X<R) »FIT<R> tlFAIL)
IF(IFAIL,NE,0) GO TO 300
RES=FIT<R)-Y<R)
WRITE<6»85) R,X<R) »FIT<R)















DO 1 1=1,20 
TITLE(I)=BTITLE(I) 
1 CONTINUE 
DO 2 R-1»M 
FREQ(R)=X(R) 
AMP(R>=FIT(R) 
WRITE<7f3> FREQ(R) xAMP<R) 
3 FORHAT(2EJ.5.7) 
2 CONTINUE
CALL FACTOR (1.0) 
CALL CUGRF ( FREQ , AMP • ivi )
CALL SYMBOL(2 4 3yO,5>0 4 1 0 » ATITL.E , 0 , 0 , 40 ) 
GO TO 990
360 GO TO C 380 t 400 ? 420 , 440 t 460 ) , I F A I L 
380 WRITE (6? 78)
GO TO 999 
400 WRITE <6>77>
GO TO 999 
420 WRITE(6f76)
GO TO 999 
440 URITE(6 J 75;
GO TO 999 
460 WRITE (6, 74)
GO TO 999
79 FORMAT < IX* 13 »E20,5r -'ARGUMENT OUTSIDE RANGE')
78 FORMAT</8X» "KNOTS DISORDERED OR NOT INTERIOR TO DATA INTERVAL") 
77 FORMAT</8X> "NON-POSITIVE WEIGHT')
76 FORMAT</8X» 'DISORDERED VALUES OF THE INDEPENDANT VARIABLE'') 
75 FORMAT(/8Xf 'TOO MANY KNOTS FOR NO, OF DISTINCT VALUES
1 OF THE INDEPENDENT VARIABLE'') 
74 FORMAT</8X»'NO UNIQUE SOLUTION SINCE SCHOENBERG-WHITNEY
1 CONDITIONS NOT SATISFIED') 
990 WRITE<6>73) 
73 FORMAT(///10X, 'SUCCESSFUL CUBIC SPLINE EVALUATION")








SUBROUTINE CUGRF (X , Y f N ) 
C
£ SAME AS CARGRF OF TSAP
w
C
c SINGLE PRECISION VERSION
c FROM THE CALL CARGRF(X»Y , N) THIS PACKAGE PLOTS N POINTS
C THE CARTESIAN CO-ORDINATES OF THE ITH POINT BEING SPECIFIED AS
C X(I),Y(I)
C
C THE OPTIONS ARE SET BY USING THE COMMON -
C
C COMMON /GRFF/ TITLEC2CO, XMAX, XMINi YMAX, YMIN, 1NDX, INDY» INDt 
C 1IDOT, ANSTR1, IF, XLIMITf YLIMIT, SCALX, SCALY
C
C THE TITLE ARRAY CARRIES INFORMATION FOR ANNOTATING THE OUTPUT
C GRAPH. THIS ARRAY MUST BE SET UP AS FOLLOWS --
C
C TITLE(l) -->
C • )CONTAINS 24 HOLLERITH CHARACTERS GIVING THE UNITS
C TITLE(3) ->QF THE ABSCISSAE
C
C T1TLE(4) )CONTAINS 16 HOLLERITH CHARACTERS GIVING THE UNITS
C TITLE(5) )OF THE ORHINATE
C
C TITLE<6) -)
C . )CGNTA INS 80 HOLLERITH CHARACTERS GIVING A TITLE TO
C . )THE GRAPH
C TITLE(15) -)
C
C TITLE(16) -CONTAINS 8 HOLLERITH CHARACTERS GIVING DATE OF
C PROCESSING






C XMAX )SET BOTH EQUAL IF PROGRAM TO CHOOSE THE ABSCISSAE
C XMIN )SCALE. OTHERWISE SET TO CHOSEN LIMITS OF ABSCISSAE SCALE
C YMAX )SET BOTH EQUAL IF PROGRAM TO CHOOSE THE ORDINATE SCALE
C YMIN )OTHERWISE SET TO CHOSEN VALUES OF ORDINATE SCALE
C
C INDX IS AN INDICATOR FOR PLOTTING THE ABSCISSAE ON A LOG SCALE
C INDX=1 ABSCISSAE ON LINEAR SCALE
C INDX=2 ABSCISSAE ON LOG SCALE
C
C INDY IS A SIMILAR INDICATOR FOR THE ORDINATE SCALE
C
C N.B. CONTENTS OF ARRAYS ARE MODIFIED USING LOG SCALE
C
C IND IS AN INDICATOR FOR CONTROLLING FRAME CALLS -
C IND=1 CARGRF CALLS ADVFLM AND PLOTS ON A NEW FRAME
C =2 CARGRF PLOTS ON THE CURRENT FRAME
C
C I DOT IS THE CODE FOR THE PLOTTING SYMBOL
C
C ANSTR1 INDICATES WHETHER THE PLOTTED POINTS HAVE TO BE JOINED UP
C ANSTR1=1« POINTS NOT JOINED 
C = 2. POINTS JOINED
C 
C




DIMENSION IORIK4) »IABSC<6> »ISUBT<20)
REAL*8 TITLE
REAL*4 INSTR1»JOIN/4HJOIN/»BLANK/4H /
DATA ILOG/4HLOG /r IBLANK/4H / 
C DATA YFRAME/2,0/ 
C DATA FRAME/0.0/ 
C
C THE ABOVE TWO STATEMENTS CAUSE THE AMPLITUDE SPECTRUM PLOT 
C TO BE PLOTTED IMMEDIATELY BELOW THE SEISMOGRAM. TO RETURN 
C TO THE ORIGINAL DISTRIBUTION OF PLOTS REMOVE THE • C " 




EQUIVALENCE <TITLE<1> »IABSC<1) )
EQUIVALENCE (TITLE (4) , IQRDd) )







IF<ANSTR1 .EQ. 1 , ) INSTR1=BLANK 
C
c LOGARITHMIC: x(i) AND Y<D UP TO N. 
c
GO TO (30? 10) y INDX 
1 0 POSXT = PPM I N ( X ! MM ) #0 , 8
DO 20 1=1 »N
IFCXd ) , LT»F'OSXT)X<I )==POSXT
X(I)=ALOG10(X(I ) ) 
20 CONTINUE 
30 GO TO (60»40)fINDY 
40 POSYT = PPMIN ( Y f N ) #0 « 8
DO 50 1 = 1 i-N




60 GO TO (100 F 200) ,IND 
C





GO TO 130 
120 CALL AAMAXX(X»N»XMX)
CALL AAMIN<X»N»XMN> 
130 IF(YMAX-YMIN)140» 150*140 
140 YMX=YMAX
YMN=YMIN





11- ( YFRAME , GT , 14 . 0 ) YFRAME=2 . 0 
IF < YFRAME . LT . 7.0)FRAME=FRAME+10,0 
£ SCALE X AXISu














C PLOT THE POINTS 
C
XLIM=FRAME-f2,0--XSTART*SCALX
Y LIM=Y F R A h' E - Y START*SCAL Y
XPLOT=--XLlri-KX(2)*SCALX
YPLOT==YLIM + Y(2)*SCALY
IF<I DOT.EG.~1;GO TO 210
CALL SYMBOL(XPLOT f YPLOT t0 .1»IDOT,0,0 »-1)
NCHAR=-1
GO TO 211
210 CALL PLOT ( XPLOT j- YPLOT ? 3) 
NCHAR-3
211 IF <INSTR1,EQ,JOIN)NCHAR = 2 
DO 230 I=3,N
XLIMiX( 1 > *SCALX 
T = YLIM+Y( I )*SCAL. f 
IF(IDOT.EG,-1)GO TO 212 
NCHAR=-NCHAR
CALL SYMBOL(XPLOT ? YPLOT,0.1,I DOT,0,0,NCHAR) 
GO TO 230
212 CALL PLOTCXPLOT,YPLOT,NCHAR) 
230 CONTINUE 
C
C PLOT THE AXES 
C




























CALL AXIS < XAX»YAX»11ABSC»-28 F4.0»0.0 r START , STEP) 
C PLOT THE SUBTITLE
YAX=YFRAME-1.0
XAX=FRAME+2,0




FUNCTION PPMIN <X,N> 
C 
C FINDS MINIMUM POSITIVE VALUE OF ARRAY X
DIMENSION XCN)
DO 1 KQ-1,N
IF(X'(KG) .LE.O.O)GO TO 1
GO TO 5 
1 CONTINUE
PPMIN=1.25




IF(X(KQ).LE.0,0)GO TO 2 




S U BR0 U TIN E AAMA XX c X t N > X M A X > 
C
C FINDS MAXIMUM VALUE OF ARRAY X 
DIMENSION XCN) 
KD = 1 
2 KP = KQ 
5 IF(KQ -N)3f4v4
3 KQ - KQ + 1
IF(X(KP) -- X(KQ) )2»5»5
4 XMAX = XCKP)
RETURN
END
SUBROUTINE AAMIN (X»N»XMIN) 
C 
C FINDS MINIMUM VALUE OF ARRAY X
DIMENSION X(N)
KQ = 1
5 KP = KQ
2 IF(KQ-N)3r4f4
3 KQ = KQ + 1
IF(X(KP) - X(KQ»2»5f5







CBOOR 10/10/72 20,125 68.88W MBS.5 H103 
P-FIRST MOTION (47 OBS/ZSP LONER HEMI) 
COMPRESSION (UP) - 0 
DILRTflTION (DOWN)- A
CBOOB 12/05/74 19.575 69.05W HB5.S H107 
P-FIRST MOTION (70 OB5/SPZ LOWER HEMI) 
COMPRESSION (UP) = 0 
DILRTRTION (DOWN) --= A
CBOOC 25/08/75 19.26S 69.15W MBS,7 H101 
P-FIRST MOTION (48 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP) - O 
DILRTRTION (DOWN)- A
CB001 30/11/76 20.525 68.93W MB6.5 H70 
P-FIRST MOTION [116 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP1 = 0 
DILflTRTION (DOWN)= A
CB022 28/12/76 21.27S 68.S4W MBS.7 H85 
P-FIRST MOTION (58 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP) = O 
QILRTflTION (DOWN)= A
CB014 04/12/76 20,485 68.89W MBS,5 H87 
P-FIRST MOTION (51 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP) - 0 
DILflTflTION (DOWN)- A
CB011 03/12/76 20,645 68.77W MBS,3 H88 
P-FIRST MOTION (39 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP) - O 
DILflTflTION (DOWN)= A
CB013 04/12/76 20,515 68.65W MB5.1 H95 
P-FIRST MOTION (15 OBS/SPZ LOWER HEMI) 
COMPRESSION (UP) - 0 
DILRTRTION (DOWN)- A
- --©
CB018 17/12/76 23.985 68.55W MBS,4 H76 
P-FIRST MOTION (44 OBS/SPZ LOWER HEMI) 












under (ii] line 2 
lines 5 and 6
under 3.1.2 line 7 
under 6.0.0 line 4 
line 12
ERROR
by the ink 
12.5S.Giving 
page No. 25 
page No. 26 
CB002
or a large 
attitudes
CORRECTION 
by the inknpump 
12.5S,giving 
page No. 26 
page No. 25 
CB022
of a large 
altitudes
7?
