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Abstract
We study the following coupled system of quasilinear equations:{
−∆pu+ |u|p−2u = f(u) + λv, x ∈ RN ,
−∆pv + |v|p−2v = g(v) + λu, x ∈ RN .
Under some assumptions on the nonlinear terms f and g, we establish
some results about the existence and regularity of vector solutions for the
p-Laplacian systems by using variational methods. In particular, we get two
pairs of nontrivial solutions. We also study their different asymptotic behavior
of solutions as the coupling parameter λ tends to zero.
Key words: p-Laplacian system, Least energy solutions, Moser iteration, vari-
ational methods.
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1 Introduction
In this paper we study the following coupled system of quasilinear equations:{
−∆pu+ |u|p−2u = f(u) + λv, x ∈ RN ,
−∆pv + |v|p−2v = g(v) + λu, x ∈ RN .
(1.1)
where the coupling constant λ ≥ 0, N ≥ 3, 1 < p < N and ∆pu = div(|∇u|p−2∇u) is the p-Laplacian
operator. For p 6= 2, the operator ∆pu arises in non-Newtonian fluids, flow through porous media,
nonlinear elasticity, and other physical phenomena. A solution (u, v) ∈ W 1,p(RN ) ×W 1,p(RN ) \
{(0, 0)} of system (1.1) is called a nontrivial solution, and a positive solution if u > 0, v > 0. A
solution is called a ground state if (u, v) 6= (0, 0) and its energy is minimal among the energy of
all the nontrivial solutions of (1.1). Obviously, the solutions of (1.1) are the critical points of the
functional Iλ :W
1,p(RN )×W 1,p(RN )→ R given by
Iλ(u, v) :=
1
p
∫
RN
(|∇u|p + |∇v|p)dx+ 1
p
∫
RN
(|u|p + |v|p)dx
−
∫
RN
(
F (u) +G(v) + λuv
)
dx,
(1.2)
∗E-mail: aoy15@mails.tsinghua.edu.cn (Ao); 15901026320@163.com(Wang); wzou@math.tsinghua.edu.cn
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if Iλ ∈ C1(W 1,p(RN )×W 1,p(RN ),R). Here
F (u) =
∫ u
0
f(s)ds and G(v) =
∫ v
0
g(s)ds.
In recent years great interest has been devoted to the study of elliptic systems involving the
p-Laplacian operator
− div(|∇ui|p−2∇ui) = gi(u), i = 1, ...,m, (1.3)
where u = (u1, ..., um) : R
N −→ Rm, 1 < p ≤ N and gi(u) = ∂G∂ui (u) for some function G ∈ C1(Rm).
A series of papers have been devoted to the case p = 2 and fairly optimal conditions on gi have been
found by Berestycki and Lions [5] for m = 1 and by Bre´zis and Lieb [8] for m ≥ 1. In [9], Byeon
Jeanjean and Maris proved that the least energy solutions for (1.3) are radially symmetric under
some assumptions on the corresponding minimizing problem.
When p = 2, the system (1.1) turns to be the following Schro¨dinger system:{
−∆u+ u = f(u) + λv, x ∈ RN ,
−∆v + v = g(v) + λu, x ∈ RN . (1.4)
System (1.4) appears in several physical situations such as in nonlinear optics, in double Bose-
Einstein condensates and in plasma physics. It has been extensively studied by many authors in
the past few years. In [10, 12], Chen and Zou proved the existence of positive ground states and
bound states of the coupled system (1.4) for λ ∈ (0, 1). More importantly, they gave more precise
descriptions of the limit behavior and energy estimates of the bound states as λ changes. In the case
of N ≤ 3, f(s) = g(s) = s3, Ambrosetti, Colorado and Ruiz [4] proved that (1.4) has multi-bump
solitons for λ > 0 small enough. When f(u) and g(v) are replaced by f(x, u) = (1 + c(x))|u|p−1u
and g(x, v) = (1 + d(x))|v|p−1v respectively, system (1.4) has been studied by Ambrosetti [2] with
dimension N = 1 and Ambrosetti, Cerami and Ruiz [3] with dimension N ≥ 2. In the case of
N = 3, f(s) = g(s) = s3, Lin and Peng [18] studied the segregated vector solutions of (1.4) as well
as a 3-core coupler with circular symmetry, and by a construct argument, many positive vecrtor
solutions were obtained. In [19], Lu¨ and Peng considered a class of systems of two coupled nonlinear
fractional Laplacian equations and established some results about the existence of positive vector
solutions and vector ground state solutions, as well as the asymptotic behavior of these solutions as
the coupling parameter tends to zero. In particular, Chen and Zou [11] studied the following system
with one critical exponent {
−∆u+ µu = |u|q−2u+ λv, x ∈ RN ,
−∆v + νv = |v|2∗−2v + λu, x ∈ RN , (1.5)
where µ, ν > 0 and 0 < λ <
√
µν. They showed that system (1.5) has a positive ground state
solution for some µ, ν > 0 and λ > 0. Moreover, if q = 2∗, then (1.5) has no nontrivial solutions for
µ, ν > 0 and 0 < λ <
√
µν.
For the following system with critical exponent which are linearly coupled

−∆u+ µ1u = |u|2∗−2u+ λv, x ∈ Ω,
−∆v + µ2v = |v|2∗−2v + λu, x ∈ Ω,
u = v = 0, on ∂Ω,
(1.6)
where Ω is a smooth bounded domain in RN , N ≥ 3, µ1, µ2 > −λ1(Ω), λ1(Ω) is the first eigenvalue
of (−∆, H10 (Ω)), λ ∈ R is a coupling parameter, Peng-Shuai-Wang [21] proved system (1.3) has a
positive ground state solution for some λ > 0 and a positive higher energy solution when |λ| is small.
Moreover, they analyzed the asymptotic behaviors of the positive ground state and higher energy
solutions as λ→ 0.
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For the case that m = 1 and 1 < p < N in (1.3), the existence of a C1 nonnegative solution for
−∆pu+ |u|p−2u = f(u), x ∈ RN , (1.7)
has also been proved in [15] by Ferrero and Gazzola under general assumptions on f . In [13], J.
M. do O´ and E. S. Medeiros proved the existence of least energy solutions for (1.7) and established
some properties of the solutions when 1 < p ≤ N .
In our paper, we assume that f, g ∈ C(R,R) and are odd.
(F1) lim
s→0
f(s)
|s|p−1 = 0, lims→0
g(s)
|s|p−1 = 0;
(F2) lim
|s|→+∞
f(s)
|s|p∗−1
= 0, lim
|s|→+∞
g(s)
|s|p∗−1
= 0;
(F3) there exist s0, s1 > 0 such that F (s0) >
sp0
p
,G(s1) >
sp1
p
.
The main results of the current paper are the followings.
Theorem 1.1. Suppose N ≥ 3, 2NN+2 < p < 2 and f, g satisfy assumptions (F1) − (F3). Then
there exists λ0 > 0 such that for λ ∈ (0, λ0), (1.1) has a radial solution (uλ, vλ) with uλ, vλ ∈
L∞(RN )∩C1,βloc for some β ∈ (0, 1). Furthermore, let λn ∈ (0, λ0), n ∈ N, be a sequence with λn → 0
as n→∞. Then, passing to a subsequence, (uλn , vλn)→ (U, V ) strongly in W 1,p(RN )×W 1,p(RN )
as n→∞, where U is a positive radial ground state of (1.7) and respectively V is a positive radial
ground state of
−∆pv + |v|p−2v = g(v), x ∈ RN . (1.8)
In the next theorem we show that we can obtain another positive vector solution for the system
(1.1) which is different from the solutions obtained in Theorem 1.1.
Theorem 1.2. Under the assumptions of Theorem 1.1, for any λ > 0, (1.1) has a positive radial
ground state (uλ, vλ). Furthermore, let λn ∈ (0, 1), n ∈ N, be a sequence with λn → 0 as n → ∞.
Then, passing to a subsequence, (uλn , vλn) → (uˆ, vˆ) strongly in W 1,p(RN ) ×W 1,p(RN ) as n → ∞,
and one of the following conclusions holds:
(i) uˆ ≡ 0 and vˆ is a positive radial ground state of (1.8);
(ii) vˆ ≡ 0 and uˆ is a positive radial ground state of (1.7).
Remark 1.1. In the scalar case for p = 2, assumptions (F1) − (F3) are called Berestycki-Lions
conditions, which were introduced by Berestycki and Lions [5] to get a ground state solution for
−∆u+ u = f(u), u ∈ H1(RN ). (1.9)
They showed that assumptions (F1)− (F3) are almost optimal for the existence of ground states of
(1.9) by Pohozˇaev identity. In our case, by the corresponding Pucci-Serrin identity [14] for (1.7),
assumptions (F1)− (F3) in Theorem 1.1 and 1.2 are almost optimal.
To prove Theorem 1.1, we use the idea from [12], and we define a special mountain-pass value cλ,
where all paths are required to be bounded in W 1,p(RN ) ×W 1,p(RN ) by the same constant which
is independent of λ.
Since there is no Ambrosetti-Rabinowitz condition and the nonlinear terms f, g are not homoge-
neous, the usual Nehari manifold method is not suitable in our case. To prove Theorems 1.2, here
we will adopt a minimizing argument. More precisely, let
P (u, v) :=
∫
RN
(|∇u|p + |∇v|p)dx− p∗ ∫
RN
(
F (u) +G(v) + λuv − 1
p
|u|p − 1
p
|v|p)dx,
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and let
Mλ :=
{
(u, v) ∈W 1,p(RN )×W 1,p \ {(0, 0)} : P (u, v) = 0
}
.
We give some notations here. Throughout this paper, we denote the norm of Lp(Ω) by ‖u‖p =
(
∫
Ω |u|p dx)
1
p and positive constants (possibly different in different places) by C,C0, C1, · · · . Denote
the norm of W 1,p(RN ) by
‖u‖ := ( ∫
RN
(|∇u|p + |u|p) dx)1/p,
and define W :=W 1,p(RN )×W 1,p(RN ) with norm ‖(u, v)‖p := ‖u‖p + ‖v‖p. Denote by W 1,pr (RN )
the subspace ofW 1,p(RN ) formed by the radially symmetric functions and defineWr :=W
1,p
r (R
N )×
W 1,pr (R
N ).
The paper is organized as follows. In section 2, we prove Theorems 1.1. In section 3, we prove
Theorem 1.2.
2 Proof of Theorem 1.1
In this section, we consider the functional Iλ restricted to Wr. By Palais’s Symmetric Criticality
Principle in [20], any critical points of Iλ : Wr → R are radially symmetric solutions of (1.1). We
assume without loss of generality that
f(s) ≡ g(s) ≡ 0 for all s ≤ 0. (2.1)
The energy functionals of (1.7) and (1.8) are given by
J1(u) =
1
p
∫
RN
(|∇u|p + |u|p)dx − ∫
RN
F (u)dx, u ∈ W 1,p(RN ),
J2(v) =
1
p
∫
RN
(|∇v|p + |v|p)dx− ∫
RN
G(v)dx, v ∈W 1,p(RN ).
Under assumptions (F1)−(F3), the authors in [13] proved that (1.7) (resp. (1.8)) has a ground state
solution, and each solution U of (1.7) (resp. V of (1.8)) satisfies Pohozˇaev-Pucci-Serrin identity:
J3(U) =: (N − p)
∫
RN
|∇U |pdx+N
∫
RN
|U |pdx −Np
∫
RN
F (U)dx = 0, (2.2)
J4(V ) =: (N − p)
∫
RN
|∇V |pdx+N
∫
RN
|V |pdx −Np
∫
RN
G(V )dx = 0. (2.3)
Byeon, Jeanjean and Maris [9] proved that ground state solutions of (1.7) (resp.(1.8)) must be radial
up to a translation. By (2.1) and the strong maximum principle in [27, Theorem 5], any nontrivial
solutions of (1.7) (resp.(1.8)) must be positive. Define
S1 := {U ∈W 1,pr (RN ) : U is a positive ground state of (1.7)},
S2 := {V ∈W 1,pr (RN ) : V is a positive ground state of (1.8)},
X := S1 × S2.
Take fixed U0 ∈ S1 and V0 ∈ S2, and denote the least energy of (1.7) and (1.8) respectively by
M1 := J1(U0) and M2 := J2(V0).
Then M1 > 0, M2 > 0. Moreover, [13, Lemma 2.4] says that
M1 = inf
u∈W 1,p(RN )\{0}
J3(u)=0
J1(u), M2 = inf
v∈W 1,p(RN )\{0}
J4(v)=0
J2(v). (2.4)
Without loss of generality, we assume that M1 ≤M2.
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Lemma 2.1. Under the assumptions of Theorem 1.1, we have
(1) for any (u, v) ∈ X, u, v ∈ C1,αloc (RN ) ∩ L∞(RN ) for some α ∈ (0, 1);
(2) X is compact in W , and there exist constants C2 > C1 > 0 such that C1 ≤ ‖(u, v)‖ ≤
C2, ∀(u, v) ∈ X.
Proof. (1) The boundedness of L∞ norm of u and v is similar to [17] and we omit the proof. By
[25], we deduce that u, v ∈ C1,αloc (RN ) for some 0 < α < 1.
(2) For u ∈ S1, by (2.2), we have
M1 = J1(u) =
1
p
∫
RN
(|∇u|p + |u|p)dx− ∫
RN
F (u)dx
=(
1
p
− 1
p∗
)
∫
RN
∣∣∇u|pdx
=
1
N
∫
RN
∣∣∇u|pdx.
(2.5)
Then we get that {‖∇u‖p : u ∈ S1} is bounded, which implies {‖u‖p∗ : u ∈ S1} is also bounded. By
(F1)− (F2), there exists C > 0 such that |F (s)| ≤ 12p |s|p + C|s|p
∗
. Then
M1 =
1
p
∫
RN
(|∇u|p + |u|p)dx− ∫
RN
F (u)dx
≥1
p
∫
RN
∣∣∇u|pdx+ 1
2p
∫
RN
|u|pdx− C
∫
RN
|u|p∗dx,
(2.6)
which implies that {‖u‖p : u ∈ S1} is bounded as well. Then we have that S1 is bounded in
W 1,p(RN ). For any sequence {un} ⊂ S1, we can assume un ⇀ u0 in W 1,p(RN ) and un → u0 in
Lqloc(R
N ) where p ≤ q < p∗ up to a subsequence. We need to show that un → u0 in W 1,p(RN ).
Indeed, since J ′1(un) = 0 in W
−1,p′(RN ), for any ϕ ∈ C∞c (RN ), we have∫
RN
|∇un|p−2∇un∇(u0ϕ) + |un|p−2un(u0ϕ) =
∫
RN
f(un)(u0ϕ),
∫
RN
|∇un|p−2∇un∇(unϕ) + |un|p−2un(unϕ) =
∫
RN
f(un)(unϕ).
Then we have∫
RN
|∇un|p−2∇un(∇un −∇u0)ϕ
=
∫
RN
|∇un|p−2∇un[∇(unϕ)−∇(u0ϕ)− (un − u0)∇ϕ]
=
∫
RN
f(un)(un − u0)ϕ−
∫
RN
|un|p−2un(un − u0)ϕ−
∫
RN
|∇un|p−2∇un(un − u0)∇ϕ.
(2.7)
Since un ⇀ u0 in W
1,p(RN ) and un → u0 in Lqloc(RN ) where p ≤ q < p∗, by (F1) − (F2), for any
ε > 0, there exists Cε > 0 such that |f(s)| ≤ ε|s|p−1 + ε|s|p∗−1 +Cε|s|. Then it’s easy to check that∫
RN
f(un)(un − u0)ϕ→ 0,
∫
RN
|un|p−2un(un − u0)ϕ→ 0,∫
RN
|∇un|p−2∇un(un − u0)∇ϕ→ 0,
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and ∫
RN
|∇u0|p−2∇u0(∇un −∇u0)ϕ→ 0.
Therefore, we have ∫
RN
(|∇un|p−2∇un − |∇u0|p−2∇u0,∇un −∇u0)ϕ→ 0.
Using a well known inequality found in [1] [22, Lemma A.0.5], we know that
(|ξ|p−2ξ − |η|p−2η, ξ − η) ≥
{
d1|ξ − η|p, if p ≥ 2,
d2(|ξ|+ |η|)p−2|ξ − η|2, if p ∈ (1, 2),
where d1, d2 are positive constants. For p ∈ (1, 2), it follows that
( ∫
RN
|∇un −∇u0|pϕ
) 2
p
=
( ∫
RN
|∇un −∇u0|p
(|∇un|+ |∇u0|) p(2−p)2
ϕ
p
2 (|∇un|+ |∇u0|)
p(2−p)
2 ϕ
2−p
2
) 2
p
≤( ∫
RN
|∇un −∇u0|2
(|∇un|+ |∇u0|)2−pϕ
)( ∫
RN
(|∇un|+ |∇u0|)pϕ
) 2−p
p
≤C
∫
RN
(|∇un|p−2∇un − |∇u0|p−2∇u0,∇un −∇u0)ϕ→ 0.
(2.8)
Similarly, we can prove the same local convergence property for the case p ≥ 2. Then we can deduce
that
∇un → ∇u0 a.e. x ∈ RN .
Now consider the following minimizing problem
Tµ := inf
u∈W 1,p(RN )
{1
p
∫
RN
|∇u|pdx :
∫
RN
F (u)dx− 1
p
∫
RN
|u|pdx = µ
}
,
where µ > 0, and it has been shown that there exists a minimizer for T1 in [13, Theorem 1.4]. Then
by [9, Lemma 1], we know that un is a minimizer for Tµ0 , where µ0 = (
N−p
N T1)
N/p. Then {un} is a
minimizing sequence for Tµ0 and un is positive and radially symmetric. As in [5], we know that u0
is a minimizer for Tµ0 . Then we have∫
RN
F (u0)− 1
p
|u0|p =
∫
RN
F (un)− 1
p
|un|p = µ0,
1
p
∫
RN
|∇un|p = 1
p
∫
RN
|∇u0|p = Tµ0 .
Since ∇un → ∇u0 a.e. x ∈ RN , by Brezis-Lieb lemma, we have that ∇un → ∇u0 in Lp(RN ). Since
W 1,pr (R
N ) →֒ Lq(RN ) is compact for p < q < p∗, by (F1)− (F2), we have ∫
RN
F (un)→
∫
RN
F (u0).
Then by Brezis-Lieb lemma again, we deduce that un → u0 in Lp(RN ). Therefore we get that
un → u0 in W 1,p(RN ), which implies that S1 is compact in W 1,p(RN ). Similarly, S2 is compact in
W 1,p(RN ).
For t, s > 0, we define U0,t(x) := U0(
x
t ) and V0,s(x) := V0(
x
s ). Then by (2.2) we have
J1(U0,t) =
tN−p
p
∫
RN
|∇U0|pdx + t
N
p
∫
RN
|U0|pdx− tN
∫
RN
F (U0)dx
=
( tN−p
p
− (N − p)t
N
Np
) ∫
RN
|∇U0|pdx.
(2.9)
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Note that
J1(U0,1) = max
t>0
J1(U0,t) = J1(U0) =M1. (2.10)
It is easily seen that there exists 0 < t0 < 1 < t1 such that
J1(U0,t) ≤ 1
4
M1 for t ∈ (0, t0] ∪ [t1,∞). (2.11)
Similarly, there exists 0 < s0 < 1 < s1 such that
J2(V0,s) ≤ 1
4
M1 for s ∈ (0, s0] ∪ [s1,∞). (2.12)
Define
γ˜1(t) := U0,t for 0 < t ≤ t1, γ˜1(0) := 0;
γ˜2(s) := V0,s for 0 < s ≤ s1, γ˜2(0) := 0;
γ˜(t, s) := (γ˜1(t), γ˜2(s)).
Then there exists a constant C > 0 such that
max
(t,s)∈Q
‖γ˜(t, s)‖ = max
(t,s)∈Q
∫
RN
tN−p|∇U0|p + tN |U0|p +
∫
RN
sN−p|∇V0|p + sN |V0|p ≤ C, (2.13)
where Q := [0, t1]× [0, s1]. Recalling C2 in Lemma 2.1, we define
cλ := inf
γ∈Γ
max
(t,s)∈Q
Iλ(γ(t, s)), dλ := max
(t,s)∈Q
Iλ(γ˜(t, s)),
where
Γ :=
{
γ ∈ C(Q,Wr) : max
(t,s)∈Q
‖γ(t, s)‖ ≤ 2C2 + C,
γ(t, s) = γ˜(t, s) for (t, s) ∈ Q \ (t0, t1)× (s0, s1)
}
. (2.14)
Lemma 2.2. lim
λ→0
cλ = lim
λ→0
dλ = c0 = d0 =M1 +M2.
Proof. Since λ ≥ 0, by the definition of Iλ in (1.2), we have Iλ(γ˜(t, s)) ≤ I0(γ˜(t, s)), and so
dλ ≤ d0 = max
(t,s)∈Q
I0(γ˜(t, s)) = max
t∈[0,t1]
J1(γ˜1(t)) + max
s∈[0,s1]
J2(γ˜2(s))
= J1(γ˜1(1)) + J2(γ˜2(1)) = J1(U0) + J2(V0) =M1 +M2.
(2.15)
Since γ˜ ∈ Γ, we have cλ ≤ dλ, and then
lim sup
λ→0
cλ ≤ lim sup
λ→0
dλ ≤ d0, c0 ≤ d0. (2.16)
On the other hand, for any γ(t, s) = (γ1(t, s), γ2(t, s)) ∈ Γ, we define Υ(γ) : [t0, t1] × [s0, s1] → R2
by
Υ(γ)(t, s) :=
(
J5(γ1(t, s))− 1, J6(γ2(t, s))− 1
)
,
where J5, J6 :W
1,p(RN )→ R are defined by
J5(u) :=
{
Np
∫
RN
F (u)dx∫
RN
(N−p)|∇u|p+N |u|pdx
, u 6= 0,
0, u = 0,
,
J6(u) :=
{
Np
∫
RN
G(u)dx∫
RN
(N−p)|∇u|pdx+N |u|pdx
, u 6= 0,
0, u = 0.
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By (F1)− (F2) and the Sobolev inequality, it is easy to prove that J5, J6 are continuous. Similarly
as in (2.9) it is easily seen that
Υ(γ˜)(t, s) =
( p∗tp ∫
RN
F (U0)dx∫
RN
|∇U0|p + p∗/ptp|U0|p − 1,
p∗sp
∫
RN
G(V0)dx∫
RN
|∇V0|p + p∗/psp|V0|p − 1
)
. (2.17)
Recalling (2.2) and (2.3), we have Υ(γ˜)(1, 1) = (0, 0). By a direct computation, one gets
that deg(Υ(γ˜), [t0, t1] × [s0, s1], (0, 0)) = 1. By (2.14), we see that for any (t, s) ∈ ∂([t0, t1] ×
[s0, s1]),Υ(γ)(t, s) = Υ(γ˜)(t, s) 6= (0, 0). Therefore, deg(Υ(γ)), [t0, t1]× [s0, s1], (0, 0)) is well defined
and
deg(Υ(γ)), [t0, t1]× [s0, s1], (0, 0)) = deg(Υ(γ˜), [t0, t1]× [s0, s1], (0, 0)) = 1.
Then there exists (t2, s2) ∈ [t0, t1]× [s0, s1] such that Υ(γ)(t2, s2) = (0, 0), that is, J5(γ1(t2, s2)) =
J6(γ2(t2, s2)) = 1. This implies J3(γ1(t2, s2)) = J4(γ2(t2, s2)) = 0 and γi(t2, s2) 6= 0 for i = 1, 2.
Combining these with (2.4), we have
max
(t,s)∈Q
I0(γ(t, s)) ≥ I0(γ(t2, s2)) = J1(γ1(t2, s2)) + J2(γ2(t2, s2))
≥M1 +M2 = d0.
(2.18)
Therefore, c0 ≥ d0. By (2.16), we have c0 = d0.
Finally, assume by contradiction that lim inf
λ→0
cλ < d0. Then there exists ε > 0, λn → 0 and
γn = (γn,1, γn,2) ∈ Γ such that
max
(t,s)∈Q
Iλn(γn(t, s)) ≤ d0 − 2ε.
By the definition of Γ in (2.14) and Ho¨lder’s inequality, there exist C > 0 and n0 large enough such
that
max
(t,s)∈Q
λn
∣∣ ∫
RN
γn,1(t, s)γn,2(t, s)dx
∣∣ ≤ Cλn ≤ ε, ∀n ≥ n0,
and then
max
(t,s)∈Q
I0(γn(t, s)) ≤ max
(t,s)∈Q
Iλn(γn(t, s)) + ε ≤ d0 − ε, ∀n ≥ n0,
a contradiction with (2.18). Therefore, lim infλ→0 cλ ≥ d0. Combining this with (2.16), we complete
the proof.
Recalling that X = S1 × S2, we define
Xδ := {(u, v) ∈Wr : dist((u, v), X) ≤ δ}, Idλ := {(u, v) ∈ Wr : Iλ(u, v) ≤ d}.
Lemma 2.3. Let C1 be in Lemma 2.1. For a small δ ∈ (0, C1/2), there exists constants 0 < σ < 1
and λ1 > 0 such that ‖I ′λ(u, v)‖ ≥ σ for any (u, v) ∈ Idλλ ∩ (Xδ \Xδ/2) and any λ ∈ (0, λ1).
Proof. Assume by contradiction that there exist λn → 0 and (un, vn) ∈ Idλnλn ∩(Xδ\Xδ/2) such that‖I ′λn(un, vn)‖ → 0. By Lemma 2.1, {(un, vn), n ≥ 1} are uniformly bounded in Wr . Recall that the
Sobolev embedding W 1,pr (R
N ) →֒ Lq(RN ) is compact for any q ∈ (p, p∗). Up to a subsequence, we
may assume that (un, vn)⇀ (U, V ) weakly inWr and strongly in L
q1(RN )×Lq2(RN ), q1, q2 ∈ (p, p∗).
As in the proof of Lemma 2.1, we get that ∇un → ∇U a.e. x ∈ RN . Let ψ ∈ C∞c (RN ) with ψ(x) =
1, |x| ≤ 1 and ψ(x) = 0, |x| ≥ 2. As in [28, Theorem A.4], we define h1(u) = ψ(u)f(u), h2(u) =
(1− ψ(u))f(u), then by (F1)− (F2), we have |h1(u)| ≤ C|u|p−1, |h2(u)| ≤ C|u|p∗−1. Therefore, we
get that {|un|p−2un}, {|∇un|p−2∇un}, {h1(un)} are bounded in L
p
p−1 (RN ) and {h2(un)} is bounded
in L
p∗
p∗−1 (RN ). By [7], we have that |un|p−2un ⇀ |U |p−2U, |∇un|p−2∇un ⇀ |∇U |p−2∇U, h1(un) ⇀
h1(U) in L
p
p−1 (RN ) and h2(un)⇀ h2(U) in L
p∗
p∗−1 (RN ). Then for any ϕ ∈ W 1,pr (RN ), we have
I ′λn(un, vn)(ϕ, 0) −→ I ′0(U, V )(ϕ, 0) = 0.
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Similarly we can get the same results for vn and then I
′
0(U, V ) = 0; that is, U (resp. V ) is a solution
of (1.7) (resp. (1.8)). Moreover, since un → U in Lq(RN ), q ∈ (p, p∗), by (F1) − (F2) again, we
have
lim
n→∞
∫
RN
f(un)undx =
∫
RN
f(U)Udx.
By I ′λn(un, vn)(un, 0)→ 0, we get that
‖un‖p =
∫
RN
f(un)undx+ o(1) =
∫
RN
f(U)Udx+ o(1) = ‖U‖p + o(1),
and so un → U strongly inW 1,pr (RN ). Similarly, vn → V strongly inW 1,pr (RN ), and so (U, V ) ∈ Xδ,
which implies that U 6≡ 0 and V 6≡ 0. By (2.1) and the strong maximum principle, we have U, V > 0.
Recalling Lemma 2.2 and the definition of M1,M2, we have
M1 +M2 ≤ J1(U) + J2(V ) = I0(U, V ) = lim
n→∞
Iλn(un, vn)
≤ lim
n→∞
dλn =M1 +M2.
This implies J1(U) =M1, J2(V ) =M2, that is, U ∈ S1, V ∈ S2. So (U, V ) ∈ X , which contradicts
with (un, vn) /∈ Xδ/2 for any n ≥ 1. This completes the proof.
From now on, we fix a small δ ∈ (0,min C/2, C1/2) and corresponding 0 < σ < 1 and λ1 > 0
such that conclusions in Lemma 2.3 hold.
Lemma 2.4. There exist λ2 ∈ (0, λ1] and α > 0 such that for any λ ∈ (0, λ2),
Iλ(γ˜(t, s)) ≥ cλ − α implies that γ˜(t, s) ∈ Xδ/2.
Proof. Assume by contradiction that there exist λn → 0, αn → 0 and (tn, sn) ∈ Q such that
Iλn(γ˜(tn, sn)) ≥ cλn − αn and γ˜(tn, sn) /∈ Xδ/2. (2.19)
Passing to a subsequence, we may assume that (tn, sn)→ (t˜, s˜) ∈ Q. Then by Lemma 2.2, we have
I0(γ˜(t˜, s˜)) = lim
n→∞
Iλn(γ˜(tn, sn)) ≥ lim
n→∞
cλn =M1 +M2.
Combining this with (2.9),(2.10) and (2.15), it’s easy to see that (t˜, s˜) = (1, 1). Hence,
lim
n→∞
‖γ˜(tn, sn)− γ˜(1, 1)‖ = 0.
However, γ˜(1, 1) = (U0, V0) ∈ X , which is a contradiction to (2.19).
Let
α0 := min
{α
2
,
M1
4
,
1
8
δσ2
}
, (2.20)
where δ, σ are seen in Lemma 2.3. By Lemma 2.2, there exists λ0 ∈ (0, λ2] such that
|cλ − dλ| < α0, |cλ − (M1 +M2)| < α0, ∀λ ∈ (0, λ0). (2.21)
Lemma 2.5. For fixed λ ∈ (0, λ0), there exists {(un, vn)} ⊂ Xδ ∩ Idλλ such that
I ′λ(un, vn)→ 0 in Wr as n→∞.
Proof. Fix a λ ∈ (0, λ0). Assume by contradiction that there exists 0 < l(λ) < 1 such that
‖I ′λ(u, v)‖ ≥ l(λ) on Xδ ∩ Idλλ . Then there exists a locally Lipschitz continuous pseudo-gradient
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vector field Tλ in Wr which is defined on a neighborhood Zλ of X
δ ∩ Idλλ (see [24, Lemma 3.2]) such
that for any (u, v) ∈ Zλ, there holds
‖Tλ(u, v)‖ ≤ 2min{1, ‖I ′λ(u, v)‖},
〈I ′λ(u, v), Tλ(u, v)〉 ≥ min{1, ‖I ′λ(u, v)‖}‖I ′λ(u, v)‖.
Let ηλ be a Lipschitz continuous function on Wr such that 0 ≤ ηλ ≤ 1, ηλ ≡ 1 on Xδ ∩ Idλλ and
ηλ ≡ 0 on Wr \Zλ. Let ξλ be a Lipschitz continuous function on R such that 0 ≤ ξλ ≤ 1, ξλ(s) ≡ 1
if |s− cλ| ≤ α2 and ξλ(s) ≡ 0 if |s− cλ| ≥ α. Let
eλ(u, v) :=
{
−ηλ(u, v)ξλ(Iλ(u, v))Tλ(u, v), (u, v) ∈ Zλ,
0, (u, v) ∈Wr \ Zλ.
It’s easy to see that eλ is locally Lipschitz continuous throughoutWr. Moreover, since ‖Tλ(u, v)‖ ≤ 2
uniformly, also ‖eλ(u, v)‖ ≤ 2 is uniformly bounded. Then there exists a global solution ψλ :
Wr × [0,+∞)→Wr for the initial value problem{
− ddθψλ(u, v, θ) = eλ(ψλ(u, v, θ)),
ψλ(u, v, 0) = (u, v).
And ψλ has the following properties:
(1) ψλ(u, v, θ) = (u, v) if θ = 0 or (u, v) ∈ Wr \ Zλ or |Iλ(u, v)− cλ| ≥ α;
(2) ‖ ddθψλ(u, v, θ)‖ ≤ 2;
(3) ddθIλ(ψλ(u, v, θ)) = 〈I ′λ(ψλ(u, v, θ)), eλ(ψλ(u, v, θ))〉 ≤ 0.
Step 1. For any (t, s) ∈ Q, we claim that there exists θt,s ∈ [0,+∞) such that ψλ(γ˜(t, s), θt,s) ∈
Icλ−α0λ , where α0 is seen in (2.20).
Assume by contradiction that there exists (t, s) ∈ Q such that
Iλ(ψλ(γ˜(t, s), θ)) > cλ − α0,
for any θ ≥ 0. Note that α0 < α; we see from Lemma 2.4 that γ˜(t, s) ∈ Xδ/2. Note that Iλ(γ˜(t, s)) ≤
dλ < cλ + α0; we see from the property (3) that
cλ − α0 < Iλ(ψλ(γ˜(t, s), θ)) ≤ dλ < cλ + α0, ∀θ ≥ 0.
This implies ξλ(Iλ(ψλ(γ˜(t, s), θ))) ≡ 1. If ψλ(γ˜(t, s), θ) ∈ Xδ for all θ ≥ 0, then ηλ(ψλ(γ˜(t, s), θ)) ≡ 1,
and ‖I ′λ(ψλ(γ˜(t, s), θ))‖ ≥ l(λ) for all θ > 0. Then
Iλ
(
ψλ
(
γ˜(t, s),
α
l(λ)2
)) ≤ Iλ(ψλ(γ˜(t, s), 0))+
∫ α
l(λ)2
0
d
dθ
Iλ
(
ψλ
(
γ˜(t, s), θ
))
dθ
≤ cλ + α0 −
∫ α
l(λ)2
0
l(λ)2dθ
= cλ + α0 − α
≤ cλ − α0,
a contradiction. Thus, there exists θt,s > 0 such that ψλ(γ˜(t, s), θt,s) /∈ Xδ. Note that γ˜(t, s) ∈ Xδ/2;
there exist 0 < θ1t,s < θ
2
t,s ≤ θt,s such that ψλ(γ˜(t, s), θ1t,s) ∈ ∂Xδ/2, ψλ(γ˜(t, s), θ2t,s) ∈ ∂Xδ and
ψλ(γ˜(t, s), θ) ∈ Xδ\Xδ/2 for all θ ∈ (θ1t,s, θ2t,s). Then be Lemma 2.3, we have ‖I ′λ(ψλ(γ˜(t, s), θ))‖ ≥ σ
for all θ ∈ (θ1t,s, θ2t,s). Then using property (2), we have
δ/2 ≤ ‖ψλ(γ˜(t, s), θ2t,s)− ψλ(γ˜(t, s), θ1t,s)‖ ≤ 2|θ2t,s − θ1t,s|,
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that is, θ2t,s − θ1t,s ≥ δ/4. This implies
Iλ
(
ψλ
(
γ˜(t, s), θ2t,s
)) ≤ Iλ(ψλ(γ˜(t, s), θ1t,s))+
∫ θ2t,s
θ1t,s
d
dθ
Iλ
(
ψλ
(
γ˜(t, s), θ
))
dθ
< cλ + α0 − σ2(θ2t,s − θ1t,s)
≤ cλ + α0 − 1
4
δσ2
≤ cλ − α0,
which is a contradiction.
By Step 1., we can define T (t, s) := inf{θ ≥ 0 : Iλ(ψλ(γ˜(t, s), θ)) ≤ cλ − α0} and let γ(t, s) :=
ψλ(γ˜(t, s), T (t, s)). Then Iλ(γ(t, s)) ≤ cλ − α0 for all (t, s) ∈ Q.
Step 2. We shall prove that γ(t, s) ∈ Γ.
For any (t, s) ∈ Q \ (t0, t1)× (s0, s1), by (2.5), (2.10)-(2.12) and (2.20)-(2.21), we have
Iλ(γ˜(t, s)) ≤ I0(γ˜(t, s)) = J1(γ˜1(t)) + J2(γ˜2(s))
≤ M1
4
+M2 ≤M1 +M2 − 3α0 < cλ − α0,
which implies that T (t, s) = 0 and so γ(t, s) = γ˜(t, s).
From the definition of Γ in (2.14), it suffices to prove that ‖γ(t, s)‖ ≤ 2C2 + C for all (t, s) ∈ Q
and T (t, s) is continuous with respect to (t, s).
For any (t, s) ∈ Q, if Iλ(γ˜(t, s)) ≤ cλ − α0, we have T (t, s) = 0 and so γ(t, s) = γ˜(t, s), and by
(2.13), we see that ‖γ(t, s)‖ ≤ C < 2C2 + C.
If Iλ(γ˜(t, s)) > cλ − α0, then γ˜(t, s) ∈ Xδ/2 and
cλ − α0 < Iλ(ψλ(γ˜(t, s), θ)) ≤ dλ < cλ + α0, ∀θ ∈ [0, T (t, s)).
This implies ξλ(Iλ(ψλ(γ˜(t, s), θ))) ≡ 1 for θ ∈ [0, T (t, s)). If ψλ(γ˜(t, s), T (t, s)) /∈ Xδ, then there
exist 0 < θ1t,s < θ
2
t,s < T (t, s) as above. Then we can prove that Iλ(ψλ(γ˜(t, s), θ
2
t,s)) ≤ cλ − α0
as above, which contradicts the definition of T (t, s). Therefore, γ(t, s) := ψλ(γ˜(t, s), T (t, s)) ∈ Xδ.
Then there exists (u, v) ∈ X such that ‖γ(t, s)− (u, v)‖ ≤ δ ≤ C/2. By Lemma 2.1, we have
‖γ(t, s)‖ ≤ ‖(u, v)‖+ C/2 ≤ 2C2 + C.
To prove the continuity of T (t, s), we fix any (t˜, s˜) ∈ Q. Assume that Iλ(γ(t˜, s˜)) < cλ − α0 first.
Then T (t˜, s˜) = 0 from the definition of T (t, s). So Iλ(γ˜(t˜, s˜)) < cλ−α0. By the continuity of γ˜, there
exists τ > 0 such that for any (t, s) ∈ (t˜− τ, t˜+ τ)× (s˜− τ, s˜+ τ)∩Q, we have Iλ(γ˜(t, s)) < cλ−α0,
that is, T (t, s) = 0, and T is continuous at (t˜, s˜).
Now we assume that Iλ(γ(t˜, s˜)) = cλ−α0. Then we have Iλ(γ˜(t, s)) ≥ cλ−α0, and thus γ˜(t, s) ∈
Xδ/2. If γ(t˜, s˜) /∈ Xδ, then we have T (t˜, s˜) > 0. From the previous proof, we can get a contradiction
with the definition of T (t˜, s˜). Therefore, we have that γ(t˜, s˜) = ψλ(γ˜(t˜, s˜), T (t˜, s˜)) ∈ Xδ, and so
‖I ′λ(ψλ(γ˜(t˜, s˜), T (t˜, s˜)))‖ ≥ l(λ) > 0.
Then for any ω > 0, we have
Iλ(ψλ(γ˜(t˜, s˜), T (t˜, s˜) + ω)) < cλ − α0.
By the continuity of ψλ, there exists τ = τ(ω) > 0 such that for any (t, s) ∈ (t˜− τ, t˜+ τ)× (s˜− τ, s˜+
τ) ∩Q, we have Iλ(ψλ(γ˜(t, s), T (t˜, s˜) + ω) + ω)) < cλ − α0, so T (t, s) ≤ T (t˜, s˜) + ω. It follows that
0 ≤ lim sup
(t,s)→(t˜,s˜)
T (t, s) ≤ T (t˜, s˜).
If T (t˜, s˜) = 0, we have
lim
(t,s)→(t˜,s˜)
T (t, s) = T (t˜, s˜).
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If T (t˜, s˜) > 0, then for any 0 < ω < T (t˜, s˜), similarly we have Iλ(ψλ(γ˜(t˜, s˜), T (t˜, s˜)+ω)−ω)) > cλ−α0.
By the continuity of ψλ again, we have
lim inf
(t,s)→(t˜,s˜)
T (t, s) ≥ T (t˜, s˜).
So T is continuous at (t˜, s˜). This completes the proof of Step 2.
Now, we have proved that γ(t, s) ∈ Γ and max
(t,s)∈Q
Iλ(γ(t, s)) ≤ cλ − α0, which contradicts the
definition of cλ. This completes the proof.
Let’s recall a version of Bre´zis-Kato lemma, as in [26, Lemma 2.5].
Lemma 2.6. Let Ω ⊂ RN and h ∈ LNp (RN )(1 < p < N) be a nonnegative function. Then for every
µ > 0, there exists a constant σ(µ, h) > 0 such that∫
Ω
h(x)|u|p ≤ µ
∫
Ω
|∇u|p + σ(µ, h)
∫
Ω
|u|p
for all u ∈W 1,p(Ω).
Lemma 2.7. Assume that (u, v) is a nontrivial solution of (1.1), then u, v ∈ L∞(RN ) ∩ C1,βloc for
some β ∈ (0, 1).
Proof. It’s easily seen from (1.1) that u 6≡ 0, v 6≡ 0. Firstly we show that u, v ∈ L∞(RN ). Set
u+ = max{u, 0}, u− = max{−u, 0}, and let Ak = {x ∈ RN : u+(x) ≤ k}, Bk = RN \ Ak, k > 0.
Define
vk =
{
(u+)ps+1, in Ak,
kpsu+, in Bk,
wk =
{
(u+)s+1, in Ak,
ksu+, in Bk,
where s ≥ 0. Then vk, wk ∈ W 1,p(RN ), and using vk as a test function in (1.1), we have
(ps+ 1)
∫
Ak
(u+)ps|∇u+|p + kps
∫
Bk
|∇u+|p ≤
∫
RN
f(u)vk + λ
∫
RN
vvk. (2.22)
By (F1)− (F2), there exists C > 0 such that f(t) ≤ Ctp−1 + tp∗−1 for all t ≥ 0. Hence
(ps+ 1)
∫
Ak
(u+)ps|∇u+|p + kps
∫
Bk
|∇u+|p ≤
∫
RN
(C + (u+)p
∗−p)(u+)p−1vk + λ
∫
RN
vvk. (2.23)
Since ∫
RN
|∇wk|p = (s+ 1)p
∫
Ak
(u+)ps|∇u+|p + kps
∫
Bk
|∇u+|p, (2.24)
we see that
ps+ 1
(s+ 1)p
∫
RN
|∇wk|p ≤
∫
RN
(C + (u+)p
∗−p)wpk + λ
∫
RN
vvk. (2.25)
By Lemma 2.6, for any µ > 0, there exists σ(µ, u) such that∫
RN
(u+)p
∗−pwpk ≤ µ
∫
RN
|∇wk|p + σ(µ, u)
∫
RN
|wk|p.
Choosing µ = ps+12(s+1)p , we have∫
RN
|∇wk|p ≤ Cs
∫
RN
wpk + λ
∫
RN
vvk, (2.26)
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where Cs =
2(s+1)p
ps+1 (C + σ(µ, u)). By the Sobolev embedding theorem, we have
( ∫
Ak
wp
∗
k
)p/p∗ ≤ S−1Cs
∫
RN
wpk + S
−1λ
∫
RN
vvk,
where S is the Sobolev best constant.
When 2NN+2 < p ≤ 2NN+1 , we have∫
RN
|v|vk ≤
∫
RN
|v|(u+)ps+1
≤ ( ∫
RN
|v| p
∗s+2
(p∗−p)s+1
) (p∗−p)s+1
p∗s+2
( ∫
RN
(u+)p
∗s+2
) ps+1
p∗s+2 .
(2.27)
Therefore, we have
( ∫
Ak
(u+)p
∗(s+1)
) p
p∗ =
( ∫
Ak
|wk|p
∗) p
p∗
≤S−1Cs
∫
RN
wpk + S
−1λ
( ∫
RN
|v| p
∗s+2
(p∗−p)s+1
) (p∗−p)s+1
p∗s+2
( ∫
RN
(u+)p
∗s+2
) ps+1
p∗s+2 .
(2.28)
Letting k →∞, we get
‖u+‖Lp∗(s+1)(RN ) ≤ C¯s‖u+‖Lp(s+1)(RN ) + Cˆs‖v‖
1
p(s+1)
L
p∗s+2
(p∗−p)s+1 (RN )
‖u+‖
ps+1
p(s+1)
Lp∗s+2(RN )
. (2.29)
Set ηi = p
∗(si + 1), ξi = p(si + 1), ζi = p
∗si + 2, δi =
p∗si+2
(p∗−p)si+1
, i ≥ 0. Then we have ξi < ζi < ηi
and δi ∈ [p, ζi]. Let s0 = 0. Then we have ζ0 = 2 ∈ [p, p∗) and
‖u+‖Lp∗(RN ) ≤ C¯0‖u+‖Lp(RN ) + Cˆ0‖v‖
1
p
L2(RN )‖u+‖
1
p
L2(RN ).
Choosing si such that ζi+1 = p
∗si+1+2 = p
∗(si+1) = ηi, we can easily check that ξi+1, δi+1 ∈ [p, ηi)
and si is strictly increasing and tends to +∞. Similar estimates for v can be obtained. Therefore,
by a bootstrap argument, there exists C = C(‖u‖, ‖v‖) > 0 such that
‖u+‖L(p∗−1)N (RN ) ≤ C.
Moreover, by Ho¨lder inequality, we have
‖u+‖L(p−1)N (B2(x)) ≤ C, ∀x ∈ RN .
Similarly, the above conclusions also hold for u−, v+, v−. Then we have
‖v‖LN(B2(x)) ≤ C, ∀x ∈ RN .
Now, by [23], for any ball Br(x) of radius r centered at any x ∈ RN , the solution w ∈ W 1,p(RN ) of
the equation −∆pw = h(x) satisfies the estimates
sup
y∈B1(x)
|w(y)| ≤ C(N)(‖w‖Lp(B2(x)) + ‖h‖LN(B2(x))).
By (F1)− (F2), it follows that
sup
y∈B1(x)
|u(y)| ≤ C(N)(‖u‖Lp(B2(x)) + ‖f(u) + λv − |u|p−2u‖LN(B2(x)))
≤ C(N)(‖u‖Lp(B2(x)) + C), (2.30)
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for any x ∈ RN , which implies that u ∈ L∞(RN ). Similarly, we can get that v ∈ L∞(RN ).
When 2NN+1 < p ≤ 2, we have∫
RN
|v|vk ≤
∫
RN
|v|(u+)ps+1
≤ ( ∫
RN
|v| p(s+1)p−1 ) p−1p(s+1) ( ∫
RN
(u+)p(s+1)
) ps+1
p(s+1) .
(2.31)
Therefore, we have
( ∫
Ak
(u+)p
∗(s+1)
) p
p∗ =
( ∫
Ak
|wk|p
∗) p
p∗
≤S−1Cs
∫
RN
wpk + S
−1λ
( ∫
RN
|v| p(s+1)p−1 ) p−1p(s+1) ( ∫
RN
(u+)p(s+1)
) ps+1
p(s+1) .
(2.32)
Letting k →∞, we get
‖u+‖Lp∗(s+1)(RN ) ≤ C¯s‖u+‖Lp(s+1)(RN ) + Cˆs‖v‖
1
p(s+1)
L
p(s+1)
p−1 (RN )
‖u+‖
ps+1
p(s+1)
Lp(s+1)(RN )
. (2.33)
Set η¯i = p
∗(si + 1), ξ¯i = p(si + 1), ζ¯i =
p(si+1)
p−1 , i ≥ 0 and s0 = 0. Then we have ξ¯i ≤ ζ¯i < η¯i,
ζ¯0 =
p
p−1 ∈ [p, p∗) and
‖u+‖Lp∗(RN ) ≤ C¯0‖u+‖Lp(RN ) + Cˆ0‖u+‖
1
p
Lp(RN )‖v‖
1
p
L
p
p−1 (RN )
.
Choosing si such that ζ¯i+1 =
p(si+1+1)
p−1 = p
∗(si + 1) = η¯i, we can easily check that ξ¯i+1 ∈ [p, η¯i]
and si is strictly increasing and tends to +∞. Therefore, by a bootstrap argument, there exists
C˜ = C˜(‖u‖, ‖v‖) > 0 such that
‖u+‖L(p∗−1)N (RN ) ≤ C˜.
Moreover, by Ho¨lder inequality, we have
‖u+‖L(p−1)N (B2(x)) ≤ C˜, ∀x ∈ RN .
Similarly, the above conclusions also hold for u−, v+, v−. Then we have
‖v‖LN(B2(x)) ≤ C˜, ∀x ∈ RN .
As in (2.30) that u ∈ L∞(RN ). Similarly, we can get that v ∈ L∞(RN ).
Thus, by [25], we know that u, v ∈ C1,βloc (RN ) for some β ∈ (0, 1).
Proof of Theorem 1.1. First we fix any λ ∈ (0, λ0). By Lemma 2.5, there exists {(un, vn)} ⊂
Xδ ∩ Idλλ such that
I ′λ(un, vn)→ 0 in Wr as n→∞.
By Lemma 2.1, {(un, vn)} are uniformly bounded in Wr. Up to a subsequence, we can assume that
(un, vn) → (uλ, vλ) weakly in Wr and strongly in Lq1(RN ) × Lq2(RN ), q1, q2 ∈ (p, p∗). Then as in
the proof of Lemma 2.3, we have I ′λ(uλ, vλ) = 0 and (uλ, vλ) is a solution of (1.1). Moreover, by
(F1)− (F2) we have
lim
n→∞
∫
RN
(f(un)un + g(vn)vn)dx =
∫
RN
(f(uλ)uλ + g(vλ)vλ)dx.
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By I ′λ(un, vn)(un, vn) = o(1), we have∫
RN
(|∇un|p + |∇vn|p + |un|p + |vn|p − 2λunvn)dx
=
∫
RN
(f(un)un + g(vn)vn)dx+ o(1)
=
∫
RN
(f(uλ)uλ + g(vλ)vλ)dx + o(1)
=
∫
RN
(|∇uλ|p + |∇vλ|p + |uλ|p + |vλ|p − 2λuλvλ)dx+ o(1).
(2.34)
Moreover,
∫
RN
(unvn − uλvλ) =
∫
RN
(un − uλ)vn +
∫
RN
uλ(vn − vλ) and by Ho¨lder’s inequality, it’s
easy to see that
∫
RN
uλ(vn − vλ)→ 0. Since p ∈ ( 2NN+2 , 2), we have p < pp−1 , p∗ > p
∗
p∗−1 . Then there
exists some q ∈ (p, p∗) ∩ [ p∗p∗−1 , pp−1 ] such that
|
∫
RN
(un − uλ)vn| ≤ (
∫
RN
|un − uλ|q)
1
q (
∫
RN
|vn|
q
q−1 )
q−1
q →→ 0. (2.35)
As in Lemma 2.3, ∇un → ∇uλ,∇vn → ∇vλ a.e. x ∈ RN . Therefore, by Bre´zis-Lieb lemma and the
lower semicontinuity of the norm, we have (un, vn)→ (uλ, vλ) strongly in Wr, and so (uλ, vλ) ∈ Xδ,
which implies that uλ 6≡ 0, vλ 6≡ 0. Moreover, Iλ(uλ, vλ) ≤ dλ.
Let λn ∈ (0, λ0), n ∈ N, be any sequence with λn → 0. Then by repeating the proof of Lemma
2.3 and passing to a subsequence, (uλn , vλn)→ (U, V ) strongly in Wr, where U ∈ S1, V ∈ S2. That
is, U is a positive radial ground state of (1.7), and V is a positive radial ground state of (1.8). This
completes the proof.
3 Proof of Theorem 1.2
To establish the Pohozˇaev’s type identity for (1.1), first we recall the Pucci-Serrin variational identity
for locally Lipschitz continuous solutions of a general class of equations, see [14, Lemma 1] [16,
Lemma 2.14]. Let φ ∈ L∞loc(RN ) and L(s, ξ) : R×RN → R be a function of class C1 in s and ξ such
that for any s ∈ R, the map ξ 7→ L(s, ξ) is strictly convex.
Lemma 3.1. Let u : RN → R be a locally Lipschitz continuous solutions of
−div(Lξ(u,Du)) + Ls(u,Du) = φ in D′(RN ).
Then
N∑
i,j=1
∫
RN
Dih
jDξiL(u,Du)Dju−
∫
RN
(div h)L(u,Du) =
∫
RN
(h ·Du)φ (3.1)
for every h ∈ C1c (RN ,RN ).
Lemma 3.2. Assume that (F1) − (F3) hold. Let (u, v) ∈ W be a weak solution to problem (1.1),
then we have the following Pohozˇaev type identity:∫
RN
(|∇u|p + |∇v|p)dx = p∗ ∫
RN
(
F (u) +G(v) + λuv − 1
p
|u|p − 1
p
|v|p)dx. (3.2)
Proof. By Lemma 2.7, u, v ∈ L∞(RN ) ∩ C1,βloc for some β ∈ (0, 1). Let L(u,Du) = 1p |Du|p +
1
p |u|p − F (u), φ = v and hk(x) = T (xk )x for all x ∈ RN and k ≥ 1, where T ∈ C1c (RN ) satisfying
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T (x) = 1 if |x| ≤ 1 and T (x) = 0 if |x| ≥ 2. Then for every k ≥ 1, we have that hk ∈ C1c (RN ,RN )
and
Dih
j
k(x) = DiT (
x
k
)
xj
k
+ T (
x
k
)δij ,
(div hk)(x) = DT (
x
k
) · x
k
+NT (
x
k
).
Then by (3.1), we have
∫
RN
(T (
x
k
)x ·Du)v =
N∑
i,j=1
∫
RN
DiT (
x
k
)
xj
k
DξiL(u,Du)Dju+
∫
RN
T (
x
k
)DξL(u,Du) ·Du
−
∫
RN
DT (
x
k
) · x
k
L(u,Du)−
∫
RN
NT (
x
k
)L(u,Du).
(3.3)
Similarly, we have
∫
RN
(T (
x
k
)x ·Dv)u =
N∑
i,j=1
∫
RN
DiT (
x
k
)
xj
k
Dξi L¯(v,Dv)Djv +
∫
RN
T (
x
k
)DξL¯(v,Dv) ·Dv
−
∫
RN
DT (
x
k
) · x
k
L¯(v,Dv) −
∫
RN
NT (
x
k
)L¯(v,Dv),
(3.4)
where L¯(v,Dv) = 1p |Dv|p + 1p |v|p −G(v). Integrating by parts, we have∫
RN
(T (
x
k
)x ·Du)v =
∫
B2k(0)
(T (
x
k
)x ·Du)v
=−
∫
B2k(0)
(T (
x
k
)x ·Dv)u −
∫
B2k(0)
uv(NT (
x
k
) +DT (
x
k
) · x
k
).
(3.5)
Combining (3.3) with (3.4), we have
−
∫
RN
uv(NT (
x
k
) +DT (
x
k
) · x
k
) =
N∑
i,j=1
∫
RN
DiT (
x
k
)
xj
k
(DξiL(u,Du)Dju+DξiL¯(v,Dv)Djv)
+
∫
RN
T (
x
k
)(DξL(u,Du) ·Du+DξL¯(v,Dv) ·Dv)
−
∫
RN
DT (
x
k
) · x
k
(L(u,Du) + L¯(v,Dv))
−
∫
RN
NT (
x
k
)(L(u,Du) + L¯(v,Dv)).
(3.6)
Since there exists C > 0 such that |DiT (xk )
xj
k | ≤ C for every x ∈ RN , k ≥ 1, i, j = 1, ..., N , by the
Dominated Convergence Theorem, we can obtain (3.2).
Lemma 3.3. Assume that (F1)− (F3) hold, then
(1) Mλ is a C1 manifold;
(2) there exists a positive constant ρλ > 0 such that ‖(u, v)‖ ≥ ρλ for all (u, v) ∈Mλ;
(3) for any (u, v) ∈ W \ {(0, 0)} with P (u, v) ≤ 0, there exists a unique tu,v > 0 such that
(utu,v , vtu,v ) ∈ Mλ, where ut(x) = u(x/t), vt(x) = v(x/t). Moreover, the value tu,v is the
maximum point of the function t 7→ Iλ(ut, vt). In particular, if P (u, v) < 0, then tu,v ∈ (0, 1);
if P (u, v) = 0, then tu,v = 1.
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Proof. (1) Since P (u, v) is a C1 functional, in order to prove Mλ is a C1 manifold, it suffices to
prove that P ′(u, v) 6= 0 for all (u, v) ∈ Mλ. Indeed, assume by contradiction that P ′(u, v) = 0 for
some (u, v) ∈ Mλ. Then in a weak sense, (u, v) can be seen as a solution of the problem{
−∆pu+ NN−p |u|p−2u = NN−pf(u) + NN−pλv, x ∈ RN ,
−∆pv + NN−p |v|p−2v = NN−pg(v) + NN−pλu, x ∈ RN .
(3.7)
As a consequence, we see that (u, v) satisfies the Pohozˇaev type identity∫
RN
(|∇u|p + |∇v|p)dx = p∗2
p
∫
RN
(
F (u) +G(v) + λuv − 1
p
|u|p − 1
p
|v|p)dx. (3.8)
Since P (u, v) = 0, we deduce that
(1 − N
N − p )
∫
RN
(|∇u|p + |∇v|p)dx = 0,
which implies that u = 0 and v = 0, a contradiction since (u, v) ∈Mλ. Then Mλ is a C1 manifold.
(2) First, by (F1)− (F2), for any ε > 0, there exists Cε > 0 such that
|F (t)|, |G(t)| ≤ ε|t|p + Cε|t|p
∗
, ∀t ∈ R.
If (u, v) ∈ Mλ, we have∫
RN
(|∇u|p + |∇v|p)dx =p∗ ∫
RN
(
F (u) +G(v) + λuv
)
dx− p
∗
p
∫
RN
(|u|p + |v|p)dx
≤p∗Cε
∫
RN
(|u|p∗ + |v|p∗)dx+ λp∗ ∫
RN
uvdx
− p
∗
p
(1 − pε)
∫
RN
(|u|p + |v|p)dx.
(3.9)
When p ∈ [ 2NN+1 , 2), by Ho¨lder’s inequality and Young’s inequality, we have∫
RN
uv ≤
∫
RN
ε|u|p
p
+
|v|q
ε
q
p q
≤ ε
p
∫
RN
|u|p + 1
ε
q
p q
(
∫
RN
|v|p)θ(
∫
RN
|v|p∗)1−θ
≤ ε
p
∫
RN
|u|p + 1
q
(
θε
∫
RN
|v|p + (1− θ)ε q/p+θθ−1
∫
RN
|v|p∗),
(3.10)
where q = pp−1 ∈ [p, p∗] and θ = (N+1)p−2Np ∈ [0, 1). When p ∈ [ 2NN+2 , 2NN+1 ), we have∫
RN
uv ≤
∫
RN
|u|p∗
p∗
+
|v|q
q
≤ 1
p∗
∫
RN
|u|p∗ + 1
q
(
∫
RN
|v|p)θ(
∫
RN
|v|p∗)1−θ
≤ 1
p∗
∫
RN
|u|p∗ + 1
q
(
θε
∫
RN
|v|p + (1 − θ)ε θθ−1
∫
RN
|v|p∗),
(3.11)
where q = p
∗
p∗−1 ∈ [p, p∗] and θ = (N+2)p−2Np ∈ [0, 1). Then we can choose ε > 0 small such that∫
RN
(|∇u|p + |∇v|p)dx ≤C ∫
RN
(|u|p∗ + |v|p∗)dx
≤C( ∫
RN
|∇u|pdx) p∗p + C( ∫
RN
|∇v|pdx) p∗p , (3.12)
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which implies that there exists ρλ > 0 such that
‖(u, v)‖ ≥ ( ∫
RN
(|∇u|p + |∇v|p)dx)1/p ≥ ρλ.
(3) Let (u, v) ∈ W \ {(0, 0)} with P (u, v) ≤ 0 and define
h(t) :=Iλ(u
t, vt)
=
tN−p
p
∫
RN
(|∇u|p + |∇v|p)dx
− tN
∫
RN
(
F (u) +G(v) + λuv
)
dx− 1
p
|u|p − 1
p
|v|p)dx.
Then we obtain that h(t) > 0 for t > 0 small enough.Since P (u, v) ≤ 0, it’s easy to see that
h(t)→ −∞ as t → +∞. Hence there exists tu,v > 0 such that h(tu,v) = max
t≥0
h(t) and h′(tu,v) = 0.
Note that P (ut, vt) = pN−p th
′(t), so we have P (utu,v , vtu,v ) = 0. Moreover, if P (utu,v , vtu,v ) = 0, we
have
tN−pu,v
∫
RN
(|∇u|p + |∇v|p)dx = p∗tNu,v
∫
RN
(
F (u) +G(v) + λuv − 1
p
|u|p − 1
p
|v|p)dx,
and
tpu,v =
∫
RN
(|∇u|p + |∇v|p)dx
p∗
∫
RN
(
F (u) +G(v) + λuv − 1p |u|p − 1p |v|p
)
dx
. (3.13)
Thus tu,v is the unique critical point of h(t) and the conclusions hold.
Lemma 3.4. Let {(un, vn)} ⊂ Mλ be a bounded sequence. Then there exist a sequence {yn} ⊂ RN
and constants R, θ > 0 such that
lim inf
n→∞
∫
BR(yn)
(|un|p + |vn|p)dx ≥ θ > 0.
Proof. Assume by contradiction that for any R > 0, up to a subsequence, there hold
lim
n→∞
sup
y∈RN
∫
BR(y)
|un|pdx = 0, lim
n→∞
sup
y∈RN
∫
BR(y)
|vn|pdx = 0. (3.14)
Then we have
un, vn → 0 in Lq(RN ) for all q ∈ (p, p∗).
By (F1)−(F2) and (2.35), we have that ∫
RN
(F (un)),
∫
RN
(G(vn)),
∫
RN
unvn → 0. Since {(un, vn)} ⊂
Mλ, it’s easy to see that (un, vn)→ (0, 0) in W , contradicting Lemma 3.3 (2). This completes the
proof.
Now we define
mλ = inf
(u,v)∈Mλ
Iλ(u, v). (3.15)
Lemma 3.5. For any λ > 0, we have mλ > 0.
Proof. If (u, v) ∈Mλ, we have
Iλ(u, v) =
1
N
∫
RN
(|∇u|p + |∇v|p)dx ≥ ρ0
N
.
It follows that mλ > 0.
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Lemma 3.6. If mλ is attained at (u, v) ∈ Mλ, then (u, v) is a solution of (1.1).
Proof. Assume (u, v) ∈ Mλ such that Iλ(u, v) = mλ. Then by the Lagrange multiplier theorem,
there exists a Lagrange multiplier δ ∈ R such that
I ′λ(u, v) = δP
′(u, v).
Then in a weak sense, (u, v) can be seen as a solution of the problem{
−(1− δp)∆pu+ (1 − δp∗)|u|p−2u = (1− δp∗)f(u) + (1− δp∗)αλ|u|α−2u|v|β , x ∈ RN ,
−(1− δp)∆pv + (1− δp∗)|v|p−2v = (1 − δp∗)g(v) + (1− δp∗)βλ|u|α|v|β−2v, x ∈ RN .
As a consequence, (u, v) satisfies the following Pohozˇaev type identity
(1− δp)
∫
RN
(|∇u|p + |∇v|p) = p∗(1− δp∗)∫
RN
(
F (u) +G(v) + λ|u|α|v|β − 1
p
|u|p − 1
p
|v|p). (3.16)
Since P (u, v) = 0, we get that δ = 0. Thus, we have I ′λ(u, v) = 0, namely, (u, v) is a solution of
(1.1).
Lemma 3.7. For any λ > 0 and (u, v) ∈ Mλ, there exists (u¯, v¯) ∈ Mλ ∩Wr such that Iλ(u¯, v¯) ≤
Iλ(u, v).
Proof. Let (u, v) ∈ Mλ, and (u∗, v∗) be the Schwarz symmetric radial decreasing rearrangement
of (u, v). Then we have∫
RN
|∇u∗|pdx ≤
∫
RN
|∇u|pdx,
∫
RN
|∇v∗|pdx ≤
∫
RN
|∇v|pdx,
∫
RN
|u∗|pdx =
∫
RN
|u|pdx,
∫
RN
|v∗|pdx =
∫
RN
|v|pdx,
∫
RN
F (u∗)dx =
∫
RN
F (u)dx,
∫
RN
G(v∗)dx =
∫
RN
G(v)dx,
∫
RN
u∗v∗dx ≥
∫
RN
uvdx.
Then we obtain ∫
RN
(|∇u∗|p + |∇v∗|p)dx
≤
∫
RN
(|∇u|p + |∇v|p)dx
=p∗
∫
RN
(
F (u) +G(v) + λuv − 1
p
|u|p − 1
p
|v|p)dx
≤p∗
∫
RN
(
F (u∗) +G(v∗) + λu∗v∗ − 1
p
|u∗|p − 1
p
|v∗|p)dx.
(3.17)
Then by Lemma 3.3 (3), there exists t¯ ∈ (0, 1] such that (u¯, v¯) := (u∗( ·t¯ ), v∗( ·t¯ )) ∈ Mλ ∩Wr. Then
we have
Iλ(u¯, v¯) =(
1
p
− 1
p∗
)
∫
RN
(|∇u¯|p + |∇v¯|p)dx
=
t¯N−p
N
∫
RN
(|∇u∗|p + |∇v∗|p)dx
≤ 1
N
∫
RN
(|∇u∗|p + |∇v∗|p)dx
≤Iλ(u, v).
(3.18)
This completes the proof.
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Lemma 3.8. For any λ > 0, there exists (uλ, vλ) ∈Mλ such that Iλ(uλ, vλ) = mλ and uλ, vλ > 0.
Proof. Let {(un, vn)} be a minimizing sequence for mλ. By Lemma 3.7, we can assume that
{(un, vn)} ⊂ Mλ ∩ Wr and un, vn ≥ 0. We claim that {(un, vn)} is bounded. Indeed, since
P (un, vn) = 0, we have
Iλ(un, vn) =
1
N
∫
RN
(|∇un|p + |∇vn|p)dx.
Then {un}, {vn} are bounded in D1,p(RN ). Moreover, by (3.9) and the Sobolev embedding theorem,
we deduce the boundedness of the Lp norm of {un}, {vn}. Therefore {(un, vn)} is bounded inWr. Up
to a subsequence, we can assume (un, vn)→ (u, v) weakly inWr and strongly in Lq(RN ), q ∈ (p, p∗).
By Lemma 3.4, we know that there exists a sequence {yn} ⊂ RN and constants R, θ > 0 such that
lim inf
n→∞
∫
BR(yn)
(|un|p + |vn|p)dx ≥ θ > 0.
Now we show that {yn} is bounded. Indeed, if {yn} is unbounded, then there exists a subsequence
{ynk} such that {|ynk |} is increasing and tends to +∞. Without loss of generality, we assume that
lim inf
n→∞
∫
BR(yn)
|un|pdx ≥ 1
2
θ > 0.
Since un ∈ W 1,pr (RN ), by Radial Lemma [5, Lemma A.IV], it is easy to see that |un(x)| ≤ C|x|−
N
p ,
with C independent of n. Then we have∫
BR(ynk )
|unk |pdx ≤ C
∫
B|ynk |+R
(0)\B|ynk |−R
(0)
|x|−Ndx = C ln |ynk |+R|ynk | −R
→ 0
as k → +∞, which is a contradiction. Then {yn} is bounded and there exists R1 > R such that
lim inf
n→∞
∫
BR1(0)
(|un|p + |vn|p)dx ≥ θ > 0.
Up to a subsequence, we can assume (un, vn) → (u¯, v¯) weakly in W and strongly in Lp1(RN ) ×
Lp2(RN ), p1, p2 ∈ (p, p∗). Passing to the limit, we get that∫
BR1 (0)
(|u¯|p + |v¯|p)dx ≥ θ > 0,
which implies that (u¯, v¯) 6= (0, 0). Moreover, by (F1) − (F2) and [5, Lemma A.I.], we have that∫
RN
(F (un))→
∫
RN
(F (u¯)),
∫
RN
(G(vn))→
∫
RN
(G(v¯)). By Fatou’s lemma, we can also deduce that∫
RN
(µ
p
|u|p + ν
p
|v|p − λ|u|α|v|β)dx ≤ lim
n→+∞
∫
RN
(µ
p
|un|p + ν
p
|vn|p − λ|un|α|vn|β
)
dx. (3.19)
Then we have P (u¯, v¯) ≤ lim
n→∞
P (u¯n, v¯n) = 0. Therefore, by Lemma 3.3 (3), there exists t ∈ (0, 1]
such that (uλ, vλ) := (u¯
t, v¯t) ∈Mλ. Then we have
mλ ≤ Jλ(uλ, vλ) = 1
N
∫
RN
(|∇uλ|p + |∇vλ|p)dx
≤ 1
N
∫
RN
(|∇u¯|p + |∇v¯|p)dx
≤ lim
n→∞
1
N
∫
RN
(|∇u¯n|p + |∇v¯n|p)dx
= lim
n→∞
Iλ(u¯n, v¯n) = mλ.
(3.20)
Hence (uλ, vλ) is a minimizer of Iλ. By Lemma 3.6, (uλ, vλ) is a solution of (1.1). Then by the
strong maximum principle, we can get that uλ, vλ > 0.
In order to study the asymptotic behavior for the vector ground state solutions with respect to
the parameter λ, we need the following result.
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Lemma 3.9. The map λ 7→ mλ, λ ≥ 0 is strictly decreasing.
Proof. For given λ1 < λ2, let (ui, vi) ∈ Mλi be such that mλi = Iλi (ui, vi), ui, vi > 0, i = 1, 2.
Choose t > 0 such that (ut1, v
t
1) ∈Mλ2 , that is,
tN−p
∫
RN
(|∇u1|p + |∇v1|p)dx
=p∗tN
∫
RN
(
F (u1) +G(v1) + λ2u1v1
)
dx− 1
p
|u1|p − 1
p
|v1|p
)
dx.
(3.21)
Since (u1, v1) ∈Mλ1 , we have∫
RN
(|∇u1|p + |∇v1|p)dx
=p∗
∫
RN
(
F (u1) +G(v1) + λ1u1v1
)
dx− 1
p
|u1|p − 1
p
|v1|p
)
dx
<p∗
∫
RN
(
F (u1) +G(v1) + λ2u1v1
)
dx− 1
p
|u1|p − 1
p
|v1|p
)
dx.
(3.22)
Then we deduce that t < 1 and we have
mλ2 ≤Iλ2 (ut1, vt1)
=
tN−p
N
∫
RN
(|∇u1|p + |∇v1|p)dx
<
1
N
∫
RN
(|∇u1|p + |∇v1|p)dx
=Iλ1 (u1, v1) = mλ1 .
(3.23)
Proof of Theorem 1.2. By Lemma 3.8, for any λ > 0, (1.1) has a positive radial ground state
(uλ, vλ). Let {λn} ⊂ (0,+∞) be a sequence with λn ց 0 as n → ∞ (we assume that λn < 1) and
{(uλn , vλn)} ⊂Wr be a sequence of positive vector ground state solutions. Then we have
Iλn(uλn , vλn) = mλn , I
′
λn(uλn , vλn) = 0, Pλn(uλn , vλn) = 0. (3.24)
As in Lemma3.8, we know that {(uλn , vλn)} is bounded in Wr. Up to a subsequence we may assume
that 

(uλn , vλn)⇀ (u0, v0), in Wr,
(uλn , vλn)→ (u0, v0), for a.e.x ∈ RN ,
(uλn , vλn)→ (u0, v0), in Lq1(RN )× Lq2(RN ), p < q1, q2 < p∗.
(3.25)
Then u0, v0 ≥ 0 and are radial. By (2.35) and (3.24), for n > 0 large, we have∫
RN
(
F (uλn) +G(vλn))
)
dx =
p
p∗ − pmλn +
∫
RN
(1
p
|uλn |p +
1
p
|vλn |p − λnuλnvλn
)
dx
≥ p
2(p∗ − p)m1 > 0.
(3.26)
On the other hand, by [5, Theorem A.I.], we obtain
lim
n→∞
∫
RN
F (uλn)dx =
∫
RN
F (u0)dx, lim
n→∞
∫
RN
G(vλn)dx =
∫
RN
G(v0)dx.
Then we conclude that (u0, v0) 6= (0, 0).
21
Since I ′0(uλn , vλn)→ 0 and limn→∞ I0(uλn , vλn) = limn→∞ Iλn(uλn , vλn) ∈ (m1,m0], as in the proof of
Lemma 2.3, we have that I ′0(u0, v0) = 0 and
0 < I0(u0, v0) =
p
N
∫
RN
(|∇u0|p + |∇v0|p)dx
≤ lim inf
n→∞
p
N
∫
RN
(|∇uλn |p + |∇vλn |p)dx
= lim
n→∞
Iλn(uλn , vλn) = lim
n→∞
mλn ≤ m0.
(3.27)
Then we obtain I0(u0, v0) = m0 and (u0, v0) is a ground state of (1.1) for λ = 0. Furthermore, by
(3.27), ∫
RN
(|∇uλn |p + |∇vλn |p)dx→
∫
RN
(|∇u0|p + |∇v0|p)dx
and∫
RN
(
F (uλn)+G(vλn)+λnuλnvλn−
1
p
|uλn |p−
1
p
|vλn |p
)
dx→
∫
RN
(
F (u0)+G(v0)− 1
p
|u0|p− 1
p
|v0|p
)
dx,
then we deduce that ∫
RN
(|uλn |p + |vλn |p)dx→
∫
RN
(|u0|p + |v0|p)dx.
Therefore, we have (uλn , vλn)→ (u0, v0) strongly inWr. Since (u0, v0) is a ground state of (1.1) with
λ = 0, if u0 6= 0, v0 6= 0, then we have I0(u0, v0) > I0(0, v0) and I0(u0, v0) > I0(u0, 0). Therefore we
have either (u0, v0) = (u0, 0) or (u0, v0) = (0, v0).
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