Equivariant completions of affine spaces by Arzhantsev, Ivan & Zaitseva, Yulia
ar
X
iv
:2
00
8.
09
82
8v
1 
 [m
ath
.A
G]
  2
2 A
ug
 20
20
EQUIVARIANT COMPLETIONS OF AFFINE SPACES
IVAN ARZHANTSEV AND YULIA ZAITSEVA
Abstract. We survey recent results on open embeddings of the affine space Cn into
a complete algebraic variety X such that the action of the vector group Gna on C
n by
translations extends to an action of Gn
a
on X . The current version of the text includes
the introduction and the section on equivariant embeddings into the projective space Pn.
Comments and suggestions are very welcome.
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2 IVAN ARZHANTSEV AND YULIA ZAITSEVA
1. Introduction
The survey is devoted to the study of completions of the affine space Cn by an algebraic
variety X such that the action of the vector group Gna on C
n by translations can be extended
to a regular action Gna × X → X. To obtain such a completion means to construct an
effective regular action of the commutative unipotent group Gna on a complete algebraic
variety X with an open orbit. We call an effective regular action Gna × X → X with an
open orbit an additive action on X. One more interpretation comes from the theory of
group embeddings. Let G be a linear algebraic group. A group embedding is an embedding
of G as an open subset into an algebraic variety X such that the actions of G on G by left
and right translations can be extended to a regular action of the group G × G on X. In
these terms, we are going to study group embeddings of a commutative unipotent group.
The story began with the work of Hirzebruch. In [51, Section 3.2] the author considered
complex analytic compactifications of the affine space Cn. Problem 26 asks to determine
all complex analytic compactifications of C2, and Problem 27 rises the same question for all
Cn under the restriction that the compactification has the second Betti number 1. These
problems initiated the study of open embeddings of affine spaces both in analytic and
algebraic categories. For more information on algebraic compactifications of affine spaces,
see [69, 67, 68, 70, 45, 73] and references therein.
Clearly, an algebraic variety X that contains an open subset U isomorphic to an affine
space possesses some specific properties. In particular, X is rational, every invertible regular
function on X is constant, and the divisor class group Cl(X) is a free finitely generated
abelian group. More precisely, the group Cl(X) is freely generated by classes of irreducible
components of the complement X \U . At the same time, the class of all compactifications
of affine spaces is too wide, and it is natural to study compactifications satisfying some
extra conditions.
The first variant is to consider algebraic manifolds X in a naive sense, that is X can
be covered by open subsets U1, . . . , Um such that each Ui is isomorphic to an affine space.
Manifolds of this type were considered by Gromov in [47, Section 3.5.D]. In [38, Section 6.4]
such manifolds are called manifolds of class A0. They appear in connection with Oka
principle and algebraic ellipticity. It is known that class A0 includes smooth projective
rational surfaces, smooth complete toric varieties, flag varieties and, more generally, smooth
complete spherical varieties. Moreover, this class is closed under taking blowing-up of
points. In [7, Theorem A.1] it is proved that any smooth complete rational variety with a
torus action of complexity 1 belongs to class A0. A wider class is the class of uniformly
rational varieties. A variety X is uniformly rational if every point in X admits a Zariski
open neighborhood isomorphic to a Zariski open subset of the affine space. Some recent
results on uniformly rational varieties can be found in [63].
The second variant is to involve algebraic group actions. Namely, if an algebraic group G
acts on the affine space Cn, we may study open embeddings of Cn into complete varieties X
such that the action of G on Cn extends to an action of G on X. Taking G = Gna with the
action Gna × C
n → Cn by parallel translations, we come to the theory of additive actions.
This is the subject of the present survey.
One more motivation to investigate equivariant completions of affine spaces comes from
Arithmetic Geometry. In their study of Manin’s Conjecture on distribution of rational
points on algebraic varieties, Chambert-Loir and Tschinkel [21] gave asymptotic formulas
for the number of rational points of bounded height on smooth projective equivariant com-
pactifications of the vector group. More generally, asymptotic formulas for the number of
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rational points of bounded height on quasi-projective equivariant embeddings of the vector
group are obtained in [22]. The limited volume of the survey does not allow us to discuss
these results. We recommend the reader articles [21, 22, 80] and references therein.
It is natural to compare the theory of additive actions with the theory of toric varieties.
At the first glance, two theories should be similar since the formulations of the problems
are almost the same: in the toric case we study open equivariant embeddings of the group
Gnm, and in the theory of additive actions we just replace the multiplicative group Gm of
the ground field by the additive group Ga. But it turns out that toric geometry and the
theory of additive actions have almost nothing in common. Let us stay a bit more on this.
The theory of toric varieties plays an important role in modern Algebra, Combinatorics,
Geometry, and Topology. It is caused by a beautiful description of toric varieties in terms
of rational polyhedral cones and fans of such cones [28, 44]. There are several ways to gen-
eralize the theory of toric varieties. For example, one may consider arbitrary torus actions
on algebraic varieties. Recently a semi-combinatorial description of such actions in terms of
so-called polyhedral divisors living on varieties of smaller dimension was introduced [1, 2].
Another variant is to restrict the (complex) algebraic torus action on a toric variety to the
maximal compact subtorus (S1)n, to axiomatize this class of (S1)n-actions, and to consider
such actions on wider classes of topological spaces. This is an active research area called
Toric Topology [19]. Further, one may consider algebraic group actions with an open orbit
replacing the torus T with a non-abelian connected reductive group G. In other words,
one may study open equivariant embeddings of homogeneous spaces G/H , where H is an
algebraic subgroup of G. The theory is well-developed in the case when G/H is a spherical
homogeneous space, that is a Borel subgroup B in G acts on G/H with an open orbit.
Here a description of equivariant embeddings in terms of convex geometry is also available,
while it is more complicated than in the toric case [64, 81].
Returning to an “additive analogue” of toric geometry, i.e. to the case when we replace
the acting torus T with the commutative unipotent group Gna , we come across principal
differences. Firstly, it is well known that every orbit of an action of a unipotent group on
an affine variety is closed [72, Section 1.3]. In particular, if a unipotent group acts on an
affine variety with an open orbit, then the action is transitive. This means that, in contrast
to the toric case, a variety with a proper open orbit of a unipotent group U can not be
covered by U -invariant open affine charts. Secondly, any toric variety contains finitely many
T -orbits, and if two toric varieties are isomorphic as abstract algebraic varieties, then they
are isomorphic in the category of toric varieties [16, Theorem 4.1]. In the additive case
these two properties do not hold: one may consider two actions of G2a on the projective
plane P2 given in homogeneous coordinates as
(a1, a2) · [z0 : z1 : z2] = [z0 : z1 + a1z0 : z2 + a2z0]
and
(a1, a2) · [z0 : z1 : z2] =
[
z0 : z1 + a1z0 : z2 + a1z1 +
(a21
2
+ a2
)
z0
]
.
In the first case, there is a line consisting of fixed points, while for the second action there
are three G2a-orbits.
At the same time, absence of analogy with toric geometry is definitely not the end of
the theory. During last decades many general and classification results on varieties with an
additive action were obtained and some original methods to deal with this class of actions
were developed. The aim of the present survey is to discuss these results and methods.
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Let us describe the content of the paper. In Section 2, we study additive actions on
projective spaces. It is a certain surprise that the space Cn can be embedded equivariantly
in Pn in many different ways. Hassett and Tschinkel [50] observed that such embeddings
are in bijection with local commutative associative unital algebras of dimension n+1. This
result also follows from a more general correspondence between finite-dimensional commu-
tative associative unital algebras and open equivariant embeddings of commutative linear
algebraic groups into projective spaces established by Knop and Lange [59]. We begin with
well-known structural theory and classification results on finite-dimensional commutative
associative algebras and develop Hassett-Tschinkel correspondence in a complete general-
ity. In particular, it includes a nice correspondence with certain subspaces in the algebra of
polynomials that are invariant under some differential operators with constant coefficients.
In Section 3, we show how the technique proposed by Hassett and Tschinkel can be
applied to study additive actions on varieties different from projective spaces. We give a
short proof of Sharoiko’s theorem [77]. It claims that, in contrast to projective spaces, any
non-degenerate projective quadric admits a unique additive action. We also explain how
one can describe additive actions on degenerate projective quadrics [10, 8] and establish a
generalization of Hassett-Tschinkel correspondence to arbitrary projective hypersurfaces in
terms of invariant multilinear forms [8, 15].
Section 4 begins with some general background on varieties with additive actions. Then
we show that if a flag variety G/P of a simple algebraic group G admits an additive action
then the parabolic subgroup P is maximal. We list all such varietiesG/P following [3]. Then
we discuss a deep uniqueness result which claims that if a flag variety is not isomorphic to
the projective space then it admits at most one additive action. This theorem is proved by
Fu-Hwang [41] and independently by Devyatov [33]. The last part presents a construction
due to Feigin [37] that degenerates arbitrary flag variety to a variety with an additive action.
In Section 5, we study additive actions on toric varieties following [9]. It is proved
that if a complete toric variety admits an additive action, then it admits an additive action
normalized by the acting torus. Moreover, we show that any two normalized additive actions
are isomorphic and give a combinatorial criterion of existence of a normalized additive action
on a toric variety. These results are based on the theory of Cox rings and Demazure roots
of toric varieties. Also we present two results of Dzhunusov. The first one is a classification
of additive actions on complete toric surfaces [34], and the second one is a criterion of
uniqueness of an additive action on a complete toric variety [35].
In the last section, we discuss recent classifications for additive actions on Fano manifold
of Picard number 1, Fano threefolds, and varieties with high index due to Fu, Huang,
Hwang, and Montero [41, 42, 43, 52]. We end the text by a list of open problems and
possible directions for further research.
2. Equivariant embeddings into projective spaces
In this section, we study additive actions on projective spaces. In 1999, Hassett and
Tschinkel [50] established a remarkable correspondence between such actions and com-
mutative associative local Artin unital algebras. This correspondence led to classification
results and allowed to employ new methods that were later generalized to some other classes
of projective varieties. The main goal of this section is to introduce all objects and concepts
that are needed to establish Hassett-Tschinkel correspondence, to formulate the correspon-
dence in a complete generality and with detailed proofs, and to discuss related results and
corollaries.
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In subsection 2.1, we begin with basic facts on finite-dimensional commutative associative
algebras. Any finite-dimensional commutative associative algebra is a direct sum of local
ones. So finite-dimensional local algebras are important building blocks in many problems
of algebra and geometry, sometimes compatible with finite simple groups or finite fields.
Although the classification of local algebras of small dimension is known for many years, it
is not easy to find it in explicit form in the literature. In Table 1, we list all local algebras
up to dimension 6 1. We also introduce the Hilbert-Samuel sequence of a local algebra and
define Gorenstein local algebras.
Subsection 2.2 is devoted to results of Suprunenko and Tyshkevich [79]. We explain how
information on maximal commutative nilpotent subalgebras of the matrix algebra can be
used to study abstract commutative algebras and groups. In particular, one can deduce
the classification of local algebras in Table 1 from the classification results in [79]. The
book contains many important facts and observations that are useful for our purposes, but
it is not easy to extract them from the text. We hope that the subsection with unified
formulations and, where it is possible, short proofs, may help the reader to understand
better the results of Suprunenko and Tyshkevich.
In subsection 2.3 we prove a result of Knop and Lange [59]. This result establishes a
bijective correspondence between effective actions of commutative linear algebraic groups
on the projective space Pn with an open orbit and commutative associative unital algebras
A of dimension n+ 1. Also we characterize the actions with finitely many orbits.
Subsection 2.4 contains preparatory results on a duality between subspaces of the poly-
nomial algebra K[x1, . . . , xn] and of the algebra K[
∂
∂x1
, . . . , ∂
∂xn
] of differential operators with
constant coefficients. In general, the duality is not bijective, but it defines a bijection being
restricted to finite-dimensional subspaces in K[x1, . . . , xn] and subspaces in K[
∂
∂x1
, . . . , ∂
∂xn
]
of finite codimension. Moreover, let us define a generating subspace in K[x1, . . . , xn] as a
translation invariant subspace that generates the algebra K[x1, . . . , xn]. It turns out that
the duality provides a bijection between generating subspaces of dimension m and nonde-
generate ideals of codimension m in K[ ∂
∂x1
, . . . , ∂
∂xn
] supported at the origin.
Following Hassett and Tschinkel [50], in subsection 2.5 we establish a correspondence
between
(a) faithful cyclic representations ρ : Gna → GLm(K);
(b) pairs (A,U), where A is a local commutative associative unital algebra of dimension
m with maximal ideal m, and U ⊆ m is a subspace of dimension n generating the
algebra A;
(c) nondegenerate ideals I ⊆ K[S1, . . . , Sn] of codimension m supported at the origin;
(d) generating subspaces V ⊆ K[x1, . . . , xn] of dimension m.
We give complete proofs including arguments for ‘up to isomorphism’ statements that are
usually ignored in the literature. An effective algorithm that finds the generating subspace
corresponding to a pair (A,U) is given. We illustrate the theory by explicit computations
in low-dimensional cases. Also it is shown that the Gna-modules A and V are dual to each
other.
In subsection 2.6 we show that restricting either Knop-Lange theorem to the case of a
unipotent group or Hassett-Tschinkel correspondence to the case m = n + 1, we obtain a
bijection between additive actions on Pn and local commutative associative unital algebras
A of dimension n + 1. In this case we come to a remarkable class of generating subspaces
which we call basic subspaces. Such a subspace represents an automorphism of the open
1Starting from dimension 7, the number of isomorphy classes of such algebras becomes infinite.
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orbit Gna in P
n that conjugates an additive action to the standard action by translations
in the automorphism group of the affine space. It is shown that there is a unique additive
action on Pn with finitely many orbits, and additive actions of modality one are described.
Finally we observe that an additive action has a unique fixed point if and only if the
corresponding local algebra is Gorenstein.
2.1. Finite-dimensional algebras. In this subsection we recall basic structural and clas-
sification results on finite-dimensional commutative associative unital algebras over an al-
gebraically closed field K of characteristic zero. Hereafter algebra means finite-dimensional
commutative associative unital algebra. The base field K is imbedded into an algebra as
the linear span of the unit.
Definition 1. An algebra A is called local if it contains a unique maximal ideal m.
Lemma 1. An algebra A is local if and only if A is the direct sum of its subspaces K⊕m,
where m is an ideal consisting of nilpotent elements.
Proof. Let A = K ⊕ m. The ideal m is maximal since its codimension equals one. Any
element of A \ m is the sum of an invertible scalar and a nilpotent element, whence is
invertible and can not belong to any proper ideal. Thus the ideal m is a unique maximal
ideal.
Conversely, let A be a local algebra with maximal ideal m. Let us show that any a ∈ m
is nilpotent. Since A is finite-dimensional, we have the equality of ideals (ak) = (ak+1) for
some k ∈ Z>0, that is a
k = ak+1b and ak(ab− 1) = 0 for some b ∈ A. Note that ab− 1 /∈ m,
therefore ab − 1 does not belong to any proper ideal and so it is invertible. This implies
ak = 0.
Denote by La : A → A the operator of multiplicaton by a ∈ A. Let λ be an eigenvalue
of La. Then La−λ·1 is non-invertible, whence a − λ · 1 is non-invertible and belongs to the
maximal ideal m. Together with K ∩m = 0 this implies A = K⊕m. 
The following lemma is a particular case of [11, Theorem 8.7].
Lemma 2. Every algebra is the direct sum of its local ideals.
Proof. As above, denote by La : A → A the operator of multiplication by a ∈ A. Recall
that the generalized eigenspace of an operator L ∈ End(V ) with respect to an eigenvalue λ
is the subspace V λ = {v ∈ V | (L−λ idV )
kv = 0 for some k ∈ Z>0}. Let us prove that A is
the direct sum of its ideals Vi lying in a generalized eigenspace of La for any a ∈ A. Indeed,
take some a ∈ A and consider the generalized eigenspace decomposition A =
⊕
V ′i with
respect to La. All the generalized eigenspaces are ideals since A is commutative. Repeating
the decomposition procedure for those V ′i which do not lie in a generalized eigenspace of Lb
for some b ∈ A, we obtain the desired decomposition.
The components εi ∈ Vi of the unit in A are units in Vi. By construction of Vi, for
any ai ∈ Vi there is λ ∈ K such that (Lai − λ idA)
∣∣
Vi
= Lai−λεi
∣∣
Vi
acts on Vi nilpotently.
Applying this operator to εi ∈ Vi we obtain that ai − λεi is nilpotent in Vi. So the algebra
Vi is local by Lemma 1. 
Let A be a local algebra and m be its maximal ideal. Consider the following series of
ideals in A:
A ⊃ m ⊃ m2 ⊃ . . . ⊃ ml−1 ⊃ ml = 0.
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The number l is called the length of the algebra A. Denote ri := dimm
i − dimmi+1. In
particular, r0 = 1. The sequence r0, r1, r2, . . . , rl−1 is called the Hilbert-Samuel sequence of
the algebra A.
The socle of A is the ideal SocA = {a ∈ A | ma = 0}. The algebras with dim SocA = 1
are called Gorenstein. Note that ml−1 ⊆ SocA, but the inclusion can be strict. So A is
Gorenstein if and only if ml−1 = SocA and dimml−1 = rl−1 = 1.
Theorem 1. For m 6 6, the number of isomorphism classes of local algebras of dimension
m is finite. For m > 7, there are infinite series of non-isomorphic local algebras. The
number of such classes is the following:
m 1 2 3 4 5 6 > 7
1 1 2 4 9 25 ∞
The local algebras of dimension at most 6 are listed in the table below. Gorenstein
algebras are marked with “G”. It is observed in [50] that this result can be extracted from
the 1968 book of Suprunenko and Tyshkevich [79], see 2) – 5) in the next subsection
for details. The same classification is obtained independently and by other methods in
the 1980 article of Mazolla [65, Section 2], where schemes parameterizing commutative
nilpotent associative multiplications on the affine space are studied. One more approach to
such a classification can be found in [71].
№ Local algebra A r0, r1, . . . , rl−1
dimA = 1
1 K 1 G
dimA = 2
2 K[x1]/(x
2
1) 1, 1 G
dimA = 3
3 K[x1]/(x
3
1) 1, 1, 1 G
4 K[x1, x2]/(x
2
1, x1x2, x
2
2) 1, 2
dimA = 4
5 K[x1]/(x
4
1) 1, 1, 1, 1 G
6 K[x1, x2]/(x
2
1, x
2
2) 1, 2, 1 G
7 K[x1, x2]/(x
3
1, x1x2, x
2
2) 1, 2, 1
8 K[x1, x2, x3]/(x
2
i , xixj) 1, 3
dimA = 5
9 K[x1]/(x
5
1) 1, 1, 1, 1, 1 G
10 K[x1, x2]/(x1x2, x
3
1 − x
2
2) 1, 2, 1, 1 G
11 K[x1, x2]/(x
3
1, x
3
2, x1x2) 1, 2, 2
12 K[x1, x2]/(x
4
1, x
2
2, x1x2) 1, 2, 1, 1
13 K[x1, x2]/(x
3
1, x
2
2, x
2
1x2) 1, 2, 2
14 K[x1, x2, x3]/(x1x2, x1x3, x2x3, x
2
1 − x
2
2, x
2
1 − x
2
3) 1, 3, 1 G
15 K[x1, x2, x3]/(x
2
1, x1x2, x1x3, x2x3, x
2
2 − x
2
3) 1, 3, 1
16 K[x1, x2, x3]/(x
3
1, x
2
2, x
2
3, x1x2, x1x3, x2x3) 1, 3, 1
17 K[x1, x2, x3, x4]/(x
2
i , xixj) 1, 4
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dimA = 6
18 K[x1]/(x
6
1) 1, 1, 1, 1, 1, 1 G
19 K[x1, x2]/(x1x2, x
4
1 − x
2
2) 1, 2, 1, 1, 1 G
20 K[x1, x2]/(x1x2, x
3
1 − x
3
2) 1, 2, 2, 1 G
21 K[x1, x2]/(x
3
1, x
2
2) 1, 2, 2, 1 G
22 K[x1, x2]/(x
5
1, x1x2, x
2
2) 1, 2, 1, 1, 1
23 K[x1, x2]/(x
4
1, x1x2, x
3
2) 1, 2, 2, 1
24 K[x1, x2]/(x
3
1, x
2
1x2, x1x
2
2, x
3
2) 1, 2, 3
25 K[x1, x2]/(x
4
1, x
2
1x2, x
3
1 − x
2
2) 1, 2, 2, 1
26 K[x1, x2]/(x
4
1, x
2
1x2, x
2
2) 1, 2, 2, 1
27 K[x1, x2, x3]/(x
2
1, x
2
2, x
2
3, x1x2 − x1x3) 1, 3, 2
28 K[x1, x2, x3]/(x
2
2, x
2
3, x1x2, x
2
1 − x2x3) 1, 3, 2
29 K[x1, x2, x3]/(x
2
1, x
2
2, x
2
3, x2x3) 1, 3, 2
30 K[x1, x2, x3]/(x
2
1, x
2
2, x1x3, x2x3, x1x2 − x
3
3) 1, 3, 1, 1 G
31 K[x1, x2, x3]/(x
2
1 − x
3
3, x
2
2, x1x2, x1x3, x2x3) 1, 3, 1, 1
32 K[x1, x2, x3]/(x
3
1, x
2
2, x
2
3, x1x2, x1x3) 1, 3, 2
33 K[x1, x2, x3]/(x
2
1, x
2
2, x
2
3, x1x2 − x1x3 − x2x3) 1, 3, 2 G
34 K[x1, x2, x3]/(x
3
1, x
2
2, x1x3, x2x3, x1x2 − x
2
3) 1, 3, 2
35 K[x1, x2, x3]/(x
4
1, x
2
2, x
2
3, x1x2, x1x3, x2x3) 1, 3, 1, 1
36 K[x1, x2, x3]/(x
3
1, x
3
2, x
2
3, x1x2, x1x3, x2x3) 1, 3, 2
37 K[x1, x2, x3]/(x
3
1, x
2
2, x
2
3, x
2
1x2, x1x3, x2x3) 1, 3, 2
38 K[x1, x2, x3, x4]/(x
2
i , x1x2, x1x3, x2x4, x3x4, x1x4 − x2x3) 1, 4, 1 G
39 K[x1, x2, x3, x4]/(x
2
1, x
2
2, x
2
4, x1x3, x1x4, x2x3, x2x4, x3x4, x1x2 − x
2
3) 1, 4, 1
40 K[x1, x2, x3, x4]/(x
2
i , x1x3, x1x4, x2x3, x2x4, x3x4) 1, 4, 1
41 K[x1, x2, x3, x4]/(x
3
1, x
2
2, x
2
3, x
2
4, xixj , i 6= j) 1, 4, 1
42 K[x1, x2, x3, x4, x5]/(x
2
i , xixj) 1, 5
Table 1: Local algebras of dimension at most 6
There are many classification results on Gorenstein local algebras, see e.g. [20, 36, 58].
In general, local algebras and their Hilbert-Samuel sequences are studied intensively in
connection with punctual Hilbert schemes and collections of commuting nilpotent matrices,
see e.g. [54, 55, 56, 66, 13] and references therein.
2.2. Suprunenko-Tyshkevich classification. In this subsection we present and discuss
some results of book [79]. This monograph deals with collections of commuting matrices in
the matrix algebraMatm(K). Our goal is to demonstrate applications of these results to the
study of abstract commutative algebras and groups. In particular, a classification of max-
imal commutative nilpotent subalgebras of Matm(K) for m 6 6 leads to the classification
of local algebras of dimension at most 6, see Theorem 1.
Let us start with a short historical overview. There are an immeasurably large number
of results and publications on maximal commutative subalgebras and subgroups in various
contexts and under various constraints. The earliest one is the paper by Frobenius [39]. In
the period c.1920-35, Kravchuk studied a canonical form of maximal commutative subal-
gebras called the Kravchuk Normal Form by the authors of [79] and obtained many results
on criteria for similarity via this form, see [79, Sections 2.5 and 2.6].
EQUIVARIANT COMPLETIONS OF AFFINE SPACES 9
For the dimension function of a commutative subalgebras of Matm(K), it dates back to
Schur’s work [74], where the upper bound [m
4
]2 + 1 for the field K = C was established.
Jacobson [57] extended this result to an arbitrary field. In [46], Gerstenhaber proved
that the dimension of the algebra generated by two commuting matrices in Matm(K) is at
most m, see also [12, 82, 61] for other proofs of this fact and more discussion. In [61, 48], the
dimension bounds for algebras generated by a pair and a triple of elements were studied.
The dual problem on minimal dimension was discussed in [29, 60]. It occurs that there are
maximal commutative subalgebras of Matm(K) of dimension smaller than m − 1. Various
constructions of maximal commutative subalgebras ofMatm(K) can be found in [18, 17, 78].
As was observed by Handelman [49], relations between maximal commutative subalgebras
and subgroups were established for the first time by Charles [23, 24, 25]. Such relations
were studied systematically in [79]. Let us present the corresponding results.
As above, all algebras are supposed to be finite-dimensional, commutative, and associa-
tive. If an algebra is not said to be nilpotent we also suppose that it has a unit. All results
are formulated over an algebraically closed field K of characteristic zero.
1) Local algebras and indecomposable subalgebras. Let us introduce some notation. A set
A of elements in Matm(K) is called decomposable if K
m is the direct sum of proper sub-
spaces that are invariant under the tautological action of A on Km; otherwise A is called
indecomposable.
In [79, Section 2.2] (see Theorem 2.2 and the text below) it is proved that any max-
imal commutative subalgebra of Matm(K) is the direct sum of indecomposable maximal
commutative subalgebras of Matmi(K) for some m1 + . . .+mr = m.
An algebra A is an indecomposable maximal commutative subalgebra of Matm(K) if and
only if A = K⊕m, where K is the subalgebra of scalar matrices and m is a maximal com-
mutative nilpotent subalgebra of Matm(K), see Theorems 2.3, 2.4. Together with Lemma 1
it implies that the set of indecomposable maximal commutative subalgebras of Matm(K)
coincides with the set of local maximal commutative subalgebras of Matm(K).
2) Classification of nilpotent subalgebras. In Section 3.3, the classification of maximal
commutative nilpotent subalgebras of the algebra Matm(K) for m 6 6 up to conjugation is
given. The number of conjugacy classes of such subalgebras is the following:
m 1 2 3 4 5 6 > 7
1 1 3 7 18 57 ∞
For a nilpotent algebra m, denote by l its index of nilpotency, i.e. ml = 0 and ml−1 6= 0. The
classification is derived from the following cases: a classification of maximal commutative
nilpotent subalgebras ofMatm(K) with l = 2 (Section 2.3, Theorem 2.7), l = m (Section 2.4,
Theorem 2.8), l = m−1 (Section 3.1, Theorem 3.1), l = m−2 (Section 3.2, Theorem 3.2) for
an arbitrary m and commutative nilpotent algebras of dimension 5 with l = 3 (Section 2.9,
Theorem 2.18 and Section 3.3) up to conjugation.
3) Regular subgroups and subalgebras. Let us call a commutative subgroup G ⊆ GLn+1(K)
regular if the tautological action of G on Kn+1 has an open orbit, i.e. there exists v ∈ Kn+1
with the open orbit Gv ⊆ Kn+1. A commutative subalgebra A ⊆ Matn+1(K) is regular if
there is a cyclic vector v ∈ Kn+1, that is Av = Kn+1. A commutative nilpotent subalgebra
m ⊆ Matn+1(K) is called regular if there is a vector v ∈ K
n+1 with dimmv = n; in this
case, we call such vector v cyclic as well.
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Lemma 3. Let G be a commutative algebraic group acting effectively on an irreducible
algebraic variety X with an open orbit. Then G is connected and dimG = dimX.
Proof. Let Gx0 ⊆ X be an open orbit. Since G is commutative, the stabilizers of all the
points in Gx0 coincide. Any element of G that acts trivial on Gx0 acts trivial on X as well.
Therefore, by effectivity of the action, the stabilizer of x0 is trivial, and the mapping G →֒ X
defined by g 7→ gx0 is an equivariant open embedding. This implies the assertion. 
Lemma 4. Every regular subgroup G ⊆ GLn+1(K) / regular subalgebra A ⊆ Matn+1(K) /
regular nilpotent subalgebra m ⊆ Matn+1(K) is maximal among commutative subgroups of
GLn+1(K) / commutative subalgebras of Matn+1(K) /commutative nilpotent subalgebras of
Matn+1(K). Moreover, G is connected, dimG = dimA = n+ 1, and dimm = n.
Proof. From Lemma 3 applied to the tautological action of G on Kn+1 we conclude that G
is connected and has dimension n+1. Any commutative subgroup G˜ with G˜ ⊇ G is regular
as well, whence G and G˜ are two connected algebraic groups of the same dimension n + 1
and G˜ = G. This implies the maximality.
If A is a regular subalgebra ofMatn+1(K) with a cyclic vector v, then the map A→ K
n+1,
a 7→ av, is a surjection. Any a ∈ A in the kernel of this map equals zero since aKn+1 =
aAv = Aav = 0 holds. Thus, A is isomorphic to Kn+1. The maximality can be proved as
above.
For a regular nilpotent subalgebra m ⊆ Matn+1(K), consider the direct sum K⊕m with
the subspace of scalar matrices. It is a regular unital subalgebra. Indeed, let dimmv = n
for some v ∈ Kn+1; then dim(K+m)v = n+ 1 since v /∈ mv by nilpotency of m. 
4) Regular representations. Let us discuss a connection between abstract commutative
algebras and commutative subalgebras of Matn+1(K). Any algebra A of dimension n + 1
has the regular representation R : A→ End(A) defined by the operators of multiplication.
Different identifications ϕ : A ∼→ Kn+1 give conjugate subalgebras R′(A) of Matn+1(K), see
the diagram below. We say that a subalgebra A comes from the regular representation if
A = R′(A) for some identification A ∼= Kn+1.
A A
Kn+1 Kn+1
//
R(a)

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
ϕ ≀

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
ϕ ≀
//
R′(a)
1 A
ϕ(1) Kn+1
//
R(A)

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
ϕ ≀

✤
✤
✤
✤
✤
✤
✤
✤
✤
✤
ϕ ≀
//
R′(A)
The regular representation of an algebra A is faithful provided A has a unit. If m is a
nilpotent algebra of dimension n, we can add an element e and construct a unital algebra
A = Ke⊕m of dimension n+1 defined by relations e2 = e and ae = ea = a for any a ∈ m.
The regular representation of A induces a faithful respesentation of m in Matn+1(K), which
is called regular as well.
Lemma 5. A commutative subalgebra of Matn+1(K) / commutative nilpotent subalgebra of
Matn+1(K) comes from the regular representation if and only if it is a regular subalgebra /
regular nilpotent subalgebra. In particular, there is a bijection between isomorphism classes
of commutative algebras of dimension n+1 / commutative nilpotent algebras of dimension n
and conjugacy classes of regular subalgebras of Matn+1(K) / regular nilpotent subalgebras
of Matn+1(K).
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Proof. First consider unital algebras. Any subalgebra R′(A) of Matn+1(K) coming from the
regular representation is regular with a cyclic vector v = ϕ(1) since R′(A)ϕ(1) = ϕ(A).
Conversely, if A is a regular subalgebra with Av = Kn+1, v ∈ Kn+1, then A comes from its
regular representation via the identification ϕ(a) = av.
Let a nilpotent subalgebra R′(m) come from the regular representation. Then K⊕ R′(m)
is a regular subalgebra of Matn+1(K), and R
′(m) is regular with the same cyclic vector
v = ϕ(1) since R′(m)ϕ(1) = ϕ(m). Conversely, if m ⊆ Matn+1(K) is a regular nilpotent
subalgebra, then A = K ⊕ m is a regular subalgebra and comes from its regular represen-
tation by the arguments given above. 
5) Classification results on abstract algebras. According to the above, the classification
of local algebras of dimension n + 1 is equivalent to the classification of images of the
regular representations of their maximal nilpotent ideals, i.e. regular nilpotent subalgebras
of Matn+1(K). Thus if we want to get a classification of local algebras of dimension at
most 6 up to isomorphism, we have to choose those subalgebras from the list of Section 3.3
(see 2)) which are regular. Moreover, Theorem 2.15 says that a maximal commutative
nilpotent subalgebra of Matn+1(K) is regular if and only if its so called first Kravchuk
number ν = n + 1 − dimmKn+1 equals one, i.e. dimmKn+1 = n. The result is given in
Table 1.
Thus Table 1 can be obtained from results of [79, Section 3.3].
Example 1. Consider n+ 1 = 4. By the classification of Section 3.3, there are 7 maximal
commutative nilpotent subalgebras of Mat4(K), see 2):
l = 2 : (1)




0 0 0 0
a 0 0 0
b 0 0 0
c 0 0 0



 , (2)




0 0 0 0
0 0 0 0
a b 0 0
c d 0 0



 , (3)




0 0 0 0
0 0 0 0
0 0 0 0
c b a 0




l = 3 : (4)




0 0 0 0
a 0 0 0
b a 0 0
c 0 0 0



 , (5)




0 0 0 0
a 0 0 0
b a 0 c
0 0 0 0



 , (6)




0 0 0 0
a 0 0 0
b a 0 c
c 0 0 0




l = 4 : (7)




0 0 0 0
a 0 0 0
b a 0 0
c b a 0



 , a, b, c, d ∈ K.
Subalgebras (1), (4), (6), and (7) are regular with cyclic vector v = (1, 0, 0, 0). They
correspond to four commutative algebras no. 8, 7, 6, and 5 of dimension 4 from Table 1.
For subalgebras (2), (3), and (5) the first Kravchuk number equals 2, 3, 2 respectively, so
they are not regular.
6) Infinite series. While there is a finite number of nilpotent algebras of dimension n and
index of nilpotency 2, n− 2, n− 1, n, there exist infinitely many non-isomorphic nilpotent
algebras of dimension 6 and index of nilpotency 3. It follows that there is an infinite number
of local algebras of dimension at least 7. More precisely, consider the algebras with Hilbert-
Samuel sequence (1, 4, 2). Since the index of nilpotency of such an algebra equals 3, the
multiplication is determined by a bilinear symmetric map m/m2 × m/m2 → m2. We have
dimm/m2 = 4 and dimm2 = 2, so such maps form a space of dimension 20 = 4(4+1)/2 · 2.
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An isomorphism between such algebras corresponds to a change of coordinates in m/m2 and
m2, i.e. we consider the maps up to the action of the group GL(4)×GL(2). It has dimension
20 = 42 + 22 and acts here with a one-dimensional inefficiency kernel. Since 19 < 20, it
follows that there are infinitely many generic pairwise non-isomorphic algebras of this type.
See also [50, Example 3.6] and the text before and after it. For more information on
Hilbert-Samuel sequences corresponding to infinitely many non-isomorphic local algebras,
see [62].
Let us give an explicit example. For n = 7, consider the algebras Aα of the form
Aα = K[x1, x2, x3, x4] / (x
2
1 + x
2
3 − 2x
2
2, x
2
4 − x
2
2 − α(x
2
3 − x
2
2), xixj , i 6= j).
It is shown in [79, Section 2.8] that for any α ∈ K there is a finite number of algebras of
this form that are isomorphic to Aα. For n > 7, we can add variables x5, . . . , xn−3 to the
algebra Aα with xixk = 0 for any 1 6 i 6 n− 3, 5 6 k 6 n− 3 and obtain an infinite series
of pairwise non-isomorphic algebras of dimension n.
2.3. Knop-Lange theorem. In this section we study actions of arbitrary connected com-
mutative linear algebraic groups on projective spaces with an open orbit. It is well known
that such a group G is isomorphic to Grm ×G
s
a for some r, s ∈ Z>0, see [53, Theorem 15.5].
The numbers r and s are called the rank and the corank of G, respectively.
Definition 2. Two actions α1, α2 : G × P
n → Pn are said to be equivalent if there are
automorphisms ψ : G→ G and ϕ : Pn → Pn such that ϕ ◦ α1 = α2 ◦ (ψ × ϕ).
The following theorem is proved in [59, Proposition 5.1].
Theorem 2. There is a bijection between the following:
(a) effective actions of connected commutative algebraic groups G on Pn with an open
orbit;
(b) commutative associative unital algebras A of dimension n+ 1.
The bijection is considered up to equivalence of actions and algebra isomorphisms. More-
over, if G is of rank r then A contains exactly r + 1 maximal ideals. The number of
isomorphism classes is given in Table 2.
dimA 1 2 3 4 5 6 7 8 9 10 11 12
r = 0 1 1 2 4 9 25 ∞ ∞ ∞ ∞ ∞ . . .
r = 1 1 1 3 6 16 42 ∞ ∞ ∞ ∞ . . .
r = 2 1 1 3 7 18 49 ∞ ∞ ∞ . . .
r = 3 1 1 3 7 19 51 ∞ ∞ . . .
r = 4 1 1 3 7 19 52 ∞ . . .
r = 5 1 1 3 7 19 52 . . .
· · ·
. . .
. . .
. . .
. . .
. . .
. . .
total 1 2 4 9 20 53 ∞ ∞ ∞ ∞ ∞ . . .
Table 2. The number of algebras of small dimension
Proof. (b) → (a) The group of invertible elements A× of the algebra A is a connected
commutative algebraic group that is open in A. The factor group G = P(A×) := A×/K×
by the subgroup of invertible scalars K× · 1 is a connected commutative linear algebraic
group. It acts in a canonical way on P(A) = Pn with an open orbit isomorphic to P(A×).
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Equivalence. An algebra isomorphism ϕ : A1 → A2 induces a map P(A1) → P(A2) that
determines group and variety isomorphisms between the corresponding actions of P(A×i )
on P(Ai).
(a) → (b) Lemma 3 implies dimG = n. Since G acts on Pn effectively, we can consider
G as a subgroup of Aut(Pn) = PGLn+1(K).
Denote by π : GLn+1(K) → PGLn+1(K) the canonical projection and let H := π
−1(G).
Let us prove that H is a connected commutative algebraic group of dimension n + 1.
First note that H contains the group K× of invertible scalar matrices since G ∋ 1. Then
dimH = dimG+dimKer π
∣∣
H
= n+ 1. Further, H is connected as π(H) = G and Ker π
∣∣
H
are connected. Finally let us prove that H is commutative. Consider the commutant [H,H ]
of the group H . Since G is commutative, we have [H,H ] ⊆ Ker π
∣∣
H
= K×. On the other
hand, [H,H ] is connected as the commutant of a connected group, whence [H,H ] = {1}
or [H,H ] = K×. The latter is impossible since the commutant consists of matrices with
determinant 1. It follows that [H,H ] is trivial and H is commutative.
Consider GLn+1(K) as an open subset of Matn+1(K) and denote by A the associative
subalgebra of Matn+1(K) generated by H . Clearly, A is a commutative unital algebra. Let
us prove that dimA = n+ 1.
Note that the tautological action of H ⊆ GLn+1(K) on K
n+1 has an open orbit. The
group of invertible elements A× ⊆ GLn+1(K) is open in A. It is commutative, acts effectively
on Kn+1, and the action has an open orbit since the action of H ⊆ A× has. By Lemma 3
we obtain dimA× = dimKn+1 = n+1, whence dimA = n+1. Moreover, H = A× since H
is an algebraic subgroup of A× of the same dimension.
Equivalence. Let ψ : G1 → G2 and ϕ : P
n → Pn determine the equivalence of two actions.
Since ϕ ∈ PGLn(K), there is Φ ∈ GLn+1(K) that induces ϕ on P(K
n+1). The isomorphism of
vector spaces Φ induces an isomorphism of operator algebras Ψ: Matn+1(K)→ Matn+1(K),
Ψ(X) = ΦXΦ−1. Considering Gi as the subgroups of PGLn(K) and setting Hi = π
−1(Gi),
i = 1, 2, we obtain that Ψ(H1) = Φπ
−1(G1)Φ
−1 = π−1(ϕG1ϕ
−1) = π−1(G2) = H2, whence
Ψ(A1) = A2 is the desired algebra isomorphism.
Let us check that two constructed maps are inverse to each other. Let A be an algebra
as in (a). Then we have an action of the group G = A×/K× on P(A) as in (b). We can
consider G as a subgroup of PGL(A). According to (a) → (b), this action corresponds to
the associative subalgebra of Matn+1(K) generated by π
−1(A×/K×) = A×, which coincides
with A.
Conversely, let G act on Pn with an open orbit. We have an algebra A as in (a) → (b),
in particular, A× = H = π−1(G). Then A×/K× coincides with G in PGLn+1(K).
For the second assertion, note that if A = K⊕m is local, its group of invertible elements
equals A× = K×⊕m = K×× (1+m), where (1+m,×) ∼= (m,+) ∼= Gna via exponential map
and K× ∼= Gm. Since any commutative algebra A is a sum of local algebras by Lemma 2,
it follows that the rank of the group A× equals the number of its local summands, which is
equal to the number of maximal ideals. By construction, the rank of A× = H is one more
than the rank of G.
The number of isomorphism classes of algebras of dimension n + 1 can be found by
direct computations using the number of local algebras of a fixed dimension, which is given
in Table 1. More precisely, any algebra of dimension n + 1 decomposes into a sum of
local algebras, and this decomposition is defined by unordered tuples of local algebras of
dimensions m1, . . . , mr, where n + 1 = m1 + . . .+mr. 
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Remark 1. In [59, Proposition 5.1], the first assertion of Theorem 2 is proved for an arbitrary
ground field K.
Remark 2. Theorem 2.1 of Suprunenko and Tyshkevich [79] states that there is a one-to-
one correspondence between maximal commutative subalgebras of Matn+1(K) and maximal
commutative subgroups of GLn+1(K). More precisely, for a subalgebra A ⊆ Matn+1(K) and
a subgroup H ⊆ GLn+1(K) the bijection is defined by A 7→ A
× and SpanH ← [ H . Let us
reformulate the proof of Knop-Lange theorem in these terms.
It is easy to see that the correspondence of Theorem 2.1 restricts to the bijection between
regular subalgebras of Matn+1(K) and regular subgroups of GLn+1(K). On the one hand,
regular subalgebras of Matn+1(K) correspond to abstract algebras of dimension n + 1 by
Lemma 5. On the other hand, the arguments from the proof of Knop-Lange theorem
show that regular subgroups H ⊆ GLn+1(K) are in bijection with commutative subgroups
G ⊆ PGLn+1(K) = Aut(P
n) such that the corresponding action of the group G on Pn has
an open orbit: the correspondence is given by G = π(H) and H = π−1(G), where π is the
canonical projection π : GLn+1(K) → PGLn+1(K). Thus we obtain the bijection between
G-actions on Pn with an open orbit and algebras of dimension n+ 1.
Now we come to a description of orbits of a commutative group on Pn in terms of the
corresponding algebra.
Corollary 1. The correspondence of Theorem 4 determines a bijection between G-orbits
on Pn and association classes of nonzero elements in the algebra A, or, equivalently, nonzero
principal ideals in A.
Proof. If for a, b ∈ A there exists c ∈ A× such that a = cb, then [b] ∈ P(A) is obtained from
[a] ∈ P(A) by the action of [c] ∈ A×/K×. Conversely, if [a] = [c] · [b] for a, b ∈ A, c ∈ A×,
then a = λcb, λ ∈ K×, whence a and b are associated. 
For the following statement, see [50, Proposition 3.5].
Corollary 2. There is a unique action of Gna on P
n with finitely many orbits. It corresponds
to the algebra A = K[S] / (Sn+1).
Proof. By Corollary 1, we have to investigate local (n + 1)-dimensional algebras A with
finite number of principal ideals. First note that the algebra K[S] / (Sn+1) is local and has
finite number of principal ideals (Sk), 0 6 k 6 n + 1. Let us prove the converse statement
by induction on n. Let A be a local algebra of dimension n+1 with finitely many principal
ideals. The set of fixed points in Pn = P(A) coincides with P(SocA), so dimSocA = 1.
Notice that SocA is an ideal in A, so we can consider the factor-algebra A/ SocA. It is
n-dimensional and has a finite number of principal ideals as well, so by inductive hypothesis
it is isomorphic to K[s] / (sn). Let S + SocA ∈ A/ SocA corresponds to s. Then A is the
direct sum of the vector spaces SocA and 〈Sk, 0 6 k 6 n − 1〉. Moreover, it follows that
Sn ∈ SocA, whence Sn+1 = 0. If Sn = 0, then Sn−1 · S = 0 and Sn−1 SocA = 0 imply
Sn−1m = 0, a contradiction with Sn−1 /∈ SocA. Thus A = 〈Sk, 0 6 k 6 n〉. 
For positive integers n and r, we denote by pr(n) the number of partitions n = n1+. . .+nr
with n1 > . . . > nr > 1.
Corollary 3. Let G be a connected commutative linear algebraic group of dimension n and
rank r. Then there exist precisely pr(n) effective actions of G on P
n with finite number of
orbits. The corresponding algebras A are precisely the algebras of the form K[S] / (f(S)),
where f(S) is a polynomial of degree n with precisely r distinct roots.
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Proof. By Corollary 1, the number of G-orbits in Pn is equal to the number of principle
ideals in the corresponding algebra A. Let A = A1⊕ . . .⊕An be the decomposition into the
sum of local ideals, see Lemma 2. Principal ideals in A are precisely the sums of principal
ideals in Ai, so the number of principle ideals in A is finite if and only if it is finite for
every local summand. By Corollary 2, this holds if and only if every Ai is isomorphic to
K[S] / (Sni), where ni = dimAi. Hence the algebra A is of the required form and is uniquely
determined by dimensions n1, . . . , nr. 
Example 2. Consider the algebra A = Kn+1 with the coordinate-wise multiplication. Then
A× = (K×)n+1, and the group A×/K× is isomorphic to Gnm: an element (t1, . . . , tn) ∈ G
n
m
corresponds to the class of (1, t1, . . . , tn) ∈ A
× and acts via multiplication on the classes of
elements (z0, . . . , zn) ∈ A:
(t1, . . . , tn) · [z0 : z1 : . . . : zn] = [z0 : t1z1 : . . . tnzn].
It is an action on Gnm on P
n with an open orbit {zi 6= 0, 0 6 i 6 n}. The other orbits are
parameterized by the set of indices 0 6 i 6 n such that zi = 0, so there are 2
n+1 − 1 orbits
for this action.
Example 3. Consider the local algebra A = K[S1, S2] / (S
2
1 , S1S2, S
2
2), m = 〈S1, S2〉. Let
us find the corresponding action of A×/K× on P(A).
Since A×/K× = (1+m,×) ∼= (m,+) ∼= G2a via exponential map, the action of an element
(x1, x2) ∈ G
2
a is given by the multiplication by the class of exp(x1S1+x2S2) ∈ A
×. Applying
this to [z0 : z1 : z2] ∈ P
2 identified with the class of z0 + z1S1 + z2S2 ∈ A, we obtain
(x1, x2) · [z0 : z1 : z2] = exp(x1S1 + x2S2)(z0 + z1S1 + z2S2) =
= (1 + x1S1 + x2S2)(z0 + z1S1 + z2S2) = z0 + (z1 + x1z0)S1 + (z2 + x2z0)S2 =
= [z0 : z1 + x1z0 : z2 + x2z0].
It is an action of G2a on P
2 with an open orbit {z0 6= 0}. The other orbits are the fixed
points on {z0 = 0}, so there are infinitely many orbits in this case.
Example 4. Consider the remaining local algebra of dimension 3: A = K[S] / (S3) with
m = 〈S, S2〉. As above, the action of (x1, x2) ∈ G
2
a on [z0 : z1 : z2] ∈ P
2 is given by
(x1, x2) · [z0 : z1 : z2] = exp(x1S + x2S
2)(z0 + z1S + z2S
2) =
=
(
1 + x1S +
(
x2 +
x21
2
)
S2
)
(z0 + z1S + z2S
2) = z0 + (z1 + x1z0)S+
+
(
z2 + x1z1 +
(
x2 +
x21
2
)
z0
)
S2 =
[
z0 : z1 + x1z0 : z2 + x1z1 +
(
x2 +
x21
2
)
z0
]
.
It is an action of G2a on P
2 with an open orbit {z0 6= 0}. The other orbits are {z0 = 0, z1 6= 0}
and {z0 = z1 = 0}, so there are 3 orbits for this action.
2.4. Polynomials and differential operators. We begin with some auxiliary defini-
tions and bijections required for Hassett-Tschinkel correspondence. Let K be a field of
characteristic zero. Fix n ∈ Z>0 and consider two polynomial algebras K[x1, . . . , xn] and
K[S1, . . . , Sn]. If we identify Si with
∂
∂xi
, 1 6 i 6 n, then K[S1, . . . , Sn] can be considered as
the polynomial algebra K[ ∂
∂x1
, . . . , ∂
∂xn
] of differential operators with constant coefficients.
Construction 1. Consider the pairing between K[x1, . . . , xn] and K[S1, . . . , Sn]:
K[S1, . . . , Sn]×K[x1, . . . , xn] → K, (g, f) 7→ g[f ]
∣∣
(0,...,0)
=: 〈g | f〉. (1)
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In particular, 〈Si11 . . . S
in
n | x
j1
1 . . . x
jn
n 〉 equals i1! . . . in! if ik = jk, 1 6 k 6 n, and 0 otherwise.
The pairing is nondegenerate:
• f ∈ K[x1, . . . , xn] with 〈g | f〉 = 0 ∀g ∈ K[S1, . . . , Sn] implies f = 0;
• g ∈ K[S1, . . . , Sn] with 〈g | f〉 = 0 ∀f ∈ K[x1, . . . , xn] implies g = 0.
Moreover, it induces the perfect pairing K[S1, . . . , Sn]6d × K[x1, . . . , xn]6d → K between
polynomials and differential operators of total degree at most d since these vector spaces
are of finite dimension and the restriction of the pairing is nondegenerate as well.
For a subspace V ⊆ K[x1, . . . , xn], one can define the subspace
IV = {g ∈ K[S1, . . . , Sn] : 〈g | f〉 = 0 ∀f ∈ V },
and for I ⊆ K[S1, . . . , Sn] one can consider
VI = {f ∈ K[x1, . . . , xn] : 〈g | f〉 = 0 ∀g ∈ I}.
Example 5. Let V = 〈x21〉 ⊆ K[x1]. Then IV consists of elements g =
∑
i>0 αiS
i
1 with
〈g | x21〉 = 2!α2 = 0, i.e. IV = 〈S
i
1, i 6= 2〉. Conversely, for I = 〈S
i
1, i 6= 2〉 ⊆ K[S1] we
obtain VI = 〈x
2
1〉 since any f =
∑
i>0 αix
i
1 ∈ VI satisfies 〈S
i
1 | f〉 = i!αi = 0 for all i 6= 2.
Example 6. Consider the ideal I = (S21 − 1) ⊆ K[S1], i.e. I = 〈S
i+2
1 − S
i
1, i > 0〉. Any
f =
∑
i>0 αix
i
1 ∈ VI satisfies 〈S
i+2
1 − S
i
1 | f〉 = (i+ 2)!αi+2 − i!αi = 0 for all i > 0. Then
0!α0 = 2!α2 = 4!α4 = . . . ,
1!α1 = 3!α3 = 5!α5 = . . . ,
whence f = 0 since it can not contain infinitely many nonzero coefficients. Thus VI = {0}.
It follows that the correspondences of Construction 1 between subspaces in K[x1, . . . , xn]
and K[S1, . . . , Sn] are not bijective.
Lemma 6. For fixed d,m ∈ Z>0, Construction 1 defines a bijection between
(a) subspaces V ⊆ K[x1, . . . , xn]6d with dimV = m;
(b) subspaces I ⊆ K[S1, . . . , Sn] with I ⊇ K[S1, . . . , Sn]>d and codimK[S1,...,Sn] I = m.
Proof. It is easy to see that IV ⊇ K[S1, . . . , Sn]>d. Note that dimV = codimK[S1,...,Sn] IV
since the pairing between K[x1, . . . , xn]6d and K[S1, . . . , Sn]6d is perfect. Since V ⊆ V(IV )
and dimV = codim IV = dimV(IV ), we obtain V = V(IV ). Analogously I = I(VI ). 
Now we are going to precise the constructed correspondence in a series of lemmas. The
main result of this subsection is formulated in Proposition 1.
Notice that there is a canonical action of the group Gna on 〈x1, . . . , xn〉 by translations. It
can be extended to the action ofGna onK[x1, . . . , xn]: a group element β = (β1, . . . , βn) ∈ G
n
a
maps a polynomial f(x) = f(x1, . . . , xn) to f(x+ β) = f(x1 + β1, . . . , xn + βn).
Definition 3. A subspace V ⊆ K[x1, . . . , xn] is called translation invariant if the following
equivalent conditions hold:
1) V is invariant under Si =
∂
∂xi
for every 1 6 i 6 n;
2) V is invariant under the Gna-action by translations.
Proof of equivalence. We recall Taylor’s theorem: f(x + β) =
∑
i1,...,in
β
i1
1
...β
in
n
i1!...in!
∂i1+...+inf(x)
∂x
i1
1
...∂x
in
n
. It
follows that f(x+β) = exp(β1S1+ . . . βnSn)[f(x)]. The required assertion follows from the
fact that the subspace V is Gna -invariant if and only if it is (LieG
n
a)-invariant. 
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Example 7. Consider the vector subspace V = 〈1, x1, x2〉 ⊆ K[x1, x2]. It is invariant
under ∂
∂x1
and ∂
∂x2
. On the other hand, it is invariant under translations: the corresponding
representation of (β1, β2) ∈ G
2
a in V is given by

1 β1 β20 1 0
0 0 1

 in the basis 1, x1, x2.
Example 8. Let V =
〈
1, x1, x2 +
x2
1
2
〉
⊆ K[x1, x2]. It is translation invariant according to
both definitions. Since (β1, β2) ∈ G
2
a applied to basis vectors 1, x1, x2 +
x2
1
2
gives 1, x1 + β1
and x2+β2+
(x1+β1)2
2
= x2+
x2
1
2
+β1x1+β2+
β2
1
2
respectively, the corresponding representation
of G2a in V is given by

1 β1 β2 + β
2
1
2
0 1 β1
0 0 1

.
Lemma 7. Lemma 6 defines a bijection between translation invariant subspaces of
K[x1, . . . , xn] and ideals in K[S1, . . . , Sn]. Moreover, in this case we have
VI = {f ∈ V | g[f ] = 0 ∀g ∈ I};
IV = {g ∈ I | g[f ] = 0 ∀f ∈ V }.
(2)
Proof. Let I be an ideal and f ∈ VI , that is 〈g | f〉 = 0 for any g ∈ I. Since g˜g ∈ I for any
g˜ ∈ K[S1, . . . , Sn], it follows that 0 = 〈g˜g | f〉 = 〈g˜ | g[f ]〉, whence by nondegeneracy of
〈 · | · 〉 we obtain g[f ] = 0. This implies the first formula in (2), and thus VI is
∂
∂xi
-invariant
for any 1 6 i 6 n.
Conversely, let V be a translation invariant subspace and g ∈ IV . Since g˜[f ] ∈ V for any
g˜ ∈ K[S1, . . . , Sn] and f ∈ V , it follows that 0 = 〈g | g˜[f ]〉 = 〈g˜ | g[f ]〉, whence g[f ] = 0.
Then we obtain the second formula in (2), which implies that IV is an ideal. 
Example 9. The translation invariant vector subspace V = 〈1, x1, x
2
1〉 ⊆ K[x1] corresponds
to the ideal I = (S31) ⊆ K[S1].
Definition 4. Let us call a subspace V ⊆ K[x1, . . . , xn] nondegenerate if no nonzero oper-
ator from 〈S1, . . . , Sn〉 annihilates V . A subspace I ⊆ K[S1, . . . , Sn] is called nondegenerate
if I ∩ 〈S1, . . . , Sn〉 = 0.
The following lemma is straightforward.
Lemma 8. Lemma 6 defines a bijection between nondegenerate subspaces in K[x1, . . . , xn]
and K[S1, . . . , Sn].
Definition 5. Let us call a subspace V ⊆ K[x1, . . . , xn] generating if one of the following
equivalent conditions hold:
1) V is translation invariant and nondegenerate;
2) V is translation invariant and generates K[x1, . . . , xn] as an algebra.
Proof of equivalence. Let V be translation invariant and generate K[x1, . . . , xn]. There is no
nonzero operator from 〈S1, . . . , Sn〉 annihilating V since it would annihilate K[x1, . . . , xn]
otherwise.
Conversely, let a translation invariant and nondegenerate subspace V generate a sub-
algebra A ( K[x1, . . . , xn]. Denote W = A ∩ 〈x1, . . . , xn〉. Choosing appropriate vari-
ables in K[x1, . . . , xn], we can assume that W = 〈x1, . . . , xk〉 for some k < n. Note that
K[x1, . . . , xk] ⊆ A since it is generated by W ⊆ A. Let us prove that A = K[x1, . . . xk].
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Assume the converse, let f be a polynomial of minimal degree in A \K[x1, . . . , xk]. Since
V is invariant under translations, A is translation invariant as well. Then polynomials ∂f
∂xi
belong to A and are of degree less than that of f , whence ∂f
∂xi
∈ K[x1, . . . , xk] for every
1 6 i 6 n.
Let f =
∑
j
bjx
j
n, bj ∈ K[x1, . . . , xn−1]. Since
∂f
∂xn
=
∑
j
jbjx
j−1
n is an element of
K[x1, . . . , xk], we have f = b1xn + b0. For every 1 6 i < n,
∂f
∂xi
= ∂b1
∂xi
xn +
∂b0
∂xi
does
not contain xn as well, whence
∂b1
∂xi
= 0 for any i, that is b1 ∈ K. Thus xn occurs in f only in
a linear term. The same holds for xk+1, . . . , xn−1, that is f is a sum of a linear polynomial
in xk+1, . . . , xn and an element f0 ∈ K[x1, . . . , xk]. Since f, f0 ∈ A, this linear polynomial
belongs to W . But W = 〈x1, . . . , xk〉, whence the linear polynomial is equal to 0, that is
f = f0 ∈ K[x1, . . . , xk], a contradiction. Thus, A = K[x1, . . . xk]. Then
∂
∂xn
annihilates A
and hence V , which contradicts nondegeneracy of V . 
Consider the canonical action of the group GLn(K) on the vector space 〈x1, . . . , xn〉:
x 7→ ϕx, x ∈ 〈x1, . . . , xn〉, ϕ ∈ GLn(K). It induces the action of GLn(K) on the alge-
bra K[x1, . . . , xn]: (ϕf)(x1, . . . , xn) := f(ϕx1, . . . , ϕxn). Define the action of GLn(K) on
K[S1, . . . , Sn] as follows: for g ∈ K[S1, . . . , Sn] and ϕ ∈ GLn(K), let (ϕg)[f ] = g[ϕ
−1f ] for
any f ∈ K[x1, . . . , xn].
Definition 6. We say that subspaces V1, V2 ⊆ K[x1, . . . , xn] (resp. I1, I2 ⊆ K[S1, . . . , Sn])
are GL-equivalent, if there exists ϕ ∈ GLn(K) such that ϕV1 = V2 (resp. ϕI1 = I2).
Lemma 9. The bijection in Lemma 6 is well defined on classes of GL-equivalence.
Proof. Let ϕV1 = V2. Then
IV2 = {h ∈ K[S1, . . . , Sn] : 〈h | ϕf〉 = 0 ∀f ∈ V1} =
= {h ∈ K[S1, . . . , Sn] : 〈ϕ
−1h | f〉 = 0 ∀f ∈ V1} =
= {ϕg ∈ K[S1, . . . , Sn] : 〈g | f〉 = 0 ∀f ∈ V1} = ϕIV1.
In the same way, ϕI1 = I2 implies ϕV1 = V2. 
Let us say that an ideal I ⊆ K[S1, . . . , Sn] is supported at the origin if I contains some
powers of Si for every 1 6 i 6 n. It can be easily checked that an ideal I is supported at
the origin if and only if I contains K[S1, . . . , Sn]>d for some d.
From Lemmas 6-9 we obtain the following result.
Proposition 1. Let m ∈ Z>0. Formulae (2) give a bijection between classes of GL-
equivalence of:
(a) generating subspaces V ⊆ K[x1, . . . , xn] of dimension m;
(b) nondegenerate ideals I ⊆ K[S1, . . . , Sn] of codimension m supported at the origin.
Example 10. The generating subspace V = 〈1, x1, x2〉 ⊆ K[x1, x2] corresponds to the ideal
I = (S21 , S1S2, S
2
2) ⊆ K[S1, S2] as it consists of g =
∑
i,j>0 αijS
i
1S
j
2 with α00 = α01 = α11 = 0.
Example 11. The generating subspace V =
〈
1, x1, x2+
x2
1
2
〉
⊆ K[x1, x2] corresponds to the
ideal I = (S21 − S2, S1S2) ⊆ K[S1, S2] since g =
∑
i,j>0 αijS
i
1S
j
2 belongs to I if and only if
α00 = α10 = α01 +
2!α20
2
= 0.
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2.5. Hassett-Tschinkel correspondence. In this subsection we describe and study the
correspondence given in [50, Section 2.4].
Definition 7. Let G be an algebraic group. Representations ρ1 : G → GL(V1) and
ρ2 : G → GL(V2) are said to be equivalent if there exist an automorphism ψ : G → G
and an isomorphism of vector spaces ϕ : V1 → V2 such that ϕ(ρ1(g)v) = ρ2(ψ(g))ϕ(v) for
any g ∈ G, v ∈ V1.
Definition 8. Consider pairs (A,U), where A is an algebra and U ⊆ A is a subspace.
Two such pairs (A1, U1) and (A2, U2) are equivalent if there is an algebra isomorphism
ϕ : A1 → A2 with ϕ(U1) = U2.
We come to the main result of this subsection.
Theorem 3. Let n,m ∈ Z>0. There are one-to-one correspondences between
(a) faithful cyclic representations ρ : Gna → GLm(K);
(b) pairs (A,U), where A is a local commutative associative unital algebra of dimen-
sion m with maximal ideal m, and U ⊆ m is a subspace of dimension n generating
the algebra A;
(c) nondegenerate ideals I ⊆ K[S1, . . . , Sn] of codimension m supported at the origin;
(d) generating subspaces V ⊆ K[x1, . . . , xn] of dimension m.
These correspondences are given up to equivalences as in Definitions 6-8.
Proof. (a) → (b) Here we follow [10, Section 1]. Let ρ : Gna → GLm(K) be a faithful
representation. The differential gives a representation dρ : g → glm(K) of the tangent
algebra g = Lie(Gna). This defines a representation τ : U(g) → Matm(K) of the universal
enveloping algebra U(g).
Let A := τ(U(g)) and U := τ(g). The subspace U generates the algebra A since g
generates U(g). The group Gna is commutative, so g is a commutative Lie algebra. Thus
U(g) is isomorphic to a polynomial algebra in n variables with maximal ideal (g) consisting
of polynomials without constant term. The algebra A is a commutative associative unital
algebra. Since Gna is a unipotent group, the image dρ(g) ⊆ glm(K) consists of commuting
nilpotent matrices. By definition, τ
∣∣
g
= dρ, so (U) = τ((g)) is a nilpotent ideal in A of
codimension one and the algebra A is local. Since ρ is faithful, it follows that τ
∣∣
g
: g → U
is an isomorphism of vector spaces and dimU = n.
Let v be a cyclic vector, that is 〈ρ(Gna)v〉 = K
m. Note that the subspace Av = τ(U(g))v
is g- and Gna -invariant and contains v, whence Av = K
m. Consider π : A → Km, a 7→ av.
Note that Ker π = 0. Indeed, if av = 0 for some a ∈ A, then aKm = aAv = Aav = 0,
whence a = 0. Thus, π is an isomorphism of vector spaces and dimA = m.
Equivalence. Let ρ1 : G
n
a → GLm(K) and ρ2 : G
n
a → GLm(K) be two equivalent represen-
tations, that is there are such isomorphisms ϕ : Km → Km and ψ : Gna → G
n
a that the first
diagram below is commutative for any g ∈ Gna . If we differentiate it and extend dψ : g→ g
to Ψ: U(g) → U(g), we obtain the central part of the second diagram for every y ∈ U(g).
Denote by v1 a cyclic vector of ρ1 and set v2 = ϕ(v1). Then v2 is a cyclic vector for ρ2.
Identifying Ai with K
m by corresponding πi, i = 1, 2, and applying the diagram to 1 ∈ A1,
we obtain that π−12 ϕπ1 maps τ1(y) to τ2(Ψ(y)) for any y ∈ U(g), which implies that π
−1
2 ϕπ1
is an algebra isomorphism. The third diagram implies π−12 ϕπ1(U1) = U2, since dψ = Ψ
∣∣
g
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maps g to g.
Km Km
Km Km
//
ϕ
∼

✤
✤
✤
✤
✤
✤
✤
✤
ρ1(g)

✤
✤
✤
✤
✤
✤
✤
✤
ρ2(ψ(g))
//
ϕ
∼
A1 Km Km A2
A1 Km Km A2
//
pi1
∼

✤
✤
✤
✤
✤
✤
✤
✤
mult.by
τ1(y)
//
ϕ
∼

✤
✤
✤
✤
✤
✤
✤
✤
τ1(y)
//
pi−1
2
∼

✤
✤
✤
✤
✤
✤
✤
✤
τ2(Ψ(y))

✤
✤
✤
✤
✤
✤
✤
✤
mult.by
τ2(Ψ(y))
//
pi1
∼
//
ϕ
∼
//
pi−1
2
∼
U(g) U(g)
A1 A2
//
Ψ

✤
✤
✤
✤
✤
✤
✤
✤
✤
τ1

✤
✤
✤
✤
✤
✤
✤
✤
✤
τ2
//
pi−1
2
ϕpi1
∼
(b)→ (a) Let A be a local algebra with maximal ideal m, U ⊆ m generate A, dimA = m,
and dimU = n. Since U consists of nilpotent elements, one can consider the subgroup
expU ∼= Gna in A
× and its representation ρ : expU → GL(A) which maps a ∈ expU ⊆ A
to the operator of multiplication by a in A.
Clearly, ρ is faithful. Let us prove that ρ is cyclic with the cyclic vector 1 ∈ A. Let
W := 〈expU〉. Note that W is (expU)-invariant, it follows that W is Lie(expU)-invariant,
that is W is invariant under multiplication by elements in U . Since U generates the alge-
bra A, we obtain W = A.
Equivalence. Let ϕ : A1 → A2 be an algebra isomorphism with ϕ(U1) = U2. Then
ϕ(expU1) = expU2, and for any u ∈ U1 we have ρ1(exp u) ◦ ϕ = ϕ ◦ ρ2(ϕ(exp u)).
Let us show that two constructed maps are inverse to each other. For a given repre-
sentation ρ we have A = τ(U(g)) ⊆ Matm(K) and U = τ(g) = dρ(g). The corresponding
representation maps expU to the operators of multiplication by expU in A. It is equivalent
to the initial representation since expU ⊆ Matm(K) coincides with exp dρ(g) = ρ(G
n
a).
Conversely, for given (A,U), let ρ : expU → GL(A) be the corresponding representation.
Then dρ : U → gl(A) maps u to the operator of multiplication by u. Since the image of τ
coincides with the associative algebra generated by dρ(U) and U generates A, we obtain
the algebra of operators of multiplication by elements of A, which is isomorphic to A.
(b) → (c) Denote by s1, . . . , sn a basis of the vector space U . Since U generates A,
the algebra A is the image of a polynomial algebra for projection π : K[S1, . . . , Sn] → A,
Si 7→ si. Then A ∼= K[S1, . . . , Sn] / I for some ideal I ⊆ K[S1, . . . , Sn]. Since si are nilpotent
in A, the ideal I contains some powers of all Si. Since si form a basis of U , it follows that
I ∩ 〈S1, . . . , Sn〉 = 0 and I is nondegenerate. Since dimA = m, we have codim I = m.
Equivalence. First let us check that the above construction does not depend on the choice
of basis in U . Let (s1, . . . , sn) and (s˜1, . . . , s˜n) be two bases of U corresponding to ideals I
and I˜; (s1, . . . , sn) = (ϕs˜1, . . . , ϕs˜n) for some ϕ ∈ GLn(K). Then g(S1, . . . , Sn) ∈ I if and
only if (ϕg)(S1, . . . , Sn) = g(ϕS1, . . . , ϕSn) ∈ I˜, whence I is equivalent to I˜.
Now let (A1, U1) be equivalent to (A2, U2), that is there is an isomorphism ϕ : A1 → A2
with ϕ(U1) = U2. According to the above, we can choose a basis in U2 as the image of a
basis in U1 under ϕ and obtain I1 = I2 ⊆ K[S1, . . . Sn].
(c)→ (b) For a given ideal I ⊆ K[S1, . . . , Sn], let A := K[S1, . . . , Sn] / I, si := Si+ I, and
U := 〈s1, . . . , sn〉.
The elements si are nilpotent since some powers of Si belong to I. It follows that the
ideal (s1, . . . , sn) is nilpotent of codimension one, whence the algebra A is local. As above,
dimU = n since I is nondegenerate and dimA = codim I = m.
Equivalence. If ideals I1 and I2 are equivalent, we have an automorphism of K[S1, . . . , Sn]
that induces the desired isomorphism of factor-algebras A1 → A2.
Clearly, two constructed maps are inverse to each other.
(c)↔ (d) See Proposition 1. 
EQUIVARIANT COMPLETIONS OF AFFINE SPACES 21
Below we explain a method to compute the generating subspace V corresponding to a
given pair (A,U), see [50, Proposition 2.11].
Construction 2. Suppose A is a local algebra of dimension m with maximal ideal m, and
a subspace U ⊆ m of dimension n generates the algebra A, see Theorem 3 (b). These
data define a representation of A as a factor-algebra A = K[S1, . . . , Sn] / I: for a basis
s1, . . . , sn of the subspace U , let the ideal I be the kernel of the surjective homomorphism
π : K[S1, . . . , Sn]→ A, Si 7→ si.
For the sequel we need a basis of the algebra A. Consider a homogeneous lexicographic
order on K[S1, . . . , Sn]. Let µ1, . . . , µk be monomials that are not leading terms of polyno-
mials from I. Let us prove that µi form a basis of A. They are linearly independent in A
since a linear combination of µi has one of µi as a leading term and can not belong to I.
Further, consider any element of A. It is a linear combination of some monomials; if some
of these monomials is not equal to µi, then it is the leading term for some f ∈ I and we
can reduce given element by f . In such a way we obtain a representation of the element as
a linear combination of µi.
Since x1s1 + . . .+ xnsn ∈ U ⊆ m is nilpotent for any x1, . . . , xn ∈ K and µi form a basis
of A, we can expand
exp(x1s1 + . . .+ xnsn) =
m∑
i=1
fi(x1, . . . , xn)µi.
For g ∈ K[S1, . . . , Sn], denote by gx the same polynomial in variables
∂
∂xi
. One can easily
check that
∂
∂xi
[exp(x1S1 + . . .+ xnSn)] = Si exp(x1S1 + . . .+ xnSn).
This leads to the identity
gx[exp(x1S1 + . . .+ xnSn)] = g exp(x1S1 + . . .+ xnSn).
Substituting Si = si to this identity, we obtain
m∑
i=1
gx[fi(x1, . . . , xn)]µi = π(g)
m∑
i=1
fi(x1, . . . , xn)µi. (3)
Note that {
∑
fi(x1, . . . , xn)µi | xi ∈ K} = expU by definition and 〈expU〉 = A by the
proof of (b)→ (a) in Theorem 3. In particular, fi are linearly independent. Then the right
side of (3) equals 0 for any xi ∈ K if and only if π(g) = 0 in A, that is g ∈ I. On the other
hand, the left side equals 0 for any xi ∈ K if and only if gx[fi] = 0 for any 1 6 i 6 m. It
follows that fi ∈ V , where V is the generating subspace corresponding to the ideal I, see
Lemma 7. So we obtain
Lemma 10. The polynomials fi, 1 6 i 6 m, form a basis of the generating subspace V
corresponding to the given pair (A,U).
Example 12. Let us consider a local algebra A = K[S] / (S3) with maximal ideal m =
〈S, S2〉.
1) Take U = m. According to Construction 2, choose a basis s1 = S+(S
3), s2 = S
2+(S3)
of U and let I be the kernel of the projection π : K[S1, S2]→ A, Si 7→ si:
I = (S21 − S2, S1S2), A = K[S1, S2] / I,
s1 = S1 + I, s2 = S2 + I.
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We will omit + I for convenience. Elements µ1 = 1, µ2 = S1, µ3 = S2 form a basis of A.
Since S2 = S
2
1 and S
3
1 = 0 in A, it follows that
exp(x1s1+x2s2) = exp(x1S1+x2S
2
1) = 1+x1S1+
(
x2+
x21
2
)
S21 = 1+x1µ1+
(
x2+
x21
2
)
µ2,
whence f1 = 1, f2 = x1, and f3 = x2 +
x21
2
. By Lemma 10, V =
〈
1, x1, x2+
x21
2
〉
. This agrees
with Example 11.
2) Take U = 〈S〉. Its basis s1 = S + (S
3) corresponds to
I = (S31) ⊆ K[S1], A = K[S1] / I
s1 = S1 + I.
For µ1 = 1, µ2 = S1, µ3 = S
2
1 , we have exp(x1S1) = 1+x1S1+
x21
2
S21 , whence V = 〈1, x1, x
2
1〉
in K[x1]. This agrees with Example 9.
Example 13. In the same way one can see that the algebra A = K[S1, S2] / (S
2
1 , S1S2, S
2
2)
with U = m = 〈S1, S2〉 corresponds to the generating vector space 〈1, x1, x2〉 ⊆ K[x1, x2],
which agrees with Example 10. There is no other subspace U ⊆ m generating the algebra A.
Now we are going to discuss duality properties for modules under consideration. In
particular, we provide complete proofs for results mentioned in [50, Remark 2.13]. Let
us recall that a generating subspace V contains constants, so the action of Gna on V by
translations is linear.
Lemma 11. In notation of Theorem 3, the dual of a representation ρ : Gna → GLm(K) is
equivalent to the representation τ : Gna → GL(V ) by translations.
Proof. Let 〈 · | · 〉 be the pairing between K[S1, . . . , Sn] and K[x1, . . . , xn] as in Construc-
tion 1. Note that 〈
exp(β1S1 + . . .+ βnSn)g | f(x)
〉
=
〈
g | f(x+ β)
〉
(4)
for any β = (β1, . . . , βn) ∈ G
n
a , f ∈ K[x1, . . . , xn], g ∈ K[S1, . . . , Sn]. Indeed, the left
side equals 〈g | exp(β1S1 + . . . + βnSn)[f(x)]〉, which coincides with 〈g | f(x + β)〉 by
Taylor’s theorem. Since 〈IV | V 〉 = 0, we can consider 〈 · | · 〉 as a pairing between
A = K[S1, . . . , Sn] / IV and V ⊆ K[x1, . . . , xn]. According to the proof of Theorem 3, we
have ρ : expU → GL(A), where U = 〈S1, . . . , Sn〉, so equation (4) implies
〈ρ(−β)g | f〉 = 〈g | τ(β)f〉
for any β ∈ Gna , f ∈ V , g ∈ A (we identify β1S1 + . . . βnSn with −β for expU
∼= Gna). This
follows that the representations ρ and τ are dual. 
Example 14. Let A = K[S] / (S3) and U = m = 〈S, S2〉 as in Example 12.1). According
to (b) → (a) of Theorem 3, the corresponding representation ρ : G2a → GL3(K) is the
representation of expU in A via multiplication. For an element x1S + x2S
2 in U , we have
exp(x1S + x2S
2) = 1 + x1S +
(
x2 +
x21
2
)
S2,
whence the representation ρ in the basis 1, S, S2 of the algebra A is given by ρ(x1, x2) =
 1 0 0x1 1 0
x2 +
x2
1
2
x1 1

. For A = K[S1, S2] / (S21 , S1S2, S22) and U = m = 〈S1, S2〉 we obtain
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ρ(x1, x2) =

 1 0 0x1 1 0
x2 0 1

. This agrees with Lemma 11: the matrices of representation in V
in Examples 8 and 7 are transposed to the above ones.
In other words, Lemma 11 states that A and V are dual Gna -modules.
Proposition 2. In notation of Theorem 3, the following conditions are equivalent.
(a) Gna-modules A and V are equivalent;
(b) Gna-module V is cyclic;
(c) the algebra A is Gorenstein.
Proof. (a)⇒ (b) The module V ∼= A is cyclic since the algebra A contains a unit.
(b)⇒ (a) Since the module structure on V is given by translation operators from expU ,
U = 〈S1, . . . , Sn〉, and V is cyclic, there exists f0 ∈ V such that V = 〈(expU)[f0]〉 =
(K[S1, . . . , Sn])[f0]. Hence the kernel of the valuation π : K[S1, . . . , Sn] → V , g 7→ g[f0], is
equal to
Ker π = {g ∈ K[S1, . . . , Sn] | g[f0] = 0} = {g ∈ K[S1, . . . , Sn] | g[V ] = 0} = I.
Thus π gives an isomorphism between A = K[S1, . . . , Sn] / I and V , which is an isomorphism
of Gna -modules since the module structure on A is given by expU as well.
(b) ⇔ (c) Invariant one-dimensional subspaces 〈a〉 in A correspond to invariant hyper-
planes 〈a〉⊥ in the dual module V . Since Gna is unipotent, a one-dimensional vector space
is invariant if and only if it consists of fixed points. Notice that SocA is the set of fixed
points in A. Indeed, (expU)a = a if and only if Ua = 0, i.e. ma = 0.
If dim SocA > 1, the corresponding invariant hyperplanes cover V . Indeed, any f ∈ V
is contained in 〈a〉⊥, where a ∈ SocA ∩ 〈f〉⊥. So there is no cyclic vector in this case.
If dimSocA = 1, there is a unique invariant hyperplane in V . Let us prove that any vec-
tor in the complement of this hyperplane is cyclic. It is sufficient to show that any proper
invariant subspace in V is contained in an invariant hyperplane. Indeed, for W ⊆ V ,
consider the invariant subspace W⊥ ⊆ A; by the Lie-Kolchin theorem there exists an in-
variant one-dimensional subspace 〈a〉 ⊆W⊥, which corresponds to the required hyperplane
〈a〉⊥ ⊇ W . 
2.6. The case of additive actions. In this subsection we combine the results of two
previous subsections.
Definition 9. A generating subspace V ⊆ K[x1, . . . , xn] is called basic if dimV = n+ 1.
Basic subspaces are minimal generating subspaces of a polynomial algebra.
Example 15. One can check that the following vector subspaces in K[x1, x2, x3, x4] are
basic:
V1 =
〈
1, x1, x2, x3, x4
〉
, V2 =
〈
1, x1, x2, x3 +
x21
2
〉
,
V3 =
〈
1, x1, x2, x3 + x1x2
〉
, V4 =
〈
1, x1, x2 +
x21
2
, x3 + x1x2 +
x31
6
〉
.
Hassett-Tschinkel correspondence for m = n or Knop-Lange theorem for r = 0 implies a
description of additive actions on projective spaces. In view of correspondence (b) → (d)
in Theorem 3, the basic subspace is determined just by the algebra A as we have to set
U = m.
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Theorem 4. There are one-to-one correspondences between the following:
(a) additive actions on Pn, i.e. effective actions α : Gna × P
n → Pn with an open orbit;
(b) faithful cyclic representations ρ : Gna → GLn+1(K);
(c) local commutative associative unital algebras A of dimension n+ 1;
(d) basic subspaces V ⊆ K[x1, . . . , xn].
These correspondences are considered up to equivalences as in Definitions 2 and 6-8.
From Theorem 1 we obtain the following statement.
Corollary 4. The projective space Pn admits a finite number of additive actions if and only
if n 6 5.
Example 16. According to Table 1, there are two local algebras of dimension 3. The corre-
sponding additive G2a-actions on P
2 are found in Examples 3 and 4, and basic subspaces are
given in Examples 12.1) and 13. Faithful cyclic representations are written in Example 14.
We gather the results in the following table:
Additive actions [z0 : z1 + αz0 : z2 + βz0] [z0 : z1 + αz0 : z2 + αz1 +
(
β + α
2
2
)
z0]
Representations

1 0 0α 1 0
β 0 1



 1 0 0α 1 0
β + α
2
2
α 1


Local algebras K[S1, S2] / (S
2
1 , S1S2, S
2
2) K[S] / (S
3)
Basic vector subspaces 〈1, x1, x2〉
〈
1, x1, x2 +
x2
1
2
〉
In the same way it can be proved that basic subspaces of Example 15 correspond to four
local algebras of dimension 4 from Table 1 and so are the only basic subspaces in this case.
Recall that by Corollary 2 there is a unique additive action on Pn with finitely many
orbits; it corresponds to the local algebra A = K[S] / (Sn+1). One may look for a general-
ization of this result. Namely, the modality of an action of a connected algebraic group G
on a variety X is the maximal value of minimal codimension of a G-orbit in Y over all
irreducible G-invariant subvarieties Y in X. In other words, the modality is the maximal
number of parameters in a continuous family of G-orbits on X. In particular, the modality
is zero if and only if the number of G-orbits on X is finite.
A classification of additive actions on Pn of modality one is obtained in [10, Theorem 3.1].
Such actions correspond to the following 2-generated pairwise non-isomorphic local algebras:
Aa,b = K[S1, S2]/(S
a+1
1 , S
b+1
2 , S1S2), a > b > 1; Ba,b = K[S1, S2]/(S1S2, S
a
1−S
b
2), a > b > 2;
Ca = K[S1, S2]/(S
a+1
1 , S
2
2 − S
3
1), a > 3; C
1
a = K[S1, S2]/(S
a+1
1 , S
2
2 − S
3
1 , S
a
1S2), a > 3;
C2a = K[S1, S2]/(S
a+1
1 , S
2
2 − S
3
1 , S
a−1
1 S2), a > 3; C
3
a = K[S1, S2]/(S
2
2 − S
3
1 , S
a−2
1 S2), a > 4;
D = K[S1, S2]/(S
3
1 , S
2
2); E = K[S1, S2]/(S
3
1 , S
2
2 , S
2
1S2).
EQUIVARIANT COMPLETIONS OF AFFINE SPACES 25
We finish this section with a characterization of Gorenstein local algebras in terms of
Hassett-Tschinkel correspondence. By dimension reason, for any action of an algebraic
group G on a variety X there is a closed G-orbit. If the variety X is complete, any closed
orbit is complete as well. If G is unipotent, such an orbit is a G-fixed point.
Proposition 3. In notation of Theorem 4, the following conditions are equivalent:
(a) an additive action on Pn has a unique fixed point;
(b) the corresponding local algebra A is Gorenstein.
Proof. As was observed in the proof of (b) ⇔ (c) in Proposition 2, the set of fixed points
of the action of Gna on A is SocA. Since a unipotent group has no non-trivial character,
the set of fixed points of the corresponding additive action on Pn = P(A) is P(SocA). So
a fixed point is unique if and only if the ideal SocA is one-dimensional. By definition, it
means that the algebra A is Gorenstein. 
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