Abstract-This paper presents several applications of multiobjective optimization to antenna design, emphasizing the main general steps in this process. Specifications of antennas usually involve many conflicting objectives, related to directivity, impedance matching, cross-polarization and frequency range. These requirements induces multiobjective problems, which are formulated, solved and analyzed here for three distinct antenna designs: a bowtie antenna for ground-penetrating radars, a reflector antenna for satellite broadcast systems, and a meanderline antenna for radio-frequency identification tags. Both stochastic and deterministic methods are considered in the analysis.
I. INTRODUCTION
Antenna optimization aims at creating advanced and complex electromagnetic devices that must be competitive in terms of performance, serviceability and cost effectiveness. This process involves selection of appropriate objective functions (usually conflicting), design variables, parameters and constraints. In most antenna optimization problems, several goals must be satisfied simultaneously in order to obtain an optimal solution. As these objectives are often conflicting, no single solution may exist that is best regarding all considered goals. In many situations, antenna optimization can be viewed as a multidisciplinary engineered problem. However, most of the problems can be divided into search for optimal solutions and approximate solution of Maxwell's equations using numerical methods.
Important features regarding antenna optimization have to be considered: the objective function might have several local minima and its evaluation can be expensive. Of course, trying to find the global minimum can be prohibitive; therefore, using a suitable method for the given problem is fundamental for a proper engineering solution. For instance, some problems have well established engineering solution that was achieved during several years of tests and experiments. In such a situation, it may be desired to find a novel design which improves the known standard result, even though it may not be a global minimum. In case the gradient or at least one sub-gradient is known, there are a couple of deterministic methods which can guarantee improvement (if possible) of a given result [1] .
Nevertheless, conditions where deterministic methods work well may not be verified and, thus, stochastic methods may become a good alternative. In fact, stochastic methods such as genetic algorithms, particle swarm optimization and immune systems are known to be very robust and capable to find good results. However, they are also known to have slow convergence, i.e. they require high number of oracle queries. Solving antenna optimization problems is, therefore, a conflicting problem where fast methods only carry local guarantees while robust methods are prone to have very slow convergence. The aim of this paper is to present some antenna optimization problems and clarify some of the main issues related to the choice of optimization algorithms for antenna design.
Multiobjective optimization and its application to antennas for ground penetrating radar (GPR), satellite broadcast communications and RFID tags are the subject of this work.
II. ANTENNA DESIGN WITH MULTIPLE OBJECTIVE OPTIMIZATION
A trial and error process is often used for antenna design, where the designer must have considerable experience and intuition. This type of design has been subjected to fundamental changes. They are no longer designed on a simple desk using tables and calculators with inevitable design errors. Today, the design is computer aided, and both highly complex antennas and complete electronic systems are simulated altogether. In this context, optimization comes naturally as a designer's tool to make an efficient and automatic "trial and error" process.
In order to formulate an optimization problem, degrees of freedom in the design must be properly identified and parameterized, and objectives and constraints for the design must be quantified given a set of parameters. A canonical query form for optimization problems is the extremum of quantities (e.g. maximum directivity, minimum standing-wave ratio) given some bounds in quantities (e.g. upper bound on size, lower bound on amplitude gap between polarizations).
For problems with more than one objective, the concept of optimum becomes more complex, and it is qualified as Pareto optimum [2] . In this concept, for instance, the set of parameters where the directivity is maximum is not necessarily where the standing-wave ratio is minimum, so that tradeoffs between them become also optimum in the sense that no point in the Pareto set has both objectives better than another point in it.
An antenna design usually involves specifications related to directivity, impedance matching, cross-polarization and frequency range, which can be formulated both as objective or constraint functions. The types of these functions define the class of the optimization problem. In antenna design, evaluations of the computational model used in the optimization problem (i.e. oracle queries) are, most of the times, expensive since they are based on numerical methods to approximate solutions of Maxwell's equations. Hence, the optimization speed is closely related to the number of oracle queries. Furthermore, there are theoretical guarantees of reaching global optima only for a few classes of problems, like linear and convex ones.
It is important to point out that the designer experience and intuition are still fundamental, and that optimization is only a tool. Good designers can define meaningful optimization problems, reduce the search space and provide good starting points. Reducing search space not only speeds up the optimization but also can lead problems with global optimality guarantees. The design instances given next highlight and illustrate each one of these aspects.
III. DESIGN INSTANCES

A. Bowtie Antenna Design for Ground-penetrating Radar
Most antennas for commercial ground-penetrating radar (GPR) are bowtie dipoles because of their low weight, low cost and broadband characteristics. However, bowtie antennas have dipole-like omnidirectional patterns with broad main beams perpendicular to the plane of the antenna. Consequently, the image created by a GPR assessment could not correspond to the actual target, and closely-spaced objects cannot be detected.
A multiobjective optimization problem to design more efficient bowtie dipole antennas can be formulated as [3] , [4] 
where x є IR n is the vector of design variables, ν is the frequency, G max is the antenna gain, and A is the metal area. The objective of this problem is to minimize the metal area and to maximize the gain in the plane perpendicular to the antenna, with also a lower bound on metal area.
The bowtie antenna geometry (see Fig. 1 and Table 1 was parameterized by length L, flare angle α and presence/absence of triangular elements b є
, where c є {2, 3...} is the triangular grid density. All these parameters are design variables. The binary variable b behaves like a topological geometric degree of freedom for the problem. It also introduces integer constraints to the problem. These constraints cannot be relaxed (i.e. b є
cannot be simulated), which makes stochastic algorithms more suitable than deterministic ones to solve the problem. The optimal antenna suggested by a multiobjective genetic algorithm (MGA) for ν = 1 GHz, A min = 0.8A max (i.e. R = 20%) and c = 16 was α = 79°, L = 26 cm, and R = 11% of elements removed (see Table I ). The gain obtained in the plane normal to the antenna was 6.37 dB against 3.40 dB of the respective standard bowtie antenna (i.e. b = 1), with an improvement of the half-power beam width from 57.6° to 43.2°. This result is the one whose metal area is maximal among a Pareto set with about 80 elements. Other solutions can be used according to the designer's needs. This approximate Pareto optimal set took about 2,500 oracle queries within 50 iterations of the MGA. A notable feature of stochastic algorithms is their ability to naturally provide a Pareto set as result, instead of a single point.
During optimization, the method of moments (MoM) was used to analyse the bowtie antenna. To validate the optimization result, a near field was performed with finite element method (FEM). FEM is slower and less accurate than MoM for far field, but it can handle complex geometries and material inhomogeneities accurately at near field. Therefore, FEM was chosen to perform an investigation considering the coupling effects of a geometrically complex antenna over an inhomogeneous dielectric. Moreover, a conductor shield was added to the antenna to improve directivity. The goal was to verify the behavior of a non-destructive assessment to detect the presence of a conducting bar buried 15 cm in the concrete and located parallel to the direction of the antenna. The modifications in the antenna's input impedance were studied for three different scenarios. In the case where the bar is perpendicular to the antenna and consequentially located in the more illuminated region, the input impedance is more strongly affected, indicating its presence.
B. Reflector Antenna Design for Satellite Coverage
Satellite coverage problems query for an antenna whose radiation pattern is as close as possible to a given specification. Many requirements can be specified other than maximum directivity inside target, like broadband operation, low crosspolarization, or maximum energy confinement inside target. They can be formulated as objective functions or constraint functions.
To formulate optimization problems, sample points are uniformly spread all over the target, so that good measures of coverage (mean gain inside target G av ) and energy confinement (energy ratio inside target E in ) can be taken. These measures are distinct for each sample frequency. Ideally, coverage also means energy confinement since illuminating a target implicitly means only that target. However, due to physical constraints, transition to outside regions is not discontinuous and energy confinement has to be formulated apart. A multiobjective optimization problem formulation for satellite coverage with requirements on frequency range, coverage and energy confinement, can be written as [1] , [5] , [6] (4) subject to max min x x x ≤ ≤ (5) where x є IR n is the vector of design variables, and ν є IR o is the vector of sample frequencies. The set of objective functions is considered for each sample frequency. For example, 3 sample frequencies for coverage and energy confinement lead to an optimization problem with 6 objective functions. Fig. 2 shows the Pareto front of the coverage problem (4) for o = 1 and n = 38 [6] , where the radiation patterns of marked up points are shown in Fig. 3 . Each Pareto optimal point took about 295 oracle queries within 5 iterations of the cone of efficient directions algorithm (CEDA). The results consider a single-reflector single-feed offset reflector antenna with circular aperture, parameterized by 35 degrees of freedom on four cubic triangular Bézier patches [1] representing the reflector shape, and 3 parameters relative to feed rotation and position on the x = 0 plane, as shown in Fig.  4 . This parameterization considers, as reference, a parabolic antenna with circular aperture of radius R = 0.762 m, focal distance F = 1.506 m, and offset H = 1.245 m [5] (see respective radiation pattern in Fig. 5 ). Fig. 2 Pareto front for coverage and energy confinement. Radiation patterns for marked up points are given in Fig. 3 Due to distance from target and power supply constraints, reflector antennas are the best choice since they can be highly directive and efficient. For a single reflector antenna, the expected shape is nearly parabolic, convex and smooth. The parameterization used in the aforementioned results [1] tries to encompass all these features, but it is quite extensive. A more elegant parameterization was used by Duan et al. [5] , but its truncated basis functions with trigonometric functions make the optimization problem harder to solve, especially because of higher multimodality in the objective functions, and the expected convex shape harder to be guaranteed. A better _____ Since the expected optimal antenna is smooth and greater than a few wavelengths, it can be fast and accurately analysed using physical optics (PO) approximation [7] applied to far field evaluations. The far-field integral for the current source from PO is solved using Gauss-Legendre numerical integration method.
One last point to consider is that CEDA presents a monotonic convergence, which means that all objectives are improved after every iteration. This notable ability implies in a fast and robust convergence in practice, and can be used to seed starting points for stochastic algorithms. Stochastic algorithms are in turn good to map Pareto sets and skip bad local minima, which makes them suitable to seed starting points for deterministic algorithms. This cyclic relationship suggests a hybrid approach, which has already been used in literature, especially under the recent concept of memetic algorithms.
C. Optimal Design of Meander-Line Antennas for RadioFrequency Identification
Radio-frequency identification (RFID) is a growing and promising technology that has been used in a variety of applications. RFID total market value in 2008 was around $5.25 billion and $2.23 billion was spent on tags alone [8] . Therefore, optimizing RFID systems has become crucial in improving the productivity and lowering costs in industry and supply chains. The design in this work was motivated by application in coffee business, where these systems are specially used to trace the origin of the coffee sacks and control the material flow in real time.
Due to the diversity of materials and packages that need to be identified, tag antennas development for passive UHF RFID systems has become challenging. RFID tag antenna impedance must match the impedance of the tag microchip, which is complex and very capacitive. This matching ensures a great power transmission coefficient and decreases losses. Usually, the antenna is the element to be modeled to a specific chip available in the market. Meander-line antennas are one of the most commonly used in UHF RFID tags, mainly because of its tunability and size. Furthermore, they can be built in a convenient label like form, so that they can be stuck on objects. Several papers have been published on RFID meander-line antenna design [9] - [11] .
A meander-line antenna cannot provide high directivity. This is a desired behavior considering that isotropic radiation is ideal for the tag. The remaining features of interest are input impedance and size, which are used in the multiobjective optimization problem formulation minimize
n is the vector of design variables (see Table II ), n = 2 + 2c, SWR is the standing wave ratio, L (m) is the antenna length, and ν є IR o is the vector of sample frequencies. There is one objective function for each sample frequency. Hence, o objective functions. The meander-line antenna geometry (see Fig. 6 ) is parameterized by the number of meanders c in each side, feed gap δ, trace width w, height b, meander step length a i and spacement between meanders s i , i = 1, ..., c. The antenna is analysed using the method of moments with a voltage gap feed, which considers δ=0 [7] . The optimal variables results for c = 4 and 5 sample frequencies inside the frequency range are shown in Table II . The optimization result took 395 problem oracle queries within 9 iterations of a multiobjective deterministic algorithm with monotonic convergence [6] . The target impedance, frequency range and length constraints are given in Table III as well as the length and worst standing wave ratio (SWR) for the optimal antenna. SWR behavior inside the frequency range is shown in Fig. 7 . IV. CONCLUSIONS Multiobjective design of antennas is an important and active field of inquiry. Many important problems, such as the ones presented in this paper, have been considered in the last few years. The approaches discussed in this paper are conceptually different. Evolutionary optimization relies on global search for the best solution. Even though they are robust techniques, they depend on some user's defined parameters and the convergence may be slow. Deterministic methods have asymptotic fast convergence. However, they are prone to get trapped in local minima. In practice, the choice of the optimization algorithm will depend on the nature of the problem and the designer's experience.
