In this paper we present a Multi-font OCR system 
Introduction
Document processing is a complex task, consisting of several steps and employing different techniques according to its specific purpose. In general, the first step of document processing is the acquisition process, where an optical scanner is used to acquire paper documents. The last step is indexing, with the purpose to extract appropriate keys to store with each document for subsequent retrieval. For most documents, belonging to different domains in several application environments, indexing requires an Optical Character Recognition (OCR) step, to provide the translation of human-readable characters into machine-readable codes. OCR systems aim to give a rapid and automatic method to store documents in a computer: indexes are text-based, from keywords to natural language sentences, and can be used to retrieve documents whose text content has been read and stored in a database.
If we consider machine-printed documents, we can divide the OCR systems in three groups: Mono-font, Multi-font, and Omni-font. Mono-font OCR systems deal with documents written with one specific font: their accuracy is very high but they need a specific module for each font. Omnifont OCR systems allow the recognition of characters of any font, and for this reason their accuracy is typically lower. Finally, Multi-font OCR systems handle a subset of the existing fonts. Their accuracy is related to the number and the similarity of the fonts under consideration. These systems achieve the best results when a single letter has very similar features in each font and it is easy to discriminate among different classes. On the other hand, the recognition is very difficult when different letters have similar features: for example the letter 'l' in one font could be very similar to the digit '1' in another font. There are several methods to get over this kind of problem, such as the use of a context dependent post-processing to distinguish between letters and digits [1] [2] or the use of an Optical Font Recognizer (OFR), to detect the font type and subsequently convert the multifont problem into mono-font character recognition. An OFR can be useful also to simply characterize single characters, words or paragraphs in a printed document, as an aid to analysis of document characteristics and layout.
The paper is organized as follows. In Section 2 we introduce the problem of Optical Font Recognition and propose a solution based on Tangent Distance Techniques. More details about the Tangent Distance, Tangent Models and TD-Neuron are supplied in Section 3. In Section 4 we specify the problems met during the acquisition process and the pre-processing choices we made. Some experimental results are reported in Section 5, where we present a comparison between a 1-NN classifier, based on the Euclidean Distance, and a 1-NN classifier based on the one-sided Tangent Distance. In the same Section we discuss the results obtained by the TD-Neuron for the treatment of the above-mentioned difficult cases. Finally, the conclusions are reported in Section 6.
Optical Font Recognition for document processing
Optical Font Recognition (OFR), i.e the detection of the font style of the documents, can be useful for: document characterization / classification; document layout analysis; improvement to Multi-font OCR.
If the font is a specific document feature, different kinds of documents can be distinguished by their font-style and the font-style detection can guide a rough automatic classification of documents. So this information can help in addressing different documents to different processing.
Often the font-style is not the same for a whole document: in these cases the font is a word feature, rather than a document feature, and its detection can be used to discriminate between different regions of the document, such as title, figure caption or normal text. The detection of the font-style of a word can also be used to improve character recognition: we know that Mono-font OCRs achieve better results than Multi-font ones, so the recognition of a document can be done using first an OFR, and then a Mono-font OCR.
The OFR problem has been often underestimated, in spite of its usefulness for document processing, so there is little literature about it. In [3] , Zramdini presents a font recognition system which performs the font detection without any knowledge of the characters in the documents. The results are very interesting, since the recognition rate is near 96%, but the system does not perform any character recognition.
Our approach is different, since we carry out the simultaneous recognition of both font and letter of any character in a document. By doing this, the system can translate the papers by OCR and discriminate among different kinds of documents at the same time. Our aim was to develop a system able to process images acquired at a low resolution level (200 dpi) and invariant to some specific transformations of the input patterns such as small rotations and/or location shifts. An external module was used to perform the segmentation of the documents and then the character images were given as input to the system, which had to label them with the correct font and letter. We wanted the system to be transformation invariant, so we decided to use, as the classification distance, the one-sided tangent distance, a particular version of the tangent distance, introduced by Simard in [4] .
The one-sided tangent distance, used with the tangent model [5] , yields satisfactory results on characters belonging to fonts with discriminant features. In other difficult cases, when a character in a specific font is very similar to the same character in another font, the system identifies the input pattern as a member of the set constituted by the two similar classes. In these cases, to improve the performance, the output of the classifier is given as input to another model, the TD-Neuron.
Tangent Distance Overview
Consider a pattern X i and a set of n transformation . The function X i is a manifold of dimension at most n, where X i = X i 0. Since the computation of the distance between two manifolds is a very hard problem, Simard et al. [4] proposed a linear local approximation of the manifold by its tangent subspace at the point X i :
where T j Xi are n different tangent vectors at the point X i , which can easily be computed by finite difference.
This approximation is accurate only for local transformations, however, global invariance, in the case of Character Recognition, may not be desired, since it can cause confusion between patterns such as "9" and "6". The distance between two manifolds can be approximated by the distance between their associated subspaces, called Tangent Distance.
Two versions of tangent distance, with decreasing complexity, have been proposed in the literature. The first, defined between two subspaces, is called two-sided tangent distance:
while the second version, defined between a pattern and a subspace, is called one-sided tangent distance [6] :
In the case of the one-sided version of the tangent distance, the tangent model for a class C is defined by the equation:
which can be easily solved by Principal Component Analysis theory. This model is non-discriminant, since it is generated using patterns belonging to a single class. The training of a new class requires only patterns belonging to that specific class and does not compromise the existing data, so non-discriminant models are very useful when a simple expansion is required. On the other hand, the knowledge about the differences among classes is not stored in the system and its lack can reduce the classification accuracy, especially when different classes have very similar features. In such cases it would be better to use a discriminant model, which identifies each class with its own features and with its differences with respect to the other classes. The resulting system is very difficult to expand so we have restricted the use of the discriminant model to distinguish between two classes with very similar features. Sona et al. [7] proposed a gradient descent constructive algorithm, the TD-Neuron, that develops discriminant tangent models. A TD-Neuron is characterized by a set of internal weights which determine a tangent model. This set of parameters is composed by n + 1 vectors, including a centroid W and n tangent vectors T i which constitute an orthonormal basis. The neuron is trained with a gradient descent approach on the error function and the usual Mean Square Error, using a constructive algorithm.
Acquisition and Pre-processing
Our goal was to implement a system able to perform both character recognition and font detection simultaneously. The training and the testing of the system required a database of characters labeled with the associated font and letter. We were not able to find a public domain database organized according to these features, so we had to create our own database. The OFR problem is quite easy to solve when different fonts have discriminant features. On the other hand, it is harder to detect the right character font when different classes have very similar characteristics (see Figure 1 ). In our experiments 8 fonts were considered: 4 with original features, Arial Narrow, Comic Sans Serif, Impact, Verdana, and 2 couples of fonts with similar features, i.e. Arial, Lucida Sans Unicode, Lucida Console and Tahoma.
A preliminary test was carried out using digits only. The training set was created using also lower-and uppercase letters, to evaluate, in the test phase, the recognition of digits such as '8', '1', '0', which are often confused, by multi-font OCR, with letters such as 'B', 'l', 'I', 'O'. For each font, four documents were created, three for the training set, containing 60 examples of each character (letters and digits), and one for the test set, containing 40 instances of each digit. To evaluate the performance of the system on images of imperfect quality and to maintain a fast and lowcost acquisition, the documents, reproduced with a laser printer, were acquired at a low resolution, 200 dpi, in gray levels.
The images acquired were then binarized, using commercial tools, to perform the document segmentation using a simple OCR (developed at Elsag's Research lab). The used OCR was not multi-font, so, during the process, many images were lost. Therefore the number of images in the training set and in the test set is lower than the number of characters in the documents, especially for the classes "1" and "7". The images given as output by the OCR were perfectly cut, so they were embedded in a white background, with a 40x40 format, to obtain images of the same size. The binary images were then transformed into gray level ones (see Figure 2) , using a mean weighted operator, to exploit the peculiarities of the tangent distance, which deals with continuous values.
OCR and OFR Results
A 1-Nearest Neighbour classifier with the Euclidean Distance was considered to evaluate the difficulties for the OFR problem. The prototype for each class was the centroid calculated as the mean value of the input patterns. During the test the system computed, for each input pattern, the Euclidean Distance between the pattern and each prototype. The test was carried out on two similar fonts, Arial and Lucida Sans Unicode, to observe the behaviour of the classifier in a difficult case. The results are reported in Table (1). It can be easily noted that the 1-NN classifier based on the Euclidean distance is not able to reach a satisfactory performance.
The second test consisted in implementing a 1-Nearest Neighbour classifier based on the two-sided tangent distance. This distance allows to incorporate an a priori knowledge about the pattern transformations, so we decided to consider rotations by a minimum angle (up to 5% of ) and shifts of a fixed number of pixels (up to 10% of the character height and the same for the width). The number of relevant tangent vectors, i.e. the tangent subspace dimension, for each class was empirically determined as 6. However, the two-sided tangent distance is too computationally expensive for solving the OFR problem, so we considered the one-sided version of tangent distance, which is easier to compute. Furthermore recent works [8] have shown that the one-sided tangent distance may give, in some cases, better results than the two-sided version. So a 1-NN classifier based on the one-sided tangent distance was implemented. Again, the tangent subspace dimension was empirically chosen equal to 6.
The results of the classification were very interesting: the characters were always recognized (recognition rate = 100%) in spite of the low resolution. The font-detection rate was very different for the two above-mentioned font groups. For the fonts with particular features, the font detection rate was better than 98%, since the system obtained 100% for Comic Sans Serif and Impact, 99,75% for Arial Narrow (one misclassified digit in class "1") and 98,9% for Verdana (three misclassified digits in class "1" and one misclassified digit in class "7"). For the couples of fonts with similar features, the results were not so positive: the classifier identified 2 ambiguity groups corresponding to the couples of abovementioned similar fonts. The characters were classified in the correct ambiguity group but the classifier could not determine the exact class. The results of the classification for these fonts are reported in Table ( 2). The classification rate for the fonts with similar features is not high, but we have to underline that the experiment concerned font discrimination on single characters (word-based discrimination would be easier). However, we tried to improve the recognition rate for the fonts in the ambiguity groups, using a discrim- Tahoma  0  132  0  253  0 inant model, the TD-Neuron. Using a TD-Neuron for each class in our problem is not suitable, as we have previously discussed, but the discriminant models could be useful in specific, difficult cases, such as the ambiguity groups. The test was carried out considering the ambiguity group (Arial, Lucida Sans Unicode), and implementing one TDNeuron for each digit. In this way each neuron had to discriminate between two classes, i.e. the same digit in the two fonts. The results of the classifier were given as input to the correct TD-Neuron, since the characters were always correctly recognized. The first test we carried out produced no satisfactory results, since the best recognition rate was about 65%. These unsatisfactory results were due to the fact that the characters were embedded in a white background and the number of white pixels was often higher than the number of gray ones. So the pixels of the characters had a lower influence in the computation, than the pixels of the background. The gray values of the pictures were then reverted, and the neurons were trained all over again.
The results, reported in Table ( 3), are positive, especially for the Lucida Sans Unicode characters, since the recognition rate is between 85%, obtained on class "1", and 100%, obtained on three classes, "5", "6", and "7". For Arial characters the recognition rate is lower, however, the performance of the system is very interesting, especially if we consider that the detection of the font for practical purposes should be bound to an entire word and not to a single character. From this point of view, we will perform font detection using a majority criterion on the characters of an entire word. Results must also be analyzed on the ground of the low quality of the images, that sometimes did not allow the font detection even by a human expert (see Figure 3) . This low quality is due to the rough pre-processing, adopted to guarantee a fast and low-cost acquisition, and low memory effort.
Conclusions
In this paper we have presented a model, which uses the Tangent Distance as a classification distance in a Nearest Neighbour approach, capable to perform OFR and (Multifont) OCR simultaneously. This model is applicable to several document processing applications. The classes in our problem were the single characters in the 8 fonts under consideration: each class is represented by a prototype, the tangent subspace model. The training of the system was carried out using lowercase letters, uppercase letters and digits of the considered fonts, while the test of the system has been done on digits only.
Using non-discriminant models, the best results were given by a 1-Nearest Neighbour classifier, based on the onesided tangent distance. The recognition rate for characters was 100% and the detection of the font yielded interesting results, especially for fonts with specific features. In difficult cases, when 2 fonts had very similar features, we used a discriminant model, the TD-Neuron, which was able to improve the performance of the classifier, reaching satisfactory results.
Our work has proved that the tangent distance is suitable for character recognition and font detection. The implementation is currently under study: we would like to develop a system able to produce, given a document, a text file with the recognized characters and fonts. In particular, this "OFR+OCR" module could be employed to perform some document processing operations aimed at layout analysis and document characterization/classification. Next steps to complete the OFR module are: (i) the implementation of a majority filter to recognize the "preeminent" font in a written word (or paragraph), which, besides improving accuracy, would be useful both for layout analysis and document characterization, and (ii) the analysis of emphasis indicators, such as boldface or italics, and font size.
Since it is very important to obtain a fast processing of the documents, we will also try to speed up the system. In fact, the number of the classes in our problem is very high, and it takes a long time to recognize the right font and character of each input pattern. The main idea is to reduce the number and the computational efforts of the distances to be computed for each step, creating a hierarchy of distances and a hierarchy of image resolution levels, as proposed by Simard in [9] .
