Abstract: Recent advances in biology have been driven by chemical analyses of the substances that form living organisms. Such analyses are extremely powerful as way of learning about the static properties of molecular species, but relatively powerless for understanding their dynamic behaviors even though this dynamism is essential for organisms to perform various biological processes that perpetuate their lives. Thus, attempts to identify individual species and molecular interaction cascades that drive specific responses to external stimuli or environmental changes often fail. Here I propose a general strategy to address this problem. The strategy comprises two key elements: functional manipulation of a given protein molecule coupled with close monitoring of its biological effect, and construction of a knowledge base tailored for conjecturedriven experimentation. The original idea for this strategy co-evolved with and greatly helped a series of studies we recently performed to discover critical signal cascades and cellular components that regulate the cell cycle transition from G 1 to S phase.
Introduction
Virtually all modern studies have been guided by two conceptually distinct principles that René Descartes articulated in the book "Discours de la méthode" written in the 17th century. 1) One is "neither to accept as true, nor to make judgements on, anything unless you are convinced it to be absolutely true". The other is "to separate objects into parts, examine those first and then assemble all the findings obtained on each part, while confirming their mutual consistency, toward understanding the objects". These two principles laid the intellectual foundation for all fields of today's natural sciences though the basic concept of the second principle is very broad and already began to be practiced in ancient Greek geometry. 2) In the past three centuries, numerous tools and methods have been devised to analyze constituents of various objects at different magnifications, and studies were performed with emphasis on evidencebased judgements, making an unparalleled contribution to the understanding of the nature of our universe. Consequently, in life sciences, nearly all the constituents of certain organisms from bacteria to humans have been identified and their molecular properties understood to a large extent. In particular, the whole genome sequences of numerous organisms and the encoded proteins have recently been unveiled though it was thought impossible to realize not long ago.
3) Furthermore, invention of tools to macroscopically and microscopically visualize some of the components in a living organism has greatly advanced biology in general and medicine in particular. 4 ),5) However, there are many biological phenomena that are hard to understand only by chemically analyzing molecules even by employing all the sophisticated tools and methods so far invented. All the biological activities that organisms conduct to live and proliferate are the consequences of dynamic molecular interactions among the proteins and other constituents in response to external stimuli and internal signals. It is estimated that 50-100 thousand protein species are produced in humans. These are encoded by spliced mRNAs transcribed from 923000 genes. 6 ) One basic question is: which protein molecules activated by stimuli dynamically interact with one another, and how do these interactions elicit particular biological consequences? Analytical approaches that have been used to tackle this problem are in vitro or quasi in vivo studies on protein-protein interactions such as physical binding and complex formation, and identification of protein modifications such as phosphorylation, ubiquitination and etc. under the name of proteomics.
7)-10)
One intrinsic obstacle to this approach, however, is that many interactions and modifications detected in vitro and even in vivo on a particular protein may be nearly irrelevant to its most critical biological functions. There are scientifically credible data to support this. For instance, many proteins are phosphorylated at multiple sites targeted by more than one kinase, only one or two (or none) of which are biologically important.
11),12) Furthermore, kinases themselves are not intrinsically equipped with any clear co-evolved mechanism that distinguishes between physiologically relevant and irrelevant substrates as exemplified by the observation that a chicken-derived tumor-causing tyrosine kinase expressed by genetic engineering very efficiently phosphorylates never-met proteins in E. coli. 13) Consequently, it is hard to determine the biological effector molecule for a given protein kinase without carrying out laborious and time-consuming kinase-effector matching studies in vivo to identify the correct effector, and the multi-functionality of some proteins makes the problem even more complex. One effective complement to such an analytical approach is to guess effector molecule candidates based on information about the kinase and every conceivable effector molecule before actually implementing examination of their interactions. If the conjecture is right, this approach could markedly cut labor and shorten the time required to find the right effector.
We are good at guessing, and do this many times a day. Unconsciously perceived intuition and antipodal scientifically deliberated conjecture both involve guessing. We all know that this speeds certain tasks. In science, once a conjecture is made with deep deliberation, simple and quick experiments can be planned and carried out to support or defeat an idea. If the initial conjecture is disproved, another conjecture can be made and new experiments can be performed. This process can be repeated until support for a hypothesis is obtained. Consequently, making a right conjecture at the beginning is extremely important to cut labor and time to reach a goal. In general, the probability of making a right conjecture is proportional to the richness of the available knowledge base on the properties of possible players. Fortunately, for the past four decades, the molecular properties of most of the biological materials comprising humans and other organisms have been revealed thanks to the concurrently developed recombinant DNA, genetic engineering and biotechnology.
14)- 16) In this article, I wish to propose a general strategy to understand intracellular interaction cascades critically involved in stimulus-invoked biological processes, along with a general thought for making right conjecture and carrying out experimentation to quickly and clearly prove or disprove the conjecture.
Proposal
General assumptions for addressing biological problems. In this proposal, two empirically well supported assumptions are laid for solving biological problems. The first assumption is that not all physical interactions among biological materials and their chemical modifications, in particular protein-protein interactions and protein modifications, are equal in relevance to the biological phenomena to be understood. Some interaction or modification is crucial for the protein to execute its recognized function, but some others may be totally dispensable. The second is evolutionary conservation of many biologically processes at molecular levels. For example, many cellular factors that are critical for cell proliferation and survival are, if not identical, well conserved from yeast up to human in their structures, biological functions and even regulatory mechanisms. These two assumptions are taken as grand rules for contemplation throughout all the processes in this proposal.
Two technical elements 1. Functional manipulation of a given protein molecule coupled with close monitoring of its biological effect. As a basis for understanding the importance of the first technical element in this proposal, it would be extremely useful to depict a few easily imaginable interaction cascades (signal pathways) that lead to the biological effects in response to particular stimuli in organisms and their individual cells. Figure 1 schematically presents a total of 11 such cascade patterns in two groups, Cascade I and Cascade II. Each group consists of 8 or 4 distinct patterns with one to three sensors for the stimulus and one effector for Cascade I or two for Cascade II that trigger the response. In this figure, arrows stand for promotion of the flow of interactions and bars for inhibition of this flow. Cascade I-1 shows a single interaction cascade that conveys the stimulus signal to a single effector molecule to elicit the biological response. This cascade may often be controlled by a positive feedback loop or an activating or inhibitory signal. In I-2 and I-3, two independent cascades mediate the single stimulus signal through a single sensor molecule S [I-2] or two different sensors Sa and Sb [I-3] . In Cascade I-4 and I-5, unlike in I-3, activation of both sensors is required for the biological response. In I-4, signals from Sa and Sb cooperate to activate the cascade that triggers the response whereas in I-5, the signal from Sb is not conveyed to the effector molecule but rather controls the flow of the signal from Sa by turning off the molecule that blocks the cascade from Sa. I-6 is a complex variant of I-5 and requires 3 independent signals for activation of the effector. In all the cascades so far illustrated, the interaction signals originate from the sensors, but in I-7, it originates elsewhere (shown as X here) and activates the effector that invokes the response. The signal from the sensor merely controls the flow of this cascade. In I-8, unlike in the rest, the stimulus signal invokes response by inactivating the effector molecule. In the Cascade II group, activation of two effectors is required for full response to the stimulus. In II-1, the signal from the single sensor branches into two and activates E1 and E2, respectively. In II-2, two distinct signals originating from each sensor are separately conveyed so as each to activate E1 and E2, respectively, but the signal from Sa flows into the other pathway. In II-3, signals generated from both sensors crossover and flow into the others, so that activation of either one of the sensors is sufficient to produce a full response. The last II-4 is a double effector version of I-5. The only difference is that in II-4, the Sb signal is required for activation of only E2. More complex cascades activated by more than two distinct stimuli and/or targeting more than two effector molecules can be generated by simply combining two or more of these 12 cascade patterns. However, it should be emphasized that these cascade patterns are only easily imaginable ones and some of those that occur in nature could be very different from these. patterns with one effector molecule to elicit response are shown whereas in Cascade II, a total 4 patterns with two effector molecules. Numbered are the location of hypothetical factor A, which is used for argument in Tables 1 and 2 Given this background, the first technical element proposed here is functional manipulation of a candidate molecule with close monitoring of its effects on the biological response to the stimuli (Fig. 2) . Let assume that factor A mediates the signal from the stimulus to induce the biological response in a single intracellular interaction cascade ( Fig. 2A) . If factor A is inactivated or forced to disappear (A-), the biological response would disappear. By contrast, if a non-conditionally activated form of factor A (A*) is expressed, the cell would show the same biological response as stimulated despite no stimulation. In the reverse situation, if one finds a molecule that alters in activity or physical state upon the stimulation, such as chemical modification or association with other molecules, eliminates only the biological response when inactivated and inversely, invokes the same response as stimulated despite the absence of the stimulus when nonconditionally activated, one could conclude that with a high probability, the molecule is an active component of the interaction cascade responsible for the stimulus-invoked biological processes and that the cascade is single at least at this molecule.
In the above argument, factor A is assumed to be a positive regulator activating the immediate downstream factor. However, not all the components of signal cascades in living organisms are positive regulators. For example, small GTP-binding proteins (small G) occur in two forms, GTP-bound and GDPbound, and activate particular protein kinases only when they are in the GTP-bound form. GTPase activating proteins (GAPs) facilitate conversion of the GTP-bound form to a GDP-bound form, thereby inactivating small G, whereas guanine nucleotide exchange proteins (GEP) activate small G by exchanging the bound GDP with GTP. Many signal cascades contain more than one such a GAP-small G-protein kinase set as critical components. In this set, GAP inactivates small G until it is itself inactivated by an upstream factor. Thus, GAP forms a double negative regulator (negatively regulated negative regulator). Consequently, in overall effects on cascade signaling, inactivation (A-) for such negative regulators is equivalent to non-conditional activation (A*) for positive regulators and vice versa, forming a reverse relationship with the two groups (Fig. 2B) . Notably, this relationship holds for any component of a double negative cascade region created by the presence of two simple negative regulators. Double negative regulators or regions are in general active until inactivated by upstream factors. Among other known double negative regulators made of a single molecule are protein inhibitors for cyclin-dependent kinases that control cell cycle progression. 17) This type of double negative regulators acts as such ones by controlling the flow of a signal originated elsewhere.
Obviously, there are many simple negative regulators working in living organisms. They include various protein kinases that inactivate target molecules such as GAP. These protein kinases are not innately destined to function as negative regulators. They basically work as both positive and negative regulator, but their target molecules determine them to function as either one. Consequently, unlike the double negative-type, this type is generally inactive until activated by upstream factors and behaves just like positive regulators with loss of stimulus-invoked response when inactivated and inversely, emergence of stimulus-free response when forcedly activated (Fig. 2C) .
Inactivation of factor A can be done by treatment with a specific inhibitor such as for protein kinases 18) if one is available, by ablating the gene that encodes it via knockdown, knockout or genome editing, 18) , 19) or by overexpressing a dominant negative-form if one can be made. Alternatively, a natural or man-made null mutant cell for the factor could be used if it can be confirmed that re-expression of the factor can restore the wildtype phenotype. On the other hand, its non-conditionally activated form could be obtained by genetically modifying its molecule by introducing a point mutation or a regional deletion. Many protein kinases and small GTPases have been extensively studied and their regulatory mechanisms are well understood.
20),21)
Consequently, if factor A is one of these, it may be easy to obtain its non-conditionally activated form. Alternatively, overexpression of a natural activator for factor A, such as small G for paired protein kinases, can be used as its unconditionally active form. Furthermore, if A disappears upon stimulation, simple enforced expression of original A itself may be sufficient to generate the same effects as its constitutively activated form. If factor A is a double negative-type regulator, its non-conditionally activated form can also be made by inactivation of the upstream regulator or by creating a similar situation.
To see how useful a data set of the biological effects of inactivation and non-conditional activation of a candidate molecule can be for identifying the interaction cascades under your search, take the Fig. 1 cascades as a model. First, assume that the original cell has factor A, that it responds to a particular stimulus with emergence of a particular phenotype, and that both cells lacking A expression (A-) and cells expressing a constitutively active A (A*) are available. Both cells are then examined for the presence (RD) or absence (R!) of response or the same phenotypic change with or without the addition of stimulus. As shown in Table 1 left half, because each experiment yields either RD or R!, a unique combination of a total 4 results is obtained for each factor. The right half of this table shows the expected results of such experiments if factor A is located at the places numbered 1-22 in Cascade I, 1-10 in Cascade II or bolded 0 outside the cascades (see Fig. 1 ). This table is useful for identifying whether or not your examining factor plays a role in the cascade under your study, and if yes, what the cascade would look like and where it could be located in the cascade. One simple way to use this table is to find a location number that matches your results. To make this easier, data in the table are reorganized so as for all possible combination of results to be listed first and then all the numbered A's to be placed in the list they match, as shown in the expanded table just beneath. Evidently, all the A's located in various cascades are clustered only in several combinations and many of the rest of the mathematically generated combinations are judged to be incompatible and therefore, non-existent. In 2D4DXDX, both A-and A* cells show "no response" despite stimulation whereas in XDXD5D7, they show a "full response" to no stimulation. Thus, in both cases, A is clearly involved in the cascade, yet A-and A* show the same phenotype, which starkly contradicts with the definition of factor A for which an active form can be constructed. For some combinations of possible assay results, such as those marked $ and % (Table 1 lower part), there is no match-up location in the Fig. 1 cascades. Nevertheless, cascades and locations for factor A consistent with those two combinations can be drawn although they both have stimulusinvoked translocation of factor A from one site to another with no clear biological benefits for the presence of such cascades foreseeable (Fig. 3) . Consequently, these cascades may be non-existent in the real world. From the common feature of the cascades where the assayed A's are located and the specific combinatory results owned by each of the assayed A's, one could infer what the studied cascade looks like and whether the cascade is partly redundant, non-redundant or with an inhibitory signal flow-in or the presence of double negative regulators by finding the cascades and locations in Fig. 1 that have the same combinatory result as the factor under analysis. In this regard, it should be noted that the double negative regulator in Cascade I-7 and the one in Cascade II-1 yield the same combinatory results. In another word, in this assay alone, cyclin-dependent kinase inhibitor-type double negative regulators that control the flow of a signal originated elsewhere cannot be distinguished from small G-GAP complextype regulators that automatically generate a positive signal when inactivated by upstream signals. This perhaps is a reflection of the topological equality of these two types of regulation. Consequently, it is always required to consider these two types equally whenever the presence of a double negative regulator is suggested in this assay. Likewise, whether stimulusinvoked response is brought about by activation or inactivation of the effector molecule(s) cannot be determined in this assay (see locations 1 and 22 in Cascade I in Table 1 ). Biochemical analysis of the status of the effector(s) in the presence or absence of the stimulus is therefore needed. As well noted, many biochemical interactions and modifications detected in vitro and even in vivo on a particular protein may be nearly irrelevant to its most critical biological functions. Therefore, one important task of this assay is to quickly determine if a candidate protein is actually involved in the cascade under study. Any factors entirely unrelated to this cascade should produce no effects on the cellular response irrespective of the presence or absence of the stimulus when deleted from the original cell or expressed in a constitutively active form, just like 0 in this table. The lack of any apparent effect in this assay, however, is not sufficient to conclude that factor A is not involved in this cascade. Indeed, as shown in the row of 1D3D6D8, factor A located at No. 5 in Cascade II gives the same result as those present outside. Nonetheless, entirely unrelated factors can be distinguished from those silent in this assay just by analyzing effects on each of the effector molecules no matter whether they are activated by single or multiple cascades. Table 2 shows the results of such an assay. In this assay, A-and A* cells are examined for the presence or absence (R!) of a full (RD) or partial (Rp) response with or without stimulation. In Cascade II in Fig. 1 , a partial response can be identified by lack of activation of either effector E1 or E2 (Re1-or Re2-). The expected responses of factor A's located at the numbered sites in Cascade II are finally compiled just as in Table 1 . In this modified assay, 0 and 5 show a different response: R! for 0 and Re1-for 5 when A* cell is examined in the absence of the stimulus. Thus, assay of each effector molecule if already known could unequivocally determine whether any given factor is involved in the cascade or not. Re2-3
In this experiment, not only the biological response but also the response of the effectors E1 and E2 are examined and scored. RD stands for full biological response (response of both E1 and E2); R! for total lack of response (no response of both E1 and E2); Rp for partial response (response of only either E1 or E2); Re1-for lack of E1 response; Re2-for lack of E2 response. Some location numbers are underlined to draw your attention (see text).
In addition, examination of each effector response is also useful for finding whether they are controlled by a redundant or non-redundant cascade, or whether or not their pathway branches off to activate more than one effector like Cascade II-1 (see 2 and 3 in Table 2 ). Whereas A* at No. 2 in this cascade activates both E1 and E2 in the absence of stimulus, A* at No. 3 activates only E1 under the same condition. Similarly, whereas A-at No. 2 eliminates stimulus-invoked activation of both E1 and E2, A-at No. 3 eliminates activation of only E1. Although the proof of branch-off requires an additional experiment to show that A* at No. 2 cannot induce stimulus-free E1 activation in cells with Aat No. 3, the finding of a cascade branch-off cannot be made without examining each effector response. If more than two effectors are involved in the biological response under study, the same cell assays with Aand A* as in Tables 1 and 2 can be done for each effector to elucidate its controlling cascade first and then all cascades elucidated for individual effectors be assembled to draw an entire picture on the cascades that elicit the stimulus-invoked biological response. In summary, by performing the original and modified sets of cell assays, one could determine whether or not a certain factor is involved as an active component in a particular stimulus-invoked interaction cascade, what the cascade looks like and in some case, the actual location of the factor in the cascade if it is involved.
2. Building a solution-oriented personal knowledge base. The second key element of this strategy is to build a personal mini-scale knowledge base suitable for solving the biological problems that challenge you. The current knowledge base and experimental data related to your particular biological question have first to be re-evaluated on the basis of the availability of firm scientific evidence. Review articles are the most popular knowledge source for many researchers who seek to know the current status of the research fields they are engaged or interested in. However, many of these reviews are written on a flat basis that treats all the reported molecular interactions with nearly equal scientific significance even if proper controls were missing and the cell-based biological materials used for analysis were selected poorly. The first step for building the knowledge base needed is to correct one's own assumptions. In one's mind, information may be classified into three categories: "True, Undetermined and False" or if it concerns personal need, "Accept, Pending and Ignore" as described in Fig. 4 . No matter whether it is for general matters or personal need, the current knowledge base in one's mind is certainly far from being error-free because we tend to believe what we hear and read repeatedly even in the absence of solid supporting evidence and furthermore, we can be misguided by illusions or careless misunderstandings that often originate from our brain's innate activities. 22) In the field of experimental science, I believe that three items can be classified into "Accept" in the personal knowledge base after evidence-based correction: 1) Firmly established knowledge; 2) Carefully executed, mutually consistent experimental results obtained with right materials and strict controls; 3) Scientifically Understanding intracellular molecular interaction cascades No. 8] well supported, independently confirmed conclusions. Among the three, the second is far more important for building an error-less knowledge base not only because information in this category is enormous and highly valued but also because the necessity to use right materials has often been overlooked unconsciously. For many studies in life sciences, live animal cells are a central material when addressing various questions, particularly on physiological intracellular processes of higher eukaryotes. However, historically, immortalized lines of rodent cells were commonly used. These were established to be immortal for ease of handling and maintenance by constantly selecting cell populations with higher proliferative potential under the laboratory culture conditions. Worse yet, for the studies of human cells, cancer cells obtained from patients were similarly derived and used simply because unlike rodent counterparts, primary human cells are extremely hard to immortalize and culture. Differing from the original primary cells, the longtime cultured rodent cells and human cancer cells are very likely to contain genetic and epigenetic alterations that may seriously affect the experimental results and therefore their credibility if you aim to understand physiological cellular processes, particularly those related to cell proliferation and its control. We often encountered this problem with established cell lines. Consequently, it is safer to exclude any cell proliferation-related studies with established lined cells or cancer cells from this category unless there is a reason to believe that no compromise occurred on the credibility of the experimental data or such cells were indeed the object for the study.
In this proposal, the item "any conclusions meaning merely consistent with" is categorized into "Ignore" because it simply means that the experimental data obtained are necessary but may not be sufficient to conclude so. Unless other possibilities are carefully considered and excluded, such a conclusion is of little value and it may cause a misunderstanding that the data shown are sufficient to conclude so. On the other hand, one category named "special attention needed" is created for this solution-oriented knowledge base and contains two items. One is "any unexpected results, particularly in your research field, obtained with the right materials and strict controls, yet clearly reproducible and consistent with all of facts and carefully executed experimental results". Precautions should be taken against unexpected exciting results published particularly in high profile journals because they often prove unreproducible. The other is "newly developed methods and techniques that are likely to aid your current studies". Special attention should be paid to these two items when information corresponding to either one of them comes open because they might provide a critical clue or an incomparable aid to solving your problem.
Conjecture-driven experimentation
The design of experiments governs the entire course and outcome of research the enterprise. Therefore, experiments should be well thought out and designed to minimize the time and effort involved without compromising the credibility of the data obtained. Whenever this is possible, readily available tools and reagents should be used. If initial conjecture is not disproved, perform in-depth analysis to obtain solid evidence in support of the conclusion (Fig. 5) . If it is, make another conjecture and perform a quick analysis. If it is not disproved, perform in-depth analysis on the second conjecture and so on until scientifically firm conclusions on your question are obtained.
In the quest for intracellular molecular interaction cascades, the first step is to search for and pick the best candidate based on your own experimental data and/or all the "Accepted" information on known molecules in your newly built personal knowledge base (Fig. 4) . The molecules that change their biochemical properties or dynamic behaviors in response to the stimulus are among primary candidates. When the best candidate is found, the next step is to design and implement experiments to quickly prove or disprove it at least tentatively. If a specific chemical inhibitor is available, its use is the first choice. If the inhibitor is effective or no inhibitor is available, transient RNAi-mediated knockdown of the candidate can be performed. To make unequivocal judgements in these experiments, confirmation of the effectiveness of the treatments is always required. If the candidate is not disproved in these quick experiments or no such quick experiments can be done, you could proceed to preparing cells lacking expression of the candidate molecule and cells expressing its non-conditionally activated form, preferably in an artificially inducible fashion. As described, there are several established methods for preparing cells completely lacking expression of any gene. 19 ),23) Alternatively, a natural or man-made null mutant cell for the candidate could be used if it retains the original mutant phonotype and reexpression of the factor can restore the wildtype phenotype. On the other hand, preparation of cells expressing a non-conditionally activated candidate molecule may not be possible if no information is available on how to construct its constitutively active form. In such cases, molecules immediate upstream or downstream of the candidate could be manipulated instead if they are already known and cells expressing such manipulated molecules could be used for analyses. Moreover, in case where expression of the candidate molecule is turned off upon stimulation, simple enforced expression of the original molecule could effectively substitute for expression of its nonconditionally activated form. In most cases, whether or not the candidate is a component of the studied cascades can be determined by examining the effects of its elimination in the presence of the stimulus and/or its active form expression in the absence of the stimulus. If it is negative in this assay, yet you still suspect it to be involved, you could perform the elaborate assays described in Tables 1 and 2 . Finally, various layers of biochemical and molecular biological confirmatory experiments are needed to draw scientifically well supported conclusions on the candidate molecule and its partners.
Discussion
As described, the central part of the proposed strategy is pairwise use of cells lacking a certain molecule and those expressing its non-conditionally activated form for analysis. By using this strategy, one could find whether or not any given molecule is a component of the interaction cascades that invoke particular biological responses to a certain stimulus and moreover, what the cascade looks like if this is so. But such pairwise use may not always be possible due mainly to lack of information on how to prepare a non-conditionally activated form for some molecules. However, in many cases, such pairwise use may not be needed to make new findings. The strategy may prove powerful even when such cell pairs are unavailable however.
Besides those of the hematopoietic origin, virtually all the cells comprising adult animals require an anchorage to the extracellular matrix mainly made of fibronectin and collagen for their cell cycle onset and survival. We have long been interested in understanding how the anchorage signal controls this fundamental cell attribute because transformed (i.e., malignant) cells proliferate and survive without anchorage and acquiring this ability is thought to underlie their tumorigenicity and metastatic potential. 24) ,25) Figure 6 summarizes our recent findings about interaction cascades mediating an anchorage signal that controls the cell cycle start. One key finding is that Cdc6 protein, known as a ATP-dependent remodeling factor that assembles prereplicative complexes onto the origin recognition complex (ORC)-bound replication origins in chromosomes, also activates Cdk2 inactivated by binding of p27
Kip1 the protein inhibitor through its ATPdependent removal as well as obstructs apoptosome assembly by ATP-dependent association with activated Apaf1 molecules, thereby securing cell proliferation when cells have committed chromosomal replication. The other is the signal cascade that controls the G 1 -S transition in response to cellular anchorage to extracellular matrix proteins.
When deprived of anchorage, virtually all cells comprising solid organs of adult mammals arrest in G 1 with inactivation of both the G 1 cyclin-dependent kinases Cdk4/Cdk6 and Cdk2. Eventually they die of apoptosis. A decade ago, during a search for cell cycle factors affected by anchorage loss, we incidentally found that in addition to inactivation of the G 1 cyclin dependent kinases, Cdc6 the AAAD ATPase essential for the onset of chromosomal replication Kip1 by removing the bound p27 Kip1 in an APT-dependent manner. Activated Cdk2 phosphorylates several factors that bind prereplicative complexes and finally promotes recruitment of DNA polymerase , and the onset of chromosomal replication. Meanwhile, Cdc6 protein binds induced Apaf1 proteins and obstructs their assembly into active apoptosome to ensure safe cell proliferation. This figure was a modification and combination of those published previously. Kip1 . Meanwhile, active ROCK phosphorylates the C-terminus of the Cdk2-bound p27 Kip1 . Expressed and stabilized Cdc6 protein activates replication origins and also removes the C-terminally phosphorylated p27
Kip1 from the Cdk2, thereby activating this cyclin-dependent kinase required for the onset of chromosomal replication. In parallel, Cdc6 forms stable complexes with E2F-dependently induced and cytochrome C or elseactivated Apaf1 molecules to prevent apoptosome assembly and subsequent cell death, securing cells from death during proliferation. All the three functions of Cdc6 are its ATPase-dependent. disappears completely upon anchorage loss. 26) We began to search for the underlying mechanism with rodent embryonic fibroblasts forcedly expressing Cdc6 as an assay host. When this expressor was treated with rapamycin a highly specific inhibitor of mTOR complex 1 (mTORC1) (A-of mTORC1), Cdc6 protein disappeared just as it did when cells were deprived of anchorage, implying that the mTOR pathway might mediate a signal for cellular anchorage. To confirm this possibility, we chose to use tsc2 !/! rat embryonic fibroblasts and prepared the cells similarly forcedly expressing Cdc6 protein. 27) TSC2 forms the GAP complex TSC with TSC1 to inactivate Rheb the small GTPase that activates mTORC1 the evolutionally highly conserved serine/ threonine-targeting protein kinase (Fig. 6 B) . Because the functional GAP is missing, mTORC1 is constitutively active in tsc2 !/! cells. Thus, this manipulated cell is equivalent to the one expressing A* of mTORC1. As expected, Cdc6 was stable in this cell during anchorage loss. If forcedly expressed Cdc6 disappears upon anchorage deprivation when TSC2 is re-expressed in this cell, one could conclude that the mTOR pathway mediates an anchorage signal at least for controlling Cdc6 protein stabilization. This was indeed the case. 27) Then we examined what part of the anchorage loss effects was reversed by forced activation of mTORC1. Reversed was the activity of the Cdk4/Cdk6-E2F cascade, resulting in activation of E2F-regulated genes including those for Cdc6, cyclin A and Emi1 a natural inhibitor of the APC Cdh1 ubiquitin ligase that degrades Cdc6, cyclin A and others. 27) Thus, the major mechanism for anchorage-controlled stabilization of Cdc6 protein was understood.
The next question we addressed is how the anchorage signal originating from integrins in the plasma membrane controls the mTORC1 pathway. As proposed above, we initially tested chemical inhibitors for protein kinases that have been implicated to participate in integrin-linked cytoskeleton organization controls and a chemical that disrupts actin filaments and inhibits cell division. Of 6 chemicals tested, staurosporine an inhibitor for protein kinase C, myosin light chain kinase and focal adhesion kinase, Y27632 a highly specific inhibitor for Rho-associated kinase (ROCK), and cytochalasin D that disrupts actin filaments were found to cause the same effects as anchorage deprivation on the mTORC1 pathway and the G 1 cell cycle factors including Cdc6. 28) To narrow down candidates further, we tested the tsc2 !/! cell complemented with the shortest TSC2 isoform for its sensitivity to these three chemicals because as described above, we knew that this cell is susceptible to anchorage loss. Quite luckily, unlike original rat embryonic fibroblasts predominantly expressing TSC2 isoform 5 that contains one extra exon, this cell turned out to be sensitive to the ROCK inhibitor but not to staurosporine or cytochalasin D and in addition, we noted that anchorage loss inactivates ROCK. 28) These results strongly suggested that ROCK is the molecule that connects the anchorage signal to the mTOR pathway. This suggestion was confirmed by effective reversal of anchorage loss-induced mTORC1 inactivation by expression of a non-conditionally activated ROCK (A*), which was constructed by deleting its C-terminal region. 29) The next question we addressed is where the ROCK target site is in the Tsc complex. There are 35 sites in the complex that match up to the minimal consensus sequences for ROCK phosphorylation, but only one site in TSC2 is evolutionarily conserved from human through fruit fly and present even in the shortest TSC2 isoform. By conducting construction and functional analysis of an unphosphorylatable mutant of this site, we concluded that this site is phosphorylated in vivo by ROCK and is essential for an anchorage signal to activate the mTORC1 pathway.
28) The key turning point that led us to the conclusion without time consumption was played by the use of the shortest form (lacking two exons) of TSC2 for complementation of tsc2 !/! cells and by the decision to follow the general assumptions in the proposal and pick the unique evolutionarily conserved consensus sequence present in TSC2 as the best candidate for the physiological ROCK phosphorylation site, dispensing with a highly laborious orthodox phosphorylation site analysis. In this regard, it is noteworthy that this shortest TSC2 molecule is a partially inactivated form (partial A-) of a double negative regulator, which effectively eliminates the need of staurosporine/cytochalasin Dsuppressible signal flow-in for inactivating the TSC complex.
In the studies with Rock, we noted that unlike those lacking TSC, cells expressing a constitutively activated ROCK (A*) retain active Cdk2 during anchorage deprivation and can proliferate in anchorage-free methylcellulose semisolid medium though slowly. The activated ROCK in this situation is equivalent to the factor A* located at No. 2 in Cascade II-1, whose signal branches off and activates an additional effector E2 in the absence of stimulus (Fig. 1) . Consequently, this finding prompted us to search for the mechanistic basis for the ROCKinvolved activation of Cdk2. There were several articles that reported C-terminal phosphorylation of p27
Kip1 the major inhibitor of Cdk2 and argued its possible involvement in nuclear exclusion of this inhibitor. 30) But one article provided direct evidence for the importance of this modification for Cdk2 activation, 31) which prompted us to pay attention to this site phosphorylation and perform a series of studies to find that phosphorylation of this site is required for activation of Cdk2, that an active ROCK phosphorylates this site in vitro as well as in vivo and that Cdc6 is additionally required for Cdk2 activation. 32) These three pieces of information led us to finally identify an elaborate mechanism that controls Cdk2 activity during the G 1 -S transition. In this mechanism, Cdc6, the AAAD ATPase previously identified as the assembly factor for the formation of preRC on ORC-bound chromosomal replication origins, removes the bound p27
Kip1 from p27
Kip1 -bound inactive Cdk2-Cyclin A/E complexes through its ATP-dependent remodeling function after anchorage-activated ROCK phosphorylates the C-terminal threonine of the bound p27
Kip1 .
32), 33) This regulatory cascade corresponds to the pattern of Cascade I-6 in Fig. 1 , which requires three cascade signals originating from one stimulus for invoking one particular response. The last development in this series of studies was discovery of an additional unexpected function for Cdc6 the AAAD ATPase: efficient obstruction of apoptosome assembly and consequent cell death by its ATPase-dependent formation of stable complexes with activated Apaf1 molecules. 34) Thus, Cdc6 has a total of three distinct biological functions that promote the G 1 -S transition while suppressing cell death, all relying on its ATP-dependent remodeling activity. 34) , 35) This finding could not have been made without use of cells forcedly expressing Cdc6, which are equivalent in this situation to those expressing a non-conditionally activated form of a given molecule discussed throughout.
As already clear, this proposed strategy is not intended to be used as a tool for the proteomicstype approach, which relies on detection of physical interactions under non-physiological conditions and produces massive data in a short period of time as an extension of an orthodox analytical science. Instead, this is intended to be used as a tool for the reverse genetics-type approach, which relies on detection of functional interactions always in cells under proper physiological conditions and moves step by step with deep deliberation. In this regard, as shown in our recent work on the G 1 -S transition control, use of A* for positive regulators and A-or partial A-for double negative regulators appeared to better serve for solving the problems than other combinations. The reason is simple and as follows. Any molecules involved in a particular interaction cascade are of two types: dynamic components which directly serve to transfer the signal from the immediate upstream component to the immediate downstream component, and static components which support dynamic components to function properly and effectively. Any molecules for which a non-conditionally activated form is makeable can be dynamic components if they are components of a particular cascade and therefore, would greatly facilitate identification of the basic structure of the cascade without time consumption. In addition, use of A* for positive regulators or A-or partial A-for double negative regulators if present is essential to find redundant pathways. As shown by Combinatory response 1D3D6D7 in Table 1 lower part, components in redundant pathways can be detected only by analysis of A* cell in the absence of stimulus.
