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ABSTRACT 
The most popular technique for inspecting natural gas pipelines involves the use of 
magnetic flux leakage (MFL) methods. The measured MFL signal is interpreted to ob­
tain information concerning the structural integrity of the pipe. Defect characterization 
involves the task of calculating the shape and size of defects based on the information 
contained in the signal. An accurate estimate of the defect profile allows assessment of 
the safe operating pressure of the pipe. Artificial neural networks (ANNs) have been 
employed for characterizing defects in the past. However, conventional neural networks 
such as radial basis function neural networks are not always suitable for the following 
reasons: (1) It is difficult to quantify and measure the confidence level associated with 
the profile estimates (2) They do not provide adequate control over output accuracy 
and network complexity trade-off. (3) Optimal center selection schemes typically use 
an optimization technique such as least-mean-square (LMS) algorithm - a tedious and 
computationally intensive procedure. These disadvantages can be overcome by employ­
ing a wavelet basis function (WBF) neural network. Such networks allow multiple scales 
of approximation. For the specific application on hand, Gaussian radial basis functions 
and Mexican hat wavelet frames are used as scaling functions and wavelets respectively. 
The proposed basis function centers are calculated using a dyadic expansion scheme and 
the A:-means clustering algorithm. 
The validity of the proposed approach is demonstrated by predicting defect profiles 
from simulation data as well as experimental magnetic flux leakage signals. The results 
demonstrate that wavelet basis fimction neural networks can successfully map MFL 
xiii 
signatures to three-dimensional defect profiles. The center selection scheme requires 
minimal effort compared to conventional methods. Also, the accuracy of the output can 
be controlled by varying the number of network resolutions. It is also shown that the 
use of a priori information such as estimates of the geometric parameters of the defect 
helps improve characterization results. 
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CHAPTER 1 INTRODUCTION 
Inspection of Gas Pipeline 
The nation's gas pipeline network, consisting mainly of transmission lines, gathering 
pipelines, and distribution lines as shown in Fig. 1.1, transports one of the cheapest 
forms of energy. In-line inspection technologies are routinely employed by pipeline 
Transmission Lines 
(280,000 Miles) 
/ 
Processing and/or Pipeline Pipeline 
Compressor Stations Valves Terminus 
Gathering Lines 
(90,000 Miles) Distribution Mains and Lines 
(835,000 Miles) 
Figure LI Natural gas pipeline system in USA. 
operators to assure the integrity and safe operation of this network. Although a variety 
of nondestructive evaluation (NDE) methods are used, the most popular technique in­
volves the use of magnetic flux leakage (MFL) methods [1][2][3][4]. A typical test nm 
involves sending an MFL inspection vehicle (called the pig) through the pipe as shown 
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in Fig. 1.2 [5|[6][7]. The pig contains a magnet assembly which saturates the pipe wail 
magnetically. Defects and inhomogeneities in the pipe cause the flux to "leak out". The 
leakage flux is measured using Hall elements [8] or coils which are sensitive to variations 
in flux density. The flux leakage signal is sampled and stored on recording devices. 
After the inspection is completed, the recorded signals are downloaded and interpreted 
using procedures which translate the measured signal into information concerning the 
structural integrity of the pipe. A complete MFL signal interpretation scheme would 
consist of three processes as shown in Fig. 1.3: identification, compensation and char­
acterization [9]. The pipeline network includes a significant number of welds, check 
valves, T-sections, sleeves, flanges and anchors as well as corrosion pits or defects. As 
the inspection tool moves through the pipe, the data collected contains not only defect 
information but also leakage flux indications that are benign in nature such as those 
due to welds, valves, junctions, flanges, etc. A signal identification procedure is used to 
distinguish benign indications from potentially dangerous flaws, which include pitting, 
holes, splits, erosion, hydrogen and temperature cycling damage and various forms of 
cracking. 
The next step is the signal compensation process; this consists of compensating the 
Pipe Magnetizer Sensor 
Figure 1.2 Schematic diagram of a gas pipeline inspection system. 
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Defect signal 
Compensated 
defect signal 
Figure 1.3 MFL signal interpretation scheme. 
MFL signal for the effects of operational variables [10] such as pipe grade, residual stress 
in the pipe, velocity of the scanning tool, sensor orientation and location with respect to 
the magnetizer, etc. These variables alter the level and/or shape of leakage signals in a 
complex manner, rendering defect characterization very difficult. Signal compensation 
techniques are procedures that render the raw MFL signal insensitive to operational 
parameters, while retaining sensitivity to defect information. 
The final step is defect characterization; the purpose of this step is Lo find the shape 
and size of defects - a task that falls into a broad class of problems in nondestructive 
evaluation (NDE) called inverse problems. The sections below describe inverse problems 
as they pertain to NDE and approaches to solve them. This is followed by a description 
of some of the approaches that have been proposed for defect characterization. 
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Defect Characterization 
Inverse problems are encountered when a signal measured in a physical process is 
analyzed for causes leading to its origin so that the input to the process with unknown 
parameters governing its behavior is recovered from a limited set of output observations. 
By their verj^ nature, inverse problems are ill-posed mainly because they violate con­
cepts of uniqueness and continuity. For example, more than one type of sensor-defect 
interaction can result in the same measured signal. In NDE, the solution consists of 
predicting the material characteristics of a test object based on observations made of 
energy-material interactions [11], Usually, inverse problems can be approached in three 
ways: a database approach, an iterative approach, and a model based approach. The 
database approach uses a database to compare the result with a stored pattern. One 
advantage of this approach is that causes can be quickly identified if their responses 
match previously stored patterns. The completeness of a database is thus an important 
factor to be considered in this approach. In the iterative approach, a forward model is 
obtained and adjusted until the model prediction matches the measured response. Usu­
ally such a method is useful where closed-form solutions do not exist, and can generate 
accurate estimates of defect parameters. A fonvard model can also produce data sets for 
the database approach. The drawback is that it is computationally intensive. The effec­
tiveness of the iterative approach depends on the initial guess and a priori information 
if an optimization scheme is employed. 
In practice, one of the more popular characterization techniques used in industry 
involves the use of calibration methods which can at best interpret the data in terms 
of equivalent depths, widths, and lengths. In this approach, empirical relationships 
between the defect parameters and the measured leakage flux field signal features are 
established on the basis of data collected from a large number of experiments. A varieint 
of this technique involves the identification and use of features derived from the signal 
0 
to estimate the defect parameter. A method using this approach was presented by 
Shcherbinin et al. [12] who use the algorithm suggested by Bulychev et al. [13] for 
determining the width of crack-like defects. The method requires the area under the 
tangential component of the magnetic field intensity as well as the magnetic permeability 
of the material of the specimen containing the defect. They also present a method for 
determining the depth of defects which is consisted of the singular points in tangential 
component of the leakage field. An overall assessment of the methodology for a variety 
of pipe-wall defects is described in [14]. 
An alternate approach involves using neural networks that are capable of predicting 
the complete profile of the defect. The following section explains the use of the neural 
network approach for both characterization and identification purposes. 
NDE and Neural Networks 
Artificial neural networks(ANNs) have been extensively used to solve inverse prob­
lems, where their solution is in finding the unknown nonlinear relationship between 
inputs and outputs. Solving inverse problems using ANNs is often recast as a problem 
in interpolation to estimate unknown weights or parameters within a space spanned by 
the activation functions associated with the neural network nodes, given a set of input-
output examples. In the area of NDE, the input space corresponds to the domain of the 
NDE signal generated by the inspection tool. When a neural network is employed in 
classification, the input vector to the network is typically comprised of real numbers; for 
example, it could indicate n feature values of an MFL signal. The components of the 
output vector could be made up of binary values which can distinguish as many outputs 
as the number of classes. For example, an output [010] could indicate a weld, [010] a 
defect and so on. Udpa [15] first used an ANN to classify eddy current signals using 
a multi-layer perceptron neural network. A similar but improved neural network was 
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developed at Iowa State University (1998) for classifying MFL signals obtained from gas 
pipelines. Fig. 1.4 shows a screen shot of the above program. 
In the case of defect characterization problem, the input space corresponds to NDE 
signals that are caused by defects, while the output space corresponds to defect charac­
teristics such as length, width, depth and profile or some other quantity related to the 
material properties of the test specimen. In this application (magnetostatic flux leakage 
NDE), the MFL signal is represented by a matrix containing the leakage flux density (in 
Gauss) at location i along the axis of the pipe and location j along its circumference. 
It is measured by an array of Hall-effect sensors along the circumference, as it traverses 
axially along the pipe. The corresponding defect profile can be represented again by a 
matrix that contains the percentage of pipe-wall erosion at those locations. Therefore, 
the characterization process maps the defect signature into a three dimensional defect 
profile, as illustrated in Fig. 1.5. 
Motivation 
Prior work has shown that radial basis function (RBF) neural networks [16][17] can 
be used to predict defect profiles. Chao [18] demonstrated that RBF neural networks 
can be employed for two dimensional defect characterization. Xie et al. [19] extended 
this work to predict three dimensional defect profiles. 
For several reasons, RBF neural networks are not always ideal for characterizing 
defects in gas pipelines (1) It is difficult to quantify and measure the confidence level 
associated with an RBF neural network prediction. In order to generate high confidence 
levels, huge training data sets are needed - in practice it is not feasible to procure these 
data sets for gas pipeline inspection. (2) Conventional functional mapping schemes such 
as RBF neural networks do not provide adequate control over output accuracy and net­
work complexity trade-off. In some cases a rough approximation of the defect profile 
7 
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Figure 1.4 Screen shot of MFL interpretation software. 
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Figure 1.5 Mapping from an MFL signal to a 3-D defect profile. 
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may be sufficient: this can be generated by a network with low levels of complexity. 
In other cases very accurate defect profiles are desired; at these times a computation­
ally intensive neural network architecture must be used. (3) Optimal center selection 
schemes for the RBF neural networks typically invoke the LMS algorithm - a tedious 
and computationally intensive procedure. 
The disadvantages listed above can be overcome by employing a wavelet basis func­
tion (WBF) neural network which is based on a multiresolution functional approxima­
tion using wavelets. Such a scheme can produce multiple scales of approximation by 
increasing or reducing the number of resolutions. 
Objective 
The primary objective of this research effort is to predict the profile of an arbitrary 
pipe-wall defect, taking into account the size and shape of the defect. This research 
differs from earlier calibration curve based approaches since the exact 3-D image of the 
defect is reproduced, as opposed to the mean length, width and depth. It is believed that 
such a characterization will not only enhance the current methods in pipeline inspection 
procedures, but also will lead to improved decisions for remediation. 
Sfjveral WBF neural networks which differ in architecture and the types of wavelets 
employed were reported [20] [21] [22]. However, little attention has been focused on the 
use of experimental data sets whose sampling rate is unknown. 
The purpose of this research is to implement reliable and simple WBF neural net­
works to predict three dimensional defect profiles. Due to the nature of multiresolution, 
the level of prediction accuracy can be controlled by the number of resolutions in the 
network architecture and the confidence of the network prediction can be measured by 
observing the improvement in multiple outputs. These advantages over previous meth­
ods are extremely useful in pipeline inspection procedures since they can reduce the 
9 
inspection costs and form a basis for initiating subsequent remedial measures. 
Dissertation Outline 
This dissertation is organized as follows. In Chapter 2, the physics underlying the 
magnetic flux leakage method as well as mathematical equations describing the process 
for a simple defect geometry are derived. Chapter 3 introduces wavelets and multireso-
lution functional approximation, which provides the fundamental basis for constructing 
the wavelet neural networks explained in Chapter 4. Learning algorithms are presented 
in Chapter 5. Methods for improving the estimates using procedures such as data fu­
sion. and the incorporation of a priori information are also presented. In Chapter 6, 
results demonstrating the effectiveness of the algorithm using both simulated as well as 
experimental data are presented. Finally. Chapter 7 offers a few concluding remarks and 
suggests areas for future exploration. 
10 
CHAPTER 2 MAGNETIC FLUX LEAKAGE METHODS 
The magnetic leakage field method of flaw detection is based on the fact that the 
existence of a discontinuity in the geometry produces a localized perturbation in the 
magnetic field, causing the magnetic flux to "leak out". Thus, in principle, the presence 
of a flaw can be detected by searching the surface of a specimen for leakage flux [14]. 
Consider the example of an unmagnetized steel billet with a surface defect, as shown in 
Fig. 2.1, where S and SD are the cross-sectional area of the billet without and with a 
defect. 
Defect -
Figure 2.1 Magnetic characterization of billet material (Modified from 
Ref. [15]). 
If the flux density in the billet, which is represented as the point Q on the normal 
B — H curve in Fig. 2.2, is BQ, the total flux passing through the billet is BQS. 
This causes the increase of the flux density in the reduced billet area to B' = 
BqiS/Sd) since the same amount of flux passes through in the entire billet. This local 
11 
A 
Magnetization Reld H 
Figure 2.2 Magnetic characterization of billet material (Reproduced from 
Ref. [15]). 
increase of flux density results in a change of the operating point on the B — H curve 
from Q to Q' , and simultaneously a corresponding decrease of local permeability from P 
to P'. Subsequently, such additional flux lines leak into the surrounding medium near 
the defect. 
The above description of the origin of defect leakage field indicates that the char­
acteristics of such a field are determined by the nature, geometry and location of the 
flaw. This leads to an analysis of the leakage field in order to obtain the quantitative 
information on the nature and geometry of a flaw. 
Mathematical models are capable of simulating the physical process range from sim­
ple schemes to elaborate numerical models. One of the simple models may be derived 
by considering a ferromagnetic metal ring of circumference I with a very thin air gap of 
thickness t {[':$> t). When a magnetic field is applied to it, the magnetic field in the air 
12 
gap Hg can be approximated using, 
tlrH 
1+ 
(2.1) 
where H  and represent the magnetic field in the ring and the relative magnetic 
permeability respectively. Forster [16] used this model to produce a simplified prediction 
of surface-crack sizes from measurements of the resultant magnetic flux leakage. The 
MFL field from a through slot, as shown in Fig. 2.3, is almost semicircular shape at 
d i s t a n c e s  g r e a t e r  t h a n  a b o u t  x  ( o r  y )  =  t .  
Figure 2.3 Leakage flux predictions obtained using Forster's model (Repro­
duced from Ref. [17]). 
In addition, the field intensity a short distance into the gap is uniform. Such char­
acteristics lead to the simplification of Eq. 2.1 for the MFL field components: 
H x  = (—)y/(x^ + y^) 
TT 
H, = {^)x/(x' + y^) (2.2) 
TT 
The tangential field Hy normalized by Hg contains double peaks (positive and negative), 
which decreases with lift-off while the axial field Hx is always positive. 
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If the gap is then partially filled mth a material identical to that of the bar, the 
approximation can be obtained by subtracting the contribution from the filled part. 
H .  =  { ^ H y / ( x ^  +  y ^ ) - ( y  +  d ) / l x ^  +  ( : y  +  d ) ' ] }  
TT 
H y  =  { ^ ) { x / { x -  +  y - ) - x / [ x ' ^ +  { y  +  d ) - ] }  (2.3) 
TT 
The second term in Eq. 2.3 comes from the fillea part in Fig. 2.4. From this equation, 
it can be seen that as d becomes smaller, the MFL signal goes to zero. Conversely, the 
deeper the slot, the more intense the MFL signal. Despite the fact that Hx is always 
positive in Eq. 2.3, the MFL field on a sample may exhibit a negative value at or beyond 
the slot boundaries as seen in Fig. 2.5. 
Figure 2.4 Leakage flux line with partial slot (Reproduced from Ref. [17]). 
This is caused by a demagnetizing field. Such a field is generated by the presence 
of a break and subsequently poles appear at the ends of a break, which in turn causes 
demagnetization and hence a reduction in the field intensity. 
Zatsepin and Shcherbinin [18] considered this phenomenon by replacing the surface 
of the slot with opposing layers of surface charge (strip dipole), as shown in Fig. 2.6. 
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Figure 2.5 MFL signal on the experimental defect showing demagnetiza­
tion. 
The magnetic charge on each face is d Q  = cr{r;)dS, q  = [0, d], where a { q )  represents the 
surface density, and dS is the elemental area. The field strength at a point D due to the 
charges situated on one of the faces of the dipole is given by 
d H i  = 2 a { n ) d q T i l r i  
and for the general case, the geometry of the slot shown in Fig. 2.6 yields 
dHij: = 2a{q)[{x + t/2)/{{x + t/2)^ + {y+nf)]dr] 
d H i y  =  2 ( T { r ] ) [ { y  +  T ] ) / { { y  +  t / 2 f - { - { y  +  r i f ) ] d  (2.4) 
for the positively charged face. The contribution from the other face is found by replacing 
t with -t and a{T]) by -e{T]). By holding a{T]) constant along the faces of the slot as Cj, 
a simplified equation which takes into account demagnetization can be derived 
H:r = {—)[tan~\x + t/2)d/{{x + t/2f+y{y + d)) (2.5) 
TT 
- tan~^(x - t / 2 ) d / { { x  +  i/2)^ +  y(j/ +  d))] 
H  =  [ ( a :  + 1 / 2 ) ^  +  { y  +  d f ] [ { x  -  t / 2 f  +  y ^ \  
2ir [{x - t/2Y + (y + rf)2][(x + 4/2)2 + y^\ ^ 
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Figure 2.6 Zatsepin and Shcherbinin model (Reproduced from Ref. [19]). 
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Figure 2.7 Leakage field profiles for various defects [20]. 
An oblique defect, quite common in practice, is considered differently due to the 
geometry and the character of the charge distribution on the sides of the defects. How­
ever, the above mathematical derivation is not adaptable to the prediction of a leakage 
field on complex defects. In order to overcome such difficulties, Lord and Hwang [20] 
employed the finite element method. The principle advantages of this approach over the 
use of simplified principle mathematical models are that it offers a more accurate rep­
resentation of defect geometries, and, perhaps more importantly, the ability to simulate 
the nonlinear magnetization characteristics of the material. Fig. 2.7 shows the predicted 
leakage flux density profiles resulting from the presence of slots cut both normally and 
obliquely to the surface in a magnetized circular ferromagnetic bar, a result that agrees 
with the theoretical work mentioned above. They also proposed a procedure for defect 
characterization of a stirface flaw from the characteristics of its magnetic leakage field 
signal based on estimation of defect depth, width and oblique angle. The magnetic flux 
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line of more complex configurations are given in Hwang's dissertation [21], and in other 
publications by Lord, et al. [22]. 
Assessing the proper severity of a flaw requires not only the approximation of size 
and shape mentioned above, but also the type of a defect present such as distinguishing 
fatigue cracks from inclusions [14]. The performance of such a defect identification pro­
cedure may depend on the strength and direction of the magnetic field [23]. For example, 
small fatigue cracks are detectable in a low magnetic field, but not in a high field. On 
the other hand, the high field provides good sensitivity for inclusions. This leads to the 
method of a magnetic field generation, which is carefully chosen depending on the ge­
ometry of the specimen, the desired direction of magnetic field, the expected orientation 
of flaws, and whether or not the flaws are subsurface. In the case of gas pipeline inspec­
tion. a magnet assembly using a magnetic yoke method of magnetization [24] saturates 
the pipe wall magnetically. This method completes the magnetic circuit with the test 
piece and allows the lines of flux to pass through it. The magnitude of the magnetic 
field may be increased by either increasing the number of coil turns on the yoke or the 
magnetizing current. In some instances, the magnetizing coil assembly may be replaced 
by a permanent magnet, thus eliminating the need for a current supply. 
Once a test specimen has been magnetized, sensors then detect perturbations in 
magnetic leakage field associated with defects. The MFL signal caused by the discon­
tinuity of magnetic permeability on a surface defect takes place not only at the surface 
containing the discontinuity but also on the opposite surface [25] [19]. Fig. 2.8 shows 
flux leakage of a defect measured by a sensor located inside the pipe, capturing the 
lower amplitudes of the leakage flux densities. In practice, sensors are usually oriented 
to respond to the field component normal to the specimen surface, although it can be 
oriented to respond to other component as well. 
The fundamentals of magnetic leakage field described in this chapter only cover the 
origin of leakage field, a few^ highly simplified analytical models and a passing reference 
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Figure 2.8 Leakage flux line with partial slot. 
to the use of FEM method. Although the material does not have a direct influence on the 
analysis methods described in this dissertation, the complete MFL signal interpretation 
scheme as explained in chapter 1 has been developed based on the above fundamentals. 
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CHAPTER 3 WAVELETS AND MULTIRESOLUTION 
DECOMPOSITION 
Wavelet Transform 
The concept of approximation using superposition of functions has existed since 
Joseph Fourier discovered that functions could be represented by superposing sines and 
cosines. However, wavelet-based analysis methods can offer additional insight into data 
analysis situations relative to Fourier analysis methods. The technique splits data into 
different frequency components, and then studies each component with a resolution 
matched to its scale. The most important dissimilarity between the two kinds of analysis 
is that the basis functions of the wavelet transform are localized in both frequency (scale) 
and time, whereas the Fourier basis functions are localized only in frequency. The 
coverage of basis functions in the time-frequency plane shown in Fig. 3.1 indicates that 
the resolution of wavelet transform varies along both axes. In contrast, the resolution 
of the the windowed Fourier transform (WFT) that is used to localize basis functions in 
space is the same at all locations in the time-frequency plane because a single window is 
used for all frequencies. In this case the window is simply a square wave, which truncates 
the sine or cosine function to lit a window of a particular width. This localization makes 
functions "sparse" when they are transformed into a wavelet domain, which results in 
a number of useful applications such as data compression, feature detection in images, 
and noise removal from time series. For example, achieving a comparable approximation 
of functions with sharp spikes usually require substantially fewer wavelet basis functions 
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Figure 3.1 Basis function resolution in the time-frequency plane, 
than sine-cosine basis functions. Approaches using the wavelet analysis such as subband 
filtering techniques, quadrature mirror filters, pyramid schemes, etc. have also been 
found to be useful in signal and image processing. 
The name "wavelet" comes from the requirement that wavelet functions must in­
tegrate to zero, 'Svaving" above and below the z-axis. In addition, they must be well 
localized. There are many kinds of wavelets: smooth wavelets, compactly supported 
wavelets, wavelets with mathematical expressions, wavelets with associated filters, etc. 
Fig. 3.2 shows several different families of mother wavelets including Daubechies, Coiflet, 
Symmlet, and Haar. The wavelet transform uses translations and dilations of a mother 
wavelet, where the translation and dilation are related to the location of a localized win­
dow in time and frequency domain respectively. In the continuous wavelet transform, 
t h e  d i l a t i o n  ( a )  a n d  t r a n s l a t i o n  ( 6 )  p a r a m e t e r s  v a r y  c o n t i n u o u s l y  o v e r  R  w i t h  a  ^  0 .  
Any smoothing decaying function (i^) can be a mother wavelet provided that a wavelet 
is admissible, f ip{x)dx = 0. A function can then be reconstructed from its wavelet 
transform, (a, b) =< /, ipafi > by means of the following formula; 
/
oo roc Hnrth 
/ < /, (3-1) 
-00 J—00 a 
21 
t / 
"f / 
4/ 
\ 
t  
(a) Daubechies (b) Coifiits 
ui 
'•r 
"f 
•/ 
-4 
Figure 3.2 Several different families of wavelets. 
c^=27r r dmom-' 
J — 0 0  
where <. > and «/; denote the inner product and the Fourier transform of li; respectively, 
and the wavelet family is: 
(paA^) = p{-—-) (3.2) 
O t  
The constant in Eq. 3.1 is assumed to be finite, otherwise the admissibility condition 
is not satisfied K 
By restricting a, b  to discrete values, Eq. 3.2, can be rewritten as: 
(3 3) 
Co 
where a = a~K b = ka'^bo and j E Z. If the constitutes wavelet frames which have 
the property of a stable basis (Riesz basis), reconstruction of a function / is possible in 
^If ^ is in £^(R), then iv is continuous, so that C^, can be finite only if = 0, i.e., f il){x)dx = 0. 
(c) Symmlet (ci) Haar 
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a numerically stable way from the < /, > as 
/ = Ej,jt < > h,k (3.4) 
where i p  are the dual frame, and j  and k  represent the translation and dilation pa­
rameters, respectively. Examples of wavelet frames include the Morlet wavelet frame, 
tp{x) = the Mexican hat wavelet frame [26], ty(x) = (1 — x-)e~^^' etc. 
For some very special choices of tp and Oo, bg, the Vj,k constitutes an orthonormal 
basis for I", such as a Daubechies wavelet [27]. If 6o = 1, Oo = 2 are chosen, Eq. 3.3 and 
Eq. 3.4 can be rewritten as 
0 j , k { x )  =  [ x  -  2 - ' k )  (3.5) 
and 
Multiresolution Decomposition 
Multiresolution analysis [28] requires the existence of scaling functions (0) chosen so 
that 
Cn(i>{2x - n) 
We then define V} to be the closed subspace spanned by the k  £  Z ,  with = 
'Vl-^{Vx - k). 
Using the scaling basis functions, the discrete approximation of a function at resolu­
tion j, f2j, can be written as 
f2J = < (/("), 02> (u - 2~-'n) > 
=  - k )  <  ( / ( u ) ,  ( i > 2 } + i i - u )  >  
= (3.7) 
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Eq. 3.7 shows that the discrete approximation is nothing but filtering followed by a 
uniform sampling at a rate 2K It can be computed by convolving filter h and an ap­
proximation at a resolution i + 1, fv+i- Consequently, f-ij can be derived from fi by 
repeating this process, which is referred to as the pyramid transform. Fig. 3.3 shows 
coarsely approximated functions (a) are derived from a function (s) using the above 
transform. 
SlgMt iM Appiaanwtcn(» 
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Figure 3.3 Function approximation using multiresolution analysis (IEEE 
Transactions on Pattern Analysis and Machine Intelligence, Mal-
lat, 1989). 
Wavelets are the basis functions of the subspace W ,  where V} © W j  = V j +i. The 
information difference of function / between resolution j and resolution j + 1 can be 
described using a wavelet {ip) as 
D  •  /y = <  f { u ) ,  i l ; 2 i  - 2~%) > (3.8) 
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By using equation 3.7 and 3.8, a signal can be decomposed into two tenns as 
/ ( ^ )  =  <  / .  < t > h k  >  4 > j , k  
~ ^ ^ 4^j—l,k "I" ^ 'Pj-l,k (3-9) 
where the wavelets ipj^k are generated through translation and dilation of the mother 
wavelet, given by ihj^k {^) = {Vx — k). In Eq. 3.9, the first term represents the 
approximation at resolution j — 1 and the second term, the detailed information (in­
formation difference) between resolution j — I and resolution j. Expanding Eq. 3.9 by 
decomposing down to resolution /, 
/(^) = Y,k 2^1=/ '^k ^ ^'klpm,k (^) (3.10) 
where Sm,k =< f,<Pm,k >, dm,k =< f , P m , k  >  •  A signal at a resolution j  can in other 
words be decomposed as 
S'f (3.11) 
Eq. 3.11 of the multiresolution functional decomposition implies that a portion of the 
function is present in each subspace and the addition of detailed information provides a 
closer approximation to the desired function. 
The above concept of multiresolution decomposition can be implemented in the form 
of neural networks whose basis functions involve a family of wavelets. In the next 
chapter, the architecture and theory of operation for such neural networks as well as 
those of the conventional neural networks are described. 
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CHAPTER 4 NEURAL NETWORKS 
Introduction 
Artificial neural networks (ANNs) have attracted considerable interest in the research 
community largely due to a growing recognition of the potential alternatives they offer to 
conventional pattern classification and functional approximation schemes. Serious stud­
ies in the area began when Rosenblatt made a significant breakthrough by developing 
the perceptron algorithm in attempting to mimic the human brain. A variety of neural 
networks have since been developed ranging from simple extensions of the perceptron 
algorithm to more exotic varieties such as cellular neural arrays. Hardware implementa­
tion using VLSI makes ANNs very attractive for real-time applications involving pattern 
recognition, signal processing, and control. 
The primary feature of ANNs is a massively parallel distributed processing that 
is capable of storing and retrieving experiential knowledge. The characteristics of the 
ANNs are determined by the nature of the densely interconnected processing elements 
called nodes, and by the strengths of the interconnections, called synaptic weights, which 
are used to store the knowledge. Such a structure resembles the human brain in the 
sense that synapses are structural and functional units that interconnect neurons. The 
fundamental form of ANNs consists of three elements as illustrated in Fig. 4.1: synapses, 
an adder, and an activation function. The model also includes an externally applied 
threshold (or bias), 0, that has the effect of applying an affine transformation to the 
output of the adder. In mathematical terms, a neuron can be described by the 
26 
r  X  
Input 
Signals 
V X ,  
Activation 
Function 
Adder 
Synaptic 
Weights 
Figure 4.1 Model of a neuron. 
following equations: 
and 
J=1 
xj = <^(u - Q) 
where x  are the input signals, m  are the synaptic weights of the neuron, u  is the adder 
output, Q is the threshold, is the activation function, and (/ is the output signal of 
the neuron. The ANN acquires knowledge through a learning process which modifies 
the synaptic weights to achieve the desired output. Mathematically, a neural network is 
nothing but a complex, highly nonlinear mapping from an input space on to an output 
space. The generalization process, then, simply uses the defined weights to produce the 
output for the unseen input signal. 
Two types of networks have been used to analyze MFL signals as mentioned in Chap­
ter 1: multilayer perceptron (MLP) for classification, and radial / wavelet basis function 
neiu*al networks for characterization. This dissertation describes only the latter type, 
which focuses on characterization problems. The architecture and theory of operation 
for radial basis function neural networks are described in the next section, followed by 
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the wavelet basis function neural networks, which employs the concept of multiresolution 
analysis described in Chapter 3. 
Radial Basis Function Neural Networks 
The process of training a neural network may be viewed as an exercise in curve fitting 
or as solving an approximation problem in multi-dimensional space for a set of given 
data points and a desired level of fit. This viewpoint was first explored by Broomhead 
and Lowe [8], using radial basis function (RBF) in the design of neural networks. The 
architecture of RBF networks, in its most basic form, involves three different layers, as 
shown in Fig. 4.2: an input layer with source nodes, a single hidden layer which operates 
as a kernel node, and an output layer. The requirement is to find an input-output 
Figure 4.2 Architecture of a radial basis function network. 
mapping function that passes through the training data and provides the best fit to 
the data in a statistical sense. The mapping is accomplished in two stages. First, a 
nonlinear transformation connecting the input layer to the hidden layer is defined by 
a set of radial basis functions. A linear transformation is then performed between the 
hidden layer and the output layer. Subsequently an interpolation is performed during a 
28 
generalization process with unknown data. The interpolation problem in a strict sense 
may be stated as follows: 
Given a set of N  different points {xj G SR^I i  =  1,2,and a corre­
sponding set of iV real numbers (rfj € z = 1,2,..., N}, find a function 
f :W 3?^ that satisfies the interpolation condition: 
f{ x i )  = di, i = 1,2,..., N  
where / is constrained to pass through all the training data points. 
A solution using a radial basis function (RBF) technique is: 
N  
/(x) =5^u;j0j(||x-Cj||) (4.1) 
j=i 
where {(pj(x)| j  = 1,2, is a set of basis functions, c j s  are the centers of basis 
functions, and the wj constitutes a new set of weights. Eq. 4.1 can be rewritten in a 
matrix form as: 1 
<M 
1 
u;i d i  
021 022 • • • 02iV W 2  
= 
d 2  
0iVl <i>N2 • • • 0<ViV W N  d.\ 
or equivalently, 
w(f) = d 
where d represents the desired response vector. 
However, training an RBF neural network using the above equation results in a poor 
generalization since the number of radial basis functions is constrained by the number of 
data points. The problem is usually overdetermined and the network may end up fitting 
misleading variations called overfitting, thereby resulting in a degraded generalization 
performance. The generalization properties can be improved by employing some form of 
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prior information. A theorem called "regularization for solving ill-posed problems", is 
often invoked to stabilize the solution by means of some auxiliary nonnegative functional 
that embeds prior information [7]. This theorem ensures a unique and stable solution by 
restricting the range of possible solutions. This may be achieved by imposing smoothness 
constraints. The theorem states: 
The approximation function / can be found by minimizing an error cost 
function 
^(/) = W) + A£c(/) (4.2) 
where A is a regularization parameter (smoothness constraint). In Eq. 4.2, 
the first term represents a standard error which is the difference between the 
desired and the actual response 
£.(/) = 1/2 
I 
while the second term represents regularization error, 
f.(/) = l/2A||Pf|p, 
where P is a linear differential operator which embeds prior information. 
There exists a deep connection between RBF neural networks and the solution of 
approximation problems formulated using 
The regularization [29] The usual approach of minimizing an error cost function in 
RBF neural networks employs an appropriate value of regularization parameter, A, a 
desired response vector, d, and a weight vector obtained as follows: 
w = (^ + AI)-^d 
However, computing the above equation is prohibitively expensive to implement in com­
putational terms for large numbers of data, especially large matrices are involved due to 
the likelihood of ill-conditioning. 
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In order to minimize the computational burden, generalized RBF neural networks 
search for a suboptimal solution, /, in a lower-dimensional space that approximates the 
regularized solution by expanding on a finite set of basis functions 
/(^ ) = (4.3) 
where ( p j  is a set of basis functions. Usually the number of basis functions { M )  is less 
than the number of data points (N) thereby avoiding ill-conditioning problems frequently 
encountered when the inverse of a large matrix is computed. The new set of weights is 
calculated so as to minimize the cost function defined bv 
N  
E i=l 
M  
+Aiip/ir' (4.4) 
The minimization of Eq. 4.4 with respect to the weight vector w yields the result 
(G'^G + AGo)w = G'^d (4.5) 
where 
G(x;c) =exp ^-^(||x -c^j 
and G and Go are defined by 
(4.6) 
G = 
Go 
G(xi;ti) G(xi:t2) 
G(x2;ti) G(x2;t2) 
G(x,v;ti) G(xiv;t2) 
G(ti;ti) G(ti;t2) 
G(t2;ti) G(t2,"t2) 
G(t,vr;ti) G(tAf;t2) 
G(xi;tjv/) 
G(x2;tA/) 
G(Xiv;tAr) 
G(ti;tA/) 
G(t2; til/) 
G(tiv,/; tAf) 
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As the regularization parameter approaches infinity in Eq. 4.5, the computed fit has 
maximal smoothness - in an extreme case, we obtain a straight line. Conversely, if the 
parameter A approaches zero, the solution is determined solely on training data. This 
means that the given training data is enough to train a network if a solution exists. In 
this case, the weight vector converges to the pseudoinverse solution. 
w = G+d, A = 0 
where G"*" is the pseudoinverse of matrix, G"*" = (G^G)~^G^. 
Training a neural network in a case where the regularization parameter is zero in­
volves calculating the unknown parameters in Eq. 4.3: the linear weights (w) associated 
with the output layer and the position of the basis functions (c) and their widths (a). 
Different learning strategies have been proposed depending on how the basis function 
centers and weights in the output layer are calculated. When the basis centers are fixed, 
the solution for the output weights can be computed using the least-squares fit method 
[30]. The centers can be also calculated using self-organized learning methods such as 
the fc-means clustering algorithm [31] or one of its several variants [32]. The weights 
can then be computed. The straightfor\vard training process is an advantage that RBF 
neural networks enjoy over multi-layer perceptron neural networks. If all parameters 
are allowed to vary, a supervised learning process using the least-mean-square (LMS) 
algorithm employing the following adaptive formulas may be used for computing all the 
parameters including centers, weights and widths 
V c j  =  —  C j  •  W j  •  ( f > i j  •  ^  •  { X i  —  C j )  
^ uij ~ 
where e,'s are the difference between the predicted output and the true output. Pre­
vious studies indicate that good results can be obtained using a supervised learning 
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technique [33]. 
Wavelet Basis Function Neural Networks 
Wavelet basis function neural networks exploit the multiresolution function approx­
imation concept described in Chapter 3 using a limited number of wavelets, ii), and 
scaling functions, 0, 
/ = E ("t") 
k = l  j = l k = l  
where L  and N J  are the number of resolutions and the number of translated basis 
functions at resolution j respectively, and tpl is a. dilated (Ar) and translated (j) version 
of a mother wavelet. The architecture of a typical VVBF neural network implementing 
the above equation is similar to RBF neural networks in that both networks have a 
single hidden layer as shown in Fig. 4.3. In contrast to RBF neural networks, a VVBF 
neural network employs a family of wavelets as basis functions and has sets of wavelet 
function nodes depending on the number of resolutions. 
Several such networks with varying architectures and types of employed wavelets have 
been reported in literature. Zhang and Benveniste [11] introduced Wavelet Networks 
employing the first derivative of a Gaussian function, which satisfies frames requirements, 
as a basis function. The locations of basis functions (translation) were determined by 
using a density function and then optimized by employing a stochastic gradient algorithm 
that is similar to the backpropagation algorithm. The network implements the following 
functional approximation scheme 
i V  
f i x )  =  H  W k i p [ D k { x  -  ffc)] +  g  (4.8) 
fc=i 
where tkS are the translation vectors, the DkS are the diagonal dilation matrices and g 
is a nonzero mean function with finite support instead of a scaling function. 
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Figure 4.3 Architecture of a wavelet basis function neural network. 
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Zhang et al. [13] employ an orthogonal scaling function as a basis function, which 
provides a unique representation of the function being approximated. The locations of 
the basis functions are set using a dyadic scheme with the number of basis functions 
(2^^ + 1] at resolution M, where a certain error condition was satisfied. This results in 
the following approximation equation 
/(^) = £ Ck(i)M,k (4.9) 
k  
where 0 represents scaling function, and Ck represents the exclusive coefficients. Com­
pared with the neural network proposed by Zhang and Benveniste [11], this neural 
network is generally not an RBF network since scaling functions can be radially non-
symmetric. 
Bakshi and Stephanopoulos [12] developed networks using both scaling functions and 
wavelets as basis functions. The approximation equation given by 
-V L L J^ 
/U) = £ CkCpLki^) dkjipkj{x) (4.10) 
fc=l j = l k = l  
implements a hierarchical, multiresolution learning scheme where k  represents a transla­
tion parameter, j represents a dilation parameter and Nj is the number of basis functions 
at resolution j. The basis functions are located using a dyadic scheme with the coeffi­
cients determined by minimizing an appropriate cost function (L^ norm). 
Previous work using VVBF neural networks employed multi-dimensional sample data 
that was evenly spaced with a known maximum resolution. In such a case, the locations 
of orthogonal discrete functions such as Daubechies wavelets or Battle-Lemarie wavelets, 
could be calculated using a dyadic grid. On the other hand, only continuous basis func­
tions can be used for interpolating test data when dealing with unevenly spaced sample 
data whose sampling rate is unknown. Also, implementation using orthogonal wavelets 
is computationally prohibitive because a large number of mother wavelets are required. 
In practice, it would be difficult to implement such wavelet bases for n > 3. Therefore, 
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there have been studies on the connections between general multi-dimensional wavelets 
and neural networks in order to utilize one of the main features of neural networks: 
the ability to solve multi-dimensional problems [34] [11]. Kugarajah and Zhang [35] 
showed that single-scale ^ multidimensional wavelet frames could be built by using a 
single mother wavelet thereby reducing computational complexity. One candidate of 
such wavelet frames is the radial basis function, which not only possesses good approx­
imation properties but also provides a solution to the regularization problem. Eq. 4.7 
can be rewritten using radial basis functions as: 
A:=l k = l  
= Z4'phll^-Cifc||)+ ^4^'I(||x-4||)+ (4.12) 
A:=l fc=l A:=l 
= (ll^-C)fc||)+X]5^40]t(||^-4||) (4.13) 
k = l  j = l k = l  
coarse fine 
where the s's and d's are the coefficients, Cj the centers of the basis functions, and 
||x - c|| = ci)- + (x2 - H 1- (2:„ - Cn)-. Fig. 4.4 describes the decompo­
sition process of the above equation; a function at the top level is first decomposed into 
two components at the next level (Eq. 4.11): coarse approximation and detail infor­
mation. This coarse term can again be divided at the third level (Eq. 4.12). At the 
L"" resolution, the coarsest approximation corresponds the first term in Eq. 4.13 and 
the detailed information corresponds the second term. This constitutes all the detailed 
information from resolution 1 to L. 
Training a VVBF neural network essentially consists of determining parameters in 
Eq. 4.13, which includes the centers (c), widths (tr) of basis functions, the network 
'A single dilation parameter is used in all the dimensions of each wavelet in the single scale case. 
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Figure 4.4 Decomposition using a multiresolution analysis. 
weights (u;), the total number of resolutions ( L ) ,  and the number of basis functions 
at each resolution { N j , j  = 1 , L ) .  When the first three parameters, which are the 
same as those in RBF NNs are obtained using an optimization scheme, the gradient is 
calculated both at the coarsest resolution and at finer resolutions as a function of 0 or 
ip. All parameters are updated using: 
x j { k  +  l ) = x j { k ) - - / k V . ^ { E { £ ) )  
Assuming E { £ )  «  
Xj{ k  + 1) ss x j { k )  -  7 f c V x j  { £ )  
where the gradient, V is calculated as follows 
• Center 
i  ° 3  
^ c j  { S { i p ) )  =  - Y ,  e . -  •  W j  •  ( l ) i j  '  ( x . -  -  C j )  •  ^  •  ( a ]  -  | | x i  -  C j f )  
i < j^ ll^ t Cjii 
(4.14) 
(4.15) 
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• Spread 
T 7  I C (  i W  '  1 1 ^ '  /  l l ^ j  ^ j l l "  
i  " j  \  J  
• Weight 
{£{<!>)) = -Yl^i-'Pij 
i  
i  
Additional details concerning learning algorithms are presented in the next chapter. 
The description includes methods for improving the estimates using procedures such as 
data fusion and the incorporation of a priori information. 
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CHAPTER 5 METHODS 
Basis Functions 
Basis functions are selected for approximation in such a way that the norm error is 
minimized with a minimum number of basis functions. Intuitive criteria can be used 
to select a basis function. For example, in the case of classification problems, the Haar 
wavelet can be chosen because of the small number of discrete values. For approximation 
problems, sets of wavelet basis functions are chosen depending on the nature of hyper-
surface. realizing that a high degree of smoothness of the surface is essential for obtaining 
good generalization in the case of multidimensional problems with limited training data 
[7]. In general, it is very hard to determine if a single wavelet that minimizes the norm 
error for a variety of problems exists. 
In this study, the Mexican hat wavelet introduced by Daubechies [27], 
is used for following reasons: First, this wavelet frame satisfies the admissibility condi­
tion, ip{x)dx = 0, and the frame property. The wavelet decays rapidly in the time 
and frequency domains and the frame constant ^ is very near unity. Second, compared 
with the first derivative of a Gaussian, i)(x) = xe^, the performance is significantly 
/ is a frame, there exist frame bounds A and B such that 
(5.1) 
The frame constant is defined as 
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better ia that: (1) The network with the Mexican hat basis function generated smaller 
squared errors, (2) In the case of the first derivative, the first overfitting was observed 
with three resolutions, while the network with a Mexican hat basis function can support 
four resolutions without overfitting. Intuitively the Mexican hat wavelet appears to be 
a good choice due to the fact that its shape is similar to the MFL signature generated 
by a rectangular slot. 
In this study, a Gaussian radial basis function, which possesses good approximation 
properties and provides a solution to the regularization problem as described in Ch. 4, 
is used as a scaling function. Both basis functions are plotted in Fig. 5.1. 
Training 
The approach for training radial VVBF NNs should be considered differently from 
those employed for RBF NNs due to the multiresolution nature of the representation. 
The centers of the basis functions can be estimated using the A:-means clustering 
algorithm or one of its several variants. The number of centers at each resolution can 
be determined heuristically. Previous studies have shown that the performance of the 
network is highly dependent on the location and number of centers. Therefore, an LMS 
algorithm is typically employed in order to obtain better performance instead of using 
the A-means clustering algorithm - not only for determining the optimal locations but 
also for determining the widths of the centers. However, such an algorithm is unsuitable 
for training a multiresolution network since: 
(5.2) 
Center 
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Figure 5.1 Basis functions for a wavelet basis function neural network. 
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1. An optimization of width which is associated with a basis function may lead to 
significant errors in the multiresolution mapping if appropriate constraints are not 
imposed. In other words, wide variations in width between basis functions or be­
tween resolutions violates the principles underlying the multiresolution approach. 
2. An optimization procedure is not only computationally expensive but also com­
plex requiring control parameters such as the number of iterations, stopping error 
criterion, learning rate, etc. Invoking the same procedure at every resolution may 
be prohibitively expensive if the number of resolutions is high. 
To overcome these disadvantages, we use a dyadic selection scheme for calculating 
the location and number of centers. Since the task at the lowest resolution is to coarsely 
approximate the function, the locations of basis functions are chosen using the A:-means 
clustering algorithm. This corresponds to the first term in the jipproximation given by 
Eq. 4.13. Subsequently, new centers which correspond to the second term in Eq. 4.13 
are calculated using the dyadic selection scheme to obtain finer approximations. The 
dyadic selection scheme is similar to the dyadic dilation scheme in wavelet theorv-. The 
centers at the next resolution are expanded by dividing the Euclidean distance between 
adjacent centers at the previous resolution as shown in Fig. 5.2. Based on this scheme, 
the number of centers at the resolution is 2 x n — 1, where n is the number of centers 
at the {j — 1)"' resolution. If too many basis functions are used and overfitting has 
occurred, a center pruning algorithm may be needed in order to eliminate unnecessarv' 
centers. Selecting the best subset of B for fitting F amounts to selecting a subset of 
- , ip^^} that spans the space closest to F. One approach is to measure the 
contribution of each basis function to the cost function in an average sense. 
The residual vector of the wavelet neural network, 7, can be written as 
7 = F — BW 
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Figure 5.2 Location of basis functions based on dyadic selection. 
Then 
= F'^F - F'^BW-W'^B^F+ W'^B^BW 
= F'^F - W'^B'^BW. (5.3) 
Because the wavelets in B come from a wavelet frame, they are roughly orthogonal. 
Then, Eq. 5.3 can be approximated as follows: 
7^7 s; - {wi + • • • + wlf) (5.4) 
Thus the wavelets corresponding to the smallest coefficients Wi contribute least to the 
minimization of 7^7. If the size of the wavelet network is to be reduced, the wavelets 
corresponding to the smallest coefficients should be removed. 
43 
Support 
Support is determined in such a way that basis functions cover the entire input space. 
The range of input space is the maximum of Euclidean distances between the input data 
and centers. In this study, a single scaling function (Gaussian function) is used at the 
finest resolution for a smooth approximation. The support can be obtained based on 
the a — ij relation derived from the Gaussian function, y = exp as follows 
^ ^2 * log(y) 
where 3  is an input and i j  is the corresponding output value as shown in Fig. 5.3. 
Thereafter, standard deviations at other resolutions are obtained using a dyadic scheme. 
Gaussina function with « 
y 
P Input Space 
Figure 5.3 Calculation of support. 
Weights 
The network weights are calculated in such a way that the norm between the pre­
dicted output F and the desired output F is minimized, min 
the network output can be written in a matrix form as 
F - F  . From Eq. 4.13, 
F = BW (5.6) 
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Two types of learning methods can be employed to calculate the weight matrix, W: 
incremental learning and one-sweep learning. The incremental learning method uses the 
hierarchical structure of multiresolution approximation in such a way that the sum of 
squared errors at the current network resolution is used as the desired value at the next 
resolution. Once the weight matrix, w'' is calculated at the current resolution, k, this is 
kept fixed at the lower resolution levels. Therefore, the weight matrix of a network is 
composed of the weight matrix at each resolution 
W = w'' 
u;"~^ 
where n is the number of resolutions. For example, at the first resolution, the network 
output at the coarsest resolution, yo, 
F  = [^-1 • [»"] 
j 
« 2/0 (5.7) 
where the basis functions, 0, consist of scaling functions and the weight matrix, lo", is 
calculated using the pseudoinverse, 5"*", [30] 
W = {B'^B)-^B'^F 
=  B - ^ F  ( 5 . 8 )  
The error can be calculated as follows: 
C o  =  f { x )  -  y o  (5.9) 
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where Cj is the squared error and di is the desired value at ith resolution. The error cq 
is then used as the desired output. Similarly, Eq. 5.7 and 5.9 can be rewritten as follows 
at the 2nd resolution: 
d i = Y l ~ V i  
j  
and 
ei = d x -  y i  
=  d o  —  U o  —  U i  
=  d o  
Finally, the total error is given by: 
~ dji yji 
=  d o -  Z k = Q  y k  
=  d - f { x )  
In the case of one-sweep learning, Eq. 5.6 can be rewritten as follows when m finer 
resolutions are added, 
F  = [0° (5.10) 
where 5 is an r x p matrix (r is the number of training samples, p  is the number of 
basis functions) which represents the weights between the input and middle node, and 
W is the p X q matrix {q is the number of output node) representing the output weight 
matrix. The unknown output weight matrix can be calculated using the pseudo-inverse 
or any other optimization method which seeks to minimize the squared error, 
W  =  m m \ \ F - B W f  
Performance comparison in terms of squaxed errors indicates that the one-sweep learning 
method outperforms the incremental learning method in this specific application. 
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MFL inspection systems can measure three components (axial, radial and circumfer­
ential components) of the flux leakage field depending on the orientation of the sensors. 
Such different components may be treated as multiple sources of data. When multiple 
sources of data are available, a parallel neural network architecture shown in Fig. 5.4, 
can be used. The combined output response F, can be written in a matrix form as 
Data I 
Data 2 W ,  
Output J 
Data ft 
Neural 
Nenvork 2 
Neural 
Network I 
Neural 
Network n 
Figure 5.4 Parallel neural networks. 
F  =  [ X i X a  X „ ]  W  
=  X  •  W  (5.11) 
where X  is a matrix containing the output of all the single neural networks, X, i  =  
1 ,  •  •  •  , n .  E q .  5 . 1 1  c a n  b e  s o l v e d  f o r  W  a f t e r  c a l c u l a t i n g  t h e  p s e u d o - i n v e r s e  o f  X .  
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Procedure 
An appropriate mother wavelet and a scaling function have to be selected. In this 
study before training the network, Gaussian function and Mexican hat function are cho­
sen as the scaling function and mother wavelet respectively. The procedure for training 
the radial VVBF neural network consists of three steps as shown in Fig. 5.5: coarse learn­
ing, fine learning, and center pruning. Training starts at the coarsest resolution. After 
selecting centers using a simple clustering algorithm, a weight matrix is calculated by 
using the pseudo-inverse. When an additional (finer) resolution is added, new centers 
are calculated using a dyadic selection scheme. The iterative procedure is stopped when 
the squared errors increase or the number of basis functions exceeds half the number 
of training data samples. Wavelet basis functions which contribute little to the output 
domain are then removed. A more detailed description of the procedure is follows. 
1. Train (p node. 
(a) Choose the number of centers(A:). 
(b) Find centers Cj / = 1,2,..., A: the using A:-means algorithm. 
(c) Determine support {a) at the finest resolution. 
i. Find input value of scaling function using || x — c||. 
ii. Obtain support (cr) of scaling function, which covers input space. 
(d) Calculate the basis function matrix By = $ {xi — cj) 
(e) Obtain pseudoinverse B'^  of B using the singular value decomposition method. 
(f) Calculate output Y  =  •  W  
(g) Compare output with desired output. 
(h) If the output deviates significantly from the desired value, adjust the number 
of centers and go to step (b). 
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Figure 5.5 The training procedure for a radial VVBF neural network. 
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(i) If output approximates the desired output to within a stipulated error level, 
go to next step to add node. 
2. Add if) nodes for better approximation. 
(a) Calculate centers using dyadic selection scheme. 
(b) Add new node using a wavelet as a basis function instead of a scaling function. 
(c) Follow procedure used for establishing (p nodes from step 1. (d). 
3. Adjust centers. 
(a) Calculate contribution to 7^7 associated with each center. 
(b) Prune centers based on Eq. 5.4. 
(c) Go to step 1. (d). 
Neural Networks With A Priori Information 
Approach 
The mean square error during a learning process consists of the sum of two terms: 
bias and variance [36]. The variance associated with the approximation error may be 
significant, even if the approximation is unbiased. In these cases, a bias is deliberately 
introduced in order to reduce the variance of an approximating function. 
A biasing scheme needs to be designed for each specific application. The network 
may be biased to provide improved results by incorporating a priori knowledge into the 
network design. As an example, estimates of the geometric parameters associated with 
the defect can be employed as a priori information to improve the prediction of the 3-D 
defect profile. Fig. 5.6 shows an overall scheme of a neural network that employs a priori 
information. Its specific use in a neural network structure is illustrated in Fig. 5.7. In 
50 
Magnetic Flux 
Leakage signal 
Wavelet Basis Function 
Neural Network 
A Priori 
Information 
Surface Profile Depth y 
Defect Profile 
Figure 5.6 Over? 11 scheme of a neural network with a priori information. 
this study, estimates of the length or depth information are used as a priori information. 
The length was estimated directly from a 2-D MFL image, while the depth was predicted 
using a simple neural network. The following section demonstrates several methods for 
obtaining the estimates of the length and depth of the defect. 
bias 
Input 
Signals 
outpu 
Figure 5.7 Architecture of a neural network with a bias. 
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A Priori Information 
Width and Length 
We estimate the length and width of the defect by calculating the footprint of the 
defect along the axial and circumferential directions on a pipe surface. It is assumed 
that the 2D MFL footprint matches the physical dimensions of the defect. This implies 
that blooming is negligible. The footprint of the defect is obtained by employing a 
boundary extraction scheme. The boundary extraction algorithm segments the leakage 
signal image from the background. The maximum values of the length and width of the 
segmented leakage signal image are calculated and assumed to be equal to the length 
and width of the defect. We use a boundary extraction algorithm suggested by Nawapak 
[37] that is based on the concept of a particle in a force field, as shown in Fig. 5.8. This 
algorithm has an advantage over conventional methods in that: (1) it avoids the need for 
explicit identification of a threshold level and (2) controls the level of detail by changing 
the spread of the operator. This algorithm can also be used to visualize a complex 
defect such as natural corrosion, as shown in Fig. 5.9. However, the above algorithm 
works poorly in the case of long defects since these defects have MFL signatures with 
disconnected peaks. An alternative method for overcoming this drawback is to measure 
Figure 5.8 Particle in a force field. 
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Figure 5.9 Boundary extraction on a natural corrosion. 
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the distance between two saddle points caused by the abrupt changes at both ends of 
defect as illustrated in Fig. 5.10. However, this method is only useful for estimating the 
length from the axial component of the MFL signal. 
The estimation of maximum depth of a defect is more complicated than the esti­
mation of its width or length since the peak amplitude is not a simple function that is 
affected only by the depth. The peak amplitude of an MFL signal is affected by several 
factors including the whole geometry of the defect. A number of features of the MFL 
signal should therefore have to be employed in order to estimate the maximum depth. 
One possible way of estimating depth is to combine the features of an MFL image and 
the peak amplitude of MFL signal assuming that width, length, and depth are the three 
primary parameters of a defect. The features of an MFL image in this case characterize 
the footprint of a defect and can be represented by the shape of the 2-D image using 
image processing techniques. After the features are obtained, a neural network can be 
< 
no.'of samples 
Figure 5.10 Distance calculation between two saddle points. 
Depth 
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employed to predict the maximum depth using both the computed features and the 
peak amplitude. Two tjqjes of shape features were evaluated. These include the central 
moments and Fourier descriptors (FDs). 
Fourier descriptors are a useful set of features to describe closed curves. They are 
defined as follows: A typical closed boundary sho^vn in Fig. 5.11 can be described by 
a sequence of coordinates u{k) = [x(A:),y(^')], obtained by sampling the curve in a 
clockwise clock-wise direction [38]. Each point can be treated as a complex number 
Real axis 
Figure 5.11 Boundary representation. 
u { l )  =  x { l )  +  j y { l ) -  The sequence is periodic with period L and can be therefore be 
expanded in a Fourier series 
"(0 (5-12) 
where 
a, = i 
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Persoon [39] approximated the closed curve with a polygon of m sides with vertices 
located at the sample points [2;(A:),?/(A:)] and obtained an expression for the expansion 
coeflScients as shown in Fig. 5.12. 
r m 
{n2ir)-
where 
Ik = ~ K > 0 and IQ = 0 
= 7p pr, so \bk\ = 1 
— V'Jtl 
v,=v^, 
Figure 5.12 Polygonal boundary. 
The Fourier coefficients are sensitive to translation and starting point For exam­
ple, the FDs with a fc"* point as a starting point is given by Sk = where 
So represents the FDs before the starting point is moved. In order to reduce the sensi­
tivity to these factors, the starting point is always located the bottom of the boundary. 
Fig. 5.13 shows the effect of the starting point on two similar boundaries obtained from 
3"x3" (a), where (c) shows that the discrepancy of two FDs was decreased after moving 
the starting point (ten FDs from real coefficients and the other ten FDs from imaginary 
coefficients). 
'Fourier descriptors are not directly insensitive to rotation, scale, translation and starting point. 
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Figure 5.13 Effect of Fourier descriptors by moving an origin. 
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An alternate approach is to use the method of moments. Moments are often employed 
for the automatic identification of a pattern, its size and orientation. The shape of images 
c a n  b e  d e s c r i b e d  q u a n t i t a t i v e l y  u s i n g  m o m e n t s .  F o r  a  2 - D  c o n t i n u o u s  f u n c t i o n  f { x , y ) ,  
the moment of order (p + q) is defined as 
Depending on the order, such moments characterize the feature of a image: the zero-
order moment represents the total image power, the first-order moment its centroid, the 
second-order moment its size and orientation and so on. 
It can be shown [40] that if is pieccwise continuous and has nonzero values 
only in a finite part of the x - y  plane, moments of all orders exist and the moment 
sequence, rripq, is uniquely determined by f{x.y). Conversely, rripg uniquely determines 
f{x,y). The central moments can be expressed as 
j j x ^ y ' ^ f { x , y ) d x d y  (5.14) 
(5.15) 
where x = y = 
moo ^ ^00 
For a digital image, Eq. 5.15 becomes 
A'p'j = E ~ J/) V(^, y) (5.16) 
X y 
The central moments of order up to 3 are 
/iio — 0 
Hoi — 0 
IJ-n 
TTIiqUIQI 
mil 
moo 
/^20 TTIQQ 
M02 TMoo 
^^30 mzQ — 3x77220 + 2x^77110 
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/io3 = ?7i3o — 3ymo2 + 2'i/^moi 
^21 = "^21 — 2xmu — + 2x^moi 
^12 = "^12 - Symii - xmo2 + 2y^mio 
The normalized central moments rjpq which eliminate the effect of a image size are 
denoted as 
Voo 
where 7 = + 1) and p q = 3,4, •••. Fig. 5.14(a) shows the second and third 
order normalized central moments of different 2-D MFL edge images of defects which 
differ in length and width. The effect of defect depth on the moments are shown in 
Fig. 5.14(b). One advantage this approach has over FDs is that it can be applied to 
noisy or complicated shaped boundaries. 
The value of using a priori information is demonstrated in the following chapter 
using both simulated and experimental data. 
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Figure 5.14 Normalized central moments. 
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CHAPTER 6 IMPLEMENTATION RESULTS 
The performance of WBF neural networks was evaluated with respect to their ability 
to characterize MFL defect signatures using data obtained from finite element method 
(FEM) simulations [41] as well as actual experiments. In the case of the simulation 
data, axial as well as circumferential components of the flux leakage field were utilized. 
In the case of experimental data the axial component was only available. These data 
was applied as an input to the neural network which was trained to generate a matrix 
with elements that indicated the degree of metal loss in the pipe wall. 
Simulation Data 
Data Generation 
Twenty-seven signals were generated by simulating a pig in a gas pipeline, which 
contains cup-cake shape defects. A typical cup-cake shaped defect simulated using the 
FEM algorithm is shown in Fig. 6.1. The cup-cake defects can be characterized using 
three parameters: 
• depth { d ) :  the percentage of pipe wall thickness 
• length (/): the distance along the pipeline direction 
• width (t/;): the distance along the circumference 
Fig. 6.2 shows typical axial and circumferential components of the MFL signal. Most in­
spection tools generate an axially oriented magnetic field, and are consequently sensitive 
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Figure 6.1 Geometry of the defect profile used in the simulation study. 
only to the presence of circumferentially oriented inhomogeneities. Therefore, defects 
which are oriented largely in the axial direction generate a weak signal, while long defects 
along the circumferential direction produce strong signals. 
These data sets were divided into three groups based on differences in defect depths: 
20%, 50%, and 80%. Table 6.1 describes the length and width of defects in each group. 
Additional data was generated using interpolation techniques. 
Table 6.1 Geometric parameters of 20% deep simulation defects. 
type length (in.) width (in.) 
1 0.6 0.6 
2 1.2 0.6 
3 2.4 0.6 
4 0.6 1.8 
5 1.2 1.8 
6 2.4 1.8 
7 0.6 3.6 
8 1.2 3.6 
9 2.4 3.6 
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Figure 6.2 Tj^iical MFL signal generated by a FEM model. 
63 
Density Dependence 
In order to examine the dependence of output accuracy with the density of training 
data sets, two different data sets were used. These are called dense and sparse data 
sets 
An upside-down view of defect profile predictions as shown in Fig. 6.3 clearly demon­
strates that the error decreases when the number of resolutions is increased, using the 
dense data set. A coarse prediction can be obtained using one resolution and improve­
ments in prediction can be obtained by increasing the number of resolutions. Similar 
results were observed with the other test data. Fig. 6.4(a) shows the squared error be­
tween the desired and predicted outputs as a function of the number of resolutions for a 
number of defects. On the other hand, it is observed that the squared errors increase 
very often when the number of resolutions exceeds three in the case of the sparse data 
set, as seen in Fig. 6.4(b). This indicates that the required network resolution depends 
on the density of training data. The number of resolution can be successively increased 
until the error starts to increase, which is an indication of overfitting. 
Noise Effect 
The effect of noise on the characterization results was examined by adding Gaussian 
noise to all signals. The peak amplitude of noise was 10% of the peak amplitude of the 
weakest MFL signal. This ratio was considered a significant amount of noise based on 
the experimental data sets described in the next section. Fig. 6.5 shows the effects of 
using noisy data. Adding noise causes a severe degradation in the output performance 
when compared with a dense, noise-free data set. However, the output accuracy can be 
controlled by the network resolution. 
^The total number of sigUcils in the dense data set was 129, while a sparse set contained 108 signals. 
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Figure 6.3 Effect of increasing the number of resolutions on the prediction 
results. Figure shows upside-down view of the defect for clarity. 
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Figure 6.4 Comparison of squared error obtained between dense and sparse 
data sets. 
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Figure 6.5 Squared error obtained when a noisy data set is used as input. 
Circumferential Component 
In order to examine the benefits of using the circumferential component, both the 
circumferential and axial components were applied to a parallel neural network as de­
scribed in chapter 5. The performance of this network was compared to neural networks 
using a single component. As can be seen in Fig. 6.6, similar results were achieved from 
neural networks using axial and circumferential components individually (broken line 
for a circumferential component and dotted line for an axial component). On the other 
hand, the squared error of a parallel neural network using both components combined 
(solid line) was lower compared to errors obtained using a single component. This indi­
cates that the circumferential component may serve a useful purpose in improving the 
accuracy of defect characterization. However, the parallel network appears to suffer from 
problems of overfitting with a smaller number of resolutions in the case of an axially 
oriented defect. 
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Figure 6.6 Squared error obtained when both axial and circumferential 
components are employed compared to result obtained using a 
single component only with (a) 2 resolutions and (b) 3 resolu­
tions. 
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Experimental Magnetic Flux Leakage Signatures 
Data Preparation 
A number of MFL signals were obtained by Tuboscope Vetco Pipeline Services, H. 
Rosen USA and Battelle using experimental test facilities operated by Battelle, Colum­
bus at West Jefferson, Ohio. The facilities allow MFL signals to be obtained from a 
number of defects machined on 24" diameter pipes. Fig. 6.7 shows a typical machined 
defect [42]. The defects can be described using four defect geometric parameters as 
Positinn: 2-1 
Defect No: 55 
Figure 6.7 Photograph of a typical machined defect. 
shown in Fig. 6.8: length (/), width {w), depth (rf), and the surface angle (sa). The 
defect profiles are represented by a 61 x 61 matrix whose elements correspond to the 
defect depth (in terms of wall thickness). Since the MFL signal is sampled every 0.1", 
the matrix size allows defects up to 6.0" long and wide to be represented. The outer 
edge of the bottom of the defect can be described by the following equation: 
surface 
angle 
Width (Inch) 
Figure 6.8 (a) Geometry of a defect profile used in the analysis, (b) Typical 
defect profile after zero padding. 
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where the center of the defect bottom is (0,0) and x and y represent the distance from 
the defect center along the axial and circumferential directions respectively. 
The performance of the approach was evaluated using three different data sets: data 
set I, II and III. Data set I and II were generated by Tuboscope Vetco Pipeline Services 
Inc., Texas. Data set II was less noisv* and was obtained with a higher resolution pig. 
Signals from these data sets are compared in Fig. 6.9. The signals were captured from 
the same defect. Data set III was produced by Rosen USA, Texas. A signal to noise 
ratio of this set was significantly better when compared with the other sets. Fig. 6.10 
shows signals belonging to set II and III obtained from a 6" x 1" x 20% deep defect. 
Unfortunately data set III is a much smaller data set. The performance was measured 
using the squared error {Eg) between the true profile (d) and the prediction (/*) 
In addition to using the above performance measure, visual representations such as 3-D 
views or their 1-D scans are displayed along with corresponding true defect profiles to 
verify or show output accuracy. 
Data Set I 
Preprocessing was performed by zero padding the background value so that the size 
of each input MFL signal matrix is 42 x 116, which was the maximum size within 
this data set. A total of 35 training signals from defects differing in depth (35%, 50%, 
65%), width (1, 2, 3, 4.5, 6 in) and length (1, 2, 3, 4.5, 6 in) comprised defect set 
I. The surface angle of these defects used for training was 45°. Signals from defects 
whose surface angle was other than 45° (such as 23° and 90°) were utilized to testing. 
The geometric parameters of this test data set are listed in table 6.2. Line scans 
71 
Data set I [50%, 3'x3'] 
200-, 
Circuinferential 
(a) Data set I 
Data set II [50%. 3'x3-] 
Clicumlerential 
Figure 6.9 Typical signals contained in data set I and II. Signals are ob­
tained from a 3" x 3" x 50% deep x 45° angle defect. 
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Circumlerential 
Rosen data [20%, 6*xl'] 
Circumferential 
Figure 6.10 Typical signals contained in data set II and III. Signals are 
obtained from a 6" x 1" x 20% deep x 45° angle defect. 
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Table 6.2 Geometric parameters of experimental defects used for testing set 
I. 
type depth (%) length (in.) width (in.) surface angle (°) 
1 50 1.0 1.0 23 
2 50 ^ 1.0 6.0 23 
3 50 3.0 3.0 23 
4 50 3.0 6.0 23 
5 50 1.0 1.0 90 
6 50 1.0 6.0 90 
7 50 3.0 3.0 90 
8 50 6.0 1.0 23 
9 50 6.0 1.0 90 
10 50 6.0 3.0 23 
11 50 6.0 3.0 90 
12 50 3.0 3.0 45 
along both axial and circumferential directions plotted in Fig. 6.11 show the differences 
between training (solid line) and test signals due to lift-off, run-to-run inconsistencies 
and the defect surface angle. Notice that the sudden change at both ends of the signal 
in the background level was introduced during the preprocessing step. The asymmetry 
along the circumference was caused due to an adjacent defect. 
The characterization results were obtained using a WBF neural network with the 
same number of input nodes as the number of elements in MFL matrix (42 x 116 = 
4872). The number of output nodes is equal to the number of points in the defect 
profile matrix (61 x 61 = 3721). The number of centers at the coarsest resolution was 
three. The standard deviation at the finest resolution was calculated using Eq. 5.5. 
Fig. 6.12 shows the errors for each test data as a function of the number of resolutions. 
The prediction improves up to two resolutions (broken line); however, overfitting was 
observed with three resolutions (solid line) for wide (6") defects. Overfitting can be 
decreased by reducing the number of centers using the method explained in Ch. 5. The 
squared error obtained with the reduced number of centers is compared with previous 
results in Fig. 6.13 at the third resolution. The result shows that the performance 
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Figure 6.11 Differences between training and test signals. 
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Figure 6.12 Squared errors obtained as a function of number of resolutions 
for each defect type. 
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Figure 6.13 Effect of pruning centers. 
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can be improved by eliminating wavelets that contribute little to the reconstruction. 
The prediction obtained with the increased number of resolutions, is shows in Fig. 6.14 
through 6.16. The lines were scanned along the axial and circumferential directions. 
This indicates that the level of output accuracy can be increased in a controlled manner 
by increasing the number of resolutions. The corresponding three dimensional cutaway 
views of the predicted profile with three resolutions are compared with the true defect 
profile in Fig. 6.17 through 6.19. 
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Figure 6.14 Effect of changing the number of resolutions for a 50% deep, 
3" X 3", 45° angle defect profile (true: —, predicted: —). 
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•O.OSf- -0.05 
(a) 1 resolution 
-OOS -0.05| 
-0.3 
(b) 2 resolutions 
-0.1 -0.1 
•0.2 
(c) 3 resolutions 
Figure 6.15 Effect of changing the number of resolutions for a 50% deep, 
6" X r', 23° angle defect profile (true: —, predicted: —). 
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(a) 1 resolution 
-0.05 
-0.2 
S « 2 3 4 J 
(b) 2 resolutions 
•005 
(c) 3 resolutions 
Figure 6.16 Effect of changing the number of resolutions for a 50% deep, 
6" X 3", 23° angle defect profile (true: —, predicted: —). 
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Width (Inch) 0 0 Length (Inch) 
(a) True profile 
Width (Inch) 0 0 Length (Inch) 
(b) Predicted profile 
Figure 6.17 Three dimensional cutaway view of true and predicted defect 
profiles for a 50% deep, 3" x 3", 45° angle defect. 
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Width (Inch) 0 0 Length (Inch) 
(a) True profile 
Width (Inch) 0 0 Length (Inch) 
(b) Predicted profile 
Figure 6.18 Three dimensional cutaway view of true and predicted defect 
profiles for a 50% deep, 6" x 1", 23° angle defect. 
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Width (Inch) 0 0 Length (Inch) 
(a) True profile 
Width (Inch) 0 0 Length (Inch) 
(b) Predicted profile 
Figure 6.19 Three dimensional cutaway view of true and predicted defect 
profilesfor a 50% deep, 6" x 3", 23° angle defect. 
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The characterization result improves gradually as the number of resolution increase. 
It is relatively easy to discover overfitting since the characterization results deviate dras­
tically at that stage relative to the result obtained at the previous resolution. 
The feasibility of using a priori information to improve characterization accuracy 
was investigated using this data set also. In order to obtain geometric parameters, a 
footprint of the defect on the pipe surface was obtained by extracting the boundaries 
of the 2-D MFL image. Fig. 6.20 shows a typical footprint, obtained using a boundary 
extraction algorithm. The (/-axis represents the axial direction. The length and width of 
a defect could be estimated by measuring the dimensions of the footprint along the axial 
and circumferential directions. Since a signal spreads in the circumferential direction, 
the footprint width is greater than the true width of the defect. Results show that the 
length of the footprint matches the length of the defect closely. For example, the length 
of defects shown in (a) and (b) of Fig. 6.20 were almost identical to the true length 
which was 1 inch. Similarly, the lengths of defect images shown in both (c) and (d) of 
Fig. 6.20 were close to the true defect which was 3 inches. In fact, a reasonable estimate 
of the length of the defect can be acquired very easily from MFL images. However, the 
width cannot be estimated accurately from the footprint. Widths computed from images 
shown in Fig. 6.20 (c) and (d) were not close to the true defect width (3"). In order 
to overcome this drawback, a boundary was obtained from the edge image ^ instead of 
obtaining it from the 2-D MFL image. This process reduces the effect of low frequency 
components observed due to blooming of the MFL image in the case of deep defects. 
The width estimates obtained from the edge image shown in Fig. 6.21 is closer to the 
true value. Typical boundaries of the MFL images listed in Table. 6.3, are shown in 
Fig. 6.22. 
In order to estimate the maximum depth of a defect, shape features were first cal­
culated using central moments. These features were presented to a simple RBF neural 
^The edge image was obtained using the 3x3 Sobei operator [43]. 
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(c) 3" X 3", 50% deep (d) 3" x 3", 65% deep 
Figure 6.20 Boundary extracted from 2-D MFL images. 
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Table 6.3 Geometric parameters of defects. 
defect # depth {%) length (in.) width (in.) 
1 50 3.0 3.0 
2 65 3.0 3.0 
3 50 1.0 1.0 
4 50 1.0 6.0 
5 50 3.0 6.0 
6 35 3.0 6.0 
-f t 65 1.0 3.0 
8 65 1.0 6.0 
9 65 3.0 6.0 
network along with the peak value of MFL signal. Fig. 6.23 shows estimates of the depth 
obtained with a very limited number of training and test signals (marked as "o" and 
respectively). 
The estimated geometric parameters (length, width and depth) can be used as a 
priori information to improve the performance of VVBF NNs. However, due to the 
quality of data and the limitations of the boundary* extraction algorithms, a priori 
information could not be obtained for all training and test data sets. In this data set, 
we assumed that the length can be derived from the axial component of an MFL signal. 
Neural network employing a priori information offered superior performance. The bar 
chart in Fig. 6.24 represents the difference between errors obtained with and without a 
priori information. Positive bars imply that neural networks using a priori information 
outperform those that do not use such information. The results shown in Fig. 6.25 
through 6.26 should be compared with results shown in Fig. 6.16 through 6.15. 
Data Set II 
The data contained in set II was zero padded in a manner similar to the way that 
data in set I was produced. In addition, the signals were altered in such a way that 
half the signal affected by blooming was replaced with the other half after flipping it 
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in the axial direction. This results in a signal that is sjTnmetric in the axial direction 
as shown in Fig. 6.27. The size of each MFL matrix is 55 x 199 after preprocessing. 
Table 6.4 and 6.5 describe geometric parameters of the training and test data sets. The 
distribution of the data is illustrated in Fig. 6.28 in the case of 50% deep defects. 
Results similar to those obtained with data set I were obtained. These results were 
obtained by controlling the number of resolution, pruning centers and using a priori 
information. 
However, there was a difference in the manner that a priori information was ex­
tracted. Instead of estimating length from the footprint, the length was estimated by 
measuring the distance between the two lower saddle points in the signal. Since the sam­
pling interval is fixed (0.1"), it is also possible to estimate the length of the defect by 
measuring the number of samples between the lower saddle points in the signal. Fig. 6.29 
shows the correlation between the true length and the number of samples between the 
lower saddle points. 
The effect of a priori information on the characterization results are summarized in 
Fig. 6.30 through 6.35. It is evident that the use of a priori information, in general, 
improves the overall performance. 
Data Set III 
This data set consisted of signals from 28 different types of defects. The training 
and test data set consisted of one signal from each type. The geometric parameters of 
the defects are shown in Fig. 6.6. The number of centers was set at five at the coarse 
resolution and the maximum number of resolutions was two. After zero padding, the 
size of the input signal was 256 x 45. The depth was estimated using a simple RBF 
NN with two central moments and a peak value as inputs. Estimated depths for the 
test data shown in Fig. 6.36 were within 10% of the true depth. In most cases the depth 
was within 5%. 
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The depth information was used as a priori information. The effect of the use of a 
priori information are illustrated in Fig. 6.37 and Fig. 6.38. Line scans of typical profile 
estimates are shown in Fig. 6.39 through 6.42. 
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Figure 6.21 Boundary extracted from 2-D edge images. 
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Extracted Boundaries on data set 
iSr  
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Figure 6.22 Boundaries extracted from edge images. 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 O.B 0.9 
Profile (normalized) 
Figure 6.23 Comparison of true vs. actual depth estimates obtained with 
training (o) and test data (•). 
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Figure 6.24 Performance improvement obtained when a length is employed 
as a priori information. (Positive value implies the error ob­
tained without using a priori information is greater than the 
error obtained when a priori information is used.) 
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(b) with a priori information 
Figure 6.25 Effect of a priori information on prediction results for a 50% 
deep, 6" x 3" defect profile (true: —, predicted: —). 
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(b) with a priori information 
Figure 6.26 Effect of a priori information on prediction results for a 50% 
deep, 6" x 1" defect profile (true: —, predicted: —). 
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(a) Raw MFL signal 
Figure 6.27 Effect on preprocessing on the signal. 
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Table 6.4 Geometric parameters of experimental defects used for training 
in data set 11. 
type depth (%) length (in.) width (in.) surface angle (°) 
1 35 3 1 45 
2 35 3 3 45 
3 35 3 6 45 
4 35 6 1 45 
5 35 6 3 45 
6 35 6 6 45 
7 50 1 1 45 
8 50 1 3 45 
9 50 1 5 45 
10 50 2 1 45 
11 50 2 3 45 
12 50 2 6 45 
13 50 3 1 45 
14 50 3 2 45 
15 50 3 3 45 
16 50 3 5 45 
17 50 3 6 45 
18 50 5 1 45 
19 50 5 3 45 
20 50 5 6 45 
21 50 6 1 45 
22 50 6 2 45 
23 50 6 3 45 
24 50 6 5 45 
25 50 6 6 45 
26 65 1 1 45 
27 65 3 1 45 
28 65 3 3 45 
28 65 3 6 45 
30 65 6 1 45 
31 65 6 3 45 
32 65 6 6 45 
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Table 6.5 Geometric parameters of experimental defects used for testing in 
data set II. 
type depth (%) length (in.) width (in.) surface angle (°) 
I 50 1 1 23 
2 50 1 1 90 
3 50 3 3 23 
4 50 3 3 90 
5 50 3 6 23 
6 50 3 6 90 
7 50 6 1 23 
8 50 6 1 90 
9 50 6 3 23 
10 50 6 3 90 
11 50 1 1 45 
12 50 3 1 45 
13 50 3 3 45 
14 50 3 6 45 
test 
train 
• (HI • 
EI * • El • 
• 
• » Q 
• B • n » • 
3 4 
Length (in.) 
Figure 6.28 Data distribution of 50% deep defects 
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Figure 6.29 Estimation of length by measuring the distance between two 
lower saddle points. 
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Figure 6.30 Performance improvement obtained when a length is employed 
as a priori information. (Positive value implies the error ob­
tained without using a priori information is greater than the 
error obtained when a priori information is used.) 
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(b) With a priori information 
Figure 6.31 Line scans of the predicted profile with and without the use of 
a priori information for a 3" x 3" x 50%, 23° angle defect. 
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(b) With a priori information 
Figure 6.32 Line scans of the predicted profile with and without the use of 
a priori information for a 1" x 1" x 50%, 23° angle defect. 
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Figure 6.33 Line scans of the predicted profile with and without the use of 
a priori information for a 3" x 6" x 50%, 90° angle defect. 
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Figure 6.34 Line scans of the predicted profile with and without the use of 
a priori information for a 6" x 1" x 50%, 23° angle defect. 
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Figure 6.35 Line scans of the predicted profile with and without the use of 
a priori information for a 6" x 3" x 50%, 23° angle defect. 
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Table 6.6 Geometric parameters of experimental defects used for training 
and testing in data set III. 
type depth (%) length (in.) width (in.) surface angle (°) 
1 20 3.0 1.0 23 
2 20 3.0 1.0 45 
3 20 3.0 1.0 90 
4 20 3.0 3.0 45 
5 20 3.0 6.0 23 
6 20 3.0 6.0 45 
7 20 3.0 6.0 90 
8 20 6.0 1.0 45 
9 20 6.0 3.0 23 
10 20 6.0 3.0 45 
11 20 6.0 3.0 90 
12 20 6.0 6.0 23 
13 20 6.0 6.0 45 
14 20 6.0 6.0 90 
15 50 1.0 1.0 23 
16 50 1.0 1.0 45 
17 50 1.0 1.0 90 
18 50 1.0 3.0 45 
19 50 1.0 6.0 23 
20 50 1.0 6.0 45 
21 50 1.0 6.0 90 
22 50 3.0 1.0 45 
23 50 3.0 3.0 23 
23 50 3.0 3.0 45 
25 50 3.0 3.0 90 
26 50 3.0 6.0 23 
27 50 3.0 6.0 45 
28 50 3.0 6.0 90 
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Figure 6.36 Comparison of true and estimated depths. 
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Figure 6.37 Squared errors obtained as a function of number of resolutions 
for each defect type (—: I resolution, - 2 resolutions). 
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Figure 6.38 Performance improvement with a depth is used as a priori in­
formation. (Positive value implies the error obtained without 
using a priori information is greater than the error obtained 
when a priori information is used.) 
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Figure 6.39 Line scans of typical predicted 3-D profiles (true: predicted: 
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CHAPTER 7 CONCLUSIONS 
A new approach for training a multiresolution wavelet basis function neural network 
for characterizing three dimensional defects in gas pipeline inspection is proposed. The 
validity of the proposed approach is demonstrated by predicting defect profiles from 
simulation data as well as experimental magnetic flux leakage signals. 
The results demonstrate that wavelet basis function neural networks employing dyad-
ically expanded centers can successfully map MFL signatures to three-dimensional defect 
profiles. The center selection scheme requires minimal effort compared to the conven­
tional methods. Also, the accuracy of the output can be controlled by systematically 
varying the number of network resolutions. It is also shown that the gradual improve­
ment in the characterization results as the number of resolution increases is relatively 
easy to discover overfitting. The performance can be improved by employing the radial 
and/or circumferential components in addition to the axial component. Full characteri­
zation of a defect profile allows more accurate estimation of the safe operating pressure. 
However, in order to obtain accurate predictions of defect profiles, a consistent and 
comprehensive training data set is necessary. Sparse training data sets result in poor 
prediction and overfitting. 
The use of a priori information such as estimates of geometric parameters (length, 
width and depth) helps improve characterization results. Methods for obtaining such 
information can also be employed for estimating 1-D defect profile parameters such as 
length, width and depth. The use of boundary extraction algorithms may be useful not 
only for estimating the defect size more accurately, but also describing and visualizing 
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complex defect shapes. Experimental results show that the depth may be estimated 
within a reasonable error bound using a simple RBF neural network with shape features 
obtained using central moments or Fourier descriptors. 
Although the methods described in this dissertation show considerable promise, more 
work lies ahead. 
• The lack of a comprehensive training data set represents a severe handicap. For 
example, signals for 80% deep defects were not included in data set I and II. This 
has an adverse affect on characterization results particularly in the case of defects 
whose parameter values lie close to the missing parts. This can be remedied by 
using data that can be generated using simulation models. The use of o priori 
data using estimations which have good interpolation properties may also help. 
• The structure of WBF neural networks that were employed is not hierarchical in 
that the network is trained at all resolutions instead of training each resolution 
separately. Alternate choices of wavelet frames need to be investigated for employ­
ing a hierarchical structure. A proper optimization scheme needs to be used at 
each resolution. 
• A robust boundary extraction algorithm is required to improve the performance. 
The algorithm used in this dissertation results in an estimate that deviates con­
siderably when tracking local extrema. An algorithm capable of tracking local 
extrema within a boundary can improve the performance considerably. This is 
particularly true in the case of axially long defects. 
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