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SECOND ORDER SPIRAL SPLINES
LYLE NOAKES
Abstract. Second order spiral splines are C2 unit-speed planar curves that can be used to interpolate a list Y of n + 1 points
in R2 at times specified in some list T , where n ≥ 2. Asymptotic methods are used to develop a fast algorithm, based on a pair
of tridiagonal linear systems and standard software. The algorithm constructs a second order spiral spline interpolant for data
that is convex and sufficiently finely sampled.
1. Introduction
Given a finite sequence T of real numbers T0 < T1 < . . . < Tn, a pair V of vectors V0, Vn ∈ Rm and a finite sequence
Y of points Y0, Y1, . . . , Yn ∈ Rm where m ≥ 1, an interpolant of (Y, V ) at T is defined to be a C2 curve y : [T0, Tn] → Rm
satisfying y(Tj) = Yj for 0 ≤ j ≤ n, as well as the auxiliary conditions y(1)(T0) = V0 and y(1)(Tn) = Vn on derivatives y(1) of
y at T0 and Tn. Then y is said to interpolate (Y, V ) at T .
A standard interpolant is the minimiser y of
J(y) :=
∫ Tn
T0
‖y(2)(t)‖2 dt
where ‖ ‖ denotes the Euclidean norm, and y(2) is the second derivative. There is precisely one minimiser, namely the cubic
polynomial spline which is the C2 piecewise-cubic polynomial interpolant with knots at T . The cubic polynomial spline
is easily calculated from T and (Y, V ), by solving a tridiagonal system of linear equations [10]. It is much more difficult,
both from a theoretical and practical point of view, to find C2 interpolants that are unit-speed, namely ‖y(1)(t)‖ = 1 for all
t ∈ [T0, Tn].
Unit-speed curves are significant for highway and railway design [19], [20], motion planning for robots [14], and path planning
for unmanned aerial vehicles and military aircraft [9], [18]. Whereas cubic polynomial splines always exist, an evident
necessary condition for existence of a C2 unit-speed interpolant is
(1) ‖Yj − Yj−1‖ ≤ Lj := Tj − Tj−1 for 1 ≤ j ≤ n.
By an elastic spline we mean1 a critical point of the restriction of J to the space of unit-speed interpolants. An elastic spline
is known to be precisely a C2 interpolant that is a track-sum y of elastica (elastic curves) yj : [Tj−1, Tj ]→ Rm. An elastica
is defined as2 a critical point of J restricted to unit-speed curves yj where yj(Tj−1), y
(1)
j (Tj−1), yj(Tj), y
(1)
j (Tj) are all
prescribed in advance. Elastic splines are extensively studied, with well-developed algorithms for interpolation, as discussed
in §2. These algorithms for elastic splines require solutions of systems of nonlinear equations for variable parameters, and
consequently very significant effort, compared with the sparse linear systems needed for interpolation by (non-unit-speed)
polynomial splines.
Besides elastica there are simpler classes of unit-speed track-summands called polynomial spirals [14]. The well-studied class
of clothoidal splines, whose curvatures are C0 and piecewise-affine, is insufficiently rich for interpolation when T is given in
advance. In the present paper we suppose that the inequalities (1) hold strictly, and consider the larger class of second order
spiral splines, namely interpolants that are C2 track-sums yθ of second order generalised Cornu spirals, whose curvatures are
C0 and piecewise-quadratic in the parameter t.
In the present paper the data (Y, V ) is generated by unknown strictly convex3 curves x with suitably bounded derivatives,
and sufficiently fine sampling specified by T . The setting is described in detail in §3. In §4, §5 a pair of tridiagonal linear
systems defines a C1 cubic polynomial spline θˆ : [t0, Tn] → R. Our construction echoes the well-known algorithm for
polynomial cubic splines, where there is a single tridiagonal system [10]. As with the classical algorithm, our linear systems
are well-conditioned and very quick to solve. Our construction is more than twice as complicated as the classical algorithm,
and requires more care to implement, but the description in §4, §5 is straightforward.
Unfortunately the same cannot be said for the proof of Theorem 1, which is our main result. The proof, spanning §6, §7, §8,
§9 uses a number of difficult asymptotic expansions, followed by a sequence of careful manipulations and many equations.
Theorem 1 says that, relative to a parameter  > 0 measuring distances between successive data, we have θˆ = θ+O(4) where
yθ is the desired interpolant. This immediately gives rise to some approximate interpolants by spiral splines, as illustrated
in Examples 1, 2, 3. More significantly, as demonstrated later in §10, availability of a suitable initial guess is absolutely key
to the nonlinear problem of determining θ and thereby yθ. The principle is illustrated in Examples 4, 5, 6.
Date: January 10, 2019.
1The term elastic spline is sometimes used differently, to mean an interpolant where T is not specified in advance [5].
2The length of yj is then Tj − Tj−1. Sometimes the term elastica has a different meaning, where the length of yj is not prescribed in advance
[5]. It seems that the plural of elastica is elastica.
3The nonconvex case is more complicated, with potentially 2n interpolants.
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2. More Background on Unit-Speed Interpolants
A natural class of unit-speed interpolants is that of the unit-speed reparameterised polynomial splines, studied in [24], [11],
[21] where there are algorithms for efficient computation. Whereas a polynomial spline can be found to interpolate (Y, V )
at T , the unit-speed reparameterisation interpolates (Y, V ) at a different set of parameter values. This does not work well
when T is given in advance, as in our situation. Similar difficulties arise with clothoidal splines4 [23], [4], [3], [19], [8] and
their C1 generalisations [18]. The algorithms in these papers are of significant interest, but do not apply when T is already
prescribed.
Interpolation by unit-speed curves can also be performed using elastic splines [16], [12], namely5 critical points of the
restriction of the functional J to the space of unit-speed C2 interpolants. An elastic spline turns out to be a C2 track-sum y
of elastica yj : [Tj−1, Tj ]→ Rm, satisfying the auxiliary end conditions. Elastica (elastic curves) have a long and interesting
history [15], [5], [1], and their study reduces6 to the case where m = 3. The elastica are completely known in terms of
elliptic functions [22], with simplifications for m = 2, which is the case of interest for the present paper. Although elastic
splines (sometimes called nonlinear splines or true splines) are highly regarded7 as interpolants, they are less widely used
than cubic polynomial splines. This is because the interpolation conditions for elastic splines require the solution of a system
of nonlinear equations that is even more complicated8 than for clothoidal splines. However, the relative sophistication of
elastica compared with cubic polynomials is not the main difficulty in computing elastic splines. As with most nonlinear
problems, indeed also with our present task of finding spiral spline interpolants, the main difficulty is the construction of a
suitable initial guess.
The algorithms in [16], [12] and [13] are for sliding elastic splines, where T is not given in advance. Another condition that
is sometimes imposed is that the total time Tn − T0 should be fixed or, equivalently, the length of the spline is prescribed
in advance. In the present paper the entire sequence T is assumed to be given in advance, by analogy with standard
interpolation by cubic polynomial splines.
What is different from cubic polynomial splines is that our interpolants are required to be unit-speed. Because of this
additional requirement, once T0 is given, fixing the rest of the sequence T is equivalent to prescribing the lengths Lj of the
interpolant between all consecutive data points. In these circumstances, the main contribution to interpolation by elastic
splines is Theorem 4.1 of [17], where a nonlinear system of equations is given for determining elastic splines in great generality.
As usual with nonlinear problems, an initial guess is required in order to get started. Unfortunately [17] says very little about
how this might be constructed. The present paper contributes something in this respect, although our focus is primarily
on spiral splines, whereas [17] is concerned with elastic splines. Our guess hinges on the construction of θˆ in §4, §5. In §10
standard software is used to improve θˆ to θ.
We also mention the discrete elastic splines of [6], where a discrete analogue of J is optimised with respect to a variable finite
sequence of points approximating y. In effect optimisation of J with respect to y is replaced by a large finite-dimensional
optimisation, whose outcome depends critically on an unspecified initial guess in a high dimensional space.
In summary, reparameterised polynomial splines and clothoidal splines are unsuitable for interpolating (Y, V ) by T . Elastic
splines come with non-negligible computational issues, especially the generation of suitable initial guesses.
3. Convex Generators and Admissible Samplings
Let n ≥ 2 be given, together with T0 < Tn, 0 < C < B2, and Bi where 3 ≤ i ≤ 5. A unit speed C∞ curve x : [T0, Tn]→ R2
is called a convex generator when C < ‖x(2)‖∞ ≤ B2 and ‖x(i)‖∞ ≤ Bi for i = 3, 4, 5. For brevity we write X for the space
XT0,Tn,C,B2,B3,B4,B5 of all convex generators.
Let 0 < Am < AM be given, together with  > 0 chosen small in comparison with the constants C,B3, B4, B5 that define
X. We define T to be the set of finite sequences T of reals T0 < T1 < T2 < . . . < Tn ≤ b such that Am < Lj < AM  for all
1 ≤ j ≤ n.
A pair (Y, V ) is called admissible9 with respect to T ∈ T when Y = (x(T0), x(T1), . . . , x(Tn)) and V = (x(1)(T0), x(1)(Tn) for
some convex generator x ∈ X. Then, for 1 ≤ j ≤ n, set qj := (Yj − Yj−1)/Lj , rj := ‖qj‖, and
kj :=
√
12(1− r2j )
Ljrj
.
Lemma 1. For small  > 0, rj is bounded away from 0, and kj ≥ C +O() for all 1 ≤ j ≤ n.
Proof: We have x(Tj)− x(Tj−1) = x(1)(Tj−1)Lj + x(2)(Tj−1)
L2j
2
+ x(3)(Tj−1)
L3j
6
+O(4) where x ∈ X. In particular Ljrj =
1 +O(), and rj is bounded away from 0 when  > 0 is small.
4A clothoidal spline is a unit-speed C2 planar curve t 7→ y(t) whose curvature is C0 and piecewise-affine in t.
5Elastic splines and elastica mean different things depending on the context [17]. In the present paper, elastic splines are pinned and clamped,
and elastica are fixed-length. In [16], T is not given in advance and the elastic splines are sliding.
6On the other hand, the study of elastic splines does not reduce in this way.
7The objection raised at the end of [16] does not really apply when T is given.
8As noted on p.184 of [12], clothoidal splines are sometimes used to construct initial guesses for the computation of elastic splines.
9The convexity assumption built into admissibility is the reason that we are able to find a unique estimate θˆ (otherwise there would be many).
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Because ‖x(1)‖ = 1, we also have 〈x(1), x(2)〉 = 0 and 〈x(1), x(3)〉 = −‖x(2)‖2, where 〈 , 〉 is the Euclidean inner product.
Therefore, and by convexity,
r2jL
2
j = L
2
j − ‖x(2)(Tj−1)‖2
L4j
12
+O(5) =⇒ 1− r2j = ‖x(2)(Tj−1)‖2
L2j
12
+O(3) ≥ C
2L2j
12
+O(3).
So for small , 0 < rj < 1 and k
2
j > 12(1− r2j )/L2j ≥ C2 +O(). 
From admissibility10 the Yj are separated by no more than AM , and lie in the closed disc of radius nAM  centred on Y0.
Assuming  is sufficiently small for the conclusion of Lemma 1 to hold, write qj = rj(cosωj , sinωj). We also require ω1 ∈
(−pi, pi), and ωj = ωj−1 +O() for 2 ≤ j ≤ n, so that the ωj are uniquely determined. By admissibility, V0 = (cos ν0, sin ν0)
and Vn = (cos νn, sin νn) where ν0 = ω1 +O() and νn = ωn +O().
Let θ : [T0, Tn]→ R be a C1 cubic spline with knots Tj such that θ(T0) = ν0 and θ(Tn) = νn. For 1 ≤ j ≤ n and all s ∈ [0, Lj ]
write θj(s) := θ(Tj−1 + s) = aj + bjs+ cjs2 + djs3. Besides the two auxiliary end conditions,
(2) a1 = ν0, an + bnLn + cnL
2
n + dnL
3
n = νn,
there are 2n− 2 conditions for θ to be C1, namely
aj+1 = aj + bjLj + cjL
2
j + djL
3
j ,(3)
bj+1 = bj + 2cjLj + 3djL
2
j ,(4)
where 1 ≤ j ≤ n− 1. So we have 2n affine equality constraints on 4n coefficients aj , bj , cj , dj .
The C1 spline θ determines a second order spiral spline yθ : [T0, Tn]→ R2 given by
(5) yθ(t) := Y0 +
∫ t
T0
(cos θ(s), sin θ(s)) ds.
We see that yθ is unit-speed with y
(1)(T0) = V0 and y
(1)(Tn) = Vn. We are interested in finding θ such that yθ is an
interpolant of (Y, V ) at T , namely for 1 ≤ j ≤ n,
(6)
∫ Lj
0
(cos θj(s), sin θj(s)) ds = Yj − Yj−1.
Condition (6) amounts to 2n non-affine conditions on the 4n coefficients, making 4n conditions in total.
4. Tridiagonal Systems
Given (Y, V ) admissible with respect to T ∈ T where  > 0 is small, form the n× n tridiagonal matrix
Tˆ :=

3L1 −L1 0 0 0 0 0 . . . 0
−L1 3(L1 + L2) −L2 0 0 0 0 . . . 0
0 −L2 3(L2 + L3) −L3 0 0 0 . . . 0
0 0 −L3 3(L3 + L4) −L4 0 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 −Ln−2 3(Ln−2 + Ln−1) −Ln−1
0 0 0 0 0 0 0 −3Ln−1 9Ln−1 + 8Ln

and, if n ≥ 3, the tridiagonal matrix
T˜ :=

2L1 L1 0 0 0 0 0 . . . 0
L1 2(L1 + L2) L2 0 0 0 0 . . . 0
0 L2 2(L2 + L3) L3 0 0 0 . . . 0
0 0 L3 2(L3 + L4) L4 0 0 . . . 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
0 0 0 0 0 0 Ln−2 2(Ln−2 + Ln−1) Ln−1
0 0 0 0 0 0 0 Ln−1 2Ln−1 + 3Ln/2

.
10 Looking forward, admissibility is needed to guarantee the conclusions of Theorem 1, but may be troublesome to check in applications. In
such cases (including the examples of the present paper) Theorem 1 may be taken to assert that when its conclusions are false, the sampling of x
is too irregular or too sparse. The cure, which seems to be rarely needed, is to sample more regularly and more often from x.
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Solve
(7) T˜ b˜ = R˜ := 6

ω1 − ν0
ω2 − ω1
ω3 − ω2
ω4 − ω3
...
...
ωn−1 − ωn−2
(3ωn − νn)/2− ωn−1

for an n-dimensional column vector b˜.
Taking σ to be the sign of the determinant of the 2× 2 matrix [V0
... Y1 − Y0], set
ρj := σkj
√
1− k
2
jL
2
j
20
− (b˜j+1 − b˜j)
2
60k2j
for 1 ≤ j ≤ n− 1, and(8)
ρn := σkn
√√√√1− k2nL2n
20
− 9
60k2n
(
ωn − νn
Ln
+
b˜n
2
)2
.(9)
Then solve
(10) Tˆ bˆ =

24(ω1 − ν0)− 10L1ρ1
24(ω2 − ω1)− 10(L1ρ1 + L2ρ2)
24(ω3 − ω2)− 10(L2ρ2 + L3ρ3)
24(ω4 − ω3)− 10(L3ρ3 + L4ρ4)
...
...
24(ωn−1 − ωn−2)− 10(Ln−2ρn−2 + Ln−1ρn−1)
24(2ωn + νn − 3ωn−1)− 10(3Ln−1ρn−1 + 4Lnρn)

for an n-dimensional column vector bˆ. Set
cˆj :=
−7bˆj − 3bˆj+1
4Lj
+
5ρj
2Lj
for 1 ≤ j ≤ n− 1,(11)
dˆj :=
5(bˆj + bˆj+1)
6L2j
− 5ρj
3L2j
for 1 ≤ j ≤ n− 1,(12)
cˆn :=
6(ωn − νn)
L2n
− 2bˆn
Ln
+
5ρn
Ln
,(13)
dˆn := −20(ωn − νn)
3L3n
+
10bˆn
9L2n
− 40ρn
9L2n
,(14)
and finally aˆ1 := ν0 with
(15) aˆj+1 := aˆj + bˆjLj + cˆjL
2
j + dˆjL
3
j for 1 ≤ j ≤ n− 1.
Then, for all 1 ≤ j ≤ n, define θˆj : [0, Lj ]→ R by θˆj(s) := aˆj+ bˆjs+ cˆjs2+ dˆjs3. A C1 cubic polynomial spline θˆ : [T0, Tn]→ R
is then given by θˆ(Tn) := θˆn(Ln), and θˆ(t) := θˆj(t− Tj−1) for t ∈ [Tj−1, Tj).
Theorem 1. θˆ(T0) = ν0, θˆ(Tn) = νn and, for small  > 0, ‖θ − θˆ‖∞ = O(4).
Corollary 1. yθˆ satisfies the auxiliary conditions (2), and ‖yθ − yθˆ‖∞ = O(5). 
To prove Theorem 1 it suffices to show that, for all 1 ≤ j ≤ n,
aj = aˆj +O(
4)(16)
bj = bˆj +O(
3)(17)
cj = cˆj +O(
2)(18)
dj = dˆj +O().(19)
We now prove some asymptotic lemmas, for use in §7, §8 where (17) is proved in two steps. In §9 it turns out that (17) is
the key ingredient for an otherwise easy proof of (16), (18), (19), and this completes the proof of Theorem 1.
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5. Approximation and Interpolation
By Corollary 1, the C2 second order spiral spline yθˆ satisfies yθˆ(T0) = Y0, y
(1)
θˆ
(T0) = V0, y
(1)
θˆ
(Tn) = Vn and yθˆ)(Tj) =
Yj +O(
5) for 1 ≤ j ≤ n. Usually yθˆ(Tj) 6= Yj for 1 ≤ j ≤ n. So yθˆ is only approximately an interpolant of (Y, V ).
Because of the way yθ is constructed from θ, interpolation errors at Tj tend to accumulate as j increases. This can be avoided
by using θ differently to define y¯θ : [T0, Tj ]→ R2 by y¯θ(T0) = Y0 and for 1 ≤ j ≤ n,
y¯θ(t) := Yj−1 +
∫ t
Tj−1
(cos θ(s), sin θ(s)) ds for Tj−1 < t < Tj .
By construction y¯θ(T0) = Y0, and y¯θ(T
−
j ) = Yj for all j, regardless of θ. However unless yθ interpolates (Y, V ) exactly at T
the left-interpolant y¯θ is not even a second order spiral spline, because y¯θ is only left-continuous but not continuous at Tj
for 1 ≤ j ≤ n− 1.
By Theorem 1, y¯θˆ(Tj) = Yj +O(
5) for 1 ≤ j ≤ n, and y¯(1)
θˆ
(T0) = V0, y¯
(1)
θˆ
(Tn) = Vn. So the left-interpolant y¯θˆ approximately
interpolates (Y, V ) at T . Because the errors in y¯θˆ(Tj) ≈ Yj do not accumulate as j increases, y¯θˆ is better than yθˆ for
diagnostics.
Example 1. Set n = 10 with T = (0, 0.575, 0.92, 1.265, 1.38, 1.61, 1.794, 1.955, 2.07, 2.185, 2.3), and let the convex generator
be the second order spiral x : [0, 2.185] → R2 given by x(0) = (0, 0) and x(1)(t) = (cosψ(t), sinψ(t)) with ψ(t) = t + t2 + t3.
This generates data11 (Y, V ) where
Y = ((0, 0), (0.494229, 0.234572), (0.436814, 0.544934), (0.196378, 0.419176), (0.26536, 0.333427), (0.387233, 0.460597), (0.245648, 0.44385),
(0.348732, 0.376214), (0.340667, 0.473069), (0.262317, 0.421501), (0.348435, 0.395382))
and V = ((1, 0), ), (0.615762, 0.787932)). Computation of the 4n coefficients for θˆ took 0.000918 seconds in Mathematica on
a 2015 a 2.2GHZ MacBook Air with 8 GB RAM. The plot of yθˆ is shown in Figure 1, together with the data. Although ψ
is just a cubic polynomial, the C1 cubic spline θˆ is not exactly ψ, as can be seen from the failures evident in Figure 1 of yθˆ
to interpolate at T3, T4, T6, T9. However yθˆ is not a bad initial guess for an interpolant. Finer sampling would improve it.
Coarser sampling would make it worse. 
In Example 1 the convex generator x is actually a second order spiral. Similar results are obtained when the data is generated
by a more complicated convex curve.
Example 2. Take T = (0, 0.6, 0.96, 1.32, 1.44, 1.68, 1.872, 2.04, 2.16, 2.28, 2.4) and let x : [0, 2.4] → R2 be given by x(0) =
(0, 0) and x(1)(t) = et + t(1 + sin(5t)/2). Using x to generate data (Y, V ), Mathematica takes 0.000998 seconds to compute
θˆ. The plot of yθˆ is shown in Figure 2, together with the data. In Figure 2, yθˆ almost interpolates the data, except near T3,
T5, T6, T9. 
Example 3. Whereas in Example 2 yθˆ is nearly acceptable, the quality of the approximate interpolant falls away very quickly if
we use define (Y, V ) in the same way but over a larger interval [T0, Tn]. Here we take T = (0, 0.675, 1.08, 1.485, 1.62, 1.89, 2.106, 2.295, 2.43, 2.565, 2.7),
and x is given by the same formula over the larger interval [0, 2.7]. Computation of θˆ took 0.000986 seconds, and the plot
of yθˆ is shown in Figure 3, together with the data. We see that yθˆ is very far from interpolating, except at T0, T1, T2. Even
though the curve nearly passes through the terminal point Y10, it arrives too soon and overshoots. This poor performance can
be corrected by more refined sampling or, as illustrated in Example 6, by the more sophisticated method of §10 which starts
with θˆ. 
6. Some Asymptotic Lemmas
Recall θj(s) = aj + bjs+ cjs
2 + djs
3 where s ∈ [0, Lj ] for 1 ≤ j ≤ n, and Y, V, T are given with (Y, V ) is admissible with
respect to T . Using Mathematica to calculate the Taylor polynomial Fˆj(s) of degree 4 of Fj(s) :=
∫ s
0 (cosu, sinu) du) about
s = 0, we find
Lemma 2. For 1 ≤ j ≤ n,
Fˆj(Lj) = Lj
[
cos aj − sin aj
sin aj cos aj
] [
αj
βj
]
where
αj := 1−
b2jL
2
j
6
− bjcjL
3
j
4
+
(b4j − 12c2j − 24bjdj)L4j
120
and βj :=
bjLj
2
+
cjL
2
j
3
− (b
3
j − 6dj)L3j
24
− b
2
jcjL
4
j
10
.

From Lemma 2,
Ljrj
[
cosωj
sinωj
]
= Ljqj = Yj − Yj−1 = Fj(Lj) = Lj
[
cos aj − sin aj
sin aj cos aj
] [
αj
βj
]
+O(5) =⇒
11We have chosen T in order to sample from x somewhat more frequently where curvature is large. Finer sampling always helps.
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Y4
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0.1
0.2
0.3
0.4
0.5
0.6
Figure 1. yθˆ for Example 1
r2j = α
2
j + β
2
j +O(
4)(20)
(cos(aj − ωj), sin(aj − ωj)) = (αj , βj)‖(αj , βj)‖ +O(
5).(21)
Lemma 3.
(bj + cjLj +
9
10
djL
2
j )
2 +
c2jL
2
j
15
= k2j (1−
k2jL
2
j
20
) +O(3) for 1 ≤ j ≤ n,(22)
aj +
bjLj
2
+
cjL
2
j
3
+
djL
3
j
4
= ωj +O(
4) for 1 ≤ j ≤ n,(23)
bj+1Lj+1 + bjLj
2
+
cj+1L
2
j+1 + 2cjL
2
j
3
+
dj+1L
3
j+1 + 3djL
3
j
4
= ωj+1 − ωj +O(4) for 1 ≤ j ≤ n− 1.(24)
Proof: Using Mathematica to substitute for r2j from (20) in k
2
j and then expand in powers of Lj , we obtain
(25) (bj + cjLj +
9
10
djL
2
j )
2 + (
b4j
20
+
c2j
15
)L2j = k
2
j .
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Y0
Y1
Y2
Y3
Y4
Y5
Y6
Y7
Y8
Y9
Y10
V0
V10
-0.6 -0.4 -0.2
0.2
0.4
0.6
0.8
Figure 2. yθˆ for Example 2
where 1 ≤ j ≤ n. In particular, b2j = k2j +O(). Substituting b4j = k4j +O() back in (25) gives (22). For (23) use Mathematica
to Taylor expand the argument of the right hand side of (21) in powers of Lj . For (24) substitute in (3) for aj , aj+1 from
(23). 
7. Estimating the bj to O(
2)
From (24), for 1 ≤ j ≤ n− 1,
(26)
bj+1Lj+1 + bjLj
2
+
cj+1L
2
j+1 + 2cjL
2
j
3
= ωj+1 − ωj +O(3).
From (23) with j = 1, and from (2),
(27) c1L1 =
3(ω1 − ν0)
L1
− 3b1
2
+O(2).
From (4) for 1 ≤ j ≤ n− 1,
cjLj =
bj+1 − bj
2
+O(2).
From (23) with j = n, and from (2),
(28) ωn − bnLn
2
− cnL
2
n
3
= an +O(
3) = νn − bnLn − cnL2n =⇒ cnLn = −
3(ωn − νn)
2Ln
− 3bn
4
+O(2).
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Figure 3. yθˆ for Example 3
Substituting for c1L1 in (27), and for c1L1, c2L2, . . . , cnLn in (26) with 1 ≤ j ≤ n− 1, we obtain the system
2L1b1 + L1b2 = 6(ω1 − ν0) +O(3),
Lj−1bj−1 + 2(Lj−1 + Lj)bj + Lj+1bj+1 = 6(ωj − ωj−1) +O(3) for 2 ≤ j ≤ n− 2,
Ln−1bn−1 + (2Ln−1 +
3Ln
2
)bn = 3(3ωn − νn − 2ωn−1) +O(3),
of n linear equations for b := (b1, b2, . . . , bn), namely
(29) T˜ b = R˜+O(3) = T˜ b˜+O(3)
where T˜ is the n× n tridiagonal matrix and R˜, b˜ are the n-dimensional vectors all defined in §4.
Lemma 4. b = b˜+O(2).
Proof: Let DT˜ be the diagonal n× n matrix with the same diagonal entries as T˜. Because Am < Lj < AM , we see that
‖D−1
T˜
‖∞ ≤ 1/(2Am). By (29), T˜ (b− b˜) = O(3), and therefore
‖D−1
T˜
T˜ (b− b˜)‖ = O(2).
Because T˜ is strictly diagonally dominant by rows with dominance factor 1/2, D−1
T˜
T˜ has condition number ≤ 3. 
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8. Proof of (17)
By (4) and Lemma 4,
cjLj =
bj+1 − bj
2
+O(2) =
b˜j+1 − b˜j
2
+O(2)
for 1 ≤ j ≤ n− 1. Similarly by (28) and Lemma 4, cnLn = 3(ωn − νn)
2Ln
− 3b˜n
4
+O(2). Substituting for the cjLj in (22),
(bj + cjLj +
9
10
djL
2
j )
2 = k2j (1−
k2jL
2
j
20
)− (b˜j+1 − b˜j)
2
60
+O(3) for 1 ≤ j ≤ n− 1, and
(bn + cnLn +
9
10
dnL
2
n)
2 = k2n(1−
k2nL
2
n
20
)− 9
60
(
ωn − νn
Ln
+
b˜n
2
)2
+O(3),
where the right hand sides are known to O(3). By Lemma 1, for  small the kj are bounded away from 0 for all 1 ≤ j ≤ n.
Therefore
bj + cjLj +
9
10
djL
2
j = σj |ρj |+O(3) = σjkj +O(2)
where σj = ±1, and the ρj are defined as in (8), (9). In particular, by Lemma 1 σj = sign(bj) for 1 ≤ j ≤ n. By (4),
bj = bj−1 +O() for 2 ≤ j ≤ n. Because the kj are bounded away from 0 so are the |bj |. So the σj are all equal. Recall the
definition of σ in §4, namely σ := sign(det[V0
... Y1 − Y0]).
Lemma 5. For  > 0 small, we have σj = σ where 1 ≤ j ≤ n.
Proof: By (4), b1 = b2 +O(). Then, from the first equation in system (7),
3b1 = 2b1 + b2 +O() = 2b˜1 + b˜2 +O() =
6(ω1 − ν0)
L1
+O() =⇒ σ1 = sign(ω1 − ν0),
where we use σ1 = sign(b1). Now V0 = x
(1)(T0) and Yj = x(Tj) for 0 ≤ j ≤ n, where x : [T0, Tn]→ R2 is a convex generator.
Write x(1)(t) = (cosψ(t), sinψ(t)) where ψ is C1 and ψ(T0) = ν0. By convexity, |ψ(1)(T0)| = ‖x(2)(T0)‖ > C > 0. Taylor
expanding x to second order in t about T0, and recalling the definition of ωj ,
L1r1(cosω1, sinω1) = Y1 − Y0 = L1(cos ν0, sin ν0) + L
2
1
2
ψ(1)(T0)(− sin ν0, cos ν0) +O(3) =⇒
L1r1 sin(ω1 − ν0) = L
2
1
2
ψ(1)(T0) +O(
3) = det[V0
... Y1 − Y0] +O(3) =⇒ sign(ω1 − ν0) = σ.
So σn = σn−1 = . . . = σ1 = σ. 
From Lemma 5 we now have, for 1 ≤ j ≤ n,
(30) bj + cjLj +
9
10
djL
2
j = ρj +O(
3).
By (4), (30), for each 1 ≤ j ≤ n− 1,
2cjLj + 3djL
2
j = bj+1 − bj +O(3),
cjLj +
9
10
djL
2
j = ρj − bj +O(3),
where the right hand sides are presently known only with O(2) errors. Nevertheless, solving these systems with 1 ≤ j ≤ n−1,
cjLj =
−7bj − 3bj+1
4
+
5ρj
2
+O(3),(31)
djL
2
j =
5(bj + bj+1)
6
− 5ρj
3
+O(3).(32)
By (23) with j = n and (2), and by (30) with j = n,
8cnLn + 9dnL
2
n =
12(νn − ωn)
Ln
− 6bn +O(3),
10cnLn + 9dnL
2
n = 10ρn − 10bn +O(3).
Solving,
cnLn =
6(ωn − νn)
Ln
− 2bn + 5ρn +O(3),(33)
dnL
2
n = −
20(ωn − νn)
3Ln
+
10bn
9
− 40ρn
9
+O(3).(34)
In particular, substituting for c1L1, d1L
2
1 in (23) with j = 1,
3L1b1 − L1b2 = 24(ω1 − ν0)− 10L1ρ1 +O(4).
Substituting for cjLj , djL
2
j where 1 ≤ j ≤ n in (24), gives n− 1 linear equations for the remaining components of b, namely
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−Ljbj + 3(Lj + Lj+1)bj+1 − Lj+1bj+2 = 24(ωj+1 − ωj)− 10(Ljρj + Lj+1ρj+1) +O(4) for 1 ≤ j ≤ n− 2, and
−3Ln−1bn−1 + (9Ln−1 + 8Ln)bn = 24(2ωn + νn − 3ωn−1)− 10(3Ln−1ρn−1 + 4Lnρn) +O(4).
So Tˆ b = Rˆ+O(4) and (17) follows, in the same way as for Lemma 4. 
9. Proof of Theorem 1
As noted at the end of §4, now that (17) is proved it suffices to verify (16), (18), (19). Using (17) in (31), (35), then in
(33), (35),
cjLj =
−7bj − 3bj+1
4
+
5ρj
2
+O(3) =
−7bˆj − 3bˆj+1
4
+
5ρj
2
+O(3) = cˆjLj +O(
3) for 1 ≤ j ≤ n− 1,
djL
2
j =
5(bj + bj+1)
6
− 5ρj
3
+O(3) =
5(bˆj + bˆj+1)
6
− 5ρj
3
+O(3) = dˆjL
2
j +O(
3) for 1 ≤ j ≤ n− 1,
cnLn =
6(ωn − νn)
Ln
− 2bn + 5ρn +O(3) = 6(ωn − νn)
Ln
− 2bˆn + 5ρn +O(3) = cˆnLn +O(3),
dnL
2
n = −
20(ωn − νn)
3Ln
+
10bn
9
− 40ρn
9
+O(3) = −20(ωn − νn)
3Ln
+
10bˆn
9
− 40ρn
9
+O(3) = dˆnL
2
n +O(
3),
according to definitions (11), (12), (13), (14) in §4. This proves (18), (19). Finally by (2) a1 = ν0 = aˆ1, and by (3)
aj+1 = aj + bjLj + cjL
2
j + djL
3
j = aˆj + bˆjLj + cˆjL
2
j + dˆjL
3
j + O(
4) = aˆj+1 + O(
4) according to (15) for 1 ≤ j ≤ n− 1. So
(16) is proved by induction. 
10. Closing Gaps
As noted in §5, the C2 unit-speed curve yθˆ does not interpolate (Y, V ) exactly at T . Usually there are O(5) errors in
the interpolation conditions. The left-interpolant y¯θˆ is not much better, except to illustrate the magnitudes and locations of
errors, because y¯θˆ is not even C
0.
When sampling is sufficiently fine, namely for sufficiently small  > 0, the curves yθˆ and y¯θˆ are almost indistinguishable, and
either of these unit-speed approximate interpolants might be used in practice. This is already true for some parts of yθˆ in
Example 1 and for most of yθˆ in Example 2. However yθˆ is seriously problematic in Example 3.
If finer sampling is inconvenient or impossible then, after finding θˆ, there is a second calculation we can do to correct the
kinds of errors observed in Example 3, and also to a smaller extent in Examples 1, 2.
We rewrite the conditions for a second order spiral spline interpolant as a nonlinear system of equations, then solve numerically
using θˆ to generate an initial guess. This is easier than finding θˆ and simpler to code, but not so remarkably fast. It is
unlikely to fail except when sampling is so coarse that θˆ does not give a good initial guess. Even in the case of Example 3
the rough estimate θˆ is enough to get started.
Given (Y, V ) admissible with respect to T , first calculate θˆ as in §4. Then, for u, v ∈ Rn, define aj , bj , cj , dj ∈ R for 1 ≤ j ≤ n
by cj := uj and dj := vj for all 1 ≤ j ≤ n, and a1 := ν0. Using (3) and (4) j − 1 times where 1 ≤ j ≤ n,
bj = b1 + 2
j−1∑
k=1
ukLk + 3
j−1∑
k=1
vkL
2
k and(35)
aj = ν0 +
j−1∑
k=1
bkLk +
j−1∑
k=1
ukL
2
k +
j−1∑
k=1
vkL
3
k.(36)
Using (35) to substitute for bk in (36),
(37) aj = ν0 + (Tj−1 − T0)b1 + 2
j−1∑
k=1
k−1∑
i=1
uiLiLk + 3
j−1∑
k=1
k−1∑
i=1
viL
2
iLk +
j−1∑
k=1
ukL
2
k +
j−1∑
k=1
vkL
3
k
where 2 ≤ j ≤ n. Similarly, using the second part of (2) in place of (3),
νn = ν0 + (Tn − T0)b1 + 2
n∑
k=1
k−1∑
i=1
uiLiLk + 3
n∑
k=1
k−1∑
i=1
viL
2
iLk +
n∑
k=1
ukL
2
k +
n∑
k=1
vkL
3
k =⇒
b1 =
νn − ν0 − 2
∑n
k=1
∑k−1
i=1 uiLiLk − 3
∑n
k=1
∑k−1
i=1 viL
2
iLk −
∑n
k=1 ukL
2
k −
∑n
k=1 vkL
3
k
Tn − T0 .(38)
Then aj and bj are also determined for 2 ≤ j ≤ n, by substitution for b1 in (37) and in (35). For 1 ≤ j ≤ n define
θj : [0, Lj ] → R by θj(t) := aj + bjt + cjt2 + djt3. Define θ : [T0, Tn] → R by θ(T0) := ν0 and θ(t) := θj(t − Tj−1) for
t ∈ (Tj−1, Tj ]. Because the aj , bj , cj , dj satisfy (3), (4), as well as the auxiliary conditions (2), the following lemma is easily
verified.
Lemma 6. θ : [T0, Tn]→ R is a cubic polynomial spline with θ(T0) = ν0 and θ(Tn) = νn. 
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So for any u, v ∈ Rn, yθ : [T0, Tn] → R2 is a C2 second order spiral spline satisfying y(1)θ (T0) = V0 and y(1)θ (Tn) = Vn. For
1 ≤ j ≤ n define zj : Rn × Rn → R2 by
(39) zj(u, v) :=
∫ Lj
0
(cos θj(t), sin θj(t)) dt,
and define z : Rn × Rn → (R2)n by z(u, v) := (z1(u, v), z2(u, v), . . . , zn(u, v)).
Then yθ interpolates (Y, V ) at T precisely when zj(u, v) = Yj−Yj−1 for all 1 ≤ j ≤ n, namely when (u, v) ∈ Rn×Rn satisfies
the nonlinear system of 2n scalar equations in 2n scalar unknowns
(40) z(u, v) = z∗ := (Y1 − Y0, Y2 − Y1, . . . , Yn − Yn−1) ∈ (R2)n
whose right hand sides are found from Y . The key to solving such a system is a satisfactory initial guess (uˆ, vˆ) to a solution
(u, v). Set uˆ = cˆ and vˆ = dˆ, where the aˆj , bˆj , cˆj , dˆj are found in §4. By Corollary 1, z(uˆ, vˆ) = z∗ +O(5).
In practice the integrals on the right hand side of (39) are not easy to express as functions of u, v. So for numerical
computations we replace the zj by approximations using the composite Simpson’s Rule. Then z becomes an explicit function
of (u, v) and (40) is solved using Mathematica’s FindRoot with (uˆ, vˆ) as an initial guess.
Example 4. Using composite Simpson with 6 intervals to estimate the zj, FindRoot took around 0.3 seconds to obtain a
numerical solution θ of (40) for the data in Example 1. Figure 4 shows the interpolant yθ (yellow), together with the initial
estimate yθˆ and data from Figure 1. 
Example 5. Perhaps it is no surprise that yθ is successful for the data of Example 2, because yθˆ was already nearly
interpolating. Figure 5 shows yθ (yellow), together with yθˆ and the data. FindRoot took some 0.3 seconds to find yθ. 
Example 6. ex6 More impressively, it takes some 0.3 seconds to improve yθˆ in Example 3 to the interpolant yθ shown (yellow)
in Figure 6. Whereas yθˆ comprehensively failed to interpolate, the C
1 cubic spline θˆ : [T0, Tn] → R retains considerable
informative power. This power, masked to some degree12 by the second order spiral spline yθˆ : [T0, Tn] → R2, is key to the
method of the present section §10. 
Conclusion
Given interpolation data (Y, V ) for convex unit-speed C2 curves in R2, relative to some sequence T , we develop a method
for interpolating (Y, V ) at T by a C2 second order spiral spline yθ : [T0, Tn]→ R2. The method is developed using asymptotic
arguments to define a pair of tridiagonal linear systems whose solutions define a real-valued C1 cubic polynomial spline θˆ
with prescribed values at T0, Tn. For sufficiently finely sampled data, θˆ already defines a C
2 second order spiral spline yθˆ
that approximately interpolates (Y, V ) at T . More importantly, θˆ is used to start a numerical method that finds another C1
cubic polynomial spline θ. Then yθ is the desired C
2 second order interpolating spiral spline.
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Figure 5. yθ (yellow) and yθˆ in Example 5
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Figure 6. yθ (yellow) and yθˆ for Example 6
