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FLUCTUATIONS OF RANDOM MOTZKIN PATHS
W LODZIMIERZ BRYC AND YIZAO WANG
Abstract. It is known that after scaling a random Motzkin path converges
in distribution to a Brownian excursion. We prove that the fluctuations of
the counting processes of the ascent steps, the descent steps and the level
steps converge jointly to linear combinations of two independent processes: a
Brownian motion and a Brownian excursion. The proofs rely on the Laplace
transforms and an integral representation based on an identity connecting non-
crossing pair partitions and joint moments of an explicit non-homogeneous
Markov process.
1. Introduction
Recall that a Motzkin path is a lattice path from (0, 0) to (n, 0) which does not
fall below the horizontal axis, and uses only the ascents (1, 1), the descents (1,−1)
or the level steps (1, 0). (Other authors use terminology “up steps”, “down steps”,
and “horizontal” steps – here we follow terminology in Flajolet and Sedgewick [15,
page 319].) Each such path is uniquely described by the sequence γn = (ε1, . . . , εn)
with εj ∈ {0,±1} which determine the directions of consecutive steps along the
vertical axis. The cardinality of the set Mn of all Motzkin paths, known as the
Motzkin number and denoted by Mn, is related to the Catalan numbers Ck by the
formula
Mn =
⌊n/2⌋∑
k=0
(
n
2k
)
Ck, where Ck =
1
k + 1
(
2k
k
)
.
1 2 3 4 5 6 7 8 9 10
Figure 1. Motzkin path γ10 = (0, 1,−1, 1, 0, 1,−1,−1, 1,−1),
drawn as a linear interpolation. For this path, the number of level
steps L10(1) = 2 and the number of ascents A10(1) = 4.
Consider now a random Motzkin path γn selected uniformly from the set Mn
of all Motzkin paths of length n. Then (ε1, . . . , εn) becomes a sequence of random
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variables with the distribution that coincides with the distribution of a random
walk with independent increments that take values −1, 0, 1 with probability 1/3
each, conditioned on staying in the upper quadrant and landing at 0 at time n.
The general result of Kaigh [20] specialized to this setting implies that random
process 
 √3√
2n
⌊nt⌋∑
k=1
εk


t∈[0,1]
converges in distribution to the Brownian excursion (Bext )t∈[0,1]. Recall that Brow-
nian excursion is a nonhomogeneous Markov process with explicit transitions which
can be interpreted as the Brownian bridge conditioned to stay strictly positive until
time t = 1. See for example [24, 29] and the references therein for more background.
Here we take a closer look, and are in particular interested in the asymptotic be-
havior of the three components that constitute a random Motzkin path: the count-
ing process {An(t)}t∈[0,1] of the ascent steps, the counting process {Dn(t)}t∈[0,1] of
the descent steps, and the counting process {Ln(t)}t∈[0,1] of the level steps. That
is, for each Motzkin path γn = (ε1, . . . , εn) write
ε+j = 1{εj=1}, ε
−
j = 1{εj=−1}, δj = 1{εj=0}
and consider three stochastic processes:
An(t) =
⌊nt⌋∑
k=1
ε+k , Dn(t) =
⌊nt⌋∑
k=1
ε−k , Ln(t) =
⌊nt⌋∑
k=1
δk.
See Figure 1 for an illustration. Clearly, An(t) + Dn(t) + Ln(t) = ⌊nt⌋ and the
above mentioned consequence of Kaigh [20] can be rephrased as
1√
2n
(An(t)−Dn(t))t∈[0,1] D−→
1√
3
(Bext )t∈[0,1]
as n → ∞. Here, D−→ stands for the weak convergence in D([0, 1]) with Skorohod
topology.
Our main result is the following component-wise description of the above con-
vergence.
Theorem 1.1. The finite-dimensional distributions of the R3-valued process
1√
2n
(
An(t)− nt
3
, Ln(t)− nt
3
, Dn(t)− nt
3
)
t∈[0,1]
converge to the finite-dimensional distributions of(
1
2
√
3
Bext +
1
6
Bt,−1
3
Bt,
1
6
Bt − 1
2
√
3
Bext
)
t∈[0,1]
,
where (Bt)t∈[0,1] is a Brownian motion, (Bext )t∈[0,1] is a Brownian excursion, and
the processes (Bt)t∈[0,1] and (Bext )t∈[0,1] are independent.
This result can be established by different methods. For example, a probabilistic
approach is sketched in Section 4.2. The main purpose of this paper is, by proving
Theorem 1.1, however to demonstrate a method that was recently introduced in
our investigation [7, 9] of asymmetric simple exclusion process (ASEP) with open
boundary [12]. One of the key ideas therein is to establish an identity connecting
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the Laplace transform of the statistics of interest, essentially the moment generating
functions of the particles, to the expectation of a functional of a certain inhomoge-
neous Markov process with explicit transition density functions. The expectation,
in the form of an integral representation, makes it possible to compute the asymp-
totic Laplace transform and then to characterize the limit distribution, although
the computation in [7] is quite involved.
It is not surprising that the same idea can be applied to the Motzkin-path model
considered here, as intrinsic connections between Motzkin paths and ASEP have
been well known and explored in earlier research (e.g. [2, 4, 5, 10, 11, 28]). In par-
ticular, the model on Motzkin paths that we considered here is simpler in the sense
that the corresponding identity between the generating functions of the counting
processes, and the so-called free Brownian motion, an inhomogeneous Markov pro-
cess, is more straightforward (see Propositions 2.1 and 3.3 below) than in the ASEP
example. Once the identity is established, the asymptotic limit is then obtained by
a straightforward calculation, which is also simpler than in the ASEP example.
Remark 1.1. The result in Theorem 1.1 itself might be known, although we could
not find a reference. A similar phenomenon as in Theorem 1.1 has been described
and explained for the steady state of ASEP with open boundary by Derrida, Enaud
and Lebowitz [13, Section 2.5], where the fluctuations of height functions can also
be decomposed into linear combinations of a Brownian motion and a Brownian
excursion, the two being independent.
The paper is organized as follows. In Section 2 for pedagogical purposes we give
a simple integral representation for the generating function of the level steps, and
prove that finite-dimensional distributions of 1√
2n
(3Ln(t) − nt)t∈[0,1] converge to
the finite-dimensional distributions of the Brownian motion (Bt)t∈[0,1]. In Section
3 we derive a more general integral representation for the joint generating functions
that is needed for the proof of Theorem 1.1. In Section 4 we collect some additional
comments and remarks.
2. Warmup: fluctuations of level steps
The proof that the counting process of level steps (Ln(t))0≤t≤1 is asymptotically
a Brownian motion relies on fewer technicalities, so we present it separately as an
introduction to our approach. The proof of Theorem 1.1 presented in Section 3 is
self-contained and covers this case.
Recall our notation δk for the indicators of the level steps, and consider the
probability generating function
ϕ(u) =
∑
γn∈Mn
n∏
j=1
u
δj
j , u = (u1, . . . , un),
for the locations of level steps. We have the following integral representation for
ϕ(u) that uses the Wigner semicircle law (2π)−1
√
4− y2dy supported on [−2, 2].
Proposition 2.1. For n = 1, 2, . . . ,
(2.1) ϕ(u) =
1
2π
∫ 2
−2
n∏
j=1
(uj + y)
√
4− y2dy.
4 W LODZIMIERZ BRYC AND YIZAO WANG
Proof. Each Motzkin path of n steps decomposes uniquely into a Dyck path of 2k
steps (with ascents and descents only) and n − 2k level steps. Thus, γn ∈ Mn
partitions set {1, . . . , n} into the set S of non-level steps and its complement Sc,
where the level steps occur. If cardinality |S| of S is 2k, then there are in total Ck
different Dyck paths over S. This gives
ϕ(u) =
∑
S⊂{1,...,n}
|S|∈2N
C|S|/2
∏
j 6∈S
uj .
Since the even moments of the semicircle law are the Catalan numbers, and the
odd moments are zero, see e.g. Hiai and Petz [16, page 24], we can now write this
sum over all subsets S. We get
ϕ(u) =
∑
S⊂{1,...,n}
1
2π
∫ 2
−2
y|S|
√
4− y2dy
∏
j 6∈S
uj =
1
2π
∫ 2
−2
n∏
j=1
(uj + y)
√
4− y2dy.

We can now prove the convergence of the middle component in Theorem 1.1,
showing that Ln(t) behaves just like the sum of independent Bernoulli random
variables with probability of success 1/3.
Proposition 2.2. As n→∞,(
3Ln(t)− nt√
2n
)
t∈[0,1]
f.d.d.−→ (Bt)t∈[0,1] ,
where
f.d.d.−→ denotes convergence of finite-dimensional distributions.
Proof. Fix s0 = 0 < s1 < · · · < sd < sd+1 = 1. Since Ln(0) = 0, it suffices to prove
that the (d+ 1)-dimensional vector of increments
∆
(n)
k = Ln(sk)− Ln(sk−1), k = 1, . . . , d+ 1
converges in distribution to the corresponding increments of the Brownian motion.
We use formula (2.1) to deduce an integral representation for the Laplace trans-
form of (∆1, . . . ,∆d+1). Denote nk = ⌊nsk⌋ − ⌊nsk−1⌋, starting with n1 = ⌊ns1⌋
and ending with nd+1 = n − ⌊nsd⌋. Splitting the sum into the consecutive blocks
Nk = {j ∈ N : nk−1 < j ≤ nk}, we have
E exp
(
d+1∑
k=1
wk∆k
)
=
1
Mn
∑
γ∈Mn
exp

d+1∑
k=1
wk
∑
j∈Nk
δj

(2.2)
=
1
2πMn
∫ 2
−2
d+1∏
k=1
(ewk + y)nk
√
4− y2dy.
For centering, it is more convenient to work with
Gn(t) :=
1√
2n
(3Ln(t)− ⌊nt⌋),
which is asymptotically equivalent to (3Ln(t)− nt)/
√
2n. With
(2.3) un,k = e
wk/
√
2n
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we rewrite (2.2) as
(2.4) E exp
(
d+1∑
k=1
wk(Gn(sk)−Gn(sk−1))
)
=
1
2πMn
∫ 2
−2
d+1∏
k=1
(
u2n,k +
y
un,k
)nk √
4− y2dy.
The asymptotic for Motzkin numbers Mn is well known
(2.5) Mn ∼ 3
n+3/2
2
√
πn3/2
,
see e.g. Flajolet and Sedgewick [15, Example VI.3 page 396] who consider fn =
Mn−1 so their asymptotic expression differs from (2.5) by a factor of 3. Here and
below, we write an ∼ bn if limn→∞ an/bn = 1.
From now on, we concentrate on the asymptotics of the integral on the right-
hand side of (2.4). The first step is to discard the integral over y < 0. Since
w1, . . . , wd+1 are fixed, we have, for every k = 1, . . . , d+1, un,k ∼ 1. If −2 ≤ y < 0
and 1/(1 + δ/2) < u < 1 + δ/2 for some 0 < δ < 1, then∣∣∣u2 + y
u
∣∣∣ ≤ max{u2, 2
u
}
< 2 + δ < 3.
So
1
2πMn
∣∣∣∣∣
∫ 0
−2
d+1∏
k=1
(
u2n,k +
y
un,k
)nk √
4− y2dy
∣∣∣∣∣ ≤ (2 + δ)
n
Mn
→ 0.
To determine the asymptotic for the integral over 0 < y < 2, mimicking [7] we
substitute y = 2− v2/(2n). We get
1
2π
∫ 2
0
d+1∏
k=1
(
u2n,k +
y
un,k
)nk √
4− y2dy(2.6)
=
1
2
√
2π
∫ 2√n
0
d+1∏
k=1
(
u2n,k +
2
un,k
− v
2
2nun,k
)nk √
4 +
v2
2n
v2
n
√
n
dv
=:
3n
2
√
2πn3/2
∫ ∞
0
fn(v)dv,
with
fn(v) = 1{v≤2√n}
d+1∏
k=1
(
1
3
(
u2n,k +
2
un,k
)
− v
2
6nun,k
)nk √
4 +
v2
2n
v2, v ≥ 0.
We want to show limn→∞
∫∞
0
fn(v)dv =
∫∞
0
limn→∞ fn(v)dv. To do so, we first
verify that functions fn(v) are dominated by an integrable function. Since e
2x +
2e−x ≥ 3, for any real w and 0 < δ < 1/2 we can choose N(w, δ) such that for
n ≥ N(w, δ) we have 1/(1 + δ) < ew/
√
2n < 1 + δ. Then for 0 < v2 < 4n we have
(2.7)
1
3
e2w/
√
2n +
2
3
e−w/
√
2n − e−w/
√
2n v
2
6n
≥ 1− 2(1 + δ)
3
> 0.
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For −1 < x ≤ 1/2, we have e2x + 2e−x ≤ 3(1 + 2x2). So by 1 + y ≤ ey we get
1
3
e2w/
√
2n +
2
3
e−w/
√
2n − e−w/
√
2n v
2
6n
≤ 1 + w
2
n
− 1 + δ
6n
v2 ≤ ew2/n−v2/(6n).
Since the left-hand side of expression (2.7) is non-negative, by the above bound its
nk-th power is bounded by exp(
nk
n (w
2−v2/6)). Applying this bound to the factors
in fn(v) for a finite number of values of w = w1, . . . , wd+1 and using the fact that∑
nk/n = 1 we see that for large enough n and v
2 ≤ 4n we have
(2.8) 0 ≤ fn(v) ≤
√
4 +
v2
2n
v2emaxk w
2
k−v2/6 ≤
√
6emaxk w
2
kv2e−v
2/6,
and the latter bound is valid for all v as fn(v) = 0 for v > 2
√
n. This bound will
justify the use of the dominated convergence theorem below.
It remains to compute the pointwise limit of fn(v). Recalling (2.3), we note that
1
3
(
u2n,k +
2
un,k
)
∼ 1 + w
2
k
2n
+ o
(
1
n
)
,
and hence
lim
n→∞
(
1
3
(
u2n,k +
2
un,k
)
− v
2
6nun,k
)nk
= e(sk−sk−1)w
2
k/2−(sk−sk−1)v2/6.
So
lim
n→∞ fn(v) = 2 exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)
v2e−v
2/6.
The factor of 2 arises from
√
4 + v
2
2n . By the dominated convergence theorem,
lim
n→∞
∫ ∞
0
fn(v)dv = 2 exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)∫ ∞
0
v2e−v
2/6dv
= 33/2
√
2π exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)
.
So the right-hand side of (2.6) is asymptotically
3n+3/2
2
√
π
exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)
.
From (2.5) we therefore get
lim
n→∞E exp
(
d+1∑
k=1
wk(Gn(sk)−Gn(sk−1))
)
= exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)
.
The right-hand side is the Laplace transform of the increments of a Brownian
motion (Bsk −Bsk−1)k=1,...,d+1. This ends the proof. 
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3. Proof of Theorem 1.1
It will be convenient to re-state Theorem 1.1 using just two of the processes.
Theorem 3.1. The finite-dimensional distributions of the process
(3.1)
1√
2n
(2An(t) + Ln(t)− nt, 3Ln(t)− nt)t∈[0,1]
converge to the corresponding finite-dimensional distributions of ( 1√
3
Bext , Bt)t∈[0,1],
where (B)t∈[0,1] is the Brownian motion, (Bext )t∈[0,1] is the Brownian excursion,
and the two processes are independent.
The proof requires some additional notation and preparation. An analog of (2.1)
involves a multivariate integral with respect to the finite-dimensional distributions
of a Markov process (Zt)t≥0, which has the univariate distributions P (Zt ∈ dx) =
pt(x)dx with
(3.2) pt(x) =
√
4t− x2
2πt
1{|x|≤2√t},
and its transition probabilities for 0 ≤ s < t are given by P (Zt ∈ dy | Zs = x) =
ps,t(x, y)dy with
(3.3) ps,t(x, y) =
1
2π
(t− s)
√
4t− y2
tx2 + sy2 − (s+ t)xy + (t− s)2 for |x| ≤ 2
√
s, |y| ≤ 2√t,
starting at Z0 = 0.
The process (Zt)t≥0 is known as the free Brownian motion. See Appendix A for
explanation. The joint moments of (Zt)t≥0 are given by a formula that resembles
the formula [18] for the joint moments of the multivariate normal random variable
sometimes known as Wick’s theorem. The formula relies on the concept of non-
crossing partition introduced by Kreweras [21]. Recall that a pair partition π of
{1, . . . , d}, where d necessarily even, say d = 2m, is a partition into two-element
sets {i1, j1}, {i2, j2} . . . , {im, jm} with ik < jk, k = 1, . . . ,m. A pair partition π is
crossing if there exist two pairs {ik, jk}, {ik′ , jk′} ∈ π such that ik < ik′ < jk < jk′ ,
and is noncrossing otherwise. Somewhat more generally, we denote by NC2(S) the
set of all non-crossing pair partitions of a finite subset S ⊂ N of even cardinality,
see [23, page 132].
The key identity that we need is the following.
Lemma 3.2. For 0 < t1 ≤ · · · ≤ td we have
(3.4) E(Zt1Zt2 · · ·Ztd) =


∑
pi∈NC2(d)
∏
{i,j}∈pi
ti, if d is even,
0 if d is odd.
In order not to interrupt the exposition, we postpone the proof to Appendix A.
Formula (3.4) then gives the integral formula for the joint generating function of
the ascent and level steps.
Proposition 3.3. For 0 < t1 ≤ t2 ≤ · · · ≤ tn,
(3.5)
∑
γn∈Mn
n∏
j=1
t
ε+
j
j
n∏
j=1
u
δj
j = E

 n∏
j=1
(
uj + Ztj
) .
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Proof. We will use a natural bijection from the set of all noncrossing pair partitions
on subsets S ⊂ {1, . . . , n} of even cardinality, to the set of Motzkin paths, where
a pair (S, π) with π ∈ NC2(S) is mapped to Motzkin path γn = (ε1, . . . , εn) with
εi = 0 if i 6∈ S, εi = 1 if {i, j} ∈ π and i < j and εi = −1 otherwise. This is of
course the standard decomposition of a Motzkin path into the level part over Sc
and a Dyck path over S, the latter in one-to-one correspondence with noncrossing
pair partitions by Stanley [25, Exercise 6.19]. So the left-hand side of (3.5) is∑
S⊂{1,...,n}
∏
j 6∈S
uj
∑
pi∈NC2(S)
∏
{i,j}∈pi
ti,
where the sum is over the subsets S of even cardinality. But for nondecreasing
t1, . . . , tn,
∏
j 6∈S
uj
∑
pi∈NC2(S)
∏
{i,j}∈pi
ti = E

∏
j 6∈S
uj
∏
k∈S
Ztk

 .
The expectation on the right-hand side is 0 when S is of odd cardinality, so summing
the right-hand side over all S ⊂ {1, . . . , n} we get the right-hand side of (3.5). 
We remark that (3.5) is a generalization of (2.1). We will use (3.5) to prove the
convergence of Laplace transforms on an open set that does not include the origin.
This will prove the convergence of finite-dimensional distributions by an application
the following result which is not well known.
Lemma 3.4. Let X(n) = (X
(n)
1 , X
(n)
2 , . . . , X
(n)
d ) be sequence of random vectors
with Laplace transforms Ln(z) = Ln(z1, . . . , zd) = E exp(
∑d
j=1 zjX
(n)
j ) which are
finite and converge pointwise to a function L(z) for all z from an open set in Rd.
If L(z) is a Laplace transform of a random variable Y = (Y1, . . . , Yd), then X(n)
converges in distribution to Y .
In the univariate case, this result is due to Hoffmann-Jørgensen [17, Section 5.14,
page 378, (5.14.8)]. It was rediscovered by Mukherjea, Rao and Suen [22, Theorem
2] and the proof given there works also in the multivariate setting, see [7, Theorem
A.1].
Proof of Theorem 3.1. Denote
Fn(s) =
2An(s) + Ln(s)− ⌊ns⌋√
2n
,Gn(s) =
3Ln(s)− ⌊ns⌋√
2n
,
and fix 0 = s0 < s1 < s2 < · · · < sd < sd+1 = 1. Since Fn(0) = Gn(0) = 0, and
(Fn(s), Gn(s)) differs by at most 2/
√
n from the process in (3.1), it is enough to
prove that the vector of increments X(n) ∈ Rd+1 × Rd+1 with components
X
(n)
j = (Fn(sj)− Fn(sj−1), Gn(sj)−Gn(sj−1)) , j = 1, . . . , d+ 1,
converges in distribution to the vector Y with components
Yj =
(
1√
3
(
Bexsj −Bexsj−1
)
, Bsj −Bsj−1
)
, j = 1, . . . , d+ 1.
Fix z = (z1, . . . , zd+1) with 0 < z1 < z2 < · · · < zd+1, and w = (w1, . . . , wd+1).
The plan is to compute the limit of the Laplace transforms, Ln(z,w) below, and
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identify the limit as the Laplace transform of Y . This will conclude the proof by
Lemma 3.4.
For k = 1, . . . , d+ 1 it is convenient to introduce the following notation:
Nk = {j ∈ N : sk−1n < j ≤ skn} , nk = |Nk| = ⌊skn⌋ − ⌊sk−1n⌋ ,
(3.6) un,k = e
wk/
√
2n, tn,k = e
zk/
√
2n.
We rewrite the Laplace transform as follows
Ln(z,w) = E exp
(
d+1∑
k=1
zk(Fn(sk)− Fn(sk−1)) +
d+1∑
k=1
wk(Gn(sk)−Gn(sk−1))
)
=
d+1∏
k=1
e−nk(zk+wk)/
√
2nE

d+1∏
k=1
exp

 2zk√
2n
∑
j∈Nk
ε+j +
zk + 3wk√
2n
∑
j∈Nk
δj




=
d+1∏
k=1
t−nkn,k u
−nk
n,k E
(
d+1∏
k=1
t
2
∑
j∈Nk
ε+
j
n,k t
∑
j∈Nk
δj
n,k u
3
∑
j∈Nk
δj
n,k
)
,
where by (3.5) the expectation above is the same as
1
Mn
E
(
d+1∏
k=1
(
tn,ku
3
n,k + Zt2n,k
)nk)
.
Therefore the Laplace transform can be written as the functional of process (Zt)t≥0:
(3.7) Ln(z,w) = 1
Mn
E
(
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk)
.
Since asymptotic behavior (2.5) for Motzkin numbers is well known, we concentrate
on the asymptotic of the integral on the right-hand side of (3.7). Since tn,k → 1 as
n→∞, it is clear that the limit of the Laplace transforms can be determined from
the analysis of the process (Zt)t∈[1−ε,1]. Moreover, we note that if Zt < 0 then for
δ > 0 we have ∣∣∣∣u2 + Zt2ut
∣∣∣∣ ≤ max
{
u2,
2
u
}
< 2 + δ
for u close enough to 1. So for large enough n > N(w, δ), if Zt2
j
< 0 for some j
then∣∣∣∣∣
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk ∣∣∣∣∣ ≤ (2 + δ)nj
∏
k 6=j
(
u2n,k +
2
un,k
)nk
≤ (2 + δ)nj (3 + δ)n−nj = (2 + δ)nθ (3 + δ)n(1−θ) = Cn,
where C = (2 + δ)θ (3 + δ)
(1−θ) → 3(2/3)θ < 3 as δ → 0. This shows that for
small enough δ > 0 we have Cn/Mn → 0. Thus, only the integral over positive Zt2
k
contributes to the limit on the right-hand side of (3.7). That is,
(3.8) Ln(z,w) ∼ 1
Mn
E
(
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk
1{
Z
t2
n,k
>0,k=1,...,d+1
}
)
.
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Next,
E
(
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk
1{
Z
t2
n,k
>0,k=1,...,d+1
}
)
=
∫ 2tn,1
0
· · ·
∫ 2tn,d+1
0
d+1∏
k=1
(
u2n,k +
yk
un,ktn,k
)nk
pt2n,1(y1)
d+1∏
k=2
pt2
n,k−1
,t2
n,k
(yk−1, yk) dy,
where pt and ps,t are densities from (3.2) and (3.3). To find the asymptotic behavior
of the latter integral, we substitute yk = tn,k(2− v2k/(2n)) and write
(3.9) E
(
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk
1{
Z
t2
n,k
,k=1,...,d+1
>0
}
)
=
3n
n3/2
∫ 2√n
0
· · ·
∫ 2√n
0
d+1∏
k=1
(
u2n,k
3
+
2
3un,k
− v
2
k
6nun,k
)nk
ψn(v) dv,
where v = (v1, . . . , vd+1) and
ψn(v) =
√
ntn,1v1pt2n,1(y1(v))
d+1∏
k=2
vk
n
tn,kpt2
n,k−1
,t2
n,k
(yk−1(v), yk(v)).
The rest of the proof combines arguments from [7, 8]. For completeness, we
include the details which in the current setting are more straightforward. Recalling
(3.6), we first study the limit of the integrand. Clearly,
lim
n→∞
(
u2n,k
3
+
2
3un,k
− v
2
k
6nun,k
)nk
= exp
(
1
2
(sk − sk−1)w2k −
1
6
(sk − sk−1)v2k
)
.
Next, we look at the limit of the first factor in ψn(v). We have
lim
n→∞
√
ntn,1v1pt2n,1
(
tn,1
(
2− v
2
1
2n
))
=
v21
π
√
2
.
The remaining factors in ψn(v) also converge. Recalling the definition of ps,t(x, y),
we write
pt2
n.k−1
,t2
n,k
(yk−1(v), yk(v)) =
1
2π
(t2n,k − t2n,k−1)
√
4t2k − t2n,k(2− v2k/(2n))2
ϕ((zk − zk−1)/
√
2n, 2− v2k−1/(2n), 2− v2k/(2n))
,
with
ϕ(δ, x, y) = e−2δ
(
4 sinh2 δ + (x− y)2 + 2xy(1− cosh δ)) .
One can show that
ϕ(εδ, 2− xε2, 2− yε2) ∼ ε4 ((x− y)2 + 2(x+ y)δ2 + δ4)
as ε ↓ 0. See [6, page 343], where our ϕ is the same function as ϕ0,0 therein. Then,
it follows that
(3.10) pt2
n,k−1
,t2
n,k
(yk−1(v), yk(v))
∼ 4n
π
(zk − zk−1)vk
(v2k−1 − v2k)2 + 2(v2k−1 + v2k)(zk − zk−1)2 + (zk − zk−1)4
.
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Noting that for z > 0,
2zuv
(z2 + (u− v)2)(z2 + (u + v)2) =
z/2
z2 + (u − v)2 −
z/2
z2 + (u+ v)2
=
1
2
∫ ∞
0
e−zx cos((u − v)x) dx − 1
2
∫ ∞
0
e−zx cos((u + v)x) dx
=
∫ ∞
0
e−zx sin(ux) sin(vx) dx,
we obtain
ψn(v)→ v
2
1
π
√
2
d+1∏
k=2
4v2k(zk − zk−1)
π((vk − vk−1)2 + (zk − zk−1)2)((vk + vk−1)2 + (zk − zk−1)2)
=
2dv1vd+1
πd+1
√
2
d+1∏
k=2
2(zk − zk−1) · vk−1vk
((vk − vk−1)2 + (zk − zk−1)2)((vk + vk−1)2 + (zk − zk−1)2)
=
2dv1vd+1
πd+1
√
2
d∏
k=1
∫
R+
e−(zk+1−zk)xk sin(vk+1xk) sin(vkxk) dxk.
Next, we verify that we can pass to the limit under the integral sign. Consider
the k-th factor in the product. As in the proof of (2.8), there are N and θ > 0 such
that for all n > N and all 0 < v2k < 2n we have
0 <
u2n,k
3
+
2
3un,k
− v
2
k
6nun,k
< ew
2
k/ne−θv
2
k/n.
Thus with θ1 = θmin1≤k≤d+1(sk − sk−1)/2 and n large enough (so that 1/n <
(sk − sk−1)/2) we have
d+1∏
k=1
(
u2n,k
3
+
2
3un,k
− v
2
k
6nun,k
)nk
≤ exp
(
d+1∑
k=1
w2k − θ1
d+1∑
k=1
v2k
)
.
Since the minimum of the denominator in (3.3) occurs for x = 2
√
s, y = 2
√
t and
it is then equal (
√
t − √s)4, we see that up to a multiplicative constant ψn(v) is
bounded by
d+1∏
k=1
v2k(tn,k + tn,k−1)
n3/2(tn,k − tn,k−1)3 ∼ 2
5d/2
d+1∏
k=1
v2k
(zk − zk−1)3 .
So the integrand on the right-hand side of (3.9) is bounded by a constant times the
function v21 · · · v2d+1 exp(−θ1(v21 + · · · + v2d+1)), which is integrable over Rd+1+ . By
including the limits of integration as indicators in the integrand, this bound holds
for all 0 ≤ v1, . . . , vd+1 <∞. We can therefore pass to the limit under the integral
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on the right-hand side of (3.9). We get
1
Mn
E
(
d+1∏
k=1
(
u2n,k +
Zt2
n,k
un,ktn,k
)nk
1{
Z
t2
n,k
,k=1,...,d+1
>0
}
)
∼ 1
Mn
3n
n3/2
∫
R
d+1
+
exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k −
1
6
(sk − sk−1)v2k
)
× 2
dv1vd+1
πd+1
√
2
d∏
k=1
∫ ∞
0
e−(zk+1−zk)xk sin(vk+1sk) sin(vkxk) dxk dv.
Thus (3.8) becomes
(3.11)
lim
n→∞Ln(z,w) =
2d+1/2
πd+1/233/2
exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)∫
R
d+1
+
∫
Rd
+
g(v,x) dxdv,
where
g(v,x)
= v1vd+1e
−v2d+1(1−sd)/6
d∏
k=1
e−v
2
k(sk−sk−1)/6e−(zk+1−zk)xk sin(vk+1xk) sin(vkxk).
Noting that sk − sk−1 > 0 and zk+1 − zk > 0, we see that |g(v,x)| is bounded
by the integrable function of the form
v1vd+1 exp
(
−θ
(
d+1∑
k=1
v2k +
d∑
k=1
xk
))
for some θ > 0. So the order of iterated integrals on the right-hand side of (3.11)
can be interchanged. We then have
2d+1/2
πd+1/233/2
∫
Rd
+
∫
R
d+1
+
g(v,x) dvdx =
∫
Rd
+
√
8π
33/2
exp
(
−
d∑
k=1
(zk+1 − zk)xk
)
× 1
π
∫
R+
v1e
−s1v21/6 sin(v1x1) dv1
×
d∏
k=2
2
π
∫
R+
e−(sk−sk−1)v
2
k/6 sin(vkxk) sin(vkxk−1) dxk
× 1
π
∫
R+
vd+1e
−v2d+1/6 sin(vd+1xd) dvd+1 dx.
So (3.11) now becomes
(3.12) lim
n→∞Ln(z,w)
= exp
(
1
2
d+1∑
k=1
(sk − sk−1)w2k
)∫
Rd
+
exp
(
−
d∑
k=1
(zk+1 − zk)xk
)
f(x) dx,
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where
(3.13) f(x) =
√
8π
3
√
3
αs1(x1)α1−sd(xd)
d∏
k=2
βsk−sk−1(xk−1, xk)
with
αs(x) =
1
π
∫ ∞
0
ve−sv
2/6 sin(vx)dv =
3
√
3√
2πs3/2
xe−3x
2/(2s),
and
βs(x, y) =
2
π
∫ ∞
0
e−sv
2/6 sin(xv) sin(yv) dv
=
1
π
∫ ∞
0
e−sv
2/6 cos((y − x)v)d v − 1
π
∫ ∞
0
e−sv
2/6 cos((y + x)v) dv
=
√
3√
2πs
(
exp
(
−3(y − x)
2
2s
)
− exp
(
−3(y + x)
2
2s
))
.
To conclude the proof, we now match the density in (3.13) to the joint density
of Brownian excursion. It is known that the joint probability density function of
the Brownian excursion Bexs1 , . . . , B
ex
sd
is
fs1,...,sd(x1, . . . , xd) =
√
8πℓs1(x1)ℓ1−sd(xd)
d−1∏
k=1
gsk+1−sk(xk, xk+1)
with
ℓt(y) =
1√
2πt3
y exp
(
−y
2
2t
)
, t, y > 0,
and
gt(y1, y2) =
1√
2πt
(
exp
(
− (y1 − y2)
2
2t
)
− exp
(
− (y1 + y2)
2
2t
))
, t, y1, y2 > 0.
See [14], [19, page 76], or [24, page 464]. Thus the density of (Bexs1 , . . . , B
ex
sd
)/
√
3 is
3d/2fs1,...,sd
(√
3x1, . . . ,
√
3xd
)
=
√
8π√
3
· √3ℓs1
(√
3x1
)
· √3ℓ1−sd
(√
3xd
) d−1∏
k=1
(√
3gsk+1−sk
(√
3xk,
√
3xk+1
))
=
√
8π√
3
αs1(x1)√
3
α1−sd(xd)√
3
d∏
k=2
βsk−sk−1(xk−1, xk) = f(x).
Combining (3.12) and the above, we have shown that
lim
n→∞Ln(z,w) = E exp
(
d+1∑
k=1
wk(Bsk −Bsk−1)
)
E exp
(
1√
3
d∑
k=1
(zk+1 − zk)Bexsk
)
= E exp
(
d+1∑
k=1
wk(Bsk −Bsk−1)
)
E exp
(
− 1√
3
d+1∑
k=1
zk(B
ex
sk
−Bexsk−1)
)
.
By Lemma 3.4, this ends the proof. 
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Remark 3.1. In [7], another ingredient of the proof is to introduce the so-called
tangent process, a positive self-similar Markov process with explicit transition den-
sity function that has its own interest, and in particular plays a role in the Laplace
transform of Brownian excursion [8]. Here, we choose to not to elaborate on the
tangent process in order to reduce the probabilistic flavor of the proof. Instead we
only mention that the tangent process arises in the step (3.10), where the right-hand
side is the same as 2nqzk−1,zk(v
2
k−1, v
2
k) with qs,t(x, y) being the transition density
function of the tangent process as in [7, Eq.(4.1)].
Proof of Theorem 1.1. To see that Theorem 3.1 is an equivalent formulation of
Theorem 1.1, note that since Dn(s) = ⌊ns⌋ − Ln(s)−An(s), we have
1√
2n
(
An(s)− ⌊ns⌋
3
)
=
1
2
Fn(s)− 1
6
Gn(s)
1√
2n
(
Ln(s)− ⌊ns⌋
3
)
=
1
3
Gn(s)
1√
2n
(
Dn(s)− ⌊ns⌋
3
)
= −1
2
Fn(s)− 1
6
Gn(s).

4. Comments and remarks
4.1. Sulanke polynomials. The topic of this research was also inspired by Su-
lanke [26, 27] who studied recursions for polynomials Sn(t) which are the sum over
all Motzkin paths of length n of the products of weights along a path. To define
these polynomials, Sulanke assigned weight 1 to ascent and descent steps, and as-
signed the weight of indeterminate t to each level step. He then gave a bijective
proof of a recursion for Sn. (We note that Sulanke considered elevated Motzkin
paths, thus his fn(t) is Sn−2(t) in our notation.)
Clearly, Sn(t) = ϕ(t, t, . . . , t), where ϕ is given by (2.1). This gives the generating
function for Sulanke polynomials.
Proposition 4.1. Setting S0(t) = 1, we have
(4.1)
∞∑
n=0
znSn(t) = 1− tz −
√
(1− tz)2 − 4z2
2z2
.
(When t = 1 this is of course the well known expression for the generating
function of the Motzkin numbers.)
Proof. From (2.1) we get
(4.2) Sn(t) = 1
2π
∫ 2
−2
(t+ y)n
√
4− y2 dy, n = 0, 1, 2 . . .
Summing the series on the left-hand side of (4.1) we see that the generating function
of Sulanke polynomials is G(1/z − t)/z, where
G(z) =
1
2π
∫ 2
−2
√
4− y2
z − y dy =
z −√z2 − 4
2
is the Cauchy–Stieltjes transform of the semicircle law, see for example Hiai and
Petz [16, Example 3.1.1]. 
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We remark that asymptotic normality of Ln(1) can also be deduced from (4.2)
using the Laplace method, and presumably also from the generating function (4.1);
analytic techniques in Flajolet and Sedgewick [15] are likely to imply a stronger
local limit law of the Gaussian type.
4.2. A probabilistic approach for Theorem 1.1. Here we sketch a probabilistic
proof for Theorem 1.1. Let
Jn(t) = ⌊nt⌋ − Ln(t) = An(t) +Dn(t)
denote the number of non-level steps. Since asymptotically only 1/3 of the steps of a
random walk are horizontal, we can expect that Jn(1)/n→ 2/3 in probability, and
it is natural to expect that 1√
n
(Jn(t)− 2nt/3)t∈[0,1] converges to
√
2
3 (Bt)t∈[0,1], the
Brownian motion scaled by the standard deviation of a Bernoulli random variable
with probability of success p = 2/3. Conditionally on Jn, An(t)−Dn(t) = 2An(t)−
Jn(t) behaves like a Dyck path on Jn(1) sites, which by Kaigh [20] converges to the
Brownian excursion. So we expect that(
An(t)− Jn(t)/2√
Jn(1)
)
t∈[0,1]
D−→ 1
2
(Bext )t∈[0,1].
We can then decompose the process into
An(t)− nt/3√
2n
=
An(t)− Jn(t)/2√
Jn(1)
√
Jn(1)
2n
+
Jn(t)− 2nt/3
2
√
2n
, t ∈ [0, 1].
One can show that the two processes on the right-hand side above converge to
1
2
√
3
Bex and 16B, respectively, and furthermore the limit of the first term is indepen-
dent from (Jn(1))n∈N as n→∞. Therefore, the two limit processes corresponding
to right-hand side above are independent.
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Appendix A. Proof of Lemma 3.2
Process (Zt)t≥0 ((3.2) and (3.3)) comes from [3, Example 4.9], see also [1, Exam-
ple 5.3], so Lemma 3.2 follows from some facts from free probability. A convenient
framework for free probability is the so called W ∗-probability space (A, τ) where
τ is a faithful normal trace on the von Neumann algebra A. The semicircular
family (Xt)t≥0 is the set of self-adjoint elements of A such that for any choice of
t1, . . . , td ≥ 0 the joint moments are
(A.1) τ(Xt1Xt2 · · ·Xtd) =
∑
pi∈NC2(d)
∏
{i,j}∈pi
τ(XtiXtj ),
see Nica and Speicher [23, Definition 8.15]. The free Brownian motion (in free
probability) is a semicircular family such that τ(XsXt) = min{s, t}.
Biane [1, page 144] and Boz˙ejko, Ku¨mmerer and Speicher [3, Definition 4.1
and Corollary 4.5] showed that for bounded Borel functions f1, . . . , fd, the joint
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moments E(f1(Zt1)f2(Zt2) · · · fd(Ztd)) for t1 ≤ t2 ≤ · · · ≤ td coincide with the cor-
responding joint moments τ(f1(Xt1)f2(Xt2) · · · fd(Xtd)) of the free Brownian mo-
tion. (For this reason, the process (Zt)t≥0 is also referred to as the free Brownian
motion, understood as an inhomogeneous Markov process in classical probability
theory.) Since |Zt| ≤ 2
√
t and ‖Xt‖ ≤ 2
√
t, taking fj(x) = x1{|x|<2√tj} we see
that fj(Ztj ) = Ztj and fj(Xtj ) = Xtj , so the joint moments on the left-hand side of
(3.4) coincide with the joint moments of the semi-circular elements with covariance
min{s, t}. Thus the right hand side of (A.1) gives the right hand side of (3.4).
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