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Abstract
The techniques of spinorial geometry are used to classify solutions admitting Killing
spinors in the theory of minimal anti-de Sitter N = 2, D = 4 supergravity, where the
gauge kinetic term comes with the opposite sign. There are four classes of solutions.
One class is described by metrics corresponding to gravitational waves propagating
on AdS2 × H2. The second class of solution is a new solution corresponding to a
special limiting case of the Killing spinor. The third class of solution corresponds
to fibrations over a Lorentzian three dimensional manifold which has a Lorentzian
Gauduchon-Tod structure. The fourth class of solution is a cosmological extension of
a Majumdar-Papapetrou type solution, described by a function satisfying the wave
equation on R2,1 .
1 Introduction
In recent years, the study of supersymmetric background solutions of supergravity
theories had a great impact on the development of string and M-theory. Moreover
anti-de Sitter spaces became relevant to the study of quantum field theories via the
ADS/CFT correspondence. Supersymmetric solutions are those bosonic gravitational
backgrounds admitting a number of Killing spinors ǫ, satisfying Dµǫ = 0, where Dµ
denotes the supercovariant derivative. Additional Killing spinor equations arise in
theories with scalar fields resulting from the vanishing of supersymmetry transforma-
tion of additional fermionic fields other than the gravitini.
In our present work we will consider minimal supergravity theories in four di-
mensions. The first systematic classification of solutions in minimal four-dimensional
N = 2 supergravity without a cosmological constant was performed in [1]. The
half-supersymmetric solutions found by Tod consist of two classes of solutions. The
first class has a time-like Killing vector and corresponds to an Israel-Wilson-Perjes
metric, and the second class has a light-like Killing vector with a plane-wave metric.
Some analysis of the purely gravitational backgrounds, i.e., without a U(1) gauge
field or a cosmological constant can be found in [2, 3]. In [4], 1/4-supersymmetric
and 1/2-supersymmetric backgrounds using the method of spinorial geometry were
analysed for gauged four-dimensional N = 2 gauged supergravity. The bosonic part
of N = 2, D = 4 gauged supergravity is basically Einstein-Maxwell theory with a neg-
ative cosmological constant. Preons of this theory were also analysed in [5], where
local analysis excluded simply connected solutions preserving exactly 3/4 of the su-
persymmetry. Later in [6], it was shown that 3/4-BPS preons in four-dimensional
gauged supergravities can be obtained as smooth quotients of the AdS4 maximally
supersymmetric backgrounds. This indicates that space-time topology can in some
cases resurrect solutions ruled out by the local analysis of the Killing spinor equations.
Einstein-Maxwell theory with a positive cosmological constant cannot be embed-
ded in a supergravity theory, as supersymmetry restricts the cosmological constant
to be negative. However, with a positive cosmological constant, one can nevertheless
construct a Killing spinor equation by analytic continuation. The fake supersym-
metry thus obtained can be used as a solution generating technique [7]. It should
be mentioned that de Sitter supergravities were obtained via the reduction of M*-
theory and type IIB* theory [8]. Recently, solutions with space-like Killing vectors of
N = 2, D = 4 supergravity, where gauge field kinetic terms come with the opposite
sign in the action, were obtained in [9]. It must be noted that supergravity theories
with various space-time signatures and either sign of gauge field kinetic terms, were
recently explored in terms of reduction of * theories [10] on Calabi-Yau manifolds
[11].
In our present work we are interested in the classification of solutions admitting
a Killing spinor in minimal gauged N = 2, D = 4 pseudo-supergravity. This theory
can be obtained by taking standard N = 2, D = 4 minimal gauged supergravity, as
set out in e.g. [4], and reversing the sign of the gauge kinetic term in the action. The
techniques of spinorial geometry developed for the analysis of supergravity Killing
spinor equations [12] will be used to analyse the solutions.
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The plan of the paper is as follows. In section two, we summarise the basic
equations of the theory we will be studying and give a brief presentation of the orbits
of the Killing spinors. In sections three, four and five, we give a detailed analysis of
the Killing spinor equations for the three canonical forms of the Dirac spinors as well
as an explicit construction of their corresponding solutions. In all these sections, we
make use of the linear system presented in the Appendix. We conclude in section six.
2 N = 2, D = 4 Pseudo-Supergravity
In this section, we present a summary of gauged N = 2, D = 4 pseudo-supergravity.
As already mentioned, this theory is obtained from the standard N = 2, D = 4
minimal gauged supergravity by rescaling the gauge field as
A→ −iA . (2.1)
The bosonic action of the theory is then given by
S =
∫
d4x
√−g
(
R + FµνF
µν +
6
ℓ2
)
(2.2)
where ℓ is a non-zero real constant. The signature of the metric is (−,+,+,+).
The Einstein and gauge field equations derived from the action (2.2) are given by
Rµν = −3ℓ−2gµν − 2FµρFνρ + 1
2
FαβF
αβgµν ,
d ⋆ F = 0 . (2.3)
We shall consider solutions admitting a non-zero Killing spinor ǫ satisfying the
Killing spinor equation:
Dµǫ ≡
(
∂µ +
1
4
ωµ,ν1ν2Γ
ν1ν2 +
1
4
Fν1ν2Γ
ν1ν2Γµ +
1
2
ℓ−1Γµ − ℓ−1Aµ
)
ǫ = 0 . (2.4)
The Killing spinor ǫ is a Dirac spinor. Following [13], this spinor is written as a
differential form. The analysis of the conditions obtained from the Killing spinor
equations makes use of spinorial geometry techniques developed in [12], whereby the
spinor is simplified into a number of canonical forms, and a linear system of equations
is obtained which imposes conditions on the spin connection and fluxes.
For the spinors in this paper, we shall make use of the canonical spinors determined
in [5]. We summarize a number of useful results here for convenience. Dirac spinors
are written as complexified forms on R2, and a generic spinor η can therefore be
written as
η = λ1 + µiei + σe12 (2.5)
where e1, e2 are 1-forms on R
2, and i = 1, 2; e12 = e1 ∧ e2. λ, µi and σ are complex
functions. It will be particularly useful to work in a null basis, and set
Γ+ =
√
2ie2 , Γ− =
√
2e2∧ , Γ1 =
√
2ie1 , Γ1¯ =
√
2e1 ∧ . (2.6)
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In this basis the metric is given by
ds2 = 2
(
e+e− + e1e1¯
)
. (2.7)
In addition, the action of Γ5 = Γ+−11¯ is given by
Γ51 = 1, Γ5e12 = e12, Γ5ei = −ei . (2.8)
Using Spin(3, 1) gauge transformations described explicitly in [5], a spinor ǫ can
be written as one of three possible simple canonical forms:
ǫ = e2 (2.9)
or
ǫ = 1 + µ1e1 (2.10)
or
ǫ = 1 + µ2e2 . (2.11)
Note that by making use of a Spin(3, 1) transformation generated by Γ+−, combined
with an appropriately chosen U(1) gauge transformation of A which together leave 1
invariant, one can without loss of generality take |µ2| = 1 in (2.11).
To proceed, we evaluate the Killing spinor equation (2.4) acting on the spinor
ǫ = λ1 + µiei . (2.12)
The resulting equations are summarized in Appendix A. We then consider the three
cases (2.9), (2.10) and (2.11) separately.
3 Solutions with ǫ = e2
In order to analyse solutions with ǫ = e2, we evaluate the equations in Appendix A
with λ = µ1 = 0 and µ2 = 1. One obtains
F+− + F11¯ + ℓ
−1 = 0 (3.1)
and
F+− + F11¯ − ℓ−1 = 0 . (3.2)
It is clear that these equations admit no solution; hence there are no supersymmetric
solutions with Killing spinor ǫ = e2.
4 Solutions with ǫ = 1 + µe1
These solutions split into two cases, according as |µ| = 1 and |µ| 6= 1, which will be
considered separately.
3
4.1 Solutions with |µ| 6= 1
On evaluating the equations in Appendix A with λ = 1, µ1 = µ, µ2 = 0 one obtains
the conditions:
∂1µ = ∂+µ = 0, ∂1¯µ =
√
2ℓ−1
(|µ|2 − 1) , (4.1)
ω+1 = 0,
ω11¯ =
1
1− |µ|2 (µ¯∂−µ− µ∂−µ¯)e
− +
√
2ℓ−1
(
µe1 − µ¯e1¯
)
, (4.2)
ℓ−1A =
1
2
d log(1− |µ|2)− 1
2
ω+−, (4.3)
F =
1√
2 (1− |µ|2)e
− ∧
(
∂−µe
1 + ∂−µ¯e
1¯ +
√
2ℓ−1
(
1− |µ|2) e+) . (4.4)
Using the conditions (4.2), we observe first that e− is hypersurface orthogonal
and as such we introduce a co-ordinate u and function L such that
e− = Ldu . (4.5)
The conditions on the gauge potential A imply that
ℓ−1A =
1
2
d log(1− |µ|2) + 1
2
d logL+ Pdu (4.6)
for some function P . By making an appropriate Spin(3, 1) transformation generated
by Γ+− together with a A-gauge transformation leaving the spinor 1 + µe
1 invariant,
one can work in a gauge for which
ℓ−1A = −1
2
(
ω−,+− +
∂−|µ|2
(1− |µ|2)
)
e−,
ω+,+− = 0,
ω1,+− =
√
2ℓ−1µ. (4.7)
In this gauge, we then find
de− = −d log(1− |µ|2) ∧ e− (4.8)
and hence it is most convenient to introduce a local co-ordinate u such that
e− =
1
1− |µ|2du . (4.9)
Next, the exterior derivative of e1 when restricted to hypersurfaces of constant u,
gives
dˆe1 = −dˆ log(1− |µ|2) ∧ e1 (4.10)
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where dˆ denotes the restriction of the exterior derivative to u = const.. This implies
that one can introduce a complex co-ordinate z such that
e1 =
1
1− |µ|2 (dz + ̺du) (4.11)
for ̺ ∈ C. We can simplify the metric further by performing the Spin(3, 1) gauge
transformation generated by βΓ+1 + β¯Γ+1¯, for β ∈ C, and which leaves the Killing
spinor 1 + µe1 invariant. This gauge transformation induces no change on e
− but
sends e1 to e1 − 2βe−, therefore with an appropriate choice of β, one can, without
loss of generality, set ̺ = 0 in (4.11).
Finally we introduce the local co-ordinate v such that the vector field dual to e−
is ∂
∂v
, and we write
e+ = dv +Hdu+ Gdz + G¯dz¯,
where H is a real function, G is a complex function, and µ is independent of the
coordinate v.
In terms of the introduced coordinates, the conditions (4.1) imply that
dµ = −
√
2ℓ−1dz¯ +
∂−µ
1− |µ|2du . (4.12)
Performing a a change in co-ordinates of the form z¯′ = z¯ + ψ(u) together with an
appropriate Spin(3, 1) transformation generated by βΓ+1+β¯Γ+1¯, one can set ∂−µ = 0,
and thus
µ = −
√
2ℓ−1z¯ . (4.13)
To proceed, consider the conditions ω−,+1 = ω−,11¯ = 0 on the geometry. It is straight-
forward to show that these imply that
G = 2ℓ
−2vz¯
1− 2ℓ−2zz¯ + φ (4.14)
where φ(u, z, z¯) is a complex function satisfying
∂z
(
φ¯
1− 2ℓ−2zz¯
)
− ∂z¯
(
φ
1− 2ℓ−2zz¯
)
= 0 . (4.15)
The Bianchi identity F = dA gives the conditions
∂2H
∂v2
= − 2ℓ
−2
1− 2ℓ−2zz¯ ,
∂2H
∂z∂v
= − 2ℓ
−2
1 − 2ℓ−2zz¯
(
2ℓ−2vz¯
1− 2ℓ−2zz¯ + φ
)
. (4.16)
These can be solved to find
H = − ℓ
−2v2
1 − 2ℓ−2zz¯ +Θ1v +Θ2 (4.17)
where Θ1,Θ2 do not depend on v, and
φ = −1
2
ℓ2(1− 2ℓ−2zz¯)∂Θ1
∂z
. (4.18)
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One can simplify the solution considerably by making the co-ordinate transformation
v = (1− 2ℓ−2zz¯)
(
v′ +
1
2
ℓ2Θ1
)
. (4.19)
On dropping the prime on v′ the solution can then be written as
ds2 = 2du
(
dv +
(−ℓ−2v2 +Ψ) du)+ 2
(1− 2ℓ−2zz¯)2dzdz¯ (4.20)
with
F = −ℓ−1dv ∧ du . (4.21)
The Einstein equations impose a further condition that Ψ = Ψ(u, z, z¯) appearing in
the metric is harmonic on R2:
∂2Ψ
∂z∂z¯
= 0 . (4.22)
Finally we note that no extra conditions arise from Maxwell equation.
4.2 Solutions with |µ| = 1
On setting µ = eiθ, the linear system in Appendix A implies that
dθ = 0 (4.23)
and hence we can use a gauge transformation generated by iΓ11¯ to set, without loss of
generality, µ = 1. It will furthermore be useful to make a U(1) gauge transformation,
and a compensatory Spin(1, 3) gauge transformation generated by Γ+−, which when
combined leave the spinor 1 + e1 invariant, to set
A+ = 0. (4.24)
Then the conditions on the spin connection are
ω+,+1 = ω1,+1¯ = ω+,11¯ = ω+,+− = 0 (4.25)
and √
2ℓ−1 + ω−,+1 − ω1,11¯ = 0 (4.26)
and the conditions involving the gauge fields are
ℓ−1A1 =
1
2
(
ω1,11¯ − ω1,+−
)
(4.27)
with
F+1 = − 1√
2
ω1,+1, (4.28)
F−1 =
1
2
√
2
(−ω−,+− + ω−,11¯ − 2ℓ−1A−) , (4.29)
F+− = −ℓ−1 − 1√
2
(
ω−,+1 + ω−,+1¯
)
, (4.30)
F11¯ = −
1√
2
(
ω−,+1 − ω−,+1¯
)
. (4.31)
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These conditions imply that
de− = e− ∧
(√
2ℓ−1(e1 + e1¯)− 2ℓ−1A
)
. (4.32)
In particular, as e− ∧ de− = 0, e− is hypersurface orthogonal, so one can introduce a
co-ordinate u and function H such that
e− = Hdu (4.33)
and it follows from (4.32) that
2ℓ−1A =
√
2ℓ−1(e1 + e1¯) +H−1dH +Qdu (4.34)
for some function Q. If the vector field dual to e− is e− = ∂
∂v
, then as A+ = 0 it
follows that ∂vH = 0.
Next, consider a U(1) gauge transformation A = A′ + ℓ
2
H−1dH , which preserves
the gauge A+ = 0, together with a compensatory Spin(3, 1) gauge transformation
generated by Γ+−, which together leave the spinor 1 + e1 invariant. Using these, one
can work in a gauge for which
2ℓ−1A =
√
2ℓ−1(e1 + e1¯) +Qdu, e− = du . (4.35)
It is also useful to consider various spinor bilinears constructed from ǫ = 1 + e1.
We recall from [5] that there is a non-degenerate Spin(3, 1) invariant inner product
on Dirac spinors given by
B(η, ǫ) = 〈B ∗ η, ǫ〉 (4.36)
where
B.1 = −e12, Be12 = 1, Bei = −ǫijej . (4.37)
In particular, for the spinor ǫ = 1 + e1, we obtain
B(ǫ, ǫ) = B(ǫ,Γ5ǫ) = B(ǫ,Γµǫ) = 0 . (4.38)
However, there is a non-zero 1-form spinor bilinear
Wµ = B(ǫ,Γ5Γµǫ) (4.39)
which in the basis we have chosen gives
W = 2
√
2e−. (4.40)
There is also a non-zero 2-form spinor bilinear
χµν = B(ǫ,Γ5Γµνǫ) (4.41)
which is
χ = 2e− ∧ (e1 + e1¯) . (4.42)
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One finds that the Killing spinor equation implies that
∇νWµ = 2ℓ−1AνWµ − ℓ−1χµν − Fµλχλν − Fνλχλµ − 1
2
Fλ1λ2χ
λ1λ2δµν (4.43)
and
∇νχµ1µ2 = 2ℓ−1Aνχµ1µ2 +WνFµ1µ2 + δνµ1Fµ2λW λ − δνµ2Fµ1λW λ (4.44)
and we work in a basis for which
dW = 0, χ = W ∧ A (4.45)
dχ = −W ∧ F . (4.46)
However, (4.44) implies that
dχ = 2ℓ−1A ∧ χ+W ∧ F . (4.47)
It follows that
W ∧ F = 0 . (4.48)
This implies that
F11¯ = 0, F+1 = 0 . (4.49)
Furthermore, we remark that from the expression for the gauge potential given
by (4.35) we find that
2ℓ−1F+− =
√
2ℓ−1d(e1 + e1¯)+− + ∂+Q . (4.50)
However, a Spin(3, 1) gauge transformation generated by Γ+1+Γ+1¯, which leaves the
spinor 1+e1 invariant, can be used to set the value of Q to any value, and so without
loss of generality Q can be chosen such that
F+− = 0 . (4.51)
Given the conditions (4.49) and (4.51) on the Maxwell field-strength components,
the conditions on the spin connection can be rewritten as
de− = 0, (4.52)
and
(de1)+1 = (de
1¯)+1 = 0, (4.53)
and
ω1,11¯ =
1√
2
ℓ−1, ω−,+1 = − 1√
2
ℓ−1 . (4.54)
The remaining content of the Bianchi identity from (4.35) is given by
√
2ℓ−1d(e1 + e1¯)+− + ∂+Q = 0 (4.55)
8
and
2ℓ−1F−1 =
√
2ℓ−1d(e1 + e1¯)−1 − ∂1Q . (4.56)
We proceed by introducing co-ordinates. We have already introduced co-ordinates
u, v such that e− = du and the vector field dual to e− is ∂
∂v
. As d(e1 + e1¯) vanishes
when restricted to surfaces of constant u, it follows that we can introduce a real
co-ordinate x, and a real function P such that
e1 + e1¯ = dx+ Pdu (4.57)
and moreover, we can also introduce another real co-ordinate y such that
i(e1 − e1¯) = fdx+ gdy + Ldu (4.58)
for real functions f, g, L. We remark that L can be set to zero without loss of gen-
erality, by making use of a gauge transformation generated by iΓ+1 − iΓ+1¯, which
leaves the spinor 1 + e1 invariant, and also does not induce any change to e
1 + e1¯, so
we take
i(e1 − e1¯) = fdx+ gdy . (4.59)
The remaining basis element is then given by
e+ = dv +Υdu+ hdx+ Sdy (4.60)
for real functions Υ, h, S. To proceed, we consider the condition (4.53). This implies
that
∂vg = ∂vf = 0 . (4.61)
It follows that we can make a v-independent shift in y which preserves the form
of e+ and can be chosen in order to set f = 0 in (4.59). Such a transformation
re-introduces a du term in this expression, which can then be again eliminated by use
of a gauge transformation generated by iΓ+1 − iΓ+1¯. So, without loss of generality,
we set f = 0 in (4.59), and g is independent of v.
Next consider the imaginary part of the second condition in (4.54). On evaluating
the appropriate components of the spin connection this implies that
∂vS = 0 (4.62)
and so by making an appropriately chosen v-independent shift in the v co-ordinate
we can without loss of generality also set S = 0.
In addition, the real part of the second geometric condition in (4.54) can be written
as
∂v
(
h+
1
2
P
)
=
√
2ℓ−1 . (4.63)
The Bianchi identity (4.55) can be rewritten as
∂v
(
Q +
√
2ℓ−1P
)
= 0 (4.64)
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whereas the real part of the second Bianchi identity (4.56) together with (4.29) imply
that
− ∂x(Q +
√
2ℓ−1P ) =
1√
2
ℓ−1
(
∂vΥ− P∂vH −Q
)
(4.65)
and the imaginary part implies
∂y(Q+
√
2ℓ−1P ) =
1√
2
∂y
(
h+
1
2
P
)
. (4.66)
In writing the metric and Maxwell fields, it will be useful to set
Υ +
1
4
P 2 = Θ, Q +
√
2ℓ−1P = Ψ, h+
1
2
P = τ (4.67)
so that the previous conditions can be rewritten as
∂vτ =
√
2ℓ−1, ∂vΨ = 0, ∂vΘ = Ψ−
√
2ℓ∂xΨ (4.68)
and
∂y(τ −
√
2ℓΨ) = 0 (4.69)
and the metric and field strength are
ds2 = 2du
(
dv +Θdu+ τdx
)
+
1
2
dx2 +
1
2
g2dy2 (4.70)
and
F =
ℓ
2
dΨ ∧ du . (4.71)
In fact, (4.68) and (4.69) can be integrated to obtain
Θ = F(u, x, y) + v(Ψ−
√
2ℓ∂xΨ) (4.72)
and
τ =
√
2ℓ−1v +
√
2ℓΨ+ φ(u, x) . (4.73)
By making a co-ordinate transformation of the form
v = v′ +H(u, x) (4.74)
for an appropriately chosen function H, we can set φ(u, x) = 0 without loss of gener-
ality. The metric is therefore given by
ds2 = 2du
(
dv +
(F + v(Ψ−√2ℓ∂xΨ))du+ (√2ℓ−1v +√2ℓΨ)dx
)
+
1
2
dx2 +
1
2
g2dy2 (4.75)
where the prime on v′ has been dropped.
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It remains to consider the function g appearing in the metric. The first geometric
condition in (4.54) can then be written as
g−1∂xg = − 1√
2
ℓ−1 (4.76)
so
g = K(u, y)e
− 1√
2
ℓ−1x
. (4.77)
It is possible to make a co-ordinate transformation
Kdy + α(u, y)du = dy′, v = v′ − 1
2
e
− 1√
2
ℓ−1x
Λ (4.78)
such that ∂yα − ∂uK = 0, and ∂yΛ = α, and work in co-ordinates such that K = 1
without loss of generality. So the metric is given by (4.75) with
g = e
− 1√
2
ℓ−1x
. (4.79)
We also consider the Maxwell equations obtained by computing
2ℓ−1 ⋆ F = du ∧
(
e
1√
2
ℓ−1x
∂yΨdx− e−
1√
2
ℓ−1x
∂xΨdy
)
(4.80)
On requiring d ⋆ F = 0, we find the condition
∂2Ψ
∂x2
− 1√
2
ℓ−1
∂Ψ
∂x
+ e
√
2ℓ−1x∂
2Ψ
∂y2
= 0 (4.81)
or equivalently
2Ψ = 0 (4.82)
where 2 is the Laplacian on H
2, equipped with metric
ds22 =
1
2
(
dx2 + e−
√
2ℓ−1xdy2
)
. (4.83)
The remaining content of the Einstein field equations is given by the v-independent
part of the uu component, which implies that
∂2F
∂x2
+ e
√
2ℓ−1x∂
2F
∂y2
+
1√
2
ℓ−1
∂F
∂x
− ℓ−2F = −∂Ψ
∂u
+ 4
√
2ℓΨ
∂Ψ
∂x
−Ψ2
− 3
2
ℓ2
(
∂Ψ
∂x
)2
+ ℓ
√
2
∂2Ψ
∂x∂u
+
5
2
ℓ2e
√
2ℓ−1x
(
∂Ψ
∂y
)2
− 4ℓ2Ψ∂
2Ψ
∂x2
.
(4.84)
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So for this class of solution, the metric is given in terms of two functions Ψ(u, x, y)
and F(u, x, y) via
ds2 = 2du
(
dv +
(F + v(Ψ−√2ℓ∂xΨ))du+√2(ℓ−1v + ℓΨ)dx
)
+ ds22.
(4.85)
where
ds22 =
1
2
(
dx2 + e−
√
2ℓ−1xdy2
)
(4.86)
is the metric on H2, and
F =
ℓ
2
dΨ ∧ du . (4.87)
The Maxwell field equations imply that Ψ is harmonic on H2, and the Einstein
equations reduce to the condition (4.84). On setting k = ∂
∂v
, the Maxwell field
strength satisfies
FµλFν
λ =
ℓ2
2
((∂Ψ
∂x
)2
+ e
√
2ℓ−1x
(∂Ψ
∂y
)2)
kµkν . (4.88)
It follows that the geometry is a type III Kundt solution, coupled to a pure radia-
tion field. Such solutions were constructed in [14, 15] with vanishing cosmological
constant. Here there is a non-vanishing cosmological constant, and the solution is a
subcase of the classification of such solutions constructed in [16].
5 Solutions with ǫ = 1 + eiθe2
On evaluating the equations in Appendix A with λ = 1, µ1 = 0, µ2 = eiθ, one obtains
the components of the gauge field strength as:
F+− = −
√
2
(
cos θω+,+− + ∂+θ sin θ
)
+ ℓ−1,
F11¯ = −i
√
2
(− sin θω+,+− + cos θ∂+θ),
F−1 = − 1√
2
eiθω−,−1,
F+1 = − 1√
2
e−iθω+,+1 . (5.1)
The components of the gauge potential are given by:
ℓ−1A− = −1
2
ω−,+−, ℓ
−1A1 =
1
2
(
i∂1θ − ω1,11¯
)
, ℓ−1A+ =
1
2
ω+,+− . (5.2)
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The geometric constraints are given by
ω+,+− − ω−,+− =
√
2ℓ−1 cos θ,
∂−θ + ∂+θ =
√
2ℓ−1 sin θ,
ω1¯,11¯ = 2i∂1¯θ − ω+,+1¯ = −ω−,−1¯,
ω1¯,+1 = −ω+,+− − i∂+θ +
√
2eiθℓ−1,
ω1¯,−1 = ω+,+− − i∂+θ,
ω1,+− = −i∂1θ, ω+,11¯ = 2i∂+θ,
ω−,11¯ = ω+,−1 = ω−,+1 = ω1,+1 = ω1,−1 = 0 . (5.3)
Thus we can write
de1 =
(
i∂+θ + ω+,+− −
√
2ℓ−1e−iθ
)
e+ ∧ e1
+ (−ω+,+− − i∂+θ) e− ∧ e1 +
(−2i∂1¯θ + ω+,+1¯) e1 ∧ e1¯,
de+ = −ω−,+−e+ ∧ e− − ω−,−1e− ∧ e1 − ω−,−1¯e− ∧ e1¯
+ i∂1θe
+ ∧ e1 − i∂1¯θe+ ∧ e1¯ − 2i∂+θe1 ∧ e1¯,
de− = −ω+,+−e+ ∧ e− − i∂1θe− ∧ e1 + i∂1¯θe− ∧ e1¯
− ω+,+1e+ ∧ e1 − ω+,+1¯e− ∧ e1 + 2i
(
−∂+θ +
√
2ℓ−1 sin θ
)
e1 ∧ e1¯ . (5.4)
5.1 Solutions with sin θ 6= 0
For these solutions, it is convenient to define the 1-form
V =
1
sin θ
(e+ + e−) (5.5)
and introduce a local co-ordinate τ such that V = ∂
∂τ
.
It is straightforward to see that the supersymmetry constraints imply that
∂θ
∂τ
=
√
2ℓ−1 (5.6)
and furthermore
LV e1 = −
√
2ℓ−1e−iθ
sin θ
e1,
LV (e+ − e−) = −
√
2ℓ−1 cot θ(e+ − e−) . (5.7)
These constraints imply that one can write
e1 =
(
1− i cot θ)eˆ1,
e+ − e− =
√
2
sin θ
eˆ0, (5.8)
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where
LV eˆ1 = 0, LV eˆ0 = 0 . (5.9)
Note, furthermore, that
deˆ1 =
( √
2
sin θ
ω+,+− +
1√
2
cos θ
sin2 θ
(∂+θ − ∂−θ)
− ℓ−1 cot θ + 2iℓ−1
)
eˆ0 ∧ eˆ1
+
1
sin2 θ
(
− i∂1¯θ + i sin θe−iθω+,+1¯
)
eˆ1 ∧ eˆ1¯ . (5.10)
and
de2 =
1
2 sin2 θ
(
(e2iθω+,+1 − ω−,−1)eˆ1 + (e−2iθω+,+1¯ − ω−,−1¯)eˆ1¯
)
∧ eˆ0
− 2iℓ−1eˆ1 ∧ eˆ1¯ . (5.11)
On defining
B = 1
2 sin2 θ
((
e2iθω+,+1 − ω−,−1
)
eˆ1 +
(
e−2iθω+,+1¯ − ω−,−1¯
)
eˆ1¯
)
+
( √
2
sin θ
ω+,+− − ℓ−1 cot θ + cos θ√
2 sin2 θ
(∂+θ − ∂−θ)
)
eˆ0, (5.12)
the conditions (5.10) and (5.11) can be rewritten as
deˆ0 = B ∧ eˆ0 − 2iℓ−1eˆ1 ∧ eˆ1¯,
deˆ1 = B ∧ eˆ1 − 2iℓ−1eˆ1 ∧ eˆ0 . (5.13)
Noting then that the metric can be written as
ds2 =
1
2
(e+ + e−)2 +
1
sin2 θ
ds2LGT (5.14)
where
ds2LGT = −(eˆ0)2 + 2eˆ1eˆ1¯ . (5.15)
We note that the metric ds2LGT on the Lorentzian 3-manifold LGT does not depend
on τ , and moreover, the conditions (5.13) imply that LGT admits a τ -independent
basis Ei for i = 1, 2, 3 satisfying
dEi = B ∧ Ei + 2ℓ−1 ⋆3 Ei (5.16)
where ⋆3 denotes the Hodge dual on LGT (in our conventions, the volume form
on LGT is ieˆ1 ∧ eˆ1¯ ∧ eˆ0). Note in particular that (5.16) implies that B must be
independent of τ , and furthermore, must satisfy
dB = −2ℓ−1 ⋆3 B (5.17)
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and in turn (5.17) implies that
d ⋆3 B = 0 . (5.18)
The condition (5.16) implies that LGT admits a Lorentzian Gauduchon-Tod struc-
ture. Euclidean Gauduchon-Tod structures arise in the context of 4-dimensional
hyper-Ka¨hler with torsion manifolds which admit a tri-holomorphic isometry, and
have been analysed in [17] and [18]. Such structures are also known to arise in the
context of both Euclidean and Lorentzian supergravity solutions [7, 19]. Lorentzian
Gauduchon-Tod structures have also been found in gauged 4-dimensional supergrav-
ity with signature (+,+,−,−) [20].
To proceed further, we next consider the constraints which (5.4) impose on e++e−.
It will be convenient to write
e+ + e− =
2
sin θ
(dτ + Ω) (5.19)
and to set
θ =
√
2ℓ−1τ + Φ (5.20)
where Ω is a τ -dependent 1-form on LGT and Φ is a τ -independent function. Then
(5.4) implies that
LVΩ− 2
√
2ℓ−1 cot θ Ω− B + 2 cot θ dΦ = 0 . (5.21)
This condition can be integrated up, and on changing co-ordinates from τ to θ, one
obtains
e+ + e− =
√
2ℓ
sin θ
dθ −
√
2ℓ cos θ B + 2 sin θ ψ (5.22)
where ψ is a θ-independent 1-form on LGT . Note that ψ is defined in terms of the
basis eˆ1, eˆ1¯, eˆ0 as
ψ =
iℓ
2
√
2 sin2 θ
(
(ω−,−1 + e
2iθω+,+1)eˆ
1 − (ω−,−1¯ + e−2iθω+,+1¯)eˆ1¯
)
+
1
2
(
2ℓ cos θ
sin2 θ
ω+,+− −
√
2 cos2 θ
sin2 θ
− ℓ
sin θ
(∂+θ − ∂−θ)
)
eˆ0. (5.23)
The remaining content of (5.4) imposes an additional condition on ψ:
dψ + B ∧ ψ + 2ℓ−1 ⋆3 ψ = 0 . (5.24)
It remains to consider the constraints on the fluxes. Note first that (5.2) implies
that
A =
ℓ
2
cot θdθ − ℓ
2
cos 2θ B + 1√
2
sin 2θ ψ . (5.25)
It is straightforward to show that on applying the exterior derivative to (5.25), one
obtains the components of the field strength given in (5.1), with no further constraint.
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In order to evaluate the gauge field equations, observe that the above conditions imply
that the Hodge dual of F is given by
⋆F = dθ ∧
(
ℓ cos 2θ B −
√
2 sin 2θ ψ
)
+
√
2 sin2 θB ∧ ψ
− ⋆3
(
sin 2θ B +
√
2ℓ−1 cos 2θ ψ
)
. (5.26)
On making use of the previously obtained conditions, this expression can be rewritten
as
⋆ F = d
(
ℓ
2
sin 2θ B −
√
2 sin2 θψ
)
−
√
2ℓ−1 ⋆3 ψ (5.27)
and we remark that the conditions (5.17) and (5.24) imply that ⋆3ψ is closed. Hence
the gauge equations are satisfied with no further conditions.
In order to examine the Einstein equations we follow the reasoning presented
(in the context of solutions of the anti-de-Sitter minimal gauged supergravity) in
Appendix E of [21]. In particular, the integrability conditions of the Killing spinor
equation associated with a pseudo-supersymmetric solution for which the Maxwell
field strength F satisfies the Bianchi identity and gauge field equations imply that
EµνΓ
νǫ = 0 (5.28)
where
Eµν = Rµν + 3ℓ
−2gµν + 2FµρFν
ρ − 1
2
FαβF
αβgµν . (5.29)
Evaluating (5.28) acting on the Killing spinor ǫ = 1+ eiαe2, one finds that all compo-
nents of Eµν are constrained to vanish, i.e. the Einstein equations hold automatically.
To summarize, the solutions with Killing spinor 1+eiθe2 and sin θ 6= 0 have metric
ds2 =
(
ℓ
sin θ
dθ − ℓ cos θ B +
√
2 sin θ ψ
)2
+
1
sin2 θ
ds2LGT (5.30)
where ds2LGT is a θ-independent metric on a 3-dimensional Lorentzian manifold which
has a Lorentzian Gauduchon-Tod structure. The 3-manifold LGT admits a θ-independent
basis Ei and a θ-independent 1-form B satisfying (5.16) (with associated integrability
conditions (5.17) and (5.18)). LGT also admits a θ-independent 1-form ψ satisfying
(5.24). The flux is then given by
F = d
(
− ℓ
2
cos 2θ B + 1√
2
sin 2θ ψ
)
. (5.31)
Examples of such solutions will be described in [22].
5.2 Solutions with sin θ = 0
If sin θ = 0 then cos θ = ±1. However, as the spinor 1 − e1 is related to the spinor
1 + e1 on making use of a Pin transformation generated by Γ+ − Γ−, it is sufficient
to consider the spinor ǫ = 1 + e1 in this case.
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F =
(
−
√
2ω+,+− + ℓ
−1
)
e+ ∧ e− − 1√
2
(
e+ + e−
) ∧ (ω+,+1e1 + ω+,+1¯e1¯
)
(5.32)
and
ℓ−1A =
1
2
ω+,+−e
+ − 1
2
ω−,+−e
− − 1
2
ω+,+1e
1 − 1
2
ω+,+1¯e
1¯ (5.33)
and
ω+,+− − ω−,+− =
√
2ℓ−1,
ω1,11¯ = ω+,+1 = ω−,−1,
ω1¯,+1 + ω+,+− =
√
2ℓ−1,
ω1¯,−1 = ω+,+−,
ω1,+− = ω+,11¯ = ω−,11¯ = ω+,−1 = ω−,+1 = ω1,+1 = ω1,−1 = 0 . (5.34)
It follows that
de+ = −ω−,+−e+ ∧ e− +
(
ω+,+1e
1 + ω+,+1¯e
1¯
) ∧ e−,
de− = −ω+,+−e+ ∧ e− +
(
ω+,+1e
1 + ω+,+1¯e
1¯
) ∧ e+,
de1 =
[(
ω+,+− −
√
2ℓ−1
)
e+ − ω+,+−e− − ω+,+1¯e1¯
]
∧ e1 . (5.35)
To proceed, note that (5.35) implies that
(e+ + e−) ∧ d(e+ + e−) = 0, (e+ − e−) ∧ d(e+ − e−) = 0 . (5.36)
Hence, there exist real functions H,B, z, t such that
e+ =
1√
2
(
Hdz −Bdt), e− = 1√
2
(Hdz +Bdt) . (5.37)
Next, note that (5.32) and (5.35) imply that
F =
1√
2
d(e+ + e−) . (5.38)
On comparing this expression with (5.33), one finds that there exists a real func-
tion C such that
1√
2
(e+ + e−) =
ℓ
2
(
ω+,+−e
+ − ω−,+−e− − ω+,+1e1 − ω+,+1¯e1¯
)
− ℓ
2
d logC . (5.39)
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Substituting this expression back into (5.35) one finds
de1 = d logC ∧ e1 (5.40)
and so there exist real functions C, x, y such that
e1 =
1√
2
C(dx+ idy) . (5.41)
It is then straightforward to show that (5.35) implies that
H = C−1f1(z), B = Cf2(t) (5.42)
where f1 and f2 are arbitrary functions of z, t.
By making appropriate z, t co-ordinate transformations, one can without loss of
generality take f1 = f2 = 1. Furthermore, (5.35) implies that
∂C
∂z
= −ℓ−1 (5.43)
so that
C = V − ℓ−1z (5.44)
for V = V (t, x, y). The metric and gauge field strength are then given by
ds2 = (V − ℓ−1z)2(−dt2 + dx2 + dy2) + 1
(V − ℓ−1z)2dz
2 (5.45)
and
F = d
(
1
(V − ℓ−1z)dz
)
. (5.46)
Finally, we impose the gauge field equations d ⋆ F = 0, which imply that V is
harmonic on R1,2: (
− ∂
2
∂t2
+
∂2
∂x2
+
∂2
∂y2
)
V = 0 , (5.47)
and we remark that, from the reasoning used in the previous sub-section, this con-
dition is sufficient to ensure that the Einstein equations hold automatically. In the
limit of ℓ−1 → 0, one recovers the solutions found in [9]. Note that our cosmological
solutions are obtained by shifting the harmonic function independent of z by a term
linear in z. This is similar in the case of de Sitter solutions in which the solution is
obtained by shifting the time-independent harmonic function by linear term in time
[7, 23]. Cosmological de sitter extensions of Majumdar-Papapetrou solutions were
first considered in [24].
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6 Conclusions
Using spinorial geometry techniques, all pseudo-supersymmetric solutions of minimal
Anti de Sitter N = 2, D = 4 supergravity have been classified. There are four classes
of solutions:
(i) The first class of solution has metric and field strength
ds2 = 2du
[
dv +
(− ℓ−2v2 +Ψ)du
]
+
2
(1− 2ℓ−2zz¯)2dzdz¯ (6.1)
with
F = −ℓ−1dv ∧ du (6.2)
where Ψ = Ψ(u, z, z¯) satisfies
∂2Ψ
∂z∂z¯
= 0 . (6.3)
This metric corresponds to gravitational waves propagating on AdS2 × H2,
[19, 25, 26].
(ii) The second class of solution is a type III Kundt solution, corresponding to one
of the geometries in the classification of [16]. The metric is
ds2 = 2du
(
dv +
(F + v(Ψ−√2ℓ∂xΨ))du+√2(ℓ−1v + ℓΨ)dx
)
+ ds22
(6.4)
where Ψ, F are functions of u, x, y; and
ds22 =
1
2
dx2 +
1
2
e−
√
2ℓ−1xdy2 (6.5)
is the metric on H2, and
F =
ℓ
2
dΨ ∧ du . (6.6)
The function Ψ is harmonic on H2, and F satisfies
∂2F
∂x2
+ e
√
2ℓ−1x∂
2F
∂y2
+
1√
2
ℓ−1
∂F
∂x
− ℓ−2F = −∂Ψ
∂u
+ 4
√
2ℓΨ
∂Ψ
∂x
−Ψ2
− 3
2
ℓ2
(
∂Ψ
∂x
)2
+ ℓ
√
2
∂2Ψ
∂x∂u
+
5
2
ℓ2e
√
2ℓ−1x
(
∂Ψ
∂y
)2
− 4ℓ2Ψ∂
2Ψ
∂x2
.
(6.7)
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(iii) The third class of solution has metric
ds2 =
(
ℓ
sin θ
dθ − ℓ cos θ B +
√
2 sin θ ψ
)2
+
1
sin2 θ
ds2LGT (6.8)
where ds2LGT is a θ-independent metric on a 3-dimensional Lorentzian manifold
which has a Lorentzian Gauduchon-Tod structure. The 3-manifold LGT admits
a θ-independent basis Ei and a θ-independent 1-form B satisfying
dEi = B ∧ Ei + 2ℓ−1 ⋆3 Ei (6.9)
together with a θ-independent 1-form ψ satisfying
dψ + B ∧ ψ + 2ℓ−1 ⋆3 ψ = 0 . (6.10)
The gauge field strength is
F = d
(
− ℓ
2
cos 2θ B + 1√
2
sin 2θ ψ
)
. (6.11)
(iv) The fourth class of solution has metric
ds2 = (V − ℓ−1z)2ds2(R2,1) + 1
(V − ℓ−1z)2dz
2 (6.12)
and
F = d
(
1
(V − ℓ−1z)dz
)
. (6.13)
The function V does not depend on z, and satisfies the wave equation on R2,1.
A The Linear System
In this appendix we present the decomposition of the Killing spinor equation acting
on the spinor ǫ = λ1 + µiei; we obtain the following conditions:
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∂+λ + λ
(
−1
2
ω+,+− − 1
2
ω+,11¯ − ℓ−1A+
)
− 1√
2
µ2
(
F+− + F11¯ − ℓ−1
)
= 0,
∂+µ
1 + µ1
(
−1
2
ω+,+− +
1
2
ω+,11¯ − ℓ−1A+
)
− ω+,−1µ2 = 0,
∂+µ
2 + ω+,+1¯µ
1 + µ2
(
1
2
ω+,+− − 1
2
ω+,11¯ − ℓ−1A+
)
= 0,
ω+,+1λ+
√
2F+1µ
2 = 0,
∂−λ+ λ
(
−1
2
ω−,+− − 1
2
ω−,11¯ − ℓ−1A−
)
−
√
2F−1¯µ
1 = 0,
∂−µ
1 −
√
2F−1λ+ µ
1
(
−1
2
ω−,+− +
1
2
ω−,11¯ − ℓ−1A−
)
− ω−,−1µ2 = 0,
∂−µ
2 +
λ√
2
(
F+− − F11¯ + ℓ−1
)
+ ω−,+1¯µ
1 + µ2
(
1
2
ω−,+− − 1
2
ω−,11¯ − ℓ−1A−
)
= 0,
−ω−,+1λ− 1√
2
µ1
(
F+− + F11¯ + ℓ
−1) = 0,
∂1λ+ λ
(
−1
2
ω1,+− − 1
2
ω1,11¯ − ℓ−1A1
)
− 1√
2
µ1
(
F+− + F11¯ − ℓ−1
)
= 0,
∂1µ
1 + µ1
(
−1
2
ω1,+− +
1
2
ω1,11¯ − ℓ−1A1
)
− ω1,−1µ2 = 0,
∂1µ
2 + ω1,+1¯µ
1 + µ2
(
1
2
ω1,+− − 1
2
ω1,11¯ − ℓ−1A1
)
= 0,
ω1,+1λ+
√
2F+1µ
1 = 0,
∂1¯λ+ λ
(
−1
2
ω1¯,+− −
1
2
ω1¯,11¯ − ℓ−1A1¯
)
+
√
2F−1¯µ
2 = 0,
∂1¯µ
1 +
λ√
2
(−F+− + F11¯ + ℓ−1)+ µ1
(
−1
2
ω1¯,+− +
1
2
ω1¯,11¯ − ℓ−1A1¯
)
− ω1¯,−1µ2 = 0,
∂1¯µ
2 +
√
2F+1¯λ+ ω1¯,+1¯µ
1 + µ2
(
1
2
ω1¯,+− − 1
2
ω1¯,11¯ − ℓ−1A1¯
)
= 0,
−ω1¯,+1λ+
1√
2
µ2
(
F+− + F11¯ + ℓ
−1) = 0 .
(A.1)
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