Prey animals often move from patch to patch in search of food and must evaluate the likelihood that a predator is present in each patch to adjust their antipredator behavior. This is important because a prey animal might have inadvertently arrived at a patch on which a sit-and-wait predator is lurking, a common situation in many species of animals. In a simulation model, we explore how long the ambushing predator should wait before attacking the prey animal and how the prey animal can adjust its vigilance in response. We adopted a war-of-attrition framework where the predator selects randomly an attack time from a distribution to keep the prey guessing and where the prey also keep the predator guessing by selecting randomly a time at which to switch from high to low vigilance. We found that an evolutionarily stable solution can emerge in this game and has the following form under a broad range of ecological conditions: the predator attacks early and the prey adopts a high vigilance early and then switches later to a lower vigilance. The results indicate that antipredator vigilance may change as a function of time rather than being a constant value as assumed in most vigilance models. We conclude that the uncertainty that ambushing predators and their prey must plant in the minds of the other can have important consequences for the evolution of predator and prey tactics.
INTRODUCTION
I n many species, prey animals move from patch to patch in search of resources but often have little information about current predation risk in each patch (Bouskila and Blumstein 1992) . Prey animals that face hiding predators, for instance, must evaluate the likelihood that a predator is present in each patch to adjust their antipredator behavior accordingly. This is important because a prey animal might have inadvertently arrived at a patch on which a sit-and-wait predator is lurking. Examples include granivorous birds feeding in open spaces where hawks can hide in nearby trees (Caraco et al. 1980; Roth et al. 2006 ) and mammalian herbivores feeding in the open savanna where a lion may be hiding in tall vegetation (Scheel 1993) . This situation also applies to nonfeeding contexts such as drinking and roosting. Such activities are often carried out in potentially dangerous situations where a predator can hide near a waterhole or a roosting site (Périquet et al. 2010) .
How long should the hiding predator wait before attacking the newly arrived prey animals? If the predator always broke cover after the same amount of time, prey animals will be selected to leave immediately before that time or to be extra vigilant up until this time. Rather, the predator should keep the prey guessing about attack time. Nevertheless, we surmise that the predator that waits too long may lose an opportunity if the prey animals leave the patch prematurely. In addition, the waiting predator runs the risk of being detected prior to attack by the prey animals, again foiling its attack.
The predator should thus keep the prey guessing about attack time but should also attack sooner rather than later. Prey animals, in retaliation, could increase their antipredator vigilance early in the feeding bout. Although this will generally reduce their food intake rate, it will also increase their chances of detecting the predator before or during the attack. However, the longer a highly vigilant prey individual endures a low feeding rate and experiences no attack, the greater the attraction to reduce vigilance and switch to higher feeding rate. Prey animals should also keep the predator guessing about their switch time to lower vigilance since otherwise the predator could simply wait until vigilance comes down to mount an attack.
The scenario described above resembles a war of attrition or coevolutionary race between a hiding predator and a mobile prey. The concept of a war of attrition has been applied earlier to animal behavior especially in the context of fighting (Maynard Smith 1974) but also in predator-prey relationships. For instance, predators often wait for their prey to emerge from hiding. A battle of ''waits'' ensues where the predator must choose how long to wait before moving on and the prey must choose how long to remain hidden before emerging again to resume feeding. A simple strategy of waiting a fixed amount of time is not stable for either the predator or the prey as the other can simply wait a little longer. The strategy that emerges from this war of attrition is one where the predator and prey randomly select a waiting time from a distribution of possible values (Hugie 2003) . Evidence for such hiding games has been explored empirically (e.g., Jennions et al. 2003; Hugie 2004 ).
A recent model explored how the perception of predation risk by prey animals can change through time, decreasing when individuals are vigilant and increasing when they are not. Over many successive bouts of vigilance with no attacks by a predator, prey animals may lower their vigilance since their perception of risk has decreased accordingly (Sirot and Pays 2011) . Although this model predicts a decrease in vigilance with time spent in a patch with no attacks, predictions were derived by assuming that the predator does not respond to changes in vigilance strategies by the prey. Here, we relax this assumption and propose an evolutionary game between predator and prey.
Antipredator vigilance models also consider prey animals that randomly select from a distribution the time at which to raise their head while feeding to scan their surroundings for potential threats (Pulliam 1973; Scannell et al. 2001) . Nevertheless, the strategy that ensues is assumed to remain stable through time so that while the duration of intervals between successive scans is unpredictable the mean duration over several cycles of scanning and feeding does not tend to increase or decrease as time goes by (Bednekoff and Lima 1998a) .
Few empirical studies have examined changes in antipredator vigilance through time, which is not surprising given that it is not predicted by the most commonly cited vigilance models. Vigilance was found to decrease with time since haul-out in harbor seals (Phoca vitulina) (Terhune and Brillant 1996) . Mean interscan duration tended to increase with time in one preening crested tern (Sterna bergii) but this was not tested statistically (Roberts 1996) . Similarly, other researchers reported changes in mean interscan duration as a function of time but did not test for directionality (Desportes et al. 1989) .
In the simulation model that follows, we explore whether the logic that we exposed verbally is formally supported and explore the ecological variables that influence predator and prey tactics.
MATERIALS AND METHODS
The model simulates a situation with one predator and one prey. We assume a fixed travel time between patches for the prey and a fixed probability that any patch has a predator in attendance. The prey has 2 choices for vigilance, high or low, and selects the time ts at which to switch from high to low vigilance during a visit to a patch. The predator chooses the attack time ta from a distribution and the prey draws ts from another distribution whose properties will be detailed below.
One simulation consists of several consecutive patch cycles where one patch cycle includes time in the patch collecting food, whereas potentially exposed to a predator, and time spent traveling between patches. The simulation stops when the prey is captured by the predator, if the total amount of time spent foraging and traveling over many patch cycles exceeds a set time limit, or if a set food limit has been reached, whichever comes first.
At each visit to a patch, we first determine whether or not the predator is present at the patch. The predator is present when a randomly selected number from a uniform distribution defined between 0 and 1 (referred to as U(0,1)) is smaller than or equal to a fixed value P: the probability that the predator is present. If present, the predator draws its attack time. The prey draws its switch time regardless of whether the predator is present or not.
With no interruption from a predator, the prey remains in the patch for T units of time. Assuming the amount of food collected by the prey over a unit time is given by f and that the proportion of time spent foraging is (1 2 V), where V is the proportion of time spent vigilant by the prey, the amount of food collected by the prey, and the time needed to complete one full cycle of feeding and traveling are given by:
and time ¼ T 1 travel if no predator present:
For the predator, success on launching an attack can occur if it has not been detected up to this time and if it remains undetected during the attack. If the predator is detected at any time, its success during this visit is scored as 0. The probability per unit time that the prey will not detect an attack is given by k1(1 2 V) 2 prior to the attack being launched and a potentially different value k2(1 2 V) 2 during the attack (Bednekoff and Lima 1998b) . We assume that an attack takes one unit of time. The probability of success for the predator is given by:
In this formulation, we assume that k2 . k1 so that detection of a hidden predator is less likely per unit time than detection of an attacking predator. A predator can thus increase its probability of success when the attack occurs after the prey has switched to lower vigilance. The attack is successful if a random number drawn from U(0,1) is smaller than or equal to the probability of success, and in this case, the success is scored as 1. Success for the prey, in case of an attack, is scored as 0 if the predator is successful or as 1 if unsuccessful. If the prey survives the attack, it leaves the patch and travels to an alternative patch as detailed earlier.
Fitness is calculated for the predator and for the prey when the simulation ends. For the predator, fitness is defined as the percentage of successful attacks. For the prey, fitness is zero if the prey has been captured or if the prey has failed to reach the set amount of food at the end of the simulation; otherwise fitness is equal to 1. We repeated these simulations many times and calculated the mean predator and prey fitness. For the prey, mean fitness represents the probability of obtaining the set food limit over the set time limit. Our rules are an articulation of the life-dinner principle: the prey must successfully exploit many patches in order to gather sufficient resources to reproduce-and failure to survive any one of them is catastrophic; conversely, for the predator, each success or failure has an incremental effect on fitness.
We consider that the prey animal can vary the range of values for the distribution of switch times (from 0 to a set limit, see below) and also the level of vigilance before and after the randomly selected switch time. A limit for the range of switch times and the 2 levels of vigilance fully defines a prey tactic. The general strategy to find the stable solution was the following: 1) fix the predator tactic, namely the range of values for the distribution of attack times, 2) calculate fitness for the prey in response to the predator tactic for each possible prey tactic and find the prey tactic that maximizes fitness over 7500 simulations, and 3) fixing this tactic for the prey, find the range of attack times for the predator that maximizes fitness over 15 000 simulations. These steps were repeated until we reached a combination of tactics for both the predator and prey such that any unilateral deviation from the chosen values yielded a decrease in fitness for both.
Maximum patch visit duration was set at 20 time units and at first we assumed that the prey and the predator drew their respective tactic times from a uniform distribution. The choice of drawing switch or attack times from a uniform distribution is modified below. The set time limit was 2500 so that each simulation that reached the time limit consisted of about 90 patch cycles. The set limit for food was 660 forcing prey animals to avoid high vigilance values. The choice for k1 and k2, the free parameters controlling predator success during an attack, were such that success rate of predation at equilibrium was about 10%. We considered 40 potential choices for the upper limit to the distribution of attack times by the predator during the 20 time units (0.5, 1, . . . , 20), 11 potential values for vigilance by the prey animal (0, 0.1, 0.2, . . . , 1), and 20 potential values for the upper limit to the distribution of switch times by the prey animal during the same 20 time units (1, 2, 3, . . . , 20).
RESULTS AND DISCUSSION

Uniform distribution for attack and switch times
The general solution that emerges from the simulations has the following form: the predator attacks early during a patch visit by the prey and the prey adopts a tactic with high vigilance at first and lower vigilance later in the patch visit.
Although the predator could enjoy a higher success rate by restricting the range of attack times to lower values, the prey animal would adopt a higher vigilance and an earlier switch time thus foiling this strategy. Although the prey animal would have a higher food intake rate by switching to a lower vigilance earlier in a patch visit, it would encourage the predator to attack later when the prey would be more vulnerable. Therefore, the strategy that we identified is evolutionarily stable: unilateral deviation from the stable tactics would lead to lower fitness for both the predator and the prey. Now, we address the effect of ecological factors on the model solutions. The results indicate that an increase in the probability of predator presence leads to a later switch to lower vigilance for the prey and to an increased delay to attack by the predator (Table 1) . When a predator is less likely to be hidden in a patch, the prey is highly vigilant only early in the patch cycle so as to gain more food in patch cycles with no predator present. The increased delay in attack time triggers an increase in the switch time by the prey animal.
When predators are more difficult to detect while hiding (i.e., when k has a low value), predators attack later in the patch cycle and prey tend to switch later to lower vigilance (Table 1 ). An increase in attack duration, which means that the predator is more likely to be detected during an attack, leads to a greater delay in the initiation of attacks presumably to take advantage of lower vigilance by the prey in the later stages of patch exploitation (Table 1) .
Changing the critical amount of food needed for survival had the largest impact on vigilance with a decrease in vigilance both before and after the switch when more food is needed to survive at the end of a simulation (Table 1) . As the food limit increases, predators tend to attack later (since lower vigilance means less chance of detection before attack) and prey increases switch time to lower vigilance.
Predator and prey fitness are inversely correlated since the success of one must be at the expense of the other (Table 1 ). Predator fitness is higher when the probability of detection by the prey is lower and attack duration is short, which leaves less time for the prey to react to an attack. Predator fitness is also higher when conditions select for lower prey vigilance, such as when the probability of predator presence is higher or the critical set limit for food reserves is higher (Table 1) .
Exponential distribution for attack and switch times
Here, both predator and prey sampled times from a negative exponential distribution, which is characterized by a concavedown decrease in the probability of selecting high values. In antipredator vigilance models, the choice to end a feeding bout to scan the surroundings for predators is thought to be controlled by draws from an exponential distribution (Pulliam 1973; Scannell et al. 2001) .
We obtained stable solutions with this distribution with the same overall tactics for the predator and prey as produced using the uniform distribution. Prey adopted a higher vigilance at first and then switched to lower vigilance (Table 2) . Generally, the range of attack times for the predators, the values for vigilance before and after the switch, and the range of switch times for the prey animals varied little with changes in the ecological parameters (Table 2 ). The notable exception was the effect of food reserves. As was the case for the uniform distribution, an increase in the level of food reserves needed to survive at the end of a simulation enticed predators to attack later and prey animals to adopt lower vigilance values. Table 1 Evolutionarily stable tactics and mean payoffs for a predator and a prey animal during successive visits to a patch by a prey animal where a predator is potentially hidden: uniform distribution for attack and switch times Both predators and prey animals adopted a larger range of attack and switch times than with the uniform distribution, presumably in response to the highly right-skewed sampling distribution.
Here again, predator and prey fitness are inversely correlated and the same pattern of variation with ecological variables noted with the uniform distribution was also present (Table 2) .
Quasi-normal distribution for attack and switch times
Here, both predator and prey sampled times from gamma distributions. The particular parameters of the gamma distribution that we selected yielded a quasi-normal distribution, symmetric like the uniform distribution but with nonnegligible kurtosis. No evolutionarily stable solution emerged with this sampling distribution. Here is a typical scenario from the simulations. When the predator attacked early, the prey selected a strategy of very high vigilance early followed by very low vigilance after a range of switch times slightly larger than that of the predator. The best response by the predator to this strategy was to increase the range of attack times to which the prey animal responded by a much lower range of switch times and so forth.
GENERAL DISCUSSION
Our games model consistently predicts variation in the predator's strategy such that it does not attack as soon as it is able to. Prey animals, on the other hand, invest more heavily in vigilance early in a patch visit but then switch to lower values later on.
The first interpretation of the results is that high vigilance early in a patch visit serves to increase the probability of detecting a predator before an attack is launched and thus forcing the predator to attack early, when still undetected, rather than delaying and potentially losing the opportunity. The reduction in vigilance later on will thus provide time to accumulate resources at a high rate when the prey is increasingly confident that the predator is not present (since it would have attacked earlier). The predator cannot attack immediately because prey would be selected to have the highest vigilance up to this time. A delayed attack, with variable attack times, serves to keep the prey guessing and also increases the chances that the attack will occur when the prey has chosen to decrease vigilance.
An alternative interpretation can also be contemplated. If the prey is equally vigilant throughout then a predator's likelihood of being detected during an attack will be independent of the timing of its attack. However, the prey can quit the patch for reasons unrelated to predatory attack, thus providing an incentive to predators to attack sooner rather than later. This interpretation may be even more relevant in natural situations than the one modeled here. In our model, in the absence of an attack, prey leave after a fixed time. In the natural world, the drivers of prey departures (e.g., depletion, satiation, aggression, and weather patterns) will be much more complex and the resulting distribution of departure times much more variable: further increasing the incentive for predators to attack early.
Notice that not all types of probability distribution from which animals select their switch or attack times offer effective strategies for predators and prey: we could find no evolutionarily stable strategy (ESS) when the 2 behavioral distributions were gamma distributions (featuring a strong central mode). If such distributions do exist in nature, the model would predict an unstable equilibrium. It is likely that such distributions are unattractive to the predator particularly because predators have a natural tendency in our model to attack rather soon: the tail at low values of the normal distribution makes it impossible for predators to frequently attack early. It remains an open question which type of distribution would be selected by each party in the type of situation that we model. There is no reason why different functional forms cannot be compared in an analogous way to the way tactics (different parameter values of a single type of distribution) were compared in our simulations. More sophisticated modeling may also be helpful to generate the optimal properties of the sampling distributions. For instance, Hugie (2003) analytically derived some features of the sampling distribution for the waiting game between a predator and a prey. However, we suspect that the successful functional forms emerging from such a comparison will allow a preponderance of early attacks by the predator (something that the normal distribution does not).
The model does not explicitly model the sequence of vigilant and nonvigilant bouts during a foraging cycle but specify a range of values from which the switch time to lower vigilance is selected randomly. The key point is that there should be no predictability in the vigilance behavior of the prey animals. This assumption is especially critical when prey animals face observant predators (Scannell et al. 2001; Bednekoff and Lima 2002) . Recent observations suggest that in some species Table 2 Evolutionarily stable tactics and mean payoffs for a predator and a prey animal during successive visits to a patch by a prey animal where a predator is potentially hidden: negative exponential distribution for attack and switch times b Mean probability of obtaining the set food limit during the time limit.
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Behavioral Ecology the lengths of vigilant and nonvigilant bouts are serially correlated (Pays et al. 2010 ). In such a situation, the time at which an individual will become vigilant can be predicted using information from previous bouts. Such predictability could conceivably be used by observant predators to launch their attacks and is counter to the assumption made here. Such observations can be reconciled with our results if these prey animals face no observant predators. Even if this is not the case, we could also predict some serial correlation in the low vigilant part of the foraging cycle. This is because predictability in the timing of vigilance bouts is not necessarily detrimental at a time where observant predators, if present, would have most likely attacked already. Our model is simple, since our aim was to demonstrate the plausibility of an ESS where both predator and prey keep each other guessing-rather than to provide quantitative predictions about any particular system. A number of extensions to our model are possible. In particular, one could explore strategies where prey vigilance changes gradually over an interval rather than the step change considered here. However, we see no reason why such flexibility would lead to qualitatively different predictions from those described here. For the predator, it might be fruitful to explore strategies that are responsive to more than just the time that the prey has been in the patch. Most obviously, the predator could be responsive to the vigilance level of the prey or to change in vigilance level. Some empirical evidence suggests that predators can select the least vigilant group members (FitzGibbon 1989) .
Another elaboration of our model might be to allow multiple prey animals to be associated with a patch. If an attacking predator can only catch at most one prey individual per attack, then there is a simple dilution-of-risk benefit to prey individuals sharing a patch, which would select for lower vigilance levels (McNamara and Houston 1992). However, if predators are responsive to the vigilance levels of individual prey when selecting their target from among the alternatives on a patch, then this might cause vigilance levels to be slightly higher (Bednekoff and Lima 1998b) . In this case, the vigilance levels selected by the prey are not only dependent on what the predator is most likely to do but also on what companions in the group are doing. Earlier models have considered games between vigilant prey (Pulliam et al. 1982; Packer and Abrams 1990; Jackson et al. 2006) but few have included a game between predator and prey (Mitchell 2009 ). This much more complicated scenario would be worth considering in future work.
Yet another elaboration of our basic model would be to allow the prey control over when it leaves the patch. This is likely to be most relevant in situations where the prey significantly depletes the food available in the patch during its stay, since in such circumstances, we might expect the decision to leave to be linked to the vigilance strategy (and hence the rate of food consumption). However, it should be remembered that each additional parameter added to the strategy increases the challenge of finding the evolutionarily stable solution considerably. Additionally, it may be possible to explore analytic solutions to simplified versions of the presented model. We found our description of prey fitness to be a significant barrier to our attempts to produce such solutions (hence the reliance on simulation throughout this paper). It may be that there are biological systems were other fitness functions can be justified and that ease the challenges of analytic model interrogation.
Even the simple model presented here has produced predictions that we feel would be worthy of empirical investigation. The overall decrease in prey vigilance over time is interesting and has a practical consequence for measuring vigilance in the field. It is important to realize that entirely different mechanisms might produce a similar decrease in vigilance over time, such as a greater need to concentrate on foraging as a patch depletes and food becomes harder to locate. Such a mechanism probably explains the decrease in vigilance over time in grazing barnacle geese (Branta bernicla) that deplete their food patches rapidly (Carbone et al. 2003) . Nevertheless, vigilance can be investigated in nonforaging contexts, such as sleeping or preening, where no such constraints apply. In addition, vigilance can also be examined in situations where food depletion is slow, such as in rich food patches. The practical consequence of this prediction is that since vigilance may be expected to vary over time, researchers may need to correct their estimates of vigilance as a function of elapsed time for comparative purposes.
Testing the specific prediction that when predators are more difficult to detect predators delay attacks and prey delay reduction in vigilance would be quite powerful and might be possible as a result of natural variation (or even experimental manipulation) of the density of cover available to predators. We also predict that greater foraging requirements by the prey should lead to overall lower vigilance and again delays both in attack times and in the timing of vigilance reduction. Variation in the food required by prey might vary naturally due to seasonal or weather factors (e.g., low temperatures increased metabolic needs) or could be manipulated by supplementary feeding.
In conclusion, we feel that the uncertainty that ambushing predators and their prey must plant in the minds of the other has been unjustly neglected in the context of the timing of attacks by predators and prey control of vigilance rates. We very much hope this work will stimulate further theoretical and empirical explorations into what is likely to be taxonomically and ecologically widespread phenomenon.
