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012.10.0Abstract In the present paper, Evolutionary Algorithms (EAs) computing techniques have been
used for economical studies that concern water distribution networks, such as, economical design
of pipe network, parallel expansion, and pipe rehabilitation and maintenance. EAs are used because
of capability of searching vast and complex search space and locating near global optimal solutions
rapidly. A model created under the name ‘‘EAnet’’ combines GA models with ELGTnet as hydrau-
lic analysis models to obtain optimal design of water pipe networks. Finally, summary of key ﬁnd-
ings and recommended parameters to be used is presented.
ª 2013 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V.
All rights reserved.1. Introduction
Different researchers have produced many variations of
(GAs), and all of them are very different from each other. They
all, however, display the same characteristics of the GAs. GA
is a member of a class of search algorithms with a method
based on artiﬁcial evolution Holland [1] in which attempt to
simulate the optimal process of the evolution of living things.1277887979, mobile: +20
(A.R. Ayad).
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07GAs imitates mechanisms of population genetics and natural
rules of survival in search of concepts of adaptation. GAs
searches for the Global optimum in a solution space of a given
shape, within the span of evolution, living things subjected to a
particular environment develop through process of adaptation.
GAs search, sometimes with modiﬁcation to the traditional
GAs formulation, has performed efﬁciently in a number of
applications that indicates the robustness of the search method
and the ﬂexibility of the formulation. In the present paper,
GAs has been used for pipe network optimization as follows
according to Simpson et al. [2].
Step 1. Generation of initial population.
The GAs randomly generates an initial population of coded
strings representing pipe network solutions of population size
N. Each of the N strings of the random starting population
represents a possible combination of pipe sizes.ion and hosting by Elsevier B.V. All rights reserved.
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The GAs considers each of the N strings in the population
in turn. It decodes each substring into the corresponding pipe
size and computes the total cost.
Step 3. Hydraulic analysis of each network.
A steady state hydraulic network solver computes the heads
and discharges for each of the network designs in the
population.
Step 4. Computation of penalty cost.
The GA assigns a penalty cost for each demand pattern if a
pipe network design does not satisfy the minimum pressure
constraints.
Step 5. Computation of total network cost.
The total cost of each network in the current population is
taken as the sum of the network cost (Step 2) plus the penalty
cost (Step 4).
Step 6. Computation of the ﬁtness.
The ﬁtness of the coded string is taken as some function of
the total network cost. The GAs computes the ﬁtness for each
proposed pipe network in the current population as the inverse
of the total network cost from Step 5. The use of the inverse
was found to be the most effective in the GAs search.
Step 7. Generation of a new population using the selection
operator.
GAs generates new members of the next generation by a
selection scheme. The probabilities of selection for string i,
(pi) to go into the next generation of N members using a pro-
portionate selection method given by (Eq. (1)).
pi ¼
fiPN
J¼1fi
ð1Þ
where fi is the ﬁtness of string i (determined in Step 6),
N= Population number (number of available solution per
generation).
Step 8. The crossover operator.
Crossover is the partial exchange of bits between two par-
ent strings to form two offspring strings. Crossover occurs
with some speciﬁed probability of crossover Pc for each pair
of parent strings selected in Step 7.
Step 9. The mutation operator.
Mutation children are generated by applying random
changes to a single individual in the current generation to cre-
ate a child.
Step 10. Production of successive generations.
The use of the three operators described above produces a
new generation of pipe network designs using Steps 2–9. TheGA repeats the process to generate successive generations. A
number of best cost strings are stored and updated as cheaper
cost alternatives. Fig. 1 shows a ﬂow chart of GAs procedures
1.1. Newly introduced self adaptive penalty function
A new penalty function is presented in this study, taking into
consideration the effect of violating points, which are the junc-
tion points in the network violating the pressure constraints set
for the network, and taking into consideration its count, the
Max violation for pressure deﬁcit, and average of pressure vio-
lations deﬁcits mean (Hjmin  Hj)2. Constraint violation values
are normalized since large differences in the magnitude of the
constraint values can lead to local minimum trapping.
Cp ¼ CT
Npipes
 Vio
Nnodes
XNnodes
j¼1 ðHjmin HjÞ
2 maxðHjmin
HjÞ2=ðmeanðHjmin HjÞ2 ð2Þ
where CT is the total cost of the network, Npipes the number of
pipes in network, Nnodes the number of nodes in network, Npipes
the number of pipes in network, Hjmin the minimum allowed
pressure in the network junctions, Hj is the junction pressure,
Vio the total number of Violatng network junctionsPM
j¼1countðHjmin HjÞ > 0, max (Hjmin  Hj)2 the max viola-
tion for pressure deﬁcit, mean (Hjmin  Hj)2 is the average of
pressure violations deﬁcits.
1.2. EAnet architecture
The architecture EAnet tool is lightweight and open. It inte-
grates two software components, as shown in the data ﬂow
diagram in Fig. 2.
2. ELGTnet
The developed hydraulic simulation model for water pipeline
networks is given in the present chapter. The developed model
is based on the Extended Linear Graph Theory (ELGT) tech-
nique given by [3]. This technique is modiﬁed to include: (i)
new network components such as ﬂow control valves, tanks,
and for extended period simulation (EPS), and (ii) improve
the convergence rate by introducing a modiﬁed method for
the calculation of updated ﬂows [4].
3. EAnet
EAs computing techniques have been used for economical
studies that concern water distribution networks; such as, eco-
nomical design of pipe network, parallel expansion, and pipe
rehabilitation and maintenance. EAs are used because of capa-
bility of searching vast and complex search space and locating
near global optimal solutions rapidly the model created under
the name ‘‘EAnet’’ combines GA with ELGTnet as hydraulic
analysis models to obtain optimal design of water pipe net-
work. Introducing a new adaptive penalty function. The pre-
sented model has been coded in Matlab language
(Release14) and applied on PC computer (Ayman et al. [4]).
3.1. Implemented networks
The EAnet developed model have been implemented to two
benchmarks networks
Figure 1 Flow chart of the Genetic Algorithms (GAs).
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The two-loop pipe network, has been used as a test problem
for optimization algorithms by a number of researchers, it
was ﬁrst studied by Alperovits and Shamir [5] and many others
thereafter [6]. It consists of eight pipes, which are fed from a
single ﬁxed head reservoir to supply the demands as shown
in Fig. 3.3.3. Hanoi network
Hanoi, Vietnam Network (Fig. 4). Fujiwara and Khang [7] ﬁrst
presented the network, consisting of 32 nodes, 34 links, and
3 loops. The problem is similar to the two-loop network that isfed by gravity froma single ﬁxed head source and is to satisfy de-
mands at required pressures No pumping station is considered
since a single ﬁxed-head source at an elevation of 100 m is avail-
able. The minimum pressure-head requirement at all nodes is
ﬁxed at 30 m. Each of 34 pipelines (links), with Hazen Williams
C value of 130 as ﬁxed input, diameters can be only assigned one
of six available commercial-diameter pipes (readymade pipes in
six different diameters in inches) [12,16,20,24,30,40]. The total
number of possible network designs is 634.
The cost of each pipe i with diameter Di and length Li is cal-
culated from C= 1.1 · D 1.5 · L. Where cost is in dollars,
diameter is in meters, and length is in meters. The Hazen–
Williams coefﬁcient is ﬁxed at 130 for all pipes. The data
necessary for the optimization can be found in the work of
Fujiwara and Khang [7].
START
EAnet
ELGTnet
Optimal solution 
Results
Figure 2 Data ﬂow diagram for EAnet.
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The following part will discuss the effect of GA constraint han-
dling parameter on the optimal solution produced using two-
loop network and Hanoi network as a reference as the global
optimal solution in nearly obtained.
4.1. Representation code
There are three types of coding in GA, binary coding, gray
coding, and real coding. Binary coding the oldest and simplest
way to represent data by the use of the binary number system’s
two-binary digits 0 and 1. This is accomplished by assigning a
bit string to each particular symbol or instruction. While gray
coding differs than binary coding that for any two successive
values, they differ in only one bit. It is a non-weighted code.
As for real coding, it uses Real numbers with a ﬂoating-point
representation. The EAnet model is allowed to run for 100
generations. Table 1 shows the results obtained for randomlyFigure 3 Two-loopselected different three initial seed number and for the three
coding types available for two-loop network.
From above table it is clear that using real coding produce
best values and in least number of function evaluations.
From Fig. 5 and Table 1 its clearly illustrated that real rep-
resentation out dominate both binary and gray code due to the
redundancy effect of both gray and binary codes (available
diameters are 14 while both binary and gray accept 2n repre-
sentations, thus there is two redundant values existing in the
representation scheme. Gray coding comes usually in second
place and perform usually better than Binary coding due to
the hamming cliff phenomena binary coding suffers from,
along with the fact that the hamming distance in gray coding
is less than found in binary coding.
4.2. Initial seed number
The effect of initial seed number on GA was examined, where
various initial seed number ranging from 0 to 200 were chosen
to solve two-loop network. The GA model was allowed to run
for 100 Generations. Table 2 shows that the effect of initial
seed number selection on GA reaching optimal solution and
number of functions evaluations required.
The variation observed shows the effect of initial seed num-
ber on best value obtained. The obvious conclusion shows the
stochastic nature of initial seed on the results where no clear
selection for a speciﬁc seed number could be made as it differ
by the changing of parameters and network size. The recom-
mendation is to apply different seed numbers for same param-
eters to reach results that are more reﬁned.
4.3. Crossover rate
Crossover rate speciﬁes the fraction of each population, other
than elite children, that are made up of crossover children.
Crossover fraction of 1 means that all children other than elite
individuals are crossover children; while crossover fraction of 0
means that all children are mutation children. A comparison
made on two-loop network using different (crossover rate)
ranging from 0 to 1 with 0.1 steps, allowing the GA model
to run for 50 generations. In addition, the following resultsnetwork layout.
Figure 4 Hanoi water distribution network layout.
Table 1 Shows the results obtained for various initial seed
numbers.
Initial seed Type of representation Best value Evaluations
60 Binary 4.56 · 105 1300
60 Gray 4.38 · 105 5600
60 Real 4.19 · 105 1500
50 Binary 4.50 · 105 9800
50 Gray 4.30 · 105 3900
50 Real 4.19 · 105 1300
47 Binary 4.60 · 105 6500
47 Gray 4.4 · 105 8600
47 Real 4.19 · 105 4800
Table 2 The results and number for function evaluations.
Iseed Best value Iseed Best value
0 438,000 100 419,000
10 426,000 110 447,000
20 438,000 120 419,000
30 419,000 130 438,000
40 422,000 140 438,000
50 419,000 150 419,000
60 429,000 160 419,000
70 453,000 170 441,850
80 420,000 180 420,000
90 438,000 190 419,000
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best value obtained.
Table 3 and Fig. 6 show that, setting crossover fraction to
(0.8) yields the best result although using crossover rate of
(zero) reaches the optimal solution faster yet it is un reliableFigure 5 Type of representas it only relay on mutation function. Table 3 shows that, set-
ting crossover fraction to (0.8) yields the best result. However,
it is noticed that for another ﬁtness function, a different setting
for crossover fraction might yield the best result. Table 4
shows the results of crossover rate effect on best value ob-
tained for Hanoi network.ation Vs function value.
Table 3 Effect of crossover rate on ﬁtness value for two-loop
network.
Crossover rate Best value Evaluations
0 419,000 1100
0.1 428,000 2600
0.2 422,000 6200
0.3 447,000 5600
0.4 427,000 9000
0.5 448,000 8100
0.6 442,000 3500
0.7 430,000 8900
0.8 419,000 1300
0.9 441,000 4200
1 422,000 8200
Table 4 Effect of crossover rate on ﬁtness value for Hanoi
network.
Crossover rate Best value Evaluations
0 6,252,000 36,600
0.1 6,287,000 40,000
0.2 6,269,000 74,800
0.3 6,359,000 78,400
0.4 6,269,000 95,100
0.5 6,243,000 67,700
0.6 6,278,000 75,100
0.7 6,242,000 60,200
0.8 6,110,000 39,500
0.9 6,253,000 84,500
1 6,555,000 78,900
Table 5 Effect of mutation rate on ﬁtness value for two-loop
network.
Mutation rate Best value
0.1 420,000
1/Pop Size 464,000
1/Pop Size to 2/Pop Size 438,000
2/Pop Size to 10/Pop Size 419,000
1/Pop Size to 0.5/Pop Size 438,000
2/Pop Size to 0 438,000
0 (No mutation) 522,000
104 A.R. Ayad et al.From Tables 3 and 4 and Fig. 6, it is recommended use a
guiding value from 0.7 to 0.9.
4.4. Mutation rate
Mutation rate speciﬁes the fraction of the vector entries of an
individual selected for mutation, where each entry has a prob-
ability rate of being mutated. Increasing the rate of mutation
increase both the population diversity and the average distance
between individuals. Selecting a proper mutation rate is an
essential matter as setting mutation rate to a very low rate will
lead the population of chromosomes becoming too similar to
each other, thus slowing or even stopping evolution. While
increasing mutation rate that desired will lead into scattering
the population thus losing directionality towards best solution.
From Table 5 it is noticed that using high mutation rate
(0.1 and 2/Pop Size to 10/Pop Size yields the best results) while
using crossover only (mutation rate equals zero) yields the
worst value.
Fig. 7 shows the diversity per Generation for different
mutation rates. Diversity is the calculated as the fraction of un-
ique values per generation to total population.
To check output same values are being applied on Hanoi
network and the following results obtained allowing the GA
model to run for 100 generations; Results shown in Table 6.
From above Fig. 8, it is clear that increasing mutation rate
increase the population diversity thus allowing the populationFigure 6 Crossover fraction effect on besfor more exploration. Also, increasing the mutation as gener-
ations go by accelerate the convergence of the population to
a local optima point, thus leaving the population with risk of
being trapped in such local optima point unless proper mea-
sure been taken such as increasing elite count allowing the
population to preserve some of good genes, or applying muta-
tion to un crossed over portion of population.
Reaching optimal solution could occur using both ascend-
ing or descending mutation techniques depending on popula-
tion diversity as it is noticed that increasing the diversity of
population along with using a suitable ﬁtness scaling technique
that do not allow a gene to dominate the population (e.g., shift
linear ﬁtness scaling) is best, while in case of decreasing muta-
tion rate it is advised to used a ﬁtness scaling scale that identifyt value obtained for two-loop network.
Figure 7 Effect of mutation rate on the diversity of solution population.
Table 6 Effect of mutation rate on ﬁtness value for Hanoi
network.
Mutation rate Best value
0.1 6,138,000
1/Pop Size 6,387,000
1/Pop Size to 2/Pop Size 6,481,000
2/Pop Size to 10/Pop Size 6,11,000
1/Pop Size to 0.5/Pop Size 6,431,000
2/Pop Size to 0 6,458,000
0 (No mutation) 20,012,000
0.1
2/Pop Size to 
10/Pop Size
2/Pop Size to 0
zero
Figure 8 Effect of mutation rate on number of unique values per generation.
Table 7 Effect of crossover function on ﬁtness function at
mutation rate = 2/Pop Size to 10/Pop Size.
Crossover function Best value
two-loop
Rank Best value
in Hanoi
Rank
Single point 442,000 8 6,710,000 8
Two Point 437,000 5 6,550,000 7
Scattered 438,000 7 6,510,000 6
Intermediate 424,000 4 6,250,000 4
Heuristic 419,000 2 6,150,000 2
Arithmetic 419,000 1 6,110,000 1
Two child staggered 438,000 6 6,270,000 5
Random 420,000 3 6,220,000 3
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Table 9 Effect of mutation function on ﬁtness value.
Mutation function Best value
two-loop
Rank Best value
in Hanoi
Rank
Bitwise 419,000 1 6,138,000 2
Swap 490,000 4 6,334,000 5
Invert 721,000 6 7,302,000 7
Scramble 573,000 5 7,617,000 6
Creep 419,000 2 6,150,000 3
Gaussian 476,000 3 6,250,000 4
Creep (modiﬁed) 419,000 1 6,110,000 1
Table 8 Effect of crossover function on ﬁtness function at
mutation rate = 0.02.
Crossover function Best value
two-loop
Rank Best value
in Hanoi
Rank
Single point 419,000 2 6,198,000 2
Two point 419,000 1 6,138,400 1
Scattered 420,000 3 6,410,000 7
Intermediate 420,000 5 6,301,000 6
Heuristic 438,000 7 6,201,000 3
Arithmetic 438,000 8 6,201,000 4
Two child staggered 420,000 4 6,254,000 5
Random 420,000 6 6,480,000 8
106 A.R. Ayad et al.the small differences between individuals (e.g., proportional
ﬁtness scaling).
4.5. Crossover functions
In the current literature seven different crossover function been
tested on GA model to give variety, the seven crossover func-
tion are being tested with eighth option for being randomly
selecting the crossover function per generation.
While Table 8 illustrates the effect of crossover, function
used in combination with mutation rate of 0.02.Figure 9 Mutation function beFrom Tables 7 and 8 it can be noticed that the crossover
function that depends on mixing real vectors (e.g., arithmetic)
perform with real representation much better than traditional
crossover functions such as (single point and two point cross-
over) specially when associated with ascending mutation rates
due to the fact that they beneﬁt from there merge capabilities
to obtain new weighted averaged values for children from par-
ticipating parents along with the high mutation rate the in-
crease exploration region. While using relatively low
mutation rate proves to be useful in case of traditional cross-
over functions and improve their performance relatively to
other crossover functions The traditional crossover functions
produce children that are contain exact genomes (parts) from
their parents, thus using a relatively small mutation rate main-
tain the integrity of the population towards best solution
rather than using a high mutation rate. It is clearly advised
that when using a real representation to use crossover function
that is based on such representation such as (e.g., arithmetic,
heuristic) to obtain optimal values in least number of
evaluations.
4.6. Mutation function
In the current literature six different mutation functions been
tested on GA model to give variety, the six mutation function
are being tested with 7h option for being randomly selecting
the crossover function per generation. Table 9 shows the effect
of mutation function selection on beat value obtained for both
two-loop network, and Hanoi water network.
From Table 9 and Fig. 9 we can conclude that, single muta-
tion functions such as (e.g., invert, swap, etc.) do not apply
well in design functions as they only shufﬂe or switch genome
positions rather than introducing new genomes to solution
space that limits the ability of exploration, yet they seem more
affective in other types of functions (such as travelling sales-
man, best route, network calibration).
Creep mutation deals well with design functions and usually
reach to same values bitwise mutation does, although it was
noticed that it is a little bit slower than normal mutation due
to fact that only one genome per population is switched andst value over generation ID.
Table 10 Effect of ﬁtness scaling function on ﬁtness value.
Fitness scaling function Best value
two-loop
Rank Best value
in Hanoi
Rank
Rank 419,000 1 6,370,000 6
Proportional 419,000 1 6,195,000 4
Top scaling 428,000 2 6,520,000 7
Shift linear 419,000 1 6,315,000 5
Proportional V.S* 419,000 1 6,150,000 3
Shift linear V.S* 419,000 1 6,138,000 2
Shift linear–rank 419,000 1 6,110,000 1
* Simpliﬁcation to word variable scaling.
Table 11 Effect of selection function on ﬁtness value.
Selection function Best value
two-loop
Rank Best value
in Hanoi
Rank
Roulette wheel 419,000 2 6,195,000 2
Tournament 419,000 1 6,110,000 1
Uniform 437,000 3 6,280,000 3
Remainder 471,000 4 6,300,000 5
Stochastic Uniform 476,000 5 6,300,000 4
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reaches the optimal solution and outperforms most of other
mutation function, yet it needs to be internally tuned by
adjusting an appropriate mutation rate while in creep mutation
there is no pre-internal tuning.
4.7. Fitness scaling function
In the current literature four ﬁtness scaling functions been
tested on GA model to give variety, the seven ﬁtness scalingFigure 10 Best value for different selfunctions are being tested with option for being variably scaled
based on [8]. Table 10 shows the effect of ﬁtness scaling func-
tion on best value obtained for two-loop network, and Hanoi
water network.
From Table 10 it can noticed that V.S adding variable scal-
ing effect to the ﬁtness scaling function as mentioned at Dandy
et al. [8] could only be applied at both proportional and shift
linear, as both Rank and Top scaling do not depend on ﬁtness
value.
Shift linear ﬁtness scaling appear to be the best ﬁtness scal-
ing function as it scales the raw scores so that the expectation
of the ﬁttest individual is equal to a constant multiplied by the
average score so no dominance of a certain parent occur
although it require a relatively large population to operate
well. Rank ﬁtness function removes the effect of the spread
of the raw scores which could be useful to use in case a huge
variation occur in population and in cases where a permute
or local mina trapping occurs. Rank selection is suitable for
usage when the traditional ﬁtness-proportional selection fails
to maintain diversity. By keeping the population sorted by ﬁt-
ness and performing selection of the basis of Rank, a constant
selection differential is maintained between the best and worst
individuals in the population; although the effect is to slow
down initial convergence to promising subspaces, but to in-
crease the killer instinct in the ﬁnal stages. Such approaches
can frequently improve the performance of GA-based function
optimizers, and is suggested to be used at later stages in the
generations after a promising region is to be found.
4.8. Selection function
In the current study ﬁve selection functions been tested on GA
model, the selection functions are being tested. Table 11 shows
the effect of selection function on ﬁtness value.
From Fig. 10 and Table 11, we can conclude that the worst
Selection Function is ‘‘Uniform’’ and it is only recommended
for debugging. Although roulette wheel is been more famousection function per generation ID.
Table 12 Effect of population size on ﬁtness value.
Fitness scaling function Best value
two-loop
Rank Best value
in Hanoi
Rank
No of parameters 463,000 2 6,710,000 4
2* No of parameters 537,500 4 6,110,000 1
50 528,000 3 6,220,000 3
100 419,000 1 6,138,000 2
* · (times).
108 A.R. Ayad et al.than shift linear yet tournament function seems to outperform
the traditional roulette wheel function in all trials, yet tourna-
ment function needs to be tuned by adjusting the ‘‘number of
players’’ factors, while in roulette wheel there is no internal
tuning as there is no internal factors affecting roulette wheel.
In most networks and benchmarks applied, the value of num-
ber of players (2–4) was found suitable to start with. It was
found that when increasing the population size it is better to
increase the number of player at Tournament function.
4.9. Population size
Population size represents the set of solution GA model inves-
tigate very generation increasing the population size enables
the genetic algorithm to search more points and thereby obtain
a better result. However, the larger the population size, the
longer the genetic algorithm takes to compute each generation.
Table 12 and Fig. 11 will compare both diversity and ﬁtness
value for various population sizes in order to compare perfor-
mance under such parameter.
From Table 12 and Fig. 11, it can be concluded that Pop-
ulation size speciﬁes how many individuals there are in each
generation. With a large population size, the genetic algorithm
searches the solution space more thoroughly, thereby reducing
the chance that the algorithm will return a local minimum that
is not a global minimum. However, a large population size also
causes the algorithm to run more slowly. While, decreasing the
population size while applying a low mutation rate would
cause the population to be trapped in a local minimum, itFigure 11 Best value per population sizewas found that with relatively small population size it is suit-
able to use higher mutation rates. From Fig. 11, it was found
that the least suitable population size equals to number of
parameters to be optimized, yet it is advised to set the mini-
mum population size to twice the parameter size especially if
it is less than 50.
4.10. Penalty function
Penalty function methods are among the most common meth-
ods used to solve constrained optimization problems. In these
methods, a penalty term is added to the objective function, the
penalty increasing with the degree of constraint violation (sta-
tic penalty) or the degree of constraint violation and genera-
tion number (dynamic penalty), in the following section a
comparison will be made between different types of penalty
techniques, (static, dynamic, adaptive and self adaptive penalty
functions).
Table 13 and Fig. 12 show that the newly introduced adap-
tive function created posses the lowest standard deviation var-
iation for the different initial seed numbers used. This is an
important characteristic for the application of the algorithm
to the solution of ‘‘real world’’ problems, where cost and time
constraints prohibit repeated runs of the algorithm.
Table 14 explains the penalty function obtained best value
variation due to initial seed number selected. The table was
constructed by applying GA for 100 Generations for 11 differ-
ent initial seed numbers and calculating the standard deviation
of average best value results.
From Fig. 12, Tables 13 and 14 we can point out the follow-
ing. First, several adjustments have been made on penalty
function (3) to adjust the penalty multiplier for each network
individually. Although it seems that while using the same mul-
tipliers used in penalty functions (1 and 2) that it converge to
best value faster so mainly it could be considered that dynamic
penalty functions are better than static penalty functions. Sec-
ond, the initial selection of initial seed number seems to be of
important effect in both static and dynamic penalty functions
and could lead the solution to a less ﬁtted values relative to
other initial seed numbers, also the standard deviation resultsand evaluations for two-loop network.
Table 13 Effect of penalty function on ﬁtness function.
ID Penalty function Best value Evaluations Best value Evaluations
Two loop network Hanoi network
1 100,000 \ max (Hmin  Hj) 419,000 2500 6,304,000 22300
2 500,000 \ max (Hmin  Hj) 419,000 2300 6,331,000 16300
3 Savic and Walters [9] 419,000 1500 6,300,000 20000
4 Djebedjian et al. [10] 419,000 2300 6,163,000 9100
5 Farmani and Wright [11] 419,000 1402 6,138,000 22000
6 Newly introduced self adaptive penalty 419,000 1116 6,110,000 39500
Figure 12 Effect of penalty function on best value for Hanoi water network.
Table 14 Penalty function variation at different initial seed
numbers.
ID Penalty function Average result Standard
deviation r
Hanoi network
1 100,000 \ max (Hmin  Hj) 6,369,000 3.013
2 500,000 \ max (Hmin  Hj) 6,463,000 2.868
3 Savic and Walters [9] 6,376,000 4.313
4 Djebedjian et al. [10] 6,478,000 3.729
5 Farmani and Wright [11] 6,379,000 2.828
6 Newly introduced self
adaptive penalty
6,314,000 2.820
Figure 13 Single crossover child.
Figure 14 Double crossover child.
Table 15 Off spring effect on ﬁtness function at various initial
seed numbers.
Iseed Crossover method Best value Evaluations
Hanoi network
37 Single cross over 6,150,000 14,140
Double cross over 6,200,000 4828
120 Single cross over 6,410,000 5372
Double cross over 6,600,000 9588
180 Single cross over 6,340,000 6732
Double cross over 6,340,000 14,280
Parametric analysis for genetic algorithms handling parameters 109over number of initial seed trials was high in case of both static
and dynamic penalty functions.Adaptive penalty function have the advantage of not
requiring an internal tuning parameter prior to optimization
procedure, thus although in some cases it does reach optimal
Figure 15 Comparison between single and double crossover for Hanoi water network.
110 A.R. Ayad et al.solution slower than static and dynamic penalty function they
have the favor of being applied faster and with less computa-
tional effort in real conditions.
The new adaptive penalty function (penalty no 6) suggested
seems to outperform other adaptive penalty function (penalty
no 4) as it converge faster to optimal results and even posses a
less standard deviation score which indicate its less reliance to
initial seed number.
Finally, the small standard deviation for the newly intro-
duced penalty function described here indicate that it is robust
in ﬁnding a near optimum solution without the need for re-
peated runs of the optimization model.
4.11. Single cross over Vs double cross over
The created model operates on two different types of cross-
over. The ﬁrst is Single crossover, where only one offspring
is created from two matching parents.
Fig. 13 shows the single crossover scheme.
The second is double crossover, where two off springs are
created from two matching parents is shown in Fig. 14.
Table 15 shows off spring number effect on ﬁtness function
at various initial seed numbers for Hanoi network.
Form Table 15 and Fig. 15, it can be concluded that single
crossover offers a better chance of reproduction especially for
more ﬁtted individuals thus increasing the chance of ﬁnding
better individuals.5. Conclusions
Evolutionary Algorithms ‘‘EAs’’ describe a class of techniques
that closely mimic the evolutionary process in nature. A prin-
ciple difference between optimization using an evolutionary
algorithm Vs more traditional methods is that in an evolution-
ary algorithm, an entire population of potential solutions
searches the solution space (as opposed to a point-by-point
search). The ‘‘EA-NET’’ uses evolutionary algorithms for the
least-cost and expansion of water distribution network. The
model was tested with several problems from the literate,obtaining near-optimal solutions in relatively few iterations
with the aid of newly introduced adaptive constraint handling
functions that requires no pre tuning or pre feasible solution.
Thus is most suitable in real water distribution networks.
The key ﬁndings for the parametric analysis are as follows.
Firstly, for representation code is clear that using real coding
produce best values and in least number of function evalua-
tions. While, for initial seed number there no clear selection
for a speciﬁc seed number could be made as it differ by the
changing of parameters and network size. The recommenda-
tion is to apply different seed numbers for same parameters
to reach results that are more reﬁned. As for crossover rate
it is recommended use a guiding value from 0.7 to 0.9. mean-
while, as for mutation rate it was noticed that reaching optimal
solution could occur using both ascending or descending muta-
tion techniques depending on population diversity as it is no-
ticed that increasing the diversity of population along with
using a suitable ﬁtness scaling technique that do not allow a
gene to dominate the population (e.g., shift linear ﬁtness scal-
ing) is best, while in case of decreasing mutation rate it is ad-
vised to used a ﬁtness scaling scale that identify the small
differences between individuals (e.g., proportional ﬁtness
scaling).
In crossover functions It is clearly advised that when using
a real representation to use crossover function that is based on
such representation such as (e.g., arithmetic, heuristic) to ob-
tain optimal values in least number of evaluations. While, in
mutation Function it is concluded that, single mutation func-
tions such as (e.g., invert, swap, etc.) do not apply well in de-
sign functions as they only shufﬂe or switch genome positions
rather than introducing new genomes to solution space that
limits the ability of exploration, yet they seem more affective
in other types of functions (such as travelling salesman, best
route, and network calibration). Bitwise mutation reaches
the optimal solution and outperforms most of other mutation
function, yet it needs to be internally tuned by adjusting an
appropriate mutation rate. As for ﬁtness scaling function its
is noticed that shift linear ﬁtness scaling appear to be the best
ﬁtness scaling function as it scales the raw scores so that the
expectation of the ﬁttest individual is equal to a constant
Parametric analysis for genetic algorithms handling parameters 111multiplied by the average score so no dominance of a certain
parent occur although it require a relatively large population
to operate well.
In the selection function parameter, it is recommended to
use tournament function. In most networks and benchmarks
applied, the value of number of players (2–4) was found suit-
able to start with. It was found that when increasing the pop-
ulation size it is better to increase the number of player at
Tournament function. While, for population size it was found
that the least suitable population size equals to number of
parameters to be optimized, yet it is advised to set the mini-
mum population size to twice the parameter size especially if
it is less than 50.
For the penalty function the newly adaptive penalty func-
tion suggested seems to outperform other penalty functions
as it converge faster to optimal results and even posses a less
standard deviation score which indicate its less reliance to ini-
tial seed number, requires no parameter tuning and can be
used with any evolutionary algorithm, thus near-optimum
solution with considerably less computational effort can be
found. Finally, it can be concluded that single crossover offers
a better chance of reproduction especially for more ﬁtted indi-
viduals thus increasing the chance of ﬁnding better individuals.References
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