Driving-induced stability with long-range effects by Basu, Urna et al.
Driving-induced stability with long-range effects
Urna Basu,1 Pierre de Buyl,2 Christian Maes,2 and Karel Netocˇny´3
1SISSA - International School for Advanced Studies, Trieste, Italy
2Instituut voor Theoretische Fysica, KU Leuven, Belgium
3Institute of Physics, Academy of Sciences of the Czech Republic, Prague, Czech Republic
We give a sufficient condition under which an applied rotation on medium particles stabilizes a
slow probe in the rotation center. The symmetric part of the stiffness matrix thus gets a positive
Lamb shift with respect to equilibrium. For illustration we take diffusive medium particles with a
self-potential in the shape of a Mexican hat, high around the origin. There is a short-range attraction
between the medium particles and the heavier probe, all immersed in an equilibrium thermal bath.
For no or small rotation force on the medium particles, the origin is an unstable fixed point for the
probe and the precise shape of the self-potential at large distances from the origin is irrelevant for
the statistical force there. Above a certain rotation threshold, while the medium particles are still
repelled from the origin, the probe stabilizes there and more details of the medium-density at large
distance start to matter. The effect is robust around the quasi-static limit with rotation threshold
only weakly depending on the temperature but the stabilization gets stronger at lower temperatures.
Stabilizing an otherwise unstable configuration or
phase by external action is an important challenge for
a range of applications but also for the physical under-
standing of spatio-temporal patterns induced by nonequi-
librium effects. Many examples exist for dynamical sys-
tems where by using feedback mechanisms one achieves
the necessary control or steering. Other examples such
as the Kapitza (inverted) pendulum which is stabilized
by a time-dependent external force do not require feed-
back [1, 2]. A further step would be to eliminate the time-
dependence and to use the steady nonequilibrium char-
acter of a medium to achieve such a stabilization, possi-
bly leading to robust time-independent control strategies.
The fact that the medium is quasi-stationary is relevant
for the occurrence of stable structures in living matter [3],
or also in collective Hamiltonian dynamics [4].
In the context of statistical forces, one aims at under-
standing the action of an ensemble of particles on some
collective coordinate or probe. Such a force can be de-
rived consistently in equilibrium statistical mechanics as
the derivative of a free energy. In the present letter we
study the statistical force from a nonequilibrium medium
on a slow probe. While it can be viewed as an application
of the formalism that has been introduced in refs. [5, 6],
we concentrate here on driving-induced stabilization of
a fixed point for the probe’s dynamics. We consider a
two-dimensional set-up with overdamped particles be-
ing driven by a solenoid flow and connected to a slow
probe. The stabilization of the probe at the rotation
center is described by positive changes in the stiffness
matrix. In fact the symmetric part of the stiffness ma-
trix is given in terms of a covariance between excess work
functions. That excess work involves the nonequilibrium
density globally and not only at the location of the probe,
which signifies long range effects on the nature of the sta-
bilization.
We illustrate the theory with the example of driven
particles confined by a Mexican-hat like potential. The
origin is a fixed point for the probe but for attractive
interaction with the medium is unstable in equilibrium;
it acquires stability when increasing the rotational driv-
ing beyond a threshold value. It is important to note
here that the medium’s radial density-profile is almost
not affected by the rotation.
Using numerical simulations, we also investigate more
quantitative issues and how the phenomenon remains
present beyond the (theoretical) quasi-static limit. We
also find that the phenomenon is robust with respect
to changes in the driving (differential rotation) and we
investigate the temperature-dependence of the effective
spring constant.
We start by giving the general coupled dynamics of
medium and probe that enables to ask for statistical
forces and their corresponding stiffness matrix in the
limit of a quasi-static probe. We then state our main
sufficient condition and result on the positivity of the
(nonequilibrium) Lamb shift, i.e., on the stabilizing effect
of the nonequilibrium driving. Because of long-range ef-
fects, linearization of the medium dynamics is not allowed
in the nonequilibrium regime to reproduce the stiffness of
the statistical force on the probe. We present a specific il-
lustration for a medium in a Mexican hat-like landscape,
which also allows to explore the stabilization numerically
beyond the quasi-static regime.
I. COUPLED DYNAMICS, STATISTICAL
FORCE AND STIFFNESS
We consider a two-dimensional system in which N
driven particles and a probe move in a thermal environ-
ment at temperature T , idealized here by using an over-
damped Langevin dynamics. We refer to the driven par-
ticles at positions yi as the medium, which are mutually
noninteracting and subject to a sufficiently confining po-
tential V (y). Each interacts with the probe via the poten-
tial UI(|x−y|) depending on the distance to the probe at
position x. We write U(x, y) = V (y)+UI(|x−y|) for the
total potential. Furthermore, each of the medium par-
ticles is subject to a solenoidal driving force F (y). The
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2mobility for the medium particles is denoted by χ > 0
and the damping coefficient for the probe is γ > 0, so
that the joint dynamics becomes, for i = 1, . . . , N ,
y˙it = χ
[
F (yit)−∇yU(xt, yit)
]
+
√
2Tχ ξit, ∇ · F = 0(1)
γx˙t = −
N∑
i=1
∇xUI(|xt − yit|) +
√
2γ T ξt (2)
all smoothly depending on the positions and under free
boundary conditions at infinity. The ξit, ξt are indepen-
dent standard white noises. Later for convenient simula-
tion we add also a self-potential Vp on the probe.
We assume that the origin is a special point of sym-
metry, in the sense that when x = 0 (probe at the
origin) the force F is always orthogonal to the force
∇yU(x = 0, yi) on the medium particles. An example
is provided by particles in a rotation symmetric self-
potential V (yi) = V (|yi|) which are driven by a rota-
tional driving force F having only an angular (and no
radial) component around the origin.
The quasi-static regime for the probe is reached when
the medium has a very small relaxation time compared
to the probe, or γχ → ∞. (Below we also explore the
joint dynamics when the time-scale separation between
(fast) medium and (slow) probe is not infinite.) The main
object of study is then the statistical force
f(x) = −
∫ N∏
i=1
(
dyiρx(y
i)
) N∑
i=1
∇xU(x, yi)
= −N
∫
dy ρx(y)∇xU(x, y)
= −N 〈∇xUx〉x (3)
where we average over the stationary medium den-
sity ρx(y) for a single driven particle. We also write
Ux(y) = U(x, y) and 〈·〉x is the expectation over ρx. We
always have the origin to be a fixed point in the sense
that the statistical force f(x = 0) = 0 vanishes there.
The statistical force has of course various components
f = (fk) depending on the decomposition in orthogonal
coordinates.
To investigate the stability of the probe near the origin,
we introduce the stiffness matrix; see the beginning of the
Appendix. The stiffness at x = 0 is defined by the matrix
Mjk = −∂jfk(0) = ∂j〈∂kU0〉0 (4)
where we employ the notation ∂ju0 = (∂ux/∂xj)|x=0;
analogously for ∂j〈u0〉0 or ∂j∂ku0. A sufficient con-
dition for local stability [7] is the positivity of the
stiffness matrix (4), which however only depends on its
symmetric part. The main subject of the paper is to
understand how for the probe the origin stiffens under
nonequilibrium.
Under equilibrium, for F = 0, the statistical force de-
rives from the free energy F(x) = −TN∇x logZx, where
the partition function Zx is, as ever,
Zx =
∫
dy exp [−βU(x, y)]
for β = 1/T . The equilibrium stiffness (F = 0) is
M eqjk = β
−1∂j∂k logZ0 (5)
which is automatically symmetric (Maxwell relations),
but can be negative in which case the probe is not stable
at the origin.
When we are away from the quasi-static regime, we
can still look at the total force on the probe in the joint
(medium plus probe) steady ensemble. We then consider
the conditional expectation
g(X) = −〈∇xU(x, y) | x = X〉 (6)
which in the quasi-static limit or in equilibrium coin-
cides with (3), g(x) = f(x); not otherwise however. Note
that in nonequilibrium there is no reason for the force
f to be derived from the effective potential Veff(X) =
−T log〈δ(x−X)〉.
II. NONEQUILIBRIUM LAMB SHIFT IN THE
QUASI-STATIC LIMIT
The stiffness (4) at x = 0 equals
Mjk = 〈∂j∂kU0〉0 + 〈(∂j log ρ0) (∂kU0)〉0 (7)
so that we need the response of the stationary distribu-
tion ρx → ρx+dx under a change in probe position at
x = 0. That can be obtained from the linear response
theory around steady nonequilibrium as in ref. [8]. The
resulting response formula has first a traditional (Kubo-
like) entropic part which reproduces the equilibrium form
(5) and the second contribution is frenetic and depends
on more kinetic details. To be more specific we consider
identical medium particles undergoing the overdamped
diffusion (1) which we write here with χ = 1,
y˙t = F (yt)−∇Ux(yt) + (2T )1/2ξt , ∇ · F = 0 (8)
We take the potential and driving field
Ux(y) = V (|y|) + UI(|y − x|), F (y) = ε|y|ω(|y|) eˆϕ
(9)
for given radial force profile ω(r). The backward genera-
tor of that driven diffusion equals
Lx = (F −∇Ux) · ∇+ T∆ = Leqx + Ω (10)
with, using polar coordinates, Ω = F ·∇ = εω(r) ∂∂ϕ . We
easily check the orthogonality relation
F · ∇U0 = 0 (11)
3under which we derive in the Appendix the response for-
mula
β−1∂j log ρ0 = −∂jU0+〈∂jU0〉0−
(
L†0
)−1
Ω (∂jU0) (12)
for L†0 = L0 − Ω the adjoint of L0 under ρ0 (see
Appendix). Note that the driving ε does not at all have
to be small as we have not been doing perturbation in F
but in x.
By substituting (12) into (7), and with the covariance
notation 〈u; v〉 = 〈uv〉 − 〈u〉〈v〉, we have
Mjk = 〈∂j∂kU0〉0 − β〈∂jU0; ∂kU0〉0
−β
〈
Ω (∂jU0)
1
L0
∂kU0
〉0
(13)
Equation (13) is a ‘general’ formula for the stiffness
under the orthogonality condition (11) . The second line
of (13) constitutes the frenetic contribution and in gen-
eral cannot be interpreted in terms of an effective tem-
perature where we would modify the second term via
β → βeff. As we will indicate next, that formula can
be rewritten and made useful for numerical exploration,
and secondly, allows for a direct mathematical proof of
the positivity of the Lamb shift under some further dy-
namical condition.
We start with a rewriting. By rotation symmetry the
most general form of the stiffness matrix (4) for the probe
around x = 0 is
M =
(
m −a
a m
)
(14)
At equilibrium aeq = 0, and
meq =
piβ
Z0
∫ ∞
0
V ′U ′I e
−β(V+UI) rdr , ′ =
∂
∂r
(15)
When ε > 0 and for angular rotation ω(r) there is a
Lamb shift m = meq + ∆m, where ∆m can be obtained
from formula (13). We show in the Appendix that it can
be expressed as
∆m =
1
2
εβ Im
〈
U ′I ωΨ
〉0
(16)
where Ψ(r) solves the differential equation
− U ′0Ψ′ +
T
r
(rΨ′)′ − T
r2
Ψ + iεω(r)Ψ = −U ′I (17)
which allows direct numerical evaluation. For example,
the stiffness is plotted in Fig. 1 for various rotation pro-
files and for the choice of potentials
V (r) =
{
k0e
− r2
2σ20 for 0 ≤ r ≤ R
0 for r > R
(18)
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FIG. 1. Stiffness for various rotation profiles as function of
the driving ε. Parameters: T = 1, λ = 1, k0 = 3/4, σ = 1/2,
σ0 = 1, and R = 5.
UI(r) = −λe−
r2
2σ2 (19)
The differential equation (17) is solved with the routine
NDSolve of Mathematica. The density of the medium is
fixed at the boundary of the system as ρ¯(R) = 1. Note
that the Lamb shift is always positive and that there are
no dramatic differences between the types of rotation,
including the case ω(r) = 1/
√
r.
Secondly, the formula (13) allows a mathematical proof
of the positivity of the nonequilibrium Lamb shift for
ω(r) = 1. In that case, Ω simplifies to Ω˜ = ε∂ϕ and the
system enjoys the invariance (see (24))
[Leq0 , Ω˜] = [L0, Ω˜] = 0 (20)
Then Ω˜† = −Ω˜ (see Appendix) generates a one-
parameter symmetry of the equilibrium dynamics for
x = 0 and the symmetric part of Ω˜L−10 is a positive
operator as is obvious from rewriting it as
1
2
 Ω˜
L0
+
(
Ω˜
L0
)† = 1
2
[
Ω˜
L0
− Ω˜
L†0
]
= − Ω˜
2
L0L
†
0
=
(
Ω˜
L0
) (
Ω˜
L0
)†
≥ 0
Substituting into (13), the symmetric part of the stiffness
matrix, M
(s)
jk = [Mjk +Mkj ]/2, obtains the form
M
(s)
jk = M
eq
jk + β
〈 Ω˜
L0
(∂jU0);
Ω˜
L0
(∂kU0)
〉0
(21)
Or, its nonequilibrium ‘Lamb shift’ is a positive matrix,
symmetric with respect to the driving reversal. The con-
dition (20) is a general sufficient condition leading to (21)
and to improved stability for dynamics like (1). Observe
that the shift can be interpreted in terms of an excess
work because
−Ω˜ (∂jU0) = −F · ∇(∂jU0) = ∂jw0
is the gradient at x = 0 of the mean instantaneous power
wx = F · (F − ∇Ux) of the driving force. We see that
4(21) takes the covariance of the time integrals
Hj(y) =
∫ +∞
0
dt 〈∂jw0(yt)|y0 = y〉0 = Ω˜
L0
(∂jU0)(y)
Alternatively, in (27) we give the analogue of (16).
Note that the forcing F (y) = ε r eˆϕ makes a purely rota-
tional field in the sense that its Liouvillian Ω˜ = ε ∂∂ϕ gen-
erates rotations around the origin which obviously leave
the potential U0(y) = U(x = 0, y) invariant, does not im-
ply that the medium satisfies Gibbs rotational ensemble;
there is no imposed angular momentum or rigid rotation
of a container.
A linear example consists of rotation-symmetric
quadratic potentials V (r) = κr2/2, UI(r) =
λr2/2 (κ + λ > 0) for which the equilibrium stiff-
ness (15) is meq = λκ/(κ + λ). Equation (17) for ω = 1
has the solution Ψ(r) = λ r/(κ+λ−iε) so that the Lamb
shift becomes
∆m =
ε2λ2
(κ+ λ)[(κ+ λ)2 + ε2]
in accord with the results in ref. [6]. For 0 > κ > −λ
there exists the threshold ε∗ =
√−κ(κ+ λ) such that
m < 0 (instability) for |ε| < ε∗ whereas m > 0 (stability)
for |ε| > ε∗. We could have thought that linearizing our
model would also yield the same stabilization behavior.
However, linearization does not yield the correct statisti-
cal force outside equilibrium. Even for local interactions
UI we can expect a rather strong dependence in the Lamb
shift on the medium density far away from the origin.
The reason is that L−10 , just like the Green function of
the Laplacian, generally has logarithmic (in two dimen-
sions) or algebraic (in three dimensions) asymptotics. To
make that point clear we give in Fig. 2 (a) the dependence
of the stiffness on changes in the self-potential
V (r) = k0e
− r2
2σ20 + kwe
r−σw + kbe
− (r−rb)2
2σ2
b (22)
for rotation force ω(r) = 1 and for interaction potential
UI(x, y) = −λ
[
1− (x− y)
2
σ2
]2
(23)
with a cut-off at |x − y| = σ. The change in stiffness is
related to a feature of the potential that is located at a
radius of rb = 4; the nonlocal dependence of the Lamb
shift on far-away features implies that the linearization
of the medium dynamics does not produce the correct
Lamb shift.
To obtain the stiffness of the probe for nonlinear media,
we need direct numerical simulations of Eq. (1) with a
fixed x (with the stochastic Runge-Kutta algorithm [9]).
The force on the probe is obtained as the average over
the stationary regime for a single bath particle. As a
further example we give the temperature dependence on
the stiffness in Fig. 2 (b). We see that the dependence
on temperature T is to have greater stability for larger
ε when T is smaller, but the threshold value varies little
with T .
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FIG. 2. (a) Stiffness of the statistical force at the origin for
ω(r) = 1 with driving ε. We note the long-range dependence
on kb in the self-potential V for large enough ε. We took
rb = 4, σb = 0.3. (b) Stiffness of the statistical force at the
origin for ω(r) = 1 with driving ε for various temperatures.
Choice of potentials is (22) with kb = 0, k0 = 1 and (23) for
the interaction.
III. BEYOND THE QUASI-STATIC LIMIT
We return to the coupled system of equations (1)-(2).
The medium particles are confined in a disk by a kind of
Mexican hat potential (22) of outer radius σw and with
an origin of size σ0. As we are interested in studying the
stability of the origin, the probe is also confined to avoid
trajectories in which the probe exits the bath region with
a self-potential
Vp(x) = e
|x|−(σw+1)
The interaction potential remains the attractive quartic
potential of (23). The driving is via rotation field F (y) =
ε|y| eˆϕ.
0 0.5 1 1.5
r
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(a) (b)
 ε = 0
 ε = 2
 ε = 4
FIG. 3. (a) The radial statistical force on the quasi-static
probe under nonequilibrium. Results for quasi-static simula-
tions and full simulations (with γχ = 100) are superimposed,
the latter displaying stronger fluctuations. The variation of
ε allows us to see the transition from unstable to stable for
the fixed point at the origin. (b) The stiffness as a function
of ε for both quasi-static and full (γχ = 100 and 10) are
superimposed.
We now turn to situations where γχ is finite with full
simulations of Eqs. (1)-(2) with the stochastic Runge-
Kutta algorithm [9]. The parameters are given in ta-
ble I. A direct comparison between quasi-static and full
simulations, for the radial force on the probe, is shown
in Fig. 3 (a) where good agreement is found. The results
5for the full simulations show more fluctuations, related
to the sampling when the probe is moving, with lower
radii being most affected.
TABLE I. Parameters for the quasi-static (1) and full (1)-(2)
numerical simulations. The time step is 10−3 for the quasi-
static simulations and 2 10−3 for the full simulations. The
parameters in the lower table are used except where explicitly
stated.
γ ε λ
quasi-static - Fig. 2 N/A 0 to 20 5
quasi-static - Fig. 3 N/A 0 to 10 2
full 100 0 to 10 2
full (higher mobility) 10 0 to 10 2
Parameter T χ σw kw σ0 k0 σ
Value 1 1 6 1 1 1/2 1
The stiffness dependence, shown in Fig. 3 (b) confirms
the agreement with our quasi-static results. Increasing
the probe mobility, we can observe that the behaviour of
the stiffness changes and deviates from the quasi-static
result, for increased values of the driving ε. In equilib-
rium, i.e., for ε = 0, we expect no deviation at all, as
observed.
As the probe now moves around, we get access also to
the radial density. In Fig. 4 (a) we observe a dip for ε = 0
that is typical to an unstable fixed point. Increasing ε
leads to a transformation of this dip into a flat density
(for near zero stiffness) and then a local excess of den-
sity (for a stiff origin). There is no concurrent change
in the local radial density of bath particles ρ(r); ρ(r) is
displayed in Fig. 4 (b), the nonequilibrium driving does
not change its shape.
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FIG. 4. (a) The radial distribution P (r) of the probe for full
simulations of Eqs. (1)-(2). (b) The radial distribution ρ(r)
of the medium for the same simulation set.
IV. CONCLUSION
In a nonequilibrium environment different shapes,
phases or configurations can become more stable than
in equilibrium. A systematic treatment uses response
theory to check the linear stability around fixed points.
That has been illustrated here, both mathematically and
via numerical simulation, to evaluate the nonequilibrium
Lamb shift and stiffness of a slow probe in short range
interaction with driven medium particles. There is a sim-
ple sufficient condition for increased stability in terms
of the invariance of the equilibrium dynamics under the
driving flow, but our examples showed great robustness
of that result beyond the quasi-static limit and for all
types of differential rotation. We have not found a simple
heuristics explaining those results; approaches via effec-
tive temperature or radial density-profile changes in the
driven medium do not appear to work. At any rate, the
Lamb shift in the effective spring constant is second or-
der in the nonequilibrium driving and thus the effect falls
outside equilibrium-like energy-entropy considerations.
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APPENDIX
a. Stability The most general notion of stability re-
quires limt→∞ xt = 0 for all x0 = x. That asymptotic
stability is equivalent to the strict positivity of the real
parts of all eigenvalues of M (⇒ strict contractivity of
the semigroup e−Mt). It suffices in general to have a
simple Lyapunov function. (See, e.g., Theorem 3.6 in
ref. [7].)
The simplest candidate for a Lyapunov function is λ(x) =
|x|2. If the induced probe dynamics is overdamped,
γx˙t = f(xt) with some friction γ > 0 and linear ap-
proximation f(x) = −Mx, then
γ
dλ(xt)
dt
= −2xt ·Msxt
and hence λ(x) is (exponentially) Lyapunov with attrac-
tor at x∗ = 0 if and only if Ms > 0, i.e., if all its eigenval-
ues are strictly positive. Provided that is verified, then
the antisymmetric part Ma = (M −M∗)/2 representing
rotational forces does essentially not matter for stability
(though it of course enters the phase portrait). If M is
a normal matrix, [M,M∗] = 0 = [Ms,Ma], then the real
parts of eigenvalues of M coincide with the eigenvalues
of Ms. In that case, asymptotic stability is equivalent to
Ms > 0.
b. Proof of response formula (12) The case x = 0 is
a particularly convenient reference for perturbation ex-
pansions. The point is that ρ0 equals the equilibrium
distribution ρ0 ∝ exp[−βU0(r)] for all ε because we have
assumed that the self-potential is purely radial and there-
fore ρ0 is also invariant for Ω = εω(r) ∂ϕ.
Differentiate 〈Lxu〉x = 0 at x = 0 and use the simplified
6notation ∂j = ∂/∂xj and ∂ju0 = (∂ux/∂xj)|x=0: for all
functions u,
0 = 〈(∂j log ρ0 L0 + ∂jL0)u〉0
= 〈uL†0∂j log ρ0 −∇∂jU0 · ∇u〉0
= 〈u {L†0∂j log ρ0 − β∇U0 · ∇∂jU0 + ∆∂jU0}〉0
= 〈u {L†0∂j log ρ0 + βLeq0 ∂jU0}〉0
That yields the equation L†0∂j log ρ0 = −βLeq0 ∂jU0 or,
equivalently,
L†0(∂j log ρ0 + β∂jU0) = −βΩ ∂jU0
the solution of which is (12). That immediately gives rise
to formula (13). To go from there to (21) for the case of
ω(r) = 1, we need the commutativity (20), [L0, Ω˜] = 0
with Ω˜ = ε∂ϕ and
L0 = ε
∂
∂ϕ
− U ′0
∂
∂r
+ T
[1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂ϕ2
]
(24)
In general, for Ω = ω(r)Ω˜, [L0,Ω] 6= 0 and only the
orthogonality F · ∇U0 = 0 remains verified.
To show that L†0 = L
eq
0 − Ω we note, for all ω(r) and
arbitrary functions u and v,
〈uΩv〉0 =
∫
ρeq0 u∇ · (Fv) = ε
∫
ρeq0 uω ∂ϕv
= −ε
∫
ρeq0 v ω ∂ϕu = −〈vΩu〉0
i.e., Ω is an antisymmetric operator, Ω† = −Ω, while by
detailed balance Leq0 is symmetric. This means that the
(driven) adjoint dynamics for x = 0 has the generator
L†0 = L
eq
0 − Ω which differs from L0 only by the driv-
ing reversal. Therefore the assumption (20) ensures the
normality property, [L0, L
†
0] = 0.
c. Proof of (16)–(17) To determine the Lamb shift
∆m in (14) with respect to equilibrium we first note that
formula (13) can be written as
∆Mjk =
〈
(ω∇jUI) 1
Leq0 + ωΩ˜
Ω˜(∇kUI)
〉0
For the rightmost vector we need, in Cartesian coordi-
nates,
∂
∂ϕ
(∇UI) = U ′I(r) (− sinϕ, cosϕ) (25)
and we want to find h(y) = (h1(y), h2(y)) with 〈h〉0 = 0
so that (Leq0 + ωΩ˜)h = −εU ′I (sinϕ,− cosϕ). Going to
complex notation, we write h(y) = Ψ(r)eiϕ and note that
for any Φ = Φ(r),
Leq0 (Φe
iϕ) =
[−U ′0Φ′ + Tr (rΦ′)′ − Tr2 Φ] eiϕ =: (ΛΦ) eiϕ
As a consequence,
1
L0
Ω˜(∇UI) = ε (Im,−Re) (Ψeiϕ)
where Ψ, 〈|Ψ|2〉0 < +∞ solves
(Λ + iεω)Ψ = −U ′I (26)
Combining with ∇UI = (Re, Im) (U ′Ieiϕ) it finally yields
(16).
Since Im Ψ = O(ε), the Lamb shift is O(ε2) as expected
due to the symmetry ε↔ −ε.
In the case where ω(r) = 1 we can take Ψ˜ solving
(Λ + iε)Ψ˜ = −U ′I
and the Lamb shift obtains the simplified expression
∆m =
1
2
ε2β
〈|Ψ˜|2〉0 (27)
giving an alternative to (21).
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