ABSTRACT. The paper concerns semidiscretizations in time of stochastic Maxwell equations driven by additive noise. We show that the equations admit physical properties and mathematical structures, including regularity, energy and divergence evolution laws, and stochastic symplecticity, etc. In order to inherit the intrinsic properties of the original system, we introduce a general class of stochastic Runge-Kutta methods, and deduce the condition of symplecticity-preserving. By utilizing a priori estimates on numerical approximations and semigroup approach, we show that the methods, which are algebraically stable and coercive, are well-posed and convergent with order one in mean-square sense, which answers an open problem in [2] for stochastic Maxwell equations driven by additive noise.
where E is the electric field, H is the magnetic field, ε denotes the permittivity, µ denotes the permeability satisfying ε, µ ∈ L ∞ (D), ε, µ ≥ δ > 0. Here • means Stratonovich integral, D ⊂ R 3 is a bounded domain, T ∈ (0, ∞), and the function J : [0, T ] × D × R 3 × R 3 → R 3 is a continuous function satisfying
for all x ∈ D, u, v, u 1 , v 1 , u 2 , v 2 ∈ R 3 , the constant L > 0. Here | · | denotes the Euclidean norm, and J could be J e or J m , and the function J r : [0, T ] × D → R 3 is a continuous bounded function with J r being J r e or J r m . Throughout this paper, W (t) is a Q-Wiener process with respect to a filtered probability space (Ω, F , {F t } 0≤t≤T , P) with Q being a symmetric, positive definite operator with finite trace on U = L 2 (D). If we denote an orthonormal basis of the space U by {e i } i∈N , then W (t)
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The well-posedness of stochastic Maxwell equations has been investigated by semigroup approach in [3, 9] , by a refined Faedo-Galerkin method and spectral multiplier theorem in [8] , by using the stochastically perturbed PDEs approach in [10] . The regularity of the solution of stochastic Maxwell equations driven by Itô multiplicative noise is considered in [3] , allowing sufficient spatial smoothness on the coefficients and noise term. The stochastic multi-symplectic structures are investigated in [4, 6] for stochastic Maxwell equations driven by additive noise via different approaches, in [7] for stochastic Maxwell equations driven by multiplicative noise.
The numerical analysis of stochastic Maxwell equations is a recent active ongoing research subject. There are now a certain number of papers devoted to this field but many problems still need to be solved (see e.g. [1, 3, 4, 6, 7, 11] and references therein). Particularly, [6] proposes a stochastic multi-symplectic method for stochastic Maxwell equations with additive noise based on the stochastic version of variational principle, which has the merits of preserving the discrete stochastic multi-symplectic conservation law and stochastic energy dissipative properties. In [4] , the comparison of three different stochastic multi-symplectic methods and the analysis of the linear growth property of energy and the conservative property of divergence are studied. In [7] , the authors constructed an innovative stochastic multi-symplectic energy-conserving method for three dimension stochastic Maxwell equations with multiplicative noise by using wavelet interpolate technique. For the rigorous convergence analysis of numerical approximations, we refer to the very recently work [3] , in which mean-square convergence of a semi-implicit Euler scheme for stochastic Maxwell equations with multiplicative Itô noise is investigated. Via the energy estimate technique and a priori estimates on exact and numerical solutions, authors show that the method is convergent with order 1/2.
To the best of our knowledge, however, there has been no work in the literature which considers the infinite-dimensional stochastic Hamiltonian system form, stochastic symplecticity for stochastic Maxwell equations. By introducing two new Hamiltonian functionals, and by utilizing the properties of variational integrals, we present stochastic Maxwell equations (1.1) as the equivalent infinite-dimensional stochastic Hamiltonian system form directly. As a result, the phase flow of equations (1.1) preserves the symplectic structure ω(t) = D dE(t, x) ∧ dH(t, x)dx almost surely. Meanwhile, we present the regularity in the space D(M k ) (k ∈ N) of the solution for stochastic Maxwell equations (1.1), where M denotes the Maxwell operator. This regularity, together with the adaptedness to filtration, yields the Hölder continuity of the solution in the space D(M k−1 ) both in mean-square and in mean senses. Furthermore, the evolution laws of energy and divergence are also investigated via the formal application of Itô formula.
It is important to design numerical methods which could preserve the intrinsic properties of the original system as much as possible, due to the superiority on the long time simulation and stability etc. In order to construct stochastic symplectic methods for stochastic Maxwell equations (1.1), we introduce a general class of stochastic Runge-Kutta methods to these equations in temporal direction. By utilizing the structure of numerical methods and the properties of differential 2-forms, we derive the symplectic conditions of coefficients for the methods to preserve stochastic symplectic structure. The existence and uniqueness of the numerical solution are proved for the general class of stochastic Runge-Kutta methods which is algebraically stable and coercive. The relevant prerequisite for the mean-square convergence analysis is to provide the regularity in the space D(M k ) and Hölder continuity in the space D(M k−1 ) for the original system, and also for the temporal stochastic Runge-Kutta semidiscretizations. To deal with the difficulty caused by the interaction of the unbounded operator M, stochastic terms and the complex structure of Runge-Kutta method, we make use of the semigroup approach which makes the mild solution can be expressed in the form containing a bounded linear semigroup instead of the unbounded differential operator, and a priori estimate on the operators and semigroup, as well as the coercivity and algebraic stability of the proposed methods. These estimates are then essential for the error analysis, which allow to establish optimal mean-square convergence rates (see Theorem 4.3). An immediate consequence of this result is that the order of mean-square convergence is 1, which answers an open problem in [2] for stochastic Maxwell equations driven by additive noise. The analysis holds for the algebraically stable and coercive stochastic Runge-Kutta methods. Note that symplectic Runge-Kutta methods are algebraic stable automatically, as a consequence the mean-square convergence order of the coercive symplectic Runge-Kutta methods is 1.
The paper is organized as follows: in Section 2, some preliminaries are collected and an abstract formulation of (1.1) is set forth. Some properties of stochastic Maxwell equations, including regularity, evolution laws of energy and divergence are also considered. Section 3 is devoted to the stochastic symplecticity of stochastic Maxwell equations. In Section 4, a semi-discrete scheme is proposed and our main results are stated: in Section 4.1 we give some conditions to guarantee that a given stochastic Runge-Kutta method is symplectic; in Section 4.2 we show the unique existence and regularity of numerical solution of general stochastic Runge-Kutta method. Section 4.3 is devoted to the proof of the convergence theorem of stochastic Runge-Kutta methods satisfying the definition of algebraical stability and coercivity condition.
PRELIMINARIES AND FRAMEWORK
2.1. Notations. Throughout the paper, we will use the following notations.
1. We will work with the real Hilbert space 3 , endowed with the inner product
and the norm
2. We will denote the Maxwell operator by
with domain
where the curl-spaces are defined by 
where the constant C does not depend on t. 4. We define the space D(M n ) by the domain of the n-th power of operator M for n ∈ N, with norm
In fact, the norm · D(M n ) corresponds to the scalar product
Denote HS(U, H) the Banach space of all Hilbert-Schmidt operators from one separable
Hilbert space U to another separable Hilbert space H, equipped with the norm
where {η j } j∈N is any orthonormal basis of U . 6. Throughout this paper, C will denote various constants. The same symbol will be used for different constants. When it is necessary to indicate that a constant depends on some parameters, we will use the notation C(·). For instance, C(T, p) is a constant depending on T and p.
2.2.
Framework. We work on the abstract form of stochastic Maxwell equations in infinite dimensional space H:
where
For diffusion term, we introduce the Nemytskij operator B : 
The following proposition gives the existence and uniqueness of the mild solution of equation (2.4), which has been discussed for example in [3, 9, 10] . 
(2.9)
In order to obtain the regularity results of solution of equation (2.4), we need strong assumptions on F and B. Namely, we assume in the rest part that
We are in the position to establish the regularity of the solution of stochastic Maxwell equations 
where the positive constant C may depend on p, T , and
Proof. The proof is similar as that of Proposition 3.2 in [3] .
Physical properties.
In this part, we derive some physical properties of stochastic Maxwell equations (2.4), including the energy evolution law and divergence evolution law. Notice that in the deterministic case if we endow perfectly electric conducting (PEC) boundary condition n × E = 0, on ∂ D, the Poynting theorem states the relationship satisfied by the electromagnetic energy:
where the energy is H (u(t)) := u(t) 2 H . Now we investigate the energy evolution law for stochastic Maxwell equations (2.4), which is stated in the following theorem.
Proposition 2.4. Under the same assumptions as in Proposition 2.1, we have
where u is the solution of (2.4) given by Proposition 2.1.
Proof. The proof is based on the formal application of Itô formula to functional
is Fréchet derivable, the derivatives of H (u) along direction φ and (φ , ϕ) are as follows:
From Itô formula (see Theorem 4.32 in [5] ), we have
(2.16) Substitute (2.15) into (2.16) leads to
the proof is completed. In the deterministic case, it is well known that the electromagnetic field is divergence free if the medium is lossless, i.e., F = 0 in the deterministic Maxwell equation. The following proposition sates the divergence evolution law for the stochastic Maxwell equations (2.4). 
where u = (E T , H T ) T is the solution of (2.4) given by Proposition 2.1.
Proof. Denote Ψ(E(t)) = div(εE(t)). Since Ψ is Fréchet derivable, the derivatives of Ψ along direction φ or (φ , ϕ) are
By applying Itô formula formally to Ψ(E(t)), it yields
where the last equality is due to ∇ · (∇ × ψ) = 0, ∀ ψ(x) ∈ R 3 . In the similar manner, by applying Itô formula to functional Ψ(H(t)) = div(µH(t)), we can get
The results (2.17) follows from taking the expectation on both sides of (2.19) and (2.20), respectively. The proof is thus completed. 
SYMPLECTICITY OF STOCHASTIC MAXWELL EQUATIONS
In [2] , authors introduced the general form of infinite-dimensional stochastic Hamiltonian system based on a stochastic version of variation principle, and showed that the phase flow preserves the stochastic symplecticity on phase space. In this section, we consider the corresponding infinitedimensional stochastic Hamiltonian system form of stochastic Maxwell equations (1.1). In the sequel, we assume that ε and µ are two positive constants in order to obtain the symplecticity.
We rewrite stochastic Maxwell equations (1.1) as 6 a Nemytskij operator associated to J e , J m , which is defined by
2)
The following lemma states the integrability condition for the existence of a potential such that
, which makes the equations (3.1) be an infinite-dimensional stochastic Hamiltonian system. For simplifying presentation, let G do not depend on time t explicitly, since the dependence on time causes no substantial problems in the analysis but just leads to longer formulas.
i.e.,
Proof. The functional H 1 (u) can be defined as
3)
The functional derivative of H 1 (u) leads to
where the last step is from the Lebesgue dominated theorem and Lipschitz condition (1.3). By the definition of Gâteaux derivative, we get
where we have used the symmetry property of DG(u). Therefore,
Thus we finish the proof.
Therefore, equations (3.1) is a stochastic Hamiltonian system, whose infinite-dimensional stochastic Hamiltonian system form is given by
with the standard skew-adjoint operator J on L 2 (D) 6 with standard inner product, the Hamiltonians
and
For simplicity in notations, we denote E 0 , H 0 by e, h, respectively. The symplectic form for system (3.1) is given by
where the overbar on ω is a reminder that the differential 2-form dE ∧ dH is integrated over the space. Preservation of the symplectic form (3.5) means that the spatial integral of the oriented areas of projections onto the coordinate planes (e, h) is an integral invariant. We say that the phase flow of (3.1) preserves symplectic structure if and only if 
Proof. From the formula of change of variables in differential forms, it yields
We set E e = 
From equality (3.7), we get
(3.12) Substituting equations (3.8)-(3.11) into the above equality, and using the symmetric property of
The properties of wedge product lead to
From the zero boundary conditions, we derive immediately the result. Therefore the proof is completed.
STOCHASTIC RUNGE-KUTTA SEMIDISCRETIZATIONS
In this section, we will study the stochastic Runge-Kutta semidiscretizations for stochastic Maxwell equations and state our main results. For time interval [0, T ], introducing the uniform partition 0 = t 0 < t 1 < . . . < t N = T . Let τ = T /N, and ∆W n+1 = W (t n+1 ) −W (t n ), n = 0, 1, . . ., N − 1. Applying s-stage stochastic Runge-Kutta methods, which only depend on the increments of the Wiener process, to (2.4) in temporal direction, we obtain In order to prove, for a fixed n ∈ N, the existence of a solution of (4.1a)-(4.1b), for which the implicitness may be from the drift part, we first introduce the concepts of algebraical stability and coercivity condition for Runge-Kutta method (A, b) . 
The coercivity plays an important role in the existence of numerical solution of Runge-Kutta method.To present more clearly the stochastic Runge-Kutta methods (4.1a)-(4.1b), we consider two concrete examples.
Example 4.1 (Implicit Euler method). The implicit Euler method is an implicit stochastic RungeKutta method with Butcher
Tableau given by 1 1 1 , 1 1 1 .
If we apply the implicit Euler method to stochastic Maxwell equations (2.4) we obtain the recursion
where we abbreviated t n+1 = t n + τ. Clearly, we have U n1 = u n+1 and hence we can write the midpoint method compactly as
By introducing operator S
IE τ = (Id − τM) −1 ,(4.
5) we can write the equivalent form of implicit Euler method as
Note that the implicit Euler method is algebraical stable with M = 1, and satisfies the coercivity condition.
Example 4.2 (Midpoint method). The midpoint method is another example of implicit stochastic Runge-Kutta method which is given by
If we apply the midpoint method to stochastic Maxwell equations (2.4) we obtain the recursion 
Proof. It follows from equations (4.1a) and (4.1b) that
where we use
From (4.11a), we have
Substituting the above equation into the first and second terms on the right-hand side of (4.12), we obtain
(4.13)
From the symmetry of
δ u 2 , the value of the second term on the right-hand side of (4.13) is zero. From the symplectic condition (4.10), the third, forth and fifth terms on the right-hand side of (4.13) are also zeros. Therefore,
Recalling u = E H and the Maxwell operator M in (2.1), and using the skew-symmetry of J, it
Thereby, by using the similar proof approach in the last two steps of (3.13) it holds
Thus, the proof is completed. 
where 1 s = [1, . . ., 1] T , I is the identity matrix of size 6 × 6, and
Next, we give some useful estimates on the operator (A ⊗ M), under the coercivity condition of matrix A. 
Proof. In order to estimate the operator I 6s×6s − I 6s×6s −τ A⊗M −1
, we denote v n+1 = I 6s×6s −
v n , and then {v n } n∈N is the discrete solution of the following discrete system 
Proof. We only present the proof for p = 2 here, since the proof for general p > 2 is similar.
Step 1: Existence and {F t n } 0≤n≤N -adaptedness. Fix a set Ω ′ ⊂ Ω, P(Ω ′ ) = 1 such that W (t, ω) ∈ U for all t ∈ [0, T ] and ω ∈ Ω ′ . In the following, let us assume that ω ∈ Ω ′ . The existence of iterates {u n ; n = 0, 1, . . ., N} follows from a standard Galerkin method and Brouwer's theorem, in combining with assertions (4.20)-(4.21). Define a map
where P(H) denotes the set of all subsets of H, and Λ(u n , ∆W n+1 ) is the set of solutions u n+1 of (4.1). By the closedness of the graph of Λ and a selector theorem, there exists a universally and Borel measurable mapping λ n : H ×U → H such that λ n (s 1 , s 2 ) ∈ Λ(s 1 , s 2 ) for all (s 1 , s 2 ) ∈ H ×U . Therefore, F t n+1 -measurability of u n+1 follows from the Doob-Dynkin lemma.
Step 2: proof for (4.20) . From the compact formula (4.15a) and the invertibility of A, we get
A ⊗ I B n ∆W n+1 .
(4.22)
Using assertion (i) of Lemma 4.1, we obtain, Step 3: Uniqueness. The uniqueness of discrete solution follows from the uniqueness of U ni , i = 1, . . . , s.
Assume that there are two different solutions U n and V n satisfying (4.15a), then it follows
which is equivalent to 
