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1 Abstract
Central limit theorems are some of the most classical theorems in the theory
of probability. They have also been actively studied in the field of dynamical
systems. In the first article of this thesis an adaptation of Stein’s method,
introduced by Charles Stein in 1972 is presented. Our adaptation gives new
correlation-decay conditions for both univariate and multivariate observables
under which central limit theorem holds for time-independent dynamical
systems. When these conditions are satisfied, this adaptation also yields
estimates for convergence rates. We also present a scheme for checking
these conditions and consider it in two example models.
In the second article the scope of this adaptation is extended further
to time-dependent dynamical systems. The applicability of this method is
shown for time-dependent expanding circle maps and also for quasistatic
dynamical systems, which is a new research area introduced recently by
Dobbs and Stenlund.
The third article considers time-dependent compositions of Pomeau-
Manneville-type intermittent maps. For this model we also establish central
limit theorems with a rate of convergence. This article uses the results in the
second article and earlier work of Juho Leppa¨nen on the functional correla-
tion bounds for Pomeau-Manneville maps with time-dependent parameters.
Quasistatic systems are also further studied and we present general condi-
tions under which a multivariate CLT for quasistatic systems holds.
In the fourth article we study random compositions of transformations.
We prove a theorem on almost sure convergence of the variance of normal-
ized and fiberwise centered Birkhoff sums. This in combination with earlier
results, such as the theorems in the second article, can be used to establish
quenched central limit theorems with a rate of convergence for random dy-
namical systems. Two examples which use the theorem in the fourth article
are provided in the second and third article.
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CENTRAL LIMIT THEOREMS WITH A RATE OF CONVERGENCE
FOR DYNAMICAL SYSTEMS
1. Preliminaries
1.1. GOAL. The focus in the articles of this thesis are central limit theorems with a rate
of convergence. Beyond convergence rates, we also give some results where a concrete
number for the upper bound of the difference of the law of a suitably normalized and
centered Birkhoff sum and the normal distribution can be computed.
The articles in this dissertation are
(A) Stein’s method of normal approximation for dynamical systems
(B) Central limit theorems with a rate of convergence for sequences of transformations
(C) Central limit theorems with a rate of convergence for time-dependent intermittent
maps
(D) Quenched normal approximation for random sequences of transformations
1.2. Notations and conventions. In this introduction we denote N = {1, 2, 3, ...} and
N0 = {0, 1, 2, ...}. Let T : X → X be a map. Then T 0 : X → X : x 7→ x, i.e., T 0 is an
identity map denoted by Id. Similarly, if (T n)∞n=1 is a sequence of transformations from
X to X, then Ti ◦ ... ◦ T1 = Id for i = 0. For sums
∑k
i=j , where k < j, we define the sum
to be 0. We also use the convention 00 = 1. The symbol Z stands for a random variable
with standard normal distribution N (0, 1) unless otherwise stated.
1.3. What is a dynamical system? The term dynamical system has some ambiguity.
We follow the book [39], where a dynamical system is described as consisting of the
following three components:
i) State (or phase) space. This consists of points that represent the possible states of
the system.
ii) Time. Time is either continuous or discrete and it can extend both to the future
and the past or only to the future.
iii) The time evolution law. This is the rule that determines how the state of the system
evolves in time.
In this introduction we only consider dynamical systems with discrete time extending
only to the future, i.e., time is modelled by N0. In article (A) there is one result that
applies to continuous time, but we omit it here, since it is not a key theorem in (A).
We denote the state space of the system by X. Four types of dynamical systems are
considered in the articles of this thesis. The first type is a dynamical system consisting of a
measure space (X,B, µ) combined with a measure preserving transformation T : X → X.
Being measure-preserving means that T is measurable and µ(T−1A) = µ(A) for every
A ∈ B. In this type of dynamical system if the state of the system at the moment 0 is
x, then at the time t ∈ N0 it is T t(x), where T t means that transformation T is applied
t times. Dynamical system with one measure-preserving map are also stationary, i.e.,
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µ(A0 ∩ T−1A1 ∩ · · · ∩ T−nAn) = µ(T−1A0 ∩ T−2A1 ∩ · · · ∩ T−n−1An) for every n ∈ N0 and
A0, ..., An ∈ B. Therefore we abbreviate this type of system by SDS, where first S is from
the word stationary.
The second type, a time-dependent dynamical system (TDDS), is similar to the first
one, except now instead of one transformation T , the time evolution is defined by sequence
of transformations T1, T2, ..., where Ti : X → X for all i ∈ N. Now if the state of the system
at time 0 is x, then at time t ∈ N0 it is Tt ◦ Tt−1 ◦ · · · ◦ T1(x).
The third type under investigation are quasistatic dynamical systems (QDS). This type
of dynamical system was introduced in [19] quite recently. It models a scenario where
the time-evolution law of a physical system changes infinitesimally slowly under external
influence on the system. The details of the definition of a QDS are given later in Section
6.
The fourth type of dynamical systems are random dynamical systems (RDS) in which
the law of time-evolution is picked randomly. The definition of RDS is given in Section 7.
The type SDS is studied in article (A). A result for continuous time version of measure
preserving transformation is also given in (A). Article (B) focuses on TDDS although
example models for QDS and RDS are also studied. In article (C) we study special
cases of TDDS, RDS and QDS, where transformations are Pomeau-Manneville maps.
Furthermore a general result for proving QDS central limit theorems (CLT) is given.
Article (D) is all about proving quenched limit theorems for RDS. The RDS parts of
articles (B) and (C) also apply the results of (D). The results in each paper of this
thesis are concentrated around CLTs.
1.4. Outline of the introduction. In Section 2 we discuss briefly dynamical systems in
general and give a short introduction to CLTs. In Section 3 we introduce the method that
we use to prove CLTs in our research articles. In Sections 4, 5, 6 and 7 we give rigorous
definitions of these systems, present the main results of (A)-(D) and discuss how these
results are linked to earlier research on these systems.
2. Central limit theorems
Nature is full of systems obeying laws of physics. Building scientific theories is based on
measuring those systems. We call the result of those measurements observations. The ob-
servations might be about temperature, length, mass, energy, velocity etc. The measured
physical quantity itself is called an observable. In the end the observations usually consist
of numerical value(s) and a unit of measurement, for example 4.25 kg. The practical
value of science is the ability to make predictions about the future values of observations
given some values of previous measurements. In an ideal case the future values of some
observations can be predicted with very small error margins for very long time periods as
in the case of predicting the future locations of the planets in the solar system. In some
other cases like weather forecasting, the system in question, i.e., the atmosphere of the
earth, is chaotic, and therefore the predictions lose accuracy fast. In those cases we might
still be able to make some statistical predictions about future observations, for example
their long time averages. In this thesis observations are mathematical quantities in R or
Rd, which are values of an observable, which itself is a function from the state space X
of the system to R or Rd, where d ∈ N.
For the types of dynamical systems introduced in the previous section, RDS is the only
one with unpredictable time-evolution. One might wonder how the other three types of
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systems produce any statistical behaviour, them being completely deterministic. This
is achieved by modeling the initial state of the system X by a probability measure µ
on X. A physical interpretation of this construction is that our knowledge of the state
of the system X is imprecise or incomplete so we can model this lack of knowledge by
a probability distribution. For SDS, TDDS and QDS this probability distribution then
evolves deterministically in time, so all indeterminacy is hidden in the uncertainty of the
initial state of the system.
Consider for example a measure-preserving dynamical system (X,B, µ, T ). Let f : X →
Rd be an observable that we are interested in. We can ask for example what is the time
average n−1
∑n−1
t=0 f ◦T t of the first n observations of observable f . A famous theorem by
Birkhoff states that when µ is ergodic1 and f ∈ L1(X,B, µ), then
lim
n→∞
n−1
n−1∑
i=0
f ◦ T i =
∫
X
f dµ
almost surely. This result resembles the strong law of large numbers. The strong law of
large numbers states that for i.i.d. random variables satisfying E|Xi| <∞ and E[Xi] = 0
it holds that
lim
n→∞
n−1
n−1∑
i=0
Xi = 0 almost surely.
This can be shown by using Birkhoff’s theorem. The physical interpretation of Birkhoff’s
theorem is that a time average of an observable equals the corresponding space-avarage
almost surely; or in other words if we choose an initial state x randomly with respect
to measure µ and let the system evolve through time, then with probability 1 the time
average of observables converge to the constant
∫
X
f dµ.
We can then ask about the distribution of differently scaled sum limn→∞ n−1/2
∑n−1
i=0 Xi.
We are interested on the conditions under which random variables Xi satisfy the so called
central limit theorem (CLT), namely when does
lim
n→∞
n−1/2
n−1∑
i=0
Xi
d−→ N (0, σ2)?
Or in other words: when does limn→∞ P(n−1/2
∑n−1
i=0 Xi ≤ x) = Φσ2(x), ∀x ∈ R, where
Φσ2 is the cumulative distribution function of the normal distribution with mean 0 and
variance σ2? This question has received a huge amount of interest in the field of probability
theory for over two centuries [25]. Letting Xi = f◦T i, we can ask this same question in the
context of dynamical systems. It has also been studied a long time, see for example [67]
and [63] for some early results.
For practical applications of the theory of dynamical systems it would be essential to
also know how fast the distribution of scaled random variables approach the normal dis-
tribution, i.e., to have a rate of convergence to the normal distribution. A way to measure
the difference between two distributions is needed to establish a rate of convergence. This
can be accomplished in the following way: Let H be a non-empty class of functions
h : R→ R. Let X, Y be two random variables with distributions LX and LY . Define
dH (LX , LY ) = sup
h∈H
|E[h(X)]− E[h(Y )]|.
Now dH is a (pseudo)metric in the class of probability distributions. We write dH (X, Y ) =
dH (LX , LY ).
1Measure µ is ergodic if for all A ∈ B that satisfy T−1A = A, it holds that µ(A) ∈ {0, 1}.
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Our main contribution to the study of CLTs for dynamical systems is a general adap-
tation of Stein’s method [68] to the DS setup. For Stein’s method, applied in (A)–(C),
there exists a natural choice for H , the class of 1-Lipschitz maps h : R → R. We write
W = {h : |h(x)− h(y)| ≤ |x− y|}. The Wasserstein distance of two random variables X
and Y is now defined as
dW (X, Y ) = sup
h∈W
|E[h(X)]− E[h(Y )]|.
Another commonly used distance called Kolmogorov distance dK is defined by class
K = {1(−∞,x] : x ∈ R}. Kolmogorov distance of two random variables X and Y is
supt∈R |P(X ≤ t) − P(Y ≤ t)|, the maximum difference of the cumulative distribution
functions of X and Y .
Next we look at normal distributions more closely and discuss some ways to characterize
them, which can then be used in proofs of CLTs.
2.1. Normal distribution. The normal distribution with mean µ and variance σ2 is
denoted by N (µ, σ2). We say that a property P characterizes N (µ, σ2) if N (µ, σ2) is the
only distribution that satisfies P . Thus we can prove that some random variable X is
normally distributed if one of these properties is satisfied. We introduce some of these, of
which the last one is crucial to our articles (A)–(C):
Probability density function. Normal distribution N (µ, σ2) with σ2 > 0 is char-
acterized by its probability density function
φσ2,µ(x) =
1√
2piσ2
e−
(x−µ)2
2σ2 .
This also defines the corresponding cumulative distribution function
Φσ2,µ(x) =
1√
2piσ2
∫ x
−∞
e
(t−µ)2
2σ2 dt.
Thus Yn
d−→ N (µ, σ2) if and only if
lim
n→∞
P(Yn ≤ x) = 1√
2piσ2
∫ x
−∞
e
(t−µ)2
2σ2 dt.
for all x ∈ R.
Characteristic function. Let X be a random variable. Its characteristic function
is defined by
ϕ(t) = E[eitX ].
Characteristic function determines the probability distribution, i.e., if X and Y are two
random variables with the same characteristic function then they also have the same
distribution. The normal distribution N (µ, σ2) is characterized with the characteristic
function ϕ(t) = eiµt−σ2t2/2 [23].
Stein’s characterization. Stein found that the normal distribution N (0, σ2) can be
characterized by the following condition (see [16]): Let Y be a random variable. Then Y
has a normal distribution N (0, σ2) if and only if
E[Y A(Y )] = σ2E[A′(Y )]
for all absolutely continuous functions A for which these expectations exist. If then
Y ∼ N (µ, σ2), the above characterization yields E[(Y − µ)A(Y − µ)] = σ2E[A′(Y − µ)].
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Next we look at multivariate normal distributions.
2.2. Multivariate normal distribution. Let d ∈ N and Σ ∈ Rd×d. A random vector
Z = (Z1, Z2, ..., Zd)
T has a multivariate normal distribution N (µ,Σ), if all linear combina-
tions Y = a1Z1+...+adZd are normally distributed, E[Z] = µ and E[(Z−µ)(Z−µ)T ] = Σ.
Central limit theorems can be generalized for d-dimensional random vectors. We say
that a sequence (Xi)∞i of d-dimensional random vectors defined on the same probabil-
ity space satisfy a CLT if the scaled sum n−1/2
∑n−1
i=0 Xi converges in distribution to a
multivariate normal distribution.
When Σ is positive-definite, N (µ,Σ) is characterized by its probability density function
φΣ(x) =
e−
1
2
(x−µ)·Σ−1(x−µ)√
(2pi)d det Σ
and its characteristic function
ϕ(t) = eit·µ−
1
2
t·(Σt).
As in the univariate case, there also exists a Stein characterization [64] for random vectors
Y : Let the matrix Σ ∈ Rd×d be symmetric and positive definite. Then Y ∼ N (0,Σ) if
and only if Y satisfies
E[tr ΣD2A(Y )− Y · ∇A(Y )] = 0
for all A ∈ C3(Rd,R).
Armed with these concepts, we may now introduce the Stein method which is perhaps
the most central theme in this dissertation.
3. Stein’s method
3.1. Short introduction to the method. Stein introduced a new method for proving
central limit theorems in his seminal paper [68]. We now give a short outline how the
method works in the settings of (A) and (B).
Consider random variables X0, X1, ..., XN−1 with expectation E[Xi] = 0 for every i ∈
{0, ..., N−1}. Assume also that Xi’s are weakly dependent in a way described in (A) and
(B)2. Denote W = N−1/2
∑N−1
i=0 Xi and σ
2 = Var(W ). Let h : R → R, and let Φσ2(h) =
1√
2piσ2
∫
Rd e
− w2
2σ2 h(w) dw, i.e., Φσ2(h) is the expectation of h with respect to N (0, σ2).
Stein’s method gives an upper bound on |E[h(W )]−Φσ2(h)|. This is done by solving the
so called Stein equation:
σ2A′(w)− wA(w) = h(w)− Φσ2(h). (1)
It can be shown (see [16] and Lemma 3.2 in (A)) that when h is absolutely continuous,
the solution A for this equation satisfies
‖A‖∞ ≤ 2‖h′‖∞, ‖A′‖∞ ≤
√
2/pi σ−1‖h′‖∞ and ‖A′′‖∞ ≤ 2σ−2‖h′‖∞. (2)
Taking the expectation with respect to the distribution of W in (1) yields |σ2E[A′(W )]−
E[WA(W )]| = |E[h(W )] − Φσ2(h)|. When ‖h′‖∞ ≤ 1, we have |E[h(W )] − Φσ2(h)| ≤
dW (W,Z), where Z ∼ N(0, σ2). Actually
sup
‖h′‖∞≤1
|E[h(W )]− Φσ2(h)| = dW (W,Z).
2Details of weak dependence are not relevant for understanding the basic ideas behind the following
outline.
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Furthermore assuming ‖h′‖∞ ≤ 1 in (2) yields the bounds ‖A‖∞ ≤ 2, ‖A′‖∞ ≤
√
2/pi σ−1
and ‖A′′‖∞ ≤ 2σ−2. Putting the previous observations together gives
dW (W,Z) ≤ sup
{A:‖A‖∞≤2, ‖A′‖∞≤
√
2/pi σ−1, ‖A′′‖∞≤2σ−2}
|σ2E[A′(W )]− E[WA(W )]|.
We are now left to bound |σ2E[A′(W )] − E[WA(W )]|. Below we give an outline of an
argument which shows that |σ2E[A′(W )]−E[WA(W )]| and thus dW (W,Z) is close to zero
with the above assumptions on the random variables Xi:
Let K,n ≤ N and write Wn = N−1/2{
∑N−1
i=0 Xi −
∑min{n+K,N−1}
i=max{0,n−K} Xi}, i.e., Wn is the
same as W except that some terms near the index n are removed from the sum. Now we
may write
E[WA(W )] = E[N−1/2
N−1∑
i=0
Xi(A(W )− A(Wi))] + E[N−1/2
N−1∑
i=0
XiA(Wi)]. (3)
Note that if the Xi’s are independent, then the last term is exactly zero. When the
Xi’s are only weakly dependent, it seems reasonable that we might find a small upper
bound to the last term. In Theorem 2.3 of (A), we just assume a uniform bound on each
|E[XiA(Wi)]|. This bound has to be calculated separately for each dynamical system in
question. An abstract scheme of how this might be achieved is introduced on Section 7
of (A).
For the first term on the right side of (3) consider first the case where A′ is constant.
Then this term is exactly
N−1
N−1∑
i=0
min{n+K,N−1}∑
j=max{0,n−K}
E[XiA′(W )Xj]. (4)
If the pair correlations E[XiXj] tend to zero when |j− i| increases and K is large enough,
then
∑N
i=0
∑min{n+K,N−1}
j=max{0,n−K} E[XiXj] ≈ Nσ2, i.e., (4) ≈ σ2E[A′(W )]. If on the other hand
A′ is not constant but A′′ is bounded then the same argument still works (with an added
error term). Under these vaguely described conditions for smoothness of A and correlation
decay for X0, ..., XN−1 we thus have E[WA(W )] ≈ σ2E[A′(W )], which in turn implies that
dW (W,Z) ≈ 0. Rigorous computations to show this are found in (A) and (B).
3.2. Prior studies. The only appearances of Stein’s method in the setting of CLTs in
dynamical systems were in [31, 42] for univariate CLT in some special cases, however
without deriving estimates of the rate of convergence. Beside these, the method has also
been applied in the setup of Poisson limits; see [18, 32, 35, 37, 62]. Article (A) is a first
general attempt to apply Stein’s method to normal approximation for dynamical systems.
The results proven in (A) are in SDS setting, with both discrete and continuous time and
for both univariate and multivariate observables. These results give CLTs with a rate of
convergence.
In paper (B) results similar to those of (A) are proven in the context of TDDS. Actually
the main theorems of (B) consider sequences (Xi)N−1i=0 of random variables that do not
have to relate to dynamical systems at all. However, defining Xi = f ◦ Ti ◦ ... ◦ T1, where
f is an observable and Tj a transformation for every j = 1, ..., i gives a natural way to
apply main theorems of (B) to dynamical systems. These main results are also applied
to RDS and QDS models in the same paper and to special kind of intermittent TDDS
and QDS in article (C).
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Stein’s method has been researched thoroughly in the theory of probability, where
it originated due to Stein himself. It has been applied for example to Poisson [7, 15],
exponential [28], binomial [24] and gamma distributions [50]. Articles (A) and (B)
consider Stein’s method also on multivariate normal distribution on which there has also
been a lot research done in the field of probability theory; see, e.g., [12, 13, 16, 29, 30, 34,
51, 52, 56, 64–66].
4. Stationary dynamical system
In this Section we examine the classical type of dynamical system consisting of a mea-
sure space (X,B, µ) combined with a measure preserving transformation T : X → X.
Time is modelled by N0. As discussed before, this type of system is also stationary.
4.1. Previous research. A result that gives bounds on the distance of one distribution
to a (multivariate) normal distribution is called a normal approximation theorem. These
have been obtained for both univariate and multivariate cases in the SDS setting. Some of
the most relevant papers on normal approximation and SDS CLTs are introduced below
before stating our results.
Liverani [48] proves some CLTs for SDS with proofs based on martingale approxima-
tions. Dubois [22] has proved normal approximation theorem for uniformly expanding
circle maps with Cn−1/2 convergence rate for Kolmogorov distance, where C can be com-
puted. Gouëzel has also proved normal approximation theorem with O(n−1/2) conver-
gence rate for Kolmogorov distance, which is applied for Pomeau-Manneville maps [33].
Pène [58] proves CLT for billiard model with O(n−1/2+),  > 0, convergence rate for
Kolmogorov distance. For normal approximation theorems in the multivariate case, see
Jan [38] and Pène [59]. A very recent paper [5] by Antoniou and Melbourne obtains "the
first results on convergence rates in the Prokhorov metric for the weak invariance princi-
ple (functional central limit theorem) for deterministic dynamical systems". These results
hold for a large scale of systems, for example dispersing billiards and intermittent maps,
which we have also researched. The result that resembles our results in paper (A) most
closely is found on paper [60] by Pène and will be discussed in the end of this section after
presenting our results.
4.2. Main results. Let (X,B) be a measurable space with initial measure µ. We assume
that T : X → X preserves µ, i.e., µ(T−1A) = µ(A) for every A ∈ B. In other words, we
work in SDS setup.
We consider a multivariate observable f : X → Rd with µ(f) = 0. Denote fk = f ◦ T k.
The purpose of the next theorem is to give an upper bound for the difference of distribution
of W = W (N) = 1√
N
∑N−1
k=0 f
k and N (0,Σ), where Σ = µ(f ⊗ f) +∑∞n=1(µ(fn ⊗ f) +
µ(f ⊗ fn)) is the limit of the covariance matrices of W (N). This difference is measured
in the following way: For every three times differentiable h : Rd → R we estimate the
difference µ(h(W ))− ΦΣ(h), where
ΦΣ(h) =
1√
(2pi)d det Σ
∫
Rd
e−
1
2
w·Σ−1wh(w) dw,
i.e., the expectation of h with respect to N (0,Σ). Naturally µ(h(W ))− ΦΣ(h) is zero, if
W ∼ N (0,Σ), and close to zero if W is almost normally distributed (and h has moderate
second and third order partial derivatives).
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First we need to introduce some notations. Let α = {1, ..., d}. The components of f i
are denoted by f iα = (f ◦ T i)α.
Let N ∈ N0 and K ∈ N0 ∩ [0, N − 1]. Denote
[n]K = [n]K(N) = {k ∈ N0 ∩ [0, N − 1] : |k − n| ≤ K},
and
W n = W − 1√
N
∑
k∈[n]K
fk (5)
for all n ∈ N0 ∩ [0, N − 1]. In other words, W n differs from W by a time gap (within
[0, N − 1]) of radius K, centered at time n.
The next theorem gives a bound for |µ(h(W )) − ΦΣ(h)| which depends on the choice
of K. The best choice of K depends on the dynamical system, but K ∼ C logN works
when the correlations described in the conditions decay exponentially (see Corollary 2.2
in (A)).
The proof is based on solving Stein’s equation tr ΣD2A(w)−w ·∇A(w) = h(w)−ΦΣ(h)
for the multivariate normal distribution N (0,Σ).
Theorem 4.1. Let f : X → Rd be a bounded measurable function with µ(f) = 0. Let
h : Rd → R be three times differentiable with ‖Dkh‖∞ < ∞ for 1 ≤ k ≤ 3. Fix integers
N > 0 and 0 ≤ K < N . Suppose that the following conditions are satisfied:
(A1) There exist constants C2 > 0 and C4 > 0, and a non-increasing function ρ : N0 →
R+ with ρ(0) = 1 and
∑∞
i=1 iρ(i) <∞, such that
|µ(fαfkβ )| ≤ C2 ρ(k)
|µ(fαf lβfmγ fnδ )| ≤ C4 min{ρ(l), ρ(n−m)}
|µ(fαf lβfmγ fnδ )− µ(fαf lβ)µ(fmγ fnδ )| ≤ C4 ρ(m− l)
hold whenever k ≥ 0; 0 ≤ l ≤ m ≤ n < N ; α, β, γ, δ ∈ {α′, β′} and α′, β′ ∈
{1, . . . , d}.
(A2) There exists a function ρ˜ : N0 → R+ such that
|µ(fn · ∇h(v +W nt))| ≤ ρ˜(K)
holds for all 0 ≤ n < N , 0 ≤ t ≤ 1 and v ∈ Rd.
(A3) f is not a coboundary in any direction.
Then
Σ = µ(f ⊗ f) +
∞∑
n=1
(µ(fn ⊗ f) + µ(f ⊗ fn)) (6)
is a well-defined, symmetric, positive-definite, d× d matrix; and
|µ(h(W ))− ΦΣ(h)| ≤ C∗
(
K + 1√
N
+
∞∑
i=K+1
ρ(i)
)
+
√
Nρ˜(K), (7)
where
C∗ = 12d3 max{C2,
√
C4}
(‖D2h‖∞ + ‖f‖∞‖D3h‖∞) ∞∑
i=0
(i+ 1)ρ(i) (8)
is independent of N and K.
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The normal approximation for W is given in the form of a bound on |µ(h(W ))−ΦΣ(h)|
for three times differentiable h. If this bound is small for all h with some fixed bound on
‖Dkh‖∞, k = 1, 2, 3, then W is almost normally distributed.
As seen in (7) the bound on |µ(h(W ))−ΦΣ(h)| depends on N and K and the functions
ρ and ρ˜. Note that, when K decreases, then the first term in (7) decreases, but the
second term increases. Therefore, with fixed N , finding a right balance between small
and large values of K yields the smallest value for the bound (7). This bound can then
be used to give convergence rate for CLT by choosing 0 ≤ K < N as a function of N .
For example, when ρ and ρ˜ decay exponentially, then Corollary 2.2 in (A) tells that the
choice K = C logN yields the convergence rate (logN)/
√
N .
How then to derive the bounds for ρ and ρ˜? The first one is more standard problem,
so we focus on the second one. The reason that we might consider that ρ˜ decays at
all is that W n = 1√
N
(
∑n−K−1
k=0 f
k +
∑N−1
k=n+K+1 f
k), where individual terms fk are only
weakly dependent on fn, if the system in question mixes sufficiently fast. The assumption
µ(f) = 0 is also required. An abstract scheme for showing that ρ˜(K) decays for some
concrete model is given in Section 7 of (A) and this scheme is then applied to two
examples: an angle-doubling map system (with scalar-valued observable) and dispersing
billiards model.
In Theorem 2.4 of (A) we also derive CLT for continuous time. This theorem uses the
previous discrete time theorem and it is the only continuous time result in the articles of
this thesis. Thus we omit stating it here to avoid the introduction of new notations.
The previous theorem can be applied for univariate f , but in (A) we also proved the
following theorem, which gives Wasserstein distance for similar kind of conditions on f .
Theorem 4.2. Let f : X → R be a bounded measurable function with µ(f) = 0. Fix
integers N > 0 and 0 ≤ K < N . Suppose that the following conditions are satisfied:
(B1) There exist constants C2 > 0 and C4 > 0, and a non-increasing function ρ : N0 →
R+ with ρ(0) = 1 and
∑∞
i=1 iρ(i) <∞, such that
|µ(f fk)| ≤ C2 ρ(k)
|µ(f f lfmfn)| ≤ C4 min{ρ(l), ρ(n−m)}
|µ(f f lfmfn)− µ(f f l)µ(fmfn)| ≤ C4 ρ(m− l)
hold whenever k ≥ 0 and 0 ≤ l ≤ m ≤ n < N .
(B2) There exists a function ρ˜ : N0 → R+ such that, given a differentiable A : R → R
with A′ absolutely continuous and max0≤k≤2 ‖A(k)‖∞ ≤ 1,
|µ(fnA(W n))| ≤ ρ˜(K)
holds for all 0 ≤ n < N .
(B3) f is not a coboundary.
Then
σ2 = µ(f f) + 2
∞∑
n=1
µ(f fn) (9)
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is strictly positive and finite. Moreover, if Z ∼ N (0, σ2) is a random variable with normal
distribution of mean zero and variance σ2, then
dW (W,Z) ≤ C#
(
K + 1√
N
+
∞∑
i=K+1
ρ(i)
)
+ C ′#
√
Nρ˜(K), (10)
where
C# = 11 max{σ−1, σ−2}max{C2,
√
C4}(1 + ‖f‖∞)
∞∑
i=0
(i+ 1)ρ(i)
and
C ′# = 2 max{1, σ−2}
are independent of N and K.
The theorem above is proven with similar arguments as Theorem 4.1. Differences in the
conditions and in the statement arise from a different Stein equation, which is σ2A′(w)−
wA(w) = h(w)−Φσ2(h) for univariate normal distribution; and from different metric used
to compare distribution, while in multivariate case we were bounding |µ(h(W ))−ΦΣ(h)|
for three times differentiable functions h, we use 1-Lipschitz functions in the place of h
in the theorem above. This choice of metric, namely Wasserstein distance, leads to the
bound (10) which depends on the variance σ2, unlike the bound in Theorem 4.1 with no
explicit dependence on the covariance matrix Σ.
Note that from (10) we can derive a bound on the commonly used Kolmogorov dis-
tance dK by applying the fact that
dK (W,Z) ≤ (2pi−1) 14σ− 12dW (W,Z) 12 .
However this bound can be far from optimal.
Due to the modifications on measure of distance and underlying Stein equation the
distance also depends on the variance σ2.
Below we give Pène’s theorem [60, Theorem 1.1], since it has some resemblance to The-
orem 4.1 of this introduction. We will discuss those similarities and differences afterwards.
The symbol Sn in the theorem is defined as
∑n
k=1 f
k.
Theorem 4.3. Let (fk)k≥0 be a sequence of stationary Rd-valued bounded random vari-
ables defined on (Ω,F , ν) with expectation 0. Let us suppose that there exist two real
numbers C ≥ 1,M ≥ max(1, ‖f0‖∞) and an integer r ≥ 0 and a sequence of real num-
bers (ϕp,l)p,l bounded by 1 with
∑
p≥1 pmaxl=0,...,bp/(r+1)c ϕp,l < +∞ such that for any
integers a, b, c ≥ 0 satisfying 1 ≤ a + b + c ≤ 3, for any integers i, j, k, p, q, l with
1 ≤ i ≤ j ≤ k ≤ k + p ≤ k + p + q ≤ k + p + l, for any i1, i2, i3 ∈ {1, ..., d}, for
any F : Rd× ([−M ;M ]d)3 → R bounded, differentiable, with bounded differential, we have
|Cov(F (Si−1, f i, f j, fk), (fk+p(i1) )a(f
k+p+q
(i2)
)b(fk+p+l(i3) )
c)|
≤ C(‖F‖L∞ + ‖|DF |∞‖L∞)ϕp,l,
where DF is the Jacobian matrix of F and f (s)m is the sth coordinate of fm. Then, the
following limit exists:
Σ := lim
n→+∞
1
n
(E[S⊗2n ]).
If Σ = 0, then the sequence (Sn)n is bounded in L2.
Otherwise the sequence of random variables ( Sn√
n
)n≥1 converges in distribution to a
Gaussian random variable N with expectation 0 and with covariance matrix Σ and there
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exists a real number B > 0 such that, for any integer n ≥ 1 and any Lipschitz continuous
function φ : Rd → R, we have∣∣∣∣E [φ( Sn√n
)]
− E[φ(N)]
∣∣∣∣ ≤ BLφ√n .
Theorem 4.1 of this introduction and Pène’s theorem have some similarities and some
differences. First of all, both theorems give CLT if some correlation bounds are satisfied.
The type of correlation bounds as in (A1) must be satisfied to apply Pène’s theorem; for
example, choose F (Si−1, f i, f j, fk) = fkα and (f
k+p
(i1)
)a(fk+p+q(i2) )
b(fk+p+l(i3) )
c = fk+pβ , then
ν(f 0αf
p
β) = ν(f
0
αf
p
β)− ν(f 0α)ν(f pβ) ≤ |ν(fkαfk+pβ )− ν(fkα)ν(fk+pβ )|
= |Cov(fkα, fk+pβ )| ≤ C(‖fk‖∞ + 1)ϕp,0.
Furthermore to satisfy conditions on Pène’s theorem, a large class of other correlation
bounds that are not required on Theorem 4.1 need to be established. On the other hand
the type of correlation bound on Condition (A2) is required only in Theorem 4.1. Further
differences on these two theorems are that the class of functions that φ belongs is larger
than the corresponding class of h. A clear benefit of Pène’s theorem is that it gives the
rate of convergence O(N−1/2) instead of O(N−1/2 logN), which results from Theorem 4.1
with exponentially decreasing correlation bounds. However, Stein’s method works also on
time-dependent setting, which we will take a look next.
5. Time-dependent dynamical system
5.1. Time dependent systems. Recall that a time dependent dynamical system (TDDS)
is a system with a state space X in which the time evolution is defined by a sequence of
transformations T1, T2, ..., where Ti : X → X for all i ∈ N. Thus if the state of the system
at time 0 is x, then at time t ∈ N0 it is Tt ◦ Tt−1 ◦ · · · ◦ T1(x). TDDSs are harder to study
than SDS, since for example in the general case there is no non-trivial measure µ in X
such that it is time invariant with respect to all Ti, i ∈ N, simultaneously. In this section
we assume that these maps Ti are non-random whereas in Section 7 we consider random
dynamical systems, in which case the maps Ti are chosen randomly from some probability
distribution.
Results in this section are from articles (B) and (C). Two general theorems for nor-
mal approximations on TDDS setting and a few theorems on an expanding circle map
model proven in (B) are discussed in this section. We also consider results for Pomeau-
Manneville maps proven in article (C).
5.2. Previous research. In [44] Lasota and Yorke show that a class of piecewise con-
tinuous, piecewise C1 transformations on the interval [0, 1] have absolutely continuous
invariant measures. Conze and Raugi prove TDDS limit theorems in [17]. In [57] Ott,
Stenlund and Young proved memory loss properties for time-dependent dynamical sys-
tems. We will discuss the result later in Subsection 5.4. In [69] memory-loss properties
for Anosov diffeomorphism are studied by Stenlund. Nándori, Szász and Varjú prove a
CLT [54, Theorem 1] and apply it to two examples of time-dependent systems on S1.
Haydn et al. [36] prove almost sure invariance principle (ASIP) for several different types
of TDDS including β-transformations, perturbed expanding maps of the circle and cov-
ering maps.
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5.3. General theorems. In article (B) we prove a similar type of theorem as Theorem
4.1 in this introduction, but this time in the TDDS setting. It turns out that time-
dependence does not add serious new difficulties for the proof of the theorem below.
Main differences in the proof originate from the lack of invariant measure. First of all,
we need to define centered observables f¯ i = f i − µ(f i), where f i = f ◦ Ti ◦ ... ◦ T1. In
the theorem below, sum W = 1√
N
∑N−1
k=0 f¯
k of centered and normalized observables is
considered and we define Wn = W − 1√N
∑
k∈[n]K f¯
k analogously to the SDS theorem.
In the TDDS setting we compare the distribution of W to N (0,ΣN), where ΣN is the
covariance matrix of W (N). There might not exist any limit matrix limn→∞Σn in the
time-dependent setting. Due to lack of invariant measure we can not deduce for example
that µ(f¯if¯j) = µ(f¯ f¯j−i), which causes some changes to the formulation of Condition
(A1). For more thorough discussion on the differences of the SDS and TDDS version of
the theorem, see Section 7 in (B).
Theorem 5.1. Let (X,B, µ) be a probability space and (f i)∞i=0 a sequence of random
vectors with common upper bound ‖f‖∞ ≥ ‖f i‖∞, for every i ∈ N0. Let h : Rd → R
be three times differentiable with ‖Dkh‖∞ < ∞ for 1 ≤ k ≤ 3. Fix integers N > 0 and
0 ≤ K < N . Suppose that the following conditions are satisfied:
(A1) There exist constants C2 > 0 and C4 > 0, and a non-increasing function ρ : N0 →
R+ with ρ(0) = 1 and
∑∞
i=1 iρ(i) <∞, such that for all 0 ≤ i ≤ j ≤ k ≤ l ≤ N−1,
|µ(f¯ iαf¯ jβ)| ≤ C2ρ(j − i),
|µ(f¯ iαf¯ jβ f¯kγ f¯ lδ)| ≤ C4ρ(max{j − i, l − k}),
|µ(f¯ iαf¯ jβ f¯kγ f¯ lδ)− µ(f¯ iαf¯ jβ)µ(f¯kγ f¯ lδ)| ≤ C4ρ(k − j)
hold whenever k ≥ 0; 0 ≤ i ≤ j ≤ k ≤ n < N ; α, β, γ, δ ∈ {α′, β′} and α′, β′ ∈
{1, . . . , d}.
(A2) There exists a function ρ˜ : N0 → R+ such that
|µ(f¯n · ∇h(v +Wnt))| ≤ ρ˜(K)
holds for all 0 ≤ n ≤ N − 1, 0 ≤ t ≤ 1 and v ∈ Rd.
(A3) ΣN is positive-definite d× d matrix.
Then
|µ(h(W ))− ΦΣN (h)| ≤ C∗
(
K + 1√
N
+
∞∑
i=K+1
ρ(i)
)
+
√
Nρ˜(K), (11)
where
C∗ = 6d3 max{C2,
√
C4}
(‖f‖∞‖D3h‖∞ + ‖D2h‖∞)
√√√√ ∞∑
i=0
(i+ 1)ρ(i) (12)
is independent of N and K.
As in the case of the SDS setting, there also exists a theorem for the Wasserstein
distance and a univariate observable f . This theorem is also proven in (B) by Stein’s
method. The differences of this theorem compared to the one above are similar to the
differences of Theorems 4.1 and 4.2 of this introduction.
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Theorem 5.2. Let (X,B, µ) be a probability space and (f i)∞i=0 a sequence of random
vectors with common upper bound ‖f‖∞. Fix integers N > 0 and 0 ≤ K < N . Suppose
that the following conditions are satisfied.
(B1) There exist constants C2, C4 and a non-increasing function ρ : N0 → R with
ρ(0) = 1, such that for all 0 ≤ i ≤ j ≤ k ≤ l ≤ N − 1,
|µ(f¯ if¯ j)| ≤ C2ρ(j − i),
|µ(f¯ if¯ j f¯kf¯ l)| ≤ C4ρ(max{j − i, l − k}),
|µ(f¯ if¯ j f¯kf¯ l)− µ(f¯ if¯ j)µ(f¯kf¯ l)| ≤ C4ρ(k − j).
(B2) There exists a function ρ˜ : N0 → R+ such that, given a differentiable A : R → R
with A′ absolutely continuous and max0≤k≤2 ‖A(k)‖∞ ≤ 1,
|µ(f¯nA(Wn))| ≤ ρ˜(K)
holds for all 0 ≤ n < N .
(B3) σ2N > 0.
Then the Wasserstein distance dW (W,σNZ) is bounded from above by
C#
(
K + 1√
N
+
∞∑
i=K+1
ρ(i)
)
+ C ′#
√
Nρ˜(K),
where
C# = 12 max{σ−1N , σ−2N }max{C2,
√
C4}(1 + ‖f‖∞)
√√√√ ∞∑
i=0
(i+ 1)ρ(i)
and
C ′# = 2 max{1, σ−2N }
are independent of K.
5.4. Expanding circle maps. In [40] Kawan studies TDDS on compact and connected
Riemann manifolds, where the transformations are in C2 and satisfy a fixed lower bound
on the first derivative and an upper bound for the second derivative. He proves that the
metric entropy of this system is independent of the initial measure.
With similar assumptions as in [17] Haydn et al. prove an almost sure invariance
principle in [36, Theorem 3.1]. Aimino and Rousseau also consider similar setup in [4].
For other papers dealing with expanding circle maps on time-dependent setting; see [53]
and [27].
5.4.1. The model. We will next introduce the specific model that we examine in (B):
Let the circle S1 be the state space. Fix λ > 1 and A∗ > 0. Denote the set of C2
expanding circle maps T : S1 → S1 with the bounds inf T ′ ≥ λ, ‖T ′′‖∞ ≤ A∗ by M.
For the rest of the subsection we assume that all transformations are drawn form the
set M. Let f : S1 → Rd be an Lipschitz continuous observable, i.e., all the coordinate
functions of f are Lipschitz continuous. Write Lip(f) = max{Lip(fα) : α ∈ 1, ..., d} and
‖f‖Lip = ‖f‖∞ + Lip(f). We also assume that the initial probability measure µ on S1
has a density % with respect to Lebesgue measure m on S1 such that log % is Lipschitz
continuous with constant L0 = Lip(log %). We define W , ΣN and σ2N as before.
14 CLTS WITH A RATE OF CONVERGENCE FOR DYNAMICAL SYSTEMS
In [57] Ott, Stenlund and Young proved memory loss properties for time-dependent
dynamical systems in the modelM. Theorem 1 in [57] implies that every pair of Lipschitz
continuous probability densities ϕ, ψ converge towards each other exponentially fast. To
be more precise, there exists ν ∈ (0, 1) such that ∫ |Ln(ϕ)−Ln(ψ)| dm ≤ Cϕ,ψνn for every
n ∈ N0, where Ln is a transfer operator associated to Tn ◦ ... ◦ T1. These memory loss
properties are crucial in bounding the terms in conditions (A2) and (B2) for the model
M.
The following theorem from article (A) is a CLT with a rate of convergence for TDDS
of expanding circle maps and multivariate observable. The distance of two distributions
is measured by three times differentiable test functions h. The constants in the following
results in this subsection satisfy ϑ ∈ (0, 1), C2, C4, B0 > 0 and depend only on λ,A∗, %
and ‖f‖Lip.
Theorem 5.3. Let (Ti)∞i=1 ⊂ M be a sequence of transformations in the model M. Let
h : Rd → R be three times differentiable with ‖Dkh‖∞ < ∞, k = 1, 2, 3. Suppose that
N ≥ 16/(1− ϑ)2 is such that the matrix ΣN is positive definite. Then
|µ(h(W ))− ΦΣN (h)| ≤ CN−
1
2 logN,
where
C =
30d3 max{C2,
√
C4} (‖f‖∞‖D3h‖∞ + ‖D2h‖∞)
(1− ϑ)2
+ 2d2‖D2h‖∞
‖f‖2Lip
ϑ−
1
2 − ϑ 12 + 4dB0‖f‖Lip‖Dh‖∞ +
2d‖Dh‖∞‖f‖Lip
ϑ
1
2
.
For univariate f in the same expanding circle TDDS model, we have the following CLT
with a rate of convergence in Wasserstein distance:
Theorem 5.4. Let (Ti)∞i=1 ⊂ M be a sequence of transformations in the model M. Let
N ≥ 16/(1− ϑ)2 and σN ≥ C0N−p, where C0 > 0, p ≥ 0. Then
dW (W,σNZ) ≤ C˜ max{1, C−20 }N−
1
2
+2p logN,
where
C˜ =
60 max{C2,
√
C4}(1 + ‖f‖∞)
(1− ϑ)2 +
4‖f‖2Lip
ϑ−
1
2 − ϑ 12 + 8B0‖f‖Lip +
4‖f‖Lip
ϑ
1
2
(13)
is independent of N .
In particular, if σN > C0 (case p = 0) for N ≥ 3, the upper bound becomes
C˜ max{1, C−20 }N−
1
2 logN.
If the variance σN is small for large values of N , then the previous theorem is not useful.
However, in that case the laws of W and σNZ are close to Dirac delta distribution in the
sense of Wasserstein distance and then estimate dW (W,σNZ) ≤ 2σN can be used. Since
this estimate is strong when σN is small, we are able to provide the following CLT result
which is independent of variance.
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Corollary 5.5. Let (Ti)∞i=1, Ti : S1 → S1, i ∈ N, be a sequence of transformations in the
modelM. Then
dW (W,σNZ) ≤ max{C˜, 2}N− 16 logN,
for all N ≥ 16/(1− ϑ)2, where C˜ is as in (13).
In the results above the variance σ2N could change as a function of N . We can also
study self-normalized version of W , which has variance 1 for all N . For this purpose we
define
SN =
N−1∑
i=0
f¯ i =
√
NW (N) =
√
NW (14)
and
s2N = Var(SN) = Var(
√
NW ) = Nσ2N ,
Now SN/sN = W/σN has a variance 1 if sN > 0 and we have the following corollary for
self-normalized version of W :
Corollary 5.6. Let (Ti)∞i=1 ⊂ M be a sequence of transformations in the model M. Let
N ≥ 16/(1− ϑ)2 and s2N ≥ C0Np, where C0 > 0 and 0 ≤ p ≤ 1. Then
dW
(
SN
sN
, Z
)
= C˜ max{C−
1
2
0 , C
− 3
2
0 }N1−
3p
2 logN.
The corollary above tells us that if the growth of s2N is linear (p = 1), then the Wasser-
stein distance of self-normalized W and Z ∼ N (0, 1) is bounded by CN−1/2 logN . Fur-
thermore, for p > 2/3, we have dW (SN/sN , Z)→ 0, when N →∞.
5.5. Pomeau-Manneville maps. The modelM of expanding circle maps satisfies ex-
ponential decorrelation, i.e., the functions ρ and ρ˜ in theorems 5.1 and 5.2 of this intro-
duction decay exponentially. This guarantees good convergence rates in the results for
expanding circle maps in the previous subsection. However, some dynamical systems do
not have such fast decay of correlation. Pomeau-Manneville (P-M) maps are the simplest
example of DS with only polynomial decay rates of correlation. Thus these maps form
a good starting place to understand DSs with polynomial correlation decay. P-M maps
are transformations on the circle, which have a neutral fixed point at 0 ∈ S1, but are
expanding everywhere else. There exists some differences on the definition of P-M maps
in the literature; see for example [49], [61] and [2]. We give the exact definition of P-M
maps used in (C) after first reviewing some literature:
Polynomial loss of memory is proved on [2] for a TDDS with (modified) Pomeau-
Manneville maps. Leppänen [47] shows a functional correlation bound for TDDS of in-
termittent maps, which we also apply in (C). He then proves two multivariate central
limit theorems with a rate of convergence for SDS. Combining the results of [47] and
(B), we show in (C) how multivariate CLT can also be achieved for TDDS with se-
quence of Pomeau-Manneville maps. For other papers related to topics of this subsection;
see [55], [43] and [26].
Following [49], we define for each α ∈ (0, 1) the map Tα : [0, 1]→ [0, 1] by
Tα(x) =
{
x(1 + 2αxα) ∀x ∈ [0, 1/2),
2x− 1 ∀x ∈ [1/2, 1]. (15)
We denote P = {Tα : α ∈ (0, 1)} and call P a class of Pomeau-Manneville maps.
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Each map in P has a neutral fixed point at the origin. For every x ∈ [0, 1] and α ∈ (0, 1)
the derivative of Tα satisfies T ′α(x) ≥ 1. For small positive values of x, we have T ′α(x) ≈ 1.
Thus Tα expands slowly around the origin. Furthermore for large values of α, the area of
slow expansion is larger, while for α close to 0, Tα starts to resemble the angle-doubling
map.
Define a convex cone of functions
C∗(α) = {g ∈ C((0, 1]) ∩ L1 : g ≥ 0, g decreasing,
xα+1g increasing, g(x) ≤ 2α(2 + α)x−αm(g)},
where m(g) =
∫ 1
0
g(x) dx. Let β∗ ∈ (0, 1). We call a sequence (Tαn)n≥1 of intermittent
maps admissible, if 0 ≤ αn ≤ β∗ for all n ≥ 1.
Let f : [0, 1]→ Rd. Write
W = W (N) =
1√
N
N−1∑
n=0
(f ◦ Tαn ◦ · · · ◦ Tα1 − µ(f ◦ Tαn ◦ · · · ◦ Tα1)).
The following four results are CLTs with a rate of convergence for time-dependent
Pomeau-Manneville systems. The first two theorems are proved via Stein method using
general Theorems 5.2 and 5.3. The last two results use similar ideas as Corollaries 5.5
and 5.6.
Theorem 5.7. Let (Tαn)n≥1 be an admissible sequence of maps. Suppose that the density
of the initial measure µ belongs to C∗(β∗), where β∗ < 1/3. Let N ≥ 2 and let f : [0, 1]→
Rd be a Lipschitz continuous function such that ΣN is positive definite. Then, for any
three times differentiable function h : Rd → R with maxk=1,2,3 ‖Dkh‖∞ <∞,
|µ(h(W ))− ΦΣN (h)| ≤ CNβ∗−
1
2 (logN)
1
β∗ ,
where C > 0 is a constant independent of N . Here ΦΣN (h) denotes the expectation of h
with respect to N (0,ΣN).
Theorem 5.8. Let (Tαn)n≥1 be an admissible sequence of maps. Let Z ∼ N (0, 1) be a
random variable with normal distribution of mean 0 and variance 1. Suppose that the
density of the initial measure µ belongs to C∗(β∗), where β∗ < 1/3. Moreover, let N ≥ 2
and let f : [0, 1]→ R be a Lipschitz continuous function such that σN > 0. Then,
dW (W,σNZ) ≤ C max{1, σ−2N }Nβ∗−
1
2 (logN)
1
β∗ ,
where C > 0 is a constant independent of N .
Proposition 5.9. Let Z, µ, β∗ and f be as in Theorem 5.8. For any N ≥ 2,
dW (W,σNZ) ≤ CN
2β∗−1
6 (logN)
1
β∗ .
Denote
SN =
√
NW =
N−1∑
n=0
(f ◦ Tαn ◦ · · · ◦ Tα1 − µ(f ◦ Tαn ◦ · · · ◦ Tα1)).
Then
Corollary 5.10. Let Z, µ, β∗ and f be as in Theorem 5.8. Assume that Var(SN) ≥ CN ε,
where C > 0 and 0 ≤ ε ≤ 1. Then, for any N ≥ 2,
dW
(
SN√
Var(SN)
, Z
)
≤ CN1− 32 ε+β∗(logN) 1β∗ .
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In particular, if ε > 2
3
(1 + β∗), then
SN√
Var(SN)
d−→ N (0, 1). (16)
In the smaller parameter range β∗ < 1/9, it is seen from [55, Theorem 3.1] that (16)
holds for a weaker lower bound on the variance, namely Var(SN) ≥ CN ε for some ε >
1/2(1− 2β∗) suffices.
6. Quasistatic dynamical system
6.1. Definition and previous studies. The concept of quasistatic dynamical system
(QDS), was introduced by Stenlund and Dobbs in [19] to model situations where the dy-
namics change very gradually over time due to weak external forces. The paper describes
that the motivation for introducing this concept was to understand the behaviour of a
"small" system s whose time-evolution is connected to an ambient system, call it S, such
that i) s has virtually no effect on S, and ii) the interaction of S on s is such that s
changes very slowly.
For example the Sun (S) can be thought to be in this kind of relationship with the
Earth’s weather system (s). In [19] a model of dispersing billiards on a torus with (in-
finitesimally) slowly moving scatterers is given as an example of QDS. Formally QDS is
defined as follows:
Definition 6.1 (Discrete time QDS). Let (X,F ) be a measurable space, S a topological
space whose elements are measurable self-maps T : X → X, and T a triangular array of
the form
T = {Tn,k ∈ S : 0 ≤ k ≤ n, n ≥ 1}.
If there exists a piecewise continuous curve γ : [0, 1]→M such that3
lim
n→∞
Tn,bntc = γt (17)
for all t, we say that (T, γ) is a quasistatic dynamical system (QDS) with state space X
and system space S.
6.2. Expanding circle maps. In the paper [19], where QDS is defined, Dobbs and
Stenlund also consider a specific model, with a state space S1 and a system space M
defined in Subsection 5.4 of this introduction. The topology ofM is defined by a metric
dC1 , where dC1(T1, T2) = supx∈S1 d(T1(x), T2(x))+‖T ′1−T ′2‖∞ and d is the natural metric on
S1. The curve γ is assumed to be Hölder continuous with exponent η ∈ (0, 1). Furthermore
it is assumed that the maps in the array T satisfy:
sup
n≥1
nη sup
t∈[0,1]
dC1(Tn,bntc, γt) <∞.
Denote fn,k = f ◦ Tn,k ◦ · · · ◦ Tn,1 and Sn(x, t) =
∫ nt
0
fn,bnsc(x)ds. By fixing t ∈ [0, 1] we
can think of Sn(x, t) as a Birkhoff sum. Denote ζn(x, t) = n−1Sn(x, t). For each x ∈ S1
there exist a corresponding map in C0([0, 1],R) defined by t 7→ ζn(x, t). Given an initial
probability measure µ on S1 this map defines a probability distribution Pµn on C0([0, 1],R).
We denote the invariant SRB measure with respect to γt by µˆt and µˆt(f) =
∫
f dµˆt.
Now [19, Theorem 3.1] states the following:
3For any real number s ≥ 0, bsc denotes the integer part of s.
18 CLTS WITH A RATE OF CONVERGENCE FOR DYNAMICAL SYSTEMS
Theorem 6.2. Suppose f is Lipschitz continuous and µ is absolutely continuous. The
function t 7→ µˆt(f) is continuous. The measures Pµn converge weakly, as n → ∞, to the
point mass at ζ ∈ C0([0, 1],R), where
ζ(t) =
∫ t
0
µˆs(f) ds
This means that the stochastic process ζn(t) converges to the non-random limit ζ(t),
when n → ∞. Note that the theorem above can be generalized for γ which is only
piecewise Hölder continuous with finitely many discontinuities; see Theorem 3.10 in the
same paper.
Although Birkhoff ergodic theorem is not applicable in this QDS setting, we can formu-
late similar type of question, namely: Let t ∈ [0, 1] be fixed. Does n−1Sn(x, t) converge
to some limit for almost every x, with respect to some measure, and if it does, how to
compute that limit? As the previous theorem suggest the correct limit is ζ(t). This result,
which holds for a piecewise Hölder continuous γ, is given in [70, Theorem 3.3] as follows:
Theorem 6.3. Let f be continuous. Then
lim
n→∞
sup
t∈[0,1]
|ζn(x, t)− ζ(t)| = 0, (18)
for almost every x in the sense of Lebesgue.
Theorem 2.2 in the same article gives sufficient conditions for (18) to hold for arbitrary
QDS. The conditions are very natural and we omit stating the theorem here.
Now when the question concerning the convergence of ζn has been solved, we may
ask how n1/2ζn = n−1/2Sn behaves. For this purpose we need centering. The question
of proper centering is dealt in [19] by defining the concept of admissible centering. In
this introduction we are only interested in the fact that µ(ζn(·, t)) is admissible if µ has
Lipschitz continuous density. Define f¯n,t = fn,t − µ(fn,t) and write
ξn(x, t) = n
1/2ζn(x, t)− n1/2µ(ζn(·, t)) = n1/2
∫ t
0
f¯n,bnrc(x) ds
Now each ξn defines a distribution in C0([0, 1],R) which we denote by Pµn. We also write
fˆt = f − µˆt(f)
and the limit of the variance of (1/
√
m)
∑m−1
k=0 f ◦ γkt with respect to the measure µˆt by
σˆ2t (f) = lim
m→∞
µˆt
( 1√
m
m−1∑
k=0
fˆt ◦ γkt
)2
Now Lemma 3.5.i) and Theorem 3.6 in [19] imply (for the choice µ(ζn(·, t)) of centering):
Theorem 6.4. Suppose that f and the density of µ are Lipschitz continuous. Then the
function t→ σˆ2(f) is continuous and the measures Pµn converge weakly, as n→∞, to the
law of the process
ξ(t) =
∫ t
0
σˆs(f) dWs.
Here W is standard Brownian motion and the stochastic integral is to be understood in
the sense of Ito¯.
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The previous theorem yields that ξn(t) converges to the Gaussian process ξ. It can also
be generalized for piecewise Hölder continuous γ with finitely many discontinuities. A
new result in paper (B) gives a convergence rate result for fixed t in the same setting,
where it is assumed that γ is a Hölder continuous curve (with no discontinuties). In the
theorem we denote σ2t =
∫ t
0
σˆ2s(f) ds.
Theorem 6.5. Let t0 ∈ ]0, 1] be such that σˆ2t0 > 0. Then for all η′ < η there exist constants
C such that for every t ≥ t0 and n ≥ 1
dW (ξn(t), σtZ) ≤ Cn−η′ + Cn− 12 log n.
The following result, also proven in (B) assuming that γ is Hölder continuous with no
discontinuties, yields a convergence rate without assuming restrictions on variance σˆ2t .
Theorem 6.6. Let η′ < η. Then there exists a constant C such that the following holds
for every t ∈ [0, 1] and n ≥ 1:
dW (ξn(t), σtZ) ≤ Cn−
η′
2 + Cn−
1
6 log n.
A result for multivariate variables is also proven in (B). To this end we introduce two
notations. The covariance matrix of ξn(t) with respect to µ is denoted by
Σn,t = µ[ξn(t)⊗ ξn(t)], n ≥ 1, t ∈ [0, 1],
and we write
Σˆt(f) = lim
m→∞
µˆt
[
1√
m
m−1∑
k=0
fˆt ◦ γkt ⊗
1√
m
m−1∑
k=0
fˆt ◦ γkt
]
,
given that the limit exists. Furthermore we denote Σt =
∫ t
0
Σˆ2s(f) ds.
Note that an analogous result to Theorem 6.4 for multivariate variables is given in [19,
Theorem 3.9]. The following result in (B) is a multivariate version of Theorem 6.5.
Theorem 6.7. Let t0 ∈ ]0, 1] be such that Σˆt0 is positive definite and let h : Rd → R be
three times differentiable with ‖Dkh‖∞ < ∞ for 1 ≤ k ≤ 3. Then for all η′ < η there
exists constant C independent of t such that for every t ≥ t0 and n ≥ 1
|µ(h(ξn(t)))− ΦΣt(h)| ≤ Cn−η
′
+ Cn−
1
2 log n.
6.3. Pomeau-Manneville maps. Recall the definition of QDS (T, γ) in Subsection 6.1.
The intermittent version of the QDS was introduced in [46]. It is a QDS which satisfies
the following definition.
Definition 6.8 (Intermittent QDS). Let X = [0, 1] and P4 the class of Pomeau-Manneville
maps (equipped, say, with the uniform topology). Next, let
{αn,k ∈ [0, 1) : 0 ≤ k ≤ n, n ≥ 1}
be a triangular array of parameters and
τ : [0, 1]→ [0, 1]
a piecewise continuous curve satisfying
lim
n→∞
αn,bntc = τt
for all t. Finally, define γt = Tτt and
Tn,k = Tαn,k .
4recall the definition of P in Subsection 5.5
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In P-M maps setting Leppänen and Stenlund proved the following result [46, Theorem
1.4] that is similar to the expanding circle maps Theorem 6.3 in this introduction. It can
be thought as a counterpart of the ergodic theorem for Pomeau-Manneville QDS. In the
following theorems µˆt stands for invariant SRB measure associated to Tτt .
Theorem 6.9. Suppose that the curve τ : [0, 1] → [0, 1] is piecewice Hölder continuous
with exponent θ ∈ (0, 1], that
τ([0, 1]) ⊂ [0, β∗] (19)
for some β∗ ∈ (0, 1), and that
lim
n→∞
nθ sup
t∈[0,1]
|αn,bntc − τt| <∞.
(i) If β∗ ≥ 1/2, then for each f ∈ C([0, 1]),
lim
n→∞
sup
t∈[0,1]
|ζn(x, t)− ζ(t)| = 0 (20)
in probability, with respect to the Lebesgue measure. That is,
lim
n→∞
m
(
sup
t∈[0,1]
|ζn(x, t)− ζ(t)| ≥ 
)
= 0
for all  > 0.
(ii) If β∗ < 1/2, then (20) holds for almost every x ∈ [0, 1] with respect to the Lebesgue
measure. The one-parameter family of measures P = (µˆt)t∈[0,1] is essentially
unique in this sense.
Let µ be the initial probability measure on (S1,B), where B is the Borel σ-algebra on S1,
and let ν be any measure on (S1,B). Leppänen [45] defines a fluctuation χνn : [0, 1]×[0, 1]→
R by
χνn(x, t) = n
1/2ζn(x, t)− n1/2ν(ζn(·, t)).
Now χνn(x, t) is defined exactly in the same way as ξn(x, t) except that χνn(x, t) is centered
by ν, while ξn(x, t) is centered by the initial measure µ. Given an initial probability
measure µ, the map x 7→ χνn(x, ·) is a random element with values in C([0, 1]), and its
distribution is denoted by Pµ,νn in the following theorem from [45], which shows that
when certain conditions are satisfied, then χνn(x, t) converges to Gaussian process χ for
parameter range β∗ < 1/2. The tightness assumption in the theorem is not necessary,
since it is implied5 by [71, Theorem 4.7].
Theorem 6.10. Let f : [0, 1]→ R be Lipschitz continuous, and let the initial measure µ be
such that its density belongs to C∗(β∗). Suppose that τ : [0, 1]→ [0, 1) is Hölder-continuous
of order η ∈ (0, 1], that τ([0, 1]) ⊂ [0, β∗] for some β∗ < 1/2, and that
lim
n→∞
nη sup
t∈[0,1]
|αn,bntc − τt| <∞.
Then, the variance σˆ2t (f) is finite and satisfies the Green-Kubo formula
σˆ2t (f) = µˆt[fˆ
2
t ] + 2
∞∑
k=1
µˆt[fˆtfˆt ◦ T kτt ].
5personal communication with Juho Leppänen
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If the sequence of measures (Pµ,µn )n≥1 is tight, then for any probability measure ν, whose
density g = g1 − g2 for some g1, g2 ∈ C∗(β∗), the sequence (Pµ,νn )n≥1 converges weakly to
the law of the process
χ(t) =
∫ t
0
σˆs(f)dWs. (21)
Here W is a standard Brownian motion, and the stochastic integral is to be understood in
the sense of Ito¯.
In article (C) we prove the following multivariate CLT with a rate of convergence for
P-M maps in parameter range β∗ < 1/3:
Theorem 6.11. Let f : [0, 1] → Rd be a Lipschitz continuous function, and let the
initial measure µ be such that its density is in C∗(β∗). Suppose that the limiting curve
τ : [0, 1] → [0, 1] is Hölder-continuous of order η ∈ (0, 1], that τ([0, 1]) ⊂ [0, β∗] for some
β∗ < 1/3, and that
sup
n≥1
nη sup
t∈[0,1]
|αn,bntc − τt| <∞. (22)
Suppose there exists t0 ∈ (0, 1] such that fˆt0 is not a co-boundary for γt0 in any direction.
Then for all t ≥ t0, Σt is positive definite, and for all three times differentiable functions
h : Rd → R with maxk=1,2,3 ‖Dkh‖∞ <∞,
|µ [h(ξn(t))]− ΦΣt(h)| ≤ Cn−θ, (23)
where C > 0 is independent of t, and
θ =
1
12
η(1−β∗) + 1
.
This theorem is proven by applying general result also proven in (C). This general
result is explained in the next subsection.
6.4. Main theorem. In (C) we introduce four abstract conditions (I) − (IV) under
which a multivariate CLT for (any, not just intermittent) QDS holds. Conditions (I)
and (II) guarantee the convergence of variance limn→∞Σn,t = Σt as shown in Theorem
2.8 of (C). If conditions (III) and (IV) are satisfied, then a multivariate CLT with a
convergence rate holds, which is shown in Theorem 2.9 of (C). We give theorems 2.8 and
2.9 after introducing and discussing conditions (I)–(IV):
First set T′ = T ∪ {γt : t ∈ [0, 1]} and C =
⋃∞
k=0 Ck, where
C0 = {µˆt, µ : t ∈ [0, 1]},
Ck+1 = {(T )∗ν : ν ∈ Ck, T ∈ T′}.
Below Tk stands for any k-composition Tk ◦ · · · ◦ T1 of maps Ti ∈ T′. We assume the
existence of a constant C > 0, such that the following conditions hold for all bounded
functions F of the form F = fa ·f qb ◦Tk◦· · ·◦T1 where Ti ∈ T′, a, b ∈ {1, . . . , d}, q ∈ {0, 1}:
(I) There is ϕ > 1 and n1 ∈ N, such that for any ν1, ν2 ∈ C, and any n,m ∈ N0 with
m− n ≥ n1,
|ν1(f pα ◦ Tn · F ◦ Tm)− ν1(f pα ◦ Tn)ν2(F ◦ Tm)| ≤ C(m− n)−ϕ,
whenever α ∈ {1, . . . , d} and p ∈ {0, 1}.
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(II) There is ψ ∈ (0, 1], such that for all k,m, n ∈ N0 with k+m ≤ n, measures ν ∈ C,
s, r1, . . . , rk ∈ [0, 1], α ∈ {1, . . . , d}, and p ∈ {0, 1}:∣∣ν [f pα · (F ◦ Tn,m+k ◦ · · · ◦ Tn,m+1 − F ◦ γ(m+k)/n ◦ · · · ◦ γ(m+1)/n)]∣∣ ≤ Ckn−ψ,
and
|µˆs[f pα · (F ◦ γks − F ◦ γrk ◦ · · · ◦ γr1)]| ≤ Ck max
1≤l≤k
|s− rl|ψ.
(III) There exists ζ ∈ (0, 1) such that for every n ∈ N and t ≥ t0,∣∣∣µ [h(ξn(dnte/n))]− ΦΣn,dnte/n(h)∣∣∣ ≤ Cn−ζ .
(IV) fˆt0 is not a co-boundary for γt0 in any direction.6
We summarize the conditions here very briefly. Condition (I) yields a polynomial
memory loss property, when p = 0. It also gives a polynomial correlation decay estimate,
when we choose ν1 = ν2. Condition (II) is a perturbation estimate. It states that,
when n is large, changing Tn,l to γl/n does not affect much the integral with respect to ν.
Similarly the second part of condition (II) tells that changing γs to γr, where |r− s|  1
does not make a large difference to the corresponding integral. Overall, the purpose of
conditions (I) and (II) is to guarantee that |Σn,t − Σt| has a polynomial componentwise
upper bound. Condition (IV) guarantees that Σt is positive definite for t ≥ t0. Condition
(III) then implies that ξn(nt/n) is almost normally distributed.
Theorems 2.8 and 2.9 of (C) are given below:
Theorem 6.12. Suppose that conditions (I) and (II) hold. Then, given any ε > 0,
[Σn,t]αβ − [Σt]αβ = O(nmax{(ψ−ϕψ)/(ϕ+ψ+1)+,−1/6}),
for every α, β ∈ {1, 2, ..., d}.
Theorem 6.13. Let h : Rd → R be a Lipschitz continuous function and t0 ∈ (0, 1].
Suppose that conditions (I)–(IV) hold. Then, for every t ≥ t0, Σt is positive definite and
|µ [h(ξn(t))]− ΦΣt(h)| ≤ Cnmax{(ψ−ϕψ)/(ϕ+ψ+1)+,−1/6,−ζ}
holds. Here  > 0 can be chosen arbitrary small, and the constant C > 0 depends on t0
but not on t.
7. Random dynamical system
7.1. Random dynamical system. The following definition of random dynamical sys-
tem (RDS) is from Arnold [6]. The time T in the definition stands for R,R+,R−,Z,N0,−N0
or N. In our paper (D) we only consider the case T = N0
Definition 7.1. A measurable random dynamical system on the measurable space (X,B)
over (or covering, or extending) a metric dynamical system (Ω,F ,P, (θ(t))t∈T) with time
T is a mapping
ϕ : T× Ω×X → X, (t, ω, x) 7→ ϕ(t, ω, x),
with the following properties:
(i) Measurability: ϕ is B(T)⊗F ⊗ B, B-measurable.
6i.e. there is no unit vector v ∈ Rd and a function gv : X → R in L2(µ) such that v · f = gv − gv ◦ γt0 .
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(ii) Cocycle property: The mappings ϕ(t, ω) = ϕ(t, ω, ·) : X → X form a cocycle over
θ(·), i.e. they satisfy
ϕ(0, ω) = idX for all ω ∈ Ω, (if 0 ∈ T),
ϕ(t+ s, ω) = ϕ(t, θ(s)ω) ◦ ϕ(s, ω) for all s, t ∈ T, ω ∈ Ω.
The basic idea of RDS is that the trajectory of the point x ∈ X is defined by randomly
picked self-maps on X. These maps are chosen randomly from a measurable space (Ω,F)
according to the distribution P. If for example T = N0 and an element ω is picked from
Ω, then the corresponding trajectory of x is the sequence x, ϕ(1, ω, x), ϕ(2, ω, x), · · · .
In our articles we study the type of RDS, where (Ω,F ,P) = (ΩN0 , EN,P) in which (Ω0, E)
is a measurable space. Thus ω = (ωn)n≥1, where ωt ∈ Ω0 for every t ∈ N. We define
τ : Ω→ Ω : ω = (ω1, ω2, . . . ) 7→ τω = (ω2, ω3, . . . )
and assume that τ is F -measurable, but does not necessarily preserve P. Let (X,B) be
a measurable space and Tω0 : X → X a measurable self-map for every ω0 ∈ Ω0. We now
see that the above definition of RDS is satisfied by choosing θ(t) = τ t and
ϕ : N0 × Ω×X → X : (t, ω, x) 7→ Tωt ◦ · · · ◦ Tω1(x).
7.2. Quenched limit theorems. By quenched limit theorems we mean the type of limit
theorems that give almost sure information about fiberwise centered Birkhoff sums. What
this means in the context of our article (D), will be made more precise soon. A lot of
work has been done in the research of quenched limit theorems. We point to the following
papers [1, 3, 8–11,14, 20, 21, 27, 41, 54, 55]
In this subsection we examine the variance of normalized and fiberwise centered Birkhoff
sums. In article (D) we give a set of assumptions under which the limit of this variance
is the same for almost every fiber. A formula for computing this variance is also given
under these assumptions. We also establish conditions for the variance to be non-zero.
These results are applied to yield CLTs in articles (B) and (C) for expanding circle maps
and P-M maps, correspondingly. These applications will be discussed in the last two
subsections of this section. First we give some basic notations.
Let f : X → R be an observable. Define
fi = fi(ω) = f ◦ Tωi ◦ · · · ◦ Tω1 = f ◦ ϕ(i, ω)
and
Wn = Wn(ω) =
1√
n
n−1∑
i=0
fi.
Given an initial probability measure µ on X, we write f¯i and W¯n for the corresponding
fiberwise-centered random variables:
f¯i(ω) = fi − µ(fi) and W¯n(ω) = Wn − µ(Wn).
Finally we define the variance
σ2n(ω) = Varµ W¯n =
1
n
n−1∑
i=0
n−1∑
j=0
µ(f¯if¯j).
Our main result in article (D) considers estimating |σ2n(ω)−σ2|, where σ2 = limn→∞ σ2n(ω).
This limit exists for almost every ω and is non-random, when the soon to be specified
Assumptions (SA1)–(SA4) hold. This result is proven by first estimating |σ2n(ω)−Eσ2n| and
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then |Eσ2n−σ2|. This main result shows the almost sure convergence of the variance. If it
can be shown that d(W¯n, σnZ)→ 0 where d is for example the Wasserstein distance, then
a quenched CLT can be obtained. A quenched CLT is shown for two models: expanding
circle maps in article (B) and P-M maps in article (C). All these results will be given in
this introduction. Beside these, we also show some conditions for the variance σ2 to be
zero or non-zero.
Now we give assumptions (SA1)–(SA4), which are used in the formulation of the main
theorem of article (D):
Standing Assumption (SA1). The observable f is a bounded measurable function
and µ is a probability measure and a uniform decay of correlations holds in that
|µ(f¯if¯j)| ≤ η(|i− j|)
almost surely, where η : N0 → [0,∞) is such that
∞∑
i=0
η(i) <∞ and η is non-increasing. (24)

Let F i1 ⊂ F be a sigma-algebra generated by the projections pi1, ..., pii, where pik(ω) =
ωk, and F∞i+n ⊂ F be generated by pii+n, pii+n+1, · · · .
Define
α(F i1,F∞j ) = sup
A∈F i1, B∈F∞j
|P(AB)− P(A)P(B)|.
In the following (α(n))n≥1 will denote a sequence such that
sup
i≥1
α(F i1,F∞i+n) ≤ α(n)
for each n ≥ 1.
The next assumption is a strong-mixing condition for (deterministic) dynamical sys-
tem (Ω, τ). Note that α : N → R in the assumption is not the standard strong mixing
coefficient function, but any non-increasing upper bound on it.
Standing Assumption (SA2). Random selection process is strong mixing: α(n) can
be chosen so that
lim
n→∞
α(n) = 0 and α is non-increasing.

The pushforward of a map T is denoted by T∗, i.e., T∗ is the map acting on probability
measures m that satisfies (T∗m)(A) = m(T−1A) for measurable sets A. Write
µk = (Tωk ◦ · · · ◦ Tω1)∗µ
and
µk,r+1 = (Tωk ◦ · · · ◦ Tωr+1)∗µ
for k ≥ r. We also write
fl,k+1 = f ◦ Tωl ◦ · · · ◦ Tωk+1 = f ◦ ϕ(l − k, τ kω)
for l ≥ k. Note that all of these objects depend on ω through the maps Tωi . We use the
conventions µ0 = µ, µr,r+1 = µ and fk,k+1 = f here.
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Standing Assumption (SA3). The following uniform memory-loss condition holds:
there exists a constant C ≥ 0 such that
|µk(g)− µk,r+1(g)| ≤ Cη(k − r) (25)
for all
g ∈ Gk = Gk(ω) = {fl,k+1 : l ≥ k} ∪ {ffl,k+1 : l ≥ k}
whenever k ≥ r. The bound holds uniformly for (almost) all ω. 
The idea behind (SA3) is that, while it is satisfied, the transformations Tω1 , ..., Tωk−r
do not have much effect on the value of µ(f¯kf¯l), when k − r is large.
For the rest of the section we assume that P is asymptotically mean stationary, with
mean P¯. In other words, there exists a measure P¯ such that, given a bounded measurable
g : Ω→ R,
lim
n→∞
1
n
n−1∑
i=0
∫
g ◦ τ i dP =
∫
g dP¯. (26)
The measure P¯ is then τ -invariant. We denote E¯g =
∫
g dP¯. We use the following notation
in the next assumption:
g1ik(ω) = µ(fifi+k) = µ(f ◦ ϕ(i, ω)f ◦ ϕ(i+ k, ω))
and
g2ik(ω) = µ(fi)µ(fi+k) = µ(f ◦ ϕ(i, ω))µ(f ◦ ϕ(i+ k, ω)).
Standing Assumption (SA4). The probability measure P is asymptotically mean
stationary, and there exist C0 > 0 and ζ > 0 such that
sup
r,k,a
∣∣∣∣∣ 1n
n−1∑
i=0
∫
gark ◦ τ i dP−
∫
gark dP¯
∣∣∣∣∣ ≤ C0n−ζ (27)
for all n ≥ 1. Here the sup is taken over all r, k ≥ 0 and a ∈ {1, 2}. 
Note that if P is stationary then (26) and (27) hold trivially with P¯ = P.
We can now present the main result of article (D). The theorem shows that the variance
σ2n(ω) converges for almost every ω, when Assumptions (SA1)–(SA4) hold with sufficiently
fast decreasing η and α. The formula of the limit σ2 = limn→∞ σ2n(ω) is given as is the
speed of convergence, which depends on η, α and ζ.
Theorem 7.2. Assume (SA1&3) with η(n) = Cn−ψ, ψ > 1; (SA2) with α(n) = Cn−γ,
γ > 0; and (SA4) with ζ > 0. Fix an arbitrarily small δ > 0. Then there exists Ω∗ ⊂ Ω,
P(Ω∗) = 1, such that all of the following holds: The non-random number
σ2 =
∞∑
k=0
(2− δk0) lim
i→∞
E¯[µ(fifi+k)− µ(fi)µ(fi+k)]
is well defined, nonnegative, the series is absolutely convergent, and
lim
n→∞
σ2n(ω) = σ
2
for every ω ∈ Ω∗. Moreover, the absolute difference
∆n(ω) = |σ2n(ω)− σ2|
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has the following upper bounds, for any ω ∈ Ω∗:
∆n =

O(n−
1
2 log
3
2
+δ n), ζ ≥ 1, min{ψ − 1, γ} > 1,
O(n−
1
2
+δ), ζ ≥ 1, min{ψ − 1, γ} = 1,
O(n−
min{ψ−1,γ}
2 log
3
2
+δ n), ζ ≥ 1, 0 < min{ψ − 1, γ} < 1,
O(n
ζ
ψ
−ζ + n−
1
2 log
3
2
+δ n), 0 < ζ < 1, min{ψ − 1, γ} > 1,
O(n
ζ
ψ
−ζ + n−
1
2
+δ), 0 < ζ < 1, min{ψ − 1, γ} = 1,
O(n
ζ
ψ
−ζ + n−
min{ψ−1,γ}
2 log
3
2
+δ n), 0 < ζ < 1, 0 < min{ψ − 1, γ} < 1.
Note that the previous theorem combined with a decaying bound on d(W¯n, σnZ) yields
quenched CLTs. Examples of quenched CLTs derived by applying the previous theorem
are given in the last two subsections of this section.
Next we will consider the question: when σ2 > 0? For this purpose define
ϕ(2)(n, ω)(x, y) = (ϕ(n, ω)x, ϕ(n, ω)y)
on the product space X × X. Define the projections Π1(ω, x, y) = ω, Π2(ω, x, y) = x
and Π3(ω, x, y) = y on Ω ×X ×X. The assumption below is needed in the lemma that
considers the conditions for σ2 > 0.
Standing Assumption (SA5). Assume there exists an invariant measure P(2) for the
RDS ϕ(2) that is symmetric in the sense that∫
h(ω, x, y) dP(2)(ω, x, y) =
∫
h(ω, y, x) dP(2)(ω, x, y) (28)
for all bounded measurable h : Ω×X ×X → R. The common marginal
P = (Π1 × Π2)∗P(2) = (Π1 × Π3)∗P(2) (29)
is then trivially an invariant measure for the RDS ϕ. Moreover, assume
lim
i→∞
E¯[µ(fi)] =
∫
f(x) dP(ω, x), (30)
lim
i→∞
E¯[µ(fifi+k)] =
∫
f(x) f(ϕ(k, ω, x)) dP(ω, x) (31)
and
lim
i→∞
E¯[µ(fi)µ(fi+k)] =
∫
f(x) f(ϕ(k, ω, y)) dP(2)(ω, x, y) (32)
are satisfied. 
Define the sequence of functions Zn : Ω×X ×X → R by
Zn(ω, x, y) = Sn(ω, x)− Sn(ω, y),
where Sn =
√
nWn. Define the skew-product Φ(2) : Ω×X ×X → Ω×X ×X by
Φ(2)(ω, x, y) = (τω, ϕ(2)(1, ω)(x, y)).
Set
F (ω, x, y) = f(x)− f(y).
In the lemma below it is assumed that conditions (SA1) and (SA3)–(SA5) are satisfied.
Note that the strong-mixing assumption (SA2) is unnecessary here.
Lemma 7.3. Suppose η(n) = Cn−ψ, ψ > 2.
(i) σ2 = 0 is equivalent to each of the following conditions:
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(a) supn≥0
∫
Z2n dP
(2) <∞.
(b) There exists G ∈ L2(P(2)) such that F = G−G ◦ Φ(2).
(ii) σ2 > 0 is equivalent to each of the following conditions:
(a) supn≥0
∫
Z2n dP
(2) =∞.
(b) There exist c > 0 and N > 0 such that
∫
Z2n dP
(2) ≥ cn for all n ≥ N .
(iii) If ζ > 1, then σ2 > 0 is equivalent to each of the following conditions:
(a) supn≥1 n
− 1
ψ
∫
Z2n d(P⊗ µ⊗ µ) =∞.
(b) supn≥1 n
− 1
ψ EVarµ(Sn) =∞.
(c) There exist c > 0 and N > 0 such that
∫
Z2n d(P⊗ µ⊗ µ) ≥ cn for all n ≥ N .
(d) There exist c > 0 and N > 0 such that EVarµ(Sn) ≥ cn for all n ≥ N .
(iv) If P is stationary, then σ2 = 0 is equivalent to each of the following conditions:
(a) supn≥1
∫
Z2n d(P⊗ µ⊗ µ) <∞.
(b) supn≥1 EVarµ(Sn) <∞.
(v) If P is stationary, then σ2 > 0 is equivalent to each of the following conditions:
(a) supn≥1
∫
Z2n d(P⊗ µ⊗ µ) =∞.
(b) supn≥1 EVarµ(Sn) =∞.
(c) There exist c > 0 and N > 0 such that
∫
Z2n d(P⊗ µ⊗ µ) ≥ cn for all n ≥ N .
(d) There exist c > 0 and N > 0 such that EVarµ(Sn) ≥ cn for all n ≥ N .
7.3. Random expanding circle maps. In this subsection we study an RDS where the
transformations Tω0 are expanding circle maps picked at random from the setM defined
in Subsection 5.4. We study the limit variance of W = W (N) =
∑N−1
i=0 f ◦Tωi ◦ · · · ◦Tω1−
µ(f ◦ Tωi ◦ · · · ◦ Tω1)7.
To be more precise, as in the previous subsection each index ωi is drawn randomly
from a probability space (Ω,F ,P) = (ΩN0 , EN,P), where (Ω0, E) is a measurable space. We
assume the following about the random dynamical system in question:
Assumption (RDS)
i) Each Tωi ∈M.
ii) The law P is stationary, i.e., the shift τ : Ω→ Ω : (τ(ω))i = ωi+1 preserves P.
iii) The random selection process is strong mixing satisfying
sup
i≥1
sup
A∈F i1, B∈F∞i+n
|P(AB)− P(A)P(B)| ≤ Cn−γ
for each n ≥ 1, where γ > 0.
iv) The map
(ω, x) 7→ Tωn ◦ · · · ◦ Tω1(x)
is measurable from F ⊗ B to B for every n ∈ N0.
Define σ2N(ω) = σ2N = VarµW (N) and σ2 = limN→∞ Eσ2N , when the limit exists. The
next theorem from article (B) gives a quenched CLT with a rate of convergence that
holds for almost every sequence of transformations.
Theorem 7.4. Assume that (RDS) is satisfied. Then σ > 0 if and only if
sup
N≥1
N Eµ(W 2) =∞.
7If we were using the notations in the previous subsection, W (N) would have been denoted by W¯N
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Furthermore if σ > 0 holds, then for arbitrary δ > 0 and almost every ω
dW (W (N), σZ) =

O(N−
1
2 log
3
2
+δN), γ > 1,
O(N−
1
2
+δ), γ = 1,
O(N−
γ
2 log
3
2
+δN), 0 < γ < 1,
where σ2 =
∑∞
k=0(2− δk0) limi→∞ E[µ(fifi+k)− µ(fi)µ(fi+k)].
7.4. Random Pomeau-Manneville Maps. The last theorem given in this introduction
is for an RDS of Pomeau-Manneville maps. This theorem has a lot of similarity to the
one above.
Here (Tωi)∞i=1 is a random sequence of transformations on P such that each (ωi)∞i=1 is
drawn randomly from a probability space (Ω,F ,P) = ([0, β∗]N, EN,P). Here E is the Borel
algebra of [0, β∗]. P-M maps Tωi are defined as in (15).
For this system of random Pomeau-Manneville maps we define in article (C) a set of
conditions, which is also abbreviated by (RDS). It is the same as the the set of conditions
for random expanding circle maps in the previous subsection, with only exceptions being
that Tωi ∈ P instead ofM and that condition (iv) is not explicitly required since it follows
from the properties of the model.
Theorem 7.5. Assume that (RDS) is satisfied with β∗ < 1/3. Then
σ2 =
∞∑
k=0
(2− δk0) lim
i→∞
E[µ(fifi+k)− µ(fi)µ(fi+k)]
is well-defined and non-negative. We have σ > 0 if and only if
sup
N≥1
N Eµ(W 2) =∞.
Furthermore if σ > 0 holds, then for arbitrary δ > 0 and almost every ω
dW (W (N), σZ) =
{
O(Nβ∗−
1
2 (logN)
1
β∗ ), γ ≥ 1,
O(Nβ∗−
1
2 (logN)
1
β∗ ) +O(N−
γ
2 (logN)
3
2
+δ), 0 < γ < 1.
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