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Embedded computers have become pervasive and complex. Every microwave
oven has one. The Volvo S80 has more than fifty. A Boeing 777-300 has hundreds.
Meanwhile, more and more embedded systems are inter-connected to perform so-
phisticated functions on their hosts such as the air information management sys-
tems on modern aircrafts. However, due to real-time and fault-tolerance concerns,
embedded systems are traditionally implemented on dedicated hardware. This ap-
proach entails at least three serious consequences: firstly, profligate and rigid usage
of resources necessitated by the binding of subsystems to hardware platforms; sec-
ondly, significantly more difficult system integration because individually developed
and tested systems are not guaranteed to work in combination; thirdly, the lack of
higher-level system control because conceptually indivisible functions are isolated
on the hardware level. These problems have caused not only financial loss such
as unusable systems due to the high cost of unjustified resource redundancy and
integration failures, but also the loss of human lives as exemplified by a number of
vii
fatal accidents induced by the third problem. It is critical that system engineers
have a solid basis for addressing these fundamental design problems in large-scale
real-time embedded systems. An ideal solution should achieve a complete separa-
tion of concerns so that: (1) each task group may be executed as if it had access
to its own dedicated resource, (2) there is minimal interaction between the resource
level scheduler and the task level scheduler, and (3) in case of hardware failure, task
groups could easily migrate to other resources.
Towards this end, in this dissertation we introduce the notion of a Real-Time
Virtual Resource (RTVR) which operates at a fraction of the rate of the shared
physical resource and whose rate of operation varies with time but is bounded.
Tasks within the same task group are scheduled by a task level scheduler that is
specialized to the real-time requirements of the tasks in the group. The scheduling
problems on both task level and resource level are analyzed.
We specifically investigate RTVRs on the integer domain. For the case of
regular resource partitioning, we show that the utilization bounds of both fixed-
priority scheduling and dynamic-priority scheduling remain unchanged from those
for dedicated resources. We determine the utilization bounds for the more general
case of irregular partitioning. In particular, both types of partitions can be effi-
ciently constructed by exploiting compositionality properties vis-a-vis the regularity
measure.
We further extend the applicability of the RTVR in several directions. First,
we propose a hierarchical real-time virtual resource model that permits resource
partitioning to be extended to multiple levels. Through this model, partitions on
each level are scheduled as if they had access to a dedicated resource. Interference
between neighboring partition levels is also minimized. Second, we apply RTVR to
gang scheduling which is a popular scheduling technique used in parallel systems.
We show that the clean isolation between resource-level and task-level scheduling
viii
makes RTVR an ideal candidate for implementing the gang scheduling solution in
the real-time systems environment. Third, RTVRs in distributed environments are
also discussed and end-to-end delay of a series of RTVRs is calculated. Finally,
we investigate the resource locking issues in RTVR and present a resource server
solution which has a highly efficient admission test. We also present an optimization
scheme called Partition Coalition which is based on the server solution and which can
substantially reduce the blocking time due to resource locking. These results provide
a foundation for implementing RTVR on small-scale multiprocessor or processor
cluster systems that are increasingly available.
Based on the previous theoretical framework, we implement RTVRs on the
Linux 2.4 kernel. The first RTVR implementation uses a static resource level sched-
uler which can be applied to systems with predefined application task sets. The
second implementation has a novel dynamic resource level scheduler under which
task groups can join and leave dynamically. We further virtualize network devices.
Several experiments are conducted to measure system performance in various as-
pects such as the effect of the scheduling quantum size, interrupt request response
time and scheduling overhead. The experiments demonstrate that RTVRs can be
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1.1 Real-Time Embedded Systems
The alarm clock blares at seven o’clock in the morning. Suddenly you jump out
of the bed realizing that today begins your long-awaited vacation to Hawaii. You
congratulate yourself, “Finally, I can get away from computers.” Seconds later, you
put your breakfast in the microwave oven. While packing, you kiss good-bye to
your laptop, but you slip the cell phone into your pocket since you imagine it will
be cool to call your co-workers from the beach. Minutes later, you are speeding to
the airport. Hours later, flying above the pacific ocean, you smile smugly and assure
yourself, “I am computer free”.
But are you sure? The alarm clock that woke you up has one microprocessor.
The microwave oven has another one. Your cell phone has two. A car like the Volvo
S80 has more than fifty [5]. A Boeing 777-300 has hundreds [3]. In fact, more than
95% of microprocessors produced in the world are used in embedded systems today:
embedded systems are simply everywhere.
Embedded computer systems differ from traditional computer systems in
several aspects. First, as the name “embedded” implies, embedded systems need
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to be embedded into host devices to perform their functionalities. For example,
an ABS system has to reside onboard a vehicle to fulfill its purpose by design.
On the contrary, traditional systems do not require any host. Desktop computers
can run stand-alone. Second, embedded systems are transparent to users. Most of
their user interfaces are customized towards the requirements of their hosts. In the
case of an ATM machine, clients would notice only its essential functions such as
withdraw or deposit and the embedded system behind is easily overlooked. This
also explains why people that use embedded systems every day do not even know of
their existence. On the contrary, traditional computer systems like laptop PCs are
immediately recognizable.
Among all features of embedded systems, the most prominent one is real-
time. According to a survey conducted by Evans Data Corp [4], how well real-
time is supported is the leading concern in choosing an embedded system platform.
By definition, real-time systems have to meet timing constraints in addition to
the logical correctness of the results. These systems are playing a more and more
important role together with other technologies in people’s daily lives. As computers
become ubiquitous, people do not desire simply service alone, but also quality of
service (QoS), which is usually expressed in the form of timing requirements. For
instance, people are frequently annoyed with frame loss when they watch videos
on the Internet. This situation poses a serious obstacle for online entertainment
industries such as online gaming and video-on-demand.
Being real-time does not simply mean being fast. Instead, it is more con-
cerned with predictability. Let us look at the Internet video case again. If the
network transmits video data too fast so that the amount of data exceeds the buffer
size in the end computer, these data have to be dropped and need to be retrans-
mitted later. Therefore, being fast here might not help at all, conversely, it harms.
What users really need is the consistency of the video quality. Then we extend the
2
concept of real-time to a broader context, it can be concluded that virtually every
computer system would need real-time since predictability is always desirable.
Recently real-time has become more difficult to achieve because more and
more embedded systems are inter-connected to perform sophisticated functions on
their hosts. Embedded systems are traditionally implemented on dedicated hard-
ware. System integration is significantly more difficult for embedded systems across
different hardware platforms because individually developed and tested systems are
not guaranteed to work in combination.
Another serious obstacle to the implementation of real time in embedded
systems is fault tolerance. Embedded systems are generally less tolerant of faults.
For example, a fault of onboard air bag systems can be disastrous. A single fault
of one application would affect not only itself but also others by causing them to
be delayed and possibly to miss their deadlines. Therefore, a fault containment
mechanism must be provided among those applications so that any fault would not
be propagated to other applications, but rather be contained within the application
that generated it.
Take for example the design of avionics systems. Traditionally, the control
system of an aircraft is decomposed by functionality into distinct subsystems such as
autopilot and auto throttle. A “federated” approach has been used to provide fault
containment simply by dedicating a separate fault-tolerant computer to implement
each of the subsystems. The only interface between subsystems is through sensor
or control data exchange. On its face, this federated approach perfectly solves the
fault containment problem. The narrow interface between subsystems in the feder-
ated approach makes a timing fault unlikely to propagate. However, the federated
approach also introduces a serious problem. Those subsystems in the federated ap-
proach are in fact tightly coupled because some control variables are affected directly
by one another due to the flight dynamics. Hence, minimizing the amount of data
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that is exchanged among those subsystems prohibits a higher level control of those
subsystems. For example, whereas engine thrust is controlled by the auto-throttle
and pitch angle by the autopilot, a change in either of them may cause the other to
change significantly. The coupling of control variables renders simple functionalities
such as “cruise speed control” far from autonomous.
A more recent development is a resource sharing scheme via partitioning
known as Integrated Modular Avionics (IMA) [7, 134]. The purpose of IMA is to
accomplish the same isolation requirement as the federated approach and to support
higher level autonomous control and to maximize resource utilization. In IMA, a
single computer system with internal replication is used as a common platform to
run different subsystems. Inasmuch as they share the same platform, a single timing
fault of a subsystem may cause other subsystems to miss their deadlines. Therefore,
any implementation of IMA ensures fault isolation by partitioning in both time and
space. The real-time virtual resource concept provides a way to resolve the temporal
partitioning problem.
Notice that IMA is substantially different from the centralized time-shared
mainframe system in several aspects. First, they have different goals. IMA aims
to achieve fault containment and a higher integration level but mainframe systems
mainly aim to reduce cost. Second, IMA is internally a distributed system whereas
replicated resources are not bound to a specific function, but can be allocated dy-
namically as required: normal operations can continue as long as the total number
of no-fault resources is sufficient to provide the required level of replication to each
function.
In academia, until recent years, the study of real-time scheduling problems
has been primarily concerned with allocating only dedicated resources to service a
set of real-time applications. Since the first real-time system model was introduced
by Liu and Layland in 1973 [111], there have been many variations proposed to
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model real-time systems, e.g., the sporadic model [119], and the pinwheel model
[72]. The schedulability analysis of these models always assumes that the resource
to be allocated is made available at a uniform rate and accessible exclusively by the
tasks under consideration.
This assumption, obviously, no longer holds when the resources are shared.
This environment is also called an open system [45] by real-time system researchers.
In an open system, a physical resource is shared by different classes of applications,
some hard-real-time, others soft-real-time or even non-real-time. Sharing is enforced
by some kind of partitioning scheme that time-multiplexes the physical resource
between the different application task groups with the goal that each application
task group may be programmed as if it had dedicated access to a physical resource,
i.e., without interference from other task groups due to resource sharing.
The general idea of resource sharing is to view each task group as accessing
a virtual resource that operates at a fraction of a physical resource shared by the
group, but the rate varies with time during execution. Ideally, a virtual resource
should achieve a complete separation of concerns so that: (1) each application task
group running on a virtual resource may be executed as if it had exclusive access
to its own dedicated resource, and (2) there is minimal interaction between the
resource-level scheduler and the application-task-level scheduler.
In this dissertation, we characterize the rate variation of each virtual resource
by means of a delay bound ∆ that specifies the maximum extra time the task group
may have to wait in order to receive its fraction of the physical resource over any
time interval starting from any point in time. This way, if we know that an event
e will occur within x time units from another event e′, assuming that the virtual
resource operates at a uniform rate and event occurrence depends only on resource
consumption (i.e., virtual time progresses uniformly), then e and e′ will be apart
by at most x + ∆ time units in real time. If infinite time-slicing is possible, the
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delay bound is zero. In general, the delay bound of a virtual resource will be task-
group-specific. The characterization of virtual resource rate variation by means of
the delay bound will allow us to better deal with more general types of timing
constraints such as jitter. We call those virtual resources, whose rate of operation
variation is bounded, real-time virtual resources.
1.2 Related Work
1.2.1 Real Time Virtual Resource
In [116], the concept of a real-time virtual resource was introduced which operates
at a fraction of the rate of the shared physical resource and whose rate of operation
varies with time but is bounded. The focus of [116] is mainly on task-level schedu-
lability with respect to given partitions. [115] is a companion to [116] in that we
discussed in detail resource-level schedulability by making use of a specific approach
to partitioning: regular and k-irregular partitions. The concept of regularity was
first introduced by Shigero, Takashi and Kei in [138] where they proved the feasi-
bility of task groups whose utilization is no bigger than the availability factor of the
regular partition on which the task group executes. In [115], we made the more gen-
eral observation that the schedulability bound results in the Liu and Layland paper
still hold with regular partitions. We also generalized the regularity concept to in-
clude both temporal and supply regularities and gave a number of compositionality
results.
The real-time virtual resource concept addresses some of the crucial issues of
the open system environment. As such, this dissertation is related to the work pio-
neered by Deng and Liu [45]. In the open system environment, the admission test on
a real-time task needs to be independent of any other task in the system, thus making
a global schedulability analysis impossible. This concept was first discussed based
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on an EDF kernel scheduler and was later extended to a fixed priority scheduler[89].
It was further applied to parallel and distributed systems [87]. Because in an open
real-time environment the parameters of real-time tasks are no longer required to
be known a priori, efficient online scheduling algorithms are needed [13, 152]. Also
needed are practical mechanisms to provide isolation among tasks. One interesting
approach is to assign each task a server with certain parameters [15, 104]. However,
the interaction between tasks and the higher-level scheduler may increase the un-
predictability in task execution and hence make other requirements such as output
jitter bound difficult to realize.
There are several differences between our approach and other approaches. A
major one is that we minimize the interaction between the resource-level scheduler
and the application-task-level scheduler to a simple interface. Unlike previous ap-
proaches, our resource-level scheduler does not require knowledge of the task-level
deadlines or their derivatives in partition scheduling. Conversely, the task-level
scheduler may need to know at most the regularity bound of the partition on which
it executes. More importantly, the related delay bound of the partition allows the
application task scheduler to determine not only compliance with deadline require-
ments but also event-separation types of constraints. If the application task groups
are not all specified in one common task model such as Liu and Layland’s periodic
tasks, our partition model can still be used. We only need to figure out the schedu-
lability conditions of the new system model on partitions. The effect of the partition
scheduling on task group scheduling is characterized by the partition regularity in
this dissertation.
Specifically, our definition of bounded delay differs from that of latency in
other literature in two distinctive aspects. First, ours applies to all time intervals
regardless of starts or ends, while others apply either to a specific interval or to
intervals with a fixed starting point. Weighted Fair Queue (WFQ) [44] and Latency-
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Rate (LR) Server [149] are two well-known examples. This flexibility with starts
and ends is essential not only for the separation of concerns among different levels
but also for meeting open system requirements. Second, our definition measures the
service fluctuation from resources. In contrast, rate and latency in other literature
are used to measure tasks in many instances.
Let us illustrate the differences with an interval from t to t+l+∆. According
to the definition of RTVR, l×α amount of service is guaranteed during that period.
Suppose ∆ amount of time is fully serviced from t to t+∆ and l×α−∆ is serviced
from t + ∆ to t + l + ∆. In addition, a busy session (also called a busy interval)
starts at time t + ∆ and ends at t + l + ∆. In this case, the amount of service from
t+∆ to t+ l+∆ does not meet the requirement of LR server. Therefore, a scheduler
that satisfies RTVR does not necessarily satisfy the LR server. Similarly, during the
interval from t to t + l + ∆ if there is no busy interval and no time is serviced, the
LR server, not the RTVR is satisfied.
Our designing concerns are also significantly different. The partition delay
is introduced not because of sporadic tasks but because of scheduling quantum and
other scheduling overhead. If infinite time-slicing were practical, the partition delay
could be eliminated. Hence, we put more stress on resources rather than on tasks.
Having stated those general comments above, we now review the related
approaches respectively.
First of all, Ferrari and Gupta proposed a similar idea of partitioning resource
in [57, 63]. However, their discussion focuses only on network and they consider
only EDF and other soft-real-time types of scheduling algorithms such as FIFO and
priority queue scheduling.
Secondly, our work is also differentiated from Start-time Fair Queuing(SFQ)
[62] and Fluctuation Constrained Servers (FCS) [94, 160]. Both SFQ and FCS have
the similar notion of supply deviation for any time interval as in our work. However,
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while SFQ aims to minimize the delay to achieve near-optimal fairness, our work
measures the delay as long as the delay can guarantee the schedulability of real-time
tasks. Furthermore, SFQ depends on the number of threads (which are equivalent to
partitions in our work ) being scheduled; while the resource level delay in our work
is specified by the partition request, thus providing a stronger guarantee. Another
difference is that FCS is intended to be on a per stream basis while our work is on a
per task group basis. FCS does not provide any real-time schedulability analysis if
a group of tasks instead of one single task (stream) are running on FCS, while task
level scheduling is a major problem that our work addresses.
Next, in Hierarchical Loadable Schedulers (HLS) [130] schedulers may be
converted to one another by means of service guarantee. The goal of HLS is also
quite different from that of RTVRs since HLS aims at constructing a hierarchy of
schedulers while the goal of RTVRs is to construct a hierarchy of virtual resources.
Last but not least, Shin and Lee recently presented their work of a periodic
resource model [140], whereas a resource allocation of X time units for every Y
time units is guaranteed. Our approach differs from theirs mainly in that we do not
require periodicity, thus providing a more general modelling for real-time.
1.2.2 Linux Implementation
There have been many initiatives to make Linux real-time. Two general categories
of solutions have been proposed in academia and commercially implemented. The
first one modifies the current Linux kernel or simply replaces it with a new one. The
new kernel retains and implements the original kernel API with a full set of system
calls. Examples using this approach include TimeSys (Linux/RK) [128], Red-Linux
[157] and Qlinux[62]. The other approach creatively imposes another level of kernel
(called sub-kernel) on the top of the existing Linux kernel. In this way, Linux is
treated as the lowest priority task of the sub-kernel OS. RTLinux [2] and RTAI [1]
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are examples of this category.
While our approach falls into the first category, it differs from others in
several aspects. First of all, we minimize the interaction between the resource level
scheduler and the task level scheduler to a simple interface. Unlike other approaches,
our resource level scheduler does not require knowledge of the task level deadlines
or their derivatives in partition scheduling. On the subordinate level, our task
level scheduler requires the knowledge of only the delay bound of the partition
on which it executes. More importantly, the related delay bound of the partition
allows the application task scheduler to determine not only compliance with deadline
requirements, but also event-separation types of constraints. If the application task
groups are not all specified in one common task model such as Liu and Layland
periodic tasks, our partition model can still be used. In the following paragraphs,
we discuss three exemplary approaches to make Linux real-time.
First, Linux/Resource Kernel (RK) [128] allows applications to specify only
their resource demands and leaves the kernel to satisfy those demands to hidden
resource management schemes. The resource demands are usually expressed in a
form of computation time, period and deadline, which is distinctly different from
ours.
Second, Red-Linux [157] aims to provide a general scheduling framework
to integrate three paradigms, namely, priority-driven, time-driven and share-driven
paradigms. In order to do that, Red-Linux identifies four scheduling attributes, i.e.,
priority, start-time, finish time and budget.
Finally, Constant Bandwidth Server (CBS) [105] uses a deadline postponing
scheme to provide bandwidth isolation. A CBS Server is described by two param-
eters: budget and period. The bandwidth is calculated as budget over period and
the period also serves as deadline.
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1.3 Synopsis
A structure overview of virtual resources is shown in Figure 1.1. At the top of
the figure a physical resource is partitioned into several virtual resources; then,
each virtual resource can be partitioned recursively into several lower level virtual
resources. Eventually, each virtual resource will be associated with one task group,
which consists of one or more tasks. The mapping relation between resource and
partitions is 1 to n, between the partition and task group is 1 to 1, between the
task group to tasks is 1 to n. Two scheduling problems could be identified in this
structure: one is to schedule tasks within a task group; the other one is to schedule

















Figure 1.1: Overview of Real Time Virtual Resource Structure
Throughout the dissertation it is assumed that time values have the domain
of the non-negative real numbers unless otherwise specified. Preemptive scheduling
is assumed, i.e., a task executing on the shared resource can be interrupted at any
instant in time, and its execution can be resumed later. Although a resource can
be a processor, a communication bus, etc., we talk about a single processor as the
resource to be shared.
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Definition 1.1 A task T is defined as (c, p), where c is the (worst case) execution
time requirement, p is the period of the task.
Even though we do not specify a per-period deadline explicitly, we define
deadlines when they are relevant to the results in this dissertation.
Definition 1.2 A task group τ is a collection of n tasks that are to be scheduled on
a real-time virtual processor (a partition), τ = {Ti = (ci, pi)}ni=1.
We use the term task group to emphasize its difference from the term task
set in that a task set is to be scheduled on a dedicated resource while a task group
is scheduled on a partition of the shared physical resource.
The notational conventions that are used throughout this dissertation can
be found in Appendix A.
The rest of this dissertation is organized as follows. Chapter 2 introduces
three resource partition models: static partition model, bounded-delay partition
model, and regularity-based partition model. Static Resource Partitions serves as
the starting point of our discussion of resource partitioning. Bounded Delay Re-
source Partitions further generalize and characterize resource partitions. Regularity
Based Resource Partitions fall in the domain of integer values and have distinc-
tively interesting properties. The architecture of RTVR, which is based upon the
bounded-delay partition model and the regularity-based partition model, consists of
two levels of scheduling: task level scheduling and resource level scheduling. Task
level scheduling is discussed when we introduce each partition model. Chapter 3 dis-
cusses resource level scheduling which is further expanded to a multi-level structure
in Chapter 4. From Chapter 5 to Chapter 7, we expand the concept of RTVR into
three closely related directions. RTVRs in parallel and distributed environments are
studied in Chapter 5. Chapter 6 investigates resource locking problems in RTVRs.
Implementation and experiments of RTVR on Linux are then discussed in Chapter
7. We finally draw our conclusion in Chapter 8.
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Chapter 2
Real Time Virtual Resource
Model
2.1 Introduction
In this chapter we formalize the concept of Real Time Virtual Resource. We pro-
pose three models of real time virtual resource that partition physical resources, i.e.
Static Resource Partition, Bounded Delay Resource Partition and Regularity Based
Resource Partition. Static Resource Partitions form the starting point of our discus-
sion of resource partitioning. Bounded Delay Resource Partitions further generalize
and characterize resource partitions. Regularity Based Resource Partitions fall in
the domain of integer values and have distinctively interesting properties.
2.2 The Static Resource Partition Model
Intuitively, a static resource partition is simply a collection of time intervals during
which the physical resource is made available to the task group being scheduled
on the partition. In this section, we investigate the problem of scheduling task
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groups for a given partition whose time intervals are explicitly specified by a list. By
making use of the technique of supply functions, we analyze both fixed and dynamic
priority schedulers with respect to this partition model. The schedulability results
are obtained based on the key idea of the critical partition. Finally we discuss the
(second-level) scheduling problem of the partitions themselves.
2.2.1 Definition
Definition 2.1 A resource partition Π is a tuple (Γ, P ), where Γ is an array of N
time pairs {(S1, E1), (S2, E2), . . . , (SN , EN )} that satisfies (0 ≤ S1 < E1 < S2 <
E2 < ... < SN < EN ≤ P ) for some N ≥ 1, and P is the partition period. The
physical resource is available to a task group executing on this partition only during
time intervals (Si + j × P, Ei + j × P ), 1 ≤ i ≤ N, j ≥ 0.
The above definition enumerates every time interval that is assigned to a
partition and is a general representation of periodic partitioning schemes, including
those that are generated dynamically by an on-line partition scheduler. It provides a
starting point upon which other approaches of defining partitions may be considered.
We refer to the intervals where the processor is unavailable to a partition
blocking time of the partition. In traditional models where resources are dedicated
to a task group, there is no blocking time and we may consider this as a special case
corresponding to the partition Π = ({(0, P )}, P ).
Example 2.1 Π1 = {(1, 2), (4, 6)}, 6) is a resource partition whose period is 6 with
available resource time from time 1 to time 2 and from time 4 to time 6 every
period.See Figure 2.1.
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Figure 2.1: Timing Diagram of Example Partition Π1
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Definition 2.2 We call a resource partition where N = 1 a Single Time Slot Peri-
odic Partition (STSPP). A partition is otherwise a Multi Time Slot Periodic Parti-
tion (MTSPP).




The availability factor of Π1 in Example 2.1 is α(Π1) = ((2−1)+(6−4))/6 =
0.5.
Definition 2.4 The Supply Function S(t) of a partition Π is the total amount of
time that is available in Π from time 0 to time t.
From the definition we can easily prove some properties of S(t).
• S(0) = 0
• S(t) is a monotonically non-decreasing function for t (t ≥ 0).
• S(u)− S(v) ≤ u− v for u > v ≥ 0.
• S(t + P )− S(t) = S(P ) (t ≥ 0) (Because the partition is periodic.)
• S(t) = ⌊ tP
⌋× S(P ) + S(t− P ⌊ tP
⌋
) for t > 0.
2.2.2 Fixed Priority Scheduling
Given a partition, we now analyze the schedulability problem of a task group that
may execute only during the available time of the partition. For both STSPP and
MTSPP, the classical utilization bound no longer holds, as can be seen by a contra-
diction. Suppose there exists a utilization bound U . Consider a task whose period
P is equal to the longest blocking time of the partition, and whose execution time
is smaller than U × P . Obviously the task is not schedulable on the partition if it
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requests at the beginning of the longest blocking time, although its utilization factor
is smaller than U . Therefore, there is no non-zero utilization bound.
The lack of a utilization bound leads us to reconsider the concept of critical
instances. Recall that Liu and Layland [111] defined critical instances to be the time
when the task is requested simultaneously with requests of all higher priority tasks.
The essential idea of the definition is to construct a worst-case scenario. If the task
system is schedulable in the worst case scenario it is definitely schedulable at any
time. Therefore, we need to know what the worst case scenario is. An intuitive
answer might be the longest blocking time slot. Although this is true for STSPP, it
is not the case for MTSPP. For example, consider the schedule of tasks T1 = (1, 3)
and T2 = (1, 4) in Π1 in Example 2.1. The task relative deadlines are equal to the
corresponding periods. The longest interval for which the resource is unavailable
starts from time 2 and ends at time 4. Suppose the “critical instance” starts at
time 2. The first requests of both tasks will finish before the deadlines, but the
second request of T2 misses the deadline, as shown in Figure 2.2. Hence, the longest
blocking time slot is not necessarily the worst case. This is because the supply after
the so defined “critical instance” is not necessarily larger than the supply inside the
“critical instance”. In general, we need to test for schedulability at more than one
“critical instance”.
0 1 2 4 5 7 8 9
T1 T1
3 6 10 11
T2 T2
Figure 2.2: Example in Traditional Critical Instance Test
Definition 2.5 We call E1, E2, ..., EN of a partition
Π({(S1, E1), (S2, E2), . . . , (SN , EN )}, P )
interval-based critical points (IBCPs). If a task is requested simultaneously with all
higher priority tasks at an IBCP, it is called an interval-based critical instance (IBCI).
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Theorem 2.1 For fixed priority assignment and a task group whose relative dead-
lines are no more than the periods, a task is schedulable in a partition Π if and only
if its first request is schedulable in all IBCIs.
Proof. We only need to prove that if a task T = {c, p} with relative deadline
d ≤ p is unschedulable, it will fail on one of the IBCIs.
Let t be the time T misses the deadline but all its previous requests are
successfully scheduled. Searching from t backward, let t0 be the first time when no
outstanding execution time of all higher priority tasks and T exists. t0 always exists
because 0 or the finish time of T ’s previous request are such time points. Only the
last request of T exists in (t0, t) and only higher priority tasks and T are scheduled
in (t0, t). For any higher priority task, we move it backward so that the first request
after t0 now requests at t0. This makes T ’s situation worse, so T still misses its
deadline at t. Then we move T backward so that T requests at t0. In the new
schedule T will miss deadline at time t0 + d.
• If t0 is one of the IBCPs, T fails the corresponding IBCI.
• If Si + j × P ≤ t0 < Ei + j × P , 1 ≤ i ≤ N, j ≥ 0, we shift the task requests
together so that all those requesting at t0 now request at Ei. The resource
availability between T ’s request and its deadline decreases by (Ei + j×P )− t0
in the front and increases by no more than (Ei + j × P )− t0 in the end. This
is an IBCI at Ei and T is not schedulable.
• If t0 is not in any of the intervals where the resource is available, we shift the
task requests together so that all those requesting at t0 now request at the
closest point Ej + j × P satisfying 1 ≤ j ≤ N, j ≥ 0 before t0. The resource
availability between T ’s request and its deadline does not increase in the front
and may decrease in the end. This is an IBCI at Ej and T is not schedulable.
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So there is always an IBCI that T will fail if T is unschedulable on Π.
Following the response-time analysis method of the traditional models [9, 85],
we can give the following algorithm as the schedulability test.
Algorithm 2.1
Test T = (c, p) with deadline d. G is the set of higher priority tasks:
for (i = 0; i ≤ N ; i + +) /* each loop tests an IBCI */ {
r = c;
for (; ; ) {
r′ = c + ΣTi∈G(d rpi eci);
r′′ = x where r′ == S(Ei + x)− S(Ei); }
If (r′′ > d) {deadline missed; return fail; }





Also using similar analysis techniques for traditional task models, we can
prove the following corollary from Theorem 2.1.
Corollary 2.1 For the preemptive fixed priority scheduling discipline, a task group
whose relative deadlines are no bigger than the periods is schedulable on a partition
with the rate/deadline-monotonic priority assignment (RMA/DMA) if it is schedu-
lable on the partition by some priority assignment.
2.2.3 Dynamic Priority Scheduling
We now turn to the schedulability of task groups on partitions by using dynamic
priority schedulers. It turns out that the earliest deadline first (EDF) scheduling
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algorithm is still optimal in this case. In other words, if there exists a schedule for
a task group on a resource partition, the task group is also schedulable using EDF.
Same applies to the least slack first scheduling (LSF) algorithm. We could apply the
proof techniques in [111, 119] to prove the the next result.
Theorem 2.2 If a task group τ is schedulable in partition Π by a scheduling policy,
it is also schedulable by EDF or LSF.
For a periodic task group whose relative deadlines are equal to the corre-
sponding periods, the utilization bound of EDF is 1.0 if the resource is always avail-
able. If the group is scheduled on a resource partition, however, the simple bound
no longer applies. In the following, we call the recurring instances of a periodic task
the jobs of the task.
Definition 2.6 ([20]) Let T be a task, and t a positive real number. The demand
bound function dbf(T, t) denotes the maximum cumulative execution requirement of
the jobs of T that have both arrival times and deadlines within any time interval of
duration t.
Theorem 2.3 A task group G is infeasible on a partition Π if and only if
ΣT∈Gdbf(T, t) > S(t0 + t)− S(t0)
for some positive real numbers t0 and t.
The proof of Theorem 2.3 is not shown here as it is almost the same as that in
[20] except that the resource is not always available. Theorem 2.3 is computationally
difficult to convert into a feasibility test algorithm. We derive a better result next.
2.2.4 Critical Partition
The lack of critical instance and the complexity of EDF testing motivate this sub-
section, where we define the least supply function, the critical partition, critical
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instance, and a better EDF feasibility testing algorithm.
We allow a task to start issuing requests at any time. As such, we may
assume, without loss of generality, that time 0 is the start time for each partition.
For the same partition, we may get different representations of the partition by
choosing different time instants to start making the resource available, but all of
these representations are equivalent for the purpose of the following analysis.
2.2.5 Least Supply Function
Definition 2.7 The Least Supply Function (LSF) S∗(t) of a resource partition Π is
the minimum of (S(t + d)− S(d)) where t, d ≥ 0.
Definition 2.8 A Least Supply Time Interval (u, v) is an interval that satisfies
(S(v)− S(u)) = S∗(u− v).
Intuitively, S∗(t) is the smallest amount of resource time available to a par-
tition in any interval of length of t.
Some relevant properties of S∗(t) are:
• S∗(P ) = S(P )
Proof: By definition S∗(P ) = min(S(t + P )− S(t)) = S(P )
• S∗(t + a)− S∗(t) ≥ S∗(a), t ≥ 0, a ≥ 0
Proof. Let S∗(t+a) = S((t+a)+ b)−S(b). We have S∗(t+a) = (S(t+(a+
b))− S(a + b)) + (S(a + b)− S(b)) ≥ S∗(t) + S∗(a).
• S∗(t + P )− S∗(t) = S∗(P ), t ≥ 0
Proof. From previous property, we have S∗(t+P )−S∗(t) ≥ S∗(P ). Suppose
S∗(t+P )−S∗(t) > S∗(P ). Let S∗(t) = S(t+ b)−S(b). S(b+ t+P )−S(b) =
S(b + t) + S(P ) − S(b) = S∗(t) + S∗(P ) < S∗(t + P ). This contradicts the
definition of S∗(t + P ). Therefore S∗(t + P )− S∗(t) = S∗(P ).
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• S∗(t) is a monotonically non-decreasing function for (t ≥ 0).
Proof. Suppose there exist t1, t2, t1 < t2 and S∗(t1) > S∗(t2). Let S∗(t2) =
S(a + t2)− S(a), then S∗(t2) = S(a + t2)− S(a) > S(a + t1)− S(a) ≥ S∗(t1).
Contradiction.
• S∗(t) = ⌊ tP
⌋× S∗(P ) + S(t− P ⌊ tP
⌋
) for t > 0.
Starting from time 0, S(t) is a step function with N steps every P time units
and repeats every P time units; S∗(t) is also a step function with at most N × N
steps every P time units and repeats every P time units.
Note that S∗(t) may be regarded as a special case of supply functions; all
the properties of S(t) also hold for S∗(t). Next, we show how to compute the LSF
for a partition.
Lemma 2.1 ([116]) Any time interval where a partition Π receives the least re-
source time has an equal amount of available time in an interval that starts with an
IBCP point of Π.
Proof. We can prove this by using a time-slice swapping argument. Given
a least supply time interval (u, v), if u is an IBCP point obviously the lemma holds,
otherwise let Ei denote the latest IBCP point before u, Ei+1 the earliest point after
u and Si+1 the starting point of the available time interval between Ei and Ei+1.
There are two cases:
1. If u < Si+1, then S∗(v − u) = S(v)− S(u) = S(v)− S(Ei) ≥ S(v − (u−
Ei))−S(Ei). Because (u, v) is the least supply time interval, only the equal sign can
be true. Therefore, (u, v) and (Ei, (v − u + Ei)) have the same amount of available
time.
2. If u ≥ Si+1, then S∗(v−u) = S(v)−S(u) = S(v)−(S(Ei+1)−(Ei+1−u)) =
(S(v) + Ei+1 − u)− S(Ei+1) ≥ S(v + Ei+1 − u)− S(Ei+1). For the same reason as
in 1, (u, v) and (Ei+1, (v − u + Ei+1)) have the same amount of available time.
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To compute LSF, first locate all the IBCP points; then for each IBCP point
compute S(t) from time 0 to time P taking the IBCP point as the starting point, i.e.
time 0. For every t, the minimum of the supply functions S(t) so computed yields
the S∗(t) we need.
Figure 2.3 shows how to compute the S∗(t) for Partition Π1 = ({(1, 2), (4, 6)}, 6)
in Example 2.1. There are two IBCP points, time 0 and time 2. Therefore two sup-
ply functions are generated and are shown in the figure. The LSF is the bottom
envelope of the two S(t)s. The algorithm to compute the LSF for a partition is
attached in the appendix.








Start from time 0
Start from time 2
Figure 2.3: Computing Supply Function
2.2.6 Critical Partition
Definition 2.9 A critical partition of a resource partition Π = (Γ, P ) is Π∗ =
(Γ∗, P ) where Γ∗ has time pairs corresponding to the steps in S∗(t) such that Π∗’s
supply function equals S∗(t) in (0, P ).
Corollary 2.2 Π∗’s supply function equals S∗(t) for t ≥ 0.
The critical partition of Π1 in Example 2.1 is Π∗1 = ({(2, 3), (4, 6)}, 6).
Theorem 2.4 A task group τ is feasible in a partition Π if and only if it is feasible
in its critical partition Π∗.
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Proof: (i) If τ is infeasible in Π, then according to Theorem 2.3, there exists
u and v such that dbf(u − v) > S(u) − S(v). Suppose π is the request pattern of
τ satisfying the inequality. Let us discard all task requests before v and shift π
backward so that v is aligned up at time 0, then try to schedule this request pattern
on Π∗. The total request with deadlines before u− v is dbf(u− v) > S(u)− S(v) >
S∗(u− v), the available resource before u− v. So τ is infeasible in Π∗.
(ii) If τ is infeasible in Π∗, according to Theorem 2.3, there is u and v such
that dbf(u − v) > S∗(u) − S∗(v). Suppose π is the request pattern of τ satisfying
the inequality. Let’s discard all task requests before v and shift π backward so
that v is aligned up at time 0. The total request with deadlines before u − v is
dbf(u − v) > S∗(u) − S∗(v) > S∗(u − v), the available resource before u − v. Now
let S∗(u − v) = S((u − v) + a) − S(a). We shift π again from 0 to a and try to
schedule π on Π. The request of π after a that must be finished before (t− t0) + a
is dbf(u− v) > S∗(u− v) = S((u− v) + a)− S(a). So τ is infeasible in Π.
2.2.7 Fixed Priority Scheduling
Definition 2.10 The critical instance of a task on partition Π is when it is requested
simultaneously with all higher priority tasks at time 0 on the critical partition Π∗.
Theorem 2.5 Suppose the preemptive fixed priority scheduling policy is used to
schedule a task group on a partition by some priority assignment where all deadlines
are no bigger than the corresponding periods. If a task’s first request is schedulable
in a partition’s critical instance, then the task is schedulable in the partition.
Proof: We show that if a task is unschedulable, it will fail in the critical
instance. If a task T = (c, p) with deadline d ≤ p is unschedulable, it will fail in
one of the IBCI. Let the IBCP be E. We compare the resource supply between IBCI
and the critical instance. By definition S(E + x)− S(E) ≥ S∗(x), 0 ≤ x ≤ d. The
resource supply in the critical instance always lags behind that in the IBCI. So the
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schedule sequence of all tasks does not change in the critical instance. In other
words, T could not be finished before d due to early resource supply before some
higher priority task requests come in. So T will fail in the critical instance.
We may modify Algorithm 2.1 to test only the critical instance. Note that
Theorem 2.5 is only a sufficiency test. There may be task groups that are schedulable
but fail to pass the critical instance test of Algorithm 2.1.
Example 2.2 Partition Π2 = ({(1, 2), (4, 6), (7, 8)}, 8). Its critical partition is
Π∗2 = ({(2, 3), (4, 5), (6, 8)}, 8). Task group {T1 = (1, 4), T2 = (1, 6)} is schedula-
ble on Π2 with RMA. This can be checked with Algorithm 2.1. However, in the
critical instance, T2 misses deadline at 6. Figure 2.4 is the supply functions of IBCIs




















Figure 2.4: Critical Instance Test
2.2.8 Dynamic Priority Scheduling
From Theorems 2.3 we have the following corollary.
Corollary 2.3 A task group G is infeasible on a partition Π if and only if
ΣT∈Gdbf(T, t) > S∗(t)
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for some positive real number t.
Since S∗(t) is the supply function of the critical partition, we can devise a
pseudo-polynomial feasibility test algorithm for task group scheduling on a partition
similar to the ones developed for traditional feasibility test, e.g., in [132].
2.3 Bounded-Delay Resource Partition Model
Although the definition of static resource partitions can model all kinds of resource
partitions, it has several serious drawbacks. First, it requires explicit statements of
all time intervals. Some resource partitions might not be able to provide these data.
Second, not all time interval information is necessary to schedule task groups that
run on partitions. Therefore, we need to define a model that not only simplifies the
presentation but also characterizes resource partitions on a higher level. Towards
this end, in this section, we introduce the bounded-delay resource partition model.
We start with a few preliminary definitions.
Definition 2.11 The Partition Delay ∆ of Partition Π is the smallest d so that for
any t0and t1, (t1 ≥ t0), (t1 − t0 − d)α(Π) ≤ (S(t1)− S(t0)) ≤ (t1 − t0 + d)α(Π).
Definition 2.12 Let h denote the execution rate of the resource where partition Π is
implemented. The Normalized Execution of partition Π is an allocation of resource
time to Π at a uniform, uninterrupted rate of (α(Π)× h).
Intuitively, ∆ is the maximum delay of the available time interval of any
length in the partition Π relative to its normalized execution regardless of the start-
ing point.
Definition 2.13 A bounded delay resource partition Π is a tuple (α, ∆) where α is
the availability factor of the partition and ∆ is the partition delay.
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Note that the definition actually defines a set of partitions because there
are many different partitions in the static partition model that may satisfy this
requirement.
Definition 2.14 Virtual Time V (t) = S(t)α .
Intuitively, virtual time V (t) is the time point that the actual time t sim-
ulates. Shown on the supply function graph, virtual time corresponds to the time
point on the normalized function with the same amount of supply as the actual time
on the supply function.
Definition 2.15 Actual Time P (t) of a virtual time t is defined as the smallest
time value such that V (P (t)) = t.
Actual Time may be considered as a quasi-inverse function of Virtual Time.
Although virtual time function is not a one-to-one mapping, we may add a minimum
operation on the mapping, thus eliminating all many-to-one mappings except for
the earliest time points. Notice that though V (P (t)) = t is true by definition,
P (V (t)) = t might not be true.
Definition 2.16 Virtual Time Scheduling on a partition Π is the scheduling con-
straint such that a job is eligible to run only when it is released and its release time
is no less than the current virtual time of Π.
In short, Virtual Time Scheduling is a scheduling scheme whereby schedules
are performed according to virtual time instead of physical time. Obviously this
scheme could be applied to all known scheduling algorithms designed for dedicated
resources. Therefore, we have Virtual Time Rate Monotonic Scheduling, Virtual
Time Earliest-Deadline-First Scheduling, and other virtual time scheduling algo-
rithms.
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Theorem 2.6 Let Sn denote a scheduler of scheduling Ti(Ci, Pi) (1 < i ≤ n) on a
dedicated resource with capacity of the same as the normalized execution of Partition
Π(α, ∆). Also let Sp denote the virtual time Sn scheduler of scheduling Ti(Ci, Pi)
(1 < i ≤ n) on Π. If using Sn, every job of Ti (1 < i ≤ n) is finished at least ∆
earlier than its deadline, then Sp is also a valid scheduler.
Theorem 2.6 justifies the observation that we may use essentially the same
algorithms of scheduling tasks on dedicated resources by applying the virtual time
scheduling scheme. We describe this method in two steps:
• Construct Scheduler Sn.
• For any interval (t1, t2) assigned to Π′i in Sn, assign (P (t1), P (t2)) to Πi in Sp.
Informally, time on different levels may be expressed in the following way:
Actual time on dedicated resource: t
Virtual time on partition: t
Actual time on partition: (t−∆, t + ∆)
Actual time of job finishing is earlier than: (t + ∆−∆)
We present a formal proof below.
Proof: Let (t1, t2) denote an interval on Sn, (t′1, t′2) an interval on Sp whereas
t′1 = P (t1) and t′2 = P (t2). Also let SΠ(t) denote the supply functions for Π.
We have
(t2 − t1)α





≤ (t2 − t1)
≤ (t2 − t1)
(V (P (t2))− V (P (t1)))
≤ (t2 − t1)
≤ (V (P (t2))− V (P (t1)))
(V (t′2)− V (t′1))
≤ (t2 − t1)
≤ (V (t′2)− V (t′1))
(t′2 − t′1 −∆)
≤ (t2 − t1)
≤ (t′2 − t′1 + ∆)
(t′2 − t′1 −∆)α
≤ (t2 − t1)α
≤ (t′2 − t′1 + ∆)α
(t′2 − t′1 −∆)α
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≤ (SΠ(t′2)− SΠ(t′1))
≤ (t′2 − t′1 + ∆)α
Therefore, if a job is finished at time t′2 which is ∆ earlier than the deadline
on Sn, the corresponding one on Sp is guaranteed to finish before t′2 + ∆ which is
no later than its deadline.
Virtual time scheduling increases the scheduling complexity by introducing
the conversion between virtual time and physical time. However, without virtual
time scheduling, original scheduling algorithms will not execute the task group as
the same order and amount as that with virtual time scheduling. Therefore, the
following theorem is proven to circumvent virtual time conversion and directly use
original scheduling algorithms such as RMA and EDF.
We first introduce the concept of robustness which is first defined in [[117]].
Definition 2.17 ([117]) A scheduling algorithm is robust if schedulability is pre-
served under reduction in system load.
System load reduction includes decreasing task computation time, or increas-
ing task period, or using a faster processor. Intuitively, when system load is reduced,
a scheduler that used to work would still preserve its schedulability. It can be easily
shown that both preemptive RMA and preemptive EDF hold that property. How-
ever, as shown in [[117]], some scheduling algorithms like non-preemptive RMA do
not.
Definition 2.18 A scheduling algorithm A is resource-burst-robust if during any of
its busy interval when the supply is advanced earlier the schedulability stills preserves.
Theorem 2.7 A task group τ is schedulable on Partition Π(α, ∆) using a non-
virtual-time scheduling algorithm S if i), τ is schedulable using S on the normalized
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execution of Π with every task deadline reduced by ∆. ii), S is a resource-burst-
robust scheduler.
Proof: We prove this theorem by contradiction.
Suppose both i) and ii) hold but τ is not schedulable on Π. Let t2 denote
the time when a deadline miss occurs and t1 is the latest time point before t2 when
a job arrives to the empty job queue.
Though interval (t1, t2) can be viewed as a busy interval, notice that t1 is
defined as the last time point when a job arrives to the empty job queue rather than
the time point after an idle interval. When a task group runs on a partition, the
physical resource is not always available. Therefore, the time when a job arrives at
the empty job queue may not be the same as the time when the job starts to run.
Furthermore, we construct another partition Π′ such that Π′ starts at t1 +∆
and then runs the same as the normalized execution of Π. According to i), τ is
schedulable on Π′ and there is no deadline miss during the interval of (t1, t2).
According to the definition of partition delay,
(t2 − t1 −∆)α ≤ S(t2)− S(t1)
That is
S′(t2)− S′(t1) ≤ S(t2)− S(t1)
Because of ii), schedulability preserves.
It contradicts with the deadline miss.
It is easy to show that both preemptive RMA and preemptive EDF are
resource-burst-robust.
Theorem 2.8 Rate Monotonic Algorithm is resource-burst-robust.
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eCj + Ci ≤ t
for t ≤ Tn.
Here let S(t) denote the supply function before the resource enhancement and
let S′(t) denote the supply function after the resource enhancement. By definition
of resource enhancement, we have S′(t) ≥ S(t) for any t.






eCj + Ci ≤ S(t) ≤ S′(t)
The schedulability is preserved.
Similarly, we have
Theorem 2.9 Earliest Deadline First Algorithm is resource-burst-robust.






for t ≤ LCM(Tj)(1 ≤ j ≤ n).
Again let S(t) denote the supply function before the resource enhancement
and let S′(t) denote the supply function after the resource enhancement. By defini-
tion of resource enhancement, we have S′(t) ≥ S(t) for any t.






cCj ≤ S(t) ≤ S′(t)
The schedulability is preserved.
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Corollary 2.4 A task group is schedulable on a partition Π = (α, ∆) if its RMA
schedule on the normalized execution has the property that all requests finish at least
∆ before the deadlines.
Corollary 2.5 A task group is schedulable on a partition Π = (α, ∆) if its EDF
schedule on the normalized execution has the property that all requests finish at least
∆ before the deadlines.
Definition 2.19 The jitter-tolerance of a periodic task system τ is defined to be the
largest ∆ such that even if every job is released ∆ time units late, all the tasks in τ
should still be able to meet their deadlines.
Let SEDF denote the EDF schedule of a task group τ in a normalized execu-
tion. Let λEDF denote the largest λ such that all the tasks in the task group complete
execution at least λ before their deadlines in SEDF. Then the jitter-tolerance of τ
is exactly equal to λEDF. A task system τ is schedulable in a partition Π (α, ∆) if
U(τ) ≤ α and the jitter-tolerance of τ is no bigger than ∆.
We also have the admission control tests for RMA and EDF:
Theorem 2.10 A task group τ Ti = (ci, pi), (1 ≤ i ≤ n) is schedulable on a partition








Theorem 2.11 A task group τ Ti = (ci, pi), (1 ≤ i ≤ n) is schedulable on a partition





2.4 Regularity-Based Resource Partition Model
In previous sections, we introduced two resource partition models: static resource
partition model and the bounded delay partition model. Both models study resource
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partitioning in the real-number domain. In this section, we switch to integer domain.
We show that resource partitions in the integer domain have distinctively interesting
properties. We first define three types of regularities before defining regularity-based
resource partition model. Then we show the scheduling transparency property of a
specific type of resource partition –regular partition. Next, we generalize regularity-
based resource partitions and discuss the task level scheduling issues. Finally, we
look into resource level scheduling issues.
2.4.1 Regularity
In this section we introduce our measurements of partitions. We first define instant
regularity and later temporal regularity and supply regularity.
Definition 2.20 The Instant Regularity I(t) at time t on partition Π is given by
S(t)− tα(Π).
The notion of instant regularity is called dynamic regularity by Shigero et
al. in [138]. We prefer the term instant regularity because it better captures the
idea that it pertains to a particular time point and that there are different types of
regularity. At a particular time point the instant regularity measures the difference
between the amount of supply that the partition has already gotten from the re-
source scheduler since time 0 and the amount that the partition would get if it were
following its normalized execution. As shown in Figure 2.5 the instant regularity at
time t is equal to the distance from the supply function to the normalized function.
Notice that it is a real number and could be negative as well.
Definition 2.21 [138] Let a,b,e,k be non-negative integers, the Temporal Regularity
RT (Π) of Partition Π is equal to the minimum value of k such that ∀a,∀b. a < b,
0 ≤ ∃e ≤ k, |I(b− e)− I(a)| < 1.
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Figure 2.5: Instant Regularity at Time 4 of Partition Π1 in Example 2.1
The temporal regularity measures the overall difference between the partition
supply function and the normalized supply function from the time dimension. This
measurement considers all possible time intervals no matter which time point is the
start point.
Definition 2.22 Let a,b,k be non-negative integers, the Supply Regularity RS(Π)
of Partition Π is equal to the minimum value of k such that ∀a,∀b. a < b, 0 ≤ k,
|I(b)− I(a)| < k.
The supply regularity is the upper bound on the amount by which the actual
supply during any time interval is more than or less than the amount of supply that
the partition is supposed to obtain.
These two regularities are actually interchangeable.
Corollary 2.6 A partition with temporal regularity of k has supply regularity of
1 + k PN .
Corollary 2.7 A partition with supply regularity of k has temporal regularity of
⌈
(k − 1) PN
⌉
.
While the temporal regularity is an integer, the supply regularity can be
a real number. Temporal regularity is more suitable for task-level scheduling due
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to its real-time nature while supply regularity is more suitable for resource-level
scheduling as we shall see in later section. The interchangeability of these two types
of regularities bridges the two levels of scheduling and keeps each level focused on
its own concerns.
Definition 2.23 [138] A Regular Partition is a partition with temporal regularity
of 0.
By Corollary 2.6 a partition with supply regularity RS(Π) ≤ 1 is also a
regular partition.
Definition 2.24 A k-Temporal-Irregular Partition is a partition with temporal reg-
ularity of k where k > 0. A k Supply-Irregular Partition is a partition with supply
regularity of k where k > 1.
2.5 Task Level Scheduling
Given a partition, we now analyze the schedulability problem of a task group that
may execute only during the available time slots of the partition. We first investigate
the problem of regular partitions and later of irregular partitions.
2.5.1 Regular Partition
In this section, we show that regular partitions preserve the utilization bounds of
both fixed priority scheduling (rate monotonic) and dynamic priority scheduling
(earliest deadline first).
2.5.2 Fixed Priority
The computation for a utilization bound leads us to consider the concept of critical
instances in the partition environment. Results from the previous section apply to
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the integer time domain as well. In this section, we first recall some results from
[116], and then we compute the critical partitions and finally the utilization bounds
on regular partitions.
Theorem 2.12 The critical partition Π∗ of a regular partition Π is a partition with
supply function S∗(t) = bα(Π)tc.
Proof: Let S(t) denote the supply function of Π. To prove this lemma we only need
to prove that the least supply function of Π is bα(Π)tc, i.e., min(S(b) − S(a)) =
bα(Π)(b− a)c for ∀a ≥ 0, ∀b ≥ a. From the definition of regular partitions, we have
|I(b)− I(a)| < 1
bα(Π)× (b− a)c ≤ S(b)− S(a) ≤ dα(Π)× (b− a)e
Since S(b) − S(a) is also an integer, it may be equal to either bα(Π)× (b− a)c
or dα(Π)× (b− a)e. We proceed with a proof by contradiction and suppose there
exists t1 so that
min(S(b + t1)− S(b)) 6= bα(Π)t1c
Hence S(b + t1)− S(b) = dα(Π)× (t1)e for ∀b ≥ 0
and dα(Π)(t1)e 6= α(Π)(t1) (2.1)
Then
S(b + 2t1)− S(b)
= S(b + 2t1)− S(b + t1) + S(b + t1)− S(b)
= 2 dα(Π)t1e
For the same reason, for any integer n,
S(b + nt1)− S(b) = n dα(Π)t1e
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We also have
S(b + nt1)− S(b) ≤ dα(Π)(nt1)e
Therefore,
n dα(Π)t1e ≤ dα(Π)(nt1)e
dα(Π)t1e = α(Π)(t1)
This contradicts with (2.1). Therefore,
S∗(b− a) = min(S(b)− S(a)) = bα(Π)(b− a)c
Lemma 2.2 A task group G with two tasks with the restriction that the ratio be-
tween their request periods is less than 2 is schedulable on a regular partition Π by
rate monotonic scheduling if U(G) ≤ 2(2 12 − 1)α(Π).
Proof: We prove the lemma holds on the critical partition of Partition Π.
Similar to the proof in the seminal Liu & Layland paper [111], let τ1 and τ2 be
two tasks with periods equal to P1 and P2 and their worst case execution times
C1and C2, respectively. Assume that P2 > P1 so τ1 has higher priority than τ2. The
minimum of the utilization factor U occurs when
























Let α(Π) = np , P1 =
b1p+a1







, P1n > C1p
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also because P1n = b1p + a1
b1p + a1 > C1p











= b2 − b1
Similarly,
C2 = b2 − (b2 − b1)× 2
= 2b1 − b2
Therefore
• b2 − b1 ≥ 1
• 2b1 − b2 ≥ 1
























































where b1,b2≥ 1, b2 − b1 ≥ 1 and 2b1 − b2 ≥ 1.
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Since the domain of task timing parameters is integral, the execution time
of a task can be increased only by an integer. Instead of computing the maximum
utilization factor for schedulable task groups in the worst scenario, we may compute
the minimum utilization factor for unschedulable task groups in the same scenario









we compute the minimum of
((









(2b1 − b2 + 1)
b2 + 1
)) (2.2)
by increasing the execution time of either τ1 or τ2 by 1.





















≥ 2(2 12 − 1)
The equality is reached when y =
√
2x.
Lemma 2.3 A task group G of m tasks with the restriction that the ratio between
any two request periods is less than 2 is schedulable on a regular partition Π by rate
monotonic scheduling if U(G) ≤ m(2 1m − 1)α(Π).
Proof: Let τ1, τ2, ..., τm denote the m tasks. Let C1, C2, . . . ,Cm be the exe-
cutions times of the tasks that fully utilize the processor and minimize the processor
utilization factor. Assume that Pm > Pm−1 > · · · > P2 > P1. Let U denote the
processor utilization factor.
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U is minimum when
C1 = S(P2)− S(P1)
C2 = S(P3)− S(P2)
...
Cm−1 = S(Pm)− S(Pm−1)
Cm = S(Pm)− 2(C1 + C2 + ... + Cm−1)
Let |S| = np , P1= b1p+a1n where 0 ≤ a1 < p, P2 = b2p+a2n where 0 ≤ a2 < p, ...







P1 × n > C1 × p
also because
P1n = b1p + a1
b1p + a1 > C1p











= b2 − b1
similarly,
C2 = b2 − (b2 − b1)× 2
= 2b1 − b2
Therefore
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• b2 − b1 > 0
• 2b1 − b2 > 0
Overall,
C1 = b2 − b1
C2 = b3 − b2
...
Cm−1 = bm − bm−1
Cm = bm − 2((b2 − b1) + (b3 − b2)
+... + (bm − bm−1))





























































































≥ m(2 1m − 1)
Theorem 2.13 A task group G of m tasks is schedulable on a regular partition Π
by Rate Monotonic if U(G) ≤ m(2 1m − 1)α(Π).
Proof: Let τ1, τ2, ..., τm denote the m tasks. Let C1, C2, . . . ,Cm be the
execution times of the tasks that fully utilize Partition Π and minimize the resource






> 1. To be specific, let Pm = qPi + r, q > 1 and r ≥ 0. Let us
replace the task τi by a task τ ′i such that P
′
i = qPi, and C
′
i = Ci, and increase Cm
by the amount needed to again fully utilize the partition. This increase is at most
Ci(q− 1), the time within the critical time zone of τm occupied by τi but not by τ ′i .
Let U ′ denote the utilization factor of such a set of tasks. We have
U ′ < U + [(q − 1)Ci/Pm] + (Ci/P ′)− (Ci/Pi)
or
U ′ ≤ U + Ci(q − 1)[1/(qPi + r)− (1/qPi)]
Since q−1 > 0 and [1/(qPi + r)]− (1/qPi) ≤ 0, U ′ ≤ U . Therefore we conclude that
in determining the least upper bound of the processor utilization factor, we need
only consider task groups in which the ratio between any two request periods is less
than 2. The theorem is thus proven.
This result is exactly the same as Liu and Layland’s bound for m tasks on
a dedicated resource which means the utilization bound is not affected by resource
partitioning at all for regular partitions.
2.5.3 Dynamic Priority
After examining the utilization bound of fixed-priority scheduling for regular parti-
tions above, we now give two lemmas and then show that the utilization bound of
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dynamic-priority scheduling also remains the same for regular partitions.
Lemma 2.4 For any non-negative real numbers m and n, bm + nc − dne ≤ bmc.
Proof: Let A denote the integer part of m, a the fractional part of m, B the
integer part of n, b the fractional part of n, then
bm + nc − dne
= bA + a + B + bc − dB + be
if b 6= 0 then
= A + B + ba + bc − (B + 1)
≤ A + B + 1− (B + 1)
= A
= bmc
if b = 0 then
= A + B −B
= bmc
Lemma 2.5 For real numbers m and n, bmc+ bnc ≤ bm + nc.
Proof: Using the same notations as in Lemma 2.4, we have
bmc+ bnc
= bA + ac+ bB + bc
= A + B
≤ A + B + ba + bc
= bA + a + B + bc
= bm + nc
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Theorem 2.14 [138] A task group G with n periodic tasks, τ1,τ2,...,τn is schedulable
on a regular partition Π by the earliest-deadline-first policy if and only if U(G) ≤
α(Π).
Intuitively, a task group is feasible when its least demand during any time
interval t is always no greater than the supply during the same time interval. We
visualize this on the supply graph. First, because the least demand is no greater than
U(G)t and U(G) ≤ α(Π) the demand function is no greater than the normalized
supply function. Second, because the demand is an integer the demand is at most
the largest integer number below the normalized supply function, i.e., the supply
function of the critical partition. Therefore, the least demand is no greater than the
supply, thus guaranteeing the schedulability of the task group. We give a formal
proof below.



















Suppose there is a deadline miss after an idle slot when U(G) ≤ α(Π). Let
the first deadline miss occur at (v +d) and v be the last idle slot before the deadline
miss. It follows that all jobs that arrived before v are completed, and that there is
not any idle slot in [v, v + d]. Consequently, S(v + d) − S(v) < N(v + d) − E(v)
should be satisfied because S(v + d)−S(v) is the number of the available time slots























































However, from the property of regular partitions we have
S(v + d)− S(v) ≥ bα(Π)dc ≥ bU(G)dc ≥ N(v + d)− E(v)
This contradicts that there is a deadline miss.
When U(G) > α(Π), clearly, no scheduling algorithm can schedule G on Π.
2.5.4 Irregular Partitions
Definition 2.25 The Virtual Time V(t) of a partition Π is equal to bS(t)/α(Π)c
where S(t) is the supply function of Π.
Definition 2.26 Virtual Time Scheduling on a partition Π is a scheduling con-
straint such that a job is eligible to run only when it is released and its release time
is no less than the current virtual time of Π.
Virtual Time Scheduling may apply to all of the scheduling algorithms de-
signed for dedicated resources. Therefore, we have Virtual Time Rate Monotonic
Scheduling, Virtual Time Earliest-Deadline-First Scheduling, and other virtual time
scheduling algorithms.
Theorem 2.15 A task group G {Ti = (ci, pi)}ni=1 is schedulable on a k-temporal-









Proof Sketch: We construct a task group G′ as ci, pi but with deadline of pi − k
for each task. G′ is schedulable on a regular partition Π′ with α(Π′) = α(Π) using
Deadline Monotonic scheduling algorithm[101]. Let us then schedule G′ on Π using
virtual time rate monotonic scheduling algorithm (which has the same priority order
as Deadline Monotonic in this case). A job J ′ of Task Ti released at t1 and finished
before t1 + pi − k when scheduled on Π′ will be scheduled between t1 and t1 + pi
when scheduled on Π. Therefore, G is schedulable.
Similarly, we have
Theorem 2.16 A task group G {Ti = (ci, pi)}ni=1 is schedulable on a k-temporal-





Since earliest-deadline-first is an optimal scheduling algorithm we also have
Theorem 2.17 A task group G {Ti = (ci, pi)}ni=1 is schedulable on a k-temporal-









In Chapter 2, we have proposed three models for real time virtual resource. For
each of them, scheduling issues on the task level are discussed in depth. In this
chapter, we switch our focus to the resource level and investigate the problem of
how to schedule various real time virtual resources on a dedicated resource.
3.2 Problem Description
Given the resource requirement of (αk,∆k) for each partition Sk, a schedule must
be constructed at the resource level. Note that the pair of parameters (αk,∆k)
requires only that the partition must receive an αk amount of processor capacity
with the partition delay no greater than ∆. It does not impose any restriction
on the execution time and period. This property makes the construction of the
schedule extremely flexible. In this section, we first discuss the partition scheduling
problem on a single level, i.e. scheduling partitions directly on a dedicated resource;
then we extend this problem to multi-levels, i.e. scheduling partitions recursively
on partitions.
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3.3 Static Resource Level Scheduling
In this section we introduce a static resource level scheduling algorithm.
In this approach, the resource schedules every partition cyclically with a
period equal to the minimum of Tk= (∆k/(1−αk)) and each partition is allocated
with an amount of processor capacity that is proportional to αk. If the Tk of the
partitions are substantially different, we may adjust them conservatively to form a
harmonic chain in which Tj is a multiple of Ti, if Ti <Tj for all i and j. This way,
the static resource schedule is repeated during every major cycle which has a length
equal to the maximum of Tk. Each major cycle is further divided into several minor
cycles with a length equal to the minimum of Tk. This would reduce the number of
context switches substantially[96, 90].
Static RLS is applicable to systems where all partitions are fixed and their
parameters known. The essential idea of the algorithm is to compose the target
partition by combining several partitions which are efficiently schedulable. Two
theorems are involved to support constructing the scheduler.
Theorem 3.1 Regular partitions whose availability factors are all powers of some
number and whose total availability factor ≤ 1.0 are schedulable.
Example 3.1 Regular partitions Πi (1 ≤ i ≤ 4) with availability factors of 1/2,
1/4, 1/8, 1/8 respectively can be easily scheduled on a dedicated resource with the
period of 8 and the time slot assignment of (1, 2, 1, 3, 1, 2, 1, 4) where i indicates Πi.
Theorem 3.2 When k partitions each with supply regularity of 1 are combined to-
gether they form a partition with supply regularity of k.
Definition 3.1 Given Partition Π with availability factor of a and supply regularity
of Rs, the Adjusted Availability Factor AAF (a, Rs) is the total of the availability
factors of partitions that are used to compose Π.
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For a system with N partitions and the ith partition having rate = αi and
supply regularity = Rsi (1 ≤ i ≤ N), the partition table generation algorithm is
summarized as following:
• For each partition Πi, calculate its Adjusted Availability Factor AAF (αi, Rsi)
as following:






else AAF (αi, Rsi) = 12i1 +
1
2i2
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Record 2iRsi as Pi which denotes the partition period for Πi.
• If ∑Ni=1 AAF (αi, Rsi) > 1.0, program exits.
• Allocate M time slots where M = max{Pi | 1 ≤ i ≤ N}. M is partition table
period.
• For each Πi, 1 ≤ i ≤ k, we have
AAF (αi, Rsi) = 12i1 +
1
2i2
+ ... + 1
2
iRsi
For each k ∈ [1, Rsi], among the whole M time slots, assign 1 out of every ik
time slots to Πi.
• Assign the rest time slots to non-real-time tasks or the system partition.
• Combine all neighboring slots that are assigned to the same partition.
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Partition table[ i ] Virtual cpu id Start End
0 AVP 1 0 1
1 AVP 3 1 2
2 AVP 1 2 3
3 AVP 2 3 4
4 AVP 1 4 5
5 AVP 3 5 6
6 AVP 2 6 7
7 SVP 7 8
Table 3.1: CPU Partition Table Generation Example
Example 3.2 The following example shows how a partition table is generated for
a system which has 3 AVPs with real-time requirements as {(αi, Rsi), i ∈ [1, 3] |
(0.375, 2), (0.25, 2), (0.25, 1)}.
• Calculate AAF (αi, Rsi)
AAF (α1, Rs1) = 0.25 + 0.125; P1 = 8
AAF (α2, Rs2) = 0.125 + 0.125; P2 = 8
AAF (α3, Rs3) = 0.25; P3 = 4
• ∑Ni=1 AAF (αi, Rsi) = 0.875.
• M = max{Pi | 1 ≤ i ≤ N} = 8.
• Allocating time slots as shown in Figure 3.1.
• Combine the neighboring slots belonging to the same VP.
3.4 Dynamic Resource Level Scheduling
In [115], a static resource level scheduling algorithm was proposed. This approach
can efficiently schedule partitions with different delay requirements. However, it can-
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not accommodate partitions joining and leaving dynamically. To solve this problem,
we introduce the concept of dynamic resource level scheduling (RLS).
Noting that similar dynamic task scheduling problem has been widely in-
vestigated by real-time systems researchers, we want to exploit past research by
establishing a connection between resource scheduling and task scheduling. In this
way, we may apply our results from task scheduling to resource scheduling.
Theorem 3.3 Suppose the execution of a real-time task with computation time of C
and period of P is considered as the execution of a partition. The resultant partition
satisfies that α = C/P and ∆ ≤ 2P − 2C regardless of which scheduling algorithm
is used.
Proof: According to the definition of the rate as the percentage of usage,
since the task uses C amount of time every P amount of time, the rate is C/P .
As for the partition delay, we first divide the interval duration into several
ranges, then we derive the partition delay.
0             C    P                                    2P−C            2P                                                     3P                          
Figure 3.1: Worst Case Execution Scenario Case 1
As shown in Figure 3.1, two consecutive executions can be separated at most
by 2P − 2C, which is the longest unavailable time. Since the longest unavailable
time is not always the same as the partition delay, we have to observe the supply
with regard to intervals of different ranges.
To form the worst case scenario as shown in Figure 3.1, we assume that all
executions for period (n − 1)P to nP (n ≥ 2) start at time nP − C and finish at
time nP . Given an interval (t1, t2),(t1 ≤ t2), let t1 denote time C in Figure 3.1; we
have
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• When 0 ≤ t2 − t1 ≤ 2P − 2C, i.e., C ≤ t2 ≤ 2P − C, (S(t2)− S(t1)) = 0
• When 2P − 2C < t2 − t1 ≤ 2P −C, i.e., 2P −C < t2 ≤ 2P , (S(t2)− S(t1)) =
t2 − t1 − (2P − 2C)
• When 2P −C < t2−t1 ≤ 3P −2C, i.e., 2P < t2 ≤ 3P −C, (S(t2)−S(t1)) = C
• ...
• When nP − 2C < t2− t1 ≤ nP −C, i.e., nP −C < t2 ≤ nP , (S(t2)−S(t1)) =
t2 − t1 − (nP − 2C) + (n− 2)C where integer n ≥ 2
• When nP − C < t2 − t1 ≤ (n + 1)P − 2C, i.e., nP < t2 ≤ (n + 1)P − C,
(S(t2)− S(t1)) = (n− 1)C
Therefore, for any interval (T1, T2),(T1 ≤ T2)
(C/P )× (T2 − T1 − (2P − 2C))
≤ (S(T2)− S(T1))
≤ (C/P )× (T2 − T1 + (2P − 2C))
(C/P )× (T2−T1− (2P −2C)) = (S(T2)−S(T1)) when T1 = C, T2 = nP −C
(n ≥ 2) as shown in Figure 3.1.
0             C    P                                    2P−C            2P                                                     3P                          
Figure 3.2: Worst Case Execution Scenario Case 2
(S(T2) − S(T1)) = (C/P ) × (T2 − T1 + (2P − 2C)) when T1 = P − C,
T2 = nP + C, n ≥ 1 as shown in Figure 3.2.
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Corollary 3.1 To schedule a partition (α, ∆) could be converted to schedule a task
with (∆α/(2(1− α)), ∆/(2(1− α))) as computation time and period, respectively.
Example 3.3 To schedule Partition Π (0.2, 40ms), C = ∆α/(2(1 − α)) = 0.2 ×
40/(2× (1− 0.2)) = 5ms P = ∆/(2(1−α)) = 40/(2× (1− 0.2)) = 25ms Therefore,
to schedule Π can be converted to schedule a task with computation time of 5ms and
period of 25 ms.




The utilization bound depends on which scheduling algorithm is used. It
would be 1.0 for earliest deadline first (EDF) and m(2
1
m − 1) for rate monotonic
scheduling (RM) where m is the number of partitions.
3.4.1 Quantum Based Scheduling Consideration
In the discussion above, we assume that scheduling (especially task switching) can
be performed with time being real numbers. However, many systems have a lower
limit on the smallest time allocation unit, namely, the scheduling quantum. The
scheduling quantum may also be viewed as the unit for specifying the precision of
time measurements. It is imperative to consider the effects of the scheduling quan-
tum when we implement the scheduling scheme on real systems. In this subsection
we re-examine the issues that we discuss in the previous subsection and we also
show the interdependence among rate, partition delay and the scheduling quantum.
Theorem 3.4 To schedule a partition (α,∆) on a system with scheduling quantum
of Q is equivalent to schedule a task with (d∆α/(2Q(1−α))e×Q, b∆/(2Q(1−α))c×Q
as computation time and period, respectively.
Because of the interdependence of rate, partition delay and the scheduling
quantum that is discussed in [55], the introduction of the scheduling quantum also
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puts some constraints on rate and partition delay.
• α ≥ 1/(1+b∆/Qc): The partition will receive at least one quantum of available
time after the actual partition delay b∆/Qc happens. This puts a lower bound
on the rate which means that the partition rate could not be infinitely small.
• ∆ ≥ Q: The partition delay should be no less than the scheduling quantum.





b∆/(2Q×(1−α))c×Q ≤ Utilization Bound
3.4.2 Two-Level Resource Scheduling
When implementing RTVR, we observed that the lower bound on the rate could lead
to inefficient usage of the resource. For example, the scheduling quantum of Linux
was set as 10 ms, while we measured that a typical MP3 application should not be
delayed more than 190 ms, which could be considered as its partition delay. Besides,
the application needs less than 1 ms every 190 ms of time. However, we know from
the relation between scheduling quantum and rate, that for such a partition delay
to be achieved, the lowest rate is (1/(1 + 190/10)) = 5%. The actual CPU usage of
MP3 is just around 0.5%. Similarly, ISRs also have these characteristics. To solve
this problem, we introduce a novel method of two-level partitioning.
The essential idea of this scheduling method is to group all those partitions
with small partition delays as well as small rates together and consider them as one
partition with a small partition delay but with a larger rate (the sum of the rates
of the small partitions). When this partition is scheduled, it divides the schedul-
ing quantum into mini time slots and distributes them among the original small
partitions. A more detailed description is given below:
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1. Partition Grouping: Small partitions (αi,∆i) are grouped together as one
partition Π (α, ∆) where α ≥ ∑ αi and ∆ ≤ ∆i −Q.
2. Partition Scheduling: When a time slot assigned to Π, it will be split into N
mini time slots. d(Nαi/α)e mini time slots will be assigned to Partition Πi.
The time slots will run in the order of i.
3. Partition Admission: If there are n time slots unused among those N mini
time slots. A new partition Π′ (α′,∆′) could be admitted by Partition Π if
(a) ∆′ ≥ (∆ + Q)
(b) α′ ≤ (n/N)× α
4. Partition Leaving: If a partition leaves, instead of leaving a ”hole” among the
mini time slots, all partitions of the order higher (later) than this partition
will run earlier than this partition. It also means all active partitions will run
first and if there are mini time slots that are either unused or left by leaving
partitions, they will always run latest among all the mini time slots. It is
similar to the compression of mini time slots.
Example 3.4 Schedule Π1 (0.05, 40ms), Π2 (0.02, 43ms), Π3 (0.10, 48ms) using
the two-level scheduling described above. Assume N = 10.
1. Group: Π (0.05+0.02+0.10, 40-10ms) = (0.17, 30ms). Because of the quan-
tum size is 10ms and as we showed above that quantum size will put a lower
bound to rate, the Π will get actually (.25, 30ms).
2. Scheduling: Every time slot of Π is further divided into 10 mini time slots as
shown in Figure 3.3 (a) and (b), Π1 then will get d(10× 0.05/0.25)e = 2 mini
time slots as shown in Fig 3.3 (c). Similarly, Π2 will get 1 slots and Π3 4 slots.
The remaining 3 slots could be used for non-real-time partition and could be
55
assigned to new partition(s) arriving later. When Π gets to run, the 2 time
slots of Π1 will run first, then the 1 time slot of Π2, 4 slots of Π3, finally the
remaining 3 time slots.
3. Suppose a new partition Π′ (0.06, 45ms) requests to join, because (1) 45 >
30 + 10, (2) 0.06 < 3/10 × 0.25, it will be granted admission and d(10 ×
0.06/0.25)e = 3 will be assigned to Π′ as shown in Figure 3.3-(d). Those time
slots of Π′ will run latest among all partitions because Π′ joins the latest.
4. Suppose Π2 leaves, Π3 will run right after Π1 instead of letting the resource
idling for one mini time slot which was assigned to Π2. Therefore, that one
mini time slot will be postponed till the last of the 10 mini time slots as shown
in Figure 3.3 (e).
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(d) New partition arrived
 (e) Partition 2 left
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(b) Divided into 10 mini time slots
    
(a) Original quantum
(c) Scheduling
Figure 3.3: Two Level Scheduling Example
Notice that this two-level resource scheduling method is different from the
multi-level resource scheduling introduced in [55]. In [55], resource scheduling is
recursively applied to partitions because large resources might need to be partitioned
more than once. The two-level resource scheduling introduced here is specifically
designed to address the problem of scheduling partitions with rates smaller than the
lower bound enforced by scheduling quantum. As for scalability, this method is not
as scalable as that in [55].
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An interesting question is what if the OS does not support timer interrupts
with a rate higher than the current OS clock frequency. This issue, however, does
not pose a real problem because in practice the Real-Time clock of the computer
hardware runs at a rate significantly higher than 100Hz, which is the typical fre-
quency with the scheduling quantum size of 10ms. This huge frequency gap can
be attributed to the scheduling overhead. Our technique exploits this property and
pushes the utilization factor to a higher level.
3.5 Resource Level Scheduling for Regularity-Based Par-
titions
Since regularity-based partitions have unique properties because of their integer
domain, we discuss their resource level scheduling issues separately from other par-
titions
3.5.1 Regular Partition
Theorem 3.5 [138] A regular partition is uniquely determined by its availability
factor except for the offset.
Theorem 3.6 Given a set {ni/pi, 1 ≤ i ≤ m} as the availability factors of regular
partitions, the decision problem of whether there exists a schedule containing all the
partitions is NP-hard.
Though the problem is NP-hard, we can always convert the availability factors into
a schedulable set as long as the new availability factor is bigger than the old one.
This method is similar to one solution of the pinwheel problem [72, 75].
Theorem 3.7 Regular partitions whose availability factors are all powers of some
number and whose total availability factor ≤ 1.0 are schedulable.
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Example 3.5 Regular partitions Πi (1 ≤ i ≤ 4) with availability factors of 1/2,
1/4, 1/8, 1/8 respectively can be easily scheduled on a dedicated resource with the
period of 8 and the time slot assignment of (1, 2, 1, 3, 1, 2, 1, 4) where i indicates Πi.
Theorem 3.8 Given a set {ni/pi, 1 ≤ i ≤ m} as the availability factors of regular






Proof: For each ni/pi let Bi = 12j where
1
2j






i=1 Bi < 1.0. Because Bi consists solely of powers of the same base of 2
it is schedulable, hence the set of partitions is also schedulable.
A better bound is possible if we use the double-integer reduction technique
[33] or if we focus on certain special cases. We do not cover these cases in this
dissertation.
3.5.2 Irregular Partitions
Theorem 3.9 When two regular partitions Π1 and Π2 from the same resource are
combined together they form a new partition Π3 with supply regularity of 2.
Proof: Let I1(t), I2(t) and I3(t) denote the instant regularity functions of Π1, Π2
Π3. ∀a,∀b, a < b We have
|I1(b)− I1(a)| < 1
|I2(b)− I2(a)| < 1
|I3(b)− I3(a)|
= |I1(b) + I2(b)− I1(a)− I2(a)|
≤ |I1(b)− I1(a)|+ |I2(b)− I2(a)|
< 1 + 1
= 2
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The reason why we require that the two regular partitions are from the
same resource is to ensure that they cannot possibly have a conflicting time slot
with each another. Such conflicts may occur if the partitions are necessarily from
different resources such as would be the case in a distributed environment. We do
not address this issue any further in this dissertation.
Example 3.6 When two regular partitions Π1 and Π3 in Example 3.5 are combined
together, a new partition with availability factor of 5/8 and supply regularity of 2
will be generated.
Theorem 3.10 When k regular partitions are combined together they form a par-
tition with supply regularity of k.
Theorem 3.11 Given a set {ak, 1 ≤ k ≤ n} as the availability factors of 2-supply-
irregular partitions, they are schedulable if
∑n
k=1 ak ≤ 0.75.























when (ak − 12i ) 6=
0; j = i + 1 and x = 0 when (ak − 12i ) = 0.
Hence when x 6= 0, 1.0 ≤ x < 2.0 and i < j.
We construct bk = 12i +
1
2j−1 for each ai. It is easy to see that bk ≥ ak.























k=1 ak ≤ 0.75 then
∑n
k=1 bk < 1.
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Example 3.7 Let us consider the scheduling of three 2-supply-irregular partitions
Π1, Π2 and Π3 with 0.36, 0.29, 0.08 as their availability factors respectively. First,
according to Theorem 3.11, 0.36 + 0.29 + 0.08 = 0.73 < 0.75, therfore, they are
schedulable. Second, as for how to construct the schedule, because 1/4 + 1/16 <
0.36 < 1/4+1/8 we assign two regular partitions with availability factors of 1/4 and
1/8 to Π1. For the similar reasons we assign 1/4 and 1/16 to Π2, 1/16 and 1/32 to
Π3. It is easy to show that the total availability factor does not exceed 1. Hence, a
valid schedule is constructed.
Theorem 3.12 Given a set {ai, 1 ≤ i ≤ n} as the availability factors of k + 1-
supply-irregular partitions, they are schedulable if
∑n
i=1 ai ≤ 1− 12k+1 .





































































































































m=1 2(j−im) + 2
= 1− 2− x∑k
m=1 2(j−im) + 2
≥ 1− 2− x∑k





i=1 ai ≤ 1− 12k+1 then
∑n
i=1 bi < 1.
Notice that both Theorem 3.11 and Theorem 3.12 only provide sufficient
conditions for schedulability. Actually, as long as the total sum of the availability
factors that are assigned to each partition does not exceed 1, these partitions are
schedulable. Consider the Π3 in Example 3.7. If we raise its requested availability
factor 0.08 to as high as 0.31 which results in the total availability factor to be
0.96, the partitions are still schedulable. Here we only show the worst-case bound
even though it is too pessimistic. We can give a tighter schedulability test as shown
below.
Definition 3.2 Let a denote the original availability factor and k the supply reg-
ularity. The Adjusted Availability Factor AAF (a, k) is given by bi as derived in
Theorem 3.12.
In Example 3.7, AAF (0.36, 2) = 1/4 + 1/8 = 0.375.
Theorem 3.13 Given a set {ai, 1 ≤ i ≤ n} as the availability factors of k-supply-
irregular partitions, they are schedulable if
∑n
i=1 AAF (ai, k) ≤ 1.
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3.5.3 Mixed Partitions
After considering the scheduling problem of partitions with the same supply regu-
larity we give without proof some results on the problem of scheduling partitions
with different supply regularities.
Theorem 3.14 Given a set {(ai, ki), 1 ≤ i ≤ n} as the availability factors and




2ki−1 ) ≤ 1.
Theorem 3.15 Given a set {(ai, ki), 1 ≤ i ≤ n} as the availability factors and
supply regularity of partitions, they are schedulable if
∑n
i=1 AAF (ai, ki) ≤ 1.
Notice the difference of Theorem 3.14 and Theorem 3.15. Theorem 3.14 is
derived from the worst case scenario and hence is pessimistic while Theorem 3.15 is
derived from the general cases and hence gets more desirable results.
Example 3.8 Let us consider the scheduling of four partitions Πi, 1 ≤ i ≤ 4 with
(0.43, 3), (0.12, 1), (0.31, 2), (0.11, 2) as their availability factors and supply regular-





2ki − 1 )
= 0.43× 8/7 + 0.12× 2/1
+0.31× 4/3 + 0.11× 4/3
≈ 1.29 > 1





= AAF (0.43, 3) + AAF (0.12, 1)
+AAF (0.31, 2) + AAF (0.11, 2)
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= (1/4 + 1/8 + 1/16) + (1/8)
+(1/4 + 1/16) + (1/16 + 1/16)
= 1





4.1 Multi-level Partition Scheduling
In the previous section, partitions are scheduled directly on top of a dedicated
resource. In general, a partition may also reside directly inside another partition
instead of a physical resource, and these partitions form a hierarchy. In this section,
we first prove a schedulability result on hierarchical partitioning. Then we discuss
how to perform the actual scheduling.
Theorem 4.1 A partition group {Πi(αi, ∆i)} (1 < i ≤ n) is schedulable on a par-
tition Π(α, ∆) if
∑n
i=1 αi ≤ α and ∆i > ∆ for all i, (1 < i ≤ n).
Proof: To prove the theorem we first design a schedule, then we show that
the resulting partitions satisfy the requirements.
Given any partition Π(α, ∆), we divide every minimum time slice of Π into
n + 1 parts. Since
∑n
i=1 αi ≤ α, each of the first n parts has αi/α (1 < i ≤
n) of the time slice and is assigned to partition Πi; the remaining n + 1st part
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has 1 − ∑ni=1(αi/α) of the time slice and is not assigned to any partition. (If





for each partition Πi.
Let us show why all the lower level partitions must satisfy the partition delay
requirement.
Given any interval (t1, t2),(t1 < t2) we have
(t2 − t1 −∆)α
≤ (S(t2)− S(t1))
≤ (t2 − t1 + ∆)α




≤ (t2 − t1 + ∆)ααi
α
(t2 − t1 −∆)αi
≤ (Si(t2)− Si(t1))
≤ (t2 − t1 + ∆)αi
(t2 − t1 −∆i)αi
≤ (Si(t2)− Si(t1))
≤ (t2 − t1 + ∆i)αi
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Therefore, they satisfy the partition delay requirement.
Theorem 4.1 provides a method to determine the schedulability of scheduling
partitions ( a partition group) on another partition. However, it does not explain
how to perform the actual scheduling since the infinite time slicing scheme that is
used in the proof is impractical. Therefore, the question remains how to schedule
partitions using methods with finite context switch overhead.
4.2 Partition Scheduling Algorithm
In this section, we propose a scheduling scheme that transforms the problem of
scheduling partitions on partitions back to the one of scheduling partitions on re-
sources. We first present the notion of virtual time scheduling; then we introduce
the scheduling scheme and we also prove the validity of this scheme.
Theorem 4.2 Given a partition group {Πi(αi, ∆i)} (1 < i ≤ n) to be scheduled
on a partition Π(α, ∆). Let Sn denote a scheduler of scheduling Π′i(αi/α,∆i −∆)
(1 < i ≤ n) on a dedicated resource with capacity of the same as the normalized
execution of Π. Also let Sp denote the virtual time Sn scheduler of scheduling Πi on
Π. Then Sp is valid if Sn is valid.
Theorem 4.2 justifies the observation that we may use essentially the same
algorithms of scheduling partitions on dedicated resources for hierarchical partition-
ing by applying the virtual time scheduling scheme. We describe this method in two
steps:
• Construct Scheduler Sn.
• For any interval (t1, t2) assigned to Π′i in Sn, assign (P (t1), P (t2)) to Πi in Sp.
Informally, time on different levels may be expressed in the following way:
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Actual time on higher partition: t
Virtual time on higher partition: (t−∆, t + ∆)
Virtual time on lower partition: ((t−∆− (∆i −∆)), (t + ∆ + (∆i −∆)))
i.e., (t−∆i, t + ∆i)
We present a formal proof below.
Proof: Let (t1, t2) denote an interval on Π′i in Sn. and t
′
1 = P (t1) and










(t2 − t1 − (∆i −∆))αi/α
≤ (SΠ′i(t2)− SΠ′i(t1))/α
≤ (t2 − t1 + (∆i −∆))αi/α
(t2 − t1 − (∆i −∆))αi
≤ (SΠ′i(t2)− SΠ′i(t1))
≤ (t2 − t1 + (∆i −∆))αi
(V (P (t2))− V (P (t1))− (∆i −∆))αi
≤ (SΠ′i(t2)− SΠ′i(t1))
≤ (V (P (t2))− V (P (t1)) + (∆i −∆))αi
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(SΠ(t′2)/α− SΠ(t′1)/α− (∆i −∆))αi
≤ (SΠ′i(t2)− SΠ′i(t1))
≤ (SΠ(t′2)/α− SΠ(t′1)/α + (∆i −∆))αi
((t′2 − t′1 −∆)α/α− (∆i −∆))αi
≤ (SΠ′i(t2)− SΠ′i(t1))
≤ ((t′2 − t′1 −∆)α/α + (∆i −∆))αi
(t′2 − t′1 −∆− (∆i −∆))αi
≤ (SΠ′i(t2)− SΠ′i(t1))
≤ (t′2 − t′1 −∆ + (∆i −∆))αi
(t′2 − t′1 −∆i)αi
≤ (SΠi(t′2)− SΠi(t′1))
≤ (t′2 − t′1 −∆i)αi
Again, we try to remove the virtual time scheduling by investigating its
resource robustness.
Theorem 4.3 Resource level scheduling is resource-burst-robust.
Proof: By definition, a partition has to meet the requirement of S(t) ≥ (t −∆)α




Theorem 4.4 Given a partition group {Πi(αi, ∆i)} (1 < i ≤ n) to be scheduled
on a partition Π(α, ∆). If Π′i(αi/α, ∆i − ∆) (1 < i ≤ n) are schedulable on on a
dedicated resource with capacity of the same as the normalized execution of Π, then
they are also schedulable on Π.
Example 4.1 Let us schedule Partitions Π1 (0.2, 5), Π2 (0.25, 6) and Π3 (0.05, 8)
on Partition Π(0.5, 4). Using this method, the scheduling problem is transformed
into scheduling
(0.2/0.5, 5− 4), (0.25/0.5, 6− 4), (0.05/0.5, 8− 5)
i.e.,
(0.4, 1), (0.5, 2), (0.1, 4)
on a dedicated resource. Suppose we use the simplest half-half algorithm describe in
[116]. This problem may be further converted into an equivalent problem of schedul-
ing three tasks with (period, computation time) given by, respectively,
(0.5, 0.2), (1, 0.5), (2, 0.2)
Obviously, they are schedulable.
4.3 Partition Scheduling with Quantum Size Require-
ments
So far, we have discussed the partition scheduling problem with regarding to bounded
delay resource partition assuming that context switching may occur at any time. In
practice, this assumption, however, might not hold because the nature of the re-
source may necessitate a quantum-size requirement to enforce atomicity in sharing.
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In fact, it may be argued that all discrete-time computing devices have quantum-
size requirements since on the micro-instruction level, machine instructions are not
interruptible, thus prohibiting context switch from occurring at those time points.
Therefore, in this section, we investigate the partition scheduling problem with
quantum size requirements. We first review some notions concerning regularity par-
titions. Then we look at the scheduling problem where all partitions have the same
quantum size and finally we study partitions having different quantum sizes.
Definition 4.1 The quantum size Q of a partition Π is the smallest length of time
of which any continuous available interval of Π is a multiple.
Definition 4.2 An Extended Bounded Delay (EBD) partition with quantum Π is
a tuple (α, ∆, Q), (0 < α ≤ 1, ∆ ≥ 0, Q ≥ 0), where α is the availability factor
of the partition, ∆ is the partition delay and Q is the partition quantum. When
Q = 0, Π is called a real-number partition that (in this special case) allows infinite
time-slicing.
Example 4.2 EBD Partition Π (1/6, 5, 1) may be considered as a Bounded Delay
Partition (1/6,5) with quantum size of 1.
The difference of the partition scheduling problem for EBD partitions from
Bounded Delay partitions is that for EBD partitions context switching may occur
only at certain discrete time points, as opposed to any time point for the case of
real-number partitions.
Definition 4.3 Integer EBD Partitions are EBD Partitions with quantum size of
1.
There is an upper bound restriction on the quantum size.
Theorem 4.5 The maximum unavailable time interval of Partition Π (α, ∆) is ∆
and the maximum available time interval is ( α(1−α)∆).
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Proof: Consider an available time interval and an adjacent unavailable time
interval of Partition Π as shown in Figure 4.1. Let t1 and t2 denote the start point
and the end point of the available time intervals respectively. Let t3 denote the
end point of the unavailable time interval. According to the definition of the delay
bound,
(S(t3)− S(t2)) ≥ (t3 − t2 −∆)α
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Figure 4.1: Quantum Size Limit
We show that t3 − t2 ≤ ∆ because otherwise
S(t3)− S(t2) = 0
while
(t3 − t2 −∆)α > 0
Contradiction. Similarly we have
(S(t2)− S(t1)) ≤ (t2 − t1 + ∆)α
(t2 − t1) ≤ t2 − t1 + ∆)α
(t2 − t1) ≤ ( α(1− α)∆)
The maximum available time interval is actually the maximum quantum size
for partitions with quantum requirement. Therefore, we have
Corollary 4.1 The maximum quantum size of Partition Π (α, ∆) is ( α(1−α)∆).
For the rest of the dissertation, we assume that the quantum size values are
all within the proper bounds. Now we turn to partition scheduling problem with
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quantum size requirements. We first focus on the scheduling problem of Integer
EBD partitions and later extend the results to General EBD partitions.
Theorem 4.6 EBD Partition group {Πi(αi, ∆i, Q)} (1 < i ≤ n) is schedulable on
a dedicated resource if and only if EBD Partition group Πi(αi,∆i/Q, 1) (1 < i ≤ n)
is also schedulable on a dedicated resource.
Proof: We first construct a mapping between these two schedules and then
show they are essentially equivalent. We label the schedule for Πi as S0 and the
schedule for Π′i as S1. We use S0(t) and S1(t) to denote their supply functions
respectively. Since they both have specific quantum sizes, we only consider those
time points that are multiple of Q for S0 and integers for S1. To show the necessity,
given S0 we construct S1 as follows: Let n denote a non-negative integer. Construct
(n, n + 1) in S1 according to (nQ, (n + 1Q)) in S0, i.e., if during interval (nQ, (n +
1))Q in S0 the resource is available (or unavailable) to Πi, it is also available (or
unavailable) to Π′i during interval (n, n + 1) in S1. Since every Q units of supply in
S0 is mapped to every 1 unit of supply in S1, we have S1(nQ) = S0(n)Q. Therefore,
for any interval (n0, n1) in S1 we have
(Qn1 −Qn0 −∆i)αi
≤ S0(Qn1)− S0(Qn0)
≤ (Qn1 −Qn0 + ∆i)αi
(Qn1 −Qn0 −∆i)αi
≤ S1(n1)Q− S1(n0)Q
≤ (Qn1 −Qn0 + ∆i)αi
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(n1 − n0 −∆i/Q)αi
≤ S1(n1)− S1(n0)
≤ (n1 − n0 + ∆i/Q)αi
Therefore S1 is a valid schedule for Π′i, i.e., partition group Πiis also schedu-
lable on a dedicated resource. Every step above is reversible, and hence sufficiency
also holds.
Theorem 4.7 A partition group which consists of integer partitions Πi(αi, ∆i, 1)
(1 < i ≤ n) is schedulable on a partition Π(α, ∆, 1) if partition group Π′i(αi/α, (∆i−
∆)α, 1)are schedulable on a dedicated resource.
Proof: Since the Π′i are schedulable on a dedicated resource, according to
Theorem 4.6, it follows that (αi/α, (∆i −∆), 1/α) (1 < i ≤ n) are schedulable on a
dedicated resource. We use S to denote a valid schedule for it.
Using the partition scheduling method described in Section 4.2 to construct a
schedule on partition Π, we have a schedule of partitions Πi on a partition Π(α,∆, 1).
Since S is constructed on a dedicated resource but with a lower speed of the resource
where Π resides and the ratio of this lower speed to the speed of the dedicated
resource is α, α units of time in S will be mapped to 1 unit of time in Π. Therefore,
the quantum size also conforms to the requirements.
Theorem 6.1 also transforms the scheduling problem of partitions within a
partition back to the problem of partitions on a dedicated resource.
Example 4.3 Consider scheduling Partitions Π1(1/2, 1, 1) and Π2(1/6, 5, 1) on Par-
tition Π3(2/3, 1, 1). Obviously, they are schedulable while ((1/2)/(2/3), 1 − 1, 1) =
(3/4, 0, 1) is not a schedulable partition on a dedicated resource.
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Similar to context switching, partition delay may possibly occur at any time
interval for real-number partitions while for partitions with non-zero quantum size it
may possibly occur only at intervals that both start and end at quantum boundary
time points. We do not explore much about this property in scheduling methods
in this dissertation because we want to put more emphasis on achieving complete
isolation between different partition levels and also on designing a clean model to
capture the overall characteristic of partitions.
We can easily extend Theorem 6.1 to partitions with different quantum sizes
on different levels.
Corollary 4.2 A partition group {Πi(αi, ∆i, Q′)} (1 < i ≤ n) is schedulable on a
partition Π(α, ∆, Q) if Q is a multiple of Q′ and partition group Π′i(αi/α, Q
′/Q(∆i−
∆)α, 1) is schedulable on a dedicated resource.
Now we consider partitions with different quantum size requirements.
Theorem 4.8 A partition group {Πi(αi,∆i, Qi)} (1 < i ≤ n) is schedulable on a
partition Π(α, ∆, Q) if Q is a common multiple of Q1, Q2, ...Qn and partition group
Π′i (αi, ∆i, LCM(Qi)) is schedulable on Π where LCM(Qi) is the least common
multiple of Q1, Q2, ...Qn.
Proof sketch: Since LCM(Qi) is a multiple of any Qi, quantum size of
LCM(Qi) also meets the requirement of quantum size of Qi.
In Theorem 4.8 for cases where n is large, LCM(Qi) may be a huge number,
thus rendering Π′1 unschedulable on Π. Since the tasks may be scheduled not only
in lowest level partitions but also in other intermediate ones, they may be scheduled
as if the partitions were all on a single flat level. Considering this property and
Corollary 4.2, we may use multi-level partition (vertical) scheduling to simulate
single-level (horizontal) scheduling.
We suggest the following method:
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Suppose we are given a partition group Πi(αi,∆i, Qi) (1 < i ≤ n) to be
scheduled on Π(α, ∆, Q) and Q is a multiple of LCM(Qi).
• Step 1: Compute the divides relation of the set containing LCM(Qi) and the
Qis. Represent this relation as a graph.
• Step 2: Starting from the top level of the graph which is LCM(Qi), schedule
one level at a time using the quantum size one level up.
• Step 3: Repeat Step 2 down to lower levels till all partitions are scheduled or
till they are found to be unschedulable.
We use an example to illustrate the process:
Example 4.4 Consider scheduling partitions Πi (1 ≤ i ≤ 5) with quantum size
(6, 4, 3, 2, 1) respectively on a partition with quantum size of 12.
First, we compute the LCM(Qi) = 12 and draw the graph of the divides
relation for the set (12, 6, 4, 3, 2, 1)
Second, we start from the first level which is 12. Since there is no partition
corresponding to this size we skip it.
Third, we go down to the level of size 6 and 4 where Π1 and Π2 are about to
be scheduled. We use the quantum size of one level up which is 12 to schedule Π1
and Π2.
Fourth, we use the unscheduled part from above which is also a partition with
quantum size of 12 to schedule the lower level that consists of Π3 and Π4. Again we
use quantum size of one level up which is 6.
Finally, to schedule Π5 on the lowest level in the unscheduled part from the
previous step, we simply use quantum size of 1 since there is only one partition yet
to be scheduled.
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One advantage of this method is that instead of promoting the quantum
size of all partitions to the LCM we only promote them to at most one level up.
Therefore, the chance of schedulability is greatly enhanced.
For the scheduling of more partitions, we may also consider bottom-up ap-
proach.
To compute the partition of the unscheduled part on a dedicated resource,
we have the following theorem.
Theorem 4.9 Given a partition group {Πi(αi, ∆i, Q)} (1 ≤ i ≤ n) that is scheduled
on a dedicated resource with quantum size of Q and
∑n
i=1(αi) < 1, the unsched-







Proof: It is obvious that the availability factor and the quantum size of Π are
(1 −∑ni=1(αi)) and Q respectively. We focus on the partition delay. Let use Si(t)
(0 ≤ i ≤ n) denote the supply functions of Πi (0 ≤ i ≤ n). Since they are scheduled
on a dedicated resource which has supply function S(t) = t
n∑
i=0




















(t2 − t1 −
n∑
i=1
(αi(t2 − t1 + ∆i))
≤ (S0(t2)− S0(t1))
≤ (t2 − t1 −
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i=1





































Similarly, we can extend the result to the unscheduled part on a partition.
Theorem 4.10 Given a partition group {Πi(αi, ∆i, Q)} (1 ≤ i ≤ n) that is sched-
uled on a partition Π(α, ∆, Q)and
∑n










Distributed and Parallel RTVR
5.1 Introduction
In previous chapters, we discussed the concept of RTVR only in the context of single
physical resource. In the first part of this chapter, we extend RTVRs to parallel
environments then in the second part of this chapter to distributed environments.
5.2 Parallel RTVRs
Parallel computing has long been an important research area. Recent years have wit-
nessed the increasing availability of small-scale multiprocessors and processor clus-
ters and the burgeoning applications in signal processing, video games and physical
simulations where tasks are run in parallel to meet timing requirements. Examples
range from radar systems with parallel DSPs to servers providing wireless services
[93].
A well-known issue in parallel computing is that the performance of parallel
applications may be substantially degraded unless the scheduling of the processes of
a parallel application is coordinated so that the execution of the processes maintains
an appropriate phase relation with respect to one another. This is because the
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processes of a parallel task (group) usually have control and/or data dependencies; if
the start/stop of one process is temporally misaligned with other processes, the other
processes may have to wait (sometimes wasting cycles by spinning) to get back into
alignment in order to proceed, thus lengthening the completion time of the entire
parallel task. Maintaining temporal alignment is also important for performance
improvement because of more efficient communication among processes and better
utilization of shared caches [54, 84].
Currently, the most popular scheme for coordinated scheduling is gang schedul-
ing [54]. In gang scheduling, all the processes of a parallel task (group) are grouped
into a “gang” and are scheduled to run in parallel on the different PEs (Process-
ing Elements) of a multiprocessor. In order to maintain temporal alignment, the
concurrent preemption and subsequent resumption of all the processes of the gang
on the same set of PEs is supported. This technique ensures high parallelism and
throughput for parallel tasks while providing high overall system responsiveness and
utilization. The gang scheduling technique has been widely adapted in high per-
formance systems such as IBM RS/6000 [52] and is supported by next-generation
operating systems such as the K42 operating system under development at IBM.
The K42 is a new high performance, open source, general-purpose operating system
kernel for multiprocessors [153]. Both real time tasks (hard real time and soft real
time) and gang-scheduled tasks are considered in the K42, together with two other
task types (general purpose and background tasks). In real-time systems research,
Lee et all [93] proposed an indicator called “task utilization workload” to estimate
the amount of time that non-real-time tasks could be scheduled before real-time
tasks would miss their deadlines. Silva et al [142] have studied the worst-case re-
sponse time of gang scheduling in the real-time environment.
For these reasons, we first study the problem of scheduling real time parallel
tasks together with real time sequential tasks (we refer to the latter as local tasks
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since each of them is scheduled only on a pre-assigned processor). In our approach,
we aim to “seamlessly” integrate parallel tasks with local tasks exploiting the isola-
tion property of RTVR. Specifically, we assign separate partitions to the parallel and
local tasks at the first partition level. The clean isolation between different schedul-
ing levels in RTVRs enables parallel task groups on every PE to automatically
synchronize with one another as long as (1) the partition parameters and scheduling
algorithm on the first partition level (the level closest to the physical resource) are
the same on every PE, and (2) the clocks of the PEs are perfectly synchronized
with respect to one another. (Imperfect clock synchronization in practice can be
taken into account by adding the effect of the clock skew to the jitter parameters
of the partitions; we do not elaborate the details for ease of explanation.) Lower
level partitions may be further partitioned to accommodate parallel tasks requiring
different numbers of PEs and those tasks requiring application isolation. Under this
architecture, both parallel tasks and local tasks can be efficiently admitted using
the same admission control schemes as in Chapter 2.
5.3 Parallel RTVRs
The essential idea of RTVR solution is to enable all PEs to automatic synchronize
the execution of the parallel partition by using identical settings on the first level
partitioning on every PE. The detailed description is given below and shown in
Figure 5.1:
• On each PE group all parallel tasks as a parallel task group and all local tasks
as a local task group.
• On each PE compute a set of partition parameters αi and ∆i so that its local
task group is schedulable on such a partition.
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• Choose the largest partition rate αmax among αi and smallest partition delay
∆min among ∆i as the local partition parameters for all PEs.
• Compute another set of partition parameters αp and ∆p for all PEs so that
the parallel task group is schedulable on Πparallel (αp, ∆p).
• Schedule two partitions Πlocal (αmax, ∆min) and Πparallel (αp, ∆p) on the first
level (the level closest to physical resources) in the RTVR partition hierarchy.
• On each PE assign Πlocal to schedule its local task group and assign Πparallel
to schedule its parallel task group.
• Choose a same scheduling algorithm for the first level partitioning on each PE
assuming Πlocal and Πparallel are schedulable.
• Choose a same scheduling algorithm to schedule parallel tasks in the parallel
task group.
• Start all PEs at the same time.
Physical PEs
Virtual Resource (VR) 2Virtual Resource (VR) 1
VR 1-1 VR 1-2 VR 1-3
VR 2-1 VR2-2
Parallel Task Group
for a subset of PEs
Local Task GroupParallel Task
Group for all PEs
Parallel Task
Group for all PEs
Parallel Task
Group for all PEs
Figure 5.1: Parallel Task Structure
Theorem 5.1 The scheduling algorithm described above generates scheduling that
executions of the parallel task group on all PEs are synchronized and neither parallel
task nor local task would miss its deadline.
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Proof Sketch: To show why each processor would run the parallel tasks at
the same time:
• Because on RTVRs changing parameters on a lower level does not affect higher
level scheduling the difference of local tasks among PEs is contained in levels
that are lower than the first one.
• On the first partition level every PE has identical settings that include:
– Same number of partitions.
– Same partition parameters.
– Same resource level scheduler.
– Same task level scheduler used inside parallel task group.
Parallel tasks and local tasks would not miss their deadlines because they are schedu-
lable on their own partitions that in turn are schedulable on each PE.
Let us better illustrate the solution by showing an example.
Example 5.1 Consider scheduling two parallel tasks Tp1 (1, 3) and Tp2 (1, 5) on two
processors τ1 and τ2. There is a local task T1 (1, 7) running on τ1 and another local
task T2 (2, 10) running on τ2. The scheduling approach is applied in the following
steps:
• Group both parallel tasks (Tp1 and Tp2 ) together and assign them a partition
with parameters that satisfy
2∑
i=1
Cpi/(Ppi −∆) ≤ α
i.e.
1/(3−∆) + 1/(5−∆) = α
We choose ∆ as 1 and thus α as 0.75.
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• Because the parallel partition utilizes 75% of CPU, the utilization factor of
the partition for local task could be at most 25%. Let ∆1 and ∆2 denote
the maximum partition delay for the local partition on τ1 and τ2. On τ1,
computing ∆1 from 1/(7 − ∆1) = 0.25 results in ∆ as 3. Similarly, on τ2,
2/(10−∆2) = 0.25 results in ∆2 as 2.
• Choose the smallest value from ∆1 and ∆2 above as the partition delay of local
partition so that the local task(s) on each processor could be schedulable. In
the example, 2 is chosen as the local partition’s partition delay.
• Finally, for either processor, parallel tasks are scheduled on Partition Πparallel
(0.75, 1) and the local task is scheduled on Partition Πlocal (0.25, 2).
5.3.1 Solution Generalization
The result could be extended in the following directions:
• There could be arbitrary number of partitions on the first level as long as the
settings with regard to those aspects mentioned above on that level are the
same on each PE.
• Parallel partitions could also be further partitioned as long as same partition-
ing scheme and parameters are the same on each participating processor.
• Local partitions could also be recursively partitioned as described in [55].
• If there are parallel tasks that run on different numbers of PEs. In a system
with 10 processors, there are parallel tasks requiring all 10 processors and
there are also parallel tasks requiring only 6 processors. In this case, the first
level local partition of those 6 processors could be further partitioned into a
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Figure 5.2: General Parallel Task Structure
5.3.2 Admission Control
Since we study the scheduling problem in open systems in which tasks may join and
leave dynamically, the admission control is an important issue. In order to admit
parallel tasks or local tasks, the admission control schemes proposed in Chapter 2
are directly applicable.
5.4 Distributed RTVRs
Advances in computing applications in recent years have prompted the demand for
distributed computing. Distributed computing is the processing of a data set by
allocating the data and resources among multiple computers, ranging from loosely
coupled computers through networks to tightly coupled computers such as SMP.
Distributed computing in many ways is replacing the need for supercomputers for
most applications by bringing more speed at a much less expensive price. In this
section, we focus on how the concept of RTVR can be utilized by process migration,
an important aspect of distributed computing.
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5.4.1 Process Migration
Process migration is the act of transferring a process among different machines.
It enables dynamic load distribution, fault resilience, eased system administration,
and data access locality. With the increasing deployment of distributed systems
in general, and distributed operating systems in particular, process migration is
again receiving more attention in both research and product development. As high-
performance facilities shift from supercomputers to networks of workstations, and
with the ever-increasing role of the World Wide Web, we expect process migration
to play a more important role and eventually to be widely adopted.
Theorem 5.2 A RTVR Group consisting multi-hops of RTVRs Πi(αi, ∆i) 1 ≤ i ≤
n has a maximum end-to-end delay of
∑n
i ∆i.
Proof Sketch: At each hop Πi, at most ∆i delay may occur. Therefore, for
all hops, at most
∑n
i ∆i may occur.
Theorem 5.2 provides an upper bound for the partition delay in distributed




Resource Locking in RTVR
6.1 Introduction
An important issue of RTVRs that remains unsolved is the resource locking prob-
lem. In previous literature [116, 115, 55], all tasks are assumed to be independent.
However, it is very common for tasks to share some mutually exclusive resources like
shared memory. In this section, we first consider resource locking issues by tasks
from a same partition (intra-partition locking), then we focus on resource sharing
by tasks from different partitions (inter-partition locking).
6.1.1 Intra-Partition Locking
Intra-partition locking is similar to the locking on a dedicated processor. Hence, the
results of traditional Priority Inheritance or Priority Ceiling could be easily extended
to this scenario. For example, let Bi (1 ≤ i ≤ n) denote the maximum blocking
time experienced by task Ti (Ci, Pi) (1 ≤ i ≤ n), to decide the schedulability of Ti
using Priority Inheritance Protocol or Priority Ceiling Protocol and dynamic task




Cj/(Pj −∆) + Bi/(Pi −∆) ≤ α
6.1.2 Inter-Partition Locking
Inter-partition locking without any extra enforcement might cause serious problems.
For example, Tasks T1 and T2 belong to different task groups and in turn different
partitions and they both access a mutually exclusive resource R1. When T1 locked
R1 and is running inside the critical section, T2 tries to lock R1 at the same time
and becomes blocked. T2 might experience unbounded delay in cases like (1) T1
overruns inside the critical section or (2) another task in the same partition with T1
preempts T1 and then fails. The blocking chain would go further. Notice that T2
belongs to a different partition from T1 and is supposed to be isolated from failures
of other partitions. Hence, the application isolation property of RTVRs is violated
due to this type of locking.
Virtual Processor Virtual  Processor
Task Group  Task Group








Figure 6.1: Inter Partition Resource Locking Solution
To solve this problem, we were inspired by the work on locking in Proportional-
Fair systems [71] and propose a resource sever solution described below. For simplic-
ity, we also assume that there are no nested critical sections and thus no deadlock
will occur.
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• For each sharing resource Ri (1 ≤ i ≤ m) , a separate partition is created
as the resource server of Ri. We use Si to denote the server partition. All
requests for accessing Ri will be directed to Si and will be processed in FCFS
fashion.
• Each Si is a provisional partition in the way that whenever its request queue
becomes empty, it will be deactivated and thus be removed from resource
level scheduling, it will become activated whenever there is a pending request
in the request queue. Dynamic RLS shown in Section 3.4 makes this approach
possible.
• Let αi, ∆i (1 ≤ i ≤ m) be the rate and partition delay of Si. The maximum
computation requirement in the request queue is
∑n
k=1 Bk where n is the
total number of tasks that would access Ri and Bk is the longest duration of
accessing Ri for each of those tasks.











where Mj is the number of times the job would access shared resource Rj . If
the job does not lock a certain resource Rj then Mj equals zero.
• Assuming there are N tasks in the task group that is scheduled on partition
Π (α, ∆) the schedulability test for tasks on Pi takes the following form:
N∑
h=1
(Ch/(Ph −∆− Ih)) ≤ α
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The server also needs to implement a mechanism to track the processing
time of each critical section. If a task locks the resource longer than it declares, the
server will intervene and release the lock. Since a job could not have two requests
in the same queue (it would be blocked by the first request before it issues another
request), the resource server does not need to track how many times the job has
requested to access the resource. If the job does lock a resource more often than it
declared, it would only affect its own partition but no other partitions. Hence, the
application isolation property among partitions is still preserved.
6.1.3 Admission Control
In the discussion above, if a new task that would lock resource R requests to join the
system, not only the longest response time for accessing R needs to be recomputed,
but also the schedulability test needs to be performed again for all tasks that access
R. This would incur a much higher computational complexity that is O(N) where
N is the number of tasks that lock R, rather than that of the conventional admission
test that is O(1). To address this issue, we propose a new admission test method.
Let Bnew denote the longest duration that the new task Tnew would access
R. Instead of recomputing Wi, we could re-adjust the server partition Si so that
Wi would keep constant even after admitting Tnew. Let Cnew and Pnew denote the
computation time and period of Tnew respectively, α′i, ∆
′
i be the new rate and the




Bk)/αi + ∆i = ((
n∑
k=1
Bk) + Bnew)/α′i + ∆
′
i
Admitting a new task would then depend on two conditions:
• Successful admission of the new task to the task group that is assigned to
partition Π (α, ∆):
(Cnew/(Pnew −∆− Inew)) ≤ (α−
f∑
j=1
(Cj/(Pj − Ij −∆)))
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where the right side of the inequality has been computed during the start of
the system and previous admission tests and there are f tasks that exist in
the task group when this admission test is performed.
• Successful adjustment of server partition Si from (αi, ∆i) to (α′i, ∆′i) with
complexity similar to adjust an independent task parameter in EDF scheduling
which is O(1).
After the admission, parameters of Si could be fine-tuned by a background
process checking the longest response time of each task that locks R.
6.1.4 Partition Coalition for Resource Locking
The result above could be further improved if each task that would lock a resource
R is the only task in its own partition. This could be done by creating a new
partition level below the existing partition and assigning one partition to the task
that accesses R and assigning other partitions on the same level to other tasks. In
this way, partitions with tasks that were blocked when trying to lock R could join
server partition S to process requests to R. Therefore, we have an additional rule
for resource sharing:
The request for locking R will be processed not only in server partition
S but also in partitions whose tasks are blocked from accessing R.
To apply this rule to resource locking we have:
• When task Ti tries to lock resource R, its partition Πi will join the partition
coalition of the server partition S for R and other partitions with task requests
in the queue of R to process the pending requests together till Ti locks R and
thereafter releases R.
• After Ti releases R, it will withdraw from the partition coalition for R.
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However, to compute the exact bound of the longest response time under
this scheme is not trivial. The longest response time may not occur when all tasks
that access R issue requests at the same time. This is because that a request with
a tiny duration of the critical section, a large partition rate and a small partition
delay would not increase the response time but reduce it. Moreover, the order of the
requests would also affect the response time although the total computation demand
to processing the requests remains the same. It is because on the supply side, the
partition coalitions that process each request are different. In fact, we argue that
to find a request sequence that would incur the longest response time is NP-hard.
Nevertheless, an upper bound that is not that tight would even considerably
reduce the longest response time for Ti. Consider only Πi and S in the partition




Bk = (Wjh −∆h)αh + (Wh −∆S)αS (6.1)
Notice that unlike in Section 6.1.2, the computed longest response time is
different for tasks that access R. This is because each task’s own partition (αh, ∆h)
is considered during the computation. Since ∆m is already taken into consideration
in admission test on Πh:
(Ch/(Ph − Ih −∆h)) ≤ αh
Therefore, from Equation (6.1), we have
n∑
k=1
Bi = Wjh × αh + (Wh −∆R)αR (6.2)
In general cases, Bi is much smaller (locking a variable takes only few in-
struction cycles on the magnitude of micro-seconds) than ∆ that is typically lower
bounded by the system scheduling quantum that is usually on the magnitude of
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milli-seconds. Therefore, using this optimization, the longest response time to lock
a resource would be substantially reduced.
Further improvement could be obtained when Wh is smaller than any parti-
tion delay since each item could not be negative in Equation (6.2). Also notice that
by using this approach, the resource server partition could actually be a dummy
partition with rate of zero as long as all tasks are schedulable. Further research
on resource locking of RTVRs could be pursued utilizing the property of scheduling
quantum so that all critical sections are contained inside scheduling quanta [32, 71].
6.2 Discussion
6.2.1 Relation of Rate and Partition Delay
Throughout the dissertation, the problem of how to choose rate and partition delay
for a certain partition has arisen in many places. The relation between the rate
and the delay is shown on Figure 6.2. The valid value range of partition delay is
(0, Pmin) where Pmin is the shortest period among tasks. In the general case, when
the delay is 0, the rate equals
∑n
i=1 (Ci/Pi); when the delay approaches Pmin, the
rate approaches infinity. Given the rate, the binary search method could be used to
efficiently compute the partition delay in the range of (0, Pmin)
6.2.2 Scheduling Quantum Consideration
So far we have assumed that scheduling (especially task switching) can be per-
formed with time being real numbers. However, many systems have a lower limit
on the smallest time allocation unit, namely, the scheduling quantum. The schedul-
ing quantum may also be viewed as the unit for specifying the precision of time
measurements. It is imperative to consider the effects of scheduling quantum when
we implement the scheduling scheme on real systems. In this subsection we re-
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Figure 6.2: Rate-Delay Relation
examine the issues that we discuss in the previous subsection and we also show the
interdependence among rate, partition delay and the scheduling quantum.
Theorem 6.1 To schedule a partition (α,∆) on a system with scheduling quantum
of Q is equivalent to schedule a task with (H ×Q, bH/αc ×Q as computation time
and period, respectively where H = d∆α/(2Q(1− α))e.
Proof: The scheduling quantum requires both computation time and period
to be multiples of the quantum. Therefore, we need to normalize the result of
Corollary 3.1 with regard to value Q. In order to meet the partition rate requirement,
we put a ceiling function to computation time and put a floor function to task period.
Because of the interdependence of rate, partition delay and scheduling quan-
tum that is discussed in [55], the introduction of scheduling quantum also puts some
constraints on rate and partition delay.
• α ≥ 1/(1+b∆/Qc): The partition will get at least one quantum available time
after the actual partition delay b∆/Qc happens. This puts a lower bound on
the rate which means that the partition rate could not be infinitely small.
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Based on the theoretical results obtained from previous chapters, we have imple-
mented two real-time virtual resource (RTVR) prototypes based on Linux 2.4.18.3
kernel. We used the Linux operating system because of its open source code and
because of its popularity in the personal computing and embedded system area.
Our implementation architecture is shown in Figure 7.1. A CPU is partitioned into
N +1 virtual processors (VP). VP 0, on which all system tasks run, is called system
virtual processor (SVP). All other N virtual processors are called application virtual
processors (AVP). The first prototype implements static resource level scheduling
(Static RLS) which can be applied to systems with a predefined application task
set. The second one implements dynamic RLS (Dynamic RLS) where partitions can
be dynamically join and leave the system. As a general purpose OS, Linux kernel is
not preemptive in kernel mode, which makes accurate CPU partition and deadline
guarantee for real-time applications impossible. In both of our prototypes, (1) the
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kernel is made to be preemptive by spawning a kernel thread for each interrupt ser-
vice routine (ISR) except for ISR 0 which is the routine for timer interrupt; (2) under
the original Linux scheduler, a RLS is inserted to temporally partition the CPU,
and the original Linux scheduler becomes task level scheduler (TLS); (3) system
calls and utilities are provided to assist applications to specify real-time parameters
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Figure 7.1: Real Time Virtual Resource Structure Overview
Linux is an open source, Unix style general purpose operating system which
has become popular not only in server markets, but also in the personal computing
and embedded system area. Our RTVR prototypes are built based on the Linux
2.4.18.3 kernel. However, Linux does not support RTVR directly. Therefore, in this
chapter, we first explain the original Linux kernel structure, then we show what
modifications were made to Linux to support RTVR. The detailed description of
RTVR kernel scheduling implementation will be given and some other issues will
finally be discussed.
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7.2 Original Linux Kernel Structure
Although Linux is still evolving to be stronger and more reliable, the concept behind
kernel process scheduling and state-transition remains unchanged. Figure 7.2 shows
the scheduler framework of Linux kernel 2.4, which is similar to that of kernel 2.2








































Figure 7.2: Linux Kernel State Transition Diagram
After the machine is booted and the kernel is loaded into memory, function
start kernel() does nearly all system initialization work. After some of the com-
ponents of the kernel are initialized, start kernel() forks a process called init, sets
need resched flag and then goes into an idle loop as process 0. As shown in Figure
7.2, ret from sys call will notice that flag need resched is raised and let the scheduler
pick a process to run, which will be init process at that time.
Process init is unique in a number of ways [113]. First of all, it is the first user
process run by the kernel, and it is responsible for firing off all the other processes
that are needed to put the system as a whole into a usable state. Normally it will
set up getty processes to let users login, establish network services such as FTP and
HTTP daemons. Moreover, init is the ancestor of every subsequent process. Since
it is the responsibility of the parent process to clean up after a process that has
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exited. If the parent has exited already, init, which never exits, becomes responsible
for reaping it.
Inside the timer interrupt handler, the priority of the current process will be
dynamically adjusted and the process will be re-inserted into the proper place in the
run queue accordingly. If there is any soft IRQ which needs to be serviced, function
do softirq() will be called to wake up thread ksoftirqd to handle it. Thread ksoftirqd
has a higher priority than most user processes. Usually it will be scheduled to run
immediately after the timer interrupt is serviced.
Whenever a user process performs a system call or an interrupt occurs, the
system goes into the kernel mode. As shown in Figure 7.2, eventually ret from sys call
will be reached. The kernel will (1) pick a new process to run if need resched flag is
set; (2) handle all pending signals, put associated processes into wait/run queue; or
(3) simply continue running the old process. At that point, the process is restored
back to user mode.
7.3 RTVP Kernel Structure
The kernel structure of RTVP is shown in Figure 7.4. A RLS is inserted under
the original Linux scheduler which becomes the TLS now. When a timer interrupt
occurs, the RLS updates system time information and runs the RLS to activate a
particular VP according to the partition table. Then TLS will schedule the tasks
on that VP.
Each VP can have its own customized TLS or share a common TLS with
other VPs. As mentioned above, all VPs share the original Linux scheduler as
TLS in our prototypes. The original Linux scheduler provides 3 scheduling algo-
rithms: POSIX real-time processes can be scheduled either by SCHED FIFO or by
SCHED RR (round-robin) policy; other non-real-time processes are scheduled by
SCHED OTHER policy.
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Each VP owns a dedicated process run queue. When a particular VP is
active, TLS will schedule processes in the corresponding run queue. In this way the
RLS and TLS are cleanly separated and any customized TLS can be easily plugged
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Figure 7.3: New Kernel Process Scheduling and State-Transition Diagram
Figure 7.4: New Linux Kernel State Transition Diagram
The original Linux kernel is not preemptive in the kernel mode in the sense
that when an un-masked interrupt occurs, the kernel jumps into the corresponding
ISR and services it immediately. This limitation makes accurate CPU partition im-
possible, which is required by RTVP. In our prototypes, an ISR thread is spawned
for each non-timer-interrupt service routine by the init process during system ini-
tialization. In this way ISRs can be scheduled and run in appropriate time, which
achieves accurate CPU partition.
ISR threads are assigned to the highest priority by default in our prototypes.
Whenever an interrupt occurs, the corresponding ISR thread will be woke up and
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inserted to the head of a run queue which is the one associated with SVP by default.
When the corresponding VP is activated by the RLS, TLS will guarantee to pick
the ISR thread first and execute it. After the interrupt is serviced, the ISR thread
will be de-queued from the run queue and put into sleep state. Since all ISR threads
are assigned to run on SVP by default, applications running on other AVPs will
not be disturbed by these interrupts, which is highly desirable for hard real-time
applications. Users are allowed to change the priority of any ISR thread and set it
to run on any AVP if necessary so that flexibility is also achieved.
7.4 Scheduling Implementation
We describe in this section the essential data structure of the dynamic RLS kernel.
The static RLS kernel is simpler and can be viewed as a subset of the dynamic RLS
kernel.
• structure partition parameters [MAX PARTITION NUMBER]; it contains:
– float rate;
– float partition delay;
• int scheduling table[2][MAXIMAL LENGTH];
• int effective table length;
The first member data partition parameters is a collection of parameters of
partitions. When a new partition is requested, an admission test will be performed
based on the information of existing partitions. Once it is admitted, the parameters
of an equivalent task are computed. Scheduling tables will be computed based on
those task parameters as if a task were being scheduled. The actual scheduling and
the admission test are dependent on the scheduling algorithm.
100
The second member data scheduling table shows the scheduling tables used
in dynamic RLS. Scheduling according to a table is typically used in time-driven
scheduling systems. It is conceptually simple and proven to be run-time efficient.
Meanwhile, the event-driven scheduling algorithm which is used for dynamic RLS is
notorious for its large scheduling overhead. Take the EDF scheduling algorithm for
example, every time a new job is released or a job finishes the queue of deadlines is
re-evaluated and the job with the earliest deadline will be chosen to run next. In
order to utilize the advantages of both time-driven and event-driven scheduling, we
choose to use tables in dynamic RLS.
Two sets of tables are employed in the implementation. The table computa-
tion task is assigned to the system partition exclusively, which is created to deal with
system tasks. When the OS is scheduling according to one set of tables, the system
partition will work on computing the other set using the scheduling scheme that we
discussed in the previous section. EDF scheduling algorithm is used to schedule the
tasks that correspond to partitions. When the table for scheduling is exhausted,
the two tables will then alternate. This process is shown in Figure 7.5. In this way,
scheduling decision is made in a batch fashion when the system partition is running,




















Figure 7.5: Scheduler State-Transition Diagram
There are several noteworthy issues related to the tables.
First, system partition has to finish computing one set of table before the
other set is exhausted. By checking the length of tables and the partition delay
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parameter of the system partition, this would be easily done.
Second, adding or removing partitions will not be effective until a new set of
tables is computed accordingly and is activated for scheduling. This would induce
a bounded delay for partition related operations. Assuming that partitions in their
nature are more static and are requested also in a more predictable fashion than
tasks, this type of delay is acceptable. Even if the length of delay is too large for
certain systems, the problem could be solved by changing the effective table length
or by immediately recomputing a new set of tables and activating them.
Third, in the case that the system partition is the only active partition, the
tables will not be used and the system partition will have exclusive access to the
processor. The system performance would be the same as in the original Linux. The
transition diagram is shown in Figure 7.5.
The third member data effective table length mandates the effective length
of each table. There are basically three cases where the effective length might need
a change. One is that the delay of partition related operation as mentioned above
is too large. Second, if the scheduling period is less than the total length of these
two tables, the effective length could be set accordingly as a way of optimization,
thus eliminating the need to recompute the tables till any change happens to the
partitions. Third, adjusting the effective length dynamically provides memory-size-
sensitive systems another leverage to balance between memory usage and system
performance.
7.5 Network Virtualization
So far, our discussion is limited to virtualizing processor. In an operating system,
there are many other types of resources such as network, IO and storage. Among
those resources, network is of particular interest to us because 1), network is preemp-
tive on packets’ level, 2), there is strong functionality support for network in Linux.
102
Actually, our implementation takes advantage of Linux network traffic control.
In Linux, traffic control provides queueing systems and scheduling mecha-
nisms to manipulate the time and order of packets as they are transmitted onto the
network. By default, Liunx has a single FIFO queue to collect packets and dequeue
them as fast as the network hardware can accept. Other example traffic control
options include Stochastic Fair Queuing (SFQ),Class Based Queuing (CBQ) and
Generic Random Early Drop (GRED).
We implement a new queueing discipline called Real-Time Virtual Network-
ing (RTVN). Similarly to RTVR, RTVN guarantees the amount of packets trans-
mitted within a certain interval.
The implementation of RTVN is similar to that of Token Bucket Filter(TBF).
The major difference between these two is that the purpose of TBF is to limit the
highest speed of transmission while the purpose of RTVN is to limit the lowest speed
of transmission. Partition delay in RTVN is mapped into the queue depth in TBF
and admission control exists only in RTVN.
7.6 Memory Consumption Concern
Linux allows a maximum of 140 priorities in the system, which means each run
queue associated with a VP has 140 sub-run queue link lists. Partition table(s) and
process run queue link lists for each VP are statically compiled into the kernel.
Since the goal of our prototypes is to demonstrate on personal computing
and embedded devices a computation model that is efficient and achieves a separa-
tion of concerns to real-time requirements among all applications sharing the same
CPU, it is a reasonable expectation that there won’t be many applications running
simultaneously on such a small device. To save kernel memory, we set 6 AVPs in
system. The maximal partition table length is set to 1024 which is long enough in
most practical scenarios.
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7.7 System Calls and Utilities
New system calls are built into the kernel of the prototypes. Utilities which performs
appropriate system calls are also implemented to assist users to manage the partition
table and to pass application real-time requirements to the kernel.
Add Partition/Remove Partition
For each VP, utility add partition checks whether the real-time requirements spec-
ified by application tasks can be met. If not, an error message providing useful
information will be printed out to the user. Otherwise, a new CPU partition ta-
ble based on these requirements will be generated and passed to the kernel via
set cpu partition table system call. Note that in dynamic RLS, the utility will check
whether the partition has the small-rate-small-delay attributes. If so, it will be
added as a small partition.
Remove partition will move a specified partition from the current partition
table.
Get Partition
This utility simply calls system call get cpu partition table and prints out the current
partition table information.
Restore Partition
This utility restores all application tasks on AVPs back onto SVP and resets the
partition table so that CPU is exclusively utilized by SVP.
Set Virtual CPU




This utility calls system call get virtual cpu id and prints out the ID of the VP on
which a given process is running.
7.8 SVP & ISR
SVP has to be given a fair amount of CPU utilization because all newly forked
processes and system tasks such as ISR threads are running on it by default. A
low CPU sharing utilization means a large IRQ response time which may cause
the whole system to be unstable. For example, if SVP shares 5% of the CPU, the
minimal interval between two neighboring partitions allocated to SVP will be 190
ms, assuming scheduling quantum is 10ms.. In the add partition utility program, we
enforce that SVP will share at least 10% of the CPU supply, which leaves enough
CPU supply for applications on AVPs but is the minimum to ensure the system
reliability.
A two-level resource partition is implemented in dynamic RLS. SVP can be
configured as a small partition and grouped with other small partitions to form
a normal partition so that CPU can be shared more efficiently in this way. For
example, if a normal partition shares 10% of the CPU and SVP occupies 1 mini
slot, it actually only shares 1% of CPU but the IRQ response time is almost the
same as if it had shared 10% of CPU in static RLS. The implementation of two-level
resource partitions is achieved by dynamically adjusting the scheduling quantum size
which is the reverse of the timer interrupt frequency.
7.9 Experiments
Several experiments were carried out to study the performance of our prototypes.
(1) The interrupt response time both on static and dynamic RLS were measured. (2)
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We measured the CPU partition scheduling overhead. (3) An H.263 video decoder
and a g-nibble game were selected as real-time applications that coexist to compete
for CPU cycles. We qualitatively evaluate their performance on RTVR and compare
it with that on Linux. (4) A video encoder application which requests mainly CPU
cycles and network bandwidth was selected. We see how RTVR achieved better
performance by appropriate co-partitioning of both resources.
Experiment (1)-(3) were carried on Toshiba Satellite 1100 laptop with an
Intel Pentium III Celeron 1.33 GHz processor and 256 MB RAM. Experiment (4)
were made on a desktop PC with Pentium III 600MHz processor and 256 MB RAM.
After we present the measurement results, we discuss system performance-tuning
problems.
7.9.1 Keyboard Response Time
To study the typical interrupt response on our RTVR, we measured keyboard re-
sponse time. The keyboard uses IRQ 1 in our IBM-PC compatible laptop. The
system is set to have a SVP and an AVP. An instrumentation code is inserted to
measure the IRQ response time. Figure 7.6-(a) shows the average response time to
IRQ 1 over 10 seconds.
In the static RLS prototype, the availability factor of AVP is set to i/8, where
i is an integer in the range [0, 7]. The supply regularity is set to the minimal value
which can accurately represent the corresponding availability factor. For example,
if availability 7/8 is assigned to AVP, to accurately represent 7/8, supply regularity
has to be at least 3 because 7/8 = 1/2 + 1/4 + 1/8. In the dynamic RLS prototype,
the AVP is set as a small partition. The rate of AVP is set to i/10, where i is also
an integer in the range [0, 9].
Unsurprisingly, dynamic RLS significantly reduces the IRQ response time by
adding a small partition layer in RLS, which demonstrates that it can efficiently
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accommodate tasks with small rate and small delay.
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Figure 7.6: Experiment (1)-(3) Results
7.9.2 Scheduling Overhead
The typical CPU partition scheduling overhead consists of RLS execution, TLS
execution and memory operation such as stack swap. Figure 7.6-(b) shows the
maximal context-switching time measured over 10 seconds on both prototypes. Note
that there are 1328940 CPU cycles/ms, which means that the context-switching
overhead increased by adding a RLS layer is less than 0.4%.
The execution time of RLS in static RLS only consists of a table lookup
operation, which is almost constant. In dynamic RLS, the maximal execution time
also consists of a partition table generation, which is conducted once every effective
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table length. The average RLS execution time and context-switching time is directly
related to it. Figure 7.6-(c) plots the average RLS execution time versus effective
table length in dynamic RLS. Obviously, a longer table reduces scheduling over-
head but consumes more memory. The trade-off between table length and memory
consumption should be tuned on an individual platform basis.
7.9.3 Competing for a Single Resource
An H.263 video decoder and a g-nibble game were selected as real-time applications
coexisting to compete for CPU cycles. We qualitatively measure their performance
on RTVR and compare it with that on Linux. The H.263 decoder is a real-time
application which decodes and displays 25 CIF (352 x 288 pixels) frames per second.
The g-nibbles game is an interactive program which requests a small CPU rate but
also a small delay. It can be used to subjectively test keyboard response. Figure 7.6-
(d) shows the maximal number of video decoder threads running on each platform
while the keyboard response is still satisfactory at the same time. Adding one more
video decoder on any platform will either cause the video pictures to suffer from
delays and/or jerkiness, or perceptibly degrade the g-nibble game.
The static RLS prototype is set up with 1 SVP and 3 AVPs. The availability
factor and supply regularity of each AVP is set to 0.25 and 1, respectively. Two video
decoder threads can be run on each AVP with good quality while still satisfying the
g-nibble.
The dynamic RLS prototype is set up with a SVP and 2 AVPs, each of which
is a small partition. The first one shares 40% CPU and runs 3 decoder threads. The
second one shares 50% CPU and runs 4 decoder threads.
This experiment convincingly showed that our RTVR prototypes can accom-
modate more real-time tasks when they compete for the same resource (CPU).
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7.9.4 Competing for Multiple Resources
In this experiment, three identical video encoders were executed simultaneously on
our desktop PC for 10 seconds. Each one encodes the same video file and then
sends the coded stream out. Thus, they mainly compete for CPU computation
and network bandwidth. We show how RTVR achieves better performance by co-
partitioning both resources.
To simplify the test, the video encoder is set to code 1 I frame and then 4 P
frames at the normal rate of 25 frames/s. The average output bandwidth request
by each stream is 50 Kbps. Each encoder can buffer 5 frames waiting to be sent
at most. To see how network scheduling affects the performance, we set the total
available bandwidth to 300 kbps. Each packet is 1k bytes in length. For each frame,
we measure the time difference (in ms) between when it is actually sent and when it
is supposed to be sent. The delay from previous frames will accumulate and result
in the delay of later ones. We set the initial delay as 1000 ms; thus the deadline of
frame k to be sent out can be calculated as 1000 + 40k ms.
Figure 7.7 showed the result with all four combinations of resource partition,
that is, with/without CPU/network partition. Figure 7.7-1 can be seen as the
result when they run on the original linux kernel. Each stream has about 50 %
frames missing the deadline. Figure 7.7-2 is the performance measured with network
partition only. We reserve 100 kbps bandwidth with latency 40 ms for each stream
and the performance is much better than that in case 1, but still stream 2 and 3
have almost 20% deadline miss. Figure 7.7-3 is the performance measured with the
CPU partition only. There is no deadline miss. The gap between deadline and the
actual time when packets are sent increases as simulation continues, which means it
is possible to support more stream(s). 7.7-4 is the performance measured with both
CPU and network partition. As expected, there is no deadline miss. And, the“gap”
is larger compared to case 3, which means the best performance is achieved by
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proper resource co-partitioning.












































































Figure 7.7: Experiment (4) Results
7.9.5 System Performance Tuning
We now discuss how to tune a RTVR system to achieve optimal performance.
The relationship between availability factor and partition delay is shown in
Figure 7.8 in static RLS. For a given availability factor α, the actual partition delay
D depends on the scheduling quantum Q and the supply regularity Rs. For example,
given Q as 10 ms and α as 1/16, if Rs is 1, it is partitioned as 1 out of every 16
quantum which results in D equal to 150 ms. If Rs is 2, it is partitioned as 2 out
of every 32 quanta and D can be as large as 300 ms. In Figure 7.8, the solid line
and dash line represent the minimal and maximal partition delay for any given α
in static RLS, respectively. In dynamic RLS, partition delay cannot be bounded by
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Figure 7.8: Partition Rate versus Partition Delay
Take the H.263 decoder used in the experiment as an example. We measured
its periodic deadline as 40 ms and rate as 1/9. To guarantee the 40 ms deadline,
α on static RLS should be at least 1/4 and Rs be 1 as the point A in Figure 7.8.
Since each one only requires rate 1/9, two decoders can run on the same partition,
which explains the experiment setup of static RLS. Clearly, in the static RLS case,
the deadline of the H.263 decoder is the constraint.
In dynamic RLS, the scheduling quantum of a small partition can be as small
as 1 ms, which makes the rate become the constraint. To maximize the number of
the decoder threads running, we set two small partition AVPs. One shares 40%
of CPU and accommodates 3 threads; the other shares 50% and accommodates 4.
Note that theoretically we can group 8 decoder threads on an AVP sharing 90%
CPU. However, as expected, too many threads grouped together will interfere with
each other which makes some displays un-smooth.
Again, different supply regularity results in different partition delay even
with the same availability factor in static RLS, such as point B and C in Figure 7.8.
A larger supply regularity yields a larger partition delay which may violate the dead-
line of real-time tasks. On the other hand, it provides more scheduling flexibility,
and possibly reduces scheduling overhead. For example, a RM scheduler can ac-
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commodate a task set {(C,P ) | (4, 7), (2, 8), (2, 32)}, where C is the computational
time and P is the task period. However, it cannot accommodate a task set such as
{(C,P ) | (4, 7), (2, 8), (1, 16)}.
Given a set of tasks with different real-time requirements, it is an interesting
question how to tune a RTVR system to achieve optimal performance. We be-
lieve that all responsible factors such as partition delay, scheduling quantum, task





In this dissertation, we present the architecture of Real-Time Virtual Resources
(RTVRs). A RTVR operates at a fraction of the rate of the shared physical resource
and its rate of operation varies with time but is bounded. One or more RTVRs are
scheduled on the physical resource by a resource level scheduler. Tasks within the
same task group are scheduled on a RTVR by a task level scheduler that is specialized
to the real-time requirements of the tasks in the group.
This approach is well suited for an open system environment with a clean
separation of concerns between task group scheduling and partition scheduling. Task
group scheduling depends not on how partitions are scheduled but simply on the
partition parameters. The bounded-delay partition model gives more flexibility on
partition level scheduling as well. Scheduling of a real-time task group in a bounded-
delay partition can be reduced to traditional scheduling on the normalized execution
of a partition with deadlines earlier than their corresponding periods. Guaranteed
jitter can be achieved with the bounded-delay partition model.
Specifically, we investigate the regularity-bounded resource partition model
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on integer domain. We characterize the rate variation of resource partitions from
both temporal and supply dimensions using temporal regularity and supply regu-
larity respectively. We analyze regularity-bounded partitions with respect to the
schedulability of both the fixed priority scheduling and dynamic priority scheduling.
We identify a certain set of partitions as regular partitions whereas the utilization
bounds of both fixed and dynamic priority scheduling algorithms remain the same
for dedicated resources. In fact, the task groups scheduled on regular partitions will
not be able to distinguish whether they are executed on resource partitions or on
dedicated resources. We also discuss the resource level scheduling of partitions by
deriving a number of results that pertain to the construction of regularity-bounded
partitions from regular partitions. These techniques are especially suitable for online
scheduling and highly desirable for open systems.
We also extend RTVRs to a hierarchical structure in Chapter 4. Partitions
on each level are scheduled as if they had access to a dedicated resource. Various
cases of quantum size requirements are considered, thus providing a more practical
approach to construct real-time virtual resources where context switching overheads
can be substantial.
In Chapter 5, we further exploit the isolation property of the RTVR concept
to solve the gang scheduling problem in parallel systems. End-to-end delay bound
of RTVRs in distributed systems is also derived.
In Chapter 6, we investigate the resource locking issue in RTVR and pre-
sented a resource server solution with a highly efficient admission test and an opti-
mization scheme called Partition Coalition that is based on the server solution and
designed to substantially reduce the blocking time due to resource locking.
Finally in Chapter 7, we present our implementation of RTVRs on the Linux
2.4 kernel. Our implementation work gives some credence to a positive answer to
whether RTVRs’ theoretical advantages could actually be realized in practice. The
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design of resource level schedulers is intensively investigated. High level description
of static resource level scheduling and dynamic resource level scheduling are pre-
sented. Modifications made to Linux in order to support RTVR are also explained
in detail. The kernel scheduler implementation is emphasized. In addition, device
virtualization with network as a prototype is also discussed. Several experiments
are finally conducted to measure system performance in various aspects including
IRQ response time, scheduling overhead and memory consumption.
8.2 Future Research
8.2.1 Model Refinement
There are still many open issues to be investigated. The possibility of interaction
between tasks from different partitions may be pursued if the partition independence
is not violated. Utilization bounds may be possible under some conditions. The
scheduling of regular partitions could be improved by approaches similar to those
used in the pinwheel problem. Our jitter bounds are not exact and tighter bounds
may be possible with more sophisticated partitioning schemes.
8.2.2 Scheduling
We may consider further optimization in gang scheduling including (1) improving
gang scheduling fragmentation so as to reduce the high concurrent context switch-
ing costs of parallel processes, (2) exploiting clock synchronization properties, (3)
considering extensions to distributed systems that are more loosely-coupled parallel
systems. Further research on resource locking in RTVR may yield optimization by
utilizing the property of scheduling quantum when all critical sections are contained
inside scheduling quanta [32, 71].
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8.2.3 Implementation
We may also continue our work on improving the implementation. Even though we
have shown that our implementation can deal with more than one resource type,
our longer-term goal is to be able to apply the concept of RTVRs to all types of





In this dissertation, we adhere to the following notational conventions.1
[t] denotes an instant or a period of time
[J] a real-time job (frame)
[T] a real-time task
[n] number of tasks in a system
[C or c] the execution time of a job
[D] the deadline of a job relative to its request time
[P or p] period of a partition or a task, or the minimum separation time of two
consecutive jobs
[Π] a resource partition
1Note occasionally different notations are used in the research literature. For example, C is also
used for task execution time; T may refer to the task period instead of a task.
117
[S] starting time
[S(t)] supply function with regard to time t
[E] end time
[S∗(t)] least supply function with regard to time t
[τ ] task group
[α] availability factor (rate)
[∆] partition delay
[V(t)] virtual time of actual time t
[P(t)] actual time of virtual time t
[Q] Scheduling Quantum
The following acronyms are used throughout the dissertation.
[CPU] Central Process Unit, often referred to as the “processor”
[PE] Processing Unit, as a conventional term used in parallel system.
[EDF] Earliest Deadline First Priority Assignment
[L&L] prefix, refer to the classical Liu & Layland paper [111]
[RMA] Rate-Monotonic Priority Assignment
[RTVR] Real Time Virtual Resource
[AAF] Adjusted Availability Factor
[EBD] Extended Bounded Delay
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[LCM] Least Common Multiple
[TLS] Task Level Scheduling
[RLS] Resource Level Scheduling
[FCFS] First Come First Serve
[VP] Virtual Processor
[SVP] System Virtual Processor
[AVP] Application Virtual Processor
[ISR] Interrupt Service Routine
[RTVN] Real-Time Virtual Networking
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Appendix B
Algorithm to Calculate Least
Supply Function
Algorithm to get S∗(t): We generate the critical pattern, from which S∗(t) can be
easily obtained.
Input: W = ({(S0, E0), (S1, E1), . . . , (SN , EN )}, P )
Calculation of Critical Partition {
δ ← P − EN ; // offset
// Align to the first IBCP point.
W ← ((S0 + δ, E0 + δ), (S1 + δ, E1 + δ), . . . , (SN + δ, EN + δ), P );
V ← W ;
for (i = 1; i ≤ N ; i + +) {






A=0 B=0 A=0 B=1
Va > Vb R if(ti − t + Vb) > Va R[t,t+Va − Vb],N[t+Va − Vb,ti] else R
Va ≤ Vb N N
A=1 B=0 A=1 B=1
Va > Vb R R
Va ≤ Vb if(ti − t + Va) > Vb N[t,t+Vb − Va],R[t+Vb−V a,ti] else N N
Table B.1: Computing Table
Merge(A,B) {
// assume A is the generated partition so far, B is a partition based on an
IBCP point.





ti ← next element of T ;
// Execute the update according to A is increasing or not and B is increasing
or not.
Update values according to Table 1 where R means Replace [t, ti] in A with
B and N means nothing need to be done.
if(A=1) Va+ = ti − t;
if(B=1) Vb+ = ti − t;
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