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Summary 
Results of computer s tud ies  a re  described for  
severa l  codes which have promise fo r  appl ica t ion  
t o  the deep space telemetry channel. Two r a t e  1/2 
t r ia l -and-er ror  convolutional codes and two cyclic 
block codes have been simulated using majority 
dec is ion  decoding f o r  the binary syormetric channel 
and "a pos t e r io r i  probabilixy" (APP) decoding f o r  
the gaussian channel. I n  addi t ion  t o  APP decoding, 
sequent ia l  decoding was examined f o r  a r a t e  112 
shor t -cons t ra in t - length  convolutional code. The 
codes were considered from an energy ef f ic iency  
standpoint for  coherent de tec t ion  of PSK signals.  
Code performance measures include b i t  e r r o r  prob- 
a b i l i t i e s ,  undetected word e r r o r  probabi l i ty  for 
s i x - b i t  telemetry wurds, and a l s o  detected and 
undetected word e r r o r  p robab i l i t i e s  when the codes 
a re  concatenated with a (7, 6) pa r i ty  check code. 
In t roduct ion  
The purpose of introducing coding in to  the 
telemetry l i n k  of a s c i e n t i f i c  deep space probe 
i s  t o  permit an increased information r a t e  a t  some 
allowable e r r o r  r a t e  fo r  a fixed amount of effec- 
t i v e  rad ia ted  power. 
coding scheme f o r  a deep space probe must j u s t i f y  
the required spacecraft  encoder and ground decod- 
ing hardware. Thus, i t  i s  des i r ab le  t o  consider 
schemes t h a t  e i t h e r  require minimum changes t o  
hardware f o r  an ex i s t ing  program or do not require 
excess ive ly  complex hardware fo r  a new program. 
This paper r epor t s  the r e s u l t s  of computer 
simulation s tudies  of severa l  codes t h a t  may be 
appl icable  t o  deep space telemetry l i nks .  Mea- 
sures  of performance and c r i t e r i a  for  comparison 
were d i r ec t ed  toward telemetry l i n k s  which trans- 
f e r  predominately s c i e n t i f i c  measurements o f  space 
phenomena. Although the work was done f o r  poten- 
t i a l  app l i ca t ion  t o  the Pioneer Program, most of 
the r e s u l t s  a r e  of g rea t e r  genera l i ty .  However, 
with t h i s  appl ica t ion  i n  mind some system con- 
s t r a i n t s  a r e  placed on the c lasses  of coding 
approaches t h a t  may be considered. 
The r e s u l t a n t  gain from a 
System Considerations and Constraints 
Code performance depends on the type o f  chan- 
ne l  t h a t  i s  considered. Therefore, a few remarks 
concerning the cha rac t e r i s t i c s  of the S-band deep 
space telemetry channel w i l l  be made, based on 
experimental  t e s t s .*  The c a r r i e r  tracking portion 
"Results of t e s t  runs with DSS receiving 
equipment and a Pioneer PSK demodulator de t a i l i ng  
the s t a t i s t i c s  under various 
i-zt,Lua ~ I I U  b i x  raxes, ana aLs 
decoding r e s u l t s  fo r  suoh a d  
reported i n  a NASA publ'  
of the Deep Space S ta t ion  (DSS) rad io  rece ivers  
a re  b a s i c a l l y  second-order phase-lock-loops (PLL) ; 
therefore,  coherent demodulation of the baseband 
telemetry s igna l  from the phase modulated RF car -  
r i e r  i s  a f fec ted  by the c a r r i e r  t racking  PLL 
signal-to-noise r a t i o .  For a system of fixed 
phase modulation index operating a t  intermediate 
ranges, the phase demodulation of the telemetry 
s igna l  from the c a r r i e r  i s  coherent, since the 
c a r r i e r  re ference  PLL i s  operating with a s t rong  
s igna l .  However, close t o  the maximum design 
range the c a r r i e r  PLL nears "threshold, and hence 
provides a noisy reference fo r  demodulation of the 
baseband telemetry s igna l .  The noise charac te r -  
i s t i c s  i n t o  the da t a  demodulator depend on the PLL 
parameters, p a r t i c u l a r l y  the loop bandwidth. For 
s t rong  PLL s igna ls ,  the sampled matched f i l t e r  
noise output f o r  PSK s igna ls  has been ve r i f i ed  t o  
be independent, addi t ive ,  and gaussian. I n  the 
region near threshold, the ove ra l l  d i s t r i b u t i o n  
of the mtched  f i l t e r  outputs i s  s t i l l  gaussian, 
bu t  the noisy reference causes considerable i n t e r -  
symbol influence,  i . e . ,  the channel exh ib i t s  mem- 
ory.  Except i n  the region of signal-to-noise 
r a t i o  corresponding t o  the maximum design range, 
the c l a s s i c  independent addi t ive  gaussian channel 
i s  an adequate model f o r  simulations.  
It was des i red  t o  apply coding techniques t o  
systems t h a t  u t i l i z e  s t a t e -o f - the -a r t  modulation 
and demodulation schemes. These may be typ i f i ed  
f o r  the approximately gaussian S-band deep space 
channel by the coherent PSK system a s  mechanized 
f o r  the Pioneer program. This system can provide 
sampled and quantized matched f i l t e r  outputs f o r  a 
decoder. For r a t e s  a s  low as  16-b i t s  per second, 
t e s t s  have indicated t h a t  with minor equipment 
modifications, coherent dpmodulation can be accom- 
plished f o r  Es/No 2 0 dB with a mechanization 
l o s s  of l e s s  than one dB from theore t i ca l .  (Es/No 
i s  the s igna l  energy per transmitted b i t  per noise 
spec t r a l  dens i ty . )  This then s e t s  a bound on the 
code r a t e s  t h a t  can be considered. I n  order t o  
achieve a coding gain of ,  say 
e r r o r  r a t e  requirement of lo-', the lowest r a t e  
codes t h a t  can be considered a re  about r a t e  1/2. 
3 dB f o r  a b i t  
Another cons t r a in t  i s  placed on the  encoder 
complexity. Since the encoder f o r  the telemetry 
l i n k  i s  i n  the spacecraft ,  it i s  des i r ab le  t o  keep 
the encoding function a s  simple as  poss ib le  f o r  
reasons of weight, power, and r e l i a b i l i t y .  The 
longer the cons t ra in t  o r  block length the more 
complex the  encoder becomes; hence, only r e l a t i v e l y  
shor t  length codes a re  appropriate.  
An add i t iona l  consideration i n  se l ec t ing  
coding approaches i s  the method of decoding. For 
deep space telemetry, the receiving s t a t i o n s  have 
general  purpose computers which a r e  usua l ly  used * 
for d e c o m t a t i o n  of se lec ted  s c i e n t i f i c  and 
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engineering d a t a  fo r  real-t ime monitoring. 
Provided the addi t iona l  computation load i s  
not too heavy, t h i s  computer may be employed for  
the decoding function. Hence, only codes requi r -  
ing  r e l a t i v e l y  small amounts of decoding computa- 
t i o n  a re  appropriate.  
A s  a r e s u l t  of the above cons t ra in ts  and 
considerations,  threshold decoding and sequential  
decoding were studied. 
Threshold Decoding 
Threshold decoding of both convolutional and 
cyc l i c  block codes has been described by 1viassey.l 
Two types of threshold decoding were derived: 
majority dec is ion  decoding, and a p o s t e r i o r i  prob- 
a b i l i t y  (APP) decoding. 
channel, Massey computed the  p robab i l i t y  of incor- 
r e c t l y  decoding the f i r s t  information b i t  f o r  
majority decision and APP decoding, from which the 
b i t  e r r o r  r a t e  may be estimated. 
ing  i s  p a r t i c u l a r l y  a t t r a c t i v e  from a hardware 
mechanization point of view; however, t he  theory 
ind ica t e s  i t s  performance for the deep space 
telemetry appl ica t ion  i s  inadequate. 
f o r  the gaussian channel was suggested by Massey 
t o  improve performance a t  the expense of complex- 
i t y ,  bu t  the amount of improvement was not known. 
The (73, 45) and (15, 7) cyc l i c  block codes, 
which have been found t o  be threshold decodable,2 
were the block codes t h a t  were majority and APP 
decoded. 
e ra ted  by a l i n e a r  feedback s h i f t  r e g i s t e r  which 
computes the p a r i t y  b i t s  by 
For the  b inary  symmetric 
Majority deccd- 
APP decoding 
The p a r i t y  b i t s  f o r  these  codes a r e  gen- 
+ in-35 + in-- + in-,, 
where 
information b i t s  and i, . . . i,, are  p a r i t y  b i t s  
f o r  the  (73, 45) code, and 
n = 46, 47, . . . , 73, i, . . . i,, a r e  
in = in-l + in-3 + in-7 n = 8, 9, . . . 1 5  
f o r  the (15, 7)  code. 
I n  t h i s  paper there  w i l l  be no attempt t o  
der ive  t h e  theory of threshold decoding o r  t o  
expla in  i t  i n  d e t a i l  since i t  i s  adequately cov- 
ered i n  reference 1, but  r a the r  a few r e m r k s  w i l l  
be made about the  bas ic  pr inc ip les .  
For the  binary symmetric channel, a s e t  of J 
orthogonal A equations i s  evaluated, where each 
A equat ion  cons is t s  of the e r r o r  term f o r  the b i t  
t o  be decoded, a s  well  as  o ther  e r r o r  terms, but 
none of t he  other e r r o r  terms occur more than 
Once i n  the  s e t  of A equations. I n  equation 
form t h e  r u l e  f o r  e r r o r  cor rec t ion  i s  el1 = 1 if 
.T -  an>^ J
n= 1 
where eli i s  the  e r ro r  term of the decoded b i t .  
For a channel when a l l  the received b i t s  do 
not have the  same e r r o r  p robab i l i t y  and each prob- 
a b i l i t y  i s  known a t  the rece iver ,  t h i s  information 
can be used t o  extend majority decoding t o  the so-  
ca l led  APP decoding. The sane code t h a t  i s  major- 
i t y  dec is ion  decodable may be APP decoded by the  
following general  ru l e .  Choose el1 = 1 i f  
n=i  
where T = 112 wi; w i  a r e  weights which a r e  
functions of the  p robab i l i t i e s  of the received 
b i t s ;  and T i s  the threshold. 
i=o  
The p r inc ip l e  of majority dec is ion  and APP 
decoding of t r i a l - and-e r ro r  convolutional codes i s  
the same a s  fo r  cyc l ic  block codes; namely, a s e t  
of orthogonal A equations i s  evaluated f o r  each 
b i t  decoded and r u l e  (1) o r  (2 )  i s  used. 
The (24, 12) and (44, 22) t r i a l - and-e r ro r  
convolutional codes’ were simulated by computer 
using both majority decoding and APP decoding f o r  
the gaussian channel. These codes were chosen 
since they have r e l a t i v e l y  shor t  cons t ra in t  l ength  
and t h e i r  performance w i l l  be taken a s  represen- 
t a t i v e  of t h i s  c l a s s  of codes. 
The encoders f o r  the  (24, 12) and (44, 22) 
codes cons is t  of 12 and 22 s tage  tapped s h i f t  reg-  
i s t e r s ,  respec t ive ly ,  f o r  the computation of  par- 
i t y .  For every information b i t  i n t o  the encoder a 
p a r i t y  b i t  i s  computed according t o  the r u l e  
pn = in + in-6 + in-7 + in-s + in-lo + in_,, 
n = 1, 2, . . . and in-k = 0 f o r  n-k 5 0 
f o r  the  (24, 12) code and 
P = i n  + in-,, + in-,, + in,l6 + in-l7 n 
+ in,l, + in-20 + in-21 
n = 1, 2, . . . in-k = 0 f o r  n-k 5 0 
f o r  the (44, 22) code. 
Measures of Performnce 
For comparing codes, unifying measures of 
performance a r e  des i rab le .  These measures should 
r e f l e c t  t he  p a r a m t e r s  of d a t a  accuracy mst s i g -  
n ig icant  t o  the  spacecraft  experimenter. 
block codes, the  block e r ro r  p robab i l i t y  usua l ly  
i s  calculated and f o r  convolutional codes with 
threshold decoding the p robab i l i t y  of f i r s t  e r r o r  
i s  determined. From these the  b i t  e r r o r  probabil-  
i t y  may be estimated. For e r r o r  cor rec t ing  coding 
~ck . ,cxc . ,  CCCO ~ r !  e r r n r  i q  mRdp t he re  i s  a tendency 
t o  decode severa l  b i t s  i n  e r ror .  But t h i s  e r r o r  
bu r s t  e f f e c t  d i f f e r s  with the coding technique and 
may a f f e c t  the  user d i f f e ren t ly ,  depending on h i s  
m i n i m  u n i t  of i n fo rmt ion .  I n  most cases a 
For 
measurement f o r  a s c i e n t i f i c  
quantized i n t o  seve ra l  b i t s .  
experiment i s  
P a r t i c l e  and f i e l d  
type experiments ( i . e . ,  plasma, cosmic ray, and 
magnetometer measurements) genera l ly  use a t  l e a s t  
one telemetry word a s  a minimum u n i t  of informa- 
t ion.  
i t y  check b i t  added. 
information and a p a r i t y  check scheme as a r e f e r -  
ence, two parameters a re  of i n t e r e s t  from the  
experimenter's po in t  of view. One i s  the de l e t ion  
r a t e  determined by p a r i t y  de t ec t ion  and the second, 
and most important, i s  the  undetected word e r r o r  
r a t e .  
For Pioneer t h i s  i s  a 6 -b i t  word with a p a s  
With a word as a uni t  of 
Thus, t he  6 -b i t  word e r r o r  r a t e s  a re  tabulated 
i n  addi t ion  t o  the usual b i t  e r r o r  ra tes .  The 
encoded d a t a  source was a l s o  assumed t o  cons is t  of 
6 b i t s  of information p lus  a p a r i t y  check bi t .  
For t h i s  case the  e r ro r s  i n  the  decoded da ta  stream 
were tabula ted  according t o  the proportion of odd 
and even numbers of e r r o r s  i n  7-bit  word groupings, 
thereby g iv ing  the p a r i t y  de tec t ion  and undetected 
e r r o r  r a t e s ,  respec t ive ly .  
Per formnce  of Threshold Decoding 
Methods of Feedback 
For threshold decoding, performance i s  i n f l u -  
enced by the  type of feedback s t r a t egy  used. Two 
types of feedback with APP decoding on the gaus- 
s i a n  channel were t e s t ed  on the  (15, 7 )  and (73, 
45) codes, namely, hard decision feedback and fu l l  
APP feedback.* Hard dec is ion  feedback assumes 
t h a t  a f t e r  a b i t  i s  decoded i t s  e r r o r  p robab i l i t y  
i s  zero. This means t h a t  the  terms used i n  com- 
puting the  weighting fac tors ,  w i ,  f o r  decoding a r e  
appropr ia te ly  m d i f i e d  a f t e r  each b i t  i s  decoded. 
F u l l  APP feedback implies t h a t  a f t e r  each b i t  i s  
decoded the  b i t  e r r o r  p robab i l i t y  determined dur- 
ing  decoding i s  fed back t o  the appropriate terms 
i n  the w i .  
p robab i l i t y  a f t e r  each b i t  i s  decoded depends 
s t rong ly  on t h e  b i t  e r r o r  p robab i l i t y  of m n y  
o ther  b i t s .  Nevertheless, t he  fu l l  APP decoding 
method f o r  cyc l i c  block codes i s  shown i n  the next 
s e c t i o n  t o  perform somewhat b e t t e r  than hard dec i -  
s ion  feedback APP. 
back w a s  used f o r  the  convolutional codes tes ted .  
However, r ecen t ly  D r .  G. D. Forney, Jr., has shown 
that f u l l  APP feedback f o r  convolutional codes 
gives seve ra l  t en ths  of a dB advantage over hard 
dec i s ion  feedback. 
It should be noted t h a t  t he  b i t  e r r o r  
Only the hard dec is ion  feed- 
Decoding Simulations 
Threshold decoding experiments were performed 
on an IBM 7094 computer. For APP decoding, t h e  
stmulated gaussian channel, using matched f i l t e r  
de t ec t ion  of PSK s igna ls ,  was represented by a 
sampled and 6 -b i t  quantized output. This output 
i s  a gaussian random var iab le  t h a t  i s  proportional 
t o  the  b i t  l o g  l ike l ihood r a t io ,  which i s  the cen- 
t r a l  q u a n t i t y  used i n  computing the weighing 
*This feedback s t r a t egy  w a s  suggested by 
D r .  G. David Forney, Jr., of Codex Corporation who 
i s  performing supplementary coding s tud ie s  f o r  
Ames Research Center under Contract NAS2-3637 
f ac to r s ,  W i ,  f o r  APP decoding. Quant iza t ion  t o  
6 -b i t s  was used s ince  f i n e r  quant iza t ion  was shown 
t o  achieve negl ig ib le  add i t iona l  gains. 
For low values of Es/No, about 0 t o  2 dB, a 
l a r g e  number of p o t e n t i a l  e r r o r  causing events a re  
encountered. However, f o r  higher Es/No, a very 
long b i t  stream would have t o  be examined t o  ob ta in  
a s u f f i c i e n t  s t a t i s t i c a l  sample, which would 
requi re  an excessive amount of computer time. 
Therefore, code performances f o r  high Es/No were 
determined by examining only po ten t i a l  e r ro r  
causing s i tua t ions .  
(15, 7 )  Cyclic Block Code 
Figures 1 and 2 show on a b i t  and on a word 
e r r o r  p robab i l i t y  b a s i s  t h a t  APP decoding has a 
l a r g e  e r r o r  reduction capab i l i t y  beyond t h a t  of 
unweighted (majority dec is ion)  decoding. This 
comes from the f a c t  t h a t  APP decoding makes e f f i -  
c i en t  use of the  received b i t  log  l ike l ihood ratios. 
On the  o ther  hand, while majority decoding always 
cor rec ts  two e r ro r s  i n  the (15, 7 )  code, APP decod- 
ing  w i l l  sometimes make output e r r o r s  i n  such cases, 
which accounts f o r  as much as 20 percent of the 
e r ro r s  made f o r  
na l  energy per information b i t  transmitted per 
noise spec t r a l  dens i ty) .  
f o r  lower Eb/No, which means t h a t  eventually, the 
curves f o r  APP and majority decoding would i n t e r -  
sec t .  A t  t h i s  point,  the decoded e r r o r  r a t e  i s  so 
high tha t  ne i the r  decoding scheme would be of any 
use. Figure 1 shows t h a t  majority decoding has a 
very l imi ted  gain over no coding of only 1 dB a t  a 
b i t  e r ro r  p robab i l i t y  of and the coding ga in  
reduces r ap id ly  as  &/No decreases. APP decoding 
tends t o  keep the coding gain constant over the 
region of i n t e re s t ,  with a gain of about 2.6 dB 
over no coding. Note t h a t  there  i s  a smll improve- 
ment i n  performance f o r  f u l l  APP compared t o  hard 
dec is ion  feedback decoding. 
?+,/No = 4.4 dB (%/No i s  the  s ig -  
This e f f e c t  ge ts  worse 
Since the  simple seventh b i t  p a r i t y  check 
(7, 6) code seems t o  work so well when a small 
de l e t ion  r a t e  i s  permitted, i t s  e f f e c t  was inves t i -  
gated when used with the  d i f f e r e n t  codes. A s  f i g -  
ure 2 shows, the  performance, which includes the 
r a t e  loss of 0.67 dB, i s  s l i g h t l y  worse by 0.2 dB 
but  the de l e t ion  r a t e  with coding and the 6-b i t  
p lus  p a r i t y  b i t  da t a  i s  negl ig ib le  compared t o  t h a t  
of the seventh b i t  p a r i t y  check code alone. 
It w i l l  be noted that with cyc l i c  block codes, 
such as  the  (15, 7 )  code, it i s  poss ib le  t o  decode 
the p a r i t y  b i t s  f i r s t ,  and then the  information 
b i t s .  This would be a usefu l  technique f o r  the 
full APP decoding, s ince  the  word e r r o r  p robab i l i t y  
f o r  the second " -b i t  word i s  about 112 t h a t  of the 
f i r s t  word. The APP hard dec is ion  feedback decod- 
ing  has the same word e r r o r  p robab i l i t y  f o r  the 
two 7 - b i t  words, and it would be wasteful of com- 
puter  time t o  decode the  p a r i t y  check b i t s  a l so .  
The performance curves of t h i s  code a r e  shown 
i n  f igu res  1 and 3. Most of the  remarks made f o r  
t he  (15, 7 )  code apply a l s o  t o  the (73, 45) code, 
- .  
except t h a t  i t s  performance i s  considerably be t te r .  
There i s  a l so  a c l e a r  advantage compared t o  the 
seventh b i t  p a r i t y  check code, a t  l e a s t  as  f a r  as 
APP decoding i s  concerned. For %/No = 4.4 dE3 
(corresponding t o  a channel b i t  e r ro r  r a t e  of 
Pe = 3 percent),  it i s  c l e a r l y  established t h a t  
the f u l l  APP decoding i s  superior t o  hard dec is ion  
APP decoding. This was, therefore,  the  only  method 
used f o r  the 1 percent runs, since these runs must 
be longer than the 3 percent runs t o  ge t  s t a t i s -  
t i c a l l y  s i g n i f i c a n t  data.  
Figure 4 shows the word e r r o r  p robab i l i t y  
, 
I 
normalized t o  the f i r s t  word as  a function of t he  
word pos i t i on  i n  the  block f o r  various decoding 
systems. The f igu re  i l l u s t r a t e s  the  e f f e c t  of t he  
d i f f e r e n t  types of feedback. Data points for 
majority dec is ion  decoding i n  which the o r i g i n a l  
b i t  dec is ion  i s  fed back a r e  not shown since they 
were not  measured. But, it i s  c l e a r  that the  cor- 
responding curve ( f i g .  4 )  should be the hor izonta l  
l i n e  I, s ince  the  word pos i t i on  i n  the block w i l l  
not a f f e c t  any coding decisions.  Curve I1 shows 
the  b e n e f i c i a l  e f f e c t  o f  hard dec is ion  feedback 
f o r  majority decoding. This e f f e c t  becomes even 
more pronounced f o r  APP decoding with hard decision 
feedback (curve 111). 
off  rapidly.  Curve IV shows f u l l  APP decoding f o r  
i d e n t i c a l  da ta .  A s  expected, it s t a r t s  out l ike 
the  one f o r  hard dec is ion  APP feedback, bu t  the 
improvement continues a l l  through the  block. This 
c l e a r l y  shows t h a t  it i s  worthwhile t o  decode t h e  
p a r i t y  check bi ts  f i r s t  and then the  information 
b i t s .  It should be noted t h a t  f i gu res  2 and 3 
give the  performance f o r  decoding a l l  of t h e  
received b i t s ,  both information and par i ty .  
add i t iona l  improvement from the ex t r a  e f f o r t  o f  
decoding the  p a r i t y  b i t s  f i r s t  f o r  the (73, 45) 
code can be estimated from f igu re  4. 
A l a r m  Reset f o r  Majority Decision Decoding of 
Convolutional C o d ~ s  
But t he  improvement l e v e l s  
The 
For threshold decoding of convolutional codes, 
once a b i t  i s  decoded i n  e r r o r  the  next successive 
b i t s  have a r e l a t i v e l y  high probabi l i ty  of being 
decoded inco r rec t ly .  This e r ro r  propagation e f fec t  
can be minimized f o r  majority decision decoding 
by e r r o r  counting. That is, when the decoder i s  
”cor rec t ing”  more than the correcting capacity of 
the code, an ”alarm” f o r  feedback r e s e t t i n g  o f  
terms i n  t h e  A equations can be used t o  minimize 
t h i s  propagation e f f e c t .  For example, on the 
(24, 1 2 )  code with majority decision decoding, 
alarm r e s e t t i n g  occurs when the decoder output 
i nd ica t e s  a run of four e r ro r s  without an i n t e r -  
vening sequence of f i v e  cor rec t  information and 
p a r i t y  b i t  pa i r s .  
(24, 12 )  Convolutional Code 
I n  s p i t e  of i t s  higher e r ro r  correction capa- 
b i l i t y ,  t h e  performance of the (24, 12)  convolu- 
t i o n a l  code ( see  f i g s .  5 and 6) i s  not much b e t t e r  
?hay that cf the (15; 7) block code f o r  majority 
dec is ion  decoding. Figure 7 shows some of the 
d e t a i l s  of t h e  d ispers ion  of e r ro r s  made by t h e  
decoder. The decoder s l i d e s  i n t o  a b i t  stream, 
which conta ins  a po ten t i a l  e r r o r  causing s i tua t ion  
within a cons t ra in t  l ength  of 12 information and 
12  p a r i t y  bits .  Figure 7 (a )  shows t h a t  some out -  
pu t  e r r o r  pa t t e rns  e x i s t  t h a t  a r e  35 b i t s  long. 
Comparison of f igu res  7(a)  and 7 ( b )  shows t h a t  the 
alarm indeed reduces the  average length  of the 
e r r o r  pa t te rns ,  and a l s o  removes the curious peak 
a t  a d is tance  of 14 b i t s .  
reduces the  average number of e r r o r s  per po ten t i a l  
e r r o r  causing s i tua t ion ,  t he  a c t u a l  number of ou t -  
pu t  e r ro r  packets i s  increased. For APP decoding 
t h e  alarm i s  not  usefu l  because the  e r r o r  d i sper -  
s ion  i s  much l a rge r  than t h a t  f o r  majority decision 
decoding. However, t h i s  i s  compensated by the f a c t  
t h a t  the  number of output e r r o r  events per e r r o r  
causing s i t u a t i o n  i s  much smaller. Another f a c t  
worth noting i s  that the shape of the  d ispers ion  
curves seems t o  be independent of the number of 
input e r r o r s  per po ten t i a l  error-causing s i tua t ion .  
Even though the alarm 
(44, 22) Convolutional Code 
When comparing f igu res  6 and 8 one not ices  
t h a t  for the  convolutional code the re  i s  a 0.4 dB 
loss i n  performance r e s u l t i n g  from concatenating 
the  seventh b i t  p a r i t y  check code, while t he re  I s  
only a very small l o s s  f o r  t he  (73, 45) block code. 
This i s  explained by the f a c t  t h a t  e r ro r s  occur 
more of ten  i n  bunches i n  the  (44, 22) convolutional 
code than i n  the  (73, 45) block code. This r e s u l t s  
i n  a r e l a t i v e l y  high r a t i o  of double e r r o r  words 
t o  s ing le  e r ro r  words, thus the seventh b i t  p a r i t y  
check code i s  i n e f f i c i e n t  i n  de t ec t ing  decoding 
e r ro r s .  A s  f a r  as  e r r o r  d i spers ion  i s  concerned, 
the remarks made f o r  the (24, 12) code hold, except 
t h a t  the average d ispers ion  has a l so  increased with 
the  increased cons t ra in t  length.  
Sumnary of Test Results f o r  Threshold Decoding 
To summarize the  type of r e s u l t s  obtained, 
assume t h e  following condition. 
word e r r o r  r a t e  was not t o  exceed lo-’; then, f o r  
no coding the %/No required i s  about 10.5 dE3, 
while the  undetected word e r r o r  r a t e  f o r  t he  simple 
p a r i t y  check code requi res  only 7.8 dB. Of course, 
t h i s  includes a 4 . 6 ~ 1 0 - ~  word de le t ion  r a t e  (due 
t o  p a r i t y  tagging). I f  one considers t h i s  de l e t ion  
r a t e  negligible,  then, f o r  majority decoding, only 
the  (73, 45) code shows a moderate improvement of 
0.8 dB over the  seventh b i t  p a r i t y  check code. For 
APP decoding a l l  codes show an improvement: 0.2 dB 
f o r  the (15, 7), 1.0 dB f o r  the (24, 12 ) ,  1 .5  dB 
f o r  the (44, 22), and 2.0 dB f o r  the (73, 45) code. 
For a l l  codes investigated,  APP decoding shows 
about a 1 .5  dB gain over major i ty  dec is ion  decoding. 
Figure 9 helps t o  v i sua l i ze  the e r ro r  bunching 
Suppose %he 6 -b i t  
t h a t  occurs a f t e r  decoding. The f igu re  i s  essen- 
t i a l l y  a p lo t  of double e r r o r  7 - b i t  words vs. s i n -  
g l e  e r r o r  7 - b i t  words, The s t eepes t  curve is  f o r  
the (7, 6) p a r i t y  check code used alone, and cor- 
responds to  a binomial d i s t r i b u t i o n  of e r ro r s  per 
word. The remaining curves show t h a t  there  a re  
many more double e r r o r  words a f t e r  decoding than a 
binomial d i s t r i b u t i o n  of such e r r o r s  would suggest. 
The l e a s t  e r r o r  c1usr;ering W C C U ~  iu t;lc (73 ,  
code, when i t  i s  f u l l  APP decoded. This i s  the 
reason why, except f o r  t he  last  mentioned code, the 
seventh b i t  p a r i t y  check code concatenated on the 
o the r  codes genera l ly  r e s u l t s  i n  a performance 
degradation. 
Sequential  Decoding 
Theore t ica l ly  the limit f o r  sequent ia l  decod- 
ing i s  3 dB from Shannon's l i m i t  f o r  coding. This 
l i m i t  f o r  sequent ia l  decoding can be achieved w i t h  
s u f f i c i e n t l y  low r a t e  codes of "long" cons t ra in t  
length.  However, even a t  r a t e  112 and with shor t  
cons t ra in t  l ength  convolutional codes, sequent ia l  
decoding can r e s u l t  i n  a coding gain compared t o  
competitive schemes ( i n  terms of system complexity) 
such a s  threshold decoding f o r  the  gaussian channel. 
For sequent ia l  deccding, the cons t ra in t  
length of the code can be made long enough t o  make 
the p robab i l i t y  of decoding a b i t  i n  e r r o r  negl i -  
gible.  However, f o r  decoding with the computer a t  
the Deep Space S ta t ion ,  decoding speed consider- 
a t i o n  l i m i t s  the code cons t ra in t  length i f  e f f i -  
c i e n t  programing i s  t o  be rea l ized .  The con- 
s t r a i n t  l ength  i s  l imi ted  t o  25 information b i t s  
s ince  the  encoder s h i f t  r e g i s t e r  rep l ica  i n  the 
decoder, which i s  required t o  hold the  24 most 
recent information b i t s ,  can be represented by one 
24-bit  r e g i s t e r  i n  the  SDS 920 computers. 
. 
When convolutional encoding and sequent ia l  
decoding a r e  applied, other f a c t o r s  ( i n  addi t ion  
t o  code r a t e  and cons t r a in t  l ength)  t h a t  must be 
considered a r e  the  block length f o r  synchroniza- 
t i o n  and the s i z e  of the  synchronization sequence 
per block. 
For a p a r t i c u l a r l y  "noisy'' segment of da t a  t o  
be decoded, the  search time required i n  sequential  
decoding may be qu i t e  long and hence the amount of 
time and b u f f e r  s torage  may be inadequate t o  decode 
a block of d a t a  completely. 
t he  buf fer  overflow problem. 
sequent ia l  decoder t o  recover f o r  decoding, a 
method of resynchronization i s  necessary. 
i s  pe r iod ica l ly  t o  send through the encoder a 
sequence of known da ta  equal t o  the cons t ra in t  
l ength  of t he  code. This e s s e n t i a l l y  segments the 
coded d a t a  sequence i n t o  independent blocks. An 
a l t e r n a t i v e  i s  t o  r e s e t  (between input information 
b i t s )  the encoder t o  zeros per iodica l ly ,  thus cut- 
t i n g  the code t ree .  I n  order t o  p ro tec t  the l a s t  
information b i t s  j u s t  before the  encoder i s  rese t ,  
a known sequence, which may be l e s s  than a con- 
s t r a i n t  length,  should be encoded j u s t  p r io r  t o  
the encoder r e se t t i ng .  
This has been termed 
I n  order f o r  the  
One way 
For the  Pioneer application, the present 
frame s i z e  i s  224 b i t s  w i t h  a 7 - b i t  frame synchro- 
n i za t ion  word adjacent t o  a 7 - b i t  mode iden t i f i ca -  
t i o n  word. Af te r  i n i t i a l  synchronization, both of 
these words can be used a s  known words t o  form a 
14 -b i t  sequence p r i o r  t o  the  encoder r e se t .  
i s  conveniently done every frame and was used as a 
reference f o r  simulations. 
This 
A computer program was wr i t ten  which imple- 
*.J L 7 . .  - A J - 1  ,3--.-.2<-- ..,-- - - 4 C L -  3 
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The coding simulations were performed on an 
IBM 7094 computer; the channel was assumed t o  
cons i s t  of a sampled and 3 -b i t  quantized output 
of a matched f i l t e r  f o r  PSK s igna l s .  
The (50, 25) code was determined through a 
two-step process. A code optimization technique 
reported by Lyne4 was used t o  obta in  two (42, 21) 
equivalent codes. The code wi th  the  most symmet- 
r i c a l  encoder connections when viewed from both 
ends of the encoder was chosen. (The reason f o r  
t h i s  c r i t e r i o n  was t h a t  a reverse  decoding tech- 
nique has been inves t iga ted  i n  order t o  reduce 
undetected e r ro r s . )  Due t o  the  excessive amount 
of computer time required t o  extend the code t o  
(50, 25) by Lyne's method, the add i t iona l  encoder 
connections were determined by sequent ia l  decoding 
s i m l a t i c n s  with the  r e m i n i n g  combinations. The 
code se l ec t ion  was based on minimizing undetected 
e r ro r s ,  and the se lec ted  code computes p a r i t y  
according t o  the ru l e  
+ in,l, + in_,, + in-14 + in-,, + in-1, 
+ in-,, + in-21 + in-23 + in-24 
where n = 1, 2, . . . ; i,-k = 0 f o r  n-k 5 0. 
The da ta  b i t  stream i n t o  the decoder was 
assumed t o  o r ig ina t e  from two sources (1) a 6-b i t  
word s t ruc tu re  and (2 )  a 6 -b i t  word plus p a r i t y  
check b i t .  
For da ta  with the (7,  6) code, the  Fano 
sequential  decoding algorithm was used t o  force  
the p a r i t y  check b i t  t o  be co r rec t ,  r a the r  than 
f o r  e r r o r  de tec t ion  as done with the  o ther  codes 
simulated. Of course, known words and p a r i t y  
check b i t s  of the (7, 6 )  code were regarded a s  
r a t e  l o s ses  so t h a t  %/No represents  only energy 
per inl'ormation b i t .  Results f o r  the bas ic  
(50, 25) code with 224-bit blocks,of which 14 b i t s  
a r e  known a t  the end of each block, a rp  shown i n  
f igu res  5 and 10. The c r i t e r i o n  f o r  e r r o r  de tec-  
t i o n  was t o  de l e t e  the e n t i r e  frame i f  the number 
of node t r i a l s  i n  decoding exceeded a preassigned 
number, which was 12,000 except f o r  the one case 
noted i n  f igure  10. 
were not  enough known da ta  t o  make the  e r r o r  prob- 
a b i l i t y  a t  the end of the block as low a s  f o r  the 
o ther  por t ion  of the block. A t  = 3.5 dB, 
about 30 percent of the e r r o r s  occurred i n  the  two 
t o  th ree  words before the known data.  For a 6 -b i t  
word e r ro r  probabi l i ty  of the  bas ic  (50, 25)  
code concatenated with the (7, 6) code gives a 
6.6 dB gain improvement over no coding and a 3.9 
dB improvement over the simple p a r i t y  check code. 
Also concatenation with the (7, 6) code shows about 
0.3 dB advantage over the  bas i c  (50, 25) code. 
It was found t h a t  14 b i t s  
I n  l i e u  of increas ing  the  cons t r a in t  length 
f o r  improving the performance of the r a t e  112 code, 
a de tec t ion  technique, which could be used upon 
option, was investigated,  namely, reverse decoding. 
Any block of da ta  received can be viewed i n  the 
with the p a r i t y  taps turned end f o r  end. This per- 
mits the  associated information p a r i t y  b i t s  t o  be 
.--~~---- a:.--&:- .- I.-:. ----,.-+-a hTr nnnran,. 
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separated by a t o t a l  of 48 b i t s .  
interweaving e f f e c t  which i s  p a r t i c u l a r l y  e f fec t ive  
in the r e a l  channel where there  i s  an intersymbol 
influence over severa l  b i t s .  
This provides an 
Reverse decoding was performed on every frame 
of da t a  t h a t  was successfu l ly  decoded i n  the  f o r -  
ward d i rec t ion .  The simple de t ec t ion  s t r a t egy  
used was t o  d e l e t e  any da ta  words which disagreed 
a f t e r  decoding i n  both d i r ec t ions  and t o  d e l e t e  
a l l  frames which f a i l e d  on node t r i a l s  i n  the 
reverse d i r e c t  ion. 
To begin decoding a block of da ta ,  the encoder 
duplicat ,e a t  the decoder must be " in i t i a l i zed . "  
For decoding i n  the  reverse  d i r ec t ion ,  t h i s  con- 
s i s t s  of loading the l a s t  24 decoded b i t s ,  of 
,which only 14 a re  known. Thus, a f t e r  completion 
of decoding i n  the forward d i r ec t ion ,  any e r r o r s  
i n  the l a s t  10 da ta  b i t s  w i l l  give inco r rec t  d a t a  
f o r  decoder i n i t i a l i z a t i o n .  Simulations have 
shown t h a t  with any such e r r o r s  there  was no appar- 
e n t  decoding d i f f i c u l t y  and these  e r ro r s  were n o t  
de tec ted .  Thus, i f  any s i g n i f i c a n t  improvement 
i s  t o  be obtained from the  reverse  decoding, it 
must be accompanied with a t  l e a s t  21  known b i t s  
per block. With t h i s  assumption and the use of 
reverse  decoding, the undetected e r r o r  r a t e  is  
shown i n  f i g u r e  10 f o r  Eb/No = 2.7 and 3.1 dB. 
For 
runs were detected.  It should a l s o  be noted that 
f o r  da t a  without the (7, 6) code and fo r  
%/No 2 2.7 dB, the reverse  decoding permitted 
de t ec t ion  of a l l  e r r o r s  committed by decoding i n  
t he  forward d i r e c t i o n  i n  a l l  of the da ta  runs 
encountered i n  these simulations.  
Eb/No = 3.5 dB a l l  e r r o r s  i n  the  s i d a t i o n  
Conclusions 
Of the 4 codes t h a t  were APP decoded the gain 
was g r e a t e s t  with the  (73, 45) block code; namely, 
4.7 dB over no coding o r  2.0 dB over the simple 
p a r i t y  check code. Due t o  the tendency f o r  e r r o r  
c l u s t e r i n g  from the decoder, independent use o f  
the  p a r i t y  check code i s  of no value in  reducing 
undetected e r r o r s ,  and i n  most cases does not make 
Up Tor the  0.67 dB r a t e  loss. For the  block codes 
f u l l  AF'P shows a small inrprovement over hard dec i -  
s ion  feedback APP. The (50, 25) convolutional 
code wi th  sequent ia l  decoding provides a 1.9 dB 
ga in  over t he  (73, 45 )  code. I f  reverse decoding 
i s  used i n  conjunction with a 21-b i t  known 
sequence p e r  block compared t o  a 14-bit sequence, 
a f u r t h e r  0.5 dB improvement is  achieved. This 
p laces  the performance within 1.3 dB of the l i m i t  
f o r  s equen t i a l  decoding. Estimates Of the  compu- 
t a t i o n a l  l oad  on a general  purpose computer used 
t o  decode t h e  two codes a t  
a r e  q u i t e  comparable. I n  addition, the encoder 
f o r  the  (50 ,  25) code i s  no more complex than the 
encoder f o r  the (73, 45) block code. 
Eb/No = 4.0 dB o r  more 
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Figure T i t l e s  
Figure 1.- B i t  e r ror  r a t e s  of (15, 7 )  and (73, 45) cyc l ic  block codes. 
Figure 2.- 6-bi t  word e r ro r  r a t e s  of (15, 7 )  cyc l ic  block code. 
Figure 3.- 6-bi t  word e r ro r  r a t e  of (73, 45) cycl ic  block code. 
Figure 4.- Normalized 7 -b i t  word error probabi l i ty  as  function of 
the  decoding sequence, (73, 45) code. 
Figure 5.- B i t  e r ror  r a t e s  for (24, 12) ,  (44, 22), and (50, 25). 
Figure 6.- 6-bi t  word e r ror  r a t e  of (24, 12)  code. 
Figure 7.- Er ro r  dispersion for t h e  (24, 12) convolutional code. 
(a) (24, 12) code, majority decision decoded without alarm. 
(b) (24, 12)  code, m j o r i t y  decision decoded w i t h  alarm. 
Figure 8.- 6-bi t  word e r ror  r a t e  of (44, 22) code. 
Figure 9.- Detected versus undetected word errors f o r  several  codes and decoding 
methods . 
'Figure 10.- 6-bi t  word error  r a t e  f o r  sequential  decoding and other selected 
codes . 
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