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Abstract
We introduce controlled KK-theory groups associated to a pair of
C˚-algebras. Our main results show that these groups are related to
classical KK-theory by a Milnor exact sequence, in such a way that
Rørdam’s KL-group is identified with an inverse limit of our controlled
KK-groups.
In the case that the C˚-algebras involved satisfy the UCT, our
Milnor exact sequence identifies with the Milnor sequence associated
to a KK-filtration in the sense of Schochet, although our results are
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1 Introduction
Let A and B be separable C˚-algebras. Our goal in this paper is to introduce
controlled KK-theory groups and relate them to the usual KK-groups and
KL-groups of C˚-algebra theory.
Our controlled KK-theory groups are analogues of the controlled K-
theory groups introduced by the second author as part of his work on the
Novikov conjecture [20], and later developed by him in collaboration with
Oyono-Oyono [10]. Having said that, our approach in this paper is indepen-
dent of, and in some sense dual to, these earlier developments: indeed, con-
trolled K-theory abstracts the approach to the Novikov conjecture through
operators of controlled propagation, while our controlled KK-theory groups
abstract the dual approach to the Novikov conjecture through almost flat
bundles (see for example [1] and [18, Chapter 11]).
Our larger goal is to establish new permanence results for the class of
C˚-algebras satisfying the UCT of [13] analogously to recent results on the
Künneth formula using controlled K-theory ideas [11, 17]; these applications
should come in subsequent work.
Controlled KK-theory and the Milnor sequence
The controlled KK-theory groups KKεpX,Bq are defined relative to a finite
subset X of A and a parameter ε ą 0. Roughly, such a group consists of
projections in some suitable representation of A on the standard Hilbert
B-module that commute with X up to error ε. Here is the precise definition.
Definition 1.1. Let X be a finite subset of the unit ball A1 of A, and let
ε ą 0. LetHB :“ p`
2bBq‘p`2bBq be the standard graded HilbertB-module,
and let e P LpHBq be the projection onto the even part (i.e. onto the first
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summand). Use a strongly absorbing1 even representation π : A Ñ LpHBq
to identify A with a C˚-algebra of adjointable operators on HB.
Let X be a finite subset of the unit ball A1 of A, and let ε ą 0. Define
PεpX,Bq to be the collection of self-adjoint contractions p P LpHBq that
satisfy:
(i) p´ e P KpHBq;
(ii) }rp, as} ă ε for all a P X;
(iii) }app2 ´ pq} ă ε for all a P X.
The controlled KK-theory group2 KKεpX,Bq consists of elements of PεpX,Bq,
modulo the relation defined by homotopies passing through P2εpX,Bq.
The collection of groups KKεpX,Bq form an inverse system with connect-
ing maps KKεpX,Bq Ñ KKδpY,Bq defined whenever PεpX,Bq Ď PδpY,Bq.
Hence the inverse limit lim
Ð




Our main result in this paper is the following theorem. We write SB for
the suspension of a C˚-algebra B.




1KKεpX,SBq // KKpA,Bq // lim
Ð
KKεpX,Bq // 0 .
The key idea of the proof is to build a new model of KK-theory using
continuous paths of projections, which might be of some interest in its own
right. To make this precise we need the following definition.
1Roughly this means ‘satisfying the conclusion of Voiculescu’s theorem’ in an appro-
priate sense. The exact definition is not important for now, but suffice to say that work
of Thomsen [16] implies that such a representation always exists, and that the choice does
not significantly affect our constructions.
2We show below that it is an abelian group in a canonical way.
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Definition 1.3. Let HB be the standard graded Hilbert B-module, and let
e P LpHBq be the projection onto the even graded part. Use a strongly
absorbing representation π : AÑ LpHBq to identify A with a C˚-algebra of
adjointable operators on HB.
Define PpA,Bq to be the collection of self-adjoint contractions p P Cbpr1,8q,LpHBqq
that satisfy:
(i) p´ e P Cbpr1,8q,KpHBqq;
(ii) }rpt, as} Ñ 0 for all a P A;
(iii) }app2t ´ ptq} Ñ 0 for all a P A.
Two elements p, q P PpA,Bq are homotopic if there is an element of PpA,Cr0, 1sb
Bq that restricts to p and q at the endpoints of r0, 1s. We define KKPpA,Bq
to be the quotient of PpA,Bq by homotopy.
We show below that KKPpA,Bq is a group in a natural way. We then
have the following.
Theorem 1.4. There is a canonical isomorphism KKpA,Bq – KKPpA,Bq.
Theorem 1.4 explains why we call KKεpX,Bq a ‘controlled KK-theory
group’: KKpA,Bq consists of appropriate paths of operators that ‘commute
with A asymptotically’, and KKεpX,Bq consists of appropriate operators
that ‘commute with A up to prescribed error’.
We emphasize that with the description of KK-theory from Theorem 1.4,
the maps appearing in Theorem 1.2 above are concretely defined on the level
of cycles.
Comparison with KL-theory and Schochet’s Milnor sequence
Recall that KKpA,Bq is equipped with a canonical topology, which makes it
a (possibly non-Hausdorff) topological group: this topology can be described
in several different ways that turn out to be equivalent, as established by
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Dadarlat in [3]. For our purposes, the group KLpA,Bq is defined3 to be the
associated ‘Hausdorffification’, i.e. the quotient KKpA,Bq{t0u of KKpA,Bq
by the closure of the zero element.




1KKεpX,SBq – t0u and lim
Ð
KKεpX,Bq – KLpA,Bq.
The proof of Theorem 1.2 goes via Theorem 1.5; this is not strictly nec-
essary, but the additional information gained from Theorem 1.5 seemed in-
teresting. In particular, the concrete description of KLpA,Bq (which works
in the absence of the UCT, or any sort of nuclearity assumption) in Theorem
1.5 seems to be of some interest in of itself.
Let us conclude by noting that the short exact sequence in Theorem
1.2 is an analogue of Schochet’s Milnor exact sequence [14] associated to a
KK-filtration. A KK-filtration consists of a KK-equivalence of A with the
direct limit of an increasing sequence pAnq of C
˚-algebras where each An has
unitization the continuous functions on some finite CW complex. Schochet
[14, Theorem 1.5] shows that such a filtration exists if and only if A satisfies




1KKpAn, SBq // KKpA,Bq // lim
Ð
KKpAn, Bq // 0
that does not depend substantially on the choice of KK-filtration. It follows
from Theorem 1.5 and [15, Proposition 4.1] that our short exact sequence
from Theorem 1.2 agrees with Schochet’s when A satisfies the UCT.
Notation
Throughout, the symbols A and B are reserved for separable C˚-algebras.
The unit ball of A is denoted by A1, its unitzation is A
`, and its multiplier
3The original definition of KLpA,Bq is due to Rørdam [12, Section 5], and only makes
sense if the pair pA,Bq satisfies the UCT. The definition we are using was suggested by
Dadarlat [3, Section 5], and is equivalent to Rørdam’s when A satisfies the UCT by [3,
Theorem 4.1].
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algebra is MpAq. We write `2 for `2pNq.
Our conventions on Hilbert modules follow those of Lance [9]. For Hilbert
B-modules E and F , we write LpE,F q (respectively KpE,F q) for the spaces
of adjointable (respectively compact) operators from E to F in the usual
sense of Hilbert module theory. Occasionally we will use subscripts such as
in LBpE,F q to remind the reader which C˚-algebra the modules are consid-
ered over, but typically we will omit this. We use the standard shorthands
LpEq :“ LpE,Eq and KpEq :“ KpE,Eq. We write E8 for the (completed)
infinite direct sum Hilbert module
À8
n“1E, and if π : AÑ LpEq is a repre-
sentation, we write π8 : AÑ LpE8q for the amplified representation.
The symbol ‘b’ always denotes a completed tensor product: either the
(external or internal) tensor product of Hilbert modules (we follows from
conventions from [9, Chapter 4] – see this reference for background), or the
minimal tensor product of C˚-algebras.
If E is a Banach space and X a locally compact Hausdorff space, we
let CbpX,Eq (respectively, CubpX,Eq, C0pX,Eq) denote the Banach space
of continuous and bounded (respectively uniformly continuous and bounded,
continuous and vanishing at infinity) functions from X to E. We write
elements of these spaces as e or pexqxPX , with ex P E denoting the value
of e at a point x P X. We will sometimes say that e is a ‘...’ if it is a
pointwise a ‘...’: for example, ‘u P Cbpr1,8q,LpF1, F2qq is unitary’ means ‘ut
is unitary in LpF1, F2q for all t P r1,8q’; if E is a C˚-algebra and e P CbpX,Eq,
this is consistent with the standard use of ‘unitary’ and so on. With u as
above, if b is an element of LpF1q we write ub for the function t ÞÑ utb in
Cubpr1,8q,LpF1, F2qq and similarly for cu with c P LpF2q and so on.
For K-theory, K˚pAq :“ K0pAq ‘ K1pAq denotes the graded K-theory
group of a C˚-algebra, and KK˚pA,Bq :“ KK0pA,Bq ‘ KK1pA,Bq the
graded KK-theory group. We will typically just write KKpA,Bq instead of
KK0pA,Bq.
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Outline of the paper
Sections 2 and 3 are background. In Section 2 we recall the notion of a
strongly absorbing representation, and prove some basic results. Most of
the material here is essentially from papers of Thomsen [16], Dadarlat-Eilers
[4, 5], and Dadarlat [3]: we do not claim any serious originality. In Section
3 we recall the localization algebra of Dadarlat, Wu and the first author [6]
(inspired by much earlier ideas of the second author [19]), and prove some
technical results. This provides the key tools needed to prove Theorem 1.4.
Sections 4 and 5 introduce the group KKPpA,Bq and relate it to KK-
theory. In Section 4 we introduce KKPpA,Bq, show that it is a commutative
monoid, and then that it is isomorphic to KKpA,Bq (whence a group). In
Section 5 we introduce a topology on KKPpA,Bq. We then use a character-
ization of Dadarlat [3, Section 3] to identify this with the canonical topology
on KKpA,Bq that was introduced and studied by Brown-Salinas, Schochet,
Pimsner, and Dadarlat in various guises.
Sections 6 and 7 establish Theorem 1.5 (and therefore Theorem 1.2).
Section 6 identifies the quotient KKPpA,Bq{t0u with lim
Ð
KKεpX,Bq (and
therefore identifies KLpA,Bq with this inverse limit). Finally Section 7 iden-
tifies the closure of zero in KKPpA,Bq with the appropriate lim
1 group,
completing the proof of the main results.
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2 Strongly absorbing representations
Throughout this section A, B, and C are separable C˚-algebras. The follow-
ing is (almost4) [16, Definition 2.6].
Definition 2.1. Let F be a countably generated Hilbert B-module. A repre-
sentation π : AÑ LpF q is absorbing (for the pair pA,Bq) if for any countably
generated Hilbert B-module E and ccp map σ : A Ñ LpEq, there is a se-
quence pvnq of isometries in LpE,F q such that:
(i) σpaq ´ v˚nπpaqvn P KpE,F q for all a P A and n P N;
(ii) }σpaq ´ v˚nπpaqvn} Ñ 0 as nÑ 8 for all a P A;
We want something slightly stronger. A simple, if slightly artificial, way
to do this is to demand infinite multiplicity.
Definition 2.2. Let F be a countably generated Hilbert B-module. A rep-
resentation π : AÑ LpF q is strongly absorbing (for the pair pA,Bq) if pπ, F q
is the infinite amplification pσ8, E8q of an absorbing representation pσ,Eq.
Remark 2.3. Another way to say that π : AÑ LpF q is strongly absorbing is
to say that there is an absorbing representation pσ,Eq such that F – E b `2
and π – σ b 1`2 . It follows that if pπ, F q is strongly absorbing, then there
is a unital copy of Bp`2q acting on F that commutes with the reprersenation
of A. In particular, it will be useful to note that there is a sequence psnq
8
n“0
of isometries in Bp`2q Ď LpF q that commute with the representation of A,





converges strongly to the identity in Bp`2q and strictly to the identity in
LpF q.
In [16, Theorem 2.7], Thomsen shows that an absorbing representation
of A on `2 bB always exists. The following is therefore immediate from the
fact that p`2 bBq8 – `2 bB.
4The difference is that Thomsen only allows `2 bB in place of our E and F ; allowing
the extra generality on E makes no difference thanks to Kasparov’s stabilization theorem
[8, Theorem 2]; allowing the extra generality on F seems harmless, although we will only
actually use the case F “ `2 bB.
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Proposition 2.4. There is a strongly absorbing representation of A on `2b
B.
The main property we will use of strongly absorbing representations is
the following.
Lemma 2.5. Let E and F be countably generated Hilbert B-modules, let
π : A Ñ LpF q is a strongly absorbing representation, and let σ : A Ñ LpEq
is a ccp map. Then there is a sequence pvnq of isometries in LpE,F q such
that:
(i) σpaq ´ v˚nπpaqvn P KpE,F q for all a P A and n P N;
(ii) }σpaq ´ v˚nπpaqvn} Ñ 0 as nÑ 8 for all a P A;
(iii) v˚nvm “ 0 for all n ‰ m.
Proof. Let pπ, F q “ pθ8, G8q for some absorbing representation pθ,Gq. Let
pwnq be a sequence of isometries in LpE,Gq with the properties as in the
definition of an absorbing representation for σ. For each n, let sn P LpG,F q
be the inclusion of G in F as the nth summand, and set vn :“ snwn P LpE,F q.
It is straightforward to check that pvnq has the right properties.
We will need the following result, which is implicit5 in [4].
Proposition 2.6. Let π : A Ñ LpEq be a strongly absorbing representation
on a countably generated Hilbert B-module. Then for any countably generated
Hilbert B-module F and ccp map σ : A Ñ LpF q there is an isometry v P
Cubpr1,8q,LpF,Eqq such that v˚πpaqv ´ σpaq P C0pr1,8q,KpF qq.
Moreover, if σ : A Ñ LpF q is also a strongly absorbing representation,
then there is a unitary u P Cubpr1,8q,LpF,Eqq such that u˚πpaqu ´ σpaq P
C0pr1,8q,KpF qq.
5It is also explicit in [6, Theorem 2.6], but with π only assumed absorbing, not strongly
absorbing. There seems to be a gap in the proof of that result. As a result, it may be
necessary to assume all absorbing modules used in [6] are actually strongly absorbing.
None of the results of [6] are further affected if one does this.
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We will need two lemmas. The first is a well-known algebraic trick.
Lemma 2.7. Say π : A Ñ LpEq and σ : A Ñ LpF q are representations,
and v P LpE,F q is an isometry. If v P Cubpr1,8q,LpF,Eqq is such that
v˚πpaqv ´ σpaq P C0pr1,8q,KpF qq for all a P A, then πpaqv ´ vσpaq is an
element of C0pr1,8q,KpF,Eqq for all a P A.
Proof. This follows from the fact that
pπpaqv ´ vσpaqq˚pπpaqv ´ vσpaqq
equals
v˚πpa˚aqv ´ σpa˚aq ´ pv˚πpa˚qv ´ σpa˚qqσpaq ´ σpa˚qpv˚πpaqv ´ σpaqq
for all a P A.
The second lemma we need is [5, Lemma 2.16]; we recall the statement
for the reader’s convenience but refer to the reference for a proof.
Lemma 2.8. Let π : A Ñ LpEq and σ : A Ñ LpF q be representations on
countably generated Hilbert B-modules. Let σ8 : A Ñ LpF8q be the infinite
amplification of E, and let w P LpF8, F ‘ F8q be defined by pξ1, ξ2, ξ3...q ÞÑ
ξ1 ‘ pξ2, ξ3, ...q. Then for any isometry v P LpF8, Eq, the operator
u :“ p1F ‘ vqwv
˚
` 1E ´ vv
˚
P LpE,F ‘ Eq
is unitary and satisfies
}σpaq ‘ πpaq ´ uπpaqu˚} ď 6}vσ8paq ´ πpaqv} ` 4}vσ8pa˚q ´ πpa˚qv}.
Moreover, if vσ8paq ´ πpaqv P KpF8, Eq for all a P A, then σpaq ‘ πpaq ´
uπpaqu˚ P KpF ‘ Eq for all a P A.
Proof of Proposition 2.6. Say first σ : A Ñ LpF q is ccp. Let pvnq be a
sequence of isometries in LpF,Eq as Lemma 2.5. For each n ě 1 and each
t P rn, n` 1s, define
vt :“ pn` 1´ tq
1{2vn ` pt´ nq
1{2vn`1
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Then the resulting family v :“ pvtqtPr1,8q is an isometry in Cubpr1,8q,LpF,Eqq
such that v˚πpaqv´σpaq P C0pr1,8q,KpF qq for all a P A; we leave the direct
checks involved to the reader.
Assume now that σ : A Ñ LpF q is also a strongly absorbing repre-
sentation. Using the first part of the proof applied to the infinite ampli-
fication σ8 : A Ñ LpF8q, we get v P Cubpr1,8q,LpF8, Eqq such that
v˚πpaqv ´ σ8paq P C0pr1,8q,KpF8qq for all a P A. Lemma 2.7 implies
that πpaqv ´ vσ8paq is an element of C0pr1,8q,KpF8, Eqq for all a P A.
Building a unitary out of each vt using the formula in Lemma 2.8 gives now
a unitary uE P Cubpr1,8q,LpE,F ‘Eqq such that σpaq ‘ πpaq ´ uEπpaqu˚E P
C0pr1,8q,KpF ‘Eqq for all a P A. Quite analogously, we get a unitary uF P
Cubpr1,8q,LpF, F‘Eqq such that σpaq‘πpaq´uFπpaqu˚F P C0pr1,8q,KpF‘
Eq for all a P A. Defining u “ u˚EuF , we are done.
We need one more technical result about strongly absorbing representa-
tions. The statement and proof are very similar to a result of Dadarlat [3,
Proposition 3.2] (the main difference is that we drop a unitality assumption
on C). We give give a proof for the reader’s convenience.
Proposition 2.9. Let π : A Ñ LpB b `2q be a strongly absorbing represen-
tation of A on the standard countably generated Hilbert B-module. Let C be
a nuclear C˚-algebra, and let C b B b `2 denote the C b B-Hilbert module
given by the exterior tensor product. Then 1C b π : A Ñ LpC b B b `2q is
strongly absorbing.
Proof. As 1Cbπ is isomorphic to the infinite amplification of itself, it suffices
to prove that 1C b π is absorbing. Let p1C b πq
` : A` Ñ LpC b B b `2q be
the canonical unital extension of 1C b π to the unitization A
` of A (even if
A is already unital). Using the equivalence of (1) and (2) from [16, Theorem
2.5], [16, Theorem 2.1], and the canonical identifications C b B b Kp`2q “
KpC b B b `2q and LpC b B b `2q “MpKpC b B b `2qq, it suffices to show
that if σ : A` Ñ CbBbKp`2q is any ccp map then there is a sequence pwnq
in LpC bB b `2q such that
lim
nÑ8
}σpaq ´ w˚np1b πq
`






}w˚nb} “ 0 for all b P C bB bKp`2q.
Let δ : C` Ñ Bp`2q be a unital representation of the unitization of C such
that δ´1pKp`2qq “ t0u. Let ι : C` Ñ LpCq be the canonical multiplication
representation. Kasparov’s version of Voiculescu’s theorem [8, Theorem 5]
combined with nuclearity of C` imply that there is a sequence pvn,p0qq
8
n“1 of





vn,p0q} Ñ 0 as nÑ 8
for all c P C`. Perturbing vn,p0q slightly, we may assume that actually vn,p0q
has image in C` b `2t1, ..., kpnqu for some kpnq.
Let pemq be an approximate unit for C. We may consider multiplication
by em as defining an operator in LCpC` bH,C bHqq for any Hilbert space
H, and therefore the product operators emvn,p0q make sense in LpC,C b






vn,p1q} Ñ 0 as nÑ 8
for all c P C. Let δn : C Ñ Kp`2t1, ..., kpnquq be the compression of δ to
















vn,p1q} Ñ 0 as nÑ 8
for all c P C.
Define
∆n :“ δn b 1BbKp`2q : C bB bKp`2q Ñ Kp`2t1, ..., kpnquq bB bKp`2q.
Define vn,p2q :“ vn,p1q b 1BbKp`2q, so
vn,p2q P LCbBbKp`2q
`









vn,p2q} Ñ 0 as nÑ 8





vn,p2q} Ñ 0 as nÑ 8
for all a P A`.
To complete the proof, use an identification Kp`2t1, ..., kpnquq b Kp`2q –
Kp`2q to give an isomorphism φ : Kp`2t1, ..., kpnquqbBbKp`2q Ñ BbKp`2q.
Note that as π is absorbing there is a sequence pvn,p3qq
8




n,p3qπpaqvn,p3q} Ñ 0 as nÑ 8.
for all a P A` (compare the equivalence of (1) and (2) from [16, Theorem 2.5]
again). As π is strongly absorbing, we may moreover assume that the vn,p3q
satisfy v˚n,p3qb Ñ for all b P B b Kp`2q by ensuring that for all m, vn,p3qv˚n,p3q
is orthogonal to any element of B bKp`2t1, ...,muq for all large n. It is then
not too difficult to check that we can choose lpnq such that if we set
wn :“ p1C b vlpnq,p3qqvn,p2q P LpC bB bKp`2qq,
then pwnq has the right properties.
3 Localization algebras
In this section, we define localization algebras following [6], and show that
uniform continuity can be replaced with continuity in the definition without
changing the K-theory. This result was first observed by Jianchao Wu (pri-
vate communication), and we thank him for permission to include it here.
As usual, A and B refer to separable C˚-algebras throughout.
The following definition comes from [6, Section 3]. We use slightly differ-
ent notation to that reference to clarify the difference between the continuous
and uniformly continuous versions.
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Definition 3.1. Let π : A Ñ LpEq be a representation of A on a count-
ably generated Hilbert B-module. Define CL,upπq to be the C
˚-algebra of
all bounded, uniformly continuous functions b : r1,8q Ñ LpEq such that
rbt, as Ñ 0 for all a P A, and such that abt is in KpEq for all a P A and all
t P r1,8q. We call CL,upπq the localization algebra of π.
The following is [6, Theorem 4.4].
Theorem 3.2. Say π : AÑ LpEq is a strongly absorbing representation on
a countably generated Hilbert B-module. Then there is a canonical isomor-
phism K˚pCL,upπqq Ñ KK˚pA,Bq.
Definition 3.3. Let π : AÑ LpEq be a representation of A on a countably
generated Hilbert B-module. Define CL,cpπq to be the C
˚-algebra of all
bounded continuous functions b : r1,8q Ñ LpEq such that rbt, as Ñ 0 for all
a P A, and such that abt is in KpEq for all a P A and all t P r1,8q.
Clearly there is a canonical inclusion CL,upπq Ñ CL,cpπq. Our main goal
in this section is to prove the following result.
Theorem 3.4. Let π : A Ñ LpF q be a strongly absorbing representation of
A on a countably generated Hilbert B-module. Then the canonical inclusion
CL,upπq Ñ CL,cpπq induces an isomorphism on K-theory.
We will need two preliminary lemmas. The first of these follows from
standard techniques: compare for example [7, Proposition 4.1.7].
Lemma 3.5. There is a function ω : r0,8q Ñ r0,8q such that ωp0q “ 0,
such that lim
tÑ0
ωptq “ 0, and with the following property. Say A is a C˚-
algebra, and say p0, p1 P Cpr0, 1s, Aq are projections with the property that
}p0t ´p
1
t } ă 1{2 for all t P r0, 1s. Then there is a homotopy pp
sqsPr0,1s connect-
ing them, and with the property that }ps ´ ps
1
} ď ωp|s ´ s1|q for all distinct
s, s1 P r0, 1s
Proof. We will work in Cpr0, 1s, A`q, where A` is the unitization of A. Fix











Then one checks as in the proof of [7, Proposition 4.1.7] that }1´ xt} ă 1{2.
For s P r0, 1s, define xst :“ s1` p1´ sqxt, which also satisfies }1´ x
s
t} ă 1{2.
Hence each xst is invertible, and the norm of its inverse is at most 2 by the






















˚ gives a path
ppsqsPr0,1s with the right property.
For the next lemma, recall first that if C and D are C˚-algebras equipped
with surjections πC : C Ñ Q and πD : D Ñ Q to a third C
˚-algebra Q, then
the pushout is the C˚-algebra P :“ tpc, dq P C ‘D | πCpcq “ πDpdqu. Such









where the arrows out of P are the natural (surjective) coordinate projections.
See for example [18, Proposition 2.7.15] for a proof of the next result.
Lemma 3.6. Given a pushout diagram as in line (1) above, there is a six-
term exact sequence




K1pCq ‘K1pDqoo K1pP qoo
of K-theory groups. The diagram is natural for maps between pushout squares
in the obvious sense.
Before the proof of Theorem 3.4, we record two more well-known K-
theoretic lemmas. See for example [18, Proposition 2.7.5 and Lemma 2.7.6]
for proofs6.
6The statement of [18, Proposition 2.7.5] has a typo: vv˚ should be v˚v where it
appears there.
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Lemma 3.7. If α, β : C Ñ D are ˚-homomorphisms with orthogonal images,
then α` β : C Ñ D is also a ˚-homomorphism, and pα` βq˚ “ α˚` β˚.
Lemma 3.8. Let α, β : AÑ B be ˚-homomorphisms, and assume that there
is a partial isometry v in the multiplier algebra of B such that αpaqv˚v “ αpaq
for all a P A, and so that vαpaqv˚ “ βpaq for all a P A. Then α and β induce
the same maps on K-theory.
Proof of Theorem 3.4. Let E :“
Ů
ně1r2n, 2n`1s and O :“
Ů
ně1r2n´1, 2ns,
equipped with the restriction of the metric from r1,8q . Let CL,upπ;Eq
denote the collection of all bounded uniformly continuous functions b : E Ñ
L such that abt P K for all a P A, and such that ra, bts Ñ 0 as tÑ 8. Define
CL,upπ;Oq and CL,upπ;E X Oq similarly, and define CL,cpπ;Eq, CL,cpπ;Oq,
and CL,cpπ;OXEq analogously, but with ‘uniformly continuous’ replaced by















CL,cpπ;Oq // CL,cpπ;E XOq
where the diagonal arrows are the canonical inclusions, and all the other
arrows are the obvious restriction maps. Using Lemma 3.6 and the five
lemma, it thus suffices to prove that the maps CL,upπ;F q Ñ CL,cpπ;F q induce
isomorphisms on K-theory for F P tE,O,E X Ou. For E X O, which just
equals N X r1,8q, this is clear: the map is the identity on the level of C˚-
algebras as there is no difference between continuity and uniform continuity
in this case. The cases of E and O are essentially the same, so we just focus
on E.
Let now EN :“ E X 2N “ t2, 4, 6, ...u be the set of positive even num-
bers. Then we have a surjective ˚-homomorphism CL,upπ;Eq Ñ CL,upπ;ENq
16















// CL,cpπ;Eq // CL,cpπ;ENq // 0
of short exact sequences where the vertical maps are the canonical inclusions.
The right hand vertical map is the identity as there is no difference between
continuity and uniform continuity for maps out of EN. Hence by the five
lemma and the usual long exact sequence in K-theory, it suffices to show
that the left hand vertical map induces an isomorphism on K-theory. For





the following prescription for b P C0L,upπ;Eq. For t P r2n, 2n` 1s, we set
phrbqt :“ b2n`rpt´2nq
(in other words, hr contracts r2n, 2n`1s to t2nu). Using uniform continuity,
phrqrPr0,1s is a null-homotopy of C
0
L,upπ;Eq, and therefore K˚pC
0
L,upπ;Eqq “ 0.
It thus suffices to show that K˚pC
0
L,cpπ;Eqq “ 0, which we spend the rest of
the proof doing.
We will focus on the case of K0 (which is in any case all we use in this
paper); the case of K1 is similar. Take then an arbitrary element of x P
K0pC
0
L,cpπ;Eqq, which we may represent by a formal difference x “ rps ´









`q is the scalar matrix with 1s in the first k diagonal entries
and 0s elsewhere for some k ď m. Without loss of generality may think of p
as a continuous projection-valued function
p : E ÑMmpLpF qq
such that app´ 1kq PMmpKpF qq for all a P A (here we use the amplification
of the representation of A to a representation on MmpLpF qq to make sense
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of this), such that ra, pts Ñ 0 for all a P A, and such that p2n “ 1k for all
n P N.
Now, for each n, the restriction p|r2n,2n`1s is uniformly continuous, whence
there is some rn P p0, 1q such that if t, s P r2n, 2n` 1s satisfy |t´ s| ď 1´ rn,
then }pt ´ ps} ă 1{2. For each l P N Y t0u, define pplq : E Ñ MmpLpF qq to
be the function whose restriction to r2n, 2n` 1s is defined by
p
plq
t :“ p2n`pt´2nqprnql .
Fix a sequence pslq
8



















where the sum converges striclty in MmpLpF qq – LpF‘mq pointwise in t (we
are abusing notation slightly: we should really have replaced sl by 1MmpCq b
sl). As rn ă 1 and as p2n “ 0 for each n, we see that for any t, p
plq
t ´ 1k Ñ 0
as l Ñ 8; it follows from this and the fact that each sl commutes with the
representation of A that x8 gives a well-defined element of K0pC
0
L,upπ;Eqq.
Now, let us consider the element x8`x of K0pC
0
L,upπ;Eqq. We claim this
equals x8. As K0 is a group, this forces x “ 0, and thus K0pC
0
L,upπ;Eqq “ 0



























The choice of the sequence prnq and Lemma 3.5 guarantees the existence of
a homotopy between ppl´1q and pplq for each l ě 1, and moreover that these


























Hence combining this with line above (2) and also Lemma 3.7







































and we are done.
We finish this section with some more technical results that we will need
later.
The first main goal is to show that K˚pCL,cpπqq only really depends on
information ‘at t “ 8’ in some sense. This is made precise in Corollary 3.11
below, but we need some more notation first.
Definition 3.9. Let π : AÑ LpEq be a representation of A on a countably
generated Hilbert B-module. Define IL,cpπq to be the ideal in CL,cpπq con-
sisting of all functions b such that ab P C0pr1,8q,KpEqq for all a P A. Define
QLpπq :“ CL,cpπq{IL,cpπq to be the corresponding quotient.
Lemma 3.10. Let π : A Ñ LpEq be a strongly absorbing representation
of A on a countably generated Hilbert B-module. Then IL,cpπq has trivial
K-theory.
Proof. Set IL,upπq :“ CL,upπq X IL,cpπq. The same argument in the proof of
Theorem 3.4 shows that the inclusion IL,upπq Ñ IL,cpπq induces an isomor-




n“0 be a sequence of isometries in LpEq that commute with A,
and that have orthogonal ranges as in Remark 2.3. We regard each sn as an
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isometry in the multiplier algebra of IL,upπq by having it act pointwise in t.
Define
ι : IL,upπq Ñ IL,upπq, b ÞÑ s0bs
˚
0 ,
which is a ˚-homomorphism that induces the identity map on K-theory by
Lemma 3.8. On the other hand, for each s ě 0, define a ˚-endomorphism αs








converges in the strict topology of LpEq “MpKpEqq. It is therefore not too
hard to see that we get a ˚-homomorphism







(the image is in IL,upπq as abt Ñ 0 as t Ñ 8 for all a P A, which implies
that for each fixed t and any a P A, aαnpbtq Ñ 0 as n Ñ 8). Now, the
maps α and ι have orthogonal ranges, whence by Lemma 3.7 α ` ι is also a





n (convergence in the strict topology), which we think
of as a multiplier of IL,upπq. Applying Lemma 3.8 again, we see that ι ` α
induces the same map on K-theory as the map b ÞÑ spιpbq ` αpbqqs˚, which
is the map







On the other hand, using that elements of IL,upπq are uniformly continuous,







n, r P r0, 1s
between this map and α. In other words, we now have that α˚ ` ι˚ “ α˚
as maps on K-theory. This forces ι˚ to be the zero map on K˚pIL,upπqq.
However, we also observed already that ι˚ is the identity map, so K˚pIL,upπqq
is indeed zero.
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The following corollary is immediate from the six-term exact sequence in
K-theory.
Corollary 3.11. Let π : AÑ LpEq be a strongly absorbing representation of
A on a countably generated Hilbert B-module. Then the canonical quotient
map CL,cpπq Ñ QLpπq induces an isomorphism on K-theory.
We will need one more definition and lemma about the structure of
CL,cpπq.
Definition 3.12. Let π : AÑ LpEq be a representation of A on a countably
generated Hilbert B-module. Define
CL,cpπ;Kq :“ Cbpr1,8q,KpEqq X CL,cpπq,
a C˚-subalgebra of CL,cpπq.
Lemma 3.13. With notation as in Definitions 3.9 and 3.12, we have
CL,cpπq “ CL,cpπ;Kq ` IL,cpπq.
In particular, the restriction of the quotient map CL,cpπq Ñ QLpπq to CL,cpπ;Kq
is surjective.
Proof. Let phnq be a sequential approximate unit for A, and define h P
Cubpr1,8q, Aq by setting ht :“ pn`1´tqhn`pt´nqhn`1 for t P rn, n`1s. Then
a direct check using that ra, hs P C0pr1,8q, Aq for any a P A shows that h de-
fines a multiplier of CL,cpπq. Moreover, for any b P CL,cpπq, b “ p1´hqb`hb,
and one checks directly that p1´hqb is in IL,cpπq and that hb is in CL,cpπ;Kq.
This gives the result on the sum, and the result on the quotient follows
immediately.
Our final goal in this section is to check that the isomorphisms from The-
orem 4.14 and Theorem 3.4 are compatible with a special case of functoriality
for KK.
Let C be a separable C˚-algebra, and let φ : B Ñ C be a ˚-homomorphism.
Let E be a Hilbert B-module, and let EbφC be the internal tensor product
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defined using φ, a Hilbert C-module. As discussed on [9, page 42]there is a
canonical ˚-homomorphism
Φ : LpEq Ñ LpE bφ Cq, a ÞÑ ab 1C
Let πB : A Ñ LpEq be a representation, and let πC : A Ñ LpF q be a
representation of A on a countably generated Hilbert C-module.
Definition 3.14. With notation as above, a covering isometry for φ (with
respect to πB and πC) is any isometry v P Cubpr1,8q,LpE bφ C,F qq such
that
v˚πCpaqv ´ Φ ˝ πBpaq P C0pr1,8q,KpE bφ Cqq
for all a P A.
Lemma 3.15. With notation as above, if v is a covering isometry for φ,
then the formula





gives a well-defined ˚-homomorphism. Moreover, the induced map φv˚ : K˚pCL,cpπBqq Ñ
K˚pCL,cpπCqq on K-theory does not depend on the choice of v. Finally, if πC
is strongly absorbing, then a covering isometry for φ always exists.
Proof. Let v be a covering isometry for φ. For notational simplicity, write
σ :“ Φ ˝ πB. Using Lemma 2.7 we have that
πCpaqv ´ vσpaq P C0pr1,8q,KpE bφ C,F qq
for all a P A. Note that for a P A, b P CL,cpπBq
πCpaqφ
v




using that Φ takes KpEq to KpE bφ Cq (see [9, Proposition 4.7]), this shows
that πCpaqφ
















vpbqs P C0pr1,8q,KpF qq. It follows that φv is indeed a well-
defined ˚-homomorphism CL,cpπBq Ñ CL,cpπCq.
Let now v, w be possibly different covering isometries for φ. Using similar
computations to the above, one checks that wv˚ is an element of the multi-
plier algebra of CL,cpπCq that conjugates the ˚-homomorphisms φ
v and φw to
each other. The fact that φv˚ “ φ
w
˚ as maps K˚pCL,cpπBqq Ñ K˚pCL,cpπCqq
thus follows from Lemma 3.8.
Finally, if πC is strongly absorbing, then covering isometries exist by
Proposition 2.6.
Definition 3.16. Let πB : A Ñ LpEq and πC : A Ñ LpF q be represen-
tations of A on a countably generated Hilbert B-module and Hilbert C-
module respectively, with πC strongly self-absorbing. Let φ : B Ñ C be any
˚-homomorphism. Then Lemma 3.15 gives a well-defined homomorphism
K˚pCL,cpπBqq Ñ K˚pCL,cpπCqq, which we denote φ˚.
On the other hand, for a ˚-homomorphism φ : B Ñ C, let us write
φ˚ : KKpA,Bq Ñ KKpA,Cq for the usual functorially induced map on
KK-theory. The following lemma gives compatibility between these two
maps.
Lemma 3.17. With notation as above, and with the horizontal arrows the









Proof. The key point is that both maps φ˚ are induced by the process E ÞÑ
E bφ C of tensoring a B-module on the right with C. We leave the routine
(although admittedly lengthy) details to the reader.
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4 Paths of projections
Throughout this section, A and B are arbitrary separable C˚-algebras.
It will be convenient to have a non-standard picture of the standard
Hilbert B-module `2 bB: we define
HB :“ C2 b `2 b `2 bB. (3)
This is isomorphic as a Hilbert B-module to `2 b B, but it will be techni-
cally convenient to remember the fixed tensorial decomposition above. Us-
ing Proposition 2.4, there exists a strongly absorbing representation of A on
`2 b B. Let π be the amplification of this representation to HB defined by
having A act as the identity on the tensorial factor C2 b `2, which is still
strongly absorbing.
For brevity of notation, we will typically just write K for KpHBq, and L
for LpHBq. We will also usually suppress mention of π, and just identify A
with a C˚-subalgebra of L. We record the following obvious lemma, which
we will use many times.
Lemma 4.1. Using the decomposition in line 3, there are canonical inclu-
sions of M2pCq Ď L as M2pCqb1`2b`2bB and Bp`2q Ď L as 1C2bBp`2qb1`2bB.
These commute with each other, and with A.
We will use the following projection a lot, so record the notation in a
definition for easy reference.
Definition 4.2. Using the canonical basis of C2, we get a decomposition
HB “ C2 b `2 b `2 bB “
`




`2 b `2 bB
˘
into two direct summands. We will write e P L for the (self-adjoint) pro-
jection onto the first summand, and call it the neutral projection. As usual,
we will also sometimes abuse notation and write e P Cbpr1,8q,Lq for the
constant map with value e at all points of r1,8q.
Definition 4.3. Let PpA,Bq denote the set of self-adjoint contractions p P
Cbpr1,8q,Lq such that:
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(i) p´ e P Cbpr1,8q,Kq;
(ii) for all a P A, ra, ps P C0pr1,8q,Lq;
(iii) for all a P A, app2 ´ pq P C0pr1,8q,Kq.
It will be useful to also consider PpA,C b Bq, where C is a (separa-
ble) commutative C˚-algebra: for our applications, C will be one of Cr0, 1s,
C0p0, 1q, or CpNq, where N is the one point compactification of the natural
numbers.
For technical convenience, we will define this in terms of the fixed rep-
resentation π : A Ñ LpHBq. Let then C “ C0pY q denote a commutative,
separable C˚-algebra. Let HCbB denote the Hilbert C bB-module C bHB;
it comes with a canonical decomposition
HCbB “ C2 b `2 b `2 b C bB
which we remember analogously to Lemma 4.1. Note moreover that the
representation 1C b π : A Ñ LpHCbBq is strongly absorbing by Proposition
2.9. We use this representation to define PpA,CbBq completely analogously
to PpA,Bq. We will typically suppress mention of this representation, and
just write a instead of p1C b πqpaq.
The following lemma characterizes elements of PpA,C b Bq in terms of
doubly parametrized families ppyt qtPr1,8q,yPY .
Lemma 4.4. With notation as above, there is a natural identification between
elements p of PpA,C b Bq and doubly parametrized families of self-adjoint
contractions ppyt qtPr1,8q,xPX such that the corresponding function
p : r1,8q Ñ CbpX,Lq, t ÞÑ py ÞÑ pyt q
has the following properties:
(i) the function p´ e is in Cbpr1,8q, C0pX,Kqq;
(ii) rp, as P C0pr1,8q,Lq for all a P A;
(iii) app2 ´ pq P C0pr1,8q, C0pX,Kqq for all a P A.
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Proof. This follows from the canonical identifications
KpHCbBq “ C bKpC2 b `2 b `2 bBq “ C0pX,Kq.
Definition 4.5. Elements p0 and p1 of PpA,Bq are homotopic if (with nota-
tion as in Lemma 4.4) there is an element p “ ppstqtPr1,8q,sPr0,1s in PpA,Cr0, 1sb
Bq that agrees with p0 and p1 at the endpoints. We write p0 „ p1 if p0 and
p1 are homotopic, and write KKPpA,Bq for the quotient set PpA,Bq{ „.
We will need the following elementary lemma a few times, so record it
here.
Lemma 4.6. Say p and q are elements of PpA,Bq such that pt ´ qt Ñ 0 as
tÑ 8. Then p „ q.
Proof. A straight line homotopy psp ` p1 ´ sqqqsPr0,1s works: we leave the
direct checks involved to the reader.
In order to define a semi-group structure on KKPpA,Bq, we fix two
isometries s1 and s2 in Bp`2q that satisfy the Cuntz relation s1s˚1 ` s2s˚2 “ 1.
Using the canonical (unital) inclusion Bp`2q Ď L from Lemma 4.1, we think
of these isometries as adjointable operators on HB. Note that they commute
with A Ď L and with the canonical projection e P L.





2 “ 1 as above. Then the operation defined by





makes KKPpA,Bq into an abelian semigroup. The operation does not depend
on the choice of s1, s2.
Proof. As the unitary group of Bp`2q is connected, conjugation by a unitary
in Bp`2q induces the trivial map on KKPpA,Bq. Hence in particular, conju-















show that the operation is commutative and associative. On the other hand,





2 shows that the pairs ps1, s2q and pt1, t2q induce the same
operation on KKPpA,Bq.
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Our next goal is to show that the semi-group KKPpA,Bq is a monoid. We
first state a well-known lemma about paths of projections in a C˚-algebra.
It follows from the arguments of [7, Proposition 4.1.7 and Corollary 4.1.8],
for example.
Lemma 4.8. Let I be either ra, bs or ra,8q for some a, b P R, and let pptqtPI
be a continuous path of projections in D. Then there is a continuous path




Lemma 4.9. Let p be an element of PpA,Bq, and let v be an isometry in
the canonical copy of Bp`2q Ď L from Lemma 4.1. Then the formula
q :“ vpv˚ ` p1´ vv˚qe P Cubpr1,8q,Lq
defines an element of PpA,Bq such that p „ q.
Proof. For each n ě 1, a compactness argument gives a finite rank projection
en P Kp`2q Ď Bp`2q Ď L
(where the inclusion is that from Lemma 4.1) such that
}p1´ enqppt ´ eq} ă
1
n
for all t P r1, n ` 1s. Choose now a projection r1 ě e1 such that r1 ´ e1 and
1´ r1 both have infinite rank. Given rn, define rn`1 to be the max of rn and
en`1. In this way we get an increasing sequence r1 ď r2 ď ¨ ¨ ¨ of projections
in Bp`2q such that rn ě em for all n and all m ď n, and such that rn´em and
1´ rn both have infinite rank for all n and all m ď n. For each n, p1´ enqrn
and p1´enqrn`1 are projections with the same dimensional kernel and image
as operators on p1 ´ enq`
2, and are thus connected by a continuous path of
projections pr0t qtPrn,n`1s in Bpp1´enq`2q. Set rt :“ en`r0t for t P rn, n`1s. In
this way we get a path of projections r “ prtqtPr1,8q in Bp`2q Ď L such that if
ttu is the floor function of t, then





and such that rt and 1´ rt have infinite rank as operators on `
2 for each t.
Note now that as rt commutes with e, line (7) implies in particular that
}rrt, pts} ă 2δ{ttu. Define p
1 P Cubpr1,8q,Lq by
p1t :“ rtptrt ` p1´ rtqe;
As rtptrt ´ rte is in K for all t, we see that p1t ´ e is in K for all t. Moreover,
}p1t ´ pt} ď }rrt, pts} ` }p1´ rtqppt ´ eq} Ñ 0 as tÑ 8,
and so we that p1 :“ pp1tq defines an element of PpA,Bq and that p1 „ p by
Lemma 4.6.
Now, let v P L be an isometry as in the original statement. Lemma




˚ for all t. Similarly, we get a continuous path of unitaries puvt qtPr1,8q




˚ for all t. Choose
any partial isometry w P Bp`2q such that ww˚ “ r1 and w˚w “ 1 ´ vv˚ `
vp1´r1qv
˚ (such exists as r1 and 1´vv
˚`vp1´r1qv
˚ are both infinite rank),





˚. Then pwtqtPr1,8q is a continuous path of partial
isometries in Bp`2q such that wtw˚t “ 1´rt and w˚t wt “ 1´vv˚`vp1´rtqv˚.
Define
ut :“ vrt ` w
˚
t P Bp`2q Ď LpHBq.
One checks u “ putqtPr1,8q is a continuous path of unitaries such that up
1u˚ “
vp1v˚ ` p1 ´ vv˚qe. Let phs : Up`2q Ñ Up`2qqsPr0,1s be a norm-continuous
contraction of the unitary group of `2 to the identity element (such exists
by Kuper’s theorem: see for example [2, Theorem on page 433]) and note
that the path phspuqp1hspu˚qqsPr0,1s shows that p
1 „ vp1v˚ ` p1 ´ vv˚qe. In
conclusion, we have that
p „ p1 „ vp1v˚ ` p1´ vv˚qe „ vpv˚ ` p1´ vv˚qe
and are done.
Corollary 4.10. For any p P PpA,Bq, we have s1ps˚1 ` s2es˚2 „ p. In
particular, the semigroup KKPpA,Bq is a monoid with identity given by the
class res of the neutral projection.
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Proof. Apply Lemma 4.9 with v “ s1, whence 1´ vv
˚ “ s2s
˚
2 , and note that
s˚2 commutes with e.
Our next goal is to show that KKPpA,Bq – KKpA,Bq (and therefore
in particular that KKPpA,Bq is a group). We need some preliminaries.
For a C˚-algebra D, let MpDq denote its multiplier algebra. Lemma
3.13 gives us a surjection ρ : CL,cpπ;Kq Ñ QLpπq, which induces a ˚-
homomorphism ρ : MpCL,cpπqq Ñ MpQLpπqq: indeed, ρ is uniquely deter-
mined by the condition that ρpmq ¨ ρpbq “ φpmbq for all m P MpCL,cpπ;Kqq
and b P CL,cpπ;Kq. We define
M :“ ρpMpCL,cpπ;Kqqq, (5)
which is a unital C˚-subalgebra7 of MpQLpπqq containing QLpπq as an ideal.
Lemma 4.11. With notation as in line (5) above, M has trivial K-theory.
Proof. Note that the unital inclusion Bp`2q Ď L of Lemma 4.1 naturally
gives rise to a unital inclusion Bp`2q Ď MpCL,cpπ;Kqq by having Bp`2qq act
pointwise in the variable t (this uses that Bp`2q commutes with A). This in
turn descends to a unital inclusion Bp`2q ĎM . Let psnq8n“0 be a sequence of
isometries in Bp`2q ĎM with orthogonal ranges.
Consider the maps
ι : MpCL,cpπ;Kqq ÑMpCL,cpπ;Kqq, b ÞÑ s0bs˚0 ,
and







(the sum converges in the strict topology of L, pointwise in t). The kernel
of the map ρ : MpCL,cpπ;Kqq ÑM is
tm PMpCL,cpπ;Kqq | mb P ILpπq for all b P CL,cpπ;Kqu.
7It could be all of MpQLpπqq, although this does not seem to be obvious: note that
the noncommutative Tietze extension theorem [9, Proposition 6.8] is not available here as
CL,upπ;Kq is not σ-unital.
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From this it easily follows that ι and α descend to well-defined ˚-homomorphisms
from M to itself. We also denote these descended homomorphisms by ι and
α.
As α and ι have orthogonal ranges, Lemma 3.7 gives that α ` ι is a
˚-homomorphism and moreover as maps on K-theory, α˚ ` ι˚ “ pα ` ιq˚.




n`1 P Bp`2q Ď M (the
sum converges in the strong topology of Bp`2q) and applying Lemma 3.8
implies that pα ` ιq˚ “ α˚ as maps on K-theory. We thus have
α˚ ` ι˚ “ pα ` ιq˚ “ α˚,
whence ι˚ “ 0. However, ι˚ is an isomorphism by Lemma 3.8 again, whence
K˚pMq is zero as required.
We need one more preliminary definition and lemma before we get to the
isomorphism KKPpA,Bq – KKpA,Bq.
Definition 4.12. For an ideal I in a C˚-algebra N , the double of I along N
is the C˚-algebra defined by
DNpIq :“ tpa, bq P N ‘N | a´ b P Iu.
Note that DNpIq fits into a split short exact sequence
0 // I // DNpIq // N // 0 (6)
with arrows I Ñ N and DNpIq Ñ N given by a ÞÑ pa, 0q and pa, bq ÞÑ b
respectively, and splitting N Ñ DNpIq given by b ÞÑ pb, bq. Hence split
exactness of K-theory gives a canonical isomorphism K˚pDNpIqq “ K˚pIq ‘
K˚pNq. We have the following lemma.
Lemma 4.13. Say I is an ideal in a C˚-algebra N , let DNpIq be the double
from Definition 4.12, and assume that K˚pNq “ 0. Then DNpIq has the
following properties:
(i) The inclusion I Ñ DNpIq defined by a ÞÑ pa, 0q induces an isomorphism
on K-theory;
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(ii) any class in K0pDNpIqq of the form rp, ps for some projection p P
MnpNq is zero;
(iii) for any rp, qs P K0pDNpIqq, we have ´rp, qs “ rq, ps;
(iv) any element in K0pDNpIqq can be written as rp, qs for some projection
pp, qq in some matrix algebraMnpDNpIqq.
Proof. Part (i) is immediate from the short exact sequence in line (6). Part
(ii) follows as any such class is in the image of the map induced on K-theory
by the ˚-homomorphism
N Ñ DNpIq, a ÞÑ pa, aq
and is thus zero as K˚pNq “ 0. For part (iii), say rp, qs P K0pDNpIqq. Then

















as s ranges over r0, π{2s defines a homotopy between pp‘ q, q ‘ pq and pp‘
q, p ‘ qq passing through projections in M2npDNpIqq. The latter defines the
zero class in K0 by part (ii), which gives part (iii). Part (iv) follows directly
from part (iii).
Here is the main result of this section.
Theorem 4.14. Let A and B be separable C˚-algebras. Let M as in line
(5), QLpπq as in Definition 3.9 and DMpQLpπqq be as in Definition 4.12.
Then the formula
KKPpA,Bq Ñ K0pDMpQLpπqqq, rps ÞÑ rp, es
defines an isomorphism of abelian monoids.
In particular KKPpA,Bq is a group, and there is a canonical isomorphism
KKPpA,Bq – KKpA,Bq.
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Proof. We first have to show that the map above is well-defined, so we need
to show that if p0 „ p1, then the images of p0 and p1 are the same. Let then
ppsqsPr0,1s be a homotopy implementing the equivalence between p
0 and p1.
Let 1 b π : A Ñ Cr0, 1s bHB be the amplification of π and CL,cp1 b πq the
associated localization algebra. Note that p :“ ppsqsPr0,1s defines an element
of the multiplier algebra MpCL,cp1bπqq such that p´e is in CL,cp1bπq, and
so that rp, es is a well-defined class in DM 1pQLp1 b πqq, where M
1 is defined
analogously to M , but starting with 1b π.
Let ε0, ε1 : Cr0, 1s b B Ñ B be the maps defined by evaluation at the










for i P t0, 1u. Homotopy invariance of KK-theory gives that the maps ε0˚, ε
1
˚ :
KKpA,Cr0, 1s b Bq Ñ KKpA,Bq are the same, whence the maps ε0˚, ε
1
˚ :
K0pCL,cp1bπqq Ñ K0pCL,cpπqq are too. On the other hand, it is not difficult
to see that each εi naturally induces a map εi : QLp1 b πq Ñ QLpπq and
εi : CL,cp1 b π;Kq Ñ CL,cpπ;Kq, and therefore naturally induces a map
DM 1pQLp1 b πqq Ñ DMpQLp1 b πqq where M
1 is defined analogously to M ,







// DM 1pQLp1b πqq
εi

CL,cpπq // QLpπq // DMpQLpπqq
where the first pair of horizontal maps are the canonical quotients, and the
second pair are the inclusions a ÞÑ pa, 0q. The horizontal maps induce iso-
morphisms on K-theory by Corollary 3.11 and Lemma 4.13 (combined with
Lemma 2.9). Hence the maps ε0˚, ε
1
˚ : K0pDM 1pQLp1bπqqq Ñ K0pDMpQLpπqqq
are the same. We thus see that
rp0, es “ ε0˚rp, es “ ε
1
˚rp, es “ rp
1, es,
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which is the statement needed for well-definedness.
Having seen that the map in the statement is well-defined, we now show
that it is a homomorphism. Indeed, for p, q P PpA,Bq, the element rs1ps˚1 `
s2qs
˚


















2 “ 1 and that s1, s2 commute with e. As
s1xs
˚
1 is orthogonal to s1ys
˚


















and as conjugation by s1 and s2 has no effect on K-theory by Lemma 3.8,
this equals
rp, es ` rq, es,
which is the sum of the images of rps and rqs.
We now show that the map is surjective. Using Lemma 4.13, an arbitrary
element of K0pDMpQLpπqqq can be represented as a class rp, qs with p, q
projections in MnpMq for some n, and with p ´ q P MnpQLpπqq. We have
that r1´ q, 1´ qs “ 0 by Lemma 4.13, and thus rp, qs “ rp‘ 1´ q, q‘ 1´ qs.





is a unitary in M2npMq, whence conjugating
by pu, uq we see that
rp, qs “ rp‘1´q, q‘1´qs “ rupp‘qqu˚, upq‘1´qqu˚s “ rupp‘qqu˚, 1n‘0ns,
where 1n and 0n are the unit and zero in MnpMq. Choose now 2n isometries

















v1 v2 ¨ ¨ ¨ v2n














is an isometry, whence conjugation by pv, vq induces the trivial map on
K0pDMpQLpπqqq by Lemma 3.8 and so
rp, qs “ rvupp‘ qqu˚v˚, vp1n ‘ 0qv
˚
s “ rr ‘ 02n´1, e‘ 02n´1s,
where r P M is a projection such that a :“ r ´ e is in QLpπq. We may
lift a to a self-adjoint element b P CL,cpπ;Kq by Lemma 3.13. Consider
the self-adjoint element pb ` e, eq P DMpCL,cpπ;KqqpCL,cpπ;Kqq, which maps
to pr, eq P DMpQLpπqq under the ˚-homomorphism induced by the quotient








1 t ą 1
t ´1 ď t ď 1
´1 t ă ´1
then
fpb, eq “ pfpb` eq, fpeqq “ pfpb` eq, eq P DMpCL,cpπ;KqqpCL,cpπ;Kqq
still maps to pr, eq. Set c “ fpb ` eq. Then it is not difficult to see that c is
an element of PpA,Bq. We have moreover that rc, es “ rr, es “ rp, qs, so we
are done with surjectivity.
To see injectivity, say rps P KKPpA,Bq maps to zero, so the class rp, es
is zero in K0pDMpQLpπqqq. In particular, rp, es “ re, es by Lemma 4.13, and
therefore there is a projection pq1, q2q P MnpDMpQLpπqqq and a homotopy
pps
p1qqsPr0,1s between pp‘ q1, e‘ q2q and pe‘ q1, e‘ q2q in Mn`1pDMpQLpπqqq.
We will manipulate this homotopy to build a homotopy between p and e in
PpA,Bq.
• Replacing ps
p1q by pp2q ‘ pq2, q1q, we get a homotopy between pp ‘ q1 ‘
q2, e‘ q2 ‘ q1q and pe‘ q1 ‘ q2, e‘ q2 ‘ q1q.















between pp ‘ q1 ‘ q2, e ‘ q2 ‘ q1q and pp ‘ q1 ‘ q2, e ‘ q1 ‘ q2q, and
similarly between pe ‘ q1 ‘ q2, e ‘ q2 ‘ q1q and pe ‘ q1 ‘ q2, e ‘ q1 ‘
q2q. Concatenating these with pp
s
p2qqsPr0,1s gives a homotopy pp
s
p3qqsPr0,1s
between pp‘ q1 ‘ q2, e‘ q1 ‘ q2q and pe‘ q1 ‘ q2, e‘ q1 ‘ q2q.









gives a homotopy between pp‘r‘p1´rq‘04n, e‘r‘1´r‘04nq
and pe‘ r ‘ p1´ rq ‘ 04n, e‘ r ‘ p1´ rq ‘ 04nq.





, which is a unitary in M4npMq. Let pu
sqsPr0,1s
be a path of unitaries in M8npMq between u













defines a homotopy between
`
p‘ r‘p1´ rq‘ 04n, e‘ r‘p1´ rq‘ 04n
˘
and pp‘12n‘06n, e‘12n‘06nq. Similarly, we get a homotopy between
`
e‘ r‘p1´ rq‘ 04n, e‘ r‘p1´ rq‘ 04n
˘
and pe‘ 12n‘ 06n, e‘ 12n‘
06nq. Concatenating these with pp
s
p4qq gives a homotopy pp
s
p5qq between










1q in M . Then
Lemma 4.8 gives a continuous path of unitaries pvsqsPr0,1s in M8n`1pMq
with v0 “ 1, and ps1 “ vspe ‘ 12n ‘ 06nqv
˚
s for all s P r0, 1s; note that
v1pe ‘ 12n ‘ 06nqv
˚
1 “ pe ‘ 12n ‘ 06nq, even though we may not have
that v1 “ 1. Define then
psp6q :“ pvs, vsq
˚psp5qpvs, vsq,
which gives a new homotopy between pp ‘ 12n ‘ 06n, e ‘ 12n ‘ 06nq
and pe‘ 12n ‘ 06n, e‘ 12n ‘ 06nq with the additional property of being
constant in the second variable.
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• Let now w P M8npMq be an isometry such that wp12n ‘ 06nqw˚ “
s2s
˚




























that is constant between the second variable. In other words, restricting





2e and e such that p
s ´ e is in QLpπq for
all s.
We now work with the homotopy ppsq. The function
r0, 1s Ñ DMpQLpπqq, s ÞÑ pp
s, eq
defines an idempotent, say q, in Cr0, 1s b DMpQLpπqq. As the natural ˚-
homomorphism
Cr0, 1s bDMpCL,cpπ;KqqpCL,cpπqq Ñ Cr0, 1s bDMpQLpπqq
is surjective, q lifts to a self-adjoint contraction of the form
pa, eq P DMpCL,cpπ;KqqpCL,cpπ;Kqq
analogously to the argument at the end of the surjectivity half. The element
a is then easily seen to define a homotopy in PpA,Bq between s1ps˚1 ` s2s˚2e











completing the proof that rps “ 0, and so we have injectivity.
The existence of a canonical isomorphism KKPpA,Bq – KKpA,Bq fol-
lows from the isomorphism KKPpA,Bq – K0pDMpQLpπqqq proved above,
the isomorphism K˚pDMpQLpπqqq – K˚pQLpπqq of Lemma 4.13, and the
isomorphism K0pQLpπqq – KKpA,Bq of Corollary 3.11.
Finally in this section we prove a technical lemma about functoriality
that we will need later.
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Lemma 4.15. Let A and B be separable C˚-algebras, and let C “ C0pY q
be a separable and commutative C˚-algebra. For y P Y , let ey : C0pY q Ñ C
be the ˚-homomorphism defined by evaluation at y. Let φB : KKpA,Bq Ñ
KKPpA,Bq is the isomorphism of Proposition 4.14. Then if p P PpA,CbBq








Proof. We first note that the map
PpA,C bBq Ñ PpA,Bq, p ÞÑ py
induces a homomorphism
ey˚ : KKPpA,C bBq Ñ KKPpA,Bq.
which in turn induces ˚-homomorphisms
ey : QLp1b πq Ñ QLpπq and e
y : DMpQLp1b πqq Ñ DMpQLpπqq
in the natural ways. Consider the diagram

























KKpA,Bq // K0pCL,cpπqq // K0pQLpπqq // K0pDM pQLpπqqq // KKP pA,Bq
where: the first pairs of horizontal arrows are the isomorphisms of Theorem
3.2; the second pair of horizontal arrows are induced by the canonical quotient
map; the third pair of horizontal arrows are induced by the inclusion a ÞÑ
pa, 0q; and the last pair of horizontal arrows are the isomorphisms of Theorem
4.14. The first square commutes by Lemma 3.17 (using also Proposition 2.9 to
see that the representation 1bπ is strongly absorbing). It is straightforward
to see that the remaining squares commute: we leave this to the reader. As
the isomorphisms φCbB and φB are by definition the compositions of the
arrows on the top and bottom rows respectively, the result follows.
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5 The topology on KK
Throughout this section, A and B are separable C˚-algebras. We will use
the notation HB from line (3), L and K as short hand for LpHBq and KpHBq
respectively as in Section 4, and we will fix the neutral projection e P L from
Definition 4.2.
Our goal in this section is to recall the canonical topology on KKpA,Bq,
and describe it in terms of the isomorphism KKpA,Bq – KKPpA,Bq of
Theorem 4.14.
We need a quantitative version of Definition 4.3; this will also be impor-
tant to us later when we define our controlled KK-theory groups.
Definition 5.1. Let A and B be separable C˚-algebras. Let X be a finite
subset of the unit ball A1 of A, and let ε ą 0. Define PεpX,Bq to be the set
of self-adjoint contractions in L satisfying the following conditions:
(i) p´ e is in K
(ii) }rp, as} ă ε for all a P X;
(iii) }app2 ´ pq} ă ε for all a P X.
We recall the set PpA,Bq from Definition 4.3.
Definition 5.2. For a finite subset X of A1 and ε ą 0, define a function
τX,ε : PpA,Bq Ñ r1,8q by
τX,εppq :“ inftt0 P r1,8q | pt P PεpX,Bq for all t ě t0u.
For each p P PpA,Bq, define Upp;X, εq to be the subset of PpA,Bq con-
sisting of all q such that there exists t ě maxtτX,εppq, τX,εpqqu and a (norm
continuous) homotopy ppsqsPr0,1s with each p
s P PεpX,Bq, and with endpoints
p0 “ pt and p
1 “ qt.
Lemma 5.3. Let p P PpA,Bq, X be a finite subset of A1, and ε ą 0. Then:
(i) if p1 „ p, then Upp;X, εq “ Upp1;X, εq;
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(ii) if q P Upp;X, εq and q „ q1, then q1 P Upp;X, εq.
Proof. Part (ii) follows from part (i) on noting that q is in Upp;X, εq if and
only if p is in Upq;X, εq. It thus suffices to prove (i).
Say then p „ p1, and ppsqsPr0,1s in PpA,Cr0, 1sbBq be a homotopy between
p and p1. The definition of a homotopy gives tp ě maxtτε,Xppq, τε,Xpp
1qu such
that pstp is in PεpX,Bq for all s P r0, 1s. Say also q is in Upp;X, εq, and let
tq ě tτX,εpqq, τX,εppqu be such that there is a homotopy pq
sqsPr0,1s connecting
ptq and qtq . Write I for whichever of the intervals rtp, tqs or rtq, tps makes
sense. Then concatenating the homotopies ppstpqsPr0,1s, pptqtPI and pq
sqsPr0,1s
shows that q is in Upp1;X, εq. Hence Upp;X, εq Ď Upp1;X, εq. The opposite
inclusion follows by symmetry.
Definition 5.4. For a finite subset X of A1, ε ą 0, and rps P KKPpA,Bq,
define the X-ε neighbourhood of p to be
V prps;X, εq :“ trqs P KKPpA,Bq | q P Upp;X, εqu.
(note that V prps;X, εq does not depend on the particular representative of
the class rps by Lemma 5.3). The asymptotic topology on KKPpA,Bq is the
topology generated by the sets V prps;X, εq as X ranges over finite subsets of
A1, ε over p0,8q, and p over PpA,Bq.
Lemma 5.5. For any rps P KKPpA,Bq, the collection of sets V prps;X, εq as
X ranges over finite subsets of A1 and ε over p0,8q form a neighbourhood
base of rps. Moreover, the asymptotic topology is first countable.
Proof. Using Lemma 5.3, it suffices to prove the corresponding statements
for the topology on PpA,Bq generated by the sets Upp;X, εq. We will do
this.
For the neighbourhood base claim, we must show that whenever q1, ..., qn,
X1, ..., Xn and ε1, ..., εn are such that p P
Şn








As whenever Y Ě X and δ ď ε, we have that Upp;Y, δq Ď Upp;X, εq, it
suffices to prove this for n “ 1. Assume then we are given q P PpA,Bq, a
finite subset X Ď A1, and ε ą 0 such that p P Upq;X, εq. We claim that
Upp;X, εq Ď Upq;X, εq, which will suffice to complete the neighbourhood
base part of the proof. Indeed, say r is in Upp;X, εq. Then there exists tr ě
maxtτX,εppq, τX,εprqu and a homotopy pr
sqsPr0,1s passing through PεpX,Bq
connecting ptr and rtr . Similarly, there exists tq ě maxtτX,εppq, τX,εpqqu and
a homotopy pqsqsPr0,1s passing through PεpX,Bq connecting qtq and ptq . Let
I be the closed interval bounded by tr and tq. Then concatenating the three
paths pqsqsPr0,1s, pptqtPI , and pr
sqsPr0,1s shows that r is in Upq;X, εq, so we are
done.
Assume now that A is separable, so in particular, there exists a nested
sequence X1 Ď X2 Ď of finite subsets of the unit ball A1 with dense union.
Fix a point p P PpA,Bq. We claim that the sets Upp;Xn, 1{nq form a
neighbourhood basis at p. Indeed, using what we already proved, it suf-
fices to show that for any finite X Ď A1 and any ε ą 0 there exists n with
Upp;Xn, 1{nq Ď Upp;X, εq. Let n be so large so that for all a P X there
is a1 P Xn with }a ´ a
1} ă ε{2, and also so that 1{n ă ε{2. From the
choice of n, it follows that P1{npXn, Bq Ď PεpX,Bq, from which the inclusion
Upp;Xn, 1{nq Ď Upp;X, εq follows.
We now recall the canonical topology on KKpA,Bq, which has been in-
troduced and studied in different pictures by several authors: see for example
the discussion in [3] for some background and references. Dadarlat8 showed
in [3, Lemma 3.1] that this topology is characterized by the following prop-
erty (and used this to show that the various different descriptions that had
previously appeared in the literature agree).
Lemma 5.6. Let A and B be separable C˚-algebras. Let N “ N Y t8u be
the one point compactification of the natural numbers, and for each n P N,
let en : CpN, Bq Ñ B be the ˚-homomorphism defined by evaluation at n.
Then the canonical topology on KKpA,Bq is characterized by the following
conditions.
8Dadarlat attributes some of the idea here to unpublished work of Pimsner.
40
(i) It is first countable.
(ii) A sequence pxnq in KKpA,Bq converges to x8 in KKpA,Bq if and
only if there is an element x P KKpA,CpN, Bqq such that en˚pxq “ xn
for all n P N.
Theorem 5.7. Up to the identification in Theorem 4.14, the asymptotic
topology on KKPpA,Bq agrees with the canonical topology on KKpA,Bq.
We need an ancillary lemma.
Lemma 5.8. For any ε ą 0 there exists δ ą 0 such that if X is any finite
subset of A1 and p, q P Pε{2pX,Bq and }p´ q} ă δ then there is a homotopy
ppsqsPr0,1s connecting p and q and passing through PεpX,Bq.
Proof. A straight line homotopy works for δ suitably small: we leave the
details to the reader.
Proof of Proposition 5.7. It suffices to show that a sequence prpnsq8n“1 con-
verges to rp8s in the asymptotic topology on KKPpA,Bq if and only if the
corresponding classes satisfy the condition from Lemma 5.6.
Say first that prpnsqnPN is a collection of elements of KKPpA,Bq and
q P PpA,CpN, Bqq is such that for all n P N we have en˚rqs “ rpns. We want
to show that the sequence prpnsqnPN converges to rp
8s in the asymptotic
topology. For this, it follows from Lemmas 5.3 and 5.5 that it suffices to fix
a finite subset X of A1 and ε ą 0, and show that p
n is in Upp8;X, εq for all
suitably large n.
Recall the notation τX,ε from Definition 5.2. As q is an element of
PpA,CpN, Bqq the number τ :“ supnPN τX,ε{2pqnq is finite. Let δ be as in
Lemma 5.8. As q is in PpA,CpN, Bqq we also see from Lemma 4.4 that there
exists N such that }qnτ ´ q
8
τ } ă δ for all n ě N . We claim that p
n is in
Upp8;X, εq for all n ě N , which will complete the first half of the proof.
Using Lemma 4.4, we may identify q with a collection pqnqnPN of elements
of PpA,Bq (satisfying certain conditions). Now let n ě N and consider the
following homotopies.
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(i) As e8˚ rqs “ rp
8s, Theorem 4.14 implies that q8 „ p8, and thus there is
t8 ě maxtτ, τX,εpp
8qu and a homotopy passing through PεpX,Bq and
connecting p8t8 and q
8
t8 .
(ii) Similarly to (i), there is tn ě maxtτ, τX,εpp
nqu and a homotopy passing
through PεpX,Bq and connecting pntn and q
n
tn .
(iii) Using the assumption on δ, there is a homotopy passing through PεpX,Bq
and connecting q8τ and q
n
τ .
(iv) The path pqnt qtPrτ,tns is a homotopy passing through PεpX,Bq that con-
nects qnτ and q
n
tn .
(v) The path pq8t qtPrτ,t8s is a homotopy passing through PεpX,Bq that con-
nects q8τ and q
8
t8 .
Now let tmax “ maxttn, t8u. Concatenating the five homotopies above with
the homotopies ppnt qtPrtn,tmaxs and pp
8
t qtPrt8,tmaxs (which pass through PεpX,Bq)
shows that pn is in Upp8;X, εq as claimed.
For the converse, fix a sequence X1 Ď X2 Ď ¨ ¨ ¨ of nested finite sub-
sets of A1 with dense union. Let us assume that prp
nsqnPN is a sequence in
KKPpA,Bq that converges to rp
8s in the asymptotic topology. We want
to construct an element q P PpA,CpN, Bqq such that en˚rqs “ rpns for each
n in N. We will define new representatives of the classes rpns as follows.
For each m, let Nm P N be the smallest natural number such that pn is in
Upp8;Xm, 1{mq for all n ě Nm; as rp
ns converges to rp8s in the asymptotic
topology, such an Nm exists, and the sequence N1, N2, ... is non-decreasing.
Choose a sequence t1 ď t2 ď ¨ ¨ ¨ in r1,8q that tends to infinity in the
following way. For n ă N1, let tn “ 1. Otherwise, let m be as large as possible
so that n ě Nm. Let tn “ maxtτXm,1{mpp
nq, τXm,1{mpp
8q, t1, ..., tn´1u` 1, and
note the choice of Nm implies that p
n P Upp8;Xm, 1{mq, so there exists a
homotopy between pntn and p
8
tn that passes through P1{mpXm, Bq. Choosing
rn P r1,8q suitably large, we may assume in fact that we have a 1-Lipschitz
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p8t t P r1, tns
pn,t t P rtn, tn ` rns
pnt t ě tn ` rn
,
and note that rqns “ rpns for all n P N using Lemma 4.6. Define q8 “
p8. Using Lemma 4.4, it is not too difficult to check that q “ pqnqnPN
defines an element of PpA,CpN, Bqq, and this element satisfies en˚rqs “ rpns
by construction.
6 Controlled KK-theory and KL-theory
As usual, A and B are separable C˚-algebras throughout this section, and
we fix HB and L :“ LpHBq and K :“ KpHBq as at the start of Section 4.
Our goal in this section is to (finally!) introduce our controlled KK-
theory groups, and describe KLpA,Bq in terms of an their inverse limit.
For the first definition, we use notation as in Definition 5.1.
Definition 6.1. Define an equivalence relation „ on PεpX,Bq by p „ q
if p and q are connected by a continuous path passing through P2εpX,Bq9.
The set of equivalence classes for this relation is denoted by KKεpX,Bq and
called the pX, εq-controlled KK group of A and B.
Our first goal is to define a group structure on KKεpX,Bq. Let us again
fix two isometries s1, s2 P Bp`2q satisfying the Cuntz relation s1s˚1 ` s2s˚2 “ 1.
Using the inclusion Bp`2q Ď L from Lemma 4.1, we think of s1 and s2 as
isometries in L that commute with the subalgebra A. We define an operation
on KKεpX,Bq by





The following lemma is proved in exactly the same way as Lemma 4.7.
9Replacing ε by 2ε in the definition of homotopies is slightly annoying. It seems to be
needed in our proof that inverses exist.
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Lemma 6.2. With notation as above, the set KKεpX,Bq is an abelian semi-
group. The group operation does not depend on the choice of s1 and s2.
In order to prove that KKεpX,Bq is a monoid, we need an analogue of
Lemma 4.9.
Lemma 6.3. Let X be a finite subset of A1, let ε ą 0, let p be an element of
PεpX,Bq, and let v be an isometry in the canonical copy of Bp`2q Ď L from
Lemma 4.1. Then the formula
vpv˚ ` p1´ vv˚qe P Cubpr1,8q,Lq
defines an element of PεpX,Bq that is homotopic to p through elements of
PεpX,Bq.
Proof. The fact that vpv˚ ` p1 ´ vv˚qe is an element of PεpX,Bq follows
from the fact that v commutes with A. We fix δ P p0, 1q, to be determined
in the course of the proof by X, p, and ε. Let e be the neutral projection
from Definition 4.2. As p´ e is in K, there exists an infinite rank projection
r P Bp`2qq such that 1´ r also has infinite rank, and such that
}p1´ rqpp´ eq} ă δ. (7)
Note that as r commutes with e, line (7) implies in particular that
}rr, ps} ă 2δ. (8)
As r is a projection and commutes with elements of A, and as p is a contrac-
tion, this implies that for any a P X,
}apprprq2 ´ rprq} ď }rrp, rspr} ` }rapp2 ´ pqr} ă 2δ `max
aPX
}app2 ´ pq}. (9)
Note moreover that rpr ´ re “ rpp´ eqr is in K.
Define now q :“ rpr ` p1´ rqe, which is a self-adjoint contraction. Note
that as rpr ´ re P K, we have that q ´ e is in K. As r dominates rpr and
commutes with A, we have that




for any a P X by line (9). Moreover,
}q ´ p} “ }rpr ´ rp` p1´ rqe´ p1´ rqp} ď }rr, ps} ` }p1´ rqpp´ eq} ă 3δ
by lines (7) and (8). Hence as long as δ is so suitably small (depending on ε
and ε´max
aPX
}app2 ´ pq}), we see that q is in PεpX,Bq. Moreover, for suitably
small δ, we have that the path
r0, 1s ÞÑ L, s ÞÑ sp´ p1´ sqq
is norm continuous and passes through PεpX,Bq, and so shows that p „ q.
Hence it suffices to prove the result with p replaced by q.
Now, let v P L be an isometry as in the original statement. Choose a
partial isometry w P Bp`2q such that ww˚ “ 1´ r and w˚w “ 1´vv˚`vp1´
rqv˚; such exists as the operators appearing on the right hand sides of these
equations are infinite rank projections. Define
u :“ vr ` w˚ P Bp`2q Ď L.
Then one checks that u is unitary, and moreover that uqu˚ “ vqv˚`p1´vv˚q.
Let pusqsPr0,1s be any norm continuous path of unitaries in Bp`2q connecting
u to the identity, and note that the homotopy pusqu
˚
s qsPr0,1s shows that q „
vqv˚ ` p1´ vv˚q. In conclusion, we have that
p „ q „ vqv˚ ` p1´ vv˚qe „ vpv˚ ` p1´ vv˚qe,
where the last ‘„’ follows from the homotopy
`





Corollary 6.4. For any finite subset X of A1 and ε ą 0, the commutative
semigroup KKεpX,Bq is a commutaitve monoid with identity element res.




Proposition 6.5. For any finite subset X of A1 and ε ą 0, the monoid
KKεpX,Bq is a group.
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Proof. We must show that inverses exist. Let then p be an element of
PεpX,Bq. Let M2pCq be unitally included in L as in Lemma 4.1, and let





P M2pCq, so ueu “ 1 ´ e. We claim that the
inverse of rps is represented by
s1es
˚
1 ` s2up1´ pqus
˚
2
(it is not difficult to check that this defines an element of PεpX,Bq - we leave
this to the reader). Indeed, we must show that
s1ps1es
˚







































Moreover, v is connected to the identity in the unitary group of Bp`2q; as


















are homotopic through elements of PεpX,Bq. To complete the proof, it thus




2 is homotopic to e through elements
of P2εpX,Bq, which we now do.





1 ` s2p1 ´ pqs
˚
2 by a continuous path. Moreover, one
checks that the path
t ÞÑs1pp` sin
2
ptqp1´ pqqs˚1 ` s1 cosptq sinptqp1´ pqs
˚
2
` s2 cosptq sinptqp1´ pqs
˚
1 ` s2 cos
2
ptqp1´ pqs˚2 .
for t P r0, π{2s connects s1ps
˚




1 . Concatenating these








1 . This path does not define an
element of P2εpX,Bq: it satisfies all the conditions except that pt ´ e need
not be in K. To fix this, let $ : L Ñ L{K be the quotient map. Then one
checks that p$pptqqtPr0,1s defines a continuous path of projections in BpC2b`2q
connecting e and s1s
˚
1 . Hence using Lemma 4.8 there exists a continuous
path of unitaries pwtqtPr0,1s in BpC2 b `2q with w0 “ 1 and such that pt “
wtp0w
˚
t for all t. The path pw
˚
t ptwtqtPr0,1s then lies in P2εpX,Bq, and connects
s1ps
˚
1 ` s2up1´ pqus
˚
2 and e as required.
Having established that each KKεpX,Bq is a group, we now arrange these
groups into an inverse system, and show that the resulting inverse limit agrees
with KLpA,Bq.
Definition 6.6. We define X be the set of all pairs pX, εq where S is a finite
subset of the unit ball of A, and ε P p0,8q. We equip X with the partial order
defined by pX, εq ď pY, δq if PδpY,Bq Ď PεpX,Bq and P2δpY,Bq Ď P2εpX,Bq.
Note that the partial order is directed: an upper bound for pX1, ε1q and
pX2, ε2q is given by pX1 YX2,mintε1, ε2uq.
Note that pX, εq ď pY, δq if X Ď Y and δ ď ε, but that the partial order in
Definition 6.6 contains a lot more comparable pairs that those arising in this
way: in particular, it has cofinal sequences, whereas the more naive order
defined by “X Ď Y and δ ď ε” does not.
Now, if pX, εq ď pY, δq then the natural inclusion PδpY,Bq Ñ PεpX,Bq
respects the equivalence relations on each set, and thus we get a canonical
‘forgetful’ map
KKδpY,Bq Ñ KKεpX,Bq. (10)
In this way, the collection pKKεpX,BqqpX,εqPX becomes an inverse system
with well-defined inverse limit lim
Ð
KKεpX,Bq.
For the next lemma, recall the notation τX,εppq from Definition 5.2 above
and the notation KKPpA,Bq from Definition 4.5.
Lemma 6.7. For each pX, εq P X there is a group homomorphism
πX,ε : KKPpA,Bq Ñ KKεpX,Bq
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defined by sending rps to the class of rpts, where t “ τX,εppq ` 1. Moreover,
the family of homomorphisms pπX,εqpX,εqPX are compatible with the forgetful








commute, and thus determine a group homomorphism
π : KKPpA,Bq Ñ lim
Ð
KKεpX,Bq.
Proof. To see that the map πX,ε is well-defined, let pp
sqsPr0,1s be a homotopy
between p0, p1 P PpA,Bq. Let t0 “ τX,εpp0q ` 1, t1 “ τX,εpp1q ` 1, and
choose t2 such that t2 ě maxtt0, t1u, and such that p
s
t2
is in PεpX,Bq for all






shows that p0t0 „ p
1
t1
in PεpX,Bq and we get well-definedness.
To see that πX,ε is a group homomorphism, let ps1, s2q be a pair of isome-
tries satisfying the Cuntz relation, and used to define the group operations on
both KKPpA,Bq and KKεpX,Bq, and let rps, rqs P PpA,Bq. Then rps ` rqs


















2q ` 1. On the other hand, if we define
tp :“ τX,εppq ` 1 and tq :“ τX,εpqq, then





Note that tp`q :“ maxttp, tqu, and say without loss of generality that tp ě tq.




2qtPrtq ,tps shows that πX,εprps ` rqsq “ πX,εrps `
πX,εrqs as required.
Compatibility of the maps πX,ε with the forgetful maps in line (10) is
proved via similar arguments; we leave the details to the reader. The exis-
tence of π follows from this and the universal property of the inverse limit.
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Using the ideas in the previous section, we now get the promised rela-
tionship to KL. To state it, let t0u be the closure of zero in the asymptotic
topology on KKPpA,Bq from Definition 5.4. Following Dadarlat
10 [3, Sec-
tion 5], define KLpA,Bq to be the quotient of KKpA,Bq by the closure of
the singleton t0u in the canonical topology.
Theorem 6.8. The homomorphism π in Lemma 6.7 is surjective and de-







In particular, there is a canonical isomorphism lim
Ð
KKεpX,Bq – KLpA,Bq.
Proof. It follows directly from the definitions that an element of KKPpA,Bq
is in the closure of t0u if and only if it maps to zero under π, so it remains to
show that π is surjective. For this, we choose a nested sequence X1 Ď X2 Ď
X3 Ď ¨ ¨ ¨ of finite subsets of A1 with dense union, and consider the pairs










Let then prpnsq8n“1 be a sequence defining an element of lim
Ð
KK1{npXn, Bq
with pn P P1{npXn, Bq for each n. As this sequence defines an element of the
inverse limit, we must have that for each n, the forgetful map
KK1{pn`1qpXn`1, Bq Ñ KK1{npXn, Bq
sends rpn`1s to rpns. This implies that there is a homotopy ppns qsPr0,1s of
elements in P1{npXn, Bq with pn0 “ pn and pn1 “ pn`1. Define p : r1,8q Ñ L
10The original definition of KL is due to Rørdam [12, page 434]: Rørdam’s definition
applies when A satisfies the UCT, and the two definitions agree in that case.
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by setting pt :“ p
n
t´n whenever t is in rn, n ` 1s, and note that p is then an
element of PpA,Bq.
We claim that πrps “ prpnsq8n“1, which will complete the proof. Indeed, it
suffices to fix n and show that πXn,1{nrps “ rp
ns. We have πXn,1{nrps “ rptps,
where tp :“ τXn,1{nppq. By definition of p and of τXn,1{n, the interval I with
endpoints n and tp is such that the path pptqtPI lies entirely in P1{npXn, Bq.
Hence
πXn,1{nrps “ rptps “ rpns “ rp
n
s
and we are done.
7 Identifying the closure of zero
As usual, A and B are separable C˚-algebras throughout this section, and
we keep the conventions on HB, L :“ LpHBq and K :“ KpHBq from Section
4.
We will need an analogue of Lemma 4.4 in the controlled setting.
Lemma 7.1. Let C “ C0pY q be a separable commutative C
˚-algebra, and let
HCbB :“ CbHB be equipped with the amplified representation of A as in the
discussion before Lemma 4.4. Let ε ą 0, and let X be a finite subset X of
the unit ball A1 of A. Then there is a natural identification between elements
p of PεpX,C bBq and parametrized families of projections ppyqyPY such that
the corresponding function p : Y Ñ L has the following properties:
(i) the function p´ e is in C0pY,Kq;
(ii) }rp, as}CbpY,Lq ă ε for all a P X;
(iii) }app2 ´ pq}CbpY,Lq ă ε for all a P X.
Proof. Analogously to Lemma 4.4, the proof rests on the identification KpHCbBq “
C0pY,Kq; we leave the details to the reader.
Let now SB “ C0p0, 1q b B denote the suspension of B. The following
lemma is immediate from Lemma 7.1.
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Corollary 7.2. For any finite subset X of A1 and ε ą 0, elements of
PεpX,SBq can be identified with norm continuous functions
p : r0, 1s Ñ L, t ÞÑ pt
such that:
(i) p0 “ p1 “ e;
(ii) pt ´ e P K for all t P r0, 1s;
(iii) }app2t ´ ptq} ă ε and }rpt, as} ă ε for all a P X and all t P r0, 1s.
Definition 7.3. Let X Ď A1 be finite and ε ą 0. For any two such paths
p, q P PεpX,SBq, define their concatenation p ¨ q to be the path that follows
p then q: precisely
pp ¨ qqt :“
#
p2t 0 ď t ď 1{2
q2t´1 1{2 ă t ď 1
.
The following lemma says that the group operation on KKεpX,SBq can
equivalently be defined by concatenation; it will be useful later in the section.
Lemma 7.4. Let X be a finite subset of A1, ε ą 0, and let SB be the
suspension of B. Then for any rps, rqs P KKεpX,SBq we have that rps`rqs “
rp ¨ qs. Moreover, ´rps is represented by the path p that traverses p in the
opposite direction.
Proof. Up to homotopy, we may assume that pt “ e for all t P r1{3, 1s, and
that qt “ e for all t P r0, 2{3s. The sum rps ` rqs is then represented by a















2 t P r0, 1{3s





2 t P r2{3, 1s
.




1 , which is a unitary in Bp`2q. As the unitary group of
Bp`2q is connected, there is a path u “ putqtPr0,1s of unitaries in Bp`2q such
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that ut “ 1 for t ď 1{3 and ut “ v for t ě 2{3. We may consider u as an
element of the unitary group of LpC0p0, 1q b `2q Ď LpHC0p0,1qbBq; using that

















2 t P r0, 1{3s





2 t P r2{3, 1s
. (11)
On the other hand, the unitary group of LpC0p0, 1q b `2q is connected (even
contractible) by [2, Theorem on page 433], and commutes with both e and
A, so we may connect u to the identity via some norm continuous path in




















2 . This element is homotopic to p ¨ q by Lemma
6.3, so we are done with the proof that rps ` rqs “ rp ¨ qs.
The fact that ´rps “ rps is a consequence of the first part: indeed, rps `
rps “ rp ¨ ps, and p ¨ p is easily seen to be homotopic to the constant path e,
which represents the identity in KKεpX,SBq by Corollary 6.4.
Fix now an increasing sequence X1 Ď X2 Ď X3 Ď ¨ ¨ ¨ of finite subsets of
the unit ball A1 of A with dense union.
Lemma 7.5. Consider an element prpnsq8n“1 of the product
ś
nKK1{npXn, SBq.
Use the identification in Lemma 7.1 to consider each pn as a function pn :
r0, 1s Ñ L, and define p : r1,8q Ñ L by setting pt :“ pnt´n whenever









gives a well-defined homomorphism. Moreover, this homomorphism takes




1KK1{npXn, SBq Ñ KKPpA,Bq
on the lim1-group.
52
Proof. We leave the direct check that p is an element of PpA,Bq to the reader.
To see that ψ is well-defined on the product
ś
nKK1{npXn, SBq, let prp
nsq8n“1
and prqn,1sq8n“0 be sequences in KK1{npXn, SBq representing the same class in
the product
ś
nKK1{npXn, SBq, and with images rps and rqs in KKPpA,Bq.
Then for each n there is a homotopy ppn,sqsPr0,1s between them. Using the
identification in Lemma 4.15, define a new function p : r1,8q Ñ LpHCr0,1sbBq
by pst :“ p
n,s
t´n for t P rn, n ` 1s. Then direct checks show that pp
sqsPr0,1s is a
homotopy between p and q, whence rps “ rqs and we have well-definedness.
The fact that ψ is a homomorphism follows directly, as we may assume the
group operations are all defined using the same pair of isometries ps1, s2q
satisfying the Cuntz relation.
To see now that the image of the map is contained in t0u, we must show
that if rps is in the image, then for every finite subset X Ď A1 and ε ą 0 there
is t ě τX,εppq (see Definition 5.2) and a homotopy passing through PεpX,Bq
connecting pt to e. This is clear, however: by construction of p, there is a
sequence ptnq tending to infinity such that ptn “ e for all n.
For the statement about the lim1 group, we must show that if prpnsq8n“1
is a sequence in
ś
nKK1{npXn, SBq, then the image of prp
nsq is the same as
that of the sequence prpn`1sq8n“1. Indeed, say the image of the former is p
and the image of the latter is q. Then by construction we have that qt “ pt`L
for all t and some fixed L. The path ppsqsPr0,1s defined by p
s
t :“ pt`sL is a
homotopy between p and q, so we are done.
The main result in this section is the following.
Theorem 7.6. The map
ψ : lim
Ð
1KK1{npXn, SBq Ñ KKPpA,Bq
from Lemma 7.5 is an isomorphism onto the closure of zero in KKPpA,Bq.
Proof. To see that the map is onto, let p P PpA,Bq be an element so that
rps is in the closure of zero. Then there is an increasing sequence ptnq in
r1,8q such that tn ě τXn,1{nppq, and such that for each n there is a ho-
motopy pqns qsPr0,1s connecting ptn to e that passes through P1{npXn, Bq; we
53
may moreover assume that tn Ñ 8 as n Ñ 8. For each n, build a path
rn : r0, 1s Ñ L by concatenating the paths pqn1´sqsPr0,1s, pptqtPrtn,tn`1s, and
pqnqsPr0,1s (and reparametrizing to get the domain equal to r0, 1s); note that
this path starts and ends at e, and passes through P1{npXn, Bq. Using Corol-
lary 7.2, it is not difficult to see that rn lies in P1{npXn, SBq, and thus we
get a class prrnsq P lim
Ð
1KK1{npXn, SBq. We claim the image of prr
nsq in
KKPpA,Bq is rps.
Indeed, up to reparametrizations (which do not affect the resulting class
in KKPpA,Bq), the image of prr









As each pair pqns qsPr0,1s, pq
n
1´sqsPr0,1s consists of the same path traversed in
opposite directions, a homotopy removes all these pairs, so we are left with
the concatenation of the paths
pq11´sqsPr0,1s, pptqtPrt1,t2s, pptqtPrt2,t3s, pptqtPrt3,t4s, ...
or in other words of pq11´sqsPr0,1s and pptqtět1 . As any element q P PpA,Bq is
homotopic to the path defined by t ÞÑ qt`L for any fixed L ą 0, this path is
homotopic to the original p and we are done with surjectivity.
For injectivity, let prpnsq8n“1 be a sequence in
ś
nKK1{npXn, SBq that
maps to zero in KKPpA,Bq, so there is a homotopy pp
sqsPr0,1s connecting the
resulting image p to e. Here p is the result of concatenating the functions
pn : r0, 1s Ñ L, so for t P rn, n ` 1s, pt “ pnt´n. For each n, let pqnqsPr0,1s
be the path defined by qns :“ p
s
tn , which defines an element of PεpX,SBq for






e e 5 e
g -- O
•#- - - -•#•- . . . .
t / / / if fit ' II tea . .





3 n e ntl
Increasing t g-
For each n, let mpnq be the largest natural number such that the elements
ppstqsPr0,1s,tPrn,n`1s are all in P1{mpnqpXmpnq, Bq. Note that mpnq Ñ 8 as nÑ 8
by definition of a homotopy, ad that qns is in P1{mpnqpXmpnq, Bq for all m.
Now, for each n, consider the element ´rqns ` rpns ` rqn`1s, which is
in KK1{mpnqpXmpnq, SBq by choice of mpnq. This element is represented by
the concatenation qn ¨ pn ¨ qn`1 by Lemma 7.4. On the other hand, this
concatenation is homotopic to the constant path e: indeed, it forms three
sides of the ‘square’ ppstqsPr0,1s,tPrn,n`1s (pictured as the green square in the
diagram above) and the fourth side is the constant function with value e.
Hence ´rqns ` rpns ` rqn`1s “ res in KK1{mpnqpXmpnq, SBq and res “ 0 by
Corollary 6.4.
Summarizing the previous paragraph, we have rpns “ rqns ´ rqn`1s in
KK1{mpnqpXmpnq, SBq. We claim that this shows that original element prp
nsq8n“1





the map defined by shifting down one unit, so the lim1 group is by definition
the cokernel of 1 ´ φ. Choose a subsequence pnlq
8
l“1 of the natural num-
bers such that the sequence pmpnlqq
8
l“1 is strictly increasing, which exists as
mpnq Ñ 8 as nÑ 8.
For each l P N, define an element xn P
ś
kKK1{kpXk, Bq by setting the
component xnk in KK1{kpXk, Bq to be
xnk :“
#





p1´ φqpxnq “ p0, ..., 0, rpns
lomon
nth













this makes sense as the sum is finite in each component KK1{kpXk, Bq using
that mpnq Ñ 8 as n Ñ 8. We have then that p1 ´ φqpxq is the element
whose kth component is the difference of the elements prpnsq8n“n1 and y, where




(with the empty sum being interpreted as zero). Noting that the difference
between prpnsq8n“n1 and prp
nsq8n“1 is in the image of 1 ´ φ (as indeed is any
element with only finitely many non-zero terms), it thus suffices to prove
that y is in the image of 1´ φ.
For this, for each l P N, define zl P
ś
kKK1{kpXk, Bq to be the element
with kth component znk defined by
zlk :“
#
rqmpnl`1qs mpnlq ă k ď mpnl`1q
0 otherwise
.
We have then that p1 ´ φqpzlq has entries: ´rqmpnl`1qs in the mpnlq
th place;
rqmpnl`1qs in the mpnl`1q




l makes sense. It follows from the above discussion that p1´φqpzq
has entries of the form
pp1´ φqzqk “
#
rqmpnlqs ´ rqmpnl`1qs k “ mpnlq for some l
0 otherwise
.
On the other hand, we have that









Hence p1´ φqpzq “ y, and we are done.
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