Time Frequency Representation
Time Frequency Representation based on Choi-Williams distribution (CWD) (1) is calculated by convoluting the Wigner distribution (WD) (2) and the Choi-Williams (CW) exponential (3) [1] . CWD removes the interference terms present in the Wigner distribution, and is thus used here to clearly characterize the dominant frequency components. Moreover, it has a very good resolution in both the time and frequency domains.
(1)
where  c was set to 0.005 using the estimation criterion proposed in a previous study [2] . Using this value of  c the interferences produced in the time-frequency plane by using sinusoidal functions, located in the RR frequency bands of LF and HF are eliminated. In order to minimize the boundary effect, each segment was multiplied by a Hanning window with length 256 samples. 
Auto-mutual information function
AMIF is a metric to estimate both linear and nonlinear dependences between two time series [3, 4] , x t and x t+τ . It can be regarded as a nonlinear equivalent of the correlation function. AMIF is calculated by the distribution of the probability amplitudes of x t =RR(t) and x t+τ =RR(t+τ), and the joint probability of these time series, based on Shannon entropy.
Probabilities and joint probabilities were computed on the basis of a quantization in 5
bits. This function describes how the information of a signal (AMIF value at τ=0) decreases over a prediction time intervals (AMIF values at τ>0). Increasing information loss is related to decreasing predictability, and increasing complexity of the signal [5] .
AMIF was also defined from Rényi entropy as in (5).
In equation 5, the largest probabilities most influence the AMIF_Re q when q>1 and the smallest probabilities most influence the values of AMIF_Re q when 0<q<1. The
AMIF_Re q converge to the Shannon AMIF when q 1. In this work, AMIF was calculated using a discrete time delay 0≤τ≤100 samples for different values of the control parameter of Rényi entropy: q = {0.1, 0.2, 0.5, 2, 3, 5, 10, 30, 50, 100} and q→1 using (4). AMIF was normalized by its maximum value that corresponds to τ=0.
Correntropy function
CORR is a similarity measure of signals that generalizes the autocorrelation function to nonlinear spaces. (6) is a symmetric positive kernel function, defined by the Gaussian kernel:
where σ is the size of the kernel determined in this study by Silverman's rule [6] of density estimation:
In this rule, A is the smaller value between the standard deviation of the data samples and data interquartile range scaled by 1.34 and N is the number of samples. A powerful advantage of the CORR function is its robustness against impulsive noise. This advantage is due to the fact that when an outlier is present, the inner product in the feature space computed via the Gaussian kernel tends to be zero.
In this work, CORR was calculated using a discrete time delay 0≤τ≤100 samples. 
Defined measures from AMIF and CORR

