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Аннотация. Найдены условия регуляризации, а также конструк-
ция обобщенного оператора Грина регуляризованной линейной мат-
ричной дифференциально-алгебраической краевой задачи. Для ре-
шения задачи о регуляризации обобщенной матричной дифферен-
циально-алгебраической краевой задачи использованы оригиналь-
ные условия разрешимости, а также конструкция общего решения
матричного уравнения типа Сильвестра.
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1. Постановка задачи
Исследуем задачу о построении решений Z(t) ∈ C1α×β [a; b] обоб-
щенного дифференциально-алгебраического матричного уравнения
AZ ′(t) = BZ(t) + F (t), (1)
подчиненных краевому условию
LZ(·) = A, A ∈ Rµ×ν . (2)
Здесь
AZ(t) : C1α×β [a; b]→ Cγ×δ[a; b]
Статья поступила в редакцию 07.03.2016
Работа выполнена при финансовой поддержке Государственного Фонда фун-
даментальных исследований Украины (номер государственной регистрации
0115U003182).
ISSN 1810 – 3200. c© Iнститут математики НАН України
С. М. Чуйко 77
— дифференциально-алгебраический матричный оператор, который
по определению для любых скалярных функций ζ(t), ξ(t) ∈ C1[a, b] и
любых постоянных матриц Ξ1,Ξ2 ∈ Rα×β обеспечивает равенство
A(ζ ′(t)Ξ1 + ξ′(t)Ξ2)(t) = ζ ′(t)A(Ξ1)(t) + ξ′(t)A(Ξ2)(t).
Аналогично матричный оператор BZ(t) : Cα×β [a; b] → Cγ×δ[a; b] бу-
дем далее называть алгебраическим, если для любых непрерывных
скалярных функций ζ(t), ξ(t) ∈ C[a, b] и любых постоянных матриц
Ξ1,Ξ2 ∈ Rα×β имеет место равенство
B(ζ(t)Ξ1 + ξ(t)Ξ2)(t) = ζ(t)B(Ξ1)(t) + ξ(t)B(Ξ2)(t).
Здесь также F (t) ∈ Cγ×δ[a; b] — непрерывная матрица и LZ(·) —
линейный ограниченный матричный функционал:
LZ(·) : C1α×β [a; b]→ Rµ×ν .
Вообще говоря, предполагаем α 6= β 6= γ 6= δ 6= µ 6= ν. Обозначим Rn
пространство действительных векторов с “кубической” нормой [1, 2]
||a||Rn := max
1≤i≤n
|ai|, a ∈ Rn,
а также пространство Rm×n пространство действительных (m × n)-
матриц с нормой
||A||Rm×n := max
1≤i≤m
n∑
k=1
|aik|, A := {aij} ∈ Rm×n,
согласованной с “кубической” нормой в пространстве Rn. Кроме того,
обозначим Cm×n[a, b] линейное нормированное пространство действи-
тельных (m×n)-матриц A(t), непрерывных на отрезке [a, b] с нормой
||A(t)||Cm×n := max
[a;b]
||A(t)||Rm×n , A(t) ∈ Cm×n[a, b],
а также пространство C1m×n[a, b] линейное нормированное простран-
ство действительных (m×n)-матриц A(t), непрерывно дифференци-
руемых на отрезке [a, b] с нормой
||A(t)||C1m×n := max[a;b]
1∑
k=0
||A(k)(t)||Rm×n , A(t) ∈ C1m×n[a, b].
Матричное дифференциально-алгебраическое уравнение (1) обобща-
ет традиционные постановки задач, как для матричных дифферен-
циальных уравнений [3–6], так и для дифференциально-алгебраичес-
ких уравнений [7–9]. С другой стороны, матричная дифференциаль-
но-алгебраическая краевая задача (1), (2) обобщает традиционные
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постановки нетеровых краевых задач для систем обыкновенных диф-
ференциальных уравнений [2, 10–12].
Определим оператор M[A] : Rm×n → Rm·n, как оператор, кото-
рый ставит в соответствие матрице A ∈ Rm×n вектор-столбец B :=
M[A] ∈ Rm·n, составленный из n столбцов матрицы A, а также об-
ратный оператор [14–16]
M−1
[
B
]
: Rm·n → Rm×n,
который ставит в соответствие вектору B ∈ Rm·n матрицу A ∈ Rm×n.
Обозначим Ξ(j) ∈ Rα×β , j = 1, 2, . . . , α · β — естественный ба-
зис [17] пространства Rα×β , при этом задача о нахождении решений
обобщенного дифференциально-алгебраического матричного уравне-
ния (1) приводит к задаче о нахождении вектора z(t) ∈ C1α·β [a; b],
компоненты которого zj(t) определяют разложение матрицы
Z(t) =
α·β∑
j=1
Ξ(j)zj(t), zj(t) ∈ C1[a; b], j = 1, 2, . . . α · β.
Линейный дифференциально-алгебраический матричный оператор
AZ ′(t) по определению представим в виде
AZ ′(t) =
αβ∑
j=1
A Ξ(j)(t)z′j(t),
при этом
M
[
AZ ′(t)
]
= Ω(t) · z′(t), Ω(t) :=
[
Ωj(t)
]α·β
j=1
∈ Rγ·δ×α·β ,
где
Ωj(t) =M
[
A Ξ(j)(t)
]
, j = 1, 2, . . . , α · β.
Аналогично
M
[
BZ(t)
]
= Θ(t) · z(t), Θ(t) :=
[
Θj(t)
]α·β
j=1
∈ Rγ·δ×α·β ,
где
Θj(t) =M
[
B Ξ(j)(t)
]
, j = 1, 2, . . . , α · β.
Таким образом, задача о построении решений обобщенного диффе-
ренциально-алгебраического матричного уравнения (1) приведена к
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задаче о нахождении решений z(t) ∈ C1α·β×1[a; b] традиционного диф-
ференциально-алгебраического уравнения [7–9,12,18,19]
Ω(t) · z′(t) = Θ(t) · z(t) + F(t), F(t) :=M
[
F (t)
]
. (3)
При условии [10,12,19]
PΩ∗(t)Θ(t) = 0, PΩ∗(t)F(t) = 0, (4)
в случае
Ω+(t)Θ(t) ∈ Cα·β×α·β [a; b], Ω+(t)F(t), PΩ̺(t)ϕ(t) ∈ Cα·β×̺[a; b] (5)
система (3) разрешима относительно производной
dz
dt
= Ω+(t)Θ(t)z + F1(t, ϕ(t)), F1(t, ϕ(t)) := Ω
+(t)F(t) + PΩ̺(t)ϕ(t).
Здесь PΩ∗(t) — (γ · δ × γ · δ)− матрица-ортопроектор: PΩ∗(t) : Rγ·δ →
N(Ω∗(t)), PΩ̺(t) — (α · β × ̺)− матрица, составленная из ̺ линейно-
независимых столбцов (α ·β×α ·β)− матрицы-ортопроектора PΩ(t) :
R
α·β → N(Ω(t)). ОбозначимX(t) нормальную фундаментальную мат-
рицу [2]
dX(t)
dt
= Ω+(t)Θ(t)X(t), X(a) = Iαβ
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений. При условии (4), (5) система (3) имеет решение вида
z(t, c) = X(t)c+K
[
F(s, ϕ(s))
]
(t),
K
[
f(s)
]
(t) := X(t)
∫ t
a
X−1(s)f(s)ds, c ∈ Rα·β ,
которое определяет решение обобщенного матричного дифференци-
ально-алгебраического уравнения (1)
Z(t, c) =W (t, c)+K
[
F(s, ϕ(s))
]
(t), W (t, c) :=M−1
[
X(t)c
]
, c ∈ Rα·β ,
(6)
где
K
[
F(s, ϕ(s))
]
(t) :=M−1
{
K
[
F(s, ϕ(s))
]
(t)
}
— обобщенный оператор Грина задачи Коши Z(a) = 0 для диф-
ференциально-алгебраической системы (1). Предположим условия
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(4), (5) выполненными. Подставляя решение (6) обобщенного матрич-
ного дифференциально-алгебраичесго уравнения (1) в краевое усло-
вие (2) , приходим к задаче о нахождении решений
c =
α·β∑
j=1
Ξ(j)cj ∈ Rα·β , cj ∈ R1, j = 1, 2, . . . , α · β
матричного уравнения [14]
LW (·, c) + LK
[
F(s, ϕ(s))
]
(·) = A.
Предположим также, что для краевой задачи (1), (2) имеет место
критический случай (PQ∗ 6= 0); при условиях (4), (5) краевая задача
(1), (2) разрешима тогда и только тогда, когда
PQ∗dM
{
A− LK
[
F(s, ϕ(s))
]
(·)
}
= 0.
Поставим следующую задачу: можно ли в этом случае малыми воз-
мущениями
LˇZ(·, ε) := LZ(·, ε) + εUZ(a, ε)V , U ∈ Rµ×α, V ∈ Rβ×ν
краевого условия (2)
LˇZ(·, ε) = A, A ∈ Rµ×ν , 0 < ε≪ 1. (7)
привести матричную дифференциально-алгебраическую задачу (1),
(7) к некритическому случаю? Здесь PQ∗ — матрица-ортопроектор
PQ∗ : Rµ·ν → N(Q∗), где
Q :=
[
Qi
]α·β
i=1
∈ Rµ·ν×α·β ,
Qi :=M
{
LM−1
[
X(·)Ξ(i)
]}
, i = 1, 2, . . . , α · β.
Матрица PQ∗d составлена из d линейно независимых строк ортопроек-
тора PQ∗ . Здесь LˇZ(·, ε)— линейный ограниченный матричный функ-
ционал:
LˇZ(·, ε) : C1α×β [a; b]→ Rµ×ν ,
непрерывный по малому параметру ε при ε ∈ [0, ε0]. Таким образом
поставленная задача относится к задачам о регуляризации [1, 2, 21–
23].
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2. Условия регуляризации матричной дифференциаль-
но-алгебраической краевой задачи
Как известно [20], любая (m × n)− матрица Q в определенном
базисе может быть представлена в виде
Q =M · J ·N, rank Q := ρ; (8)
здесь M ∈ Rm×m и N ∈ Rn×n — невырожденные матрицы,
J :=
(
Iρ O
O O
)
.
Разложением (8) можно воспользоваться при решении задачи о регу-
ляризации матричной дифференциально-алгебраической задачи
(1), (7) . Возмущение матрицы Q будем искать в виде
Q(ε) := Q+ εR ∈ Rµ·ν×α·β , 0 < ε≪ 1.
По определению матричная дифференциально-алгебраическая зада-
ча (1), (7) представляет некритический случай при условии
PQ∗(ε) = 0. Очевидно, это условие равносильно уравнению[
Q+ εR
]
·
[
Q+ εR
]+
= Iµν (9)
относительно (µν × µν)-матрицы R. Заметим, что уравнение (9) раз-
решимо лишь для µν ≤ αβ. Действительно, предположим уравнение
(9) переопределенным: µν > αβ, при этом
rank
(
Q+ εR
)(
Q+ εR
)+
≤ rank
(
Q+ εR
)
= rank
(
Q+ εR
)+
≤ µν < γδ,
что противоречит равенству рангов левой и правой части уравнения
(9). При условии µν ≤ αβ уравнение (9) имеет по меньшей мере одно
семейство решений
R :=M ·ΠJ ·N ∈ Rγδ×αβ ,
где ΠJ ∈ Rγδ×αβ — матрица полного ранга. Таким образом, постав-
ленная задача о регуляризации матричной дифференциально-алге-
браической задачи (1), (7) равносильна задаче о регуляризации ли-
нейного алгебраического уравнения
Q(ε) c =M
{
A− LK
[
F(s, ϕ(s))
]
(·)
}
(10)
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с матрицей Q(ε), разрешимой при условии µν ≤ αβ в виде
Q(ε) := Q+ εR, R :=M ·ΠJ ·N ∈ Rµν×αβ .
Действительно, в силу невырожденности матриц M и N имеет место
равенство [17, 4.48]
rank Q(ε) = rank (J + εΠJ) = µν,
при этом PQ∗(ε) = 0, следовательно система (10) с матрицей Q(ε)
разрешима для любых правых частей. Положим для определенности,
что U ∈ Rµ×α — фиксированная постоянная матрица и V ∈ Rβ×ν —
неизвестная постоянная матрица. Заметим, что
UZ(a, ε)V = UW (a, c)V = UM−1(c)V , c ∈ Rαβ ;
здесь
c =
α·β∑
j=1
Θ(j)ξj ∈ Rα·β , ξj ∈ R1, j = 1, 2, . . . , α · β,
где, напомним, Θ(j), j = 1, 2, . . . , αβ — естественный базис про-
странства Rαβ . При этом
UZ(a, ε)V = UM−1
α·β∑
j=1
Θ(j)ξj
V
=
α·β∑
j=1
UM−1
(
Θ(j)
)
Vξj =
α·β∑
j=1
U Ξ(j)Vξj .
Таким образом,
M
[
UZ(a, ε)V
]
=
{
M
[
U Ξ(1)V
]
, . . . M
[
U Ξ(αβ)V
]}
ξ,
следовательно{
M
[
U Ξ(1)V
]
, . . . , M
[
U Ξ(αβ)V
]}
=MΠJN. (11)
Неизвестную матрицу V ∈ Rβ×ν будем искать в виде
V =
β·ν∑
j=1
Λjζj ∈ Rβ×ν , ζj ∈ R1, j = 1, 2, . . . , β · ν,
С. М. Чуйко 83
где Λ(j), j = 1, 2, . . . , β ·ν — естественный базис пространства Rβ×ν ;
обозначим (µν × αµ) – матрицы
Πi :=
{
M
[
U Ξ(i)Λ1
]
, . . . , M
[
U Ξ(i)Λβν
]}
, i = 1, 2, . . . , αβ.
Уравнение (11) приводит к системе
D · ζ =M
(
MΠJN
)
, (12)
разрешимой относительно вектора ζ ∈ Rβν тогда и только тогда, ко-
гда
PD∗M
(
M ΠJN
)
= 0. (13)
Здесь
D :=

Π1MΛ1 Π1MΛ2 . . . Π1MΛβν
Π2MΛ1 Π2MΛ2 . . . Π2MΛβν
...
...
. . .
...
ΠαβMΛ1 ΠαβMΛ2 . . . ΠαβMΛβν
 ∈ Rα·β·µ·ν×β·ν ,
кроме того, PD∗ — матрица-ортопроектор:
PD∗ : R
α·β·µ·ν → N(D∗).
При условии (13) и только при нем система (12) определяет по мень-
шей мере один вектор ζ ∈ Rβν :
ζ = D+ · M
(
M ΠJN
)
,
который определяет матрицу
V :=M−1
[
D+M
(
M ΠJN
)]
,
гарантирующий разрешимость задачи о регуляризации матричной
дифференциально-алгебраической задачи (1), (2). Возмущение мат-
рицы Q :
Q(ε) := Q+ εR ∈ Rµ·ν×α·β
при условии
Q+(ε)M
{
A− LˇK
[
F(s, ϕ(s))
]
(·)
}
∈ Cαβ×µν [0, ε0]
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определяет решение
Z(t, ε) : Z(·, ε) ∈ C1α×β [a; b], Z(t, ·) ∈ Cα×β [0, ε0]
матричной дифференциально-алгебраической задачи (1), (7) вида
Z(t, ε) =W (t, cr, ε) +G
[
F(s, ϕ(s));A
]
(t, ε), cr ∈ Rr, (14)
где
W (t, cr, ε) :=M−1
[
X(t)PQr(ε)cr
]
общее решение однородной части регуляризованной матричной диф-
ференциально-алгебраической задачи (1), (7) и
G
[
F(s, ϕ(s));A
]
(t, ε) := K
[
F(s, ϕ(s))
]
(t)
+M−1
{
X(t)Q+(ε)M
{
A− LˇK
[
F(s, ϕ(s))
]
(·)
}}
— обобщенный оператор Грина задачи о регуляризации матричной
дифференциально-алгебраической задачи (1), (2). Матрица PQr(ε)
составлена из r линейно независимых столбцов ортопроектора
PQ∗(ε) : R
µ·ν → N(Q∗(ε)). Таким образом, доказано следующее до-
статочное условие регуляризации матричной дифференциально-алге-
браической задачи (1), (2).
Теорема 1. В критическом случае (PQ∗ 6= 0) при условиях (4), (5),
(13) и
µν ≤ αβ, Q+(ε)M
{
A− LˇK
[
F(s, ϕ(s))
]
(·)
}
∈ Cαβ×µν [0, ε0]
задача о нахождении решения Z(t) ∈ C1α×β [a; b] матричного диф-
ференциально-алгебраического уравнения (1), удовлетворяющего кра-
евому условию (2), малым возмущением
LˇZ(·, ε) := LZ(·, ε) + εUZ(a, ε)M−1
[
D+M
(
MΠJN
)]
краевого условия (2) приводится к задаче о нахождении решения
Z(t, ε) : Z(·, ε) ∈ C1α×β [a; b], Z(t, ·) ∈ Cα×β [0, ε0]
матричной дифференциально-алгебраической задачи (1), (7) в некри-
тическом (PQ∗ = 0) случае вида (14).
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Доказанная теорема обобщает соответствующие условия регуля-
ризации линейных нетеровых краевых задач [23] на случай матрич-
ной дифференциально-алгебраической задачи (1), (2) и могут быть
использованы в теории устойчивости движения, при решении диф-
ференциальных уравнений Риккати и Бернулли [4, 5], а также при
решении линейных краевых задач для матричных дифференциаль-
ных уравнений [6, 24–26].
Пример 1. Требованиям доказанной теоремы удовлетворяет мат-
ричная дифференциально-алгебраическая краевая задача
AZ ′(t) = BZ(t) + F (t), LZ(·) = A, (15)
где
AZ ′(t) :=
∫ 1
0
∫ 1
0
Φ(t, u, v)Z ′(t)Ψ(t, u, v) du dv,
BZ(t) :=
3∑
i=1
Si(t)Z(t)Ri(t),
Φ(t, u, v) :=
 3u 00 0
0 3v
 , Ψ(t, u, v) :=
 4u 00 4v
0 0
 ,
S1 :=
 0 10 0
0 0
 , S2 :=
 1 00 0
0 0
 , S3 :=
 0 10 0
0 0
 ,
R1 :=
 0 10 0
0 0
 , R2 :=
 0 01 0
0 0
 , R3 :=
 0 00 1
0 0
 ,
F (t) =
 0 10 0
0 0
 , LZ(·) := Π0Z(0)Γ0 +Π1Z(1)Γ1,
Π0 :=
(
1 0
0 0
)
, Π1 :=
(
0 1
0 0
)
,
Γ0 :=
 1 00 0
0 0
 , Γ1 :=
 0 01 0
0 1
 .
Обозначим
Ξ1 :=
(
1 0 0
0 0 0
)
, Ξ2 :=
(
0 0 0
1 0 0
)
, ... , Ξ6 :=
(
0 0 0
0 0 1
)
86 О регуляризации матричной...
естественный базис пространства R2×3. Поскольку
Ω(t) =

3 0 0 0 0 0
0 0 0 0 0 0
0 4 0 0 0 0
0 0 4 0 0 0
0 0 0 0 0 0
0 0 0 3 0 0
 , Θ(t) =

0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
постольку условия (4), (5) выполнены: PΩ(t)∗Θ(t) = 0, PΩ∗(t)F(t) = 0,
Ω+(t)Θ(t) =
1
12

0 0 4 0 0 0
0 0 0 0 0 0
0 3 0 3 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 ∈ C6×6[R],
при этом матричная дифференциально-алгебраическая краевая за-
дача (15) представляет критический случай (PQ∗ 6= 0); здесь
PQ∗ =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Заметим, что ρ = 2 6= 0, при этом произведение PΩ̺(t)ϕ(t) зависит от
произвольной функции ϕ(t) ∈ C2×1[0; 1]; здесь
PΩ(t) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , PΩ̺(t) =

0 0
0 0
0 0
0 0
1 0
0 1
 .
Положим для определенности ϕ(t) := 0. Матрица
Q =

1 0 0 1 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

может быть представлена в виде (8), где
J :=
(
I1 O
O O
)
∈ R4×6, M = I4,
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а также
N =

1 0 0 1 0 1
2 0 0 −1 0 −1
0 3 0 0 0 0
0 0 3 0 0 0
0 0 0 0 3 0
−1 0 0 −1 0 2
 .
Положим для определенности U = I2 и
ΠJ :=

1 1 0 0 1 0
1 0 1 0 0 1
0 0 0 1 0 0
1 −1 0 0 0 −1
 ,
при этом условия (13) и 4 = µν < αβ = 6 выполнены; здесь
D =

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1

.
Пусть
A :=
(
1 0
0 0
)
,
88 О регуляризации матричной...
при этом
Q+(ε)M
{
A− LˇK
[
F(s, ϕ(s))
]
(·)
}
∈ Cαβ×µν [0, ε0];
здесь
K
[
F(s, ϕ(s))
]
(t) =
1
24
(
t2 6t 0
0 0 0
)
— обобщенный оператор Грина задачи Коши Z(0) = 0 для дифферен-
циально-алгебраической системы (15). Возмущение матрицы Q :
Q(ε) := Q+ εR, R :=M ·ΠJ ·N
определяет сомножитель
V =
 3 00 3
3 0
 ,
при этом
Q(ε) =

1 + 3ε 0 0 1 3ε 0
0 3ε 0 0 0 3ε
0 0 3ε 0 0 1
0 0 0 3ε 0 0

— матрица полного ранга, удовлетворяющая условию PQ∗ = 0. По-
скольку
PQr(ε) =

3
(
ε+ 18ε3
)
0
0 3ε
(
1 + 6ε+ 18ε2
)
0 1 + 6ε+ 18ε2
0 0
−(1 + 3ε) (1 + 18ε2) 0
0 −3ε (1 + 6ε+ 18ε2)
 ,
постольку общее решение однородной части регуляризованной мат-
ричной дифференциально-алгебраической задачи двупараметрично:
W (t, ε, cr) = c1W1(t, ε) + c2W2(t, ε) cr := ( c1 c2 )
∗ ∈ R2;
здесь
W1(t, ε) =
(
3 ε 0 −1− 3 ε
0 0 0
)
,
W2(t, ε) =
1 + 6 ε+ 18 ε2
24 (1 + 18 ε2)
(
t (8 + 3t ε) 6 (4 + 3t ε) −1− 3 ε
72 ε 0 −72 ε
)
.
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Общее решение неоднородной регуляризованной матричной диффе-
ренциально-алгебраической задачи определяет обобщенный оператор
Грина задачи о регуляризации матричной дифференциально-алге-
браической задачи (15):
G
[
F(s, ϕ(s));A
]
(t) =
1
24
(
t2 + 24+72 ε1+6 ε(1+3 ε) 6t
72 ε
1+6 ε(1+3 ε)
0 0 0
)
.
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