ABSTRACT. -We consider nonlinear elliptic differential equations of second order in two variables F (x, y, z(x, y), z x (x, y), . . . , z yy (x, y)) = 0, (x, y) ∈ ⊂ R 2 . Supposing analyticity of F , we prove analyticity of the real solution z = z (x, y) in the open set . Furthermore, we show that z may be continued as a real analytic solution for F = 0 across the real analytic boundary arc ⊂ ∂ , if z satisfies one of the boundary conditions z = ϕ or z n = ψ(x, y, z, z t ) on with real analytic functions ϕ and ψ, respectively (z n denotes the derivative of z w.r.t. the outer normal n on and z t its derivative w.r.t. the tangent). The proof is based on ideas of H. Lewy combined with a uniformization method. Studying quasilinear equations, we get somewhat better results concerning the initial regularity of the given solution and a little more insight. , y) , . . . , z yy (x, y)) = 0, (x, y) ∈ ⊂ R 2 . Supposent l'analyticité de F , nous démontrons l'analyticité de la solution réelle z = z(x, y) dans l'ensemble ouvert . En outre, nous démontrons qu'on peut prolonger z comme solution analytique réelle de F = 0 à travers la courbe ⊂ ∂ , si z vérifie une des conditions aux limites z = ϕ or z n = ψ(x, y, z, z t ) sur avec des fonctions analytiques réelles ϕ et ψ (z n designe la dérivée de z par rapport à la normale extérieure n sur et z t la dérivée de z par rapport à la tangente). La démonstration est fondée sur des idées de H. Lewy, combinées avec une méthode d'uniformisation. En regardant des équations quasi-linéaires, nous réalisons des résultats améliorés en ce qui concerne la regularité initiale de la solution donnée et un peu plus de compréhension.  2002 Éditions scientifiques et médicales Elsevier SAS
Introduction
Let z = z(x, y) be a solution of the fully nonlinear equation is satisfied (z n denotes the derivative of z w.r.t. the outer normal n, z t its derivative w.r.t. the tangent t). Then we show: If F is a real analytic function and z ∈ C 2 ( ), then z is real analytic in (Theorem 3). Furthermore, supposing analyticity of all data F , ϕ or ψ, and , we can continue z ∈ C 2 ( ∪ ) across as a real analytic solution of (1.1) (Theorem 4). The first result is Bernstein's analyticity theorem (compare e.g. [10] ; for further references cf. [12] §5.8). The second statement follows also from Morrey's far reaching Theorem 6.8.2 in [12] , but its proof is quite complex. (For similar results cf. A. Friedman's paper [3] .) Therefore, it seems desirable to find a more elementary and geometric proof for the equations considered here. Furthermore, our method is constructive, and one may estimate the domain of existence for the extended solution, quantifying the fundamental Theorem 2 in [13] .
In this theorem we have extended a given solution of an analytic system z(u, v) = h z(u, v), z u (u, v) , z v (u, v) , (1.4) across a straight part of the boundary, where certain analytic mixed boundary conditions are satisfied. Now, introducing isothermal parameters, we transform the equation (1.1) to such a system for the vector-valued function z with the components: x, y, the solution z, and its first and second derivatives, all considered as functions of the isothermal parameters (u, v) (cf. Lemma 3). Additionally, we obtain a system of first order, which we use in connection with (1.2) or (1.3) to derive suitable mixed boundary conditions for z. Exploiting Theorems 2 and 3 of [13] , we infer the analyticity of z and construct a continuation of z across the boundary. Using E. Hopf's maximum principle, we obtain the analogous results for z = z(x, y) (cf. Theorems 3 and 4). In the case of quasilinear equations a x, y, z(x, y), z x (x, y), z y (x, y) z xx + 2b(. . .)z xy + c(. . .)z yy + d(. . .) = 0 in (1.5) the same method as above gives somewhat more insight and also better results, since the system (1.4) contains the first derivatives of z only (cf. Lemma 1). Therefore, we dedicate the first part of the paper to equation (1.5) . We find an analytic continuation of the solution z, even if we only suppose z ∈ C 2 ( ) ∩ C 1 ( ∪ ) (Theorem 2). In order to obtain the optimal results concerning the initial regularity for z, we have to combine our method with a lemma of Heinz [7] following the ideas of [8] . Regarding the optimality we refer the reader to the Examples 2 and 3.
Our method rests on H. Lewy's idea [10] of continuing a solution for (1.1) to complexvalued variables x, y by solving hyperbolic initial value problems. The transition to the system (1.2) simplifies this method, since the corresponding hyperbolic problems have straight characteristic lines. In addition, we are able to continue a solution of (1.2) across the boundary. This continuation process is described in [13] .
We would like to mention P. Garabedian's beautiful book [4] , which was highly inspiring for us.
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Reduction of quasilinear equations to the normal form
2) which is supposed to be elliptic with respect to z, i.e. 
such that the relations
satisfies the semilinear system 
with a(x, y) := a(x, y, z(x, y), p(x, y), q(x, y)) ∈ C 1+α ( ) and so on. The uniformization theorem for nonanalytic metrics (compare, e.g., [15] ) yields: For any (x 0 , y 0 ) ∈ and any r > 0 with B r (x 0 , y 0 ) ⊂⊂ there exists a
0 ) and such that the metric ds 2 appears in the form
The surface element satisfies > 0 in B, and we have J f := x u y v − x v y u > 0 in B for the Jacobian of f . Now, writing w := f −1 for the inverse mapping of f , we set (x, y) := • w(x, y). From (2.7) we conclude
Comparing this with (2.6), we obtain the conformality relations
Denoting by J w the Jacobian of the map w and using J w , , > 0, we get
Now, applying the relation
we derive the Beltrami system for the uniformizing map f
(2.10)
For later application we note the equivalent system 
and from the second equations in (2.10) and (2.11) we infer
We obtain ). Moreover, we compute
and consequently
If we treat Eqs. (2.12) in the same way, we obtain
and √
From the integrability conditions z u = px u + qy u and z v = px v + qy v we get immediately
which we may write as 
for the determinant of the matrix of coefficients, we may solve this system. We consider the right hand sides of Eqs. (2.13)-(2.17) as functions of z, z u and z v and denote them by m 1 , . . . , m 5 , respectively. Then we find 
Analyticity and continuation of solutions for quasilinear equations
First we show analyticity in the interior of the domain. 
and
If h is real analytic for any (x 0 , y 0 ) ∈ , we say is a (real) analytic arc.
On such a boundary arc we prescribe boundary data of two kinds: (1) Dirichlet data: We investigate the case
on an open set U ⊂ R 4 . We consider the boundary condition
Here z n denotes the derivative of z w.r.t. the outer normal n and z t its derivative in tangential direction. Obviously, we have to demand
In the following, we replace the ellipticity condition (2.3) by
i.e. we assume that the elliptic equation (3.1) does not degenerate on . We always
, and we suppose
To start our analysis, we show that we can restrict our considerations to the case = S := {(x, y) ∈ B | y > 0} and = I := {(x, y) ∈ B | y = 0}, following the ideas of E. Heinz [8] , who has applied this method to Monge-Ampère equations:
Let be a C 3+α -arc. We may assume |h y (x 0 , y 0 )| > 0 due to (3.2). If |h y (x 0 , y 0 )| = 0 is true, we have |h x (x 0 , y 0 )| > 0 and one may carry out the following calculations exchanging x and y. Now, there exists R ∈ (0, σ ] such that we can solve the equation h(x, y) = 0 with respect to y in B R (x 0 , y 0 ). More precisely, we find a
where ϑ ∈ {−1, +1}. We choose R 1 ∈ (0, R] with
Introducing new coordinates (ξ, η) by the definition
we have the estimate 
Therefore, we obtain the inclusions
Let us now consider the functioñ
where z ∈ C 2 ( ) ∩ C 1 ( ∪ ) denotes a given solution for (3.1). We abbreviatẽ p =z ξ , . . . ,t =z ηη and calculate
Inserting this into (3.1), we infer
In (3.11) the quantities x, y, z, p, q are defined by the relations
denotes an open set with the property
Now, we examine the behaviour of the boundary conditions under the transformation (3.7).
(1) Dirichlet data: Defining
we concludez 
Since we know (we parametrize such that lies on its left hand side)
we may calculate
Moreover, we obtain 
for the normal derivative of z. Together with the boundary condition we infer
(3.18) The functionψ is defined on a set U ⊂ R 3 with the property
choosing R > 0 sufficiently small to ensure that the inclusion
Here U is the domain of definition for ψ, and we have set
Since z T (x, y) and z t (x, y) coincide for (x, y) ∈ ∩ B R (x 0 , y 0 ), such a number R > 0 exists. Let us summarize our results:
for the quasilinear equation (3.1), which is supposed to be elliptic with respect to z in the sense of (3.6) . On the C 3+α -arc we prescribe either Dirichlet data (3.4) with ϕ ∈ C 3+α ( , R) or nontangential data of first order (3.5) with ψ ∈ C 2+α (U, R). (3.9) , this function is a solution of (3.10) with coefficientsã,b,c,d ∈ C 1+α ( , R), where ⊂ R 5 has the property (3.14). The equation is elliptic with respect toz in the sense of (3.13). Moreover, z fulfils one of the boundary conditions (3.16) or (3.18) with right hand sidesφ
Finally, if the coefficients a, b, c, d and the boundary data ϕ, ψ are real analytic functions and if is a real analytic arc, then also the transformed quantitiesã,b,c,d
andφ,ψ are real analytic functions. 
Proof. -(1) We mention z ∈ C 3+α ( ) and choose an arbitrary point (x 0 , y 0 ) ∈ . Because of Lemma 2, we may restrict our considerations to the case = S, = I . First we examine the case of the Dirichlet boundary condition In the sequel, we omit the hat and assume that z fulfils the homogeneous Dirichlet condition (3.20). Let us now introduce isothermal parameters (u, v) ∈ S with respect to the metric
The uniformizing map
satisfies J f = x u y v − x v y u > 0 in S, and we have 
Solving these equations for x u , x v , q u and q v , one gets the equivalent system
The uniformizing map f may be chosen such that applying the ellipticity property and using the integrability conditions z u = px u + qy u , z v = px v + qy v . In (3.24) C denotes a non-negative constant. We will not distinguish between such constants. The first two equations in each of the systems (3.21) and (3.22) yield √ a |∇x|
and we learn
from the last two equations in (3.22) . Inserting this into (3.24), we get
Let us now consider the function
. With the aid of (3.20), (3.23) and (3.27) we get
(3.28)
According to the Hilfssatz in [7] there exists ∈ (0, 1] such that x ∈ C 1+µ (S ) holds true with an arbitrary µ ∈ (0, 1), setting S := S ∩ B (0, 0). Therefore, we obtain
from (3.22) and the integrability conditions. Since the function z = (x, y, z, p, q) is a solution of the system (2.5), we know that x = (y, p) is a solution for
where we have written h
Now, some potential theory shows x ∈ C 2+αµ (S /2 ) (compare e.g. [6] , Section 4.4). This again leads to z ∈ C 2+αµ (S /2 ), and consequently we have k ∈ C α (S /2 ). Therefore, we even infer x ∈ C 2+α (S /4 ) from (3.29), and we finally conclude
(2) Let us now consider the second kind of boundary conditions and Furthermore, the fourth equation of (3.22) and the second of (3.33) yield
These equations form a linear system for the unknowns p u and p v which we may solve on account of
Since we know |∇ y ψ(y(x, y))| C in S, we infer |∇p| C |∇x| + |∇y| + |∇z| + |∇m| in S.
Combining this with the integrability conditions and (3.25), we obtain
and therefore
utilizing (3.27 ). In addition, formula (3.34) yields
Here we have additionally used the boundary condition (3.31) and the property (3.23) of the uniformizing map. With the aid of the Hilfssatz in [7] we see that there exists a ∈ (0, 1] such that x ∈ C 1+µ (S ) is valid for any µ ∈ (0, 1). Now, we infer from (3.37), (3.22) and the integrability conditions
Combining potential theoretic results with (3.34), we may derive
as in the first part of the proof.
(3) Now, we have to go back to the original coordinates (x, y). We calculate
Consequently, we have to show J f (0, 0) > 0. Then we obtain z(x, y) ∈ C 3+α (S r ) with a sufficiently small r > 0, using either (3.30) or (3.41).
At first, differentiating the first equation in (3.22) with respect to v and the second equation with respect to u, a subsequent subtraction of the resulting equations yield and we infer J f (0, 0) > 0 because of (3.25). Now, we know that the solution of the transformed problem satisfies z(x, y) ∈ C 3+α (S r ). Reversing this transformation, we obtain that the solution of the original problem belongs to the class C 3+α ( ∩ B ε (x 0 , y 0 ), R) with a sufficiently small ε > 0. Since the choice of (x 0 , y 0 ) ∈ was arbitrarily, we finally conclude Proof. -(1) In the first part, we study the Dirichlet boundary condition (3.4). Due to Lemma 3 we know z ∈ C 3 ( ∪ , R). We only consider the case = S, = I , and the homogeneous boundary condition (3.20). Inserting isothermal parameters (u, v), we infer (3.21) or equivalently (3.22) . Furthermore, the vector-valued function z = (x, y, z, p, q) ∈ C 2 ( S) solves the system The second equation in (3.22) yields
on account of (3.44), and from the fourth equation we derive
Defining the real analytic matrix-valued function
where U 2 ⊂ R 2 is the projection of 0 onto the x, q-plane, we may rewrite the last two equations as
With (3.43)-(3.45) we have found a boundary problem of the form considered in [13] Theorem 3. All the assumptions are fulfilled (set U 1 := 0 × R 5 × R 5 ). Thus, for any ∈ (0, 1) we find r > 0 such that z can be continued as a real analytic solution of (3.
43) onto the set S ∪ ((− , ) × (−r, r)).
As in part (3) (2) Let us now consider the (already transformed) boundary condition (3.31). We know z ∈ C 3 ( S) due to Lemma 3, and we introduce isothermal parameters (u, v). As in part 2 of the proof of Lemma 3 we consider the auxiliary function m = m(u, v) ∈ C 2 ( S, R), which is defined in (3.32). The vector-valued function z = (x, y) with
solves a system of the form (3.43) with a real analytic right hand side h (note that ψ is also real analytic). Furthermore, we learn
from (3.23) and (3.31). The second equation in (3.22) yields
and with the aid of the relation z v = px v + qy v we obtain 
where we have also exploited (3.46). Now, from the first equation in (3.22) and from (3.46) we deduce
Putting this and the relations (3.47), (3.48) into the formula (3.49), we obtain
We remark that k 1 und k 2 are real analytic functions on some open set U 2 ⊂ R 3 , which includes the set {y(u, v) | (u, v) ∈ S}. Defining the real analytic function 
The problem (3.43), (3.46), (3.52) has the form considered in [13] Theorem 3. Consequently, we can continue z as a real analytic solution of (3.43) onto S ∪ ((− , ) × (−r, r)) with an arbitrary ∈ (0, 1) and a suitable r ∈ (0, 1). We define the continuation of the quantity q(u, v) by formula (3.32). Now, as in the first part of the proof, we find a continuation z(x, y) of the given solution for In the case γ ∈ (π/2, π] one has to consider the function −z(x, y). The boundary angle γ is constant. For a detailed discussion of this and similar problems, including existence and uniqueness of a solution for (3.53), (3.54), we refer the reader to the monograph [2] . Relation (3.54) may be written in the form
This equation is solvable with respect to z n if cos γ < 1 is true, i.e. the surface S does not cross the tube in a tangential direction. In that case, we obtain
Formula (3.55) is a nontangential boundary condition of first order in the sense of (3.5). Since ψ(ζ ) := cot γ 1 + ζ 2 is real analytic for all ζ ∈ R, we learn from Theorem 2 the following: A capillary surface S, which can be represented by a function z ∈ C 2 ( ) ∩ C 1 ( ), is a real analytic surface. Furthermore, S may be continued as a capillary surface across the tube, if ∂ is a real analytic Jordan arc and if γ > 0 is satisfied.
This result is a generalization of H. Lewy's result [11] . He showed that a parametrized minimal surface z : S ∪ I → R 3 , which maps I into a real analytic support surface, can be continued across I as a minimal surface. If z is a graph over the x, y-plane, this question corresponds to the problem (3.53), (3.54) with κ = 0 and γ = π/2.
Example 2. -Let = S and = I . The function
solves Eq. (3.1) in S, where the coefficients are defined as follows
Moreover, we have the boundary condition
The functions a, b, c, d are real analytic and we calculate
Obviously, there does not exist a real analytic continuation of z across I as a solution for (3.1). This means, if we assume z ∈ C 0 ( ∪ ), Theorem 2 is not true.
The fully nonlinear equation
Now we investigate the more general equation
denotes an open set. The ellipticity condition appears in the form 2) and the inclusion {(x, y, z(x, y), . . . , z yy (x, y)) | (x, y) ∈ } ⊂ has to be satisfied for the given solution z = z(x, y) ∈ C 2 ( , R).
be a solution of (4.1) and let (x 0 , y 0 ) ∈ , r > 0 with B r (x 0 , y 0 ) ⊂⊂ . We may introduce isothermal parameters (u, v) ∈ B with respect to the Riemannian metric 
(4.4)
Here we have abbreviated
Moreover, the vector-valued function
is a solution of the system
7)
with a right hand side h :
, which is defined on 0 := {z ∈ | (z) > 0} and whose exact form is given in the proof. Finally, if F is a real analytic function in , then h is real analytic in 0 × R 8 × R 8 .
Proof.
-(1) First we have ds 2 ∈ C 1+α (B r (x 0 , y 0 )), since we obtain z ∈ C 4 ( ) from F ∈ C 2+α ( ) due to [9] and [14] .
is homeomorphic and solves the Beltrami system or equivalently
(cf. proof of Lemma 1). In order to derive the remaining four Equations in (4.4), we differentiate the equation F = 0 with respect to x and y. Then, we have 10) using the abbreviations (4.5). From the first relations in (4.8), (4.9) and (4.10) we deduce
Combining the first equation in (4.10) with the second relations in (4.8) and (4.9), we may calculate
which we write as 
(4.14)
(2) Now, we derive the system (4.7). Differentiating the first equation in (4.8) with respect to u and the second one with respect to v and summing up the resulting equations, we get 1 2
Here we have written
). Next, if we differentiate the first equation in (4.8) with respect to v and the second one with respect to u and subtract the resulting equations from each other, we conclude
In the same way we obtain the relations
from (4.11) and (4.12). Furthermore, Eqs. (4.13) and (4.14) yield
and the integrability conditions
give the relations Next we investigate the boundary behaviour for solutions z = z(x, y) ∈ C 2 ( ∪ , R) of (4.1), where ⊂ ∂ = ∅ denotes an open Jordan arc as described at the beginning of paragraph 3. Again we study either Dirichlet data (3.4) or nontangential data of first order (3.5) . Supposing {(x, y, z(x, y) , . . . , z yy (x, y)) | (x, y) ∈ ∪ }, we replace the ellipticity condition (4.2) by   | (x,y,z(x,y),...,z yy (x,y) y,z(x,y) ,...,z yy (x,y)) > 0, (x, y) ∈ ∪ . (4.24)
As in the case of quasilinear equations, it suffices to consider the case = S, = I , applying a local transformation. Moreover, we study homogeneous Dirichlet data
subtracting a continuation of the boundary function ϕ from the given solution. The boundary condition (3.5) appears in the form
where
, and the ellipticity property (4.24) is satisfied. On the C 4+α -arc we assume either (3.4) or (3.5) and we suppose ϕ ∈ C 4+α ( , R) and ψ ∈ C 3+α (U, R), respectively. Then we have z ∈ C 4+α ( ∪ , R).
Proof. -(1) Due to the results of Hopf [9] and Nirenberg [14] we know z ∈ C 4+α ( , R). We suppose = S, = I and consider the homogeneous Dirichlet condition (4.25). Introducing isothermal parameters (u, v) ∈ S, we deduce the system (4.7) for z = (x(u, v) 
The uniformizing map f : S → S may be chosen such that (3.23) is satisfied. From the proof of Lemma 4 we take the exact shape of the right hand side in (4.7), and we obtain estimates of the form
exploiting condition (4.24) (or more precisely, its transformed version). Furthermore, we know the system (4.4) to be fulfilled. The first two equations in (4.4) yield Let us now consider the function
. Using y(u, 0) = 0 and the boundary condition (4.25), we conclude
from (4.27), (4.29) and (4.31). The Hilfssatz in [7] shows x ∈ C 1+µ (S ) with a sufficiently small ∈ (0, 1] and an arbitrary µ ∈ (0, 1). We obtain z ∈ C 1+µ (S ) and some potential theory shows
As in the proof of Lemma 3 one sees J f (0, 0) > 0, such that we infer z(x, y) ∈ C 4+α (S r ) for a sufficiently small r ∈ (0, 1). In order to derive this last regularity property, one has to use relations as z xxx = J −1 f (r u y v − r v y u ). (2) Let us now study the boundary condition (4.26). We define
and introduce the auxiliary function Since we may solve (4.36) with respect to r u and r v , we deduce
with the aid of (4.29). Putting this into (4.30), we also get 
and therefore we have x ∈ C 1+µ (S ) for µ ∈ (0, 1) and an appriorate ∈ (0, 1]. Consequently, we infer z ∈ C 1+µ (S ) with the aid of (4.4) and (4.36). Using pontential theory, we get z ∈ C 2+α (S /4 ) and because of Proof. -(1) From Lemma 5 we learn z ∈ C 4 ( ∪ ). We consider the Dirichlet condition in the case = S, = I , that is (4.25). The isothermally parametrized function But it is not possible to continue z across I as a real analytic solution of (4.1). Therefore, Theorem 4 is not true for solutions z ∈ C 2 ( ) ∩ C 1 ( ∪ ).
