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Abstract: Computer-aided management tools or models of production systems in the manufacturing 
or agricultural domains generally rely implicitly on the theory of planned action. Every action is as-
sumed to be part of an anticipated sequence leading from a current state to a predetermined goal.
The main limits of this classical view are due to the difficulty to deal with unexpected changes and 
disturbances. To overcome these limits, we developed an agent model based on the theory of situat-
ed action. Whereas the classical approach puts the emphasis on actor’s decision (action being as-
sumed to straightforwardly follow), situated action is viewed as a process endowed with a temporal 
thickness, spontaneously emerging from the situations created by the local interactions between the
actor and its environment. This model, accounting for both the temporal and spatial dimensions of 
action as well as its contingent features, implements the concepts of affordance (capacity of objects to 
trigger actions) and stigmergy (self-organization mediated by marks left by individuals in their envi-
ronment). Therefore we propose a multi-agents system where the perspective is reversed compared 
with the usual view: in our model it is the environment which is agentified and, so, endowed with the 
capacity of acting by handling the entities it contains. Unlike in classical multi-agents systems, these 
entities (standing for humans, animals…) are, actually, considered as non-autonomous and passive.
After advocating our choice to put the emphasis on action rather than on decision to represent actual 
human activity, we explain the concepts of affordance and stigmergy and outline the non-classical 
multi-agents system we devised with the perspective to simulate agricultural production systems. 
Keywords: planned action; situated action; affordance; stigmergy; multi-agent systems.
1 INTRODUCTION: ACTION-CENTRED MODELLING OF HUMAN ACTIVITY
Since the 1950’s with the early applications of emerging Operations Research methods in the firms, 
the emphasis has mainly been put on decision: every action is assumed to stem from decision-making 
by a (often unique) rational decision-maker, even though the notion of rationality has evolved from 
mere optimisation to the search for a ‘satisficing’ solution (Pomerol, 2002). Applied to operations 
management this approach posits the centrality of a ‘plan’ as a representation of sequences of ac-
tions to be executed to attain a goal (Miller, 1960). Managing comes down to generate and control the 
plan execution on the basis of sensed data to reduce the discrepancies between planned and actual 
actions. This stance, largely dominant in the Western culture and, so, in various research fields (cog-
nitive science, artificial intelligence, robotics, management…), has inspired various computer-based 
tools to support the management of manufacturing systems (Johnston and Brennan, 1996) and to 
design information systems (Johnston et al., 2005). Also, until recently, the management and human 
aspects have not often been adressed in farming system modelling or, when it were the case, the 
same decision-driven/planning approach prevailed (McCown, 2002; Garcia et al., 2005; Martin-
Clouaire and Rellier, 2009).
However, this ‘deliberative’ theory of action has been criticized by many authors (Suchman, 1987; 
Johnston and Brennan, 1996; Clancey, 2002). In effect, the analysis of human activity at operations 
level actually shows that, if the plan is a common representation to talk about action (i.e. to analyse, 
prescribe, justify it; Javaux, 1996), actual activities rely only partly upon using plans but, rather, on 
implementing a great variety of ad hoc behaviours spontaneously generated in response to the actual
situations the agent is engaged in: routines, adaptive cultural patterns, distributed sensori-motor cou-
pling. Those behaviours do not necessitate, neither conscious representation, nor reasoning, nor de-
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cision making (Cohendet and Diani, 2005). As quoted by Clancey (2002): "All human activity is pur-
poseful. But not every goal is a problem to be solved and not every action is motivated by a task". As 
an alternative to the dominant theory of planned action these authors proposed in the late 1980’s the 
theory of ‘situated action’ (Suchman, 1987). Managing, here, consists mainly in structuring the physi-
cal and organizational environment of action to foster adaptive behaviours of the agents, embodying 
their routines in the real world (Hirose, 2002; Cohendet and Diani, 2005), while avoiding as far as 
possible those situations where they must have recourse to decision making through deliberation
(Johnston et al., 2005). The decisional paradigm of Management Science and Operations Research
thus appears shifted with respect to most actual working practices. This could explain why numerous 
users in manufacturing (Johnston et al., 2005) as well as in agriculture (see the description by 
McCown, 2002, of the “problem of implementation”) are reluctant to adopt these tools.
But in agricultural systems, our application field, sustainability is obviously strongly dependent upon 
farming practices. If one wants to assess the former, one needs to focus on the latter. Due to the in-
herent complexity of such systems, made of numerous interacting components, the recourse to mod-
elling is unavoidable. Our research, therefore, aims at building a modelling framework to represent 
human actions and their impacts to help assess farming practices. After a first approach based on 
systems dynamics that dealt with action in the temporal domain (Guerrin, 2009), we have recently 
developed a novel approach based on multi-agents modelling. Using the concepts of ‘affordance’ and 
‘stigmergy’ this model integrates the spatial and agent dimensions of action (Afoutni, 2015). It is this 
second piece of work which is presented hereafter.
2 PLANNED VS. SITUATED ACTION
Management issues are classically formulated as planning and decision problems. This is due to the 
widespread conception, stemming namely from standard economy (Cohendet and Diani, 2005), that 
human actions necessarily require some kinds of representations like plans to decide at every time 
what to do next: “Planning is the reasoning side of acting” (Ghallab et al., 2004). Planning is so a de-
liberative process enabling one to select and organize a set of actions based on their expected out-
comes. The output of this process is a plan, defined by Miller (1960) as “any hierarchical process (…) 
that can control the order in which a sequence of operations is to be performed”. This definition em-
phasises two features of a plan: its hierarchical structure and its role to control action. Action is de-
fined by its preconditions, its effects and its possible decomposition in sub-actions (Allen, 1984). Ac-
cording to this planning theory:
 Every actor has a goal, predetermined and stable, viewed as the state of the world to attain;
 A ‘plan’, symbolic representation of a sequence of actions, is generated to reach the goal;
 Acting means executing the plan as a program, more or less flexibly to account for the actual 
conditions encountered during its execution; 
 The actor is viewed out of the environment which does not provide any help and is, at worst, 
hostile (source of constraints and uncertainties) or, at best, neutral (stable and previsible);
 Action stops when the goal is reached;
 Managing consists in generating the plan and controlling its execution to minimize the dis-
crepancies between anticipated and realized actions.
Away from this deliberative theory viewing action as problem solving (Pomerol, 2002), analyzing activ-
ity systems in many domains has demonstrated that a very large part of human activity is essentially 
reactive. According to the theory of ‘situated action’ (Suchman, 1987) in effect:
 Every actor, moved by various motivations, often aims more at maintaining his/her relation 
with the environment (including other actors) or a subjective internal state (e.g. satisfaction)
than to reach an objective state; the ‘goal’, when explicited, is evolutive, contingent and often 
elaborated during the course of action itself: "the unequivocal pursuit of objectives (…) is 
very much the occasional special case; it is certainly not the norm" (Checkland, 1999); 
 There is no need of formal centralized representation of the activity to perform; even (partial, 
coarse) plans may be used as resources to guide action, but never determine it completely; 
 Acting means implementing a great variety of ad hoc behaviours in response to the situations 
the actors participate: routines, cultural or adaptive schemes, distributed sensorimotor cou-
pling…, all necessitating neither representation, nor reasoning, nor decision-making;
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 Action never stops (sleeping, resting are still activities) and self-maintains dynamically: situa-
tions create actions and actions contribute to create new situations; plans and goals are ac-
tually emergent features of action but are not decisive; 
 Actors are continuously interacting with their environment structured by their practices; this 
help them alleviate their cognitive burden, co-ordinate and adjust their activity in real-time;
 Managing means structuring the environment by creating ‘affordances’ (Gibson, 1979; Reed, 
1996) to guide actors’ adaptive behaviour and avoid the situations where they must decide. 
Our objective is to contribute to this theorizing endeavor about action simulation modelling through the 
design of a simple formalization, based upon a limited number of concepts (i.e. an ontology), to allow 
the structure of action to be represented and analysed in its dynamic and spatial dimensions, its func-
tioning in real settings to be understood and improved management policies to be devised.
3 REPRESENTING ACTIVITIES AT OPERATIONS LEVEL
The modelling framework of action we devised is based on the situated action theory for two reasons. 
Firstly, it is linked to the object of our modelling endeavour. If we aim at modelling whole-scale farming 
systems, making action rely on a single global plan (or a bundle of partial plans) is clearly unattaina-
ble due to the inherent complexity of planning itself. Actually, existing farming systems simulators 
ignore this crucial step. The plan is often made ‘manually’, based on expertise, and used as a fixed, a
priori determined, model input (e.g. in Martin-Clouaire and Rellier, 2009). This comes from the difficul-
ty to generate or revise a plan in due time for acting (Jennings et al., 1998). Questioning the planning 
concept is also unavoidable with a theoretical viewpoint: if every activity needs a plan, so is the plan-
ning activity itself as well as the planning of planning and so on. Until which Great Planner should we 
go to comply with the plan absolutism? Secondly, it is linked to the expected uses of our models. If we 
want to assess by simulation agricultural production systems with respect to sustainability, it is by 
representing as accurately as possible what is (or will be) done in practice that we can measure their
impacts (performances, resource consumptions, emissions of pollutants, etc.) and, reciprocally, as-
sess the influence of possible changes on the farming activity. Taking an a priori defined plan as de-
termining action, would be taking a static reference to account for an intrinsically dynamic system
based on the interaction between actors and the environment.  
Therefore it is the operations level of management our models must reproduce being prioritarily fo-
cused on action, immanent and dynamical, rather than on decisions and plans, transcendental and 
static. This recalls Brooks’ stance (1991): "representations are not necessary and appear only in the 
eye or mind of the observer". But it is at the tactic or strategic levels, at which decisions are made, 
these models should be used. Otherwise said, if the model must represent virtual agents’ actions at 
the operations level, it should be used to support real actors’ decision-making at the tactic or strategic 
levels. Eventually, the dialectic opposition between planned and situated action matches quite well
the distinction made by Aristotle between ‘praxis’ (i.e. action for itself) and ‘poiesis’ (i.e. action for 
reaching a goal). Hence, our role should be, by representing actors’ praxis at operations level, support 
the poiesis of decision-makers at the strategic level. Although, both functions are actually exerted by 
the same individual in a classical farm (the farmer) they should conceptually be distinguished.
4 THREE CONCEPTS FOR REPRESENTING ACTION AT OPERATIONS LEVEL
4.1 The Concept of Situation 
Hence, we have based our model on the situated action theory. Every action is situated both in time 
and space and modelled as a dynamic process evolving with the actor’s situation. It is endowed with 
starting and ending dates, a duration and location. Action influences the situation that triggered it. It is 
not frozen but changes adaptively because of its realization. The situation refers to the information 
sensed and interpreted by every actor. A situation is the whole set of resources and constraits playing 
a role to guide actors’ actions. Thus it is not reduced to a set of mental images (Visetti, 1989) though 
it has a subjective aspect: several actors do not necessarily perceive the same setting similarly. For
Lave (1988), every situation combines two elements: the actor’s spatial environment (the objective 
part called ‘arena’) and the actor’s perception (its subjective dimension called ‘setting’). 
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4.2 The Concept of Affordance
The concept of affordance has been popularized by Gibson (1979) in his theory of direct perception in 
ecological psychology (see also Reed, 1996). For Gibson, when an actor perceives objects or events 
in his/her environment, he/she automatically understands the possibilities of action they afford. This 
concept has motivated a lot of research to make clearer whether affordances were intrinsic properties
of the environment or, rather, emerging features from the actor-environment coupling. Turvey (1992)
defined an affordance as a ‘dispositional’ property of the environment. That is, action is triggered only
if the actor owns the ‘dispositional effectivity’ to complement the object’s property. This definition, 
however, has been criticized by authors like Chemero (2003) and Stoffregen (2003) for whom an af-
fordance does not belong to the environment or the actor but is a contingent relationship possibly 
emerging from the interaction between the actor’s capacities and the environment’s characteristics.
We stick with this latter definition. For us, an affordance emerges from the agent-environment cou-
pling and situated in time and space. But it is only a possibility of action (necessary condition). The 
corresponding action is realized iff all other conditions for its occurrence are satisfied.
4.3 The Concept of Stigmergy
Stigmergy has been coined by Grassé (1959) studying social insects. He demonstrated the control 
and coordination of actions in termites building their nest do not depend upon themselves but on the 
building itself. Each individual’s actions are thus guided by the result of actions made by the commu-
nity. Stigmergy is thus an indirect form of communication mediated by local changes made by the 
actors in their environment. There exist two forms of stigmergy: the one based on actors’ realizations
like in termites (called ‘sematectonic’); and the one based on marks left by the individuals. We consid-
ered only this latter form of stigmergy based on marks which classical example is ant colonies (De-
neubourg et al., 1990). Foraging ants start moving randomly to explore the environment around their 
nest while dropping pheromones. When an ant finds food it brings it back to the nest following the 
marks already left which are reinforced by its continuous droppings. Being attractive, these marks will 
foster other ants to follow the path to food they will, in turn, reinforce by new droppings. The stability 
of the path between the nest and the food source depends on the ants’ traffic. When the food source 
progressively becomes exhausted, the path is less and less followed and, as pheromones evaporate, 
becomes less and less attractive to ants until it vanishes. Although humans are obviously not social 
insects, stigmergy is deemed relevant to account for human activity (Christensen, 2013). Heylighen 
(2016) considers even it a universal mechanism for enabling “complex, coordinated activity without 
any need for planning, control, communication, simultaneous presence, or even mutual awareness”.
5 A MODEL OF SITUATED ACTION.
5.1 Environment
We have exploited the little classical idea of the 
environment endowed with an intelligence ena-
bling it to pilot the entities it encompasses to 
make them act. The physical space is a 2D 
continuous space partitioned into a set of cells 
(called ‘places’) with regular or irregular shapes 
forming a grid (Fig. 1). On this space are locat-
ed a set of ‘environmental entities’. We distin-
guish two types of entities whether passive or 
active. Passive entities are the ones that can 
just undergo actions. For example, a food stock 
can undergo being filled or emptied. Active 
entities are those that can be used for acting.
The operational coupling of active entities 
forms what we call an ‘actuator’. Actuators are 
Agent
Environment
Figure 1. Model architecture: environment layer
made of a 2D physical space partitioned into places
holding environmental entities; every place is
supervised by one abstract agent.
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the actual action performers. They are endowed with the capacities to execute action although they 
cannot decide to act by themselves. This role is assigned to the ‘place-agents’ controlling the places 
on which entities are situated (see §5.2). For example, the action of ploughing can be realized with an 
actuator made of the ‘farmer-tractor-plough’ entities coupled together by the place-agent controlling 
their place. An actuator thus differs from an agent as it lacks autonomy. It can only execute the ac-
tions ordered by the place-agent it depends upon. An environmental entity thus can play a role of 
passive object or actuator according to its situation. But, whatever their role, they all contribute to the 
emergence of the affordances leading to actions that will be performed by the actuators (see §4.2). 
These entities have attributes to describe their state and internal processes. Actuators, in addition, 
have processes standing for the actions they perform and, so, affecting the environment.
5.2 Place-agents  
The physical space and the environmental entities are controlled by abstract situated agents called 
‘place-agents’ (Fig. 1). Their role is to detect, thanks to the rules they hold, the affordances possibly 
emerging from the interaction between the environmental entities located on their place and, whenev-
er possible, trigger the appropriate actions in the corresponding actuators. A place-agent is equipped 
only with the rules corresponding to actions likely to be executed on its place (the actions to be made 
on a crop plot are not the same than in a cattle workshop). But it may happen that various actuators 
emerge and, so, many candidate actions appear on the same place. To select the action to be exe-
cuted, the place-agent uses the priority rank associated to every action. Beyond its own place, a
place-agent can also perceive other places comprised in its perception field. It can thus possibly also
detect affordances emerging from entities located at its neighbours without being able to order them 
to act. When this happens, the place-agent exhibits its interest by the means of stigmergy (see §5.3). 
The fact a place-agent can only order the actuators located on its place, made possible by the space 
partition, thus avoids the conflicts that would arise when ordering the same actuators by neighbours. 
Finally, the behaviour of every place-agent is as follows:
 At each time-step, detect the affordances from the set of perceived entities;
 Select the affordance corresponding to the action with highest priority;
 Check whether the remaining conditions to execute this action are satisfied; 
 If so, trigger the chosen action in the corresponding actuator.
Once realized the action will impact the state of its place and of the environmental entities present.
The place-agents are thus ‘situated’ as they sense and act locally. This contrasts with classical ap-
proaches where, unrealistically, agents possess the whole knowledge of the world. 
5.3 Agent Coordination Based on Stigmergy
If a place-agent moved by the affordances it detects has no need to coordinate its own actions, af-
fordances do not suffice to coordinate a community of agents. For this, stigmergy is used. Place-
agents coordinate with others based on the marks they drop on their place. Perceived marks are con-
stitutive of agents’ situation. Two types of marks are distinguished: flags and traces.
Flags are marks that do not spread in the environment. They are used by the place-agents to com-
municate with their neigbours. For example, let us assume a place-agent is ploughing its place using 
a farmer-tractor-plough actuator and a neighbour is afforded by the farmer-tractor actuator to execute 
another action (e.g. transport). In that case the latter will exhibit its interest by hoisting a flag on its 
place. Flags hold two attributes: the identifier of the aimed entities (here farmer-tractor) and the priori-
ty of the intended action (here transport). If the priority rank of transport is higher than of ploughing, 
the farmer-tractor actuator will be sent to the demander’s place. Otherwise it will keep on ploughing. In 
either case, the demanding place-agent will put its flag down: either because its demand has been 
satisfied, or because the farmer-tractor actuator has gone out of its perception field and the corre-
sponding affordance has vanished.
In contrast with flags, traces are spread over the environment, allowing remote place-agents unable to 
perceive themselves to communicate. Depositing a trace by an agent on its own place can be trig-
gered by three stimuli: (i) the interruption of an ongoing action due to the lack of a necessary re-
source; (ii) the demand of an action needing to be performed some unknown actuator to be sent from 
outside; (iii) the perception of a trace on a neighbouring place to be propagated in case a response 
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cannot be made. The validity of the information held by a trace evolves over time. It is thus necessary 
to update it when it becomes obsolete:
 Instantaneously: when the demanded action has started, the demanding place-agent erases 
the trace it made, leading its neighbours with the same trace step by step to do the same;
 Progressively: when the traces propagated during a search for a missing resource or actuator 
did not find their aim, their lifespan is decremented at each time-step until it vanishes.  
5.4 Model implementation
The model has been im-
plemented with AnyLogic, 
a multimodelling platform 
bringing together systems 
dynamics, discrete events 
and multiagents represen-
tations. Fig. 2 displays a 
simulation interface featur-
ing two farms. In its center 
is the physical space parti-
tioned into places of differ-
ent kinds: crop plots (farm1 
green, farm2 red), ware-
houses (yellow), livestock 
buildings (purple), roads 
(grey), houses (black). A
list of detected affordances 
is in the window to the left. 
Various actions can be 
simulated among which 
plot disinfection and feed-
ing animals are represented on the two graphs at the bottom of the right panel. They display the time 
evolutions of actions as binary processes (1: action on; 0: action off). Stock evolutions are in the top-
most graph. The spatial dimension of actions appears as different shades of colours of the crop plots, 
contrasting thei(r treated vs. untreated parts. 
6 CONCLUSION AND PERSPECTIVES
The modelling framework outlined in this paper can compare nicely with other authors’ work: Allen’s 
theory of action and time (Allen, 1984), ontology of action in production systems (Grüninger and Pinto, 
1995), the Brahms agent-based model to simulate human activities (Sierhuis, 2001) and, since it was 
our starting point, the theory of situated action (Suchman, 1987). It satisfies many requirements 
deemed necessary by some of these authors to represent action as a process embodied in the real
world and, so, situated in time, space and society (Suchman, 1987; Sierhuis, 2001; Clancey, 2002). 
Our model is built with three main components: the environment made of a physical space and envi-
ronmental entities, embedded agents and the marks they deposit. The originality of this approach is to 
endow the environment with capacities of triggering and controlling actions.This stance is in keeping 
with the situated action and the affordance concepts. It is also coherent with psychology famous ex-
periments by Stanley Milgram at Yale in the 60’s (see the movie ‘Experimenter’ by Michael Almerey-
da, 2015) suggesting the human propensity to behave following external pressures. Human action 
stems from a continuous dynamical interaction between the agents and their environment. However, 
as it has been conceived dynamical, our model of action clearly departs from the static approaches 
actually aimed at reasoning about already made actions rather than representing ongoing actions.
This is the case of approaches based on variants of predicate logics (see the synthesis on temporal 
reasoning in Artificial intelligence by Chittaro and Montanari, 2000) like situation calculus (Grüninger 
et Pinto, 1995), temporal logic (Allen, 1984) or event calculus (Kowalski and Sergot, 1986). However
similarities may be found: for example, we translated into a dynamic representation, Allen’s static 
temporal relations. Relying on similar features (constraints of temporal order, extension, duration…)
Figure 2. Model interface displaying the case of two farms (see text).
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our model could undoubtedly allow one to simulate dynamically Javaux’s (1996) formalization for task 
analysis.
Conceiving the environment as an intelligent entity directing action enables easily to implement the
concept of situatedness. However this does not imply the model can simulate the most appropriate 
actions. Otherwise said, it is not aimed at optimizing working flows but, rather, at proposing a pretty 
much realisitic representation of what can occur in the reality where optimization is scarce, which was 
actually our objective. In our system intelligence is distributed over numerous simple agents rather 
than concentrated within a limited number of smart, cognitively complex, ones. Agents’ behaviour,
based on affordances, allows them to adapt to the changes occurring in their environment without 
calling for complex algorithms (e.g. replanning). The use of stigmergy based on marks allows the 
agents to coordinate implicitly. This also preserves agents’ flexibility and versatility. Finally, we believe 
this model can represent human action in farming systems in a relatively realistic fashion. In effect, it 
is generally observed in this domain behaviours guided by the strong interaction between the actors 
and their local environment. This may be the case in many other domains too. In the next phase of 
this work, we envision to apply our representation framework to real complex farming systems involv-
ing lot of plots, roads, entities and activities interacting in a common territory.
In contrast with what implies more or less explicitly the planned action paradigm (Garcia et al., 2005) 
according to which every action stems from a decision, we believe decision and action are not misci-
ble or interchangeable: “decisions do not always lead to actions, whereas actions are not always pre-
ceded by decisions” (Urfalino, 2004). Our model, focusing on action as such, meets the Checkland’s
(1999) wish: "modelling purposeful human activity systems as sets of linked activities which together 
could exhibit the emergent property of purposefulness." If a plan denotes obviously an intention, inten-
tion may as well be considered, not as a premise of action, but as its result (Livet, 2005).
REFERENCES
Afoutni, Z., 2015. Un modèle multi-agents pour la representation de l’action située basée sur 
l’affordance et la stigmergie. PhD Thesis, University of La Réunion, Saint-Denis.
Allen, J., 1984. Towards a general theory of action and time. Artificial Intelligence 23, 123-154.
Brooks, R. A., 1991. Intelligence without representation. Artificial Intelligence 47, 139-159.
Checkland, P., 1999. Soft systems methodology: A 30-year retrospective, Wiley, Chichester, UK.
Chemero, A., 2003. An outline of a theory of affordances. Ecological Psychology 15 (2), 181–195.
Chittaro, L., Montanari, A., 2000. Temporal representation and reasoning in Artificial Intelligence: Is-
sues and approaches. Annals of Mathematics and Artificial Intelligence 28, 47-106.
Christensen, L.R., 2013. Stigmergy in human practice: Coordination in construction work. Cognitive 
Systems Research 21, 40–51.
Clancey, W., 2002. Simulating activities: relating motives, deliberation and attentive coordination. 
Cognitive Systems Research 3, 471-499.
Cohendet, P., Diani, M., 2005. La notion d’activité face au paradigme économique de l’organisation : 
une perspective d’interprétation en termes de communautés. In : Teulier, R., Lorino, P. (Eds.), 
Entre connaissance et organisation : l’activité collective. L’entreprise face au défi de la connais-
sance. La Découverte, Paris, France, chap. 7, pp. 161-186.
Deneubourg, J.-L., Aron, S., Goss, S., Pasteels, J.-M., 1990.The self-organizing exploratory pattern of 
the argentine ant. Journal of insect behavior 3 (2), 159–168.
Garcia, F., Guerrin, F., Martin-Clouaire, R., Rellier, J.-P., 2005. The human side of agricultural produc-
tion management. The missing focus in simulation approaches. Modsim 2005, International Con-
gress on Modelling and Simulation, Melbourne, Australia, pp. 203-209.
Ghallab, M., Nau, D., Traverso, P., 2004. Automated Planning: Theory & Practice. Morgan Kaufmann, 
San Francisco, USA.
Gibson, J., 1979. The Ecological Approach to Visual Perception, Houghton Mifflin, Boston, MA, USA.
Grassé, P.-P., 1959. La reconstruction du nid et les coordinations inter-individuelles chez Bellicosi-
termes natalensis et Cubitermes sp. La théorie de la stigmergie : essai d'interprétation du compor-
tement des termites constructeurs. Insectes Sociaux 6, 41-84.
Grüninger, M., Pinto, J., 1995. A theory of complex actions for enterprise modelling. Working Notes 
AAAI Spring Symposium 1995, Stanford, CA.
Guerrin, F., 2009. Dynamic simulation of action at operations level. Autonomous Agents and Multia-
gent Systems 18 (1), 156-185.
418
Heylighen F., 2016. Stigmergy as a universal coordination mechanism I: Definition and components. 
Cognitive Systems Research 38, 4–13.
Hirose, N., 2002. An ecological approach to embodiment and cognition. Cognitive Systems Research 
3, 289-299.
Javaux, D., 1996. La formalisation des tâches temporelles. In: Cellier, J.-M., de Keyser, V., Valot, C.
(Eds.), La gestion du temps dans les environnements dynamiques, Le Travail Humain, PUF, Paris, 
France, chap. 6, pp. 122-158.
Jennings, N., Sycara, K., Wooldridge, M., 1998. A roadmap of agent research and development. Au-
tonomous Agents and Multi-Agent Systems 1, 7-38.
Johnston, R., Brennan, M., 1996. Planning or organizing: The implications of theories of activity for 
management of operations. Omega, International Journal of Management Science 24 (4), 367-384.
Johnston, R., Waller, V., Milton, S., 2005. Situated information systems: supporting routine activity in 
organisations. International Journal of Business Information Systems 1 (1-2), 53-82.
Kowalski, R., Sergot, M., 1986. A logic-based calculus of events. New Generation Computing 4,67-95.
Lave, J., 1988. Cognition in Practice: Mind, Mathematics and Culture in Everyday Life, Cambridge 
University Press, Cambridge.
Livet, P., 2005. Qu’est-ce qu’une action ? Librairie Philosophique J. Vrin, Paris, France.
Martin-Clouaire, R., Rellier, J.-P., 2009. Modelling and simulating work practices in agriculture. Inter-
national Journal of Metadata, Semantics and Ontologies 4 (1), 42–53.
McCown, R., 2002. Locating agricultural decision support systems in the troubled past and socio-
technical complexity of models for management. Agricultural Systems 74 (1), 11-25.
Miller, G.A., 1960. Plans and the structure of behavior. Henry Holt and company.
Pomerol, J.-C., 2002. L’apport de Herbert Simon dans le management et la décision. In: Pitrat, J. 
(Ed.), Représentations, découverte et rationalité. Hommage à Herbert Simon, Revue d’Intelligence 
Artificielle, vol. 16 (1-2), 221-249.
Reed, E., 1996. Encountering the world: Toward an Ecological Psychology, Oxford University Press, 
New York, USA.
Sierhuis, M., 2001. Modeling and Simulating Work Practice, SIKS Dissertation Series N°2001-10, 
University of Amsterdam, The Netherlands.
Stoffregen, T.A., 2003. Affordances as properties of the animal environment system. Ecological Psy-
chology 15 (2), 115-134.
Suchman, L., 1987. Plans and Situated Actions: The Problem of Human-Machine Communication, 
Cambridge University Press, Cambridge.
Turvey, M., 1992. Affordances and prospective control: An outline of the ontology. Ecological Psycho-
logy 4, 173–187.
Urfalino, P., 2004. La décision est-elle un objet sociologique ? In : Friedberg, E. (Ed.), La décision, 
number 1 in Questions d’Organisation, Banlieues media, Paris, France. DVD-Rom.
Visetti, Y.M., 1989. Critique du livre de Lucy A. Suchman, Plans and Situated Actions–The Problem of 
Human/Machine Communication. Intellectica 1 (7), 67-96.
419
iEMSs 2016 Conference 
Environmental modelling and software 
for supporting a sustainable future 


 
 
 
 
Proceedings Ϳ Volume 2 Ϳ Pages 351-569 
8th International Congress on Environmental 
Modeling and Software (iEMSs) 
July 10–14, 2016 
Toulouse, France 
Proceedings of the 8th International Congress on Environmental 
Modelling and Software (iEMSs) 
July 10-14, 2016, Toulouse, FRANCE.
How to cite the full proceedings:
Sauvage, S., Sánchez-Pérez, J.M., Rizzoli, A.E. (Eds.), 2016. Proceedings of the 8th 
International Congress on Environmental Modelling and Software, July 10-14, Toulouse, 
FRANCE. ISBN: 978-88-9035-745-9 
How to cite an individual paper:
Author, A., Author, B., Author, C…, 2016. This is the title of your paper. In: Sauvage, S., 
Sánchez-Pérez, J.M., Rizzoli, A.E. (Eds.), 2016. Proceedings of the 8th International 
Congress on Environmental Modelling and Software, July 10-14, Toulouse, FRANCE. ISBN: 
978-88-9035-745-9
Peer Review:
Each paper has been peer reviewed by at least two independent reviewers with possible 
outcomes of reject, revise, and accept.  
i
TABLEOFCONTENTS 
StreamBSessions 351
SessionB1:Dataassimilationtechniquesforuncertaintyreduction 352
QuillonHarpham,NigelTozer,PaulCleverley,DavidWyncollandDougCresswell.A
Bayesianmethodfordataassimilationinprobabilisticwaveforecasting
353
AndreaKaim,AnnaCordandMartinVolk.Optimallanduse?!–Areviewonoptimization
techniquesusedinmultiͲcriteriadecisionanalysis
354
LilaCollet,LindsayBeeversandFayeEntwistle.Futurefloodextents:capturingthe
uncertaintyassociatedwithclimatechange
355
NabilElMocayd,SophieRicci,NicoleGoutal,MélanieRochoux,SébastienBoyaval,
CédricGoeuryandDidierLucor.UncertaintyquantificationwithPolynomialchaos
expansioninEnsemblebaseddataassimilationframework
356
OndƎejTichý,VáclavŠmídlandRadekHofman.BayesianEstimationofSourceTermof
AtmosphericRadiationReleasewithIntervalPrior
357
MelanieRochoux,CongZhang,DidierLucor,SophieRicciandArnaudTrouve.DataͲ
drivenwildfirebehaviourmodelling:applicationofFIREFLYtofieldͲscalegrassland
controlledburns
365
SébastienBarthélémy,SophieRicci,NicoleGoutal,ThierryMorelandEtienneLePape.
MultiͲdimensionalhydrauliccouplingforfloodforecasting
366
GiorgioManninaandAlidaCosenza.AmathematicalmodelforGHGfromSBͲMBR:
calibrationbyaninnovativeprotocol
367
KaInHoi,KaVengYuen,KaiMengMok,AnaMirandaandIsabelRibeiro.Comparisonof
offlineandonlinebiascorrectionofWRFͲEURADinPorto,Portugal
377
InderpreetKaurandGianniPagnini.FireͲspottingmodellingandparametrisationfor
wildͲlandfires
384

SessionB2:Advancesinagriculturalmodelling 392
VasileiosMyrgiotis,RobertRees,CairistionaToppandMathewWilliams.Simulating
regionalͲscalesoilnitrousoxideemissionsinScotland
393
WenfengLiuandHongYang.PEPIC–understandingtheimpactsofdifferentPET
methodsonsimulatingglobalcropͲwaterrelationsofmaize
394
JingyiYangandCraigDrury.ResidualSoilNitrogenScenarioAnalysisofCanadian
FarmlandusingaCanadianAgriculturalNitrogenBudget(CANBv4.0)Model
395
ValSnow,RogerioCichota,NickHutchingsandJonasVejlin.Implementingurinepatches
inadynamicprocessbased
403
KhaledBrimo,StéphanieOuvrard,SabineHouot,FrançoisLafolieandPatriciaGarnier.
ModelingthedynamicofPAHaddedwithcompostsinagriculturalsoils:fromlaboratory
calibrationtofieldevaluation
411
FrancoisGuerrin,ZoubidaAfoutniandRemyCourdier.AgentͲbasedModelling:What
MattersisAction
412
ii
JimAscough,NathanLighthart,HolmKipka,TimothyGreen,GregoryMcMasterandOlaf
David.AdvancesintheSpatiallyDistributedAgESͲWModel:ParallelComputation,Java
ConnectionFramework(JCF)Integration,andStreamflow/NitrogenDynamics
Assessment
420
DeanHolzworth,HamishBrownandNeilHuth.Abetterwayofbuildingplantmodels 421
SergeZaka,RenátaSándor,RaphaëlMartin,GaëtanLouarn,KatjaKlumpp,DavidBorras
andGianniBellocchi.ThePastureSimulationmodel–evaluationofplantacclimatory
effectsongrasslandsystemsinFrance
422
MaëlAmeline,RémyFieuzal,JulieBetbeder,JeanͲFrançoisBerthoumieuandFrédéric
Baup.AssimilationofSARandopticaldataintoanagroͲmeteorologicalmodelfor
monitoringyieldofcorn
429
MarceloCarautaMontenegroMedeirosdeMoraes,AffonsoAmaralDallaLibera,Anna
Hampf,EvgenyLatynskiy,JoséMariaFerreiraJardimSilveiraandThomasBerger.
IntegratedassessmentofnoveltwoͲseasonproductionsystemsinMatoGrosso,Brazil
430
FrancescaRecanatiandGiorgioGuariso.AssessingCropPortfolios:Diversificationversus
MonocultureforBiodiesel
438
LénaïcPardon,ChristianBockstaller,RaphaëlMarichal,RibkaSionita,PaulNelson,
BenoîtGabrielle,JeanͲPaulLaclau,JeanͲPierreCalimanandCécileBessou.Modelling
potentialnitrogenlossesinoilpalmplantationswithINͲPalm,anagriͲenvironmental
indicator
445
ChristianTroostandThomasBerger.AdvancesinprobabilisticandparallelagentͲbased
simulation:Modellingclimatechangeadaptationinagriculture
453
AndreasEnders,MatthiasLangensiepen,HolgerHoffmann,HeidiWebber,FrankEwert
andThomasGaiser.Balancingbetweenperformanceandflexibilityintheobject
orientedmodelframeworkSIMPLACE
461
SaraMaqrot,SimonDeGivry,GauthierQuesnelandMarcTchamitchian.Designing
mixedfruitͲvegetablecroppingsystemsbyintegerquadraticprogramming
462
TommyKlein,ArgyriosSamourkasidis,PierluigiCalanca,IoannisN.Athanasiadisand
GianniBellocchi.webXTREME:asimplewebtoolforcalculatingagroclimaticindicators
ofextremeevents
471
OleksiiKryvobokandOleksandrKrivoshein.Comparisontheperformanceofdifferent
modellingsolutionsinagriculturalsystemsinUkraine
472
GregoryMcMaster,DeboraEdmunds,NathanLighthart,JamesAscoughIi,Timothy
Green,RobertErskineandHolmKipka.Modelingwinterwheatphenologicalresponses
towaterdeficitsintheUnifiedPlantGrowthModel(UPGM)componentofthespatially
distributedAgroEcoSystemͲWatershed(AgESͲW)model
473

SessionB3:MethodsforvisualizationandanalysisofhighͲdimensionaloutputsfrom
complexsimulationmodels(5submissions)
474
JordiFerrerSavall,PierreBarbillon,CyrilBenhamou,MarieͲLuceTaupin,PatrickDurand,
HervéMonodandJeanͲLouisDrouet.Spatialanddynamicsensitivityanalysisofa
biophysicalmodelofnitrogentransfersandtransformationsatthelandscapescale.
475
VeronikaNovotná,BedƎichPƽžaandJiƎíHƎebíēek.ModellingsocioͲecologicalproblems
withdelay.Casestudyonenvironmentaldamage
484
iii
KaiG.Mertens,IrisLorscheidandMatthiasMeyer.StructuralEquationModellingfor
IndividualͲBasedSimulation
364
RezaHesanandErikPruyt.Hierarchicalhybridmodeling 493
RominaMartinandSpencerAngusThomas.AnalyzingregimeshiftsinagentͲbased
modelswithequationͲfreeanalysis
494

SessionB4:EnvironmentalandagriculturalmodellingforEcosystemServices 503
StephaneBourrelly,AntoninoMarvugliaandIanVazquezͲRowe.Advancedclusteringto
integratespatialsocioͲecologicalcomponentsindecisionͲmaking:acasestudyon
sustainableagriculture
504
KanokwanSaswattecha,LarsHein,CarolienKroezeandWaritJawjit.Landusechange
effectsofoilpalmexpansioninTapiriverbasin,Thailand
505
MartinͲClouaireRoger.Towardsanontologyofecosystemservicesformodellingand
managingtheirflowstoandfromagriculture
506
MamadouSané,JonathanVayssières,MyriamGrillot,AlassaneBahandAlexandre
Ickowicz.SimulatingspatialchangesinvegetationͲlivestockinteractionsunderdifferent
landscapestructures:amultiͲagentsystemappliedtoagroͲpastoralterritories
507
SabrinaGaba,NathaliePeyrard,JuliaRadoszyckiandRégisSabbadin.AMarkovDecision
ProcessmodeltocompareEcosystemServicesprovidedbyagriculturallandscapes
515
JuleSchulze,KarinFrank,JoergA.PriessandMarkusA.Meyer.Howcanfarmers‘
decisionsandpolicyactionsonnovelbioenergyfeedstocksaffectthesupplyof
ecosystemservicebundles?
516
SvenLautenbach,AnitaD.BayerandAlmuthArneth.TradeͲoffsbetweencarbon
storage,cropyieldproductionandwatersupplyattheglobalscale
517
AnneͲIsabelleGraux,KatjaKlumpp,ShaoxiuMa,RaphaëlMartinandGianniBellocchi.
PlanttraitͲbasedassessmentofthePastureSimulationmodel
518
HugoThierry,AnnieOuin,AudeVialatteandClaudeMonteil.ATLAS:atooltomodel
spatialͲtemporaldynamicsofprocessesinfluencingecosystemservices
526
QuangBaoLe.RuralLivelihood,BiodiversityandCarbonStockinVietnamMountains:
AgentͲBasedModelingtoAnticipateTradeͲOffs
527
FrancescaRecanati,GiorgioGuariso,MichelSainiandSergioVilchezMendoza.Planning
ComplexAgroͲEcosystems:TheCaseofAnalogForestry
528
RominaMartinandMajaSchlüter.BalancingtradeͲoffsamongaquaticecosystem
serviceswhilenavigatingthroughregimeshifts.
536

SessionB5:Managinguncertainty 537
BaihuaFu,JosephGuillaume,MichaelAsherandAnthonyJakeman.Usingscenario
analysistoinvestigateuncertaintyinwaterresourcemanagement
538
EvelinaTrutnevyteandPhilipBerntsen.Newapproachtointeractiveuseofenergy
systemmodelsforpolicysupport
539
SamanRazavi,HoshinGupta,AminHaghnegahdarandRaziSheikholeslami.ANew
FrameworkforGlobalSensitivityAnalysisforEnvironmentalModelling
540
iv
DevanminiHalwatura,AlexLechner,NeilMcIntyreandSvenArnold.Uncertaintiesin
estimatingdesigndroughts
541
AudreyDouinot,HélèneRouxandDenisDartus.Includingdischargeuncertaintiesinto
anadaptableobjectivefunctionforrainfallͲrunoffmodelcalibrationandevaluation
549
JosephGuillaume,CaseyHelgeson,SondossElsawah,TonyJakemanandMattiKummu.
Howmodellersframeuncertaintyinscientificpublications:reviewandreflections
550
WillemVervoort,JosephHenry,ManaGharunandMarkAdams.Thestabilityand
ecophysiologicalrealismofcalibratedparametersinadetailedvegetationmodel
(WAVES)
551
MathiasBraun,OlivierPiller,AngeloIollo,IrajMortazaviandJochenDeuerlein.
UncertaintyAnalysistowardconfidencelimitstohydraulicstatepredictionsinwater
distributionnetworks
552
SandraLaniniandYvanCaballero.Groundwaterrechargeandassociateduncertainty
estimationcombiningmultiͲmethodandmultiͲscaleapproaches
553
JiriNossent,MahyarShafiiandWillyBauwens.Evaluatingmodelstructureuncertainty
byanewapproachtosensitivityanalysisutilizinghydrologicalsignatures
561
CarloGiupponi,JulianaBernhoferandVahidMojtahed.Uncertaintyandresilience
assessmentofcriticalinfrastructures:anairportcasestudy
562
JoergPriess,ChristianHoyer,GretaJäckel,SebastianPomm,EvaLangandChristian
Schweitzer.LandusechangeandagriculturalproductionofaCentralEuropeanregion
expecteduntil2050
563
MatthiasKuhnert,JagadeeshYeluripati,PeteSmith,HolgerHoffmann,MarcelvanOijen,
JulieConstantin,ElsaCoucheney,ReneDechow,HenrikEckersten,ThomasGaiser,
BalászGrosz,EdwinHaas,KurtͲChristianKersebaum,RalfKiese,SteffenKlatt,Elisabet
Lewan,ClaasNendel,HeleneRaynal,CarmenSosa,XeniaSpecka,EdmarTeixeira,Enli
Wang,LutzWeihermüller,GangZhao,ZhiganZhao,StephenOgleandFrankEwert.
Effectsofclimatedataaggregationonregionalnetprimaryproductionmodelling
564
HannahKosow,SigridPrehoferandWolfgangWeimerͲJehle.Contextscenarios:
understandingsocietalcontextuncertaintyinenvironmentalmodeling
565
TadesseAlemayehu,AnnvanGriensven,WillyBauwensandHoshinGupta.Calibration
ofHydrologicalModelinDataScarceTropicalBasin
566
CarmenKuan,RobertCurry,GloriaDegrandiͲHoffman,KrisGarber,AndrewKanarek,
MarciaSnyderandTomPurucker.Sobol’sensitivityanalysisforstressorimpactson
honeybeecolonies
567
GraemeRiddell,HedwigvanDelden,HolgerMaier,AaronZecchinandGraemeDandy.
Futuresofresilienceandmitigation–Combiningstakeholderknowledge,statistical
analysisandintegratedmodellingtobetterunderstandandreducedisasterrisk
568
AméliePinet,RomainBourget,PierreMoreau,NathalieSaintͲGeours,JuliaRadoszycki
andPhilippeStoop.Howweatheruncertaintyimpactsthepredictedyieldinan
agriculturaldecisionsupporttool?
569

