The Gaussian mixture probability hypothesis density (GMPHD) filter is applied to the problem of tracking ground moving targets in clutter due to its excellent multitarget tracking performance, such as avoiding measurement-to-track association, and its easy implementation. For the existing GMPHD-based ground target tracking algorithm (the GMPHD filter incorporating map information using a coordinate transforming method, CT-GMPHD), the predicted probability density of its target state is given in road coordinates, while its target state update needs to be performed in Cartesian ground coordinates. Although the algorithm can improve the filtering performance to a certain extent, the coordinate transformation process increases the complexity of the algorithm and reduces its computational efficiency. To address this issue, this paper proposes two non-coordinate transformation roadmap fusion algorithms: directional process noise fusion (DNP-GMPHD) and state constraint fusion (SC-GMPHD). The simulation results show that, compared with the existing algorithms, the two proposed roadmap fusion algorithms are more accurate and efficient for target estimation performance on straight and curved roads in a cluttered environment. The proposed methods are additionally applied using a cardinalized PHD (CPHD) filter and a labeled multi-Bernoulli (LMB) filter. It is found that the PHD filter performs less well than the CPHD and LMB filters, but that it is also computationally cheaper.
Introduction
Ground target tracking includes the track establishment and maintenance of ground moving targets, such as vehicles and convoys. Establishing and maintaining tracks of relevant ground moving targets is particularly challenging in dense target scenarios, mainly due to the sensor's Doppler blind zone, terrain obscuration, high clutter, and other factors. These factors can cause a drastic deterioration in tracking performance and even result in track loss. Since ground target tracking is such a challenging issue, all available information resources must be exploited, including the sensor data themselves, as well as contextual knowledge about the underlying scenario. For ground target tracking, typical examples of contextual knowledge are digital roadmaps provided by geographic information system (GIS), which should be incorporated into the target tracking and sensor data fusion process.
In many ground target tracking applications, roadmap information is exploited to enhance the tracking performance in aspects such as track quality and track continuity of road moving targets [1] . The state-of-the-art sensor technology for such an application is airborne ground moving target indicator (GMTI) radar [2] . The ground target tracking algorithms for integrating roadmap information with GMTI radar measurements in the track estimation process are classified into two main categories. One of these categories is based on a data association mechanism and roadmap-assisted 
g k (z|x) = N (z; H k x, R k ) (2) where N (·; m, P) denotes a Gaussian probability density function with mean m and covariance P; F k−1 and H k are the state transition and measurement matrices, respectively; Q k and R k denote the corresponding covariance matrices of process noise and measurement noise respectively; x and x are the target state vectors of the current time and the previous time, respectively; z is the measurement vector, and k is the time step. (2) The probabilities of target survival and detection are both independent of the kinematic state, i.e.:
(3) The intensity of birth RFS is a Gaussian form:
where J γ,k , w
γ,k , i = 1, · · · , J γ,k are given model parameters of the intensity of birth. For the linear Gaussian multi-target model, the following two propositions show how the Gaussian components of the posterior intensity are analytically propagated to the next time.
Proposition 1.
Suppose that the posterior intensity v k−1 at time k − 1 is a Gaussian form:
Then, for a linear Gaussian multi-target model, the predicted intensity v k|k−1 at time k is also a Gaussian mixture, and is given by: 
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where γ k (x) is given in Equation (5) . The predicted mean m 
and we collect a new measurement set Z k = z 1 , · · · , z m k with |Z k | = m k at time step k. Then, for a linear Gaussian multi-target model, the posterior intensity v k at time k is given by: 
where Equation (12) is the Kalman filter estimation pseudo-function, and q H T k + R k for measurement prediction.
GMPHDF Incorporating Map Information
This section mainly describes two types of GMPHD filter, incorporating map information and a road segment switching algorithm. Specifically, the DPN-GMPHD and SC-GMPHD filters will be presented in this section. From refs. [37, 45] we can see that a given road through a real road network is described by nodes and edges in digital roadmaps, where nodes indicate that a road changes quality and edges represent individual road segments. The process of using roadmap information to assist ground target tracking can be divided into two steps. The first is to make use of road information to constrain the state of the target moving on each individual road segment. The second is to use a road segment switching algorithm to perform ground target tracking on a road. In this section, the first step is described in the first two subsections, and the road segment switching algorithm is subsequently given in Section 3.3.
DPN-GMPHD Filter
The performance of the DPN-GMPHD filter is improved by modifying the process noise covariance of the dynamic model using roadmap information. The basic framework of the filter is shown in Figure 1 .
In the DPN-GMPHD recursion, the concept of directional process noise (DPN) is adopted to handle the motion along a road. Typically, the off-road target can move in any direction, so the motion uncertainties in both the X and Y directions are equal. For on-road targets, the motion uncertainty along the road is more than orthogonal to it because of the road constraint. In the off-road target motion model, v x and v y are process noise components in the X and Y directions, respectively, and σ 2 x and σ 2 y are the corresponding process noise variances. In the on-road target motion model, v a and Figure 1 . Framework of the directional process noise Gaussian mixture probability hypothesis density (DPN-GMPHD) filter.
In the DPN-GMPHD recursion, the concept of directional process noise (DPN) is adopted to handle the motion along a road. Typically, the off-road target can move in any direction, so the motion uncertainties in both the X and Y directions are equal. For on-road targets, the motion uncertainty along the road is more than orthogonal to it because of the road constraint. In the offroad target motion model, x v and y v are process noise components in the X and Y directions, respectively, and Since filter recursion is performed in the Cartesian ground coordinates, the process noise variances in the on-road target motion model, 
where  is the angle between the road and the north direction. (15) where B denotes the process noise allocation matrix, T is the sampling interval, 22  I is the second-order identity matrix, and  denotes the Kronecker product.
With the above directional process noise covariance matrix xy Q , the DPN-GMPHD filter can directly apply.
SC-GMPHD Filter
In the SC-GMPHD filter, roadmap information is firstly exploited to establish the constraint relationship among the position parameters in the target state, and then this constraint relationship is used to modify the result of the target state estimation. The basic framework of the SC-GMPHD Since filter recursion is performed in the Cartesian ground coordinates, the process noise variances in the on-road target motion model, σ 2 a and σ 2 o , need to be converted into a covariance matrix, q xy , in that frame. This is done via [3, 46, 47] :
where ϕ is the angle between the road and the north direction. When the target state is represented as x = x, .
x, y, . y in Cartesian coordinates, the corresponding process noise covariance matrix Q xy is calculated as:
where B denotes the process noise allocation matrix, T is the sampling interval, I 2×2 is the second-order identity matrix, and ⊗ denotes the Kronecker product. With the above directional process noise covariance matrix Q xy , the DPN-GMPHD filter can directly apply.
In the SC-GMPHD filter, roadmap information is firstly exploited to establish the constraint relationship among the position parameters in the target state, and then this constraint relationship is used to modify the result of the target state estimation. The basic framework of the SC-GMPHD filter is shown in Figure 2 .
The main steps of the SC-GMPHD filter are described in detail below. The first step involves employing the roadmap to establish a basic state constraint. In Cartesian coordinates, assume that the target state is
. y g,k T at time step k, and the coordinates of the start and end positions of a road segment are s 1 = (x 1 , y 1 ) and s 2 = (x 2 , y 2 ), respectively. Then the angle between the along-road direction and Y direction (north direction), ϕ, is given by:
Assume that when a target is moving on this road segment, the following two constraints must be satisfied simultaneously:
(1) The trajectory of the target is a straight line, and the target position is on the center line of the road segment (the connection between the start and the end of the road), i.e.:
(2) The direction of the target velocity is parallel to the direction of the road segment, i.e.:
.
The above two constraints can be expressed as an equation set:
The above equations can also be expressed as:
Let:
Then, Equation (20) can also be given by:
Referring to the method proposed in Refs. [48] [49] [50] , the target state estimation of the filter can be modified by the above constraints.
Based on the above discussion, the recursive process of the SC-GMPHD filter is given as shown below. Assume that the ith Gaussian component of the SC-GMPHD filter at time
. Then, the corresponding update component for measurement is
. Furthermore, the constraint of Equation (22) is used to modify the mean m 
With the above modified equation, the SC-GMPHD filter can be directly applied. The main steps of the SC-GMPHD filter are described in detail below. The first step involves employing the roadmap to establish a basic state constraint. In Cartesian coordinates, assume that the target state is 
(1) The trajectory of the target is a straight line, and the target position is on the center line of the road segment (the connection between the start and the end of the road), i.e.: 
(2) The direction of the target velocity is parallel to the direction of the road segment, i.e.: 
The above two constraints can be expressed as an equation set: 
The above equations can also be expressed as: 
Then, Equation (20) can also be given by: 
Road Segment Switching Algorithm
As shown in Figure 3 , when a target moves along a curved road with radius R, the angle θ between the road-parallel and east directions will change over time. Therefore, in the following we specifically discuss the roadmap fusion method for the filters presented in this paper when the target is moving on a curved road. Figure 3 also shows that a curved road is approximated by a set of straight road segments in a digital vector map. In the previous three subsections, we analyzed the situation of the target moving on each road segment. In the following, we analyze the situation when the target moves from one road segment to the next. (22) Referring to the method proposed in Ref. [48] [49] [50] , the target state estimation of the filter can be modified by the above constraints.
Based on the above discussion, the recursive process of the SC-GMPHD filter is given as shown below. Assume that the Gaussian component of the SC-GMPHD filter at time k is
Furthermore, the constraint of Equation (22) 
With the above modified equation, the SC-GMPHD filter can be directly applied.
As shown in Figure 3 , when a target moves along a curved road with radius R , the angle  between the road-parallel and east directions will change over time. Therefore, in the following we specifically discuss the roadmap fusion method for the filters presented in this paper when the target is moving on a curved road. Figure 3 also shows that a curved road is approximated by a set of straight road segments in a digital vector map. In the previous three subsections, we analyzed the situation of the target moving on each road segment.
In the following, we analyze the situation when the target moves from one road segment to the next. Let r denote road segment information, which can be used as an input parameter for the filters proposed in this paper. For a straight road, r is a constant. However, for a curved road, r is a time-dependent parameter that can be expressed as ( ) Figure 3 . This is obviously inconsistent with real-life situations.
Therefore, in order to use the proposed filters to track the target on a curved road, it is necessary to determine whether the road segment on which the target is located will change at the next time step.
Let r denote road segment information, which can be used as an input parameter for the filters proposed in this paper. For a straight road, r is a constant. However, for a curved road, r is a time-dependent parameter that can be expressed as r(t). The following mainly discusses the change of r(t) when the target moves from road segment i − 1 to i during a time interval (t k−1 , t k ).
If the target is located on road segment i − 1 at time k − 1, as shown in Figure 3 , the target position and velocity are represented as x p,k−1 and x v,k−1 , respectively. As can be seen from Figure 3 , the real target position is x p,k at time k. In the time interval (t k−1 , t k ), given the velocity estimation of the target on road segment i − 1 at time k − 1, the position of the target can be predicted asx p,k (r i ) at time k, as shown in Figure 3 . This is obviously inconsistent with real-life situations. Therefore, in order to use the proposed filters to track the target on a curved road, it is necessary to determine whether the road segment on which the target is located will change at the next time step. The case when x p,k|k−1 (r i ) − x p,k−1 − s i−1 − x p,k−1 > 0 means that the road segment on which the target is located will change at the next time step. In this case, the target state prediction in the time interval (t k−1 , t k ] requires segmentation processing according to the road information. In the case that that the target's velocity is constant, the times taken for the target to pass along segments i − 1 and i are ∆t k,i−1 = s i−1 − x p,k−1 / x v,k−1 and ∆t k,i = t k − t k−1 − ∆t k,i−1 , respectively. As a result, the road information used for predicting the target state in the time interval (t k−1 , ∆t k,i−1 ] is r i−1 , but the road information used for state prediction and update in (∆t k,i−1 , t k ] is r i .
When the road segment changes from r i−1 to r i , the velocity of the target changes from x v,k−1 to:
where x v,t k−1 +∆t k,i−1 ,i denotes the velocity component of the target on road segment i at time t k−1 + ∆t k,i−1 .
Simulation Results
This section presents two simulation examples to demonstrate the performance of the filters proposed in this paper. Firstly, two single-target tracking simulation scenarios are considered, in which a GMTI radar is applied to detect the targets. Secondly, the proposed filtering algorithms are used to process the measurements made by the GMTI radar. Finally, the evaluations made using the optimal subpattern assignment (OSPA) distance and root mean square error (RMSR) are used to compare the performances of the filters comprehensively. The definitions of these two performance evaluation criteria are given below. The RMSR is given by:
The OSPA distance, an error distance used to measure the degree of difference between sets [51], is defined as:
where d (c) (x, y) := min(c, x − y ), c is the cutoff distance and Π n denotes the set of permutations on {1, 2, · · · , n} for any n ∈ N + . The application of the GMTI radar output relies on the correct modeling of the GMTI radar properties. The natural coordinate system for the description of the GMTI radar measurements are polar coordinates. For simplicity, we assume that the sensor adopts ground Cartesian coordinates, in order to avoid nonlinear transformations between the two coordinate systems during data processing. The original measurement components from the GMTI radar are range, azimuth, and potential range rate. In the present study, measurements of range rate are not taken into account [1] . Based on the above assumptions, the measurement made by the sensor is the target position in Cartesian coordinates, i.e., the measurement vector z of a single target is denoted as z = (x, y)
T . The measurement error is a Gaussian random vector with mean 0 and covariance R, where R = diag σ 2 x , σ 2 y , and σ x = 10 m and σ y = 10 m are the standard deviations of the measurement error in the X and Y directions, respectively. The detection probability is p D = 0.9. Clutter follows a Poisson RFS with intensity κ(z) = λ c Vu(z), where λ c denotes the clutter intensity, V = 1.6 × 10 7 m 2 is the "volume" of the surveillance region and u(·) is a uniform probability density over the surveillance region. Figure 5 shows a plot of the true trajectory with cluttered measurements against time, when the clutter intensity is λ c = 3.75 × 10 −6 m −2 and the sampling time (data length) is K = 100. The application of the GMTI radar output relies on the correct modeling of the GMTI radar properties. The natural coordinate system for the description of the GMTI radar measurements are polar coordinates. For simplicity, we assume that the sensor adopts ground Cartesian coordinates, in order to avoid nonlinear transformations between the two coordinate systems during data processing. The original measurement components from the GMTI radar are range, azimuth, and potential range rate. In the present study, measurements of range rate are not taken into account [1] . Based on the above assumptions, the measurement made by the sensor is the target position in Cartesian coordinates, i.e., the measurement vector z of a single target is denoted as is the "volume" of the surveillance region and ( ) u  is a uniform probability density over the surveillance region. Figure 5 shows a plot of the true trajectory with cluttered measurements against time, when the clutter intensity is The application of the GMTI radar output relies on the correct modeling of the GMTI radar properties. The natural coordinate system for the description of the GMTI radar measurements are polar coordinates. For simplicity, we assume that the sensor adopts ground Cartesian coordinates, in order to avoid nonlinear transformations between the two coordinate systems during data processing. The original measurement components from the GMTI radar are range, azimuth, and potential range rate. In the present study, measurements of range rate are not taken into account [1] . Based on the above assumptions, the measurement made by the sensor is the target position in Cartesian coordinates, i.e., the measurement vector z of a single target is denoted as is the "volume" of the surveillance region and ( ) u  is a uniform probability density over the surveillance region. Figure 5 shows a plot of the true trajectory with cluttered measurements against time, when the clutter intensity is The kinematic state of the target is defined as: (27) where (x, y) denotes the position of the target in Cartesian coordinates and
y is the corresponding velocity information. The Measuring matrix H is given by:
where I 2×2 denotes a second-order identity matrix and ⊗ denotes the Kronecker product. For the standard GMPHD filter, the state transition matrix F and the process noise covariance matrix Q are:
where q = 2 and T = 1 s. For the CT-GMPHD filter, the state transition matrix F r and the process noise covariance matrix Q r in road coordinates, are given by:
where q = 2. For the DPN-GMPHD filter, the state transition matrix F d is given by Equation (29), and the process noise covariance matrix Q d is given by:
where ϕ = π/4, σ 2 a = q 2 sin ϕ + q 2 cos ϕ, and σ 2 o is determined by the width of the road. In this paper σ 2 o = 0.2911q 2 . For the SC-GMPHD filter, the state transition matrix and the process noise covariance matrix are the same as the corresponding parameters of the standard GMPHD filter. The pruning parameters of all filters used in this paper are as follows: truncation threshold: 1 × 10 −5 ; merging threshold: 4 m; and the maximum allowable number of Gaussian terms is 100.
Based on the above parameters, a GMPHD filter without roadmap information, and three GMPHD filters with roadmap information, are explored to estimate the target state using the measurements shown in Figure 5 . Additionally, the OSPA distance (average on time), with parameters p = 1 and c = 100, and the RMSE, are used to measure the performance of the filters. Table 1 gives a comparison of the filtering performance of the four filters. Overall, the performance of filters with roadmap information is better than that of filters without roadmap information. The CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than CT-GMPHD and SC-GMPHD filters obtain similar estimation results for the target state, and the position estimates are entirely confined to the road. Although the result of the position estimation for the DPN-GMPHD filter is not entirely confined to the road, it is very close to it, and its OSPA value is smaller than that of the standard GMPHD filter. We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than We subsequently analyze the estimation performance of the proposed filters when the detection probability and clutter density are different. Figure 6 and Table 2 show the performance (OSPA distance and simulation running time) of each filter in different clutter environments, with a detection probability of 0.9. From Figure 6a and Table 2 , it can be seen that the accuracy of the target state estimated by the GMPHD filter incorporating roadmap information is significantly higher than that of the GMPHD filter without road information. The filtering accuracy of the CT-GMPHD filter approaches that of the SC-GMPHD filter and is slightly better than that of the DPN-GMPHD filter. From Figure 6b and Table 2 , it can be seen that the running time of the CT-GMPHD filter is more than 15 times longer than that of the three other filters. Moreover, the running times of the two filters proposed in this paper are very similar, and lower than that of the standard GMPHD filter. 15 times longer than that of the three other filters. Moreover, the running times of the two filters proposed in this paper are very similar, and lower than that of the standard GMPHD filter. Figure 7 and Table 3 show the tracking performance (OSPA distance and simulation running time) of the filters versus detection probability, for a clutter rate of 60. The results are similar to the tracking performances shown in Figure 6 and Table 2 . Figure 7 and Table 3 show the tracking performance (OSPA distance and simulation running time) of the filters versus detection probability, for a clutter rate of 60. The results are similar to the tracking performances shown in Figure 6 and Table 2 . 15 times longer than that of the three other filters. Moreover, the running times of the two filters proposed in this paper are very similar, and lower than that of the standard GMPHD filter. Figure 7 and Table 3 show the tracking performance (OSPA distance and simulation running time) of the filters versus detection probability, for a clutter rate of 60. The results are similar to the tracking performances shown in Figure 6 and Table 2 . 
Example 2:
In this example, we evaluate the performance of the proposed filters using a curved road tracking scenario, as shown in Figure 8 . This scenario involves a single target moving along a curved road at a constant speed of 20 m/s. The target starts at t = 1 s, with the initial state (1436, 21.7, 1427, 12.5) T , and stops at t = 100 s. From t = 1 s to t = 19 s, the target has constant velocity along a straight road segment, and from t = 20 s to t = 37 s, it undergoes constant turn motion with a turn rate ω = 0.0873 rad/s . The target then turns onto another straight road segment, and moves along it with constant velocity from t = 38 s to t = 62 s. From t = 63 s to t = 80 s, the target undergoes constant turn motion with a turn rate ω = −0.0873 rad/s , before turning onto a straight road. From t = 81 s to t = 100 s the target has a constant velocity.
road tracking scenario, as shown in Figure 8 . This scenario involves a single target moving along a curved road at a constant speed of 20 m/s. The target starts at t = 1 s, with the initial state ( ) T 1436, 21.7,1427,12.5 , and stops at t = 100 s. From t = 1 s to t = 19 s, the target has constant velocity along a straight road segment, and from t = 20 s to t = 37 s, it undergoes constant turn motion with a turn rate 0.0873rad s  = .. The target then turns onto another straight road segment, and moves along it with constant velocity from t = 38 s to t = 62 s. From t = 63 s to t = 80 s, the target undergoes constant turn motion with a turn rate 0.0873rad s  =− , before turning onto a straight road. From t = 81 s to t = 100 s the target has a constant velocity.
Figure 8.
True trajectory of the target moving on a curved road: "○": location at which the target starts; "△": location at which the target stops.
The experimental settings are as the same as those in Example 1. The simulation results for a curved road tracking scenario are shown in Figures 9-11 and Tables 4-6. Figure 9 and Table 4 show the comparison of the filtering performance of four filters for a target on a curved road, with a detection probability of 0.9 and a clutter rate of 6. Figure 10 and Table 5 depict the performance (OSPA distance and simulation running time) of each filter in different clutter environments when the target is on a curved road, with a detection probability of 0.9. Figure 11 and Table 6 give the tracking performance of the filters versus the detection probability for the target on a curved road. The experimental settings are as the same as those in Example 1. The simulation results for a curved road tracking scenario are shown in Figures 9-11 and Tables 4-6. Figure 9 and Table 4 show the comparison of the filtering performance of four filters for a target on a curved road, with a detection probability of 0.9 and a clutter rate of 6. Figure 10 and Table 5 depict the performance (OSPA distance and simulation running time) of each filter in different clutter environments when the target is on a curved road, with a detection probability of 0.9. Figure 11 and Table 6 give the tracking performance of the filters versus the detection probability for the target on a curved road. From the above simulation results, it can be seen that: (i) filters with roadmap information outperform the filters without roadmap information; (ii) the filtering accuracy of the CT-GMPHD filter is similar to that of the SC-GMPHD filter, but slightly better than that of the DPN-GMPHD filter; and (iii) the running time of the CT-GMPHD filter is more than 11 times longer than that of the three other filters. In addition, compared to the straight road tracking scenario, the filtering accuracy of the target in the curved road tracking scenario is not reduced, while the running time increases.
In summary, the proposed filtering algorithm can improve both the filtering accuracy and computational efficiency simultaneously. Furthermore, the proposed filter is able to better adapt to tracking requirements in different clutter and detection environments.
It should be noted that the implementation of the filters proposed in this paper is based on the basic assumptions of the GMPHD filter [29] . In practical applications, if the application environment does not satisfy these assumptions, the accuracy of the target state estimation will be affected to some extent. The performance of the filters proposed in this paper will additionally be affected by roadmap accuracy. Table 6 . Average OSPA distance and running time of the different filters versus the detection probability when the clutter rate is equal to 60. From the above simulation results, it can be seen that: (i) filters with roadmap information outperform the filters without roadmap information; (ii) the filtering accuracy of the CT-GMPHD filter is similar to that of the SC-GMPHD filter, but slightly better than that of the DPN-GMPHD filter; and (iii) the running time of the CT-GMPHD filter is more than 11 times longer than that of the three other filters. In addition, compared to the straight road tracking scenario, the filtering accuracy of the target in the curved road tracking scenario is not reduced, while the running time increases.
It should be noted that the implementation of the filters proposed in this paper is based on the basic assumptions of the GMPHD filter [29] . In practical applications, if the application environment does not satisfy these assumptions, the accuracy of the target state estimation will be affected to some extent. The performance of the filters proposed in this paper will additionally be affected by roadmap accuracy.
Comparison of the CPHD and LMB Filters
This section describes a road-constrained method combined with DPN (proposed in Section 3.1) and SC (proposed in Section 3.2) methods. A DPN method and an SC method are applied to both the prediction and update steps of the same filter. The road constraint method is then applied to the PHD, CPHD, and LMB filters. Finally, the performance of the three filtering algorithms is compared and analyzed using a ground target tracking simulation scenario. Figure 11 . Tracking performance of the filters versus the detection probability for a target on a curved road: (a) average OSPA of the filters; (b) running time of the filters.
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The CPHD and LMB Filters
Since the PHD filter is a first-order statistical moment for multiple target densities, high-order information is lost, resulting in an unstable target number estimate in a low SNR environment. Conversely, the PHD filter uses only one parameter to propagate the cardinality information of the target, and the unknown cardinality distribution is approximated as a Poisson distribution. Since the mean and covariance of the Poisson distribution are equal, when the number of targets is relatively large, the covariance of the target number estimate of the PHD filter will be correspondingly larger. In response to the above problem, Mahler relaxed the target number mean to obey the Poisson distribution hypothesis and derived the CPHD filter [15] . The CPHD filter can simultaneously propagate the multi-target intensity function and the cardinality distribution information of the target. Therefore, the CPHD filter can obtain a more accurate target number estimate than the PHD filter [15, 16] . A previous study [26] gives the GM implementation of the CPHD filter under the assumption of a linear Gaussian model [17] .
In addition to the PHD and CPHD filters, Mahler also proposed a multi-target multi-Bernoulli (MeMBer) filter to approximate multi-target Bayesian filtering. However, the MeMBer filter has a significant bias in the number of targets [10] . To reduce the cardinality bias, the cardinality balanced MeMBer (CBMeMBer) filter was proposed by B.T. VO [24] . In this paper, the CBMeMBer filter will hereafter be abbreviated as the "MB filter". Previous studies [21, 22] have proposed a generalized LMB filter to estimate the trajectory of multiple targets.
Simulation Results
In this subsection, we evaluate the performance of the PHD, CPHD, and LMB filters for ground target tracking in the curved road tracking scenario shown in Figure 8 . Before this, the road-constrained method is applied to the above three filters. The PHD, CPHD, and LMB filtering algorithms using the road-constrained method are hereafter referred to as the RC-PHD, RC-CPHD, and RC-LMB filters. All filters are implemented using the Gaussian mixture method. Table 7 gives a comparison of the filtering performance of the three filters when the detection probability and clutter are equal to 0.95 and 6, respectively. It can be seen that the RC-PHD filter, while being the cheapest computationally, gives a slightly worse performance than the RC-CPHD and RC-LMB filters. In addition to the PHD and CPHD filters, Mahler also proposed a multi-target multi-Bernoulli (MeMBer) filter to approximate multi-target Bayesian filtering. However, the MeMBer filter has a significant bias in the number of targets [10] . To reduce the cardinality bias, the cardinality balanced MeMBer (CBMeMBer) filter was proposed by B.T. VO [24] . In this paper, the CBMeMBer filter will hereafter be abbreviated as the "MB filter". Previous studies [21, 22] have proposed a generalized LMB filter to estimate the trajectory of multiple targets.
In this subsection, we evaluate the performance of the PHD, CPHD, and LMB filters for ground target tracking in the curved road tracking scenario shown in Figure 8 . Before this, the roadconstrained method is applied to the above three filters. The PHD, CPHD, and LMB filtering algorithms using the road-constrained method are hereafter referred to as the RC-PHD, RC-CPHD, and RC-LMB filters. All filters are implemented using the Gaussian mixture method. Table 7 gives a comparison of the filtering performance of the three filters when the detection probability and clutter are equal to 0.95 and 6, respectively. It can be seen that the RC-PHD filter, while being the cheapest computationally, gives a slightly worse performance than the RC-CPHD and RC-LMB filters. Figure 12 and Table 8 depict the performance (OSPA distance and simulation running time) of each filter for different clutter environments, where the target is on a curved road and the detection probability is equal to 0.95. Figure 13 and Table 9 give the tracking performance of the filters versus In addition to the PHD and CPHD filters, Mahler also proposed a multi-target multi-Bernoulli (MeMBer) filter to approximate multi-target Bayesian filtering. However, the MeMBer filter has a significant bias in the number of targets [10] . To reduce the cardinality bias, the cardinality balanced MeMBer (CBMeMBer) filter was proposed by B.T. VO [24] . In this paper, the CBMeMBer filter will hereafter be abbreviated as the "MB filter". Previous studies [21, 22] have proposed a generalized LMB filter to estimate the trajectory of multiple targets.
In this subsection, we evaluate the performance of the PHD, CPHD, and LMB filters for ground target tracking in the curved road tracking scenario shown in Figure 8 . Before this, the roadconstrained method is applied to the above three filters. The PHD, CPHD, and LMB filtering algorithms using the road-constrained method are hereafter referred to as the RC-PHD, RC-CPHD, and RC-LMB filters. All filters are implemented using the Gaussian mixture method. Table 7 gives a comparison of the filtering performance of the three filters when the detection probability and clutter are equal to 0.95 and 6, respectively. It can be seen that the RC-PHD filter, while being the cheapest computationally, gives a slightly worse performance than the RC-CPHD and RC-LMB filters. Figure 12 and Table 8 depict the performance (OSPA distance and simulation running time) of each filter for different clutter environments, where the target is on a curved road and the detection probability is equal to 0.95. Figure 13 and Table 9 give the tracking performance of the filters versus Figure 12 and Table 8 depict the performance (OSPA distance and simulation running time) of each filter for different clutter environments, where the target is on a curved road and the detection probability is equal to 0.95. Figure 13 and Table 9 give the tracking performance of the filters versus the detection probability for a target on a curved road when the clutter rate is equal to 6. From the above simulation results, it can be seen that: (i) the filtering accuracy of the RC-CPHD filter is similar to that of the RC-LMB filter, and slightly better than that of the RC-PHD filter; (ii) the running time of the RC-CPHD filter is slightly shorter than that of the RC-LMB filter, but longer than that of the RC-PHD filter. RC-PHD filter. In summary, the target estimation accuracy of the RC-PHD filter is slightly worse than that of the RC-CPHD and RC-LMB filters, although it is computationally the cheapest.
Conclusions
In this paper, the GMPHD filter is applied to the problem of tracking ground targets. DPN and state constraints (SC) are used to integrate a digital roadmap into the GMPHD filter. In the DPN-GMPHD recursion, the concept of DPN is employed to analyze motion along a road. For on-road targets, the motion uncertainty along the road is more than that in the orthogonal direction, as a result of the road constraint. For the SC-GMPHD filter, the road constraint is considered to modify the result of the target state estimation at each time step. To analyze the performance of two filters proposed in this paper, two simulation scenarios of a target moving along a straight road and a curved road are presented. The simulation results show that, for tracking a ground target along the single road, the filtering algorithms proposed in this paper significantly improve the tracking accuracy and computational efficiency compared with the standard GMPHD and CT-GMPHD filters, when the clutter rate and detection probability are uncertain. Although the two filters proposed in this paper have obvious advantages over existing filtering algorithms, they also have several limitations. Firstly, it should be noted that the two filters are only suitable for tracking targets on a single road. In reality, however, there are typically multiple targets moving in a road network, even where there is no roadmap information. Therefore, it is necessary to introduce a multi-model approach to allow the tracking of multiple ground targets moving on different roads. Furthermore, we assume that the sensor has a linear Gaussian measurement model. In practice, it is necessary to transform the measurement information in the sensor coordinate system into a Cartesian coordinate system through measurement conversion. These limitations necessitate further research. In addition to the PHD filter, the proposed methods are also used with the CPHD and LMB filters. A curved road tracking scenario is used to evaluate the performance of these three filter types. The simulation results show that the target estimation accuracy of the RC-PHD filter is slightly worse than that of the RC-CPHD and RC-LMB filters, but that it is computationally the cheapest.
