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Abstract
A definition of qualitative robustness for point estimators in general statistical
models is proposed. Some criteria for robustness are established and applied to
estimators in parametric, semiparametric, and nonparametric models. In specific
nonparametric models, the proposed definition boils down to Hampel robustness.
It is also explained how plug-in estimators in certain nonparametric models can
be reasonably classified w.r.t. their degrees of robustness.
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1 Introduction
Let (Θ, dΘ) be a metric space, where Θ will be regarded as a parameter space. Let
(Ω,F) be a measurable space, and Pθ be any probability measure on (Ω,F) for every
θ ∈ Θ. The set Ω can be seen as the sample space, where the sample is drawn from Pθ
with (unknown) θ ∈ Θ. As usual, the triplet (Ω,F , {Pθ : θ ∈ Θ}) will be referred to
as statistical model. Further, let (Σ,S) be a measurable space and for every n ∈ N let
Tn : Θ → Σ be any map, where Tn and Σ can be regarded as an aspect function and
the state space of the aspect function, respectively. For every n ∈ N, let T̂n : Ω→ Σ be
any (F ,S)-measurable map, which can be seen as an estimator for the aspect Tn(θ) of
θ. Often the sample space and the estimator can be written as
(Ω,F) = (EN, E⊗N) and T̂n(x) = T̂n(x1, . . . , xn) for all x = (x1, x2, . . .) ∈ Ω (1)
for some measurable space (E, E), which is virtually the standard statistical setting, but
this particular form will not be assumed here. Finally, let ρ be any metric on the set
M1(Σ) of all probability measures on (Σ,S).
The following definition proposes a notion of (qualitative) robustness for the sequence
of estimators (T̂n) which is in line with Hampel’s notion of (qualitative) robustness. Note
that the aspect functions Tn, n ∈ N, do not play any role in the definition. They will
only occur again in Section 2.
Definition 1.1 For any subset Θ0 ⊂ Θ we use the following terminology.
(i) The sequence (T̂n) is said to be (dΘ, ρ)-robust on Θ0 if for every θ1 ∈ Θ0 and ε > 0
there is some δ > 0 such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ ρ(P
θ1 ◦ T̂−1n , P
θ2 ◦ T̂−1n ) ≤ ε for all n ∈ N. (2)
(ii) The sequence (T̂n) is said to be asymptotically (dΘ, ρ)-robust on Θ0 if for every
θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ ρ(P
θ1 ◦ T̂−1n , P
θ2 ◦ T̂−1n ) ≤ ε for all n ≥ n0. (3)
(iii) The sequence (T̂n) is said to be finite-sample (dΘ, ρ)-robust on Θ0 if for every
θ1 ∈ Θ0, ε > 0, and n0 ∈ N there is some δ > 0 such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ ρ(P
θ1 ◦ T̂−1n , P
θ2 ◦ T̂−1n ) ≤ ε for all 1 ≤ n ≤ n0. (4)
On the one hand, Definition 1.1 is close to Hampel’s definition of robustness in the
context of nonparametric statistical models. Indeed, letting specifically Θ := Θ0 :=
M1(E) be the set of all probability measures on some complete and separable metric
space E (equipped with any metric dΘ generating the weak topology), (Ω,F) be as in
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(1), T̂n be as in (1) and invariant against permutations of the arguments, P
µ := µ⊗N for
all µ ∈ Θ, Σ := Rd, and ρ be the Prohorov metric, then part (i) of Definition 1.1 coincides
with the definition of robustness as given in Section 4 of [14]. Cuevas [9] put forward
Hampel’s nonparametric theory by replacing Rd by a general complete and separable
metric space Σ. Kra¨tschmer et al. [16, 17] considered metrics that metrize finer topologies
than the weak topology, and Za¨hle [26] allowed for laws Pµ that are not necessarily
infinite product measures (for a different approach for nonparametric estimators based
on dependent observations, see [3, 6, 8, 20, 24]). The distinction between asymptotic and
finite-sample robustness was implicitly also done in [9, 14]. Huber [15] and other authors
(e.g. [16, 17, 19]) regraded robustness simply as asymptotic robustness. Examples for
robust estimators in nonparametric statistical models range from sample trimmed means
[14] to L-estimators [15] to Z- and M-estimators [14, 15] to R-estimators [15] to support
vector machines [13].
On the other hand, Definition 1.1 allows for more statistical models (Ω,F , {Pθ : θ ∈
Θ}) than the one just discussed. In many classical examples of the theory of point
estimation the parameter space Θ is a subset of Rk (and not the measure spaceM1(E)).
The underlying statistical model has indeed often the shape (EN, E⊗N, {Pθ : θ ∈ Θ}) for
some subset Θ ⊂ Rk. If Pθ = µ⊗Nθ for some µθ ∈ M1(E), θ ∈ Θ, then this model
corresponds to the standard situation where one can observe the realizations of i.i.d.
E-valued random variables with distribution µθ but the true k-dimensional parameter
vector θ is unknown; this setting is known as infinite product model. Robustness of the
distribution of a given estimator w.r.t. small changes of the underlying model associated
with θ is an obvious quality criterion, but it is not unique what the “right” notion of
robustness is. In the mentioned infinite product model, for instance, a “change” of the
underlying model can be measured in at least two ways. First, one may measure a
change of θ w.r.t. the Euclidean distance on Θ. Second, one may measure a change of
the probability measure µθ w.r.t. any metric on {µθ : θ ∈ Θ} which metrizes the relative
weak topology. The former approach is not covered by Hampel’s theory, but it is covered
by Definition 1.1 and seems to be more natural in the context of classical parametric
models (as, for instance, the Gaussian model where µθ := Nm,s2 for θ = (m, s
2) ∈ Θ :=
R × (0,∞)). The latter approach basically leads to a version of Hampel’s definition
when regarding Θ˜ := {µθ : θ ∈ Θ} as the parameter space. But strictly speaking this
approach is neither covered by the existing literature due to the traditional assumption
Θ˜ = M1(E). Definition 1.1, on the other hand, is more flexible and makes the second
approach possible too.
Apart from the situation where Θ ⊂ Rk (“parametric model”), the parameter space Θ
is often the product of a subset of Rk and a subset ofM1(E) (“semiparametric model”).
This is the case, for instance, in some parametric regression models, ARMA models,
and so on. Then a change of the underlying model should be measured by any metric
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which metrizes the product topology on Θ. In this situation the classical definition of
robustness does not apply again, but Definition 1.1 does.
The preceding discussion shows that Definition 1.1 is suitable not only for nonpara-
metric statistical models but also for parametric and semiparametric statistical models.
In this sense, this article treats a rather general setting and facilitates more examples
than the existing literature on robustness in nonparametric statistical models.
The article is organized as follows. Section 2 provides some criteria for asymptotic
and finite-sample robustness in the fashion of the celebrated Hampel theorem. Section 3
is devoted to examples, and Section 4 provides the proofs of the results of Section 2. In
Section 3.1, we investigate plug-in estimators in nonparametric statistical models being
more general compared to [9, 14, 16, 26], and we classify plug-in estimators on Euclidean
spaces w.r.t. their degrees of robustness. Section 3.2 provides results on robustness for
estimators in dominated parametric statistical models, and Section 3.3 is devoted to
robustness of a Yule–Walker-type estimator in the semiparametric statistical model of a
linear process. The Introduction will be completed with some basic remarks on Definition
1.1.
Remark 1.2 When the metric ρ is fixed, then (dΘ, ρ)-robustness of (T̂n) is clearly equiv-
alent to (d′Θ, ρ)-robustness of (T̂n) for any other metric d
′
Θ which is equivalent to dΘ. ✸
Remark 1.3 Of course, the sequence (T̂n) is robust on Θ0 if and only if it is both
asymptotically and finite-sample robust on Θ0, and finite-sample robustness already
holds when in (4) the phrase “for all 1 ≤ n ≤ n0” is replaced by “for n = n0”. Moreover,
(dΘ, ρ)-robustness of (T̂n) on Θ0 means that the set of mappings
{Θ −→ M1(Σ), θ 7−→ P
θ ◦ T̂−1n : n ∈ N}
is (dΘ, ρ)-equicontinuous on Θ0. ✸
Remark 1.4 In Definition 1.1, robustness of the sequence (T̂n) is a property which holds
on the whole set Θ0. One could also define robustness at a fixed θ1 ∈ Θ0 by requiring
that (2) holds only for the fixed θ1; and analogously for asymptotic and finite-sample
robustness. However, from a statistician’s point of view, it is somewhat unsatisfying
only to know that the estimator behaves robustly at a fixed parameter. After all the
true parameter is unknown. For this reason, each of the conditions (2)–(4) is required
to hold for all θ1 ∈ Θ0. ✸
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Remark 1.5 Obviously, (d1Θ, ρ)-robustness is a stronger requirement than (d
2
Θ, ρ)-ro-
bustness when d1Θ ≤ d
2
Θ, and (dΘ, ρ1)-robustness is a stronger requirement than (dΘ, ρ2)-
robustness when ρ1 ≥ ρ2. The same is true for asymptotic and finite- sample robustness.
✸
2 Some criteria for robustness
In this section, we will present some abstract criteria for asymptotic and finite-sample
robustness. Take the notation introduced in Section 1. Assume that Σ is equipped with
a complete and separable metric dΣ, and that S is the corresponding Borel σ-field. In
Theorem 2.1 the metric ρ will be chosen as the Prohorov metric ρP. The Prohorov
metric ρP on M1(Σ) is defined by
ρP(µ1, µ2) := inf{ε > 0 : µ1[A] ≤ µ2[A
ε] + ε for all A ∈ S}, (5)
where Aε := {s ∈ Σ : infa∈A dΣ(s, a) ≤ ε}. According to Theorem 2.14 in [15] the
Prohorov metric ρP metrizes the weak topology on M1(Σ). The proofs of the following
results can be found in Section 4.
First of all we will give a criterion for asymptotic robustness. To this end we will
assume that the aspect function Tn and estimator T̂n have the representations in (6)
below. Let (Υ, dΥ) be another complete and separable metric space equipped with the
corresponding Borel σ-field U . Let U : Θ → Υ and Vn : Υ → Σ, n ∈ N, be any maps,
and assume that Tn and T̂n can be represented as
Tn = Vn ◦ U and T̂n = Vn ◦ Ûn (6)
for some (F ,U)-measurable map Ûn : Ω → Υ for every n ∈ N. Due to (6), Theorem
2.1 below is applicable in the following two different situations. 1) On the one hand,
when Tn = T for all n ∈ N, condition (b) of Theorem 2.1 can sometimes be shown
directly for T̂n, T , dΣ (in place of Ûn, U , dΥ). Then one can choose Υ := Σ, U := T ,
Ûn := T̂n, Vn(u) := u. This situation occurs, for instance, in dominated parametric
statistical models; see Theorem 3.15 and its proof. 2) On the other hand, an empirical
plug-in estimator has the shape T̂n = Vn(m̂n) for an empirical probability measure m̂n
and a possibly sample-size dependent statistical functional Vn : Θ → Σ, where Θ is
any (nonparametric) subset of M1(E) for some metric space E. It is known that for
complete and separable E condition (b) of Theorem 2.1 holds for Ûn := m̂n, U(θ) := θ,
dΥ :=Prohorov metric. Thus, in this case one can choose Υ := Θ, U(θ) := θ, Ûn := m̂n,
Vn := Tn. This situation will be studied in detail in Section 3.1. A similar application
of Theorem 2.1 will be discussed in Section 3.3.
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We will use the following terminology. The sequence (Vn) is said to be asymptotically
continuous at u1 ∈ Υ if for every ε > 0 there are some δ > 0 and n0 ∈ N such that
u2 ∈ Υ, dΥ(u1, u2) ≤ δ =⇒ dΣ(Vn(u1), Vn(u2) ≤ ε for all n ≥ n0.
The sequence (Vn) is said to be asymptotically continuous if it is asymptotically contin-
uous at every u1 ∈ Υ. Of course, if Vn = V for all n ∈ N, then asymptotic continuity of
(Vn) boils down to continuity of V . Moreover, equicontinuity of the family {Vn : n ∈ N}
clearly implies asymptotic continuity of the sequence (Vn).
Theorem 2.1 Assume that Σ is equipped with a complete and separable metric dΣ, and
that S is the corresponding Borel σ-field. Let Θ0 ⊂ Θ. Assume that Tn and T̂n are as
in (6) and that the following two conditions hold:
(a) U |Θ0 is (dΘ, dΥ)-continuous, and (Vn) is asymptotically (dΥ, dΣ)-continuous.
(b) For every θ1 ∈ Θ0, ε > 0, and η > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ P
θ2 [ dΥ(Ûn, U(θ2)) ≥ η ] ≤ ε for all n ≥ n0.
Then the sequence (T̂n) is asymptotically (dΘ, ρP)-robust on Θ0.
Remark 2.2 In the case where Υ = Σ, U = T , Ûn = T̂n and Vn(u) = u for all n ∈ N it
suffices to consider η = ε/2 in condition (b) of Theorem 2.1. ✸
Remark 2.3 In view of Markov’s inequality, condition (b) in Theorem 2.1 is fulfilled
when for every θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ E
θ2 [ dΥ(Ûn, U(θ2)) ] ≤ ε for all n ≥ n0. (7)
In the case where Υ ⊂ R and Ûn is unbiased for U(θ) on Θ0 (that is, E
θ[Ûn] = U(θ)
for all θ ∈ Θ0) for every n ∈ N, condition (b) in Theorem 2.1 is fulfilled when for every
θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ Var
θ2[Ûn] ≤ ε for all n ≥ n0. (8)
In many specific situations condition (8) can be easily checked. ✸
To some extent the following theorem provides the converse of Theorem 2.1.
Theorem 2.4 Assume that Σ is equipped with a complete and separable metric dΣ, and
that S is the corresponding Borel σ-field. Let ρ be any metric that metrizes the weak
topology on M1(Σ). Let Θ0 ⊂ Θ, and assume that the following two conditions hold:
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(α) (T̂n) is asymptotically (dΘ, ρ)-robust on Θ0.
(β) There exists a map T0 : Θ0 → Σ such that limn→∞ P
θ[dΣ(T̂n, T0(θ)) ≥ η] = 0 for
every θ ∈ Θ0 and η > 0.
Then T0 is (dΘ, dΣ)-continuous.
In the following Theorem 2.5 we will give a criterion for finite-sample robustness. We
again assume that the estimator T̂n has a certain decomposition, but the decomposition
is different from those in (6). More precisely, we will assume that for every n ∈ N the
estimator T̂n can be represented as a composition
T̂n = t̂n ◦ Πn (9)
of two measurable maps Πn : Ω→ Ωn and t̂n : Ωn → Σ, where (Ωn, dn) is some complete
and separable metric space equipped with the Borel σ-field Fn. Moreover, ρn will refer
to any metric on the setM1(Ωn) of all probability measures on (Ωn,Fn) which metrizes
the weak topology. The decomposition (9) is motivated by the setting where Ω is an
infinite product space, Πn is the projection on the first n coordinates and t̂n is to some
extent the estimator T̂n itself (provided it depends only on the first n coordinates); see
Example 2.6 below for more details.
Theorem 2.5 Assume that Σ is equipped with a complete and separable metric dΣ, and
that S is given by the corresponding Borel σ-field. Let ρ be any metric that metrizes
the weak topology on M1(Σ). Assume that for every n ∈ N the estimator T̂n has the
decomposition (9) as described above. Let Θ0 ⊂ Θ, and assume that the following two
conditions hold:
(c) Ωn ∋ ωn 7→ t̂n(ωn) is (dn, dΣ)-continuous for every n ∈ N.
(d) Θ0 ∋ θ 7→ P
θ ◦ Π−1n is (dΘ, ρn)-continuous for every n ∈ N.
Then the sequence (T̂n) is finite-sample (dΘ, ρ)-robust on Θ0.
Example 2.6 To illustrate the setting of Theorem 2.5, let (E, dE) be a complete and
separable metric space and E be the corresponding Borel σ-field. Set (Ω,F) := (EN, E⊗N)
as well as (Ωn,Fn) := (E
n, E⊗n) for every n ∈ N. For every n ∈ N, equip the n-fold
product space En := ×ni=1E with the metric
dn(x
n, yn) := dEn(x
n, yn) := max
1≤i≤n
dE(x
n
i , y
n
i ), x
n, yn ∈ En (10)
which metrizes the product topology. Since (E, dE) was assumed to be complete and
separable, the same is true for (Ωn, dn) = (E
n, dEn). Let Xi be the i-th coordinate
projection on EN (that is, Xi(x1, x2, . . .) := xi), and note that P
θ ◦ (X1, . . . , Xn)
−1 is an
element of M1(E
n) for every θ ∈ Θ. If T̂n is as in (1), then we may represent T̂n as
t̂n ◦ Πn for t̂n(x1, . . . , xn) := T̂n(x1, x2, . . .) and Πn := (X1, . . . , Xn). ✸
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3 Examples
3.1 Plug-in estimators in nonparametric statistical models
In this section we will revisit classical plug-in estimators, which are the objects in the
classical literature on robustness. Theorem 3.5 below provides a generalization of the
classical Hampel theorem. For ψ ≡ 1 it is indeed a version of Theorem 1 in [14] and
of Theorems 1–2 in [9]. Moreover, Theorem 3.6 provides a version of Hampel’s theorem
for strongly mixing observations. Robustness under strong mixing has been already
investigated in [26], but the conditions of Theorem 3.6 are significantly weaker than
the conditions imposed in [26]. Indeed, in (14) the right-hand side is not required to
hold uniformly in µ2 on Θ0 (as in [26]) but only for µ2 close to µ1. Also note that
Theorems 3.5 and 3.6 take into account an aspect that was not considered in [9, 14].
The possible restriction to a subset Θ0 of the domain of the statistical functionals Tn,
n ∈ N, enables us to introduce a finer notion of robustness and to compare estimators
w.r.t. their “degrees” of robustness; for details see Subsections 3.1.3–3.1.4 below.
Let (E, dE) be a complete and separable metric space and E be the corresponding
Borel σ-field. Set (Ω,F) := (EN, E⊗N) and let Xi be the i-th coordinate projection
on Ω = EN. Let Θ be any subset of M1(E) such that En ⊂ Θ for all n ∈ N, where
En := {m̂n(x1, . . . , xn) : x1, . . . , xn ∈ E} is the set of all empirical probability measures
m̂n(x1, . . . , xn) :=
1
n
∑n
i=1 δxi of order n ∈ N. For every µ ∈ Θ, let P
µ be a probability
measure on (Ω,F) such that Pµ ◦X−1i = µ for all i ∈ N. This means that the coordinate
projections X1, X2, . . . are identically distributed random variables with distribution µ
under Pµ for every µ ∈ Θ. Let (Σ, dΣ) be a complete and separable metric space and S
be the corresponding Borel σ-field. Let Tn : Θ → Σ be any map and assume that the
map T̂n : Ω→ Σ defined by
T̂n(x) = T̂n(x1, . . . , xn) := Tn(m̂n(x1, . . . , xn)), x = (x1, x2, . . .) ∈ Ω (11)
is (E⊗N,S)-measurable for every n ∈ N.
In [9, 14] and many other references Θ and dΘ were chosen to be respectively M1(E)
and any metric generating the weak topology. This implies in particular that the classi-
cal Hampel theorem yields (dΘ, ρP)-robustness of (T̂n) = (T (m̂n)) only for sequences of
statistical functionals (Tn) that are asymptotically continuous w.r.t. the weak topology
(and well defined) on M1(E). On the other hand, there are many relevant sequences
of statistical functionals (Tn) that are not asymptotically weakly continuous. And the
distributions of the plug-in estimators of two sequences of statistical functionals that are
not asymptotically weakly continuous may react quite different to changes in the under-
lying (marginal) distribution, just as these plug-in estimators may have quite different
influence functions. For this reason the authors of [16, 17, 26] allowed for metrics dΘ
that metrizes finer topologies than the relative weak topology.
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It was discussed in [16, 17, 26] that the so-called (relative) ψ-weak topology (cf. Subec-
tion 3.1.1 below) is a suitable topology in this context. The crucial point is that many
relevant sequences of statistical functionals (Tn) are not asymptotically continuous w.r.t.
the weak topology but can be shown to be asymptotically continuous w.r.t. the ψ-weak
topology for some suitable ψ depending on (Tn). In the case where d
ψ
Θ metrizes the
relative ψ-weak topology and T = Tn is continuous w.r.t. the relative ψ-weak topol-
ogy, asymptotic (dψΘ, ρP)-robustness of (T̂n) could be proven for so-called uniformly ψ-
integrating sets Θ0 (cf. Definition 3.1). Lemma 3.4 will show that in this case one even
gets (asymptotic) (dΘ, ρP)-robustness of (T̂n) on such Θ0 for any metric dΘ generat-
ing the relative weak topology. Indeed, the lemma shows that the locally uniformly
ψ-integrating sets (cf. Definition 3.1) are exactly those sets on which the relative ψ-weak
topology and the relative weak topology coincide.
3.1.1 The ψ-weak topology and locally uniformly ψ-integrating sets
Let ψ : E → [1,∞) be a continuous function. Let Mψ1 (E) be the set of all probability
measures µ on (E, E) satisfying
´
ψ dµ < ∞, and Cψ(E) be the set of all continuous
functions on E for which ‖f/ψ‖∞ < ∞, where ‖ · ‖∞ is the sup-norm. The ψ-weak
topology on Mψ1 (E) is defined to be the coarsest topology for which all mappings µ 7→´
f dµ, f ∈ Cψ(E), are continuous; cf. Section A.6 in [12]. Clearly, the ψ-weak topology
is finer than the weak topology, and the two topologies coincide if and only if ψ is
bounded. Note that µn → µ ψ-weakly if and only if
´
fdµn →
´
fdµ for all f ∈ Cψ(E).
Moreover, the ψ-weak topology is metrizable by
dψ(µ1, µ2) := dw(µ1, µ2) +
∣∣∣ ˆ ψ dµ1 − ˆ ψ dµ2∣∣∣ (12)
for any metric dw which metrizes the weak topology. In the following definition, dΘ0
refers to any metric on Θ0 (⊂M1(E)) which metrizes the relative weak topology.
Definition 3.1 A set Θ0 ⊂ M1(E) is said to be locally uniformly ψ-integrating if for
every µ1 ∈ Θ0 and ε > 0 there exist some δ > 0 and a > 0 such that
µ2 ∈ Θ0, dΘ0(µ1, µ2) ≤ δ =⇒
ˆ
ψ 1{ψ≥a} dµ2 ≤ ε.
It is said to be uniformly ψ-integrating if for every ε > 0 there exists some a > 0 such
that
sup
µ∈Θ0
ˆ
ψ 1{ψ≥a} dµ ≤ ε.
Of course, any uniformly ψ-integrating set Θ0 is also locally uniformly ψ-integrating,
and any locally uniformly ψ-integrating set Θ0 is a subset ofM
ψ
1 (E). The following two
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lemmas characterize (locally) uniformly ψ-integrating sets. The equivalence of the first
three conditions in Lemma 3.2 is already known from Corollary A.47 in [12]. Recall that
E was assumed to be a complete and separable metric space.
Lemma 3.2 Assume that each set {ψ ≤ n}, n ∈ N, is relatively compact in E. Then,
for any Θ0 ⊂M
ψ
1 (E), the following conditions are equivalent:
(i) Θ0 is relatively compact in M
ψ
1 (E) for the ψ-weak topology.
(ii) For every ε > 0 there is a compact subset K ⊂ E such that supµ∈Θ0
´
ψ1Kc dµ ≤ ε.
(iii) There is a measurable function φ : E → [1,∞] such that each set {φ/ψ ≤ n},
n ∈ N, is relatively compact in E, and such that supµ∈Θ0
´
φ dµ <∞.
(iv) Θ0 is uniformly ψ-integrating.
Remark 3.3 In Lemma 3.2, we still have (i)⇔(ii)⇔(iii)⇒(iv) when the sets {ψ ≤ n},
n ∈ N, are not necessarily relatively compact in E. ✸
Proof (of Lemma 3.2) (i)⇔(ii)⇔(iii) is already known from Corollary A.47 in [12],
where one should note that supµ∈Θ0
´
ψ dµ <∞ is automatically implied by (ii) because
Θ0 consists of probability measures only.
(ii)⇒(iv): Pick ε > 0. By assumption (ii), we can choose a compact subset K ⊂ E
such that supµ∈Θ0
´
ψ1Kc dµ ≤ ε. In particular, supµ∈Θ0
´
ψ1{ψ≥a} dµ is bounded above
by supµ∈Θ0
´
ψ1{ψ≥a}1K dµ + ε for every a > 0. Since ψ as a continuous function is
bounded on K, we can choose a > 0 such that 1{ψ≥a}1K = 0. Thus, (iv) holds.
(iv)⇒(ii): Suppose that condition (ii) is violated. Then there exists some ε > 0 such
that for every compact subset K ⊂ E we can find a probability measure µK ∈ Θ0 such
that
´
ψ1Kc dµK > ε. In particular, for every n ∈ N we can find a probability measure
µn ∈ Θ0 such that
´
ψ1{ψ>n} dµn > ε for all n ∈ N; note that the sets {ψ ≤ n}, n ∈ N,
are compact in E (they are relatively compact by assumption and contain all of their
limit points by the continuity of ψ). This contradicts condition (iv). ✷
Lemma 3.4 Let Θ0 ⊂ M
ψ
1 (E). Then Θ0 is locally uniformly ψ-integrating if and only
if the relative weak topology and the relative ψ-weak topology on Θ0 coincide.
Proof It is easily seen that the sets
Uψε (µ; f1, . . . , fn) :=
n⋂
i=1
{
ν ∈Mψ1 (E) :
∣∣∣ ˆ fi dν − ˆ fi dµ∣∣∣ < ε}
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for ε > 0, n ∈ N, and f1, . . . , fn ∈ Cψ(E) form a basis for the neighborhoods of µ ∈
Mψ1 (E) for the ψ-weak topology on M
ψ
1 (E). It follows that the family U
ψ
0 (µ) of sets
Uψε,0(µ; f1, . . . , fn) := U
ψ
ε (µ; f1, . . . , fn) ∩ Θ0 for ε > 0, n ∈ N, and f1, . . . , fn ∈ Cψ(E)
provides a basis for the neighborhoods of µ ∈ Θ0 for the relative ψ-weak topology on
Θ0. In the case where ψ ≡ 1, we write Cb(E), Uε,0(µ; f1, . . . , fn), and U0(µ) instead of
Cψ(E), U
ψ
ε,0(µ; f1, . . . , fn), and U
ψ
0 (µ), respectively.
First, assume that Θ0 is locally uniformly ψ-integrating. Obviously, the relative ψ-
weak topology is finer than the relative weak topology on Θ0. So it suffices to show
that for every µ ∈ Θ0 and U
ψ ∈ Uψ0 (µ) there exists some U ∈ U0(µ) such that U ⊂
Uψ. Let µ ∈ Θ0 and U
ψ = Uψε,0(µ; f1, . . . , fn) ∈ U
ψ
0 (µ). For every i = 1, . . . , n there
exists some constant ci > 0 such that |fi| ≤ ci ψ. Set c := max1≤i≤n ci. Since Θ0
is locally uniformly ψ-integrating, we can choose some δε > 0 and aε > 0 such that
for every ν ∈ Θ0 with dΘ0(µ, ν) < δε we have that
´
ψ 1{cψ≥aε} dν < ε/(4c). Set
fi,ε := fi1{−aε<fi<aε} + aε1{fi≥aε} − aε1{fi≤−aε} and note that fi,ε ∈ Cb(E). Then, for
every ν ∈ Θ0 with dΘ0(µ, ν) < δε and i = 1, . . . , n,∣∣∣ ˆ fi dν − ˆ fi dµ∣∣∣ ≤ ∣∣∣ ˆ fi,ε dν − ˆ fi,ε dµ∣∣∣ + 2c sup
π∈Θ0: dΘ0(µ,π)<δε
ˆ
ψ1{cψ≥aε} dπ.
The latter summand is bounded above by ε/2 by the choice of δε and aε. It follows that
U := Uε˜,0(µ; f1,ε, . . . , fn,ε, f˜1,ε˜, . . . , f˜n˜,ε˜) ⊂ U
ψ
ε,0(µ; f1, . . . , fn) = U
ψ,
where ε˜ ∈ (0, ε/2], n˜ ∈ N, and f˜1,ε˜, . . . , f˜n˜,ε˜ ∈ Cb(E) are chosen such that the neighbor-
hood Uε˜,0(µ; f˜1,ε˜, . . . , f˜n˜,ε˜) of µ is contained in the open dΘ0-ball around µ with radius
δε. Since U ∈ U0(µ), we have shown that the relative weak topology and the relative
ψ-weak topology on Θ0 coincide.
Next, assume that the relative weak topology and the relative ψ-weak topology on
Θ0 coincide. Suppose that Θ0 is not locally uniformly ψ-integrating. Then we can find
some ε > 0 and µ, µ1, µ2, . . . ∈ Θ0 such that dΘ0(µn, µ) → 0 and
´
ψ1{ψ≥n} dµn > 3ε
for all n ∈ N. We will show that this implies that there does not exist any δ > 0 such
that the open dΘ0-ball around µ with radius δ > 0 is contained in U
ψ
ε,0(µ;ψ). This in
turn implies that we cannot find any neighborhood of µ for the relative weak topology
which is contained in the neighborhood Uψε,0(µ;ψ) of µ for the relative ψ-weak topology.
This contradicts the assumption. Since
´
ψ dµ < ∞, we can choose aε > 0 such that´
ψ1{ψ>aε} dµ < ε. Since µ ◦ ψ
−1 as a probability measure on the real line has at
most countably many atoms, there are at most countably many different a > 0 with
µ[ψ = a] > 0. In particular, we may assume µ[ψ = aε] = 0. Then
ˆ
ψ dµn −
ˆ
ψ dµ
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=
(ˆ
ψ1{ψ>aε} dµn −
ˆ
ψ1{ψ>aε} dµ
)
+
(ˆ
ψ1{ψ≤aε} dµn −
ˆ
ψ1{ψ≤aε} dµ
)
=: S1(ε, n) + S2(ε, n).
Since dΘ0(µn, µ) → 0, the Portmanteau theorem ensures that we can find some nε ∈ N
such that |S2(ε, n)| < ε for all n ≥ nε. By the choice of (µn) and aε, we can also find
some n′ε ≥ nε such that S1(ε, n) > 2ε for all n ≥ n
′
ε. That is, |
´
ψ dµn −
´
ψ dµ| > ε for
all n ≥ n′ε. Thus, there is indeed no δ > 0 such that the open dΘ0-ball around µ with
radius δ > 0 is contained in Uψε,0(µ;ψ). This completes the proof. ✷
3.1.2 General criteria for robustness
Let ψ : E → [1,∞) be a continuous function and dψ be the metric defined in (12). Recall
that dψ generates the ψ-weak topology. Let dΘ refer to any metric which generates the
relative weak topology on Θ (⊂M1(E)) and let T̂n be defined by (11). For every n ∈ N
let the map t̂n : E
n → Σ be defined by
t̂n(x1, . . . , xn) := T̂n(x1, . . . , xn) := Tn(m̂n(x1, . . . , xn)), x = (x1, . . . , xn) ∈ E
n
and let dn = dEn be the metric on E
n which was defined in (10). Moreover, let ρP be
the Prohorov metric onM1(Σ) as defined in (5) and ρ be an arbitrary metric onM1(Σ)
which metrizes the weak topology.
Theorem 3.5 Take the notation from above, and assume that Θ ⊂ Mψ1 (E) and that
Pµ = µ⊗N for every µ ∈ Θ. Then the following three assertions hold:
(i) If the sequence (Tn) is asymptotically (dψ, dΣ)-continuous, then (T̂n) is asymptoti-
cally (dΘ, ρP)-robust on every locally uniformly ψ-integrating set Θ0 ⊂ Θ.
(ii) If t̂n : E
n → Σ is (dn, dΣ)-continuous for every n ∈ N, then (T̂n) is finite-sample
(dΘ, ρ)-robust on Θ.
(iii) Assume that (T̂n) is asymptotically (dΘ, ρ)-robust on some Θ0 ⊂ Θ and that there
is a map T0 : Θ0 → Σ such that limn→∞ P
µ[dΣ(T̂n, T0(µ)) ≥ η] = 0 for all η > 0
and µ ∈ Θ0. Then T0 is (dΘ, dΣ)-continuous.
Note that the assumption Pµ = µ⊗N means that the observations X1, X2, . . . are i.i.d.
according to µ under Pµ, and that dψ can be replaced by any other metric which generates
the ψ-weak topology. Also note that for E = R and a fixed functional T (= Tn for all
n ∈ N), part (i) of Theorem 3.5 with “asymptotically (dΘ, ρP)-robust” and “locally
uniformly” replaced by respectively “asymptotically (dψ, ρP)-robust” and “uniformly” is
basically already known from Theorem 3.2 in [17].
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Proof (of Theorem 3.5) (i) Let Θ0 be a locally uniformly ψ-integrating set. Then, by
Lemma 3.4, asymptotic (dΘ, ρP)-robustness on Θ0 is equivalent to asymptotic (dψ, ρP)-
robustness on Θ0. To verify asymptotic (dψ, ρP)-robustness, it suffices to show that
conditions (a)–(b) in Theorem 2.1 hold for (Υ, dΥ) := (Θ, dψ), U(θ) := θ, Vn :≡ Tn, and
Ûn(x1, x2, . . .) := m̂n(x1, . . . , xn). Condition (a) holds by assumption and the choice of
U . To verify condition (b) we assume without loss of generality that the metric dw in
(12) is given by the Prohorov metric dP, i.e. dψ(µ1, µ2) = dP(µ1, µ2)+|
´
ψ dµ1−
´
ψ dµ2|.
Lemma 4 in [19] says
lim
n→∞
sup
µ∈M1(E)
P
µ[dP(m̂n, µ) ≥ η] = 0 for all η > 0.
So it remains to show that that for every µ1 ∈ Θ0, ε > 0, and η > 0 there are some
δ > 0 and n0 ∈ N such that
µ2 ∈ Θ0, dψ(µ1, µ2) ≤ δ =⇒ P
µ2
[ ∣∣∣ˆ ψ dm̂n−ˆ ψ dµ2∣∣∣ ≥ η ] ≤ ε for all n ≥ n0.
(13)
To prove (13), fix µ1 ∈ Θ0, ε > 0, and η > 0. Since Θ0 is locally uniformly ψ-integrating,
we find some δ > 0 and a > 0 such that
´
ψ1{ψ≥a}dµ2 < min{η/3; ηε/6} for all µ2 ∈ Θ0
with dP(µ1, µ2) ≤ δ. For every µ2 ∈ Θ0 with dP(µ1, µ2) ≤ δ we then obtain
P
µ2
[∣∣∣ ˆ ψ dm̂n − ˆ ψ dµ2∣∣∣ ≥ η] ≤ Pµ2[ ˆ ψ1{ψ≥a} dm̂n ≥ η
3
]
+Pµ2
[ ∣∣∣ ˆ ψ1{ψ<a} dm̂n − ˆ ψ1{ψ<a} dµ2∣∣∣ ≥ η
3
]
+Pµ2
[ˆ
ψ1{ψ≥a} dµ2 ≥
η
3
]
=: S1(n, a) + S2(n, a) + S3(a),
where S3(a) = 0 and S1(n, a) ≤ (3/η)
´
ψ1{ψ≥a}dµ2 ≤ ε/2 for all n ∈ N (by Markov’s
inequality). Further, by Chebychev’s inequality we can find some n0 ∈ N such that
S2(n, a) ≤ ε/2 for all n ≥ n0 (and all µ2 ∈ M1(E)). This proves (13) with dψ replaced
by dP. Since dP ≤ dψ, we arrive at (13).
(ii) Let (Ωn,Fn) := (E
n, E⊗n) for every n ∈ N. Equip the n-fold product space
Ωn := E
n with the metric dn = dEn and note that the corresponding Borel σ-field
coincides with E⊗n. Note that Pµ ◦ (X1, . . . , Xn)
−1 is an element of M1(E
n) for every
µ ∈ Θ. To verify finite-sample (dΘ, ρ)-robustness, it suffices to show that conditions
(c)–(d) in Theorem 2.5 hold for t̂n and Πn := (X1, . . . , Xn). Condition (c) holds by
assumption. Moreover, the mapping Θ ∋ µ 7→ Pµ ◦ (X1, . . . , Xn)
−1 = µ⊗n is clearly
(dΘ, ρn)-continuous for every n ∈ N. So condition (d) holds, too.
(iii) To verify that the map T0 is (dΘ, dΣ)-continuous, it suffices to show that conditions
(α)–(β) in Theorem 2.4 hold. But these two conditions hold by assumption. This
completes the proof. ✷
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It is apparent from the proof that assertion (iii) of Theorem 3.5 still holds when not
necessarily Pµ = µ⊗N. To obtain some analogues of assertions (i)–(ii) for the case where
not necessarily Pµ = µ⊗N, we need some additional assumptions on Pµ. Recall that the
strong mixing coefficients of the sequence (Xi) are defined by
αµn := sup
k∈N
sup
A∈Fk
1
, B∈F∞
n+k
|Pµ[A ∩ B]− Pµ[A]Pµ[B]|, n ∈ N,
where Fk1 := σ(X1, . . . , Xk) and F
∞
m := σ(Xm, Xm+1, . . .). According to Rosenblatt [22],
the sequence (Xi) is said to be strongly mixing (or α-mixing) under P
µ if the strong
mixing coefficient αµn converges to 0 as n → ∞. For an overview on mixing conditions,
see, for instance, [4, 10]. Examples for sets Θ0 that satisfy condition (14) below can be
derived from Sections B and 3.1 in [26]. As before we assume that Pµ ◦X−1i = µ for all
i ∈ N and µ ∈ Θ.
Theorem 3.6 Take the notation from above, and assume that Θ ⊂ Mψ1 (E). Let ρn be
any metric on the set M1(E
n) of all probability measures on (En, E⊗n) which metrizes
the weak topology. Then the following three assertions hold:
(i) Assume that (E, dE) is in addition locally compact. Let Θ0 ⊂ Θ and assume that
for every µ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
µ2 ∈ Θ0, dΘ(µ1, µ2) ≤ δ =⇒ α
µ2
n ≤ ε for all n ≥ n0. (14)
Then, if the sequence (Tn) is asymptotically (dψ, dΣ)-continuous, (T̂n) is asymptot-
ically (dΘ, ρP)-robust on every locally uniformly ψ-integrating set Θ0 ⊂ Θ.
(ii) Assume that the mapping µ 7→ Pµ ◦ (X1, . . . , Xn)
−1 is (dΘ, ρn)-continuous on some
fixed Θ0 ⊂ Θ for every n ∈ N. Then, if t̂n : E
n → Σ is (dn, dΣ)-continuous for
every n ∈ N, the sequence (T̂n) is finite-sample (dΘ, ρ)-robust on Θ0.
(iii) Assume that (T̂n) is asymptotically (dΘ, ρ)-robust on some Θ0 ⊂ Θ and that there
is a map T0 : Θ0 → Σ such that limn→∞ P
µ[dΣ(T̂n, T0(µ)) ≥ η] = 0 for all η > 0
and µ ∈ Θ0. Then T0 is (dΘ, dΣ)-continuous.
Proof We will only prove part (i); parts (ii) and (iii) can be proven exactly in the same
line as parts (ii) and (iii) of Theorem 3.5. Since (E, dE) is a locally compact, complete and
separable metric space, we can find a sequence (fk) of real-valued continuous functions
on E with compact support such that dvag(µ1, µ2) :=
∑∞
k=1 2
−k(1∧|
´
fk dµ1−
´
fk dµ2|)
provides a metric on Θ which metrizes the weak topology; cf. the proof of Theorem 31.5
in [1]. Then we can argue as in the proof of part (i) of Theorem 3.5, where dP may be
replaced by dvag. Condition (a) of Theorem 2.1 holds by assumption. To verify condition
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(b) it suffices to show that for every µ1 ∈ Θ0, ε > 0, and η > 0 there are some δ > 0
and n0 ∈ N such that
µ2 ∈ Θ0, dψ(µ1, µ2) ≤ δ =⇒ P
µ2 [ dvag(m̂n, µ2) ≥ η ] ≤ ε for all n ≥ n0 (15)
and that for every µ1 ∈ Θ0, ε > 0, and η > 0 there are some δ > 0 and n0 ∈ N such that
µ2 ∈ Θ0, dψ(µ1, µ2) ≤ δ =⇒ P
µ2
[ ∣∣∣ˆ ψ dm̂n−ˆ ψ dµ2∣∣∣ ≥ η ] ≤ ε for all n ≥ n0.
(16)
We first verify (15). Fix µ1 ∈ Θ0, ε > 0, and η > 0. Choose k0 = k0(η) ∈ N such that∑∞
k=k0
2−k < η/2. Then,
P
µ2 [dvag(m̂n, µ2) ≥ η] ≤ P
µ2
[ k0∑
k=1
∣∣∣ˆ fk dm̂n − ˆ fk dµ2∣∣∣ ≥ η
2
]
≤
k0∑
k=1
P
µ2
[∣∣∣ ˆ fk dm̂n − ˆ fk dµ2∣∣∣ ≥ η
2k0
]
=
k0∑
k=1
P
µ2
[∣∣∣ 1
n
n∑
i=1
fk(Xi)− E
µ2 [fk(X1)]
∣∣∣ ≥ η
2k0
]
≤
k0∑
k=1
128 k20 ‖fk‖
2
∞
η2
1
n
n∑
i=1
αµ2i
≤
128 k30 max1≤k≤k0 ‖fk‖
2
∞
η2
1
n
n∑
i=1
αµ2i
=: C(k0, η)
1
n
n∑
i=1
αµ2i , (17)
where the third from last line is a consequence of Inequality (5.1) on p. 936 in [21]
(noting that the sequences (fk(Xi)), k ∈ N, have the same strong mixing coefficients as
the sequence (Xi)). By assumption we may choose δ = δ(ε) > 0 and n
′
0 = n
′
0(ε) ∈ N such
that for every µ2 ∈ Θ0 with dvag(µ1, µ2) ≤ δ and n ≥ n
′
0 we have α
µ2
n ≤ ε/(2C(k0, η)).
Since every strong mixing coefficient is bounded above by 1/4 (cf. Inequality (1.9) in
[4]), we can also choose some n0 = n0(ε) ≥ n
′
0 such that for every µ2 ∈ Θ0 we have that
1
n0
∑n′
0
i=1 α
µ2
i ≤ ε/(2C(k0, η)). Hence, for every µ2 ∈ Θ0 with dvag(µ1, µ2) ≤ δ and n ≥ n0
we obtain
1
n
n∑
i=1
αµ2i =
1
n
n′0∑
i=1
αµ2i +
1
n
n∑
i=n′
0
+1
αµ2i
≤
1
n0
n′
0∑
i=1
αµ2i +
1
n
n∑
i=n′
0
+1
ε
2C(k0, η)
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≤
ε
2C(k0, η)
+
ε
2C(k0, η)
.
Along with (17) this implies (15) with dψ replaced by dvag. Since dvag ≤ dψ, we arrive
at (15).
Moreover, (16) can be shown analogously to (13) in the proof of Theorem 3.5. The
only difference is in the analysis of S2(n, a). Instead of Chebychev’s inequality one has
to use Inequality (5.1) on p. 936 in [21]. Indeed, as in (17) one gets
P
µ2
[ ∣∣∣ ˆ ψ1{ψ<a} dm̂n − ˆ ψ1{ψ<a} dµ2∣∣∣ ≥ η
3
]
≤ C(a, η)
1
n
n∑
i=1
αµ2i ,
and then one can proceed as above. This completes the proof of Theorem 3.6. ✷
3.1.3 A refined notion of robustness
Recall from Lemma 3.4 that the locally uniformly ψ-integrating sets are exactly those
sets on which the relative ψ-weak topology and the the relative weak topology coincide.
This observation motivates Definition 3.7 below, which proposes a refined notion of
robustness. Informally, the sequence (T̂n) will be said to be ψ-robust on Θ when it is
“Hampel robust” on every subset Θ0 of Θ on which the relative ψ-weak topology and
the relative weak topology coincide. Since ψ ≤ ψ˜ implies that every locally uniformly
ψ˜-integrating set is also locally uniformly ψ-integrating (in particular that ψ-robustness
entails ψ˜-robustness), the function ψ can be seen as a sort of gauge for the robustness.
The following definition is similar to Definition 2.13 in [17] where E, “(dΘ, ρP)-robust”
and “locally uniformly” are replaced by respectively R, “asymptotic (dψ, ρP)-robust” and
“uniformly”. As before, dΘ refers to any metric on Θ which metrizes the relative weak
topology and T̂n is defined by (11).
Definition 3.7 Take the notation from above, let ψ : E → [1,∞) be a continuous
function, and assume Θ ⊂ Mψ1 (E). The sequence (T̂n) is said to be ψ-robust (on Θ)
when it is (dΘ, ρP)-robust on every locally uniformly ψ-integrating set Θ0 ⊂ Θ.
As already mentioned above, ψ-robustness is a stronger requirement than ψ˜-robustness
when ψ ≤ ψ˜. In particular, ψ0-robustness is the strongest notion of robustness within
the framework of Definition 3.7, where ψ0 :≡ 1. Note that every subset of M1(E) is
uniformly ψ0-integrating. In this sense, ψ0-robustness can be seen as Hampel robustness
[9, 14]. The following theorem provides a simple criterion for ψ-robustness.
Theorem 3.8 Take the notation from above, and let ψ : E → [1,∞) be a continuous
function. Assume that Θ ⊂ Mψ1 (E) and that P
µ = µ⊗N for every µ ∈ Θ. Then the
following assertions hold:
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(i) If the family {Tn : n ∈ N} is equicontinuous w.r.t. the ψ-weakly topology, then the
sequence (T̂n) is ψ-robust (on Θ).
(ii) If the sequence (T̂n) is ψ-robust (on Θ) and there exists a map T : Θ → Σ such
that limn→∞ P
µ[|T̂n − T (µ)| ≥ η] = 0 for all η > 0 and µ ∈ Θ, then T is ψ-weakly
continuous.
In particular, when Tn = T for all n ∈ N and (T̂n) is weakly consistent for T (µ) under
Pµ for every µ ∈ Θ, the sequence (T̂n) is ψ-robust (on Θ) if and only if the map T is
ψ-weakly continuous.
Proof (i) The sequence (Tn) is asymptotically continuous w.r.t. the ψ-weak topology,
because the family {Tn : n ∈ N} was assumed to be equicontinuous w.r.t. the ψ-weak
topology. It follows by part (i) of Theorem 3.5 that the sequence (T̂n) is asymptotically
(dΘ, ρP)-robust on every locally uniformly ψ-integrating set Θ0 ⊂ Θ. In view of part (ii)
of Theorem 3.5, for finite-sample (dΘ, ρP)-robustness of (T̂n) (on Θ0) it suffices to show
that the map (x1, . . . , xn) 7→ t̂n(x1, . . . , xn) := T̂n(x1, . . . , xn) = Tn(m̂n(x1, . . . , xn)) is
(dn, dΣ)-continuous for every n ∈ N, where the metric dn = dEn is as defined in (10).
The continuity of t̂n holds true, because Tn is (dψ, dΣ)-continuous by assumption and the
mapping (x1, . . . , xn) 7→ m̂n(x1, . . . , xn) is easily seen to be (dn, dψ)-continuous, where
dψ is as in (12). This proves part (i).
(ii) Now assume that (T̂n) is ψ-robust and that there exists a map T : Θ → Σ such
that limn→∞ P
µ[|T̂n − T (µ)| ≥ η] = 0 for all η > 0 and µ ∈ Θ. The ψ-robustness means
that (T̂n) is (dΘ, dΣ)-robust on every locally uniformly ψ-integrating set Θ0 ⊂ Θ. By
part (iii) of Theorem 3.5 we can conclude that T |Θ0 is (dΘ, dΣ)-continuous for every
locally uniformly ψ-integrating set Θ0 ⊂ Θ. In the remainder we will show that this
implies ψ-weak continuity of T . Let µ, µ1, µ2, . . . ∈ Θ such that µn → µ ψ-weakly (in
particular, µn → µ weakly). We have to show that dΣ(T (µn), T (µ)) → 0. Since T |Θ0
is (dΘ, dΣ)-continuous for every locally uniformly ψ-integrating set Θ0 ⊂ Θ, it suffice to
show that the set Θ0 := {µ, µ1, µ2, . . .} is (locally) uniformly ψ-integrating. Let ε > 0
be fixed. Choose a1 = a1(ε) > 0 such that
´
ψ1{ψ>a1} dµ < ε/3. Since µ ◦ ψ
−1 as a
probability measure on the real line has at most countably many atoms, there are at
most countably many different a > 0 with µ[ψ = a] > 0. In particular, we may assume
µ[ψ = a1] = 0. By the (ψ-) weak convergence of µn to µ and the Portmanteau theorem,
we can find some n1 = n1(ε) ∈ N such that |
´
ψ1{ψ≤a1} dµ −
´
ψ1{ψ≤a1} dµn| ≤ ε/3
for all n ≥ n1. The ψ-weak convergence of µn to µ also implies the existence of some
n0 = n0(ε) ≥ n1 such that |
´
ψ dµn−
´
ψ dµ| ≤ ε/3 for all n ≥ n0. Thus we have for all
n ≥ n0,
ˆ
ψ1{ψ>a1} dµn
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≤
∣∣∣ ˆ ψ dµn − ˆ ψ dµ∣∣∣ + ˆ ψ1{ψ>a1} dµ + ∣∣∣ ˆ ψ1{ψ≤a1} dµ − ˆ ψ1{ψ≤a1} dµn∣∣∣
≤ ε/3 + ε/3 + ε/3 = ε.
Now choose a = a(ε, n0) ≥ a1 such that
´
ψ1{ψ≥a} dµn ≤ ε for all n = 1, . . . , n0. We then
have
´
ψ1{ψ≥a} dµ ≤ ε and
´
ψ1{ψ≥a} dµn ≤ ε for all n ∈ N. Hence, Θ0 := {µ, µ1, µ2, . . .}
is indeed (locally) uniformly ψ-integrating. ✷
When E = R, the function ψp : R→ [1,∞) defined by
ψp(x) := (1 + |x|)
p, x ∈ R (18)
provides a reasonable gauge function for every p ∈ [0,∞). Note that M
ψp
1 (R) coincides
with the set of the distributions of all random variables in the usual Lp-space (associated
with any atomless probability space). For 0 ≤ q < p, we have ψq < ψp (except at the
origin) and therefore ψq-robustness is a stronger condition than ψp-robustness. In the
following example we will see that the Average Value at Risk functional divided by n
and evaluated at the n-fold convolution of an empirical probability measure m̂n (based
on i.i.d. observations) is ψ1-robust but not ψq-robust for any q ∈ [0, 1). In particular, it
is not ψ0-robust, i.e. not Hampel robust in the classical sense. For the Average Value at
Risk functional evaluated at m̂n, i.e. for the ordinary empirical Average Value at Risk,
the missing Hampel robustness was already observed in [7].
Example 3.9 The Average Value at Risk (Expected Shortfall) at level α ∈ (0, 1)
is one of the most popular risk measures in finance and insurance. It is defined by
AV@Rα(·) :=
1
α
´ α
0
V@Rs(·)ds on the usual L
1-space for any atomless probability space,
where V@Rs(X) refers to the Value at Risk of X at level s, i.e. to the lower (1 − s)-
quantile of the distribution of X . Since AV@Rα(X) depends only on the distribution
of X , we may identify AV@Rα with a statistical functional Rα on M
ψ1
1 (R) through
Rα(µ) := AV@Rα(Xµ), where Xµ ∈ L
1 is any random variable with distribution µ. It
is well known that Rα admits the representation
Rα(µ) = −
ˆ 0
−∞
gα(Fµ(x)) dx+
ˆ ∞
0
(1− gα(Fµ(x))) dx
with gα(s) :=
1
α
max{s− (1− α); 0}, where Fµ stands for the distribution function of µ.
For any µ ∈Mψ11 (R) the quantity
Tn(µ) := Rα(µ
∗n)/n
can be seen as a suitable insurance premium for each individual risk of an insurance
collective consisting of n risks that are i.i.d. according to µ, where µ∗n refers to the
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n-fold convolution of µ. The individual premium Tn(µ) depends on the size n of the
collective, which reflects the balancing of risks in collectives. If the claims X1, . . . , Xn of
the n individual risks could be observed in the previous insurance period, then
T̂n := Tn(m̂n) = Rα(m̂
∗n
n )/n (19)
with m̂n :=
1
n
∑n
i=1 δXi provides a reasonable estimator for the individual premium
Tn(µ) for the next insurance period. This setting meets the framework above for any
Θ ⊂ Mψ11 (R). For background on the estimation of premiums for individual risks of
insurance collectives, see [18]. The following Lemma 3.10 shows that on any Θ nested
between M∞1 (R) and M
ψ1
1 (R) (with M
∞
1 (R) as defined below), the sequence (T̂n) is
ψ1-robust but not ψq-robust for any q ∈ [0, 1). ✸
Let M∞1 (R) be the set of all Borel probability measures on R with compact support.
Lemma 3.10 The sequence (T̂n) introduced in (19) in Example 3.9 is ψ1-robust on
Mψ11 (R) but not ψq-robust on M
∞
1 (R) for q ∈ [0, 1).
Proof Part (i) of Theorem 3.8 ensures that the sequence (T̂n) is ψ1-robust onM
ψ1
1 (R),
because the family {Tn : n ∈ N} is equicontinuous on M
ψ1
1 (R) w.r.t. the ψ1-weak
topology. The equicontinuity of the family {Tn : n ∈ N} can be seen as follows.
On the one hand, the ψ1-weak topology is metrizable by the L
1-Wasserstein metric
dW,1(µ1, µ2) :=
´∞
−∞
|Fµ1(x)−Fµ1(x)| dx (cf. Remark 2.9 in [17]), and on the other hand
we have
|Tn(µ1)− Tn(µ2)| = |Rα(µ
∗n
1 )/n−Rα(µ
∗n
2 )/n| ≤
1
αn
ˆ ∞
−∞
|Fµ∗n
1
(x)− Fµ∗n
2
(x)| dx
=
1
αn
dW,1(µ
∗n
1 , µ
∗n
2 ) ≤
1
αn
n dW,1(µ1, µ2) =
1
α
dW,1(µ1, µ2).
For the second last step we used the inequality dW,1(µ
∗n
1 , µ
∗n
2 ) ≤ n dW,1(µ1, µ2), which
can be easily shown by an induction on n.
To prove the second assertion, let T (µ) :=
´
xµ(dx). On the one hand, the strong law
of large numbers and Theorem 2.4 (v) (and Example 2.3) in [18] show that limn→∞ T̂n =
T (µ) Pµ-a.s. for every µ ∈M∞1 (R). On the other hand, the proof of Lemma 3.11 below
shows that the functional T on M∞1 (R) is not continuous w.r.t. the ψq-weak topology
for q ∈ [0, 1). So (T̂n) cannot be ψq-robust on M
∞
1 (R) for q ∈ [0, 1), because otherwise
we would obtain a contradiction to part (ii) of Theorem 3.8. ✷
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3.1.4 A degree of robustness
In Example 3.9 we have seen that the sequence (T̂n) introduced in (19) is ψ1-robust but
not ψq-robust for any q ∈ [0, 1). To some extent, this is a statement about the “degree”
of robustness of the sequence (T̂n). In fact, the “degree” of robustness can be formalized
as follows. Let E = R and Θ ⊂ M1(R), and assume as before that En ⊂ Θ for all
n ∈ N. Then, for every sequence (Tn) of maps Tn : Θ → Σ we may define the index of
robustness for the sequence (T̂n) ≡ (Tn(m̂n)) by
iorΘ(Tn) := 1/ inf {p ∈ [0,∞) : (T̂n) is ψp-robust on Θ}
with the conventions inf ∅ := ∞, 1/∞ := 0, and 1/0 := ∞. On a more informal level
amd in a slightly different setting, this concept was already proposed in Remark 3.8 in
[16]; see also Section 2.4 in [17] for a special case. Of course, in the same way we can
define the index of robustness in the case E = Rd; just replace the right-hand side in
(18) by (1 + ‖x‖)p.
We have already seen in the proof of Lemma 3.10 that Theorem 3.8 is a useful tool
for the specification of the index of robustness. We will now consider another example,
namely the sample p-th absolute moment. On the one hand, this is more or less a toy
example. On the other hand, Corollary 3.12 shows that the range of ior is a continuum
and that the concept of the ior is compatible with our intuition that the degree of
robustness of the sample p-th absolute moment is the higher the smaller p is. For any
p ∈ (0,∞) let
T (p)(µ) :=
ˆ
|x|p µ(dx), µ ∈M
ψp
1 (R),
and
T̂ (p)n (x) := T
(p)(m̂n(x1, . . . , xn)) =
1
n
n∑
i=1
|xi|
p, x = (x1, x2, . . .) ∈ R
N,
and recall that M∞1 (R) refers to the set of all Borel probability measures on R with
compact support.
Lemma 3.11 For any p ∈ (0,∞), the functional T (p) is ψp-weakly continuous on
M
ψp
1 (R) but not ψq-weakly continuous on M
∞
1 (R) for q ∈ [0, p).
Proof The functional T (p) is clearly ψp-weakly continuous on M
ψp
1 (R). To verify the
second claim we have to show that for every q ∈ [0, p) there are some µ, µ1, µ2, . . . ∈
M∞1 (R) such that µn → µ ψq-weakly but T
(p)(µn) 6→ T
(p)(µ). By the Representation
theorem 3.5 in [17], it suffices to show that for some atomless probability space (Ω,F ,P)
there exists X,X1, X2, . . . ∈ L
∞(Ω,F ,P) such that ‖Xn −X‖q → 0 for every q ∈ (0, p)
but E[|Xn|
p] 6→ E[|X|p]. Let (Ω,F ,P) = ([0, 1],B([0, 1]), ℓ|[0,1]) with ℓ the Lebesgue
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measure on the line. Set X :≡ 0 and Xn(x) := wn1[1/n,1](x)x
−1/p, x ∈ [0, 1], n ∈ N, for
any sequence (wn) ⊂ R+ such that wn → 0 and w
p
n log n ր ∞. Then ‖Xn‖q → 0 for
every q ∈ (0, p) but E[|Xn|
p]ր∞. ✷
Corollary 3.12 Let p ∈ (0,∞), and Θ be any set of Borel probability measures on R
such that M∞1 (R) ⊂ Θ ⊂M
ψp
1 (R). Then on Θ the sequence (T̂
(p)
n ) is ψp-robust but not
ψq-robust for q ∈ [0, p). In particular, iorΘ(T
(p)) = 1/p.
Proof By Lemma 3.11, the functional T (p) is ψp-weakly continuous on M
ψp
1 (R) but
not ψq-weakly continuous on M
∞
1 (R) for q ∈ [0, p). Moreover, the sample p-th absolute
moment is known to be weakly consistent onM
ψp
1 (R) in the sense that limn→∞ P
µ[|T̂
(p)
n −
T (p)(µ)| ≥ η] = 0 for all η > 0 and µ ∈M
ψp
1 (R). Thus, the claim of Corollary 3.12 is an
immediate consequence of Theorem 3.8. ✷
3.2 Estimators in dominated parametric statistical models
In this section we consider point estimators in parametric statistical models. Although
we allow Θ and Σ to be rather general metric spaces, in applications one often has Θ ⊂ Rk
and Σ = Rd. Theorems 3.13 and 3.15 provide general criteria for respectively finite-
sample robustness and asymptotic robustness in dominated statistical models. From
these criteria one can easily derive robustness of very classical point estimators; cf.
Examples 3.14 and 3.17. Throughout we will restrict ourselves to a fixed aspect, that
is, Tn = T for all n ∈ N.
Let (Θ, dΘ) be a metric space, (Σ, dΣ) be a complete and separable metric space,
and S be the corresponding Borel σ-field on Σ. Let (E, E) be a measurable space,
(Ω,F) := (EN, E⊗N),Xi be the i-th coordinate projection on Ω, and P
θ be any probability
measure on (Ω,F) for every θ ∈ Θ. We will assume that our parametric statistical model
is dominated. That is, we assume that for every n ∈ N there is some σ-finite measure
µn on (E
n, E⊗n) (called the dominating measure) such that for every θ ∈ Θ the law
Pθ ◦ (X1, . . . , Xn)
−1 is absolutely continuous w.r.t. µn with Radon–Nikodym derivative
Ln( · ; θ) :=
d(Pθ ◦ (X1, . . . , Xn)
−1)
dµn
.
Let T : Θ → Σ be any function. For every n ∈ N, let T̂n : Ω → R be any map
such that T̂n(x) = T̂n(x1, . . . , xn) for all x = (x1, x2, . . .) ∈ Ω, and assume that T̂n is
(F ,S)-measurable.
Theorem 3.13 Take the notation from above and let Θ0 ⊂ Θ. Assume that (E, dE) is
a complete and separable metric space and that E is the corresponding Borel σ-field. Let
dEn be defined as in (10), and assume that the following two conditions hold:
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(i) xn 7→ T̂n(x
n) is (dEn, dΣ)-continuous on E
n for every n ∈ N.
(ii) For every θ1 ∈ Θ0, ε > 0, and n ∈ N there is some δ > 0 such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒
ˆ
|Ln(x
n; θ1)− Ln(x
n; θ2)|µn(dx
n) ≤ ε.
Then the sequence (T̂n) is finite-sample (dΘ, ρP)-robust on Θ0.
Proof It suffices to check that conditions (c)–(d) in Theorem 2.5 hold. Condition (c)
is nothing but assumption (i). So it suffices to show that condition (d) holds, that is,
that the mapping
θ 7→ Pθ ◦ (X1, . . . , Xn)
−1[ · ] =
ˆ
·
Ln(x
n; θ)µn(dx
n)
is (dΘ, ρn)-continuous on Θ0 for every n ∈ N. Without loss of generality we may assume
that ρn is the Prohorov metric (defined analogously to (5)) on M1(E
n). Let θ1 ∈ Θ0,
ε > 0, and n ∈ N be fixed. By assumption (ii) we can find some δ > 0 such that for
every θ2 ∈ Θ0 with d(θ1, θ2) ≤ δ and A ∈ E
⊗n,
P
θ1 ◦ (X1, . . . , Xn)
−1[A]
=
ˆ
A
Ln(x
n; θ1)µn(dx
n)
≤
ˆ
A
Ln(x
n; θ2)µn(dx
n) +
ˆ
|Ln(x
n; θ1)− Ln(x
n; θ2)|µn(dx
n)
≤ Pθ2 ◦ (X1, . . . , Xn)
−1[A] + ε
≤ Pθ2 ◦ (X1, . . . , Xn)
−1[Aε] + ε.
That is, ρn(P
θ1 ◦ (X1, . . . , Xn)
−1,Pθ2 ◦ (X1, . . . , Xn)
−1) ≤ ε. This completes the proof. ✷
Example 3.14 Conditions (i)–(ii) in Theorem 3.13 are easily checked in many specific
situations. If Pθ is an infinite product measure of the shape Pθ = (Pθ1)
⊗N with Pθ1[ · ] :=´
·
L1(x
1; θ)µ1(dx
1) (corresponding to i.i.d. observations drawn from Pθ1) for every θ ∈ Θ,
then condition (ii) reduces to the condition (ii)’ that for every θ1 ∈ Θ0 and ε > 0 there
be some δ > 0 such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒
ˆ
|L1(x
1; θ1)− Ln(x
1; θ2)|µ1(dx
1) ≤ ε. (20)
If, for example, Pθ1 is the Bernoulli distribution B1,θ, the Poisson distribution Poissθ, the
exponential distribution Expθ, or the normal distribution Nθ,σ2 , then condition (ii)’ is
easily seen to hold for respectively Θ0 = (0, 1), Θ0 = (0,∞), Θ0 = (0,∞), Θ0 = R, and
condition (i) is easily seen to hold for the corresponding well known maximum likelihood
estimators for θ. ✸
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Let us now assume that Σ = R, and that the estimator T̂n is unbiased for T (θ) for
every n ∈ N. In this case we know from Theorem 2.1 and Remark 2.3 that the sequence
(T̂n) is asymptotically (dΘ, ρP)-robust on Θ0 ⊂ Θ if T |Θ0 is continuous and if for every
θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that Var
θ2 [T̂n] ≤ ε holds for all
n ≥ n0 and θ2 ∈ Θ0 satisfying dΘ(θ1, θ2) ≤ δ. If Θ is an open interval in R, then under
conditions (i)–(vi) in the following Theorem 3.15 (in this case we speak of a “regular”
dominated statistical model) the commonly known Crame´r–Rao–Fre´chet information
inequality
Varθ[T̂n] ≥ T
′(θ)2/In(θ) (21)
holds for every θ ∈ Θ and n ∈ N, where the Fisher information In is defined in (22)
below. The estimator T̂n is said to be Crame´r–Rao efficient for T (θ) if equality holds in
(21).
Theorem 3.15 Take the notation from above, let Θ be an open interval in R (possibly
infinite or semi-infinite) and Θ0 ⊂ Θ, and assume that the following eight conditions
hold:
(i) For every xn ∈ En and n ∈ N, the mapping θ 7→ Ln(x
n; θ) is strictly positive and
continuously differentiable on Θ.
(ii) For every θ ∈ Θ and n ∈ N, we have that
ˆ
∂
∂θ
Ln(x
n; θ)µn(dx
n) =
∂
∂θ
ˆ
Ln(x
n; θ)µn(dx
n).
(iii) For every θ ∈ Θ and n ∈ N, the Fisher information
In(θ) :=
ˆ ( ∂
∂θ
logLn(x
n; θ)
)2
Ln(x
n; θ)µn(dx
n) (22)
is finite and strictly positive.
(iv) T is continuously differentiable with T ′(θ) 6= 0 for all θ ∈ Θ.
(v) For every θ ∈ Θ and n ∈ N, we have that Eθ[T̂n] = T (θ).
(vi) For every θ ∈ Θ and n ∈ N, we have that
ˆ
T̂n(x
n)
∂
∂θ
Ln(x
n; θ)µn(dx
n) =
∂
∂θ
ˆ
T̂n(x
n)Ln(x
n; θ)µn(dx
n).
(vii) T̂n is Crame´r–Rao efficient for T (θ) for every n ∈ N.
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(viii) For every θ1 ∈ Θ0 there is some δ > 0 such that
sup
θ∈Θ0: dΘ(θ1,θ)≤δ
T ′(θ)2/I1(θ) < ∞.
Then the sequence (T̂n) is asymptotically (| · |, ρP)-robust on Θ0.
Proof It suffices to check that conditions (a)–(b) in Theorem 2.1 hold. Conditions
(a) in Theorem 2.1 holds by assumptions (iv). Assumption (vii) (along with (i)–(vi))
ensures that equality holds in (21). Together with Remark 2.3, the well known identity
In(·) = nI1(·), and assumption (viii), this ensures that assumption (b) in Theorem 2.1
holds too. ✷
Remark 3.16 The considered dominated statistical model is said to be exponential
when for every n ∈ N the Likelihood function Ln has the shape
Ln(x
n; θ) = hn(x
n) cn(θ) e
qn(θ)T̂n(xn) for all xn ∈ En, θ ∈ Θ (23)
for an (E⊗n,B(R))-measurable function hn : E
n → R and two functions cn, qn : Θ→ R.
If an exponential statistical model satisfies conditions (i)–(vi) in Theorem 3.15, and qn(Θ)
is open and qn is continuously differentiable on Θ for every n ∈ N, then the sequence
(T̂n) satisfies condition (vii) in Theorem 3.15; see, for instance, [25]. Wijsman [25] even
showed that under conditions (i)–(vi) the representation (23) (with qn continuously
differentiable on Θ) is not only sufficient but also necessary for condition (vii). ✸
Example 3.17 For instance, if Pθ1 is the Bernoulli distribution B1,θ, the Poisson distri-
bution Poissθ, the exponential distribution Expθ, or the normal distribution Nθ,σ2 , then
the conditions of Theorem 3.15 are fulfilled for the corresponding maximum likelihood
estimators for θ and for Θ0 = (0, 1), Θ0 = (0,∞), Θ0 = (0,∞), and Θ0 = R, respec-
tively. The validity of (vii) follows from Remark 3.16 and the fact that each of these
distributions induces an exponential statistical model (subject to conditions (i)–(vi)) for
their maximum likelihood estimators. For (viii) note that the Fisher informations of
these distributions are In(θ) = 1/(θ(1 − θ)), I1(θ) = 1/θ, I1(θ) = 1/θ
2, and In ≡ 1/σ
2,
respectively. ✸
3.3 Yule–Walker estimator for the parameter of a linear process
In this section we consider an example for a statistical model whose parameter space
Θ is the product set of an interval in the real line and a “nonparametric” set of Borel
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probability measures on the real line. To some extent, this model can be referred to as
semiparametric. To describe the model, assume that we can observe a linear process
Xn =
∞∑
k=0
akZn−k, n ∈ N (24)
for any a ∈ (−1, 1) and any sequence (Zk)k∈Z of i.i.d. real-valued random variables with
expectation zero and a finite second moment distinct from zero, but we do not know the
constant a (and the distribution µ of Z1). The assumption |a| < 1 ensures that (Xn) is
a strictly stationary, zero mean L2-process. In view of
E(a,µ)[X1X2]
E(a,µ)[X21 ]
= a (if a 6= 0)
a reasonable estimators for a based on the first n observations is given by T̂n(X1, . . . , Xn),
where
T̂n(x1, . . . , xn) :=
{ 1
n−1
∑n−1
i=1 xi xi+1
1
n
∑n
i=1 x
2
i
,
∑n
i=1 x
2
i > 0
0 , else
. (25)
This situation corresponds to a statistical model parameterized by the couple (a, µ),
where the interest is in the aspect T (a, µ) = a. Theorem 3.19 below shows that a small
change in a only leads to a small change in the distribution of the estimator T̂n uniformly
in n. Since a small change in a might come along with a small change in µ, we also allow
for small changes in µ. However, one can also assume that µ is fixed if one starts from
the premise that the distribution of the noise cannot change. In this case the change in
the underlying model can be measured simply by the Euclidean distance |a1 − a2| and
the semiparametric model turns into a parametric model with parameter space (−1, 1).
Remark 3.18 When a and (Zk)k∈N are as above, then the AR(1) process Xn = aXn−1+
Zn, n ∈ N, has the representation (24); cf. Example 3.1.2 (or Theorem 3.1.1) in [5]. In
this case, the estimator T̂n defined in (25) is also called Yule–Walker estimator for a. ✸
Let Θ := (−1, 1)×M0,21 (R), where M
0,2
1 (R) is the set of all probability measures on
R with mean zero and a finite second moment distinct from zero. Choose the metric
dΘ((a1, µ1), (a2, µ2)) := max{|a1 − a2| ; d0,2(µ1, µ2)}
on Θ, where d0,2 is any metric which metrizes the weak topology on M
0,2
1 (R). Let
(Σ, dΣ) = ((−1, 1), | · |), S = B((−1, 1)), and T : Θ→ (−1, 1) be defined by T (a, µ) := a.
Let (Ω,F) := (RN,B(R)⊗N), Xi be the i-th coordinate projection on Ω, and P
(a,µ) be
the law on (Ω,F) of the linear process defined in (24) when Z1 is distributed according
to µ, (a, µ) ∈ Θ. Finally, for any Θ0 ⊂ Θ let
M0 := {µ : (a, µ) ∈ Θ0 for some a ∈ (−1, 1)}
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and recall from Definition 3.1 the meaning of “locally uniformly ψ-integrating”.
Theorem 3.19 Take the notation from above, let Θ0 ⊂ Θ, and assume that the set M0
is locally uniformly ψ2-integrating with ψ2 as in (18) and that all elements of M0 are
absolutely continuous w.r.t. the Lebesgue measure. Then the sequence (T̂n) is (dΘ, ρP)-
robust on Θ0.
The proof of Theorem 3.19 relies on the following two lemmas.
Lemma 3.20 Take the notation from above, let Θ0 ⊂ Θ, and assume that the set M0
is locally uniformly ψ2-integrating. Let ℓ ∈ N0. Then for every (a1, µ1) ∈ Θ0, ε > 0, and
η > 0 there exist some δ > 0 and n0 ∈ N such that for every n ≥ n0 and (a2, µ2) ∈ Θ0
with dΘ((a1, µ1), (a2, µ2)) ≤ δ we have that
P
(a2,µ2)
[∣∣∣ 1
n
n∑
i=1
XiXi+ℓ − E
(a2,µ2)[X1X1+ℓ]
∣∣∣ ≥ η] ≤ ε. (26)
When the set M0 is even uniformly ψ2-integrating, then for every α ∈ (0, 1), ε > 0, and
η > 0 there exists some n0 ∈ N such that the inequality (26) holds for all n ≥ n0 and
(a2, µ2) ∈ Θ
α
0 := {(a, µ) ∈ Θ0 : |a| ≤ α}.
Proof Let (Ω,F) := (RZ,B(R)⊗Z), Zk be the k-th coordinate projection on Ω, and
P
µ
:= µ⊗Z, µ ∈M0,21 (R). Then, for every (a, µ) ∈ Θ, we have
P
(a,µ)
[∣∣∣ 1
n
n∑
i=1
XiXi+ℓ − E
(a,µ)[X1X1+ℓ]
∣∣∣ ≥ η]
= P
µ
[∣∣∣ 1
n
n∑
i=1
∞∑
k=0
∞∑
m=0
akamZi−kZi+ℓ−m −
∞∑
k=0
∞∑
m=0
akamE
µ2
[Z−kZℓ−m]
∣∣∣ ≥ η]
= P
µ
[∣∣∣ ∞∑
k=0
∞∑
m=0
ak+m
1
n
n∑
i=1
(Zi−kZi+ℓ−m − E
µ2
[Z−kZℓ−m])
∣∣∣ ≥ η]
=: P (n, a, µ, η).
Let (a1, µ1) ∈ Θ0, ε > 0, and η > 0 be fixed. In the following we will show that there exist
δ > 0 and n0 ∈ N such that for all n ≥ n0 and (a2, µ2) ∈ Θ0 with dΘ((a1, µ1), (a2, µ2)) ≤ δ
we have that P (n; a2, µ2; η) ≤ ε.
For every (a2, µ2) ∈ Θ0 (with a2 6= 0) and q ∈ (0, 1) we have
P (n, a2, µ2, η)
≤ P
µ2
[ ∞∑
k=0
∞∑
m=0
|a2|
k+m
∣∣∣ 1
n
n∑
i=1
(Zi−kZi+ℓ−m − E
µ2
[Z−kZℓ−m])
∣∣∣ ≥ η]
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≤
∞∑
k=0
∞∑
m=0
P
µ2
[
|a2|
k+m
∣∣∣ 1
n
n∑
i=1
(Zi−kZi+ℓ−m − E
µ2
[Z−kZℓ−m])
∣∣∣ ≥ η qk+m(1− q)2]
=
∞∑
k=0
∞∑
m=0
P
µ2
[∣∣∣ 1
n
n∑
i=1
(Zi−kZi+ℓ−m − E
µ2
[Z−kZℓ−m])
∣∣∣ ≥ η |q/a2|k+m(1− q)2].
For every u > 0 and j ∈ Z, we set Zuj = Zj1{|Zj |≤u}. Then ZjZk has the representation
ZjZk = Z
u
j Z
u
k + ZjZk1{|Zj |>u}∪{|Zk|>u}. In particular,
P (n, a2, µ2, η)
≤
∞∑
k=0
∞∑
m=0
P
µ2
[∣∣∣ 1
n
n∑
i=1
(Zui−kZ
u
i+ℓ−m − E
µ2
[Zu−kZ
u
ℓ−m])
∣∣∣ ≥ η |q/a2|k+m(1− q)2
3
]
+
∞∑
k=0
∞∑
m=0
P
µ2
[∣∣∣ 1
n
n∑
i=1
Zi−kZi+ℓ−m1{|Zi−k|>u}∪{|Zi+ℓ−m|>u}
∣∣∣ ≥ η |q/a2|k+m(1− q)2
3
]
+
∞∑
k=0
∞∑
m=0
P
µ2
[
E
µ2
[Z−kZℓ−m1{|Z−k|>u}∪{|Zℓ−m|>u}] ≥
η |q/a2|
k+m(1− q)2
3
]
=: P1(n, u, q, a2, µ2, η) + P2(n, u, q, a2, µ2, η) + P3(u, q, a2, µ2, η). (27)
Let δ1 ∈ (0, 1−|a1|) and set q1 := (1+ |a1|+δ1)/2. Then q1 ∈ (|a1|+δ1, 1). In particular,
|a2|/q1 ≤ (|a1|+ δ1)/q1 =: q0 ∈ (0, 1) when |a1− a2| ≤ δ1. Since M0 is locally uniformly
ψ2-integrating, Lemma 3.4 enures that the mapping M0 ∋ µ 7→ E
µ
[Z21 ] is (d0,2, | · |)-
continuous, and therefore we can find some δ2 ∈ (0, δ1] such that E
µ2
[Z21 ] ≤ E
µ1
[Z21 ]+1 =:
C(µ1) for all µ2 ∈ Θ0 with d0,2(µ1, µ2) ≤ δ2. SinceM0 is locally uniformly ψ2-integrating,
we can also find some δ3 ∈ (0, δ2] and u0 > 0 such that for every u ≥ u0 and µ2 ∈ M0
with d0,2(µ1, µ2) ≤ δ3 we have that E
µ2
[Z211{|Z1|>u}] ≤ η
2(1−q0)
4(1−q1)
4C(µ1)
−1 ε2/144.
Then, using Markov’s inequality and Ho¨lder’s inequality, we obtain for every n ∈ N,
u ≥ u0, and (a2, µ2) ∈ Θ0 with dΘ((a, µ1), (a2, µ2)) ≤ δ3,
P2(n, u, q1, a2, µ2, η)
≤ 3η−1(1− q1)
−2max {E
µ2
[|Z0Z1|1{|Z0|>u}∪{|Z1|>u}] ; E
µ2
[Z211{|Z1|>u}]}
∞∑
k=0
∞∑
m=0
qk+m0
= 3η−1(1− q1)
−2max {E
µ2
[|Z0Z1|1{|Z0|>u}∪{|Z1|>u}] ; E
µ2
[Z211{|Z1|>u}]} (1− q0)
−2
≤ 3η−1(1− q1)
−2max {E
µ2
[|Z0Z1|(1{|Z0|>u} + 1{|Z1|>u})] ; E
µ2
[Z211{|Z1|>u}]} (1− q0)
−2
≤ 3η−1(1− q1)
−2 2C(µ1)
1/2
E
µ2
[|Z21 |1{|Z1|>u}]
1/2 (1− q0)
−2
≤ ε/2. (28)
By the assumption thatM0 is locally uniformly ψ2-integrating, and using arguments as
for P2(n, u, q1, a2, µ2, η), we can also find some δ4 ∈ (0, δ3] and u1 ≥ u0 such that for every
k,m ∈ Z and µ2 ∈ Θ0 with d0,2(µ1, µ2) ≤ δ4 we have E
µ2
[Z−kZℓ−m1{|Z−k|>u}∪{|Zℓ−m|>u}] <
27
η(1− q1)
2/(3q0). Since η |q1/a2|
k+m(1− q1)
2/3 > η(1− q1)
2/(3q0) when |a1− a2| ≤ δ4, it
follows that for every (a2, µ2) ∈ Θ0 with dΘ((a1, µ1), (a2, µ2)) ≤ δ4,
P3(u1, q1, a2, µ2, η) = 0. (29)
Further, let n0 ∈ N such that n0 ≥ 108η
−2(1− q1)
−4(1− q20)
−2u21 ε
−1. Then, by Markov’s
inequality we obtain for every n ≥ n0 and (a2, µ2) ∈ Θ0 with dΘ((a, µ1), (a2, µ2)) ≤ δ4,
P1(n, u1, q1, a2, µ2, η)
≤ 9η−2n−2(1− q1)
−4
∞∑
k=0
∞∑
m=0
q
2(k+m)
0 E
µ2
[( n∑
i=1
(Zu1i−kZ
u1
i+ℓ−m − E
µ2
[Zu1−kZ
u1
ℓ−m])
)2]
≤ 9η−2(1− q1)
−4(1− q20)
−2 n−2 sup
k,m∈Z
E
µ2
[( n∑
i=1
(Zu1i Z
u1
i+k+ℓ−m − E
µ2
[Zu10 Z
u1
k+ℓ−m])
)2]
= 9η−2(1− q1)
−4(1− q20)
−2 n−2 sup
k,m∈Z
n∑
i=1
n∑
j=1
Cov
µ2
(Zu1i Z
u1
i+k+ℓ−m, Z
u1
j Z
u1
j+k+ℓ−m)
= 9η−2(1− q1)
−4(1− q20)
−2 n−2 sup
k,m∈Z
n∑
i=1
∑
j∈J(i,k,m)
Cov
µ2
(Zu1i Z
u1
i+k+ℓ−m, Z
u1
j Z
u1
j+k+ℓ−m)
≤ 9η−2(1− q1)
−4(1− q20)
−2 n−2 (n · 3 · 2u21)
≤ ε/2 (30)
with J(i, k,m) := {i, i + k + ℓ − m, i − k − ℓ + m}. Altogether, (27)–(30) imply that
for every n ≥ n0 and (a2, µ2) ∈ Θ0 with dΘ((a1, µ1), (a2, µ2)) ≤ δ := δ4 we have that
P (n, a2, µ2, η) ≤ ε. This proves the first claim of the lemma. The second claim of the
lemma can be shown analogously. ✷
Lemma 3.21 Take the notation from above, let Θ0 ⊂ Θ, and assume that the setM0 is
locally uniformly ψ1-integrating with ψ1 as in (18). Then, for every n ∈ N, the mapping
Θ0 ∋ (a, µ) 7−→ P
(a,µ) ◦ (X1, . . . , Xn)
−1
is (dΘ, ρn)-continuous, where ρn refers to any metric on M1(R
n) which metrizes the
weak topology.
Proof Let (a, µ) ∈ Θ0, (am, µm) ⊂ Θ0, and n ∈ N. Assume that dΘ((am, µm), (a, µ))→
0, that is, am → a and µm converges weakly to µ. We have to show that the probability
measure P(am,µm) ◦ (X1, . . . , Xn)
−1 converges weakly to P(a,µ) ◦ (X1, . . . , Xn)
−1. Let f :
Rn → R be a bounded and Lipschitz continuous function; the Lipschitz constant will be
denoted by L. We have
|E(am,µm)[f(X1, . . . , Xn)] − E
(a,µ)[f(X1, . . . , Xn)]|
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=
∣∣∣ ˆ f( ∞∑
k=0
akmz1−k , . . . ,
∞∑
k=0
akmzn−k
)
µ⊗Zm (d(zj)j∈Z)
−
ˆ
f
( ∞∑
k=0
akz1−k , . . . ,
∞∑
k=0
akzn−k
)
µ⊗Z(d(zj)j∈Z)
∣∣∣
≤
ˆ ∣∣∣f( ∞∑
k=0
akmz1−k , . . . ,
∞∑
k=0
akmzn−k
)
− f
( ∞∑
k=0
akz1−k , . . . ,
∞∑
k=0
akzn−k
)∣∣∣µ⊗Zm (d(zj)j∈Z)
+
∣∣∣ ˆ f( ∞∑
k=0
akz1−k , . . . ,
∞∑
k=0
akzn−k
)(
µ⊗Zm (d(zj)j∈Z)− µ
⊗Z(d(zj)j∈Z)
)∣∣∣
=: S1(m) + S2(m).
On the one hand, using the Lipschitz continuity of f and the Mean value theorem, we
obtain
S1(m) ≤
ˆ
L
n∑
i=1
∣∣∣ ∞∑
k=1
(akm − a
k)zi−k
∣∣∣µ⊗Zm (d(zj)j∈Z)
≤ L
ˆ n∑
i=1
∞∑
k=1
kmax{|a|; |am|}
k−1|am − a| |zi−k|µ
⊗Z
m (d(zj)j∈Z)
≤
(
Ln
ˆ
|z|µm(dz)
∞∑
k=1
kmax{|a|; |am|}
k−1
)
|am − a|.
By Lemma 3.4, the weak convergence of µm to µ and the assumption onM0 imply that´
|z|µm(dz)→
´
|z|µ(dz). Together with |a| < 1 and am → a, this implies S1(m)→ 0.
On the other hand, for any h ∈ N we have
S2(m) ≤
∣∣∣ ˆ f( ∞∑
k=0
akz1−k , . . . ,
∞∑
k=0
akzn−k
)
µ⊗Zm (d(zj)j∈Z)
−
ˆ
f
( h∑
k=0
akz1−k , . . . ,
h∑
k=0
akzn−k
)
µ⊗Zm (d(zj)j∈Z)
∣∣∣
+
∣∣∣ ˆ f( h∑
k=0
akz1−k , . . . ,
h∑
k=0
akzn−k
)
µ⊗Zm (d(zj)j∈Z)
−
ˆ
f
( h∑
k=0
akz1−k , . . . ,
h∑
k=0
akzn−k
)
µ⊗Z(d(zj)j∈Z)
∣∣∣
+
∣∣∣ ˆ f( h∑
k=0
akz1−k , . . . ,
h∑
k=0
akzn−k
)
µ⊗Z(d(zj)j∈Z)
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−ˆ
f
( ∞∑
k=0
akz1−k , . . . ,
∞∑
k=0
akzn−k
)
µ⊗Z(d(zj)j∈Z
∣∣∣
=: S2,1(m, h) + S2,2(m, h) + S2,3(h).
Fix ε > 0, and note that supm∈N
´
|z1|µm(dz1) <∞ (because µm converges weakly to µ
and M0 was assumed to be locally uniformly ψ1-integrating). Choose h0 = h0(ε) ∈ N
such that
∑∞
k=h0+1
|a|k ≤ (Ln supm∈N
´
|z1|µm(dz1))
−1ε/3. By the Lipschitz continuity
of f , we obtain
S2,1(m, h0) ≤
ˆ
L
n∑
i=1
∣∣∣ ∞∑
k=h0+1
akzi−k
∣∣∣µ⊗Zm (d(zj)j∈Z)
≤ (Ln
ˆ
|z1|µm(dz1)
) ∞∑
k=h0+1
|a|k
≤ ε/3 for all m ∈ N. (31)
Analogously we obtain
S2,3(h0) ≤ ε/3. (32)
Further, µm converges weakly to µ and therefore µ
⊗(n+h0)
m converges weakly to µ⊗(n+h0).
Since the mapping (zj)j∈{−h0+1,...,0,...,n} 7→ f(
∑h0
k=0 a
kz1−k, . . . ,
∑h0
k=0 a
kzn−k) is bounded
and continuous on R{−h0+1,...,0,...,n}, it follows that there exists some m0 = m0(ε) ∈ N
such that
S2,2(m, h0) ≤ ε/3 for all m ≥ m0. (33)
By (31)–(33), we have S2(m) ≤ ε for all m ≥ m0. Thus, S2(m)→ 0.
We have shown that E(am,µm)[f(X1, . . . , Xn)] → E
(a,µ)[f(X1, . . . , Xn)] as m → ∞ for
every bounded and Lipschitz continuous f : Rn → R. This completes the proof. ✷
Proof of Theorem 3.19: The sequence (T̂n) is asymptotically (dΘ, ρP)-robust on Θ0,
because conditions (a)–(b) of Theorem 2.1 are satisfied for Υ := (−1, 1), U(a, µ) :=
T (a, µ) := a, Ûn := T̂n and Vn(u) := u for all n ∈ N. Indeed, condition (a) trivially
holds, because (a, µ) 7→ a is continuous. Further, let η > 0. For every (a, µ) ∈ Θ with
a = 0 we have P(a,µ)[|T̂n(X1, . . . , Xn) − T (a, µ)| ≥ η] = P
(a,µ)[0 ≥ η] = 0 = P(a,µ)[0 ≥
η] = P(a,µ)[| 1
n
∑n
i=1X
2
i − E
(a,µ)[X21 ]| ≥ η]. For every (a, µ) ∈ Θ with a 6= 0 we obtain
P
(a,µ)[|T̂n(X1, . . . , Xn)− T (a, µ)| ≥ η]
= P(a,µ)
[ ∣∣∣ 1n−1∑n−1i=1 XiXi+11
n
∑n
i=1X
2
i
−
E(a,µ)[X1X2]
E(a,µ)[X21 ]
∣∣∣ ≥ η ∣∣∣ n∑
i=1
X2i > 0
]
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≤ P(a,µ)
[ 1
E(a,µ)[X21 ]
∣∣∣ 1
n− 1
n−1∑
i=1
XiXi+1 − E
(a,µ)[X1X2]
∣∣∣ ≥ η/2 ∣∣∣ n∑
i=1
X2i > 0
]
+P(a,µ)
[ 1
n−1
∑n−1
i=1 |XiXi+1|
( 1
n
∑n
i=1X
2
i )E
(a,µ)[X21 ]
∣∣∣ 1
n
n∑
i=1
X2i − E
(a,µ)[X21 ]
∣∣∣ ≥ η/2 ∣∣∣ n∑
i=1
X2i > 0
]
≤ P(a,µ)
[∣∣∣ 1
n− 1
n−1∑
i=1
XiXi+1 − E
(a,µ)[X1X2]
∣∣∣ ≥ E(a,µ)[X21 ] η/2]
+P(a,µ)
[∣∣∣1
n
n∑
i=1
X2i − E
(a,µ)[X21 ]
∣∣∣ ≥ E(a,µ)[X21 ] η/4],
where for first and the last step we used P(a,µ)[
∑n
i=1X
2
i = 0] = 0 (recall that µ is
absolutely continuous w.r.t. the Lebesgue measure) and for the last step we used Ho¨lder’s
inequality in the form of 1
n−1
∑n−1
i=1 |XiXi+1| ≤
n
n−1
1
n
∑n
i=1X
2
i ≤
2
n
∑n
i=1X
2
i . Since the
mapping
(a, µ) 7−→ E(a,µ)[X21 ] =
∞∑
k=0
∞∑
m=0
ak+m
ˆ
z1−k z1−m µ
⊗Z(d(zj)j∈Z)
is easily seen to be (dΘ, | · |)-continuous on Θ0 (use Lemma 3.4 and the assumption
that M0 is locally uniformly ψ2-integrating), it follows from E
(a,µ)[X21 ] > 0 (for all
(a, µ) ∈ Θ = (−1, 1) × M0,21 (R) with a 6= 0) and the first part of Lemma 3.20 that
condition (b) of Theorem 2.1 holds too.
The sequence (T̂n) is also finite-sample (dΘ, ρP)-robust on Θ0. Indeed, by Lemma
3.21 the mapping (a, µ) 7→ P(a,µ) ◦ (X1, . . . , Xn)
−1 is (dΘ, ρn)-continuous, where ρn
refers to any metric on M1(R
n) which metrizes the weak topology. Moreover, the
mapping (x1, . . . , xn) 7→ t̂n(x1, . . . , xn) := T̂n(x1, . . . , xn) is (‖ · ‖, dΣ)-continuous on
Rn \ {(0, . . . , 0)}. For every θ ∈ Θ0 the probability measure P
θ ◦ (X1, . . . , Xn)
−1 is ab-
solutely continuous w.r.t. the n-dimensional Lebesgue measure, because the elements of
M0 were assumed to be absolute continuous w.r.t. the Lebesgue measure. It follows
that for every θ ∈ Θ0 the (B(R
n),S)-measurable mapping (x1, . . . , xn) 7→ t̂n(x1, . . . , xn)
is continuous outside a Pθ ◦ (X1, . . . , Xn)
−1-null set. Then, setting Πn := (X1, . . . , Xn),
finite-sample (dΘ, ρP)-robustness of (T̂n) can be obtained as in the proof of Theorem 2.5
(Section 4.3), where one has to use the Continuous Mapping theorem in the form of
Theorem 2.7 in [2]. This completes the proof of Theorem 3.19. ✷
4 Proofs of the results of Section 2
The proof of Theorem 2.1 relies on Strassen’s theorem. For the reader’s convenience, we
first of all recall Strassen’s theorem as formulated in Theorem 2.4.7 in [15]; the proof is
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contained in the seminal paper [23]. See also Theorem 11.6.2 and the succeeding remark
in [11].
Theorem 4.1 (Strassen) Let (Σ, dΣ) be a complete and separable metric space equipped
with the corresponding Borel σ-field S. Then, for any two probability measures µ1, µ2 on
(Σ,S) and any α, β > 0, the following two statements are equivalent:
(i) For every A ∈ S we have
µ1[A] ≤ µ2[A
β] + α,
where Aβ := {s ∈ Σ : infa∈A dΣ(s, a) ≤ β}.
(ii) There is some probability measure µ on (Σ × Σ,S ⊗ S) such that µ ◦ π−11 = µ1,
µ ◦ π−12 = µ2, and
µ[{(s1, s2) ∈ Σ× Σ : dΣ(s1, s2) ≤ β}] ≥ 1− α,
where πi : Σ× Σ→ Σ denotes the projection on the i-th coordinate, i = 1, 2.
4.1 Proof of Theorem 2.1 and Remark 2.2
We will adapt arguments of the proof of Theorem 2.21 in [15]. We have to show that
for every θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ ρP(P
θ1 ◦ T̂−1n ,P
θ2 ◦ T̂−1n ) ≤ ε for all n ≥ n0. (34)
Since
ρP(P
θ1 ◦ T̂−1n ,P
θ2 ◦ T̂−1n ) ≤ ρP(P
θ1 ◦ T̂−1n , δTn(θ1)) + ρP(δTn(θ1),P
θ2 ◦ T̂−1n )
(with δTn(θ1) the dirac measure on (Σ,S) with atom Tn(θ1)), for (34) it suffices to show
that for every θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ =⇒ ρP(δTn(θ1),P
θ2 ◦ T̂−1n ) ≤ ε/2 for all n ≥ n0. (35)
The remainder of the proof is divided into two steps. In Step 1, we will verify that for
(35) it suffices to show that for every θ1 ∈ Θ0 and ε > 0 there are some δ > 0 and n0 ∈ N
such that
θ2 ∈ Θ0, dΘ(θ1, θ2) ≤ δ
=⇒ Pθ2[{ω ∈ Ω : dΣ(Tn(θ1), T̂n(ω)) ≤ ε/2}] ≥ 1− ε/2 for all n ≥ n0. (36)
In Step 2, we will verify (36).
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Step 1. Note that the right-hand side in (36) is equivalent to
(δTn(θ1) × (P
θ2 ◦ T̂−1n ))[{(s1, s2) ∈ Σ× Σ : dΣ(s1, s2) ≤ ε/2}] ≥ 1− ε/2 for all n ≥ n0.
(37)
By the implication (ii)⇒(i) in Strassen’s theorem 4.1 (with µ := δTn(θ1) × (P
θ2 ◦ T̂−1n )
and α := β := ε/2), condition (37) implies
δTn(θ1)[A] ≤ P
θ2 ◦ T̂−1n [A
ε/2] + ε/2 for all A ∈ S, for all n ≥ n0,
that is,
ρP(δTn(θ1),P
θ2 ◦ T̂−1n ) ≤ ε/2 for all n ≥ n0.
Thus, the right-hand side in (36) implies the right-hand side in (35).
Step 2. To verify (36), fix θ1 ∈ Θ0 and ε > 0. By the (dΘ, dΣ)-continuity of U |Θ0 at
θ1, we can find for every η > 0 some δ
′ = δ′(η) > 0 such that for every θ2 ∈ Θ0,
dΘ(θ1, θ2) ≤ δ
′ =⇒ dΥ(U(θ1), U(θ2)) ≤ η. (38)
In particular, for any θ2 ∈ Θ0 satisfying dΘ(θ1, θ2) ≤ δ
′ we have
dΥ(U(θ1), Ûn(·)) ≤ dΥ(U(θ1), U(θ2)) + dΥ(U(θ2), Ûn(·))
≤ η + dΥ(U(θ2), Ûn(·)). (39)
Further, due to assumption (b) we can find some δ′′ = δ′′(η) > 0 and n′0 = n
′
0(η) ∈ N
such that for all n ≥ n′0 and θ2 ∈ Θ0 satisfying dΘ(θ1, θ2) ≤ δ
′′,
P
θ2[{ω ∈ Ω : dΥ(Ûn(ω), U(θ2)) ≤ η}] ≥ 1− ε/2. (40)
By (39), the left-hand side in (40) is bounded above by Pθ2[dΥ(Ûn, U(θ1)) ≤ 2η] for all
θ2 ∈ Θ0 satisfying dΘ(θ1, θ2) ≤ δ = δ(η) := min{δ
′, δ′′} = min{δ′(η), δ′′(η)}. That is, for
all n ≥ n′0 and θ2 ∈ Θ0 satisfying d(θ1, θ2) ≤ δ,
P
θ2 [{ω ∈ Ω : dΥ(Ûn(ω), U(θ1)) ≤ 2η}] ≥ 1− ε/2. (41)
In the case where Υ = Σ and Vn(u) = u, n ∈ N, we can choose η = η(ε) := ε/4
to obtain (36). This justifies Remark 2.2. In the general case, we can conclude (36)
as follows. By the asymptotic (dΥ, dΣ)-continuity of (Vn) we can find some η = η(ε)
and n′′0 = n
′′
0(ε) such that dΥ(u, U(θ1)) ≤ 2η implies dΣ(Vn(u), Vn(U(θ1))) ≤ ε/2 for
all u ∈ Υ and n ≥ n′′0. Together with (41) and the representations Tn = Vn ◦ U and
T̂n = Vn ◦ Ûn, this implies (36) with n0 = n0(ε) := max{n
′
0(η), n
′′
0} and δ = δ(ε) := δ(η).
This completes the proof of Theorem 2.1. ✷
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4.2 Proof of Theorem 2.4
Let θ1 ∈ Θ0 and ε > 0 be fixed. By the triangular inequality, we have for every θ2 ∈ Θ0
min{dΣ(T0(θ1), T0(θ2)); 1}
= ρ(δT0(θ1), δT0(θ2))
≤ ρ(δT0(θ1),P
θ1 ◦ T̂−1n ) + ρ(P
θ1 ◦ T̂−1n ,P
θ2 ◦ T̂−1n ) + ρ(P
θ2 ◦ T̂−1n , δT0(θ2)).
By assumption (α), we may choose δ > 0 and n0 ∈ N such that the second summand
is bounded above by ε/3 for all n ≥ n0 and θ2 ∈ Θ0 with dΘ(θ1, θ2) ≤ δ. Since ρ was
assumed to metrize the weak topology, condition (β) implies that the third summand
converges to 0 as n→ ∞ for every θ2 ∈ Θ0. That is, for every θ2 ∈ Θ0 and sufficiently
large n = n(θ2) ≥ n0 the third summand is bounded above by ε/3 too. The same
argument shows that for sufficiently large n = n(θ1) ≥ n0 the first summand is bounded
above by ε/3. Hence, we have found some δ > 0 for which min{dΣ(T0(θ1), T0(θ2)); 1} ≤ ε
holds for every θ2 ∈ Θ0 with d(θ1, θ2) ≤ δ. This finishes the proof. ✷
4.3 Proof of Theorem 2.5
We will adapt arguments of the proof of Theorem 2 in [9]. Finite-sample robustness of
(T̂n) means that for every θ1 ∈ Θ0, ε > 0, and n ∈ N there is some δ > 0 such that
ρ(Pθ1◦T̂−1n ,P
θ2◦T̂−1n ) ≤ ε for every θ2 ∈ Θ0 with dΘ(θ1, θ2) ≤ δ. That is, we have to show
that the mapping Θ0 ∋ θ 7→ P
θ ◦ T̂−1n is weakly continuous at every θ1 ∈ Θ0. It suffices to
show that this mapping is sequentially weakly continuous at every θ1 ∈ Θ0. Let θ1 ∈ Θ0
and (θ2,k) ⊂ Θ0 be any sequence such that limk→∞ dΘ(θ1, θ2,k) = 0. By assumption (d)
we then have that Pθk,2 ◦ Π−1n converges weakly to P
θ1 ◦ Π−1n as k → ∞. It follows by
assumption (c) and the Continuous Mapping theorem that (Pθk,2 ◦Π−1n )◦ t̂
−1
n = P
θk,2 ◦T̂−1n
converges weakly to (Pθ1 ◦ Π−1n ) ◦ t̂
−1
n = P
θ1 ◦ T̂−1n as k → ∞. This completes the proof
of Theorem 2.5. ✷
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