Interoperability between Clouds is a desire of the last half decade to fulfill the dream of apparently unlimited capacity of the interconnected e-infrastructures as well as the elimination of the vendor lock-in. In this paper we try to point towards the missing pieces by identifying the requirements and the degree of their coverage by the existing solutions. Moreover, a particular case, of application interoperability, is studied using a concrete and recent deployable and open-source platform as a service.
INTRODUCTION
The need of using multiple Clouds has appear with the proliferation of various Cloud services. The simplest case, the Hybrid Cloud is motivated by the need to deal with the peaks in e-infrastructure usage. The migration for one Cloud to another is motivated by economic reasons. The usage of services from a partner Cloud is appealing also for the Cloud provider in order to deal with an unexpected increase of requests. Using simultaneously the services from multiple Clouds (in opposition with the previous two cases that are sequentially using different Clouds) is done due to the particularities of each service not encountered elsewhere. Such scenarios are pushing the technical developments from nowadays and we see already several improvements of the state-of-the-art in the last two years in what concerns the tools supporting the multiple Clouds usage.
In Spring 2009, OpenManifesto group (www.openmanifesto.org) has identified the five main challenges for the Cloud: (1) data and application interoperability; (2) data and application portability; (3) governance and management; (4) metering and monitoring; (5) security. Despite the considerable efforts in the latest four years in the field of Cloud computing, both in industry and research these five challenges are still persisting. Partially solutions or early prototypes were fortunately build in the last two years. However, complete solutions are not yet expected in the near future as several technical barriers have not been overcome. In this context, is the aim of this paper to point where the missing pieces are. To do this, we need first to clearly identify the requirements and the current solutions. Therefore the first sections are dedicated to fulfill this aim.
Interoperability is an issue for both Cloud provider (to extend its capacity and services) as well as for the Cloud consumer (to allow the freedom of movement between various Clouds). In the second part of the paper we take the position of the Cloud application developer (whose application will consume the Cloud services). In particular we discuss the case of the application interoperability, having in mind that application portability is partially solved by various solutions.
The contributions of this paper are the followings: 1. identify the key elements of the interoperability in multiple Cloud usage scenarios;
2. identify the current gaps in fulfilling the interoperability requirements;
3. provide a concrete example related to a recent open-source platform as a service for multiple Clouds, designed for portability reasons.
MULTIPLE CLOUDS AND INTEROPERABILITY NEEDS
Multiple Clouds are classified nowadays (e.g. in (Ferrer et al, 2012) ) in Federated Clouds and MultiClouds.
In the first case, of Federated Clouds, agreements or contracts between Cloud providers are established in order to increase their services, to ensure the possibility to deal with peaks, to survive in case of dis-asters. There are very few examples of such agreements at this moment in the case of Horizontal Federations (between peer Clouds), and multiple in the case of Vertical Federations (if a SaaS needs a PaaS, or a PaaS relies on a IaaS). The reduced number of such agreements are due to the request of a certain degree of control by a Cloud provider over the resources or services of another Cloud provider in agreement with the first. The degree of control is providing also a criteria for further classify the Federated Clouds. Beyond the barrier of the agreements, the next barriers are the technical ones, including interoperability.
The intensive studied topics for interoperability at Federated Cloud level are related to VM migration, API for communications and requests, automation, standards, and so on. These subjects are related to run-time stage of the life-cycle of services and applications: interoperability is expected to be applied during the execution of services or applications. Moreover, interoperability is a subject for Cloud provider, as the Cloud consumer should not be aware of the subcontracting.
In the second case, of Multiple Clouds, no agreement needs to be established. Instead a third party (beyond the Cloud provider and Cloud consumer) is offering services that are build on top of the several Cloud services, offering a unique entry point for several Clouds. As underlined in (Grozev and Buyya, 2012 ) the available tools to support Multi-Clouds can be classified in library-based or service-based. In the case of the libraries, uniform access to infrastructure (-as-a) services is ensured by considering the common denominator of the existing libraries. In the case of the services, according to the applications needs, a matching between the needs of the applications and the special offers of various Cloud services is done (an incipient form of a Cloud broker, not necessarily performing auditing or single entry point, trust measurements or monitoring).
The intensive studied topics for interoperability at Multi-Cloud level are related to automation of deployments, configuration of services, semantic processing and so on. These subjects are related to design-time stage of the life-cycle of services and applications: interoperability is expected to be supported by portability solutions. Moreover, interoperability is a subject for the third party (representing and even identified with the Cloud consumer).
An evolving step from the Federated Cloud or Multi-Cloud is considered to be the Inter-Cloud, an Federated Cloud or Multi-Cloud that includes a Cloud broker and offers dynamic service provisioning. Therefore it inherits the issues already mentioned above in what concern interoperability at design and run-time. The Inter-Cloud goal is according (Bernstein et al, 2009 ) to create an environment that supports dynamic expansion or contraction of capabilities for handling variations in demands (dynamic workload migration is possible). A high level architecture of the Inter-Cloud was recently proposed in (Demchenko et al, 2012) .
The interaction between the Clouds can be synchronous (e.g. in the case of vertical federations) if direct calls are made, or asynchronous (in case of loosely coupling as in emergency scenarios). The interaction can be also take a synthetic form, when the communication and exchanges are using specific formats or protocols, or a semantic form, when the information exchanged is interpreted using a common information exchange reference model.
INTEROPERABILITY REQUIREMENTS
In a previous paper (Petcu, 2011) we have elaborate on the dimensions, levels and technological requirements of interoperability. We remind them here and elaborate further according to the last achievements in the field. Interoperability is needed for at least for the following three reasons: (a) protection of the end user investments in developments; (b) development of a Cloud eco-system and market; (c) exploit full advantage of elasticity and pay-as-you concept.
The evolution of interoperability issues has take three stages, according (Williams, 2009 ): (1) migration, referring to the portability of VMs; (2) federation, targeting networking; (3) burst, targeting APIs. Figure 1 is suggesting the three dimensions of the interoperability problem. Two are technical and encountered as pointed earlier, at run-time in Federated Clouds and at design time in Multi-Cloud. The third dimension is non-technical, more human oriented, as being related to policy, i.e. establishing agreements and contracts between providers, as well as standards elaborations and promotion. Figure 2 is proposing a split of the requirements in different categories (based on the initial classification proposed in (Khattak et al, 2010) ). The top level is associated with the policy dimension; the next one with the design; the last three with the run-time.
The most complex level is the one related to application and services, that is covering both design and run-time. The requirements to this level were first discussed in (Merzky et al, 2009) , in the context application-level interoperability versus the servicelevel interoperability: the first is considered to ensure a strong interoperability while the second one, a weak interoperability (note that the discussion was related to Grids and Cloud interoperability). Table 1 is pointing to some of the requirements of the interoperability, associated with a certain level or dimension as exposed in the previous figures.
COVERAGE AND GAPS
Several technical solutions are available currently to support interoperability. Part of them are represented in Figure 3 and we have review them in (Petcu, 2011) . The closest and recent snapshot of the interoperability solution was provided in (Loutas et al, 2011) . We insist in this section more on gaps that should be filled, using few examples.
For the run-time dimension, at the infrastructure levels (last two in the table and image), several partial solutions exists to migrate virtual machines, virtual storage or services. Despite the presence of standard OVF format, the VMs are not yet ready for interoperability. For example, Amazon is one of the few Cloud providers who are allowing to export VMs; however, their related resources (e.g. network, storage) cannot be exported too. In general, VMs cannot be transferred from one hypervisor to another. VMs can be converted today with tools like qemu-image, but this requires to stop the VM and to apply the adaptation off-line.
We should mention the application perspective: also that once the application is deployed and adapted to a certain Cloud, in order to move it in another Cloud, an inspection of the source code is needed to identify the specific API calls or to build a model or representation of the code. Tools that can do that are only in early stage of prototyping (in European projects like Cloud4SOA, REMICS or MODAClouds) and not yet integrated in the PaaSs.
It should be also mentioned that the diversity of the APIs is natural, as each providers intends to offer something new or unique compared with other offers, in order to attract customers. The interoperability issue is therefore an issue for the management and governance levels where automation should be achieved as much as possible. The mix-in of services from different providers can be a strong argument in using such entry level instead a direct connection to only one provider. Therefore the management and service automation levels in multiple Clouds are the hot-spots of the development activities in the last two years (commercial solutions like RightScale, enStratus or Kaavo have emerge that are able to deploy applications in various Clouds, but not yet migrate the running ones).
For the design time dimension, several prototypes are available, from frameworks like SLA@SOI or the more recent (Di Modica et al, 2012) , as well as APIs like jclouds, libcloud or OpenStack (a more complete list at (Lee, 2009) ), or emerging standards like CloudML, but there is no wide acceptance of one or another proposal. Nor a Cloud specific programming model has emerge, despite the high-potential of the concept of e-infrastructure programming (Petcu et al, 2012b) .
At the business level, a unified policy of the contractual terms was not yet established at national or international levels, while several proposals are on the A classical way to bust the interoperability is the adoption of standards and open source. Surely they are important mostly for the Cloud providers and service developers, not for the consumers. A classification of the standards at IaaS level was done in (Teckelmann et al, 2011) and refers to access mechanism, virtual appliance, storage, network, security and SLA; the paper also analysis the three oldest standard proposals, OVF, OCCI and CDMI from these point of views, identifying their gaps. Note that the three nominated standards have partially failed to be adopted on large scale by the providers, but are implemented in few Cloud management middlewares. New ones are emerging nowadays, like CIMI or CloudML, and several working groups are working to elaborate other proposals. Tables 2 and 3 are pointing to some of the standards respectively standard initiatives that are relevant for interoperability. An earlier list is provided in (Loutas et al, 2010) . Comparing them, the tremendous changes from the last two years are evident. However there several gaps (1) Identity in the Cloud, looking to the security challenges posed by identity management in Cloud, identifying the gaps in current identity management standards, and investigating the need for profiles to achieve interoperability within current standards; (2) Symptoms Automation Framework, facilitating knowledge sharing and allowing consumer and provider to work cooperatively together to ensure adequate capacity, maximize quality of service, and reduce cost; (3) Topology and Orchestration Specification for Cloud Applications looking to enhance the portability of Cloud applications and services, and enabling the interoperable description of application and infrastructure Cloud services, the relationships between parts of the service, and the operational behavior of these services. Figure 4 indicates the main components of the latest stack of mOSAIC's software:
-red components, for the design phase: API libraries (for Java, Python and Erlang) with examples; application tools including plug-ins for Eclipse, templates and workflows; semantic support for developing applications, using domain specific and Cloud ontologies; a service-level agreement framework based on concepts introduced by SLA@SOI; Is a platform for Cloud service provisioning that manages the lifecycle of the service and addresses issues like risk and trust management SAGA saga-project.github.com API for managing e-infrastructures, from Grids to Clouds. Implementation of MapReduce using SAGA is proving its support for interoperability across Clouds and Grids.
SimpleCloud www.simplecloud.org It is a PHP library providing common interfaces for file and document storage services, queue services and infrastructure services StratusLab stratuslab.eu
It is an open source IaaS distribution that can be used for Cloud bursting -green components, for the deployment phase: the brokerage system including the Cloud Agency that assists in the selection of the Cloud provider according to the application needs specified in a particular descriptor and generating the service level agreement, as well as vendor agents;
-blue components, for the runtime phase: support for a Personal Cloud (on a desktop using the Portable Testbed Cluster), for provider resource allocation based on existing credentials, the minimal kernel of the platform (mOS) to run remotely on providers' virtual machines, a naming service that offers an application virtual domain, and the execution engine that allows the control of the deployed applications; customized versions of open source Cloud technologies (for message queues, key value stores, distributed file systems) are available to be deployed (COTS) with corresponding drivers; special web-interfaces and console interfaces are allowing the control of the application life-cycle at the level of their components; benckmark sets are supporting the testing of applications and infrastructure services;
-purple components, the proof-of-the-concept applications.
Drivers and vendor agents are currently available for various Public Cloud providers (Amazon, Flexiant, CloudSigma, GoGrid, OnApp, NIIFI) as well as for Private Cloud support technologies (Eucalyptus, OpenNebula, VMware, DeltaCloud, OpenStack, CloudStack). mOSAIC is targeting mainly Cloud-enabled application portability -details can be found in (Petcu et al, 2012a; Sandru et al, 2012) . The targeted applications are based on loosely coupled components that can be written in different languages and which are can be elastic (can be multiplied or reduced in the number of instances, at run-time).
The interoperability in multiple Cloud scenarios is only partially supported by mOSAIC, and is the aim of this section to detect the degree of coverage of the interoperability requirements as identified in the previous section. Table 5 is presenting the result of the analysis. Most of the requirements enumerated in the previous section (more than three quarters) are fulfilled. Not accidentally the PaaS is not able to offer solutions to several problems: auditing or trust mechanisms, optimized or inter-Cloud routing, sharing data between Clouds. These are subject of complex prototype platforms or intensive studies of other teams and projects (like TClouds for trust mechanisms).
Targeting to support the developers, less the providers, mOSAIC is oriented more towards interoperability solutions at design phase (application interoperability) and part of the run-time requirements related to the infrastructure (e.g. VMs and data migrations, or routing) are not yet served. However this status can be changed in the future in the further development stages, including the current on in the frame of MODAClouds project, in which support for migration of services and data is expected to be added (as well as support for the emerging standard CloudML).
Developed based on a strategy established three years ago, mOSAIC has not take advantage of the new standardization initiatives, incorporating only those that were available at its development moment. A refactoring of its codes as well as of the other close related platforms or resource management tools according to the new emerging standards specifications can raise the interest of the application developer community. 
