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 1 Introduction
Many ﬁnancial time series share some common features, also known as stylized
facts. The following features: time-varying volatility, clustering in volatility
and heavy-tailed unconditional distributions are well described by univariate
stochastic volatility models. See for example Taylor (1986, 1994) and Jacquier,
Polson, and Rossi (1994).
In order to capture dependencies and spill-over eﬀects between the volatility
of diﬀerent variables, the univariate models have been successfully extended to
the multivariate case by Harvey, Ruiz, and Shephard (1994), Aguilar and West
(2000) and Chib, Nardari, and Shephard (2006). We also refer the reader to Asai
and McAleer (2006a) and Asai, McAleer, and Yu (2006) for an updated review
on multivariate stochastic volatility (MSV) models.
Earlier MSV models assume a constant correlation between the observable
variables. This assumption is quite unrealistic for many ﬁnancial series. It is in
contrast with another stylized fact, that is the existence of a dynamics in the
correlation between variables (Engle (2002)).
Thus in the last few years there has been an increasing attention to a new
class of stochastic volatility models, which account for time-varying and stochastic
correlation structure. In this work we deal with the MSV models proposed by
Philipov and Glickman (2006) and Gourieroux, Jasiak, and Sufana (2004). They
model the covariance matrix by means of Wishart processes, using two diﬀerent
stochastic representations. Their models account for time-varying variances and
covariances, which determine implicitly a stochastic and time-varying correlation
structure between the observables. For an updated review on the diﬀerent ways
to introduce time-varying correlation into MSV models we refer the reader to
Asai and McAleer (2006b, 2005).
The ﬁrst goal of this work is to extend the MSV models up to include
Markov-switching in the parameters. The proposed extension can accounts for
diﬀerent regimes in the volatility level. We show that under certain assumptions,
introducing a Markov-switching process in the parameters of the model does
not alter the dynamic of the implicit stochastic correlation structure. Our
contribution can be also considered as a multivariate extension of the Markov-
switching SV model in So, Lam, and Li (1998).
The estimation of the proposed models represents a challenging inference
problem. In the ﬁnancial literature the use of data at diﬀerent frequencies
has been proposed. A sequence of covariance matrixes with daily frequency
2is estimated by using intra-day data. The covariances are observable and the
MSV model is then estimated directly on the data. In many context, as
in macroeconomics applications, data at diﬀerent frequencies are not always
available. Moreover the reconstruction of the covariance structure escapes the
joint modelling of the return and variance-covariance. In this work we follow
an alternative route, that is a latent variable framework, which does not require
mixed frequency data and allow for the joint modelling of the level and the
covariance-structure of the time series. Another objective of this work is to
propose a nonlinear ﬁltering approach for the Wishart-type MSV models with
Markov-switching. The proposed ﬁltering method allows also for the on-line
estimation of the latent Wishart process is very useful in a applied context.
A general probabilistic state space representation of the MSV model allows
us to solve the nonlinear ﬁltering by applying numerical techniques. In this
work, we bring into action sequential Monte Carlo, also known as particle ﬁlters,
(Berzuini, Best, Gilks, and Larizza (1997); Liu and Chen (1998); Doucet, Freitas,
and Gordon (2001); Arulampalam, Maskell, Gordon, and Clapp (2001); Liu and
West (2001)) and apply them to Wishart-type MSV models driven by a Markov-
switching process.
Note this work deals with the ﬁltering problem for matrix-valued state space.
The Kalman Filter was originally deﬁned for vector-valued state (Kalman (1960);
Kalman and Bucy (1960)), but in many applications the states of a stochastic
system are naturally deﬁned by a matrix. In MSV the time-varying volatility
structure of set of time series are naturally deﬁned by a nonsingular positive-
deﬁnite matrix.
Another aim of this work is to deal with the parameter sequential estimation
in a full Bayesian context. We deﬁne a vectorized version of the original state-
space model and follow the common practice to augment the state space of the
system by considering the parameter vector as latent variable. The vectorized
version of the system is useful because it allows us to to evaluate the ﬁltering
and prediction abilities of the model. Our general state-space representation
includes as a special case the linear and Gaussian matrix-valued state space model
studied in Bar-Itzhack, Choukroun, Oshman, and Weiss (2006) and Choukroun
(2003). In that case, the Matrix Kalman Filter proposed by the authors is the
optimal solution of the ﬁltering problem when compared to our nonlinear ﬁltering
approach.
The structure of the work is as follows. Section 2 presents some examples
3of MSV models and diﬀerent ways to use the Wishart process for the volatility
dynamics. Section 3 deals with the inference problems and propose a full Bayesian
inference approach, which relies upon Sequential Monte Carlo algorithms. We
suggest to take advantage of the matrix structure of the states to reduce the
computational complexity of the nonlinear ﬁltering procedure. Section 4 exhibits
a simulation analysis of the proposed inference approach.
2 Wishart Stochastic Volatilty Process
Let Mk
+ ⊂ Rk×k denote the set of all the real-valued symmetric and positive-
deﬁnite matrices of dimension k. Let {yt}t≥0, with yt ∈ Rk, represent the
stochastic process of log-returns and {Σt}t≥0, with Σt ∈ Mk
+, the matrix-valued
stochastic process of the variance-covariances.
We deﬁne the following multivariate stochastic volatility model
yt ∼ Nk(0k,Σt) (1)
Σ−1
t ∼ Wk (νt,µt,Ξt) (2)
for t = 1,...,T, where Nk(0k,Σt) is a k-variate normal distribution with null
mean vector 0k. Wk(νt,µt,Ξt) denotes a non-central Wishart distribution of
dimension k, with possibly time-varying location parameter µt, degrees of freedom
parameter νt and scale-matrix Ξt. The Wishart distribution accounts for the
positivity of the variance-covariance matrix.
In the following examples we present some alternative stochastic
representation of the Wishart stochastic volatility process. In the ﬁrst example we
follow Philipov and Glickman (2006), in the second one Gourieroux, Jasiak, and
Sufana (2004). The remaining examples extend the basic Wishart MSV models
by introducing a Markov-switching process, which accounts for diﬀerent regiems
in the volatility dynamics. Note that the proposed models are a multivariate
extension of the So, Lam, and Li (1998) univariate Markov-Switching stochastic
volatility model .
Example 1 - Autoregressive Wishart Process (ARW(1))



















































































































































Figure 1: Simulated stochastic volatility model. Right column: simulated observable
process yt. Left column: simulated latent volatilities (σ11t,...,σ55t), where σijt denotes
the (i,j)-th element of Σ
1/2
t . In the simulation study we assume d = 0.3, ν = 19,

























































































































Figure 2: Simulated stochastic correlations. Matrix of graphs representing the time
evolution of the components ρijt = σijt/(σiitσjjt), with j ≥ i of the correlation matrix,
where σijt denotes the (i,j)-th element of Σ
1/2
t . The time-varying stochastic correlation
structure is implicit in the simulated Wishart covariance process.
5where 0k×k is a null (k × k)-dimensional matrix, A ∈ Mk
+, A1/2 is its Cholesky
decomposition and d is a scale factor. The matrix power is deﬁned by An =
An−1 · A, n ≥ 1, A0 = Ik, with Ik the identity matrix.
The Wishart process is stationary for d ∈ (−1,+1), as discussed in
Philipov and Glickman (2006). In our study we consider diagonal matrix
A = diag{(a1,...,ak)} and scale factor d ∈ (0,1), in order to avoid an inverse
relation between two consecutive realisations of the covariance process.
Fig. 1 shows observations and latent volatilities simulated from a stochastic
volatility model of dimension k = 5. Fig. 2 exhibits the time evolution of the
stochastic correlation structure, which is implicitly determined by the simulated
Wishart process. In the simulation we use the following parameter setting:
d = 0.3, ν = 19 and A−1 = 0.0125diag{ι′} where ι = (1,...,1)′ ∈ R5.
￿
Example 2 - Wishart Autoregressive Process (WAR(1))
Let xmt ∈ Rk, with m = 1,...,ν and ν ∈ N0, be a sequence of ﬁrst-order
vector autoregressive processes: xt ∼ Nk (Axt−1,Σ), where A ∈ Mk. Then a




and has the non-central Wishart transition density Σt ∼ Wk (ν,A′Σt−1A,A′ΣA).
This deﬁnition and some generalisations are in Gourieroux, Jasiak, and Sufana
(2004).
￿
Example 3 - Markov-Switching ARW(1)













st+1 ∼ P(st+1 = j|st = i) = pij with i,j ∈ {1,...,E} (5)
where Ai ∈ Mk
+, ∀i ∈ {1,...,E}. Fig. 3 and 4 give a simulated example of
MS-ARW(1). Note that the Markov-switching process can accounts for sudden
regimes-changes and persistence in diﬀerent volatility levels.
￿
Example 4 - Markov-Switching WAR(1)
6Let xmt ∈ Rk, with m = 1,...,ν and ν ∈ N0, be a sequence of Markov-
switching ﬁrst-order vector autoregressive processes: xt ∼ Nk (Astxt−1,Σst),
where Ai ∈ Mk, ∀i ∈ {1,...,E}. Then Σt =
 ν
m=1 xmtx′
mt is a MS-WAR(1)






. Note that in this
stochastic representation the introduction of diﬀerent regimes in the degrees of
freedom correspond to assuming that a time-varying number of latent processes,
xt, are driving the covariance structure.
￿
3 Matrix-State Particle Filter
The estimation of the latent-variable model presented in Section 2 conﬁgures
a problem of discrete-time nonlinear ﬁltering, with unknown parameters. In
our model neither the Kalman-Bucy nor the Hamilton-Kitagawa ﬁlters can be
used, thus alternative procedures should be considered. We bring into action a
simulation based nonlinear-ﬁltering procedure called Particle Filter, which is in
the general class of Sequential Monte Carlo methods.
We follow a full Bayesian estimation approach and propose the joint sequential
estimation of the parameters and states of the matrix-valued dynamic model. The
Bayesian approach is general enough to account for nonlinear models and for prior
information on the parameters. Another feature of this framework is to allow the
use of simulation methods in the inference process.
3.1 Parameters and States Estimation
In the spirit of Harrison and West (1997) we propose here a probabilistic
representation of a stochastic dynamic model with matrix-valued states and
observations. Let My ⊂ Rny×my, Mx ⊂ Rnx×mx and Mξ be the observation,
state and parameter spaces respectively. Let Yt ∈ My denote the matrix
of observations, Xt ∈ Mx the matrix-valued hidden state and ξ ∈ Mξ the
parameter. A matrix-valued dynamic Bayesian model can be deﬁned as
Y t ∼ p(Y t|Xt,ξ) (measurement density) (6)
Xt ∼ p(Xt|Xt−1,Y 1:t−1,ξ) (transition density) (7)
X0 ∼ p(X0|ξ) (initial density) (8)
ξ ∼ p(ξ) (prior density) (9)






















































































































































Figure 3: Simulated MS volatility model. Right column: simulated observable process
yt (black line) and hidden volatility regimes st (grey line). Left column: simulated
latent volatilities (σ11t,...,σ55t), where σijt denotes the (i,j)-th element of Σ
1/2
t . In




1 = 0.04I5 and
A
−1

























































































































Figure 4: Simulated stochastic correlations. Matrix of graphs representing the time
evolution of the components ρijt of the correlation matrix. The correlation structure is
implicit in the simulated MS Wishart process.
8with t = 1,...,T.
The MSV models presented in our work are special cases of this general
state space model, where ξ = ((a11,...,akk),d,ν)′ ∈ Rk+2, Y t = yt, with
yt ∈ Rk and Xt = Σt, with Σt ∈ Mk
+. The ﬁrst advantage of the proposed
probabilistic representation is that it allows us to naturally introduce nonlinear
ﬁltering methods techniques based on simulation methods. Another advantage is
that it includes as spacial cases many well know dynamic models. It includes also
the matrix-valued linear gaussian model, recently studied in Choukroun (2003)
and Bar-Itzhack, Choukroun, Oshman, and Weiss (2006).
In the stochastic ﬁltering literature the matrix-valued state and observations
are usually stacked into vectors and the ﬁltering procedure is then applied to
the vectorized system. The vectorized representation could be used to deﬁne
the optimal ﬁlter. Note however that working with the vectorized system
representation could lead to some diﬃculties. When the original model is
nonlinear and non-Gaussian the analytical form of the vectorized-state transition
density is not straightforward and the probabilistic constraints, such as the
positive deﬁniteness of the states matrix, on the original model could not be
easily imposed in the vectorized system.
In this work we do not vectorize the system and present instead the optimal
ﬁltering problem for the original dynamic Bayesian model. In order to estimate
the parameter we introduce a general deﬁnition of state: Zt{Xt ∪ ξt} and of
augmented state space: Mz = Mx ∪ Mξ. The state and observation one-step-






p(Y t+1|Y 1:t) =
 
Mz





In this work we extend the Regularised Auxiliary Particle Filter (R-APF) due
to Liu and West (2001) to matrix-valued state space models and apply it to the
proposed Wishart MSV models. Let {Zi
t,wi
t}N
i=1 be a weighted random sample,
which is approximating the ﬁltering density at time t. At the time step t + 1, as
a new observation Y t+1 arrives, we can approximate the prediction and ﬁltering




































Figure 5: The absolute Eﬀective Sample Size at each iteration, estimated over 10
independent runs of the R-APF. We apply the R-APF to samples of 3,000 observations
simulated from Eq. (1)-(2). Left-chart: ESS for k = 5, varying the number of particles:
N = 1,000 (light grey), N = 5,000 (dark grey) and 10,000 (black). Right-chart: ESS
for N = 1,000 varying the dimension of the model: from k = 2 to k = 5. The darker the
line color, the higher the value of k.
















A simple way to obtain a weighted random sample from the approximated
ﬁltering density at time t + 1 is to apply importance sampling to the density
given in Eq. (14). We propagate each particle of the set through the importance
density q(Zt+1|Zi
t,Y 1:t+1) = p(Xt+1|Xi
t,Y 1:t,ξt+1)Kh(ξt+1 − ξi
t), then particle
weights wt+1 update as follows
˜ wi
t+1 ∝










We measure the numerical eﬃciency of the algorithm by evaluating at each
















10and varies between 1 (all but one particle weights are null) and N (equal weights).
A related criterion is the coeﬃcient of variation (see Liu and Chen 1998). For the
MSV model in Example 1 we evaluate the ESS varying the number of particles
(N = 1,000, 5,000, 10,000) and the state space dimension (k = 2,3,4,5). For
given N and k, at each time step, the mean ESS has been estimated over 10
independent runs of the R-APF on diﬀerent simulated datasets. Fig. 5 shows
the results. As one could expect, increasing N improves the absolute eﬃciency
of the ﬁltering procedure (left-chart). However, as showed in the right-chart the
eﬃciency is aﬀected by the dimension of the problem.
5 Conclusion
In this paper we extend the existing Wishart stochastic volatility models by
including a Markov-switching dynamic in the parameters of the models. In
order to estimates the latent variables, we propose a Bayesian nonlinear ﬁltering
framework, which relies upon sequential Monte Carlo methods. Some numerical
experiments have been provided in order to make evidence of the dimensionality




















































































































































































































Figure 7: Parameter estimations. First row: posterior mean (black line) and quantile
(grey lines) of the elements on the main diagonal of the scale matrix A. Secondo row,
from left to right: posterior mean(black line) and quantiles (grey lines) of ν and d and
the ESSt and the RMSEt at each iteration.
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