Abstract. We consider the control problem for the generalized heat equation for a Schrödinger operator on a domain with a reflection symmetry with respect to a hyperplane. We show that if this system is null-controllable, then so is the system on its respective parts. Moreover, we show that the corresponding control cost does not exceed the one on the whole domain.
Introduction
Let A : Ω Ñ R dˆd be measurable with Apxq a symmetric matrix for almost every x P Ω. Suppose, in addition, that there exist θ 1 , θ 2 ą 0 such that
and let V P L 8 pΩq be real-valued. We denote by H D Ω " H D Ω pA, V q and H N Ω " H N Ω pA, V q the Dirichlet and Neumann realizations of the differential expression´∇¨p A∇q`V as self-adjoint lower semibounded operators on L 2 pΩq defined via their quadratic forms with form domain H 1 0 pΩq and H 1 pΩq, respectively. For details of this construction we refer the reader to the discussion in Section 4 below.
Let T ą 0, ω Ă Ω be a measurable subset, and ‚ P tD, N u. We consider the heat-like system (2) B t uptq`H ‚ Ω uptq " χ ω vptq for 0 ă t ă T, up0q " u 0 , with u 0 P L 2 pΩq and v P L 2 pp0, T q, L 2 pΩqq. Here, χ ω denotes the characteristic function of ω, and we call ω a control set for the system (2). Definition 1. System (2) is said to be null-controllable in time T ą 0 if for every initial data u 0 P L 2 pΩq there exists a control function v P L 2 pp0, T q, L 2 pΩqq such that the mild solution of (2) satisfies upT q " 0, that is, (3) e´T
In this case, the quantity
inft}v} L 2 pp0,T q,L 2 pωqq : v satisfies (3)u is called control cost.
It is well known (see, e.g., [3] , [5] , or [16] ) that the system (2) is nullcontrollable in time T ą 0 if and only if for some constant C ą 0 the so-called final-state observability estimate (5) }e´T
is satisfied. The associated control cost C T then agrees with the minimal possible constant C in (5) , that is, C T " mintC : C satisfies (5)u.
Null-controllability results and efficient bounds on the corresponding control cost usually depend on the domain Ω under consideration and the control set ω (and the time T ), and obtaining such bounds is an issue of growing interest, see, e.g., [5, 6, 9, 14] and the references cited therein. The aim of the present paper is to supplement the list of domains where such results are available. LetÃ :Ω Ñ R dˆd be a Borel measurable function with
Apxq "
" Apxq x P Ω U pA˝M qpxqU x P M pΩq , U :" diagp´1, 1, . . . , 1q, andṼ :Ω Ñ R a Borel measurable function with V pxq " " V pxq x P Ω pV˝M qpxq x P M pΩq .
We observe that by constructionÃpxq is for almost every x PΩ a symmetric matrix satisfying (1) with the same constants θ 1 , θ 2 .
Let the self-adjoint operators H ‚ Ω " H ‚ Ω pÃ,Ṽ q on L 2 pΩq associated with the differential expression´∇¨pÃ ∇q`Ṽ be defined analogously to H ‚ Ω pA, V q. Setω :" ω Y M pωq ĂΩ, and consider the corresponding system
, T q, L 2 pΩqq, and control setω. The notions of null-controllability, final-state observability, and control cost for this system carry over verbatim. Our main result is the following theorem.
Theorem 2.
If the system (6) is null-controllable in time T ą 0 with control costC T , then also system (2) is null-controllable in time T ą 0 with control cost C T ďC T .
The restriction to the reflection symmetry with respect to the hyperplane t0uˆR d´1 in Theorem 2 is not essential. Indeed, by rotating the whole system, we can deal with reflection symmetries with respect to any hyperplane in R d . This way, the above theorem allows us to infer null-controllability on the respective parts of a domain with a reflection symmetry, if the system on the whole domain is null-controllable.
The rest of the paper is organized as follows. In Section 2 we discuss some applications of Theorem 2 based on the recent results from [6, 9] . The assumption on the essential boundedness of the potential V is tailored towards these applications but it is not essential for the general argument. In Section 3 we prove an abstract result which is not only the core of the proof of Theorem 2 but also promises to have a broader range of application and is therefore of its own interest, see, e.g., Remarks 12 and 25 below. Section 4 deals with the proof of Theorem 2 based on the abstract result of the preceding section. Finally, Appendix A provides an integration by parts formula used in Section 4.
Applications
In this section, we give some applications of Theorem 2 based on nullcontrollability results for systems on domains of the form Ś d j"1 pa j , b j q with a j ă b j and a j , b j P R Y t˘8u for all j " 1, . . . , d. Here, we want to demonstrate the technique used rather than to aim for maximal generality.
As control sets, we consider sets with a specific geometric description. Namely, thick sets and equidistributed sets, recently widely used, e.g., in [4] [5] [6] 9] . We treat these two cases separately in the subsections below.
Recall that M : R d Ñ R d denotes the reflection with respect to the hyperplane t0uˆR d´1 . Furthermore, for the rest of this section, we use the following notation:
for L ą 0 and d P N.
2.1.
Null-controllability from thick sets. Let Apxq be the identity matrix, V " 0, and consider the system (7) B t uptq´∆ ‚ Ω uptq " χ ω vptq for 0 ă t ă T, up0q " u 0 , with u 0 P L 2 pΩq and v P L 2 pp0, T q, L 2 pΩqq. Moreover, assume that the control set ω is of the form ω " Ω X S with some measurable subset S Ă R d which is pγ, aq-thick in the sense of the following definition.
Definition 3. Let S Ă R d be a measurable subset. We say that S is thick if there exist γ P p0, 1s and a " pa 1 , . . . , a d q P p0,`8q d such that
where |¨| denotes the Lebesgue measure. In this case, S is also referred to as pγ, aq-thick to emphasise the parameters.
The above definition has played a crucial role in a recent development on the null-controllability of the heat equation on R d . In [6] , see also [17] , it is shown that thickness of S is a necessary and sufficient condition for the heat equation (7) on Ω " R d to be null-controllable. Moreover, in [6] the authors give an explicit estimate of the control cost in dependence of the thickness parameters of the set S and the time T . In the same paper the authors also consider the heat equation (7) on the cube Ω " Λ d L with control set ω " S X Ω, where S is pγ, aq-thick with a j ď L for all j " 1, . . . , d. In this case, they show that null-controllability holds in any time T ą 0 with a bound on the control cost of the same form as for the whole space case. In particular, this bound is independent of the scale L.
The above mentioned results on R d and Λ d L are based on so-called spectral inequalities combined with a technique devised by Beauchard and PravdaStarov in [2] . Recently, the same spectral inequalities have been combined with [9, Theorem 2.7] , which is based on a technique from [15] , to obtain bounds on the control cost which are stronger (and in some sense optimal) with respect to their dependence on the parameters γ, a, and T . For both cases Ω P tR d , Λ d L u this bound can be written as
where K is a universal constant and }a} 1 " a 1`¨¨¨`ad , see [9, Theorem 3.7] . In the recent paper [4] , also the case of the strip Ω " Λ d´1 LˆR has been considered. Combining a tailored spectral inequality for this situation with the technique of [2] , it has been shown there that the system (7) is nullcontrollable if and only if S is a thick set (which can be arbitrarily changed outside the strip). Again, the spectral inequality can be combined with the technique from [9] to obtain a bound on the control cost analogous to (8) .
To enter the setting of the main theorem, letΩ
LˆR u and ω "Ω XS with some pγ,ãq-thick setS Ă R d . Starting from the above mentioned results for the system (9) B tũ ptq´∆
we demonstrate how to obtain null-controllability and related control cost bounds on some unbounded and bounded domains. Recall that by rotation of the whole system, Theorem 2 can be applied to domains with a reflection symmetry with respect to any hyperplane in R d . In the current case of the pure Laplacian, the system will not be changed by this rotation since the Laplacian is rotation invariant. We start with an easy geometric lemma, parts of which are already contained in [6] .
In particular, this set is pγ, 2aq-thick.
Proof. We abbreviate Q a :" r0,
For part (a) we need to show that 
In the second case, we have M py`Q a q " y 1`Q a Ă r0,`8qˆR d´1 for some
which completes the proof of part (a). For part (b), we observe thatS can be obtained from S X r0,`8q d by successive reflection with respect to all coordinate axes. In this regard, part (b) follows by analogous arguments as in part (a), cf. Finally, for every 
Proposition 5 (The heat equation on half-spaces).
The system (7) on Ω " p0,`8qˆR d´1 is null-controllable in any time T ą 0 with control cost
where K is a universal constant.
Proof. Choose the pγ{2, p2a 1 , a 2 . . . , a d qq-thick setS as in Lemma 4 (a). Then, the heat equation (9) onΩ " R d is null-controllable in any time T ą 0 from the control setω "S. The associated bound on the control costC T from (8) now reads as in (10) .
Proposition 6 (Heat equation on positive orthants). The system (7) on Ω " p0,`8q d is null-controllable in any time T ą 0 with control cost
Proof. Choose the pγ{2 d , 2aq-thick setS as in Lemma 4 (b). Then, the heat equation (9) onΩ " R d is null-controllable in any time T ą 0 from the control setω "S. The associated bound on the control costC T now reads as in (11) .
Set Ω 0 "Ω " R d and ω 0 "S. Moreover, for j " 1, . . . , d define Ω j " p0,`8q jˆRd´j , Γ j " p0,`8q j´1ˆt 0uˆR d´j , and ω j "S X Ω j . Note that ω " ω d " S X p0,`8q d . Let M j be the reflection with respect to the j-th coordinate axis. Then,
. We now proceed by iteration.
For j " 1, we are in the situation of the half-space as in Proposition 5. Thus, by Theorem 2 the system (7) on Ω 1 instead of Ω is null-controllable with a control cost C T,1 satisfying C T,1 ďC T . In turn, system (7) on Ω 2 is null-controllable with a control cost C T,2 ď C T,1 by another appeal to Theorem 2, this time with respect to the reflection M 2 . Continuing this iteration until j " d´1, we obtain the claim.
Remark 7. Control cost estimates on the half-space and the positive orthant can alternatively be obtained by means of the exhaustion approach studied in [14] . In this case, the corresponding bounds will not incorporate any change in the thickness parameters as the above bounds do. However, the considerations from [14] currently allow to apply this approach only in the case of Dirichlet boundary conditions. Proposition 8 (Heat equation on a sector). The system (7) on the sector Ω " tpx, yq P p0,`8q 2 : y ă xu of angle π 4 is null-controllable in any time T ą 0 with control cost
Proof. Choose the pγ{4, 2aq-thick setS as in Lemma 4 (c) with d " 2. Then, the heat equation (9) onΩ " p0,`8q 2 is null-controllable in any time T ą 0 from the control setω "Ω XS. The associated bound on the control cost C T from Proposition 6 now reads as in (12) . SinceΩ " Ω Y M`pΩq Y tpx, yq PΩ : x " yu andω " ω Y M`pωq, the claim follows by Theorem 2 applied with respect to the reflection M`. Remark 9. Using a similar strategy as in the proof of Proposition 6, we can also show that system (7) is null-controllable on sectors of angle π{2 n , 2 ď n P N. The corresponding bound on the control cost is the same as in (12), but with 2 4 replaced by 2 2n , which increases in n.
For the last two propositions of this subsection, we assume that the thickness parameter a " pa 1 , . . . , a d q additionally satisfies a j ď L for all j.
Proposition 10 (Heat equation on triangles and triangular prisms). Let
Proof. Choose the pγ{4, 2aq-thick setS as in Lemma 4 (c) with d P t2, 3u. Then, the heat equation (9) onΩ " Λ d L is null-controllable in any time T ą 0 from the control setω "Ω XS. The associated control costC T satisfies a bound as in (13) . Applying Theorem 2 with respect to the reflection Mc oncludes the proof.
With a similar argument, using the null-controllability result for the infinite strip Λ 2 LˆR and Theorem 2 we obtain Proposition 11. Let T L be the triangle from the above proposition. Then, the system (7) on Ω " T LˆR is null-controllable in any time T ą 0 with control cost
Remark 12. Null-controllability results and corresponding bounds on the control cost for fractional heat equations, that is, system (9) with p´∆ ‚
Although fractional Laplacians are formally not of divergence form as the operators considered in Theorem 2, Lemma 18 with φpλq " λ θ and the more abstract Theorem 17 below nevertheless allow to obtain corresponding results on the domains considered in Propositions 5-10.
2.2.
Null-controllability from equidistributed sets. Let Apxq be the identity matrix, V P L 8 pΩq be real-valued, and consider the heat-like system (14) B t uptq`p´∆ ‚ Ω`V quptq " χ ω vptq for 0 ă t ă T, up0q " u 0 , with u 0 P L 2 pΩq and v P L 2 pp0, T q, L 2 pΩqq. For simplicity of the presentation, also assume that V is non-negative. Moreover, assume that the control set ω is of the form ω " Ω X S G,δ with some subset S G,δ Ă R d which is pG, δq-equidistributed in the sense of the following definition.
Definition 13. Let G ą 0 and δ P`0,
, a j ă b j , and b j´aj ě G for all j " 1, . . . , d and such that Λ G Ă Ω. It is shown in [9] that system (14) is then null-controllable in any time T ą 0 with a bound on the control cost of the form
where D " Dpdq depends only on the dimension. In the same paper the authors also consider potentials which are not necessarily non-negative, leading to the same null-controllability result but with a more involved bound on the control cost, see [9, Theorem 3.9] .
We observe that the results cited above still hold when the control set is a superset of an equidistributed set, since the corresponding final-state observability estimate as in (5) obviously remains valid.
In the framework of the main theorem letΩ P tΛ d L , p0,`8q d u, L ě 2G, andω "Ω XS, forS a superset of a p2G, δq-equidistributed set. As in the previous subsection, we use the above mentioned results for the system (16) B tũ ptq`p´∆
, T q, L 2 pΩqq and show how to obtain nullcontrollability and related control cost bounds on sectors, triangles and triangular prisms. We once again recall that by rotation of the system (16), Theorem 2 can be applied with respect to the reflection M`. Note that the rotated potential remains essentially bounded and non-negative. Lemma 14. Let S G,δ Ă R d be a pG, δq-equidistributed set, and let S 1 " S G,δ X H`. Then, the setS " S 1 Y M`pS 1 q contains a p2G, δq-equidistributed set.
Proof. It is enough to notice that for each j P Z d the cube 2Gj`Λ d 2G contains at least one ball of radius δ, cf. Figure 2. 2. Picking such a ball in every cell 2Gj`Λ d 2G and taking their union, we obtain a p2G, δq-equidistributed set contained inS. Proposition 15 (Heat-like equation on a sector). The system (14) on the sector Ω " tpx, yq P p0,`8q 2 : y ă xu is null-controllable in any time T ą 0 with control cost
where D " Dp2q is an absolute constant.
Proof. ChooseS as in Lemma 14 with d " 2. Then, the system (16) oñ Ω " p0,`8q 2 is null-controllable in any time T ą 0 from the control set ω "Ω XS. The associated bound on the control costC T from (15) now reads as in (17) . SinceΩ " Ω Y M`pΩq Y tpx, yq PΩ : x " yu andω " ω Y M`pωq, the claim follows by Theorem 2 applied with respect to the reflection M`.
Proposition 16 (Heat-like equation on triangles and triangular prisms).
Let L ě 2G, and let T L and P L as in Proposition 10. Then, the system (14)
on Ω P tT L , P L u is null-controllable in any time T ą 0 with control cost
where R " maxtDp2q, Dp3qu is an absolute constant.
Proof. The proof follows similarly as in Proposition 15 withΩ " Λ d L .
Abstract Result
Let H and U be Hilbert spaces, H a lower semibounded self-adjoint operator on H, B : U Ñ H a bounded linear operator, and T ą 0.
The abstract Cauchy problem (18) B t uptq`Huptq " Bvptq for 0 ă t ă T, up0q " u 0 , with u 0 P H and v P L 2 pp0, T q, U q is said to be null-controllable in time T ą 0 if for every initial datum u 0 P H there is a function v P L 2 pp0, T q, U q with
that is, if the mild solution to (18) vanishes at time T ; see, e.g., [10] for the notion of a mild solution to abstract Cauchy problems. The associated control cost in time T ą 0 is then defined as
It is well known (see, e.g., [3] , [5] , or [16] ) that the system (18) is nullcontrollable in time T ą 0 if and only if for some constant C ą 0 the so-called final-state observability estimate
is satisfied. The associated control cost C T then agrees with the minimal possible constant C in (20), that is,
The main result of this section is as follows.
Theorem 17. Let H, r H, U , r U be Hilbert spaces, H and r H lower semibounded self-adjoint operators on H and r H, respectively, and let B : U Ñ H and r B : r U Ñ r H be bounded linear operators. Suppose that there is a bounded linear operator X : H Ñ r H and α ą 0 such that }Xf } r H ě α}f } H for all f P H and
that is, Xf P Dp r Hq and r HXf " XHf for all f P DpHq. Furthermore, suppose that for some bounded linear operator r X : U Ñ r U one has
If the system (23) B t r uptq`r H r uptq " r Br vptq for 0 ă t ă T, r up0q " r u 0 , with r u 0 P r H and r v P L 2 pp0, T q, r U q is null-controllable in time T ą 0 with control cost r C T ą 0, then also the system (18) is null-controllable in time T ą 0 with control cost C T ą 0 satisfying
The proof of Theorem 17 relies on the following, probably well-known, lemma, which can be proved with a standard reasoning using Stone's formula. We give this reasoning below for the convenience of the reader.
Lemma 18. Let H and r
H be lower semibounded self-adjoint operators on Hilbert spaces H and r H, respectively, and let X : H Ñ r H be a bounded linear operator such that r HX Ą XH. Then, the spectral families EH and E H for H and H, respectively, satisfy Proof. It suffices to consider the case where H and r H are complex Hilbert spaces. The case of real Hilbert spaces can be obtained from this by complexification.
In view of the relationHX Ą XH, we have p r H´s˘iεqX Ą XpH´s˘iεq for every s P R and ε ą 0, so that p r H´s˘iεq´1Xf " XpH´s˘iεq´1f for all f P H. Stone's formula for spectral families (see, e.g., [18, Satz 8.11] ) yields
x`pH´s´iεq´1´pH´s`iεq´1˘f, X˚gy H ds " xE H pλqf, X˚gy H " xXE H pλqf, gy r H for all f P H, g P r H, and λ P R, that is, E r H pλqX " XE H pλq for all λ P R, which proves the first claim of the lemma. Now, let φ : R Ñ R be a Borel measurable function and f P DpφpHqq. Proof. This immediately follows from Lemma 18 with the choice φ " e´t¨. Note that e´t H and e´t r H are bounded operators since H and r H are lower semibounded.
Proof of Theorem 17. It suffices to show the observability estimate (20) with C " α´1} r X} U Ñ r U¨r C T . To this end, let f P H. Taking into account Corollary 20, the observability estimate for the system (23), and the identity (22), we obtain
which completes the proof.
Remark 21. Relation (24) in Lemma 18 can also be used to derive a socalled spectral inequality with respect to the operator H, provided that a spectral inequality holds with respect to the operator r H. More precisely, an analogous reasoning as in the above proof shows that if
with some function c : R Ñ r0, 8q, then
Spectral inequalities of this kind play a crucial role in control theory and have proved to be a sufficient condition for null-controllability results as mentioned in Section 2, see also [5, Section 4] and the references cited therein. However, in order for such inequalities to be useful for the mentioned purpose, the term cpλq needs to exhibit a certain exponential growth in λ, which leads to a particular form of the bounds on the control cost. In contrast to this, the form of the control cost r C T in Theorem 17 does not play any role.
Proof of the main theorem
The proof of Theorem 2 is an application of Theorem 17. To this end, we choose H " U " L 2 pΩq,H "Ũ " L 2 pΩq, B " χ ω ,B " χω (observe that B,B are self-adjoint). Further, set λ N :" 1 and
By construction ofω, it holds χω " χ ω ' χ M pωq and χ M pωq J " Jχ ω . Therefore,
so that condition (22) is satisfied. It remains to verify condition (21) withH " H ‚
Ω
and H " H ‚ Ω . To this end, let us first recall how these operators are constructed via their quadratic forms: Let the form a N Ω on H 1 pΩq be defined by
and let a D Ω be the restriction of a N Ω to
Ω is a densely defined positive form. Moreover, in view of the ellipticity condition (1), we have
so that a ‚ Ω is also closed by the completeness of the Sobolev spaces H 1 pΩq and H 1 0 pΩq. In turn, the form
is densely defined, lower semibounded, and closed. Hence, there is a selfadjoint operator 
is again densely defined, lower semibounded, and closed, so that there is a self-adjoint operator
pÃ,Ṽ q on L 2 pΩq associated to this form analogously to (25) and (26).
We clearly have pV˝M qJ " JV , so thatṼ X ‚ " X ‚ V . In particular, this implies that
for all f P L 2 pΩq and g P L 2 pΩq. The main part of the proof of Theorem 2 consists of proving a relation similar to (27) for the forms a ‚ Ω and a ‚ Ω , see Proposition 24 below. In this context, we start with the following elementary observation for the Neumann forms.
Lemma 22. One has Dpa
Proof. We clearly have H 1 pΩq Ă H 1 pΩq ' H 1 pM pΩqq " H 1 pΩq ' JH 1 pΩq, which proves the stated inclusion for the form domains. Moreover, for all
for g, h P H 1 pΩq, where we have used that U is a self-adjoint unitary matrix. SinceÃ " A on Ω and g| M pΩq " Jpg˝M q| Ω for all g P Dpa Ñ Ω q " H 1 pΩq, this implies (28).
It is easy to see that the adjoint pX ‚ q˚of X ‚ acts as
The following lemma is now the technical core of the proof of Theorem 2.
, and one has
. Since for all g P H 1 pΩq one has g˘g˝M P H 1 pΩq and, therefore,
c pΩq and g´g˝M " 0 on Γ, and it follows from part (c) of Lemma 26 in the appendix that pX D q˚g " pg´g˝M q| Ω P H 1 0 pΩq. Now, let g P H 1 0 pΩq, and let pg j q be a sequence in C 8 c pΩq that converges to g in H 1 pΩq. Then, pX D q˚g j P H 1 0 pΩq for all j by the previous step and
Hence, pX D q˚g P H 1 0 pΩq by the closedness of
Ω q and ϕ P C 8 c pΩq, and abbreviate α 1 :"´1 and α k :" 1 for k ě 2. We then have to show that
and, therefore,
For k ě 2, by part (a) of Lemma 26 in the appendix we may perform integration by parts in (30) without any boundary integrals. So, consider k " 1. If ‚ " N , we have ϕ`λ N α 1 ϕ˝M " ϕ´ϕ˝M P C 8 c pΩq with ϕ´ϕ˝M " 0 on Γ. If, on the other hand, ‚ " D, we have f P H 1 0 pΩq by hypothesis. Hence, by part (b) of Lemma 26, in both cases we may again perform integration by parts without boundary integrals. Thus, for each k P t1, . . . , du and ‚ P tN, Du we obtain from (30) that
where the last equality follows again by a change of variables. This proves equation (29) and, hence, completes the proof.
As a consequence of Lemmas 22 and 23 we now obtain the desired relation between the forms a ‚ Ω and a ‚ Ω analogous to (27).
Proposition 24. One has
where we have taken into account that pX ‚ q˚g " pg`λ ‚ g˝M q| Ω P Dpa ‚ Ω q by Lemma 23 (a). This proves the claim.
Proof of Theorem 2. In view of Theorem 17 and the discussion at the beginning of this section, it only remains to verify relation (21). To this end, let f P DpH ‚ Ω q Ă Dph ‚ Ω q. It then follows from equation (27) and Proposition 24 that Remark 25. In the above considerations, the operator X ‚ models the extension of a function in L 2 pΩq to a function in L 2 pΩq by reflection with respect to one hyperplane. However, also different extensions are feasible. For instance, in the work [11] the author considers the prolongation of functions on the triangle with corners p0, 0q, p0, 1q, p0, 1{ ? 3q to functions on the rectangle p0, ? 3qˆp0, 1q via successive reflections with respect to different hyperplanes. The considerations there show that for this prolongation operator a result analogous to Lemma 23 holds, allowing to infer null-controllability results on the triangle from those on the rectangle. and negative direction with respect to the k-th coordinate axis, respectively. Now, each of the faces Γk and Γḱ either corresponds to the face of exactly one other cube Λ ε plq, l P Jztju, but then with the opposite direction of the corresponding outward unit normal, or the face belongs to the boundary of Q. In the latter case, the integral over the face vanishes unless the face belongs to the hyperplane t0uˆR d´1 , since supp φ X pp0,`8qˆR d´1 q lies in the interior of Q. This means that after summing over all cubes Λ ε pjq, j P J, in (31) only boundary integrals for faces in the hyperplane t0uˆR d´1 can survive, and these faces have an outward unit normal in the negative direction in the first coordinate.
Thus, in case of (a), that is, k ě 2, after summing in (31) over all cubes Λ ε pjq, j P J, we have no remaining boundary integrals, so that ż
Since supp φ X pp0,`8qˆR d´1 q Ă Q˝Ă Ω, this proves (a).
In case of k " 1 and φ| Γ " 0 or f P C 8 c pΩq, all boundary integrals for faces in the hyperplane t0uˆR d´1 obviously vanish, so that analogously ż
This identity also holds for f P H 1 0 pΩq by approximation. As in part (a), this proves the corresponding integration by parts formula on Ω in (b).
It remains to show that φ| Ω P H 1 0 pΩq if φ| Γ " 0. For that, we choose an open cubeΛ Ă R d with supp φ ĂΛ and Λ 1 :"Λ X pp0,`8qˆR d´1 q ‰ H. Extending φ by zero onΛzΩ, and taking into account that φ| Γ " 0 by hypothesis, we have φ P C 8 c pΛq and φ " 0 on BΛ 1 . Since Λ 1 is convex and therefore has a Lipschitz boundary, see, e.g., [7 c pΛ 1 q such that ϕ k Ñ φ| Λ 1 in H 1 pΛ 1 q as k Ñ 8. We choose a smooth cutoff function η P C 8 c pΩq with η " 1 on supp φ. Since pηφq| Ω " φ| Ω , it is straightforward to verify that pηϕ k q| Ω Ñ φ| Ω in H 1 pΩq as k Ñ 8. Since also pηϕ k q| Ω P C 8 c pΩq, we conclude that φ| Ω P H 1 0 pΩq. This proves (c) and, hence, completes the proof of the lemma.
