Abstract. We consider sequential quadratic programming (SQP) methods applied to optimization problems with nonlinear equality constraints and simple bounds. In particular, we propose and analyze a truncated SQP algorithm in which subproblems are solved approximately by an infeasible predictor-corrector interior-point method, followed by setting to zero some variables and some multipliers so that complementarity conditions for approximate solutions are enforced. Verifiable truncation conditions based on the residual of optimality conditions of subproblems are developed to ensure both global and fast local convergence. Global convergence is established under assumptions that are standard for linesearch SQP with exact solution of subproblems. The local superlinear convergence rate is shown under the weakest assumptions that guarantee this property for pure SQP with exact solution of subproblems, namely, the strict Mangasarian-Fromovitz constraint qualification and second-order sufficiency. Local convergence results for our truncated method are presented as a special case of the local convergence for a more general perturbed SQP framework, which is of independent interest and is applicable even to some algorithms whose subproblems are not quadratic programs. For example, the framework can also be used to derive sharp local convergence results for linearly constrained Lagrangian methods. Preliminary numerical results confirm that it can be indeed beneficial to solve subproblems approximately, especially on early iterations. 1. Introduction. In this paper, we are concerned with truncated and perturbed versions of sequential quadratic programming (SQP) methods [5, 27] for constrained optimization. We refer to an algorithm as a truncated SQP method if the solver for the SQP subproblem may be terminated early, producing an inexact solution. This is, in fact, a special case of the more general class of perturbed SQP methods, which we define as any approach where the iterates can be viewed, perhaps a posteriori, as approximate solutions to relevant SQP subproblems. We thus regard truncation as a special way of inducing perturbations. Our local convergence analysis allows other forms of perturbations as well and is also applicable to some methods that are not modifications of SQP as such. One example is the linearly constrained (augmented) Lagrangian method [42, 39, 18, 33] .
Introduction.
In this paper, we are concerned with truncated and perturbed versions of sequential quadratic programming (SQP) methods [5, 27] for constrained optimization. We refer to an algorithm as a truncated SQP method if the solver for the SQP subproblem may be terminated early, producing an inexact solution. This is, in fact, a special case of the more general class of perturbed SQP methods, which we define as any approach where the iterates can be viewed, perhaps a posteriori, as approximate solutions to relevant SQP subproblems. We thus regard truncation as a special way of inducing perturbations. Our local convergence analysis allows other forms of perturbations as well and is also applicable to some methods that are not modifications of SQP as such. One example is the linearly constrained (augmented) Lagrangian method [42, 39, 18, 33] .
We shall consider problems with equality constraints and simple bounds:
minimize f (x) subject to h(x) = 0, x ≥ 0, (1.1) where the objective function f : R n → R and the constraint mapping h : R n → R l are differentiable. Not including general inequality constraints does not reduce the applicability of our development, as they can be converted into equalities introducing nonnegative slack variables. It should also be noted that many well-recognized solvers transform inequalities into equalities and bounds at the preprocessing stage anyway (for example, SNOPT [21] and MINOS [40] ). In addition, in our proposal quadratic programming (QP) subproblems within SQP would be solved by an interior-point (IP) method, and commonly used IP methods convert subproblems to the form with equality constraints and simple bounds in any case. This is another reason why it makes sense in our context to consider the setting of (1.1) from the beginning. SQP methods for problem (1.1) solve subproblems of the form
where the n × n matrix H k aims to approximate, in some sense, the Hessian of the Lagrangian or of the augmented Lagrangian at the current point. SQP methods are known to be very efficient on small-to medium-sized problems, and much less so in the large-scale case; see, e.g., the discussions in [25, 26] . (There are some exceptions for certain special large-scale applications; also, when constraints have some separable structure, it may allow one to split subproblems into smaller ones [44] .) One difficulty in the large-scale case is the cost of accurately solving large quadratic programs (QPs). This becomes a particularly serious issue when inequality constraints are present; equality-constrained QPs are computationally much cheaper. In fact, regardless of the size, it is clear that solving subproblems exactly, or very accurately, can be quite wasteful, especially on early iterations. Those considerations call for the development of approximation or truncation conditions for solving the subproblems.
Recall that in the classical truncated Newton approach [13] for solving a system of nonlinear equations Φ(u) = 0, where Φ : R ν → R ν is smooth, one iterates on the linear system of the subproblem of the Newton method
until a point u k+1 satisfying the truncation condition
is obtained ({θ k } is the so-called forcing sequence satisfying {θ k } ⊂ [0, θ), 0 < θ < 1). Similar ideas are applicable to equality-constrained optimization problems since then the optimality conditions form a system of equations. However, a number of important modifications are required in that context, especially if the constraints are nonlinear and/or the objective function is nonconvex. Some inexact/truncated SQP methods for problems with equality constraints are given in [17, 34, 30, 10, 11] . In [17] , only local convergence is considered. A globally convergent linesearch reduced inexact SQP method is presented in [34] , although some difficult to estimate parameters are used in the algorithm formulation. A readily implementable composite-step trust-region inexact SQP method is given in [30] , The rest of the paper is organized as follows. In section 2 we formally state our truncated SQP (tSQP) algorithm and give some details of the IP method used to solve the QP subproblems. Section 3 shows that the method is well defined and globally convergent under the assumptions typical for linesearch SQP methods. In section 4, we first present a rather general perturbed SQP framework and its local analysis and then apply it to obtain local superlinear convergence of the proposed tSQP method under weak assumptions. It should be emphasized that the general framework also has applications other than inexact/truncated versions of SQP. For example, it is applicable to linearly constrained (augmented) Lagrangian (LCL) methods [42, 39, 18, 33] , as discussed in section 4.4. We conclude the paper with some preliminary numerical results in section 5, demonstrating that the suggested truncation ideas are indeed potentially useful.
Some words about our notation are in order. We denote R
. . , s}. For our purposes, it is convenient to define the (partial) Lagrangian of problem (1.1) that involves the equality constraints only, omitting the bounds. Specifically, we define L :
Then stationary points of problem (1.1) and the associated Lagrange multipliers are characterized by the KKT optimality system
or, equivalently, by zeros of its natural residual ρ :
If the norm is not specified, it is always the 2-norm. Otherwise, we use the explicit notation · ∞ and · 1 .
The tSQP algorithm.
In this section, we present our global tSQP algorithm and discuss some details of its possible implementations. In section 2.1, we state the generic algorithm without discussing any specifics of IP methods that can be used to generate approximate solutions of subproblems that satisfy the proposed truncation conditions. Relevant details concerning a specific class of IP methods constitute section 2.2.
The generic algorithm. Given the current primal iterate x
k and a symmetric n × n matrix H k , the SQP subproblem to solve is stated in (1.2), and its approximate KKT conditions that are relevant in our setting are
where ω k 1 ∈ R n and ω k 2 ∈ R l are perturbation terms accounting for inexactness. As already mentioned, the iterates produced by an IP method applied to (1.2) would be "purified," so that complementarity conditions in (2.1) would always hold exactly; see 
where c k > 0 is the penalty parameter. The bound constraints are not penalized, because they are satisfied along the iterations. Sufficient descent of ψ c k with respect to its value at the point x k (see (2.7)) is measured using the estimate of the directional derivative of ψ c k in the obtained direction, defined in (2.5). Our truncation rules guarantee that this directional derivative is sufficiently negative; see (2.4) .
Specifically, the method is the following.
Choose an n × n symmetric positive definite matrix H k and apply to the QP (1.2) the IP method (described in section 2.2) to generate the sequence
where s is the smallest nonnegative integer such that
Set k = k + 1 and go to step 1. The key to the construction of Algorithm 2.1 is our ability to satisfy the truncation conditions (2.3) and (2.4) after a finite number of purified IP iterations, and the fact that (2.4) ensures that the obtained direction is that of descent for the penalty function with the penalty parameter chosen according to (2.6) . To make this clear, we immediately show that (2.4) would hold once the residual terms in the approximate KKT conditions (2.1) of subproblems are small enough to satisfy
where δ ∈ (0, 1 − θ 2 ). We note that the two conditions above are sufficient for (2.4) but not necessary. 
where the inequality follows from (2.9) and the facts that μ k, i ,x k = 0 by the construction of the purified IP iterates, andμ
where (2.8) has been used to derive the last inequalities. Since (2.6) implies that
it then follows that
whether h(x k ) = 0 or h(x k ) = 0. Some further remarks are in order. Remark 2.1. In Algorithm 2.1, feasibility of subproblems is assumed. This is, in fact, a strong assumption unless h is affine. However, dealing with infeasibility is an issue completely unrelated to truncation of QP subproblems. It should be dealt with in exactly the same way as in any other SQP method, e.g., using "elastic mode" [20] . Since our focus here is truncation, we shall not enter into further details. 
where β ≥ 0 is the parameter and
As usual for local analysis, β is assumed to be fixed for all k large enough. The value β = 0 is allowed; it corresponds to the classical choice of the Hessian of the standard Lagrangian: it givesλ k = λ k and
However, as is well known, the Hessian of the augmented Lagrangian has a better chance of being locally positive definite. For example, if
is positive definite for all β large enough. In such a case, the matrix H k defined by (2.10) is also positive definite for all (x k , λ k ) close enough to (x,λ). Condition (2.13) can be thought of as a strong second-order condition for problem (1.1) in the sense that it implies the classical second-order sufficient condition for (1.1). This is because the matrix of the quadratic form in (2.13) is identical to the Hessian of the Lagrangian of (1.1) due to linearity of the omitted constraints, but the set ker h (x) in (2.13) is in general larger than the critical cone of (1.1).
The SQP subproblem (1.2) with the choice (2.10) of H k essentially corresponds to the classical SQP subproblem for the penalized version of problem (1.1), namely,
The Hessian of the Lagrangian of this subproblem contains the extra term of the form
T h(x), which vanishes at any point satisfying the equality constraints and is dropped in the definition of H k in (2.10). As for the multiplier update rule (2.11) (relating λ k andλ k ), it is standard for SQP applied to problem (2.14). Another interpretation of (2.10) and (2.11) is the following: these choices essentially correspond to the standard Newton method applied to the optimality system based on the augmented Lagrangian, namely,
This Newton method was studied, e.g., in [22] . In particular, the multiplier update rule (2.11) corresponds to [22, relation (19) ].
For local superlinear convergence we shall also impose the following truncation requirement in optimality conditions (2.1) of subproblems (1.2):
where ρ : R n × R l × R n → R + is the natural residual of KKT conditions defined in (1.4) and ϕ : R + → R + , ϕ(t) = o(t), is a forcing function.
2.2.
Solving QP subproblems by an IP algorithm. In this section, we summarize some necessary details concerning solving QP subproblems with the structure given in (1.2) by IP methods. In fact, for global convergence we only need the IP method to generate a sequence {( For the current iteration k = 0, 1, . . . , our QP subproblem (1.2) has the form
As is standard in IP methods, it is assumed that the constraint matrix h (x k ) has full rank, which can be achieved by preprocessing. We also make the assumption that H k is positive semidefinite, which is quite common as well. Stationary points and Lagrange multipliers of this problem are characterized by the KKT system IP methods are presented in [8] for a monotone linear complementarity problem (LCP) in variables (x, μ). But under our assumptions regarding H k and h (x k ), the KKT system (2.17) can be reduced to a monotone LCP in (x, μ). Then λ would be uniquely defined by
With these observations, we can employ the results of [8, Chapter 22] , while keeping the discussion around the QP (2.16) and its KKT system (2.17).
Let a starting point (
++ and a starting value σ k, 0 > 0 of the path-following parameter σ be such that
Then the point (
for σ = σ k, 0 . Note that for σ = 0, with strict inequalities replaced by the nonstrict ones, (2.18) turns into the KKT system (2.17) for the QP (2.16).
IP methods we refer to in this section employ Newtonian directions computed for the equations in (2.18) . This implies that the linear equations in (2.18) remain satisfied along the trajectories
)} generated in this way. In other words, the iterates belong to the perturbed feasible set (2.19)
Define the perturbed central path by
and the small neighborhood of the perturbed central path by
where θ ∈ (0, 1).
The IP algorithm [8, 
Hence, this sequence has accumulations points, and from (2.19) and (2.20) it follows that each of these accumulation points is a solution of (2.17) . This is essentially all that is needed for establishing global convergence of our tSQP method.
Indeed, for each i = 0, 1, . . . , let (x k, i ,μ k, i ) be the "purified" estimates defined in step 2 of Algorithm 2.1 (see (2.2)). Then by the inclusion (
for all i large enough, and
where 
Hence, by the convergence of {σ k, i } to zero, we conclude that accumulation points of the "purified" sequence {(
)}, and that they are solutions of the KKT system (2.17). This justifies that truncation conditions (2.3) and (2.4) of Algorithm 2.1 hold after a finite number of purified IP iterations, where (2.4) holds at least when (2.8)-(2.9) are achieved; see section 3 for a formal statement. The local truncation condition (2.15) would eventually be satisfied for the same reasons.
We finish this discussion of IP methods in the context of our tSQP proposal with some observations which are not central to our analysis but are nevertheless worth making. If there exists a solution (x k ,λ k ,μ k ) satisfying the strict complementarity conditionμ k +x k > 0, then the rate of convergence of {σ k, i } to zero is quadratic [8, Theorem 22.9] . Moreover, the estimates (2.24) can be improved as follows:
Also, if the estimates (2.25), (2.26) hold uniformly with respect to major iterations of the tSQP method, they allow one to prescribe a priori the levelσ k > 0 to be achieved by σ k, i in order to satisfy the local truncation condition (2.15). Observe that (2.15) has the form
q with q > 2, the condition above holds with function ϕ :
Observe also that the estimates (2.25), (2.26) are uniform, provided that the strict complementarity condition holds for the QP subproblems in a uniform way, that is, the numbers inf
k j } are bounded away from zero (along the major iterations k). Moreover, in this case, employing the improved estimates in (2.27), one can take, a priori,
For other details such as modified fields aimed at improving the performance in the case when strict complementarity is violated, complexity analysis, etc., as well as for other IP methods for QP problems, see [8, Part IV] and the references therein. We believe that application of some of those other methods for solving subproblems within our truncated SQP framework can be analyzed along the same lines. Another important issue in this context is warmstarting, i.e., employing information from the previous major iteration to initialize a new set of minor iterations. Though this is known to not be an easy task in IP methods, some approaches to warmstarting have been suggested recently; see, e.g., [24] and a survey therein. Also, one may conjecture that inexact solution of subproblems can actually help to define good interior starting points for the next iteration.
Global convergence.
We first show that Algorithm 2.1 is well defined, i.e., that after a finite number of inner iterations purified IP iterates produce a point satisfying the truncation conditions (2.3) and (2.4), unless the current iterate x k is already a stationary point of problem (1.1). 
2 ) → 0 as i → ∞, while the right-hand sides in all the inequalities in (2.3) and (2.8)-(2.9) are bounded away from zero (recall that {λ k,i }, and hence {c k,i }, are bounded, as discussed in section 2.2). Hence, these conditions would be satisfied for some iteration index i large enough, at which time (2.4) would hold as well, by Proposition 2.1.
We also need to rule out that p k, i = 0 may satisfy the truncation conditions (2.3) and (2.4), as in such a case no progress would be made. 1) .
Then (2.4) gives
From now on, it is assumed that x k is not a stationary point of problem (1.1) for any index k, so that the algorithm generates nonzero directions p k . We next show that the linesearch procedure is well defined. 
and similarly, for each i = 1, . . . , l,
where the second equality in (2.1) was used. Combining the two relations above, we obtain
From (2.4) it follows that Δ k < 0. In particular, this shows that the linesearch rule (2.7) is satisfied whenever s is large enough so that for α = τ s it holds that
The assertion follows.
We conclude with a statement which shows that tSQP Algorithm 2.1 retains the usual global convergence properties of linesearch SQP methods. We make the assumption of boundedness of the generated sequence, which ensures that the penalty parameter c k settles at some fixed value from some iteration on. This boundedness assumption, or some other related assumption with the same effect on c k , is typical for SQP with linesearch (see, e.g., [8, Theorem 17.2] , [3, Proposition 4.14(a)-(b)]), except for some more special problems and with some modifications to the algorithm (see, e.g., [46] 
and each accumulation point of
Proof. By (2.6), at each minor iteration either c i,
, then the value of this parameter is increased by at least θ 3c > 0. If this happens an infinite number of times, we have that c k → +∞ and the second case in (2.6) then shows that λ k → +∞, contradicting the boundedness of the generated sequence. It follows that c k = c > 0 for all k sufficiently large, say k ≥k for somek ≥ 0.
Using (2.4), (3.2), and (3.3), we then have that for all k ≥k the linesearch rule (2.7) would be satisfied no later than α = τ s becomes such that
which by standard argument implies that there existsᾱ > 0 such that
Then from (2.7) we have that
In particular, since {ψ c (x k )} is bounded below by the boundedness of {x k }, we have that {ψ c (x k )} converges, and it follows that
Taking into account (2.4) and (3.3), this implies that
and, taking into account (2.3), that
Passing now to the limit in the approximate KKT system (2.1) with (x, λ, μ)
, we obtain the first two relations in (3.4). Finally, by the construction of Algorithm 2.1, μ k+1 ≥ 0 and x k ≥ 0. Furthermore, by the construction of the purified sequence, μ k+1 ,x k = 0. Therefore, using the boundedness of {μ k }, we obtain that 
Local convergence of the perturbed SQP framework and of tSQP and LCL methods.
We start this section by considering the general constrained optimization problem
where the objective function f : R n → R and the constraint mappings h : R n → R l and g : R n → R m are twice-differentiable. The reason for stating some results for this general problem is that the perturbed SQP framework proposed in section 4.2 and the corresponding general convergence theorem, Theorem 4.3, have interesting applications beyond the tSQP method for problem (1.1) considered thus far. Section 4.1 contains a sensitivity result for the parametric version of problem (4.1), which is a combination of some known sensitivity results for optimization problems and optimality systems, and the local convergence result for the inexact Josephy-Newton method for an abstract generalized equation, considered in [33] . In section 4.2, these two basic facts will be used to derive a very general local convergence result for a certain perturbed SQP framework containing as particular cases various practical Newton-type schemes for problem (4.1). In section 4.3, this general result will serve for local convergence analysis of the tSQP algorithm proposed above. As an example of another application, in section 4.4 we briefly discuss the use of the perturbed SQP framework for local analysis of LCL methods.
Recall that stationary points of problem (4.1) and the associated Lagrange multipliers are characterized by the KKT optimality system
For a given feasible pointx of problem (4.1), we define the set of indices of inequality constraints active atx:
The Mangasarian-Fromovitz constraint qualification (MFCQ) atx consists of saying that rank h (x) = l and ∃ξ ∈ R n such that h (x)ξ = 0, g A(x) (x)ξ < 0.
The strict Mangasarian-Fromovitz constraint qualification (SMFCQ) is said to be satisfied at a stationary pointx of problem (4.1) if the associated Lagrange multiplier (λ,μ) is unique. Recall that the latter certainly implies MFCQ atx, and is weaker than linear independence of gradients of active constraints (LICQ). We will also make use of the following second-order sufficient optimality condition (SOSC):
where
is the critical cone of problem (4.1) atx. As is well known, if SOSC (4.3) holds at a stationary pointx of problem (4.1) for some associated Lagrange multiplier (λ,μ), thenx is a strict local minimizer of problem (4.1).
Auxiliary results. Consider the parametric mathematical programming problem
where σ ∈ R s is a parameter and f : 
h(·, x), and g(·, x) are continuous atσ for all x ∈ R
n close enough tox. 
for the associated Lagrange multiplier (λ,μ) ∈ R l × R m , where (σ), μ(σ) ) the following estimate holds:
Proof. As mentioned above, SOSC (4.6) implies thatx is a strict local minimizer of problem (4.5) with σ =σ, and SMFCQ subsumes MFCQ atx. It then follows (e.g., from Robinson's stability theorem [43] and from [2, Theorem 3.1]) that for each σ ∈ R s close enough toσ, problem (4.5) has a local solution x(σ) such that x(σ) →x as σ →σ. Since MFCQ is stable subject to small perturbations (see, e.g., [9, Remark 2.88]), we conclude that for σ close enough toσ, MFCQ holds at x(σ), and hence, by the standard first-order necessary optimality conditions (see, e.g., [9, Theorem 3.9] ), x(σ) is a stationary point of problem (4.5) with some Lagrange multiplier (λ(σ), μ(σ)). The estimate (4.7) now follows from [9, Theorem 5.9] .
As is well known, SQP and some other Newton-type methods for optimization are closely related to the Josephy-Newton method for generalized equations (GEs); see, e.g., [7, 33] . To that end, consider GEs of the form
where Φ : R ν → R ν is a smooth single-valued mapping and N is a set-valued mapping from R ν to the subsets of R ν . According to [7] , solutionū of GE (4.8) is said to be semistable if for any r ∈ R n close enough to 0, any solution u(r) of the perturbed GE Φ(u) + N (u) r close enough toū satisfies the estimate
Following [33] , we shall consider the inexact Josephy-Newton method with iteration subproblems of the form
where Ω is a set-valued mapping from R ν × R ν to the subsets of R ν , characterizing inexactness. The next theorem was established in [33] . 
As is well known, the KKT system (4.2) can be written as the GE (4.8) with the mapping Φ : (4.13) and with
Then an iteration of pure SQP based on the Hessian of the Lagrangian is nothing more than (4.9) with Ω = {0}.
For a stationary pointx of problem (4.1) and for an associated Lagrange multiplier (λ,μ) the following key facts were established in [7] :
• If the solutionū = (x,λ,μ) of GE (4.8) with Φ(·) and N (·) defined according to (4.13) and (4.14) is semistable, thenx necessarily satisfies SMFCQ for (λ,μ).
• If SMFCQ holds atx for (λ,μ), and if SOSC (4.3) holds as well, thenū is semistable.
• Ifx is a local solution of problem (4.1), then SOSC (4.3) is also necessary for the semistability ofū.
The perturbed SQP framework.
Recall that for a current iterate x k ∈ R n , the generic SQP subproblem for problem (4.1) has the form
where H k ∈ R n×n is some symmetric matrix. The basic SQP algorithm corresponds to the choice
The KKT system of problem (4.15) has the form
By the perturbed SQP (pSQP) framework, we mean the following. For the given primal-dual iterate ( 
It is important to emphasize that while perturbation in (4.18) can be induced by inexact/truncated solution of SQP subproblems, the framework is much more general. Specifically, perturbations in (4.18) may result from solving subproblems which are not even quadratic, as will be clear in what follows; see also [32, 33] .
Any specific method within pSQP can be regarded as an inexact Josephy-Newton method for GE (4.8) with Φ(·) and N (·) defined according to (4.13) and (4.14), respectively, as considered in [33] . We next establish local superlinear convergence of pSQP, based on Theorems 4.1 and 4.2, where the former will be used in order to establish solvability of subproblems. To that end, we first need to consider the pSQP iteration system (4.18) with more structured perturbation terms, corresponding to some optimization problem which can be tackled by Theorem 4.1. We start with the latter. Consider the iteration subproblem of the form 19) with some function ψ :
which are assumed to be smooth with respect to the last variable.
Define the function Ψ :
Then we can write the KKT system of problem (4.19) as follows:
The system (4.25) can then be written as the iteration system of the inexact Josephy 
) satisfies system (4.22) (and, in particular, satisfies system (4.25)) with ω 1 defined in (4.21) and Ψ defined in (4.20) , and also satisfies the inequality
any such trajectory converges to (x,λ,μ), and the rate of convergence is superlinear.
Moreover, the rate of convergence is quadratic, provided that the second derivatives of f , h, and g are locally Lipschitz-continuous with respect tox, ϕ(t) = O(t
2 ), and (4.33), (4.34) can be replaced by the estimates
Proof. As discussed in section 4.1, under the assumptions of this theorem, the solutionū = (x,λ,μ) of GE (4.8) is automatically semistable.
We proceed with verifying the assumptions of Theorem 4.
Since system (4.39) is equivalent to the GE
and since any solution of (4.40) evidently satisfies (4.10) (see (4.28)-(4.31)), we need to show that for each u ∈ R n × R l × R m close enough toū, system (4.39) has a solution v(u) = (ξ(u), η(u), ζ(u)) which tends to zero as u tends toū. To that end, consider the optimization problem
with u = (x, λ, μ) ∈ R n × R l × R m regarded as a parameter with the base valueū. One can easily check that ξ = 0 is a stationary point of this problem for u =ū, and this point satisfies SMFCQ and SOSC for this problem with the associated Lagrange multiplier (λ,μ). Under the stated assumptions, the needed assertion now readily follows from Theorem 4.1, taking into account that (4.39) with ω 1 ((x, λ, μ) , ·) defined according to (4.20) , (4.21) is the KKT system of problem (4.41) (with the dual variables of the form (λ + η, μ + ζ)). Since ϕ(t) = o(t), we have that (4.44) where the last equality is by local Lipschitz-continuity of ρ with respect to (x,λ,μ) (the latter can be easily shown by the mean-value theorem). Then from (4.28), (4.29) we derive that for each θ 2 ∈ Θ 1 (u) and θ 3 ∈ Θ 2 (u) it holds that
Combining this with (4.43), and employing (4.30) and (4.42), we obtain the needed estimate (4.11) .
Thus, all the assumptions of Theorem 4.2 are satisfied, and the needed result follows from this theorem.
Moreover, assuming that the second derivatives of f , h, and g are locally Lipschitzcontinuous with respect tox, that the estimates (4.33) and (4.34) can be replaced by (4.37) and (4.38) , and that ϕ(t) = O(t 2 ), the right-hand sides of (4. 
Also, according to (4.4) , for all ξ ∈ C(x) the equality h (x)ξ = 0 holds, and hence
implying (4.32) . Furthermore, if the second relation in (4.35) holds for some (x, λ, μ) ∈ R n × R l × R n and ξ ∈ R n with ω 2 identically equal to zero, and with ϕ satisfying ϕ(t) = o(t), then by (4.44) it follows that
This implies the estimate (4.48) which gives (4.34). Moreover, provided that ϕ(t) = O(t 2 ), the estimate (4.47) can be sharpened as follows:
We then obtain the sharper version of estimate (4.48):
which gives (4.38). All the assertions now follow from Theorem 4.3. Remark 4.1. It should be noted that, as is well known, linesearch for a nonsmooth penalty function may not accept the unit stepsize even close to a solution with all the desirable properties (Maratos effect [37] ). But this is another issue which is in essence unrelated to truncation as such and should be dealt with as in any other SQP method. Some options are second-order correction, watchdog steps, nonmonotone linesearch; see, e.g., [41] . In our local rate of convergence analysis, we therefore assume that the unit stepsize is locally accepted, by one device or another. That said, it is of some interest to point out that truncation can sometimes help to prevent the Maratos effect. Specifically, it may happen that while the unit stepsize along the exact SQP direction is rejected, there are approximate directions that allow the unit stepsize to be accepted, yielding superlinear convergence. This can be observed, for example, considering the problem of minimizing f (x) = x 1 + x Then the exact SQP step from any point x k ∈ R 2 such that h(x k ) = 0 and x k =x fails to decrease the penalty function for any value of the penalty parameter. At the same time, there exist approximate SQP directions which admit unit stepsize and result in superlinear convergence. But, of course, we are not claiming that truncation is a guaranteed remedy for the Maratos effect.
Local convergence of LCL method.
As another application of our general theorem, Theorem 4.3, in this section we briefly discuss local superlinear convergence of the LCL method; see [42, 39, 18] . For the current primal-dual iterate (x k , λ k , μ k ), the next primal iterate x k+1 of the LCL method is computed as a stationary point of the subproblem of minimizing the (augmented) Lagrangian subject to bounds and linearized equality constraints:
where c k ≥ 0 is the penalty parameter. The next dual iterate (
) is a Lagrange multiplier of the subproblem (4.49), associated to the stationary point x k+1 . The LCL subproblem does not actually fit the assumptions of Theorem 4.3 directly, but the method can still be analyzed by considering its modification which generates the same iterates. To this end, assuming that c k = c for k large enough, which is standard for asymptotic analysis, consider the following modification of (4.49):
Stationary points x k+1 of the two subproblems (4.49) and (4.50) coincide, and the associated multipliers are of the form (η k , μ k+1 ) and (λ k+1 , μ k+1 ) with λ k+1 = λ k + η k , respectively. Thus, if we prove convergence results for the method based on modified subproblems (4.50), they immediately translate into convergence results for LCL based on (4.49) .
Observe that constraints of the modified LCL subproblem (4.50) are exactly the same as in the SQP subproblem (4.15). Structural perturbation that defines the method within the pSQP framework is therefore given by the objective function of the subproblem (4.50). Specifically, this subproblem (4.50) can be seen as a particular case of pSQP subproblem (4.19) where we take We note that other superlinear convergence results in the literature on LCL require the stronger LICQ instead of SMFCQ, as well as strict complementarity [42, 18] . The result stated in Theorem 4.5 was first directly derived in [33] . Applying Theorem 4.3 gives an easier path.
Moreover, taking into account that the LCL subproblem (4.49) is not a QP, it makes good sense to consider its approximate solution. In accordance with our pSQP framework, we can introduce for this purpose the extra perturbation associated to inexact solution of subproblems (truncation). Local convergence of this truncated version of LCL can be analyzed along the same lines as was done above for tSQP.
Numerical results.
The purpose of our experiments is to confirm that one can expect to achieve some gain using truncation (tSQP), as compared to solving subproblems "exactly" (SQP). No attempt is made to compare either of the algorithms with other solvers. Moreover, our implementation of SQP itself, and therefore of tSQP, is rather basic. Nevertheless, we believe some cautious conclusions can be drawn, as one can expect that benefits of more sophisticated SQP implementations should improve in a similar way the corresponding tSQP modification.
Specifically, we compare the following three algorithms:
• SQP, that is, Algorithm 2.1 with the IP iterations stopped not according to truncation conditions but by the internal stopping rule of the IP solver, uniformly along the SQP iterations; • tSQP with global truncation rules (2.3) and (2.4), with the following modification: truncation is switched off if it happens that the IP solver is unable to satisfy the truncation tests while its internal stopping test can be achieved; • tSQP with global and local truncation rules, that is, the same algorithm as the previous algorithm but with global truncation conditions (2.3) and (2.4) complemented by the local truncation condition (2.15) with ϕ(t) = t 1.2 . Our strategy for switching the truncation off is quite natural. When the internal stopping rule of the IP solver is satisfied, this indicates that the IP solver is unlikely to achieve any further significant progress. In particular, we cannot expect that it would manage to satisfy the truncation conditions which were not achieved up to that point. By stopping the truncation and accepting the generated direction, we prevent the algorithm from the almost inevitable immediate failure and give it a chance to proceed as a basic SQP algorithm. We note that switching the truncation off is not needed very often, and, when needed, it usually happens at the end of the run when significant benefit from truncating has already been accumulated.
For our test set, we used equality-constrained problems, with or without bounds, from the Hock and Schittkowski collection [31] modified in the following way. If the solution of a given problem is not nonnegative, we transform the variables by shifting the negative components to enforce nonnegativity, and then add bound constraints to the problem. If the solution is nonnegative as is, we just add bounds. This gave 24 test problems. From this set we removed hs8, hs40, hs63, and hs78 for the following reasons. Test hs8 is a feasibility problem, and both SQP and tSQP behave identically and do not require any minor iterations. For hs40, hs63, and hs78, our implementations of both SQP and tSQP fail from too many starting points (because of infeasible subproblems, etc.), and not enough meaningful information is accumulated. Thus, we ended up with 20 test problems. The experiments were performed in the MATLAB environment. We used the IP QP solver spsolqp.m listed in http://plato.asu.edu/sub/nlores.html#QP-problem, adapted to our purposes. We had to reduce the internal stopping tolerance of this solver from the default 1e-5 to 1e-8, because the default was not enough for robustness of our SQP code. Both SQP and tSQP use H k defined by BFGS updates with Powell's modification (see, e.g., [41, p. 538] ). The key truncation parameters in (2.3) and (2.4) were set at θ 1 = 1000 and θ 2 = 0.5. The other parameters of Algorithm 2.1 were as follows: θ 3 = 1.1, c −1 = 1,c = 1, ε = 0.1, τ = 0.5. For each test problem, we performed 100 runs from randomly generated starting points (the same for all three algorithms) in the cube centered at the solution; the edge of the cube is the doubled distance from the starting point suggested in [31] to the solution. Failures were declared when the accuracy 1e-4 in the residual of the KKT system was not achieved after 500 iterations or when a given method failed to complete an iteration, for whatever reason. Other runs were regarded as successful.
In what follows we refer to the iterations of the SQP or tSQP method as "major iterations" and to the iterations of the IP QP solver, which is run for each SQP subproblem, as the "minor iterations" of the overall method. Since once a direction is computed by the IP QP solver, the structure of major iterations of SQP and tSQP is the same, the total number of minor iterations along the run until termination seems to be one relevant measure for comparing performance. Figure 5 .1 reports on the total number of minor iterations, in the form of a performance profile [14] . For each algorithm, the value of the plotted function at τ ∈ [1, +∞) corresponds to the part of runs for which the achieved result (the minor iteration count) was no more than τ times worse (bigger) than the best result. Of course, failure is regarded as infinitely many times worse than the best result. As can be seen, the truncated versions are generally more efficient and not less robust. Moreover, Figure 5 .1 demonstrates the gain of using the local truncation condition as a complement of the global truncation conditions.
Another relevant piece of information is how many minor iterations a method needs to reduce the KKT residual by some factor. Table 5 .1 reports ratios of the average numbers of minor iterations needed by SQP and tSQP employing both global and local truncation conditions to reduce the initial KKT residual by factors from 2 to 2 10 . These averages were computed only over the runs for which the required accuracies were actually achieved. Thus, Table 5 .1 gives some "qualitative" impression of the gain of truncation: it shows by how much the average number of minor iterations required by SQP to achieve a given accuracy exceeds the corresponding number for tSQP. Note that the ratios in Table 5 .1 usually reduce as we approach a solution. This is only natural, since every time tighter and tighter tolerances would make the IP QP solver take the number of minor iterations closer to the "exact" method.
Overall, we believe that our experiments show the potential benefits of solving SQP subproblems inexactly, especially on early iterations.
