An artificial neural network has proven to be a sufficient tool for modelling fatigue life of multidirectional composite laminates made of Glass Fibre Reinforced Plastic (GFRP) composite materials and tested under constant amplitude loading patterns. Modelling efficiency of the network was satisfactory for both on-and offaxis coupons life, irrespective of test conditions, i.e., R-ratio that defines the developed stress state on the coupon. Tension-Tension, Compression-Compression and even Tension-Compression loading patterns were investigated and modelling accuracy of the proposed ANN model was validated. The main benefit that this new modelling tool brings is that only a small portion, in the order of 40%-50%, of the experimental data is needed for the whole analysis and thus, expensive and time consuming tests needed for the establishment of S-N curves could be eliminated without any significant loss of accuracy.
INTRODUCTION
Fatigue life of composite materials is the subject of a considerable number of research projects. To date, most of the research findings on this topic converge to the sequel: Representation of fatigue life data is preferably performed on the S-N or å-N plane, [1] , and deterministic models are used to produce regression lines that could be of a number of kinds, i.e., power curve or log base 10 curve etc. These models capture the trend and have the ability to extrapolate this trend outside the region of the existent experimental data sets. S-N or å-N curves, irrespective of their mathematical form, are useful to compare one material system to another and also in the development of life prediction methods.
To be more reliable when designing with these design allowables, statistical methods were developed for the analysis of fatigue data, [2] [3] [4] . By using any one of these methods, design allowables that correspond to any desirable level of reliability can be produced. Another aspect for handling of fatigue data was presented in [5] , where the usage of design allowables that were determined by stiffness degradation measurements during fatigue testing was proposed. It was demonstrated that those curves, named stiffness controlled, or Sc-N curves, could accommodate information for both stiffness loss and strength during loading. However, all of the aforementioned methods were based on the same idea: representation of fatigue data on the S-N or å-Í plane and use of deterministic models to fit the data and produce the mathematical formulae needed for any further calculations.
Only in the last 5-6 years scientists have tried to model the fatigue life of metallic and composite materials using other, non deterministic methods, like Artificial Neural Networks, [6] [7] [8] [9] [10] [11] . Artificial neural networks were used in [6] to estimate the finite life fatigue strength and fatigue limit of steel using the 70%-80% of the whole experimental data sets for training the network. As shown in [6] , neural networks can be used to model fatigue strength of steel with better accuracy than conventional methods. Following these findings, fatigue life of carbon and glass fibre reinforced composite materials under constant amplitude loading was modelled with ANN models, as shown in [7] [8] [9] [10] [11] . Modelling accuracy was comparable to accuracy achieved by other fatigue life modelling methods. Unfortunately, neural networks were proven unable to model fatigue behaviour under block loading. Authors of [7] also believe that transferring the predictive capability of a network with any degree of accuracy from one family of
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composites to another is not feasible. In another series of papers, [8] [9] [10] , neural networks were used to model fatigue behaviour of unidirectional glass epoxy composite laminate under constant amplitude loading, using different fatigue parameters as input and output variables of the network. In [8] [9] loading and material parameters were incorporated in the calculations as input of the artificial neural network, while strain energy was used as the only input in [10] .
Research findings of the aforementioned researchers are strengthened and extended from results of the present work. It is shown herein that fatigue life of multidirectional GFRP composite laminates under constant amplitude loading can be sufficiently modelled using an artificial neural network. However, the most interesting result is that good modelling performance can be achieved using only a small portion of the necessary data to produce a deterministic representation and as a consequence of this, expensive, costly and time consuming, fatigue tests can be considerably diminished. 
EXPERIMENTAL PROGRAM
Seven different material systems were tested as coupons were cut at seven different angles from the aforementioned laminates.
Tests were continued until coupon ultimate failure or 10 6 cycles, whichever occurred first. In particular, for the on-axis coupons, 0 o , under reversed loading, R=-1, tests were continued for up to 5´10 6 cycles. Coupons that did not fail were taken out at the determined number of cycles and were marked as run outs. For all the tests with compressive cycles, an antibuckling jig, [12] , was used. At least three coupons were tested at each one of the four or five stress levels that were pre-assigned for the determination of each S-N curve, according to the material under examination. Thus, 12-18 coupons were tested for the determination of each one of the 17 S-N curves.
Indicative experimental data for different material systems and loading conditions are presented in Figs 1-2. The coordinates of data points correspond to stress amplitude, D s , and number of cycles to failure, N. Detailed results on life cycles for every coupon tested under various stress ratios, R, and off-axis angle, è, are given elsewhere, [13] . For modelling fatigue life with the conventional method, the stress amplitude is considered the independent variable, while the number of cycles to failure the dependent one.
The form of the S-N equation is given by:
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and Tension-Tension R=0.5, loading patterns 
MODELLING FATIGUE LIFE WITH ANN
It is assumed that the number of loading cycles (N) until failure is a function of the orientation angle (q) of the fibres, the stress ratio (R), the maximum stress The general structure of this network is depicted in Fig. 3 . Every computation neuron (neuron that belongs either to the hidden or output layer) of the network performs a weighted sum of its inputs (the input signals multiplied by the weights of the corresponding connections) and passes the result through an activation function to produce an output. In our case, the logistic function [14] was used as activation function for the neurons of the hidden layer and the identity function [14] for the neurons of the output layer. The Neural Network was trained using the well known Error Back Propagation algorithm [14, 15] with the use of a momentum term (also known as Generalized Delta Rule).
The data set used consists of 257 observations (fatigue life experiments). These data had to be pre-processed in order to be suitable for processing by the neural network, thus:
The values for q, R, PD[
The values of the number of cycles (N) were converted to their corresponding logarithmic values. This was done because N takes values between 1296 and 5269524 loading cycles. Training a neural network with such a wide range of values will produce an extremely poor modelling ability.
From the data set produced after the pre-processing, a training set was constructed by selecting a random portion (varying from 90% to 10%) of the data. The remaining portion (varying from 10% to 90%, respectively) was used for the construction of the testing set.. Since, one of the main goals of this work was to investigate the effect of the size of the training set to
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the modelling ability of the produced neural network, the portion of data used for training and testing was varying significantly. We started with a portion of 90% of the data for training and the remaining 10% for testing and continued by decreasing the portion of data used for training and increasing respectively the portion used for testing, until the "extreme" case of having 10% of data for training and 90% for testing. In all these cases the performance of the produced neural network was considered.
RESULTS
Very promising results were obtained with the application of the theoretical model and the fatigue life of the material system under investigation was modelled with good accuracy for almost all cases studied, even when few of the experimental data were used for training the ANN. R squared (R 2 ): (coefficient of multiple determination): is a statistical indicator usually applied to multiple regression analysis. It compares the accuracy of the model to the accuracy of a trivial benchmark model wherein the prediction is just the mean of all the samples. A value of R 2 equal to 1 indicates a perfect fit, a value near 1 a very good fit, and a value less than 0 a very poor fit (predictions that are worse than those made by just using the mean of the data set). r squared (r 2 ): This is the square of the correlation coefficient.
Mean Squared Error: This is the mean over all patterns in the data set of the square of the actual value minus the predicted value, i.e., the mean of (actual -predicted) 2 .
Mean Absolute Error: This is the mean over all patterns of the absolute value of the actual minus predicted, i.e., the mean of absolute (actual predicted).
Min Absolute Error: This is the minimum of the absolute value of the actual minus predicted of all patterns.
Max Absolute Error: This is the maximum of the absolute value of the actual minus predicted of all patterns.
Correlation Coefficient r (Pearsons Linear Correlation Coefficient): This is a statistical measure of the strength of the relationship between the actual outputs of the ANN and the predicted outputs. The r coefficient can range from -1 to +1. The closer r is to 1, the stronger the positive linear relationship, and the closer r is to -1, the stronger the negative linear relationship. When r is near 0, there is no linear relationship.
Percent within 5%, 10%, 20% and 30% and over 30%: These measures list the percentage of network outputs that are within the specified percentage of the actual outputs. The total computed percentages may not add up to 100 because of rounding and also because the percentage cannot be computed when the actual output is 0 and that pattern is not included in a percentage group.
The performance of the resulting ANNs for selected cases between all the nine different choices of training and test sets is graphically depicted in Figs 4-7. It is clearly shown in these figures that the modelling ability of the network becomes poorer as the fraction of experimental data points used in the training set is reduced. The closer the ANN outputs are to the straight diagonal line, which indicates a perfect match between actual and predicted loading cycles, the better the fitting capability of the network. In 
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sets of training and test output data fall close and around the straight line, while in the case 10-90, depicted in Fig. 7 , both training and test output data sets are dispersed all over the x-y plane. As mentioned before, case 90-10 means that 90% of the available data set was used to train the network, while the remaining 10% was used to validate the results. Although this is a quality measure of the goodness of predictions, it is clear enough to support safe initial conclusions.
Previous comments are verified by Figs 814, where S-N curves for several different cases are presented. It was found that even 20% of the experimental data, case 20-80, are, in many cases, enough to form the training set and reproduce data that efficiently represent the fatigue life of the material. See for example Fig. 8 , where the fatigue life of coupons cut at 0 o and tested under constant amplitude compression-compression loading (R=10) is presented, or Fig. 9 for coupons cut at 15 o and tested under tension-tension loading at R=0.1. However, using only few of the experimental data, e.g., 10%-20%, to train the network, contains the risk to produce poor results, as depicted, for example, in Fig. 10 , where modelling ability of the network was proved unacceptable.
Nevertheless, as shown in Figs 11-14 , very good correlation between theory and experiment was obtained, for all cases studied, when more than 30-40 percent of the entire data set was used to form the training set. To avoid misinterpretations, S-N curves o and 90 o and tested under Tension-Tension fatigue at R=0.1. To produce the results shown on both those figures, only 30% of the entire data set was used to form the training set of data, while the other 70% was used to evaluate the effectiveness of the network. Figs 13-14 show the results extracted by the application of the model when 40% of the experimental data points were used as the training set. In Fig. 13 o , the fibres of the stitched (±45) layers become onaxis and the prevailing failure mode is shifted from matrix dominated, observed in 30 o and 60 o off-axis coupons, to partially fibre controlled. Therefore, instead of the matrix, these fibres receive most of the fatigue load. This phenomenon is also explained elsewhere [12] .
In this section, the results of experimentally determined S-N curves for all types of loading, e.g.
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Tension-Tension in Figs 11-12 , TensionCompression, at R=-1 in Fig. 13 and CompressionCompression in Fig. 14 , along with the predictions of the ANN, have been presented. The conclusion that is extracted from those results is that modelling of fatigue life of this kind of materials under the current loading conditions can be achieved using this simple ANN paradigm.
CONCLUSIONS
A new tool for modelling fatigue life of composite materials tested under constant amplitude loading patterns is presented herein. It is demonstrated that fatigue life of multidirectional GFRP composite laminates under Tension-Tension, TensionCompression and Compression-Compression loading can be modelled using a simple neural network paradigm. Efficient modelling of fatigue life was performed even when a small portion of the entire data set was used. In the application of the current ANN paradigm, about 40 percent, randomly selected data points of the available data base, proved enough to model fatigue life of coupons for all cases studied. Thus, it can be concluded that using this tool instead of common methods for fatigue analysis, the cost for fatigue testing can be reduced to at least half the cost needed for the application of any conventional deterministic method.
The necessary portion of the available data set to be used in order to train the network was determined herein, based on the material system and the specific data base. This conclusion is similar to the one shown in [17] , where the same fraction of data was successfully used for modelling fatigue behaviour of a different material system. Another parameter that affects the results is the quality of the available experimental data set. The smoother the data set, without significant scatter in lifetime at same stress levels, the better the modelling efficiency of the Neural Network. However, the data set that is currently used is a typical one for this kind of material systems.
Although accurate results were produced, as far as modelling fatigue life of specific materials under specific loading conditions is concerned, no encouraging indications were obtained for any prediction ability of such a technique. In its current version, this ANN is not ready to provide any theoretical predictions of fatigue life of any other material system outside the data set under examination, but even for the same material system under different loading conditions, e.g. different Rratios. Thus, it has to be clear that, it is not yet possible to train an ANN for one material system and then transfer the trained model to any other material system, nor to predict the behaviour of the same material system under different loading conditions. Though these problems have risen during this investigation, it might be possible to use the minimum of data from a wide range of material systems and loading conditions to prepare a network that could be used in parallel with conventional methods, at least for the first steps of the design processes.
