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Abstract
Stochastic processes provide a mathematically elegant way to model complex data.
In theory, they provide flexible priors over function classes that can encode a wide
range of interesting assumptions. However, in practice efficient inference by opti-
misation or marginalisation is difficult, a problem further exacerbated with big data
and high dimensional input spaces. We propose a novel variational autoencoder
(VAE) called the prior encoding variational autoencoder (piVAE). The piVAE is
finitely exchangeable and Kolmogorov consistent, and thus is a continuous stochas-
tic process. We use piVAE to learn low dimensional embeddings of function classes.
We show that our framework can accurately learn expressive function classes such
as Gaussian processes, but also properties of functions to enable statistical infer-
ence (such as the integral of a log Gaussian process). For popular tasks, such as
spatial interpolation, piVAE achieves state-of-the-art performance both in terms
of accuracy and computational efficiency. Perhaps most usefully, we demonstrate
that the low dimensional independently distributed latent space representation
learnt provides an elegant and scalable means of performing Bayesian inference
for stochastic processes within probabilistic programming languages such as Stan.
1 Introduction
A central task in machine learning is to specify a function or set of functions that best generalises
to new data. Stochastic processes [1] provide a mathematically elegant way to define a class of
functions, where each element from a stochastic process is a (usually infinite) collection of random
variables. Popular examples of stochastic processes in machine learning are Gaussian processes [2],
Dirichlet processes [3], log Gaussian-Cox processes [4], Hawkes processes [5], Mondrian processes
[6] and Gauss-Markov processes [7]. Many of these processes are intimately connected with popular
techniques in deep learning, for example, both the infinite width limit of a single layer neural
network and the evolution of a deep neural network by gradient descent are Gaussian processes [8, 9].
However, while stochastic processes have many favourable properties, they are often cumbersome
to work with in practice. For example, inference and prediction using a Gaussian process requires
matrix inversions that scale cubicly with data size, log Gaussian Cox processes require the evaluation
of an intractable integral and Markov processes are often highly correlated. Bayesian inference can
be even more challenging due to complex high dimensional posterior topologies. Gold standard
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evaluation of posterior expectations is done by Markov Chain Monte Carlo (MCMC) sampling,
but high auto-correlation, narrow typical sets [10] and poor scalability have prevented use in big
data/model settings. A plethora of approximation algorithms exists [11–15], but few have asymptotic
guarantees and, more troubling, even fewer actually yield accurate posterior estimates [16–19]. In
this paper, rather than relying on approximate Bayesian inference to solve complex models, we extend
variational autoencoders (VAE) [20, 21] to develop portable models that can work with state-of-the-art
Bayesian MCMC software such as Stan [22]. Inference on the resulting models is tractable and yields
accurate posterior expectations and uncertainty.
An autoencoder [23] is a model comprised of two component networks η: The encoder ηe : X → Z
and a decoder ηd : Z → X where the latent space Z is typically of much lower dimension than X .
The autoencoder is then learnt through the minimisation of a loss function L. A VAE extends the
autoencoder into a generative model [20]. In a VAE, the latent variables Z are independent normally
distributed random variables with parameters from the encoder, and a variational approximation
of the posterior is estimated. In a variety of applications, VAEs fit well to the trained data and
enable the generation of new data by sampling from the latent space; a mechanism that makes it a
popular tool for probabilistic modelling [24]. In this paper we propose a novel use of VAEs: we learn
low dimensional representations of samples from a given function class (e.g. sample paths from a
Gaussian process prior). We then use the resulting low dimensional representation and the decoder to
perform Bayesian inference.
One key benefit of this approach is that we decouple the prior from inference to encode arbitrarily
complex prior function classes, without needing to calculate any data likelihoods. A second key
benefit is that when inference is performed, our sampler operates in a low dimensional, uncorrelated
latent space which greatly aids efficiency and computation. One limitation of this approach is that
we are restricted to encoding finite-dimensional priors, because VAEs are not stochastic processes.
To overcome this limitation, we introduce a new VAE called the prior encoding VAE (piVAE) that
satisfies exchangeability and Kolmogorov consistency and is thus a valid stochastic process by the
Kolmogorov extension theorem.
The most relevant approach to ours is the neural process [25] which, similar to Gaussian processes,
tries to learn a distribution over functions.The neural process is a stochastic process that fits to data
while simultaneously learning the function class (estimating the prior and posterior simultaneously).
In functional form, it is similar to a VAE except, in neural processes, the KL divergence penalty
term is the divergence from training and testing latent variables (as opposed to a standard normal
in a VAE) and an aggregation step is included to allow for exchangeability and consistency. A key
theoretical limitation of neural processes is that their accuracy is hindered by variation inference,
which provides no guarantees that the estimated posterior distribution is correct. In addition neural
processes often learn functions that substantially underfit and therefore tend to predict both point
estimates and uncertainty inaccurately [26]. In contrast to the neural process, we employ a two step
approach: first, we encode the prior using a VAE; second we combine the learnt decoder network
with a likelihood in a fully Bayesian modeling framework, and use MCMC to fit our model. We
believe our framework’s novel decoupling of the prior and the inference is critically important for
many complex scenarios.
Once a piVAE is trained and defined, the complexity of the decoder scales linearly in the size of the
largest hidden layer. Additionally, because the latent variables are penalised via the KL term from
deviating from standard Gaussians, the latent space is approximately uncorrelated, leading to high
effective sample sizes in MCMC sampling. The main contributions of this paper are:
• We apply the generative framework of VAEs to perform full Bayesian inference. We first encode
priors in training and then, given new data, perform inference on the latent representation while
keeping the trained decoder fixed.
• We propose a new generative model, piVAE, that generalizes VAEs to be able to learn priors
over both functions and properties of functions. We show that piVAE satisfies the Kolmogorov
extension theorem and is therefore a stochastic process.
• Finally, we show the performance of piVAE on a range of simulated and real data, and show that
piVAE achieves state-of-the-art performance in a spatial interpolation task.
The rest of this paper is structured as follows. Section 2 details the proposed framework and the
generative model along with toy fitting examples. The experiments on large real world datasets are
outlined in Section 3. We discuss our findings and conclude in Section 4.
2
2 Methods
2.1 Variational Autoencoders (VAEs)
A standard VAE has three components, an encoder network (e(·)) with parameters ηe, random
variables Z , and a decoder network (d(·)) with parameters ηd. In many settings, given an input,
x ∈ R (e.g. a flattened image or discrete time series), e(ηe, x) and d(ηd,Z) are simply multilayer
perceptrons, but can be more complicated and include convolution or recurrent layers. The output
of the encoder network are parameters which can be used to create random variables Z: a latent
representation of x in a lower-dimensional (Gaussian) probabilistic space. The decoder network takes
random variables and tries to reconstruct the input by producing xˆ. Putting both the encoder and
decoder together results in the following model
[zµ, zsd]
> = e(ηe, x)
Z ∼ N (zµ, z2sdI)
xˆ = d(ηd,Z) . (1)
End to end, Eq. 1 can be compactly expressed as xˆ = d(ηd, e(ηe, x)). To train a VAE, a variational
approximation is used to estimate the posterior distribution p(Z|x, ηd, ηe) ∝ p(x|Z, ηd, ηe)p(Z).
The variational approximation greatly simplifies inference by turning a marginalisation problem
into an optimisation problem. The optimal parameters for the encoder and decoder are found by
maximising the evidence lower bound:
arg max
ηe,ηd
p(x|Z, ηd, ηe)− KL
(N (zµ, z2sdI)‖N (0, I)) (2)
The first term in Eq. 2 is the likelihood quantifying how well xˆ matches x. The second term is a
Kullback-Leibler divergence penalty to ensure that Z is as similar as possible to the prior distribution,
a standard normal. Once fully trained on a set of samples, we fix ηd, and use the decoder as a
generative model. To simplify subsequent notation we refer to a fully trained decoder as d and
when evaluated as d(·). Generating a new sample vector v is simple: First draw a random variable
Z ∼ N (0, I) and then perform a deterministic transformation via the decoder v = d(Z).
VAEs have been typically used in the literature to create or learn a generative model of observed data
[20]. However, here we introduce a novel application of VAEs to use them for Bayesian inference
on new data after learning a prior over random vectors. In this role we first train a VAE on random
vectors from an easy to simulate space such as a reproducing kernel Hilbert space (samples from a
Gaussian process). Training a VAE embeds these vectors in a lower dimensional probabilistic space.
Once fully trained, sampling random variables from this lower dimensional space and transforming
via the decoder would then be able to generate new random vectors. This decoder end of the VAE can
therefore be used to perform inference on a new “data” vector, y, where the parameters of the decoder
are fixed, and the latent space is trainable. In this inferential scheme the unnormalised posterior
distribution of Z is:
p(Z|y, d) ∝ p(y|d,Z)p(Z) . (3)
In the standard VAE approach introduced above, we have:
p(zµ, zsd|y, d) ∝ p(y|d, zµ, zsd)N (zµ, z2sdI) .
Note that the observation model p(y|d,Z) in Eq. (3) could be generalised to include an additional
parameter to account for the observation error. It is useful to contrast the inference task from Eq. (3)
to a Bayesian neural network (BNN) [9] or Gaussian process in primal form [27]. In a BNN, with
weights and biases ω, with prior hyperparameters λ, the unnormalised posterior would be
p(ω, λ|s, y) ∝ p(y|s, ω, λ)p(ω|λ)p(λ) . (4)
The key difference between Eq. (4) and Eq. (3) is the term p(ω|λ). ω is typically huge, sometimes
in the millions, and is conditional on λ, where as in Eq. (3) the latent dimension of Z is typically
small (< 50), uncorrelated and unconditioned. Given the sizes of ω full batch MCMC training
is difficult and approximation algorithms tend to poorly capture the complex posterior [19, 16].
Additionally, ω tends to be highly correlated, making efficient MCMC nearly impossible. Finally,
as the dimension and depth increases the posterior distribution suffers from complex multimodality,
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Figure 1: Learning functions with VAE: (a) Prior samples from a VAE trained on Gaussian process
samples (b) we fit our VAE model to data drawn from a GP (blue) plus noise (black points). The
posterior mean of our model is in red with the 95% epistemic credible intervals shown in purple.
and concentration to a narrow typical set [10]. By contrast, off-the-shelf MCMC methods like Stan
[22] are very effective for equation (3), since they simply need to sample from a multidimensional
Gaussian distribution, while the complexity is accounted for by the deterministic decoder.
An example of using VAEs to perform inference is shown in Fig. 1 where we train a VAE (Z = 10) on
samples drawn from a zero mean Gaussian process with RBF kernel (K(δ) = e−δ
2/82 ). In Fig. 1 we
closely recover the true function and correctly estimate the data noise parameter. Our MCMC samples
showed virtually no autocorrelation, and all diagnostic checks were excellent (see Appendix [28]).
Solving the equivalent problem using a Gaussian process prior would not only be considerably more
expensive (O(n3)) but correlations in the parameter space would complicate MCMC sampling and
necessitate very long chains to achieve even modest effective sample sizes.
While this simple example might seem useful, inference and prediction using a VAEs will not be
possible if new input locations are required, or if the input locations are permuted. These limitations
occur because a VAE is not a valid stochastic process in the sense of the Kolmogorov extension
theorem. To overcome these problems we introduce a new extension to VAE called piVAE that is
capable of learning a stochastic process class of functions.
2.2 The stochastic process prior encoding Variational Autoencoder - piVAE
To create a VAE with the ability to perform inference on a wide range of problems we have to ensure
exchangeability and Kolmogorov consistency. Previous attempts to do this have relied on introducing
an aggregation (typically an average) to create an order invariate global distribution [25]. However,
as noted by [26], this can lead to underfitting. For piVAE we learn a feature mapping Φ over the
input space. This ensures that piVAE is a valid stochastic process (see theorem 1 and theorem 2). To
convert a VAE into a stochastic process, instead of directly learning mappings of function values at a
fixed set of locations, we first learn a feature map and then a linear mapping from this feature map to
the observed values of the function. The autoencoder learns a latent probabilistic representation over
the linear mappings.
We use (s, x) to denote any arbitrary pair of (input,output) locations. Let us assume, without loss
of generality, we have N function draws where each function is evaluated at K different locations2.
In the encoder we transform each observed location for a function ski , where i ∈ N and k ∈ K, to
a fixed feature space through a transformation function Φ(ski ) that is shared for all s ∈ S locations
across all N functions. Φ(s) could be an explicit feature representation for an RKHS (e.g. an RBF
network or a random Fourier feature basis [27]), a neural network of arbitrary construction or, as we
use in the examples in this paper, a combination of both. Following this transformation, a linear basis
β is used to predict function evaluations at an arbitrary set of locations s. The intuition behind these
two transformations is to learn the association between locations and observations. In contrast to a
standard VAE encoder that takes as input function evaluations, [zµ, zsd]> = e(ηe, xi) and encodes
these to a latent space, piVAE encoder first transforms the locations to a higher dimensional feature
space via Φ, and then connects this feature space to outputs, x, through a linear mapping, β. The
piVAE decoder takes outputs from the encoder, and attempts to recreate β from a lower dimensional
2The number of evaluation across each function can change in our model, all equations would still hold if K
is conditioned on n ∈ N to be Kn.
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probabilistic embedding. This recreation, βˆ, is then used as a linear mapping with the same Φ to get
a reconstruction of the outputs xˆ. It is crucial to note that a single β vector is not learnt. Instead, for
each function in i ∈ N a βi is learnt. End-to-end piVAE is:
xˆke,i = β
>
i Φ(s
k
i )
[zµ, zsd]
> = e(ηe, βi)
Z ∼ N (zµ, z2sdI)
βˆi = d(ηd,Z)
xˆkd,i = βˆ
>
i Φ(s
k
i ) . (5)
It can be seen from Eq. 5 that the central task is not, as in the VAE, to recreate the input (note xˆ
in both ends of piVAE) but to reconstruct the linear parameters β that can map a shared Φ onto the
inputs. End to end learning is performed in piVAE to estimate parameters for ηe, ηd, Φ and β. The
evidence lower bound to be maximised is similar to that for the VAE, except the likelihood term now
has an additional term for the reconstructing via feature transformation and linear mapping.
arg max
ηe,ηd,Φ,βi
p(xki |βi, ski , φ, ηe) + p(xki |Z, ski , φ, ηd)− KL
(N (zµ, z2sdI)‖N (0, I)) (6)
When assuming a Gaussian likelihood, Eq. 6 can be simplified to the following loss function:
arg min
ηe,ηd,Φ,β
(xki − βTi Φ(ski ))2 + (xki − βˆi
T
Φ(ski ))
2 + KL
(N (zµ, z2sdI)‖N (0, I)) . (7)
In Eq. 7, the first term ensures a minimum square error of the linear mapping (β) of Φ and the input.
The second term ensures a minimum square error of the reconstructed (βˆ) linear mapping of Φ and
the input. The third term is a KL loss to ensure the latent dimension is as close to N (0, I) as possible.
Once again it is important to note the indices i. A different βi is learnt for every function draw (xi, si)
but the same Φ is used. This means we need to learn ηe, ηd,Φ but also N βs, one for each sample
function. While this may seem like a huge computational task, K is typically quite small (< 200)
and so learning can be relatively quick (dominated by matrix multiplication of hidden layers).
The piVAE can be used as a generative model. Generating a function f is done by first, selecting
input locations, s, and then drawing z ∼ N (0, I). This sample z is then transformed into a sample
through a deterministic transformation via the decoder and Φ, f(·) := d(z)>Φ(·). The piVAE can be
used for inference on new data pairs (sj , yj), where the unnormalised posterior distribution is
p(Z|d, yj , sj ,Φ) ∝ p(yj |d, sj ,Z,Φ)p(Z) (8)
p(zµ, zsd|d, yj , sj ,Φ) ∝ p(yj |d, sj , zµ, zsd,Φ)N (zµ, z2sdI)
We note, (sj , yj) is a set of observed data, i.e., it is a collection of (input, output) locations from a
new unknown function that is to be inferred. Further, the distinguishing difference between Eq. (3)
and Eq. (8) is conditioning on input locations and Φ. It is Φ that ensures piVAE is a valid stochastic
process. We formally prove this below:
Theorem 1 (Exchangeability) Consider a permutation function pi, locations s1, . . . , sn, fixed and
bounded functions Φ and d, and a multivariate Gaussian random variable Z . Together, these define
the random function f(·) = d(Z)>Φ(·). To lighten notation below we define f(si) := fi. We claim:
p(f1, . . . , fn) = p(fpi(1), . . . , fpi(n)) .
Proof. p(f1, . . . , fn) =
∫
Z
p(f1, . . . , fn|Z)p(Z)dZ =
∫
Z
n∏
i=1
p(d(Z)>Φ(si)|Z)p(Z)dZ
=
∫
Z
p(fpi(1), . . . , fpi(n))|Z)p(Z)dZ = p(fpi(1), . . . , fpi(n))
Where the second equality follows by the definition of f . 
Theorem 2 (Consistency) Under the same conditions as Theorem 1, and given an extra location
sn+1 we claim: p(f1, . . . , fn) =
∫
fn+1
p(f1, . . . , fn+1)dfn+1 .
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Proof.
∫
fn+1
p(f1, . . . , fn+1)dfn+1 =
∫
fn+1
∫
Z
p(f1, . . . , fn+1|Z)p(Z)dZdfn+1
=
∫
fn+1
∫
Z
n∏
i=1
p(d(Z)>Φ(si)|Z)p(d(Z)>Φ(si+1)|Z)p(Z)dZdfn+1
=
∫
Z
n∏
i=1
p(d(Z)>Φ(si)|Z)p(Z)
∫
fn+1
p(d(Z)>Φ(si+1)|Z)dfn+1dZ
=
∫
Z
n∏
i=1
p(d(Z)>Φ(si)|Z)p(Z)dZ = p(f1, . . . , fn) 
We first demonstrate the utility of our proposed piVAE model by fitting the simulated 1-D regression
problem introduced in [29]. The training points for the dataset are created by uniform sampling
of 20 inputs, x, between (−4, 4). The corresponding output is set as y ∼ N (x3, 9). We fit two
different variants of piVAE, representing two different prior classes of functions. The first prior
produces cubic monotonic functions and the second prior is a GP with an RBF kernel and a two layer
neural network. We generated 104 different function draws from both priors to train the respective
piVAE. One important consideration in piVAE is to chose a sufficiently expressive Φ, we used a RBF
layer with trainable centres coupled with two layer neural network with 20 hidden units each. We
compare our results against 20,000 Hamiltonian Monte Carlo (HMC) samples [30] implemented
using Stan [22]. Details for the implementation for all the models can be found in the Appendix [28].
Fig. 2(a) presents results for piVAE with a cubic prior, Fig. 2(b) with the GP+NN prior, and Fig. 2(c)
for a standard RBF + HMC. Both, the mean estimates and the uncertainty from piVAE variants, are
closer, and more constrained than the ones using HMC. Importantly, piVAE with cubic prior not only
produces better point estimates but is able to capture better uncertainty bounds. This demonstrates
that piVAE can be used to incorporate domain knowledge about the functions being modelled.
In many scenarios, learning just the mapping of inputs to outputs is not sufficient as other functional
properties are required to perform useful (interesting) analysis. For example, using point processes
requires knowing the underlying intensity function, however, to perform inference we need to
calculate the integral of that intensity function too. Calculating this integral, even in known analytical
form, is very expensive. Hence, in order to circumvent the issue, we use piVAE to learn both function
values and its integral for the observed events. Figure 3 shows piVAE prediction for both the intensity
and integral of a simulated 1-D Log Gaussian Cox Process (LGCP).
In order to train piVAE to learn from the function space of 1-D LGCP functions, we first create a
training set by drawing 10,000 different samples of the intensity function using an RBF kernel for
1-D LGCP. For each of the drawn intensity function, we choose an appropriate time horizon to sample
80 observed events (locations) from the intensity function. The piVAE is trained on the sampled
80 locations with their corresponding intensity and the integral. The piVAE therefore outputs both
the instantaneous intensity and the integral of the intensity. The implementation details can be seen
in the Appendix [28]. For testing, we first draw a new intensity function (1-D LGCP) using the
same mechanism used in training and sample 100 events (locations). As seen in Fig. 3 our estimated
intensity is very close to true intensity and even the estimated integral is close to the true integral.
This example shows that the piVAE approach can be used to learn not only function evaluations but
properties of functions.
3 Results
3.1 Examples
Here we show applications of piVAE on three real world datasets. In our first example we use piVAE
to predict the deviation in land surface temperature in East Africa [31]. We have the deviation in land
surface temperatures for ∼89,000 locations across East Africa. Our training data consisted of 6,000
uniformly sampled locations. Temperature was predicted using only the spatial locations as inputs.
Fig. 4 shows the results of the ground truth (a), our piVAE (b), a full rank Gaussian process with
Matérn kernel [32], and low rank Gauss Markov random field (a widely used approach in the field of
geostatistics) with 1, 046 ( 16 th of the training size) basis functions [7, 33]. We train our piVAE model
on 107 functions draws from 2-D GP with small lengthscales between 10−5 to 2. Φ was set to be a
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Figure 2: The true underlying function is y ∼ N (x3, 9). (a) piVAE trained on a class of cubic
functions, (b) piVAE trained on samples from a Gaussian process with RBF kernel and (c) is a
Gaussian process with RBF kernel fit with HMC
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Figure 3: Inferring the intensity of a log Gaussian Cox Process. (a) compares the posterior distribution
of the intensity estimated by piVAE to the true intensity function on train and test data. (b) compares
the posterior mean of the cumulative integral over time estimated by piVAE to the true cumulative
integral on train and test data.
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Figure 4: Deviation in land surface temperature for East Africa trained on 6000 random uniformly
chosen locations [31]. Plot (a) is the data, (b) is our piVAE approach (testing MSE: 0.38), (c) Is a
full rank GP with Matérn 32 kernel (testing MSE: 2.47) and (d) Is a low rank SPDE approximation
with 1953 basis functions [7] and a Matérn 32 kernel (testing MSE: 2.91). The piVAE not only has a
substantially lower test error but captures fine scale features much better than a Gaussian process.
Matérn layer with 1,000 centres followed by a two layer neural network of 100 hidden units in each
layer. The piVAE latent dimension was set to 20. As seen in Fig. 4, piVAE is able to capture small
scale features and produces a far better reconstruction than the both full and low rank GP and despite
having a much smaller latent dimension of 20 vs 6,000 (full) vs 1,046 (low). The testing error is
substantially better than the full rank GP which begs the question, why does piVAE perform so much
better than a GP, despite being trained on samples from a GP? One possible reason is that the extra
hidden layers in Φ create a much richer structure that could capture elements of non-stationarity [31].
Alternatively, the ability to use state-of-the-art MCMC and estimate a reliable posterior expectation
might create resilience to overfitting. The training/testing error for piVAE is 0.07/0.38, while the full
rank GP is 0.002/2.47. Therefore the training error is 37 times smaller in the GP, but the testing error
is only 6 times smaller in piVAE suggesting that, despite marginalisation, the GP is still overfitting.
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Method RMSE NLL
Full rank GP 0.099 -0.258
piVAE 0.112 0.006
SGPR (m = 512) 0.273 0.087
SVGP (m = 1024) 0.268 0.236
Table 1: Test results for piVAE, a full rank GP and approximate algorithms SGPR and SVGP on
Kin40K.
Table 1 compares piVAE on the Kin40K [34] dataset to state-of-the-art full and approximate GPs,
with results taken from Wang et al. [35]. The objective was to predict the distance of a robotic arm
from the target given the position of all 8 links present on the robotic arm. In total we have 40,000
samples which are divided randomly into 23 training samples and
1
3 test samples. We train piVAE on
107 functions drawn from an 8-D GP, observed at 200 locations, where each of the 8 dimensions had
values drawn uniformly from the range (−2, 2) and lengthscale varied between 10−3 to 10. Once
piVAE was trained on the prior function we use it to infer the posterior distribution for the training
examples in Kin40K. Table 1 shows results for RMSE and negative log-likelihood (NLL) of piVAE
against various GP methods on test samples. The full rank GP results reported in Wang et al. [35] are
better than those we obtain from piVAE, but we are competitive, and far better than the approximate
GP methods. We also note here that the exact GP is based on maximum marginal likelihood while
piVAE performs full Bayesian inference; all posterior checks were excellent showing calibration both
in uncertainty and point estimates. For detailed diagnostics see the Appendix.
Finally, we apply piVAE to the task of reconstructing MNIST digits from partial observations. We
first train our piVAE on MNIST digits train dataset (not partial) with 40 latent dimensions. Encoder
has 256 and 128 hidden units in first and second layer respectively. Images in testing are sampled
such that only 10, 20 or 30% of pixel values are used and then piVAE is predicts the intensity at all
other pixel locations. As seen from Fig. 7(Appendix), the performance of piVAE increases with pixel
density, but even with 10% of pixels our model is able to learn a decent approximation of the image.
The uncertainty in prediction can be seen from the different samples produced by the model for the
same data. As the number of given locations increases, the variance between samples decreases with
quality of the image also increasing.
4 Discussion and Conclusion
In this paper we have proposed a novel VAE formulation of a stochastic process,with the ability
to learn function classes and properties of functions. Our piVAEs typically have a small (5-50) ,
uncorrelated latent dimension of parameters, so Bayesian inference with MCMC is straightforward
and highly effective at successfully exploring the posterior distribution. This accurate estimation of
uncertainty is essential in many areas such as medical decision-making.
piVAE combines the power of deep learning to create high capacity function classes, while ensur-
ing tractable inference using fully Bayesian MCMC approaches. Our 1-D example in Figure 2
demonstrates that an exciting use of piVAE is to incorporate domain knowledge about the problem.
Monotonicity or complicated dynamics can be encoded directly into the prior [36] on which piVAE is
trained. Our log-Gaussian Cox Process example shows that not only functions can be modelled, but
also properties of functions such as integrals. Perhaps the most surprising result is the performance of
the piVAE on spatial interpolation. Despite being trained on samples from a Gaussian process, piVAE
substantially outperforms a full rank GP. We conjecture this is due to the more complex structure of
the feature representation Φ and due to a resilience to overfitting. The MNIST example highlights
how piVAE can be used as a generative model on a much smaller subset of training data.
There are costs to using piVAE, especially the large upfront cost in training. For complex priors,
training could take days or weeks and will invariably require the heuristics and parameter searches
inherent in applied deep learning to achieve a good performance. However, once trained, a piVAE
network is applicable on a wide range of problems, with the Bayesian inference MCMC step taking
seconds or minutes.
Future work should investigate the performance of piVAE on higher dimensional settings (input
spaces > 10). Other stochastic processes, such as Dirichlet processes, should also be considered.
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5 Broader Impact
Our work provides a scalable method to fit highly complex models using state-of-the-art MCMC
approaches. We hope this method will be adopted by those looking to include domain knowledge
in modelling complex phenomenon. However, given little is still known about disentanglement in
VAEs, researches should be careful in over interpreting results from piVAE as causal or representative
of a fully constrained mechanism. In addition, as VAE’s improve, our method will be susceptible to
individuals creating fake data in bad faith.
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Accompanying the submission piVAE: Encoding stochastic process priors with variational autoen-
coders.
A MCMC diagnostics
Figure 5 presents the MCMC diagnostics for the 1-D GP function learning example shown in Figure 1.
Both Rˆ and effective sample size for all the inferred parameters (latent dimension of the VAE and
noise in the observation) are well behaved with Rˆ ≤ 1.01 (Figure 5(a)) and effective sample size
greater than 1 (Figure 5(b)). Furthermore, even the draws from the posterior predictive distribution
very well capture the true distribution in observations as shown in Figure 5(c).
Figure 5: MCMC diagnostics for VAE inference presented in Figure 1: (a) and (b) shows the values
for Rˆ and
Neff
N
for all parameters inferred with Stan. (c) shows the true distribution of observations
along with the draws from the posterior predictive distribution.
Figure 6 presents the MCMC diagnostics for the kin40K dataset with piVAE as shown in Table 1.
Both Rˆ and effective sample size for all the inferred parameters (latent dimension of the VAE and
noise in the observation) are well behaved with Rˆ ≤ 1.01 (Figure 6(a)) and effective sample size
greater than 0.5 (Figure 6(b)). Furthermore, the draws from the posterior predictive distribution are
shown against the true distribution in observations as shown in Figure 6(c).
B Algorithm
In the following section we provide the algorithm to train, simulate and infer parameters from piVAE.
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Figure 6: MCMC diagnostics for piVAE inference presented in Table 1: (a) and (b) shows the values
for Rˆ and
Neff
N
for all parameters inferred with Stan. (c) shows the true distribution of observations
along with the draws from the posterior predictive distribution.
Algorithm 1 Prior Training for piVAE (stage 1)
1: Draw N functions evaluated at K points. ski
is an observed location with a given function
value xki such that i ∈ N and k ∈ K
2: repeat
3: for each function i do
4: for each location k do
5: transform locations: Φ(ski )
6: multiply by linear basis: xˆke,i ←
βTi Φ(s
k
i )
7: end for
8: append loss1: loss1←MSE(xˆe,i, xi)
9: encode βi with VAE: [zµ, zsd]> =
e(ηe, βi)
10: reparameterize for Z: Z ∼ N (zµ, z2sdI)
11: decode with VAE, βˆi : βˆi = d(ηd,Z)
12: for each location k do
13: transform locations: Φ(ski )
14: multiply by decoded βˆi: xˆkd,i =
βˆ>i Φ(s
k
i )
15: end for
16: append loss2: loss2←MSE(xˆd,i, xi)
17: minimize loss1 + loss2 +
KL (Z‖N (0, I)) to get Φ, βi, ηe, ηd
18: end for
19: until termination criterion satisfied (epochs)
Algorithm 2 Sampling and Inference from piVAE
(stage 2)
Require: Trained decoder d (ηd fixed) and Φ
1: Sampling: Get J different locations where
we need a sample function to be evaluated, sj
where j ∈ J .
2: Sample Z: Z ∼ N (0, I)
3: decode with VAE to get, β : β = d(ηd,Z)
4: for each location j do
5: transform locations: Φ(sj)
6: multiply by decoded β: y˜j ← βTΦ(sj)
7: end for
8: Inference: Observed data has J different lo-
cations, sj where j ∈ J , with corresponding
function values, yj where j ∈ J .
9: Sample Z: Z ∼ N (zµ, z2sdI)
10: decode with VAE to get, β : β = d(ηd,Z)
11: for each location j do
12: transform locations: Φ(sj)
13: multiply by decoded β: y˜j ← βTΦ(sj)
14: end for
15: Bayesian inference:for zµ, zsd use
unormalised posterior distribution
p(yj |d, sj , zµ, zsd,Φ)N (zµ, z2sdI)
Optimization(alternatively): minimize ex-
pected loss between y˜j and yj .
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C MNIST Example
Figure 7 below is the MNIST example referenced in the main test
10% pixels 20% pixels 30% pixels
(a) Sample 1 (b) Sample 1 (c) Sample 1
(d) Sample 2 (e) Sample 2 (f) Sample 2
(g) Sample 3 (h) Sample 3 (i) Sample 3
Figure 7: MNIST reconstruction after observing only 10, 20 or 30% of pixels from original data.
D Implementation Details
All the models have been implemented with Pytorch [37] in Python. For Bayesian inference Stan [22]
was used. For training while using a fixed grid, when not mentioned in main next, in each dimension
we have used a range on -1 to 1. Our experiments ran on a workstation with two NVIDIA GeForce
RTX 2080 Ti cards.
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