We show how the quasi-Newton least squares method (QN-LS) relates to Krylov subspace methods in general and to GMRes in particular.
The quasi-Newton least squares method
The quasi-Newton least squares (QN-LS) method [1, 2] is an iterative method that has been developed to solve a non-linear problem of the form K(p) = 0, where K : R n×1 → R n×1 . In this study we will limit ourselves to the case where K is affine, i.e. K(p) = AKp − b, with AK ∈ R n×n , b ∈ R n×1 . We assume AK is non-singular. We only give the most important characteristics of the method here; more details can be found in [2] . The iterations in the QN-LS method start from po and generate the sequence ps+1 = ps − (K ′ s ) −1 K(ps) (s = 1, 2, . . . ), wherê
and
• Vs = [δpo δp1 . . . δps−1];
In the affine case (1) is equivalent toK
T is an orthogonal projection matrix on the range of Vs and that it has already been proven thatK ′ s cannot become singular before the solution is reached [4] . If we write p * for the solution of K(p) = 0, es = ps − p * and rs = K(ps), then we obtain
3 Comparing QN-LS with Krylov subspace methods Definition 3.1 A Krylov (subspace) method to solve the linear system AKp = b is a method where for the s-th iterate ps we have ps ∈ po + Ks{AK ; ro} and rs⊥Z, where Z ⊂R n×1 has dimension s. The choice of Z defines the particular Krylov subspace method; e.g. for GMRes this is AKKs{AK; ro} [5] .
We will now show that the QN-LS method shows similarities with Krylov subspace methods when applied to the affine problem. More specifically ps ∈ po + Ks{AK ; ro}, but rs⊥(A T H ) −1 Ks−1{AK; ro}. As rs is orthogonal only to an s − 1-dimensional subspace, it is not a Krylov method in the strict sense.
Theorem 3.1 For QN-LS applied to the affine problem we have that ∀j ∈ {0, 1, . . . , s}
For the proof of this theorem we refer to [2] .
Corollary 3.1 For QN-LS applied to the affine problem we have that e1 = AHeo, r1 = AH ro and for s ≥ 1 ∃{γi,s+1}
Proof From (2) and theorem 3.1 it follows that
T is a projection operator on span{ps − ps−1, ps−1 − ps−2, . . . , p1 − po} = span{p1 − po, p2 − po, . . . , ps − po} = span{e1 − eo, e2 − eo, . . . , es − eo}, the latter expression can be written as es+1 = AHeo + AH s i=1 γi,s+1(ei − eo), which proves (3). To prove (4) we only need to multiply (3) by AK and note that AK and AH commute. ps ∈ po + Ks{AK; ro} (5b)
• We will first prove, by induction, that es = eo + qs(AK)eo (s = 1, 2, . . . ), where qs(
We know that e1 = AH eo = eo + (AH − I)eo = eo + q1(AK)eo, where
. We also know (from corollary 3.1) that ∃γ1,2 ∈ R such that
where
. We now prove that, if we have e k = eo + q k (AK)eo for k = 1, 2, . . . s − 1, where
, it follows that es = eo + qs(AK )eo,where
We have (from corollary 3.1) that ∃γ k,s ∈ R, (k = 1, 2, . . . , s − 1); such that
Knowing that ∀k ≤ s − 1 : 
where qs(x) = xqs−1(
• From (11) we see that es+1 ∈ eo + span{AKeo,
K ro} we have proven (5a). (5b) and (5c) follow immediately. For a proof of this corollary we refer to [2] . Proof From lemma 3.1 we know that rs = AHLsL We note that
• for QN-LS ps lies in the same Krylov subspace Ks{AK ; ro} as for GMRes and QN-ILS. rs also lies in the same subspace for the QN-LS, QN-ILS and GMRes methods [3, 5] .
• for QN-LS rs is orthogonal to (A T H ) −1 Ks−1{AK ; ro}, whereas for QN-ILS this is (A T H ) −1 AK Ks−1{AK ; ro} [3] . Both are only subspaces of dimension s − 1; hence these methods do not comply with the definition of a Krylov method. For GMRes rs is orthogonal to AKKs{AK ; ro} [5] .
As the residual and the iterate already share the subspaces of their equivalents in the GMRes method it is fairly easy to adapt the QN-LS method in order to make it algebraically identical to GMRes, based on ideas in [3] . For this we adapt the iterations as follows: ps+1 = ps − 
θs,s]
T and impose rs+1 ∈ Q ⊥ where Q = [q0 |q1 | . . . |qs]. This leads to Θs = (Q T Q) −1 Q T rs. AsKi (i = 0, 1, . . . , s) is non-singular [4] we have that {∆i} s i=0 forms a basis for the Krylov subspace Ks{AK ; ro}. It follows that {qi} s i=o forms a basis for the Krylov subspace AKKs{AK ; ro} to which rs+1 is now orthogonal. Hence this modification makes the QN-LS method algebraically identical to GMRes.
