Magnetic ordered structure dependence of magnetic refrigeration
  efficiency by Tamura, Ryo et al.
ar
X
iv
:1
40
6.
64
62
v2
  [
co
nd
-m
at.
mt
rl-
sc
i] 
 21
 A
ug
 20
14
YITP-14-48
Magnetic ordered structure dependence of magnetic refrigeration efficiency
Ryo Tamura,1, a) Shu Tanaka,2, b) Takahisa Ohno,3, c) and Hideaki Kitazawa4, d)
1)International Center for Young Scientists, National Institute for Materials Science, 1-2-1, Sengen, Tsukuba,
Ibaraki 305-0047, Japan
2)Yukawa Institute for Theoretical Physics, Kyoto University, Kitashirakawa-Oiwakecho, Sakyo-Ku, Kyoto 606-8502,
Japan
3)Computational Materials Science Unit, National Institute for Materials Science, 1-2-1 Sengen, Tsukuba,
Ibaraki 305-0047, Japan
4)Quantum Beam Unit, National Institute for Materials Science, 1-2-1 Sengen, Tsukuba, Ibaraki 305-0047,
Japan
(Dated: 6 October 2018)
We have investigated the relation between magnetic ordered structure and magnetic refrigeration efficiency
in the Ising model on a simple cubic lattice using Monte Carlo simulations. The magnetic entropy behaviors
indicate that the protocol, which was first proposed in [Appl. Phys. Lett. 104, 052415 (2014).], can
produce the maximum isothermal magnetic entropy change and the maximum adiabatic temperature change
in antiferromagnets. Furthermore, the total amount of heat transfer under the proposed protocol reaches a
maximum. The relation between measurable physical quantities and magnetic refrigeration efficiency is also
discussed.
I. INTRODUCTION
Cooling phenomena are widely used in everyday ap-
plications, such as food storage and medical treatment,
and also in technology for next-generation electronics,
such as hydrogen-fuel cells1–4 and quantum information
processing5–8. Thus, high-performance cooling technol-
ogy has been actively developed for many fields. A
ubiquitous cooling technology is gas refrigeration, which
rely on a compressor cycle of refrigerant gas. Another
method, called magnetic refrigeration, which uses mag-
netic materials for cooling, has attracted much attention,
because the magnetic entropy density is high compared
with that of gas refrigeration9–45. The magnetic entropy
change is caused by varying control parameters, such as
the temperature and magnetic field, which is called mag-
netocaloric effect (MCE), and it leads to magnetic re-
frigeration. The magnetic entropy is low in magnetic
ordered states, such as ferromagnetic and antiferromag-
netic states. However, the magnetic entropy increases
as the temperature increases, because the equilibrium
state is disordered. In a word, high-efficiency magnetic
refrigeration can be achieved by designing low- and high-
entropy states.
The temperature T and magnetic field H dependences
of the magnetic entropy SM(T,H) are important for de-
signing magnetic refrigeration cycles. In ferromagnets
and paramagnets, the magnetic entropy decreases as the
magnetic field increases at a given temperature (Fig. 1
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(a)). Figure 1 (a) shows the two main processes in mag-
netic refrigeration. In the isothermal demagnetization
process, when the magnetic field decreases from H2 to
H1 at temperature T1, the magnetic entropy changes ac-
FIG. 1. (Color online) (a) Temperature dependence of the
magnetic entropy SM(T,H) under magnetic fields H1 (black
line) and H2 (gray line) (H1 < H2) in ferromagnets or para-
magnets. Two typical processes in magnetic refrigeration are
indicated by the solid arrows. (b) Temperature dependence of
the isothermal magnetic entropy change ∆SM(T,H2 → H1)
in ferromagnets or paramagnets.
2cording to
∆SM(T1, H2 → H1) = SM(T1, H1)− SM(T1, H2), (1)
which is called the isothermal magnetic entropy change.
∆SM(T1, H2 → H1) in Fig. 1 (a) is positive, which means
that the magnetic entropy increases and the magnetic
system absorbs the amount of heat T1∆SM(T1, H2 →
H1). Thus, a large isothermal magnetic entropy change
is required for good magnetic refrigeration materials. In
the adiabatic magnetization process, the magnetic field
increases from H1 to H2 with no change in the magnetic
entropy. The initial temperature is T1 and the tempera-
ture of the magnetic materials changes according to
∆Tad(T1, H1 → H2) = T2 − T1, (2)
where T2 is the temperature, such that SM(T1, H1) =
SM(T2, H2). ∆Tad(T1, H1 → H2) is the adiabatic tem-
perature change. ∆Tad(T1, H1 → H2) in Fig. 1 (a) is
positive, which means that the temperature of the mag-
netic material increases. In the active magnetic regen-
erator (AMR) cycle or its similar cycles46–53, the adia-
batic temperature change is used directly. Thus, a large
adiabatic temperature change is another requirement for
good magnetic refrigeration materials. The relative cool-
ing power (RCP) has been often used as a benchmark
for good magnetic refrigeration materials.54 The RCP is
defined as
RCP(H2 → H1)
= ∆SM max(H2 → H1)×∆T1/2(H2 → H1), (3)
where ∆SM max(H2 → H1) and ∆T1/2(H2 → H1) are
the maximum value and the full width at half maximum
of ∆SM(T,H2 → H1) at given H1 and H2, respectively
(Fig. 1 (b)). Magnetic materials with a large RCP ex-
hibit a large isothermal magnetic entropy change over a
wide temperature range. Hereafter, the argument of the
quantities will be sometimes omitted.
Magnetic materials with a large ∆SM, ∆Tad, and RCP
are considered to have a high magnetic refrigeration ef-
ficiency. Ferromagnets are a good magnetic refrigeration
material because of their large magnetic field response
near the Curie temperature55–65. In a simple protocol,
the magnetic field changes from finite H to zero during
the isothermal demagnetization process, and from zero to
finite H during the adiabatic magnetization process; that
is, H1 = 0 in Fig. 1. This protocol has been used in most
previous studies of magnetic refrigeration. We refer to
this method as the conventional protocol. Recently, the
MCE in non-ferromagnetic materials, such as antiferro-
magnets and random magnets, has been experimentally
investigated to explore their potential application in mag-
netic refrigeration66–79. In these magnetic materials, the
magnetic refrigeration efficiency calculated with the con-
ventional protocol is sometimes small.
We have focused on the relation between the magnetic
refrigeration efficiency and the magnetic ordered struc-
ture. In Ref. 80, we focused on just the isothermal de-
magnetization process and investigated ∆SM of the Ising
model on a simple cubic lattice using the Wang-Landau
method.81–83 Ref. 80 studied ∆SM in a ferromagnet and
in A-, C-, and G-type antiferromagnets, which are typical
magnetic ordered structures. The MCE in the antiferro-
magnets differs from that in the ferromagnet. Further-
more, we proposed a new magnetic refrigeration protocol.
The proposed protocol produces larger ∆SM in antifer-
romagnets than the conventional protocol.
This paper continues the work in Ref. 80 and aims to
elucidate the relation between the magnetic refrigeration
efficiency and typical magnetic ordered structures. In
particular, we focus on the following. (i) We study the
relation between MCE and measurable physical quanti-
ties, such as specific heat and magnetization. (ii) We con-
sider the performance of magnetic refrigeration in both
the isothermal demagnetization process and the adia-
batic magnetization process.
The rest of the paper is organized as follows. In Sec. II,
we introduce the Ising model on a simple cubic lattice and
the magnetic ordered structures considered in this paper.
In Sec. III, we explain how to obtain physical quantities
using the Wang-Landau method. The dependence of the
magnetic entropy on the magnetic ordered structures is
shown. In addition, we discuss the relation between the
magnetic entropy and the behavior of the specific heat
and magnetization. In Sec. IV, the magnetic refrigera-
tion efficiency in the isothermal and adiabatic magneti-
zation processes is considered. To estimate the efficiency,
we calculate the isothermal magnetic entropy change and
the adiabatic temperature change. The RCP is not suf-
ficient for estimating the magnetic refrigeration perfor-
mance in this study. Thus, to investigate the efficiency
in the isothermal demagnetization process in more detail,
we introduce a new quantity called total cooling power
(TCP) to replace the RCP. Section V is the conclusion.
In Appendix A, we explain the properties of the TCP.
Mean-field analysis of magnetic refrigeration is described
in Appendix B.
II. ISING MODEL ON A SIMPLE CUBIC LATTICE
In this section, we introduce the model for investi-
gating the dependence of the magnetic refrigeration ef-
ficiency on the magnetic ordered structures. We con-
sider the MCE in the S = 1/2 Ising models on a sim-
ple cubic lattice using statistical thermodynamics. Let
N = L × L × L be the number of sites, where L is the
linear dimension. The model Hamiltonian is defined by
H = −Jab
∑
〈i,j〉ab
szi s
z
j − Jc
∑
〈i,j〉c
szi s
z
j −H
∑
i
szi , s
z
i = ±
1
2
,
(4)
where Jab and Jc are nearest-neighbor interactions in the
ab-plane and in the c-axis, respectively, and H is the uni-
form magnetic field parallel to the z-axis of spin. Here,
the g-factor and the Bohr magneton µB are set to unity.
3FIG. 2. (Color online) Schematics of ordered magnetic structures in the Ising models on a simple cubic lattice. The signs of the
magnetic interactions Jab and Jc and the wave vector k, when the lattice constant is set to unity, are shown for each magnetic
structure. These figures were drawn by VESTA84.
The periodic boundary conditions are imposed for all di-
rections. In this paper, we focus on the ferromagnetic
structure and the A-, C-, and G-type antiferromagnetic
structures shown in Fig. 2 as in Ref. 80. These are typical
magnetic ordered structures.
Throughout this paper, the absolute values of interac-
tions are set as the same, J := |Jab| = |Jc|, where J is the
energy unit. The A-, C-, and G-type antiferromagnetic
structures are bipartite magnetic structures. The blue
and red arrows in Fig. 2 indicate the spins on respective
sublattices. At H = 0, the thermodynamic properties of
these models, which have any one of the antiferromag-
netic ground states, are the same as the ferromagnetic
Ising model when the gauge transformation (szi → −s
z
i
for any i in one of sublattices) is applied. Thus, a second-
order phase transition occurs at the critical temperature
Tc/J = 1.127 · · ·
85 for all cases where H = 0. Here, the
Boltzmann constant kB is set to unity. For the ferromag-
net, Tc/J is the Curie temperature, and Tc/J is the Ne´el
temperature for the antiferromagnets.
III. MONTE CARLO SIMULATION RESULTS
In this section, we consider the MCE behavior in the
Ising model. We obtain the dependence of the magnetic
entropy, the magnetic specific heat, and the magnetiza-
tion on T andH by using the Wang-Landau method81–83.
The Wang-Landau method is a Monte Carlo method and
performs a random walk in energy space. It can directly
calculate the absolute density of states g(E,H), where E
is the energy of the state. The absolute density of states
is normalized as
∑
E g(E,H) = 2
N which corresponds
to the total number of states. In other words, the mag-
netic entropy per spin is ln 2 = 0.693 · · · for the limit of
T →∞. The partition function Z(T,H), the Helmholtz
free energy F (T,H), and the internal energy U(T,H) at
a given T and H can be calculated with the obtained
g(E,H) by
Z(T,H) =
∑
E
g(E,H)e−βE , (5)
F (T,H) = −T lnZ(T,H), (6)
U(T,H) =
1
Z(T,H)
∑
E
Eg(E,H)e−βE , (7)
where β is the inverse temperature 1/T . Using these
quantities, SM(T,H) and the magnetic specific heat per
spin CM(T,H) are obtained by
SM(T,H) =
1
N
U(T,H)− F (T,H)
T
, (8)
CM(T,H) =
1
N
∂U(T,H)
∂T
. (9)
We can directly calculate the magnetic entropy without
integrating the magnetic specific heat or the magnetiza-
tion, which is an advantage of the Wang-Landau method.
Furthermore, the magnetization per spin m(T,H) is cal-
culated by
m(T,H) =
1
Z(T,H)
∑
E
〈m˜(E,H)〉g(E,H)e−βE, (10)
where 〈m˜(E,H)〉 is a microcanonical ensemble average
of the magnetization per spin, which can be calculated
simultaneously with g(E,H).
Using the Wang-Landau method, the temperature de-
pendence of the magnetic entropy SM(T,H) for L = 16
is obtained (Fig. 3). The magnetic entropies for L = 8,
12, and 16 collapse within the line width in Fig. 3, thus
we use a lattice size of L = 16 throughout this paper. In
the ferromagnet, the magnetic entropy decreases as the
magnetic field increases for any temperature. The same
behavior is observed in the paramagnetic phase above Tc
in antiferromagnets. In contrast, the magnetic entropy
behavior in antiferromagnets below the Ne´el temperature
4FIG. 3. (Color online) Temperature dependence of the magnetic entropy per spin SM(T,H) for L = 16 under various magnetic
fields obtained by the Wang-Landau method. The insets show the temperature dependence of Hmax(T ) at which the magnetic
entropy reaches its maximum.
FIG. 4. (Color online) (a) Magnetic field dependence of SM(T,H) with T/Tc = 0.5 for L = 16 for the ferromagnet. (b)
Magnetic field dependence of SM(T,H) with T/Tc = 0.5 for L = 16 for the G-type antiferromagnet. (c) Snapshots of the
spins of the G-type antiferromagnet for H/J = 0, 2.9, and 5.0 at T/Tc = 0.5. (d) Masked snapshots of the spins of the G-type
antiferromagnet for H/J = 0, 2.9, and 5.0 at T/Tc = 0.5. (c) and (d) were drawn by VESTA
84.
differs from the behavior in the ferromagnet. The mag-
netic entropy in antiferromagnets reaches a maximum
value at finite H below Tc, whereas in the ferromagnet,
the maximum magnetic entropy at a given T is achieved
whenH = 0. LetHmax(T ) be the magnetic field at which
the magnetic entropy reaches its maximum value at T .
The insets of Fig. 3 show the temperature dependence of
Hmax(T ) for antiferromagnets. As the temperature in-
creases, Hmax(T ) monotonically decreases. In addition,
a large residual magnetic entropy of about ln 2/2 is ob-
served in the G-type antiferromagnet with H/J = 3.0.
The large residual magnetic entropy indicates the ex-
istence of macroscopically degenerate ground states, as
found in frustrated magnetic systems86–102.
Next, we consider the microscopic origin of nonzero
Hmax(T ) in antiferromagnets compared with the ferro-
magnet. Figures 4 (a) and (b) show the magnetic field
dependence of the magnetic entropy at T/Tc = 0.5 for
the ferromagnet and the G-type antiferromagnet, respec-
tively. In the ferromagnet, the magnetic entropy de-
creases as the magnetic field increases because the mag-
netic field reinforces the ferromagnetic order. In contrast,
for the G-type antiferromagnet, the magnetic field depen-
dence of the magnetic entropy has a peak at Hmax(T )(6=
0). In antiferromagnets, the ordered magnetic structure
is destroyed by the magnetic field. Thus, the magnetic
entropy increases as the magnetic field increases below
Hmax(T ). When we apply a strong magnetic field greater
than Hmax(T ), the spin structure becomes a saturated
ferromagnetic structure. Thus, the magnetic entropy de-
creases as the magnetic field increases above Hmax(T ).
Figure 4 (c) shows snapshots of the spin configuration
of the G-type antiferromagnet at T/Tc = 0.5. Because
the temperature is lower than the Ne´el temperature, the
5FIG. 5. (Color online) (a) Temperature dependence of the magnetic specific heat per spin CM(T,H) for L = 16 under various
magnetic fields obtained by the Wang-Landau method. (b) Temperature dependence of magnetization per spin m(T,H) for
L = 16 under various magnetic fields obtained by the Wang-Landau method. (c) Magnetic field dependence of m(T,H) at
fixed temperatures of T/Tc = 0.0− 2.0 for L = 16. (d) Magnetic field dependence of magnetic susceptibility per spin χM(T,H)
at fixed temperatures of T/Tc = 0.0 − 2.0 for L = 16. The Insets show Hmax(T )/J (gray curves) and the peak position of
χM(T,H) (black crosses).
antiferromagnetic ordered state appears at H = 0. To
represent the antiferromagnetic ordered structure more
clearly, masked snapshots of spin configuration are also
shown (Fig. 4 (d)). In the masked snapshots, the local
gauge transformation szi → −s
z
i is applied to any spins
in one of two sublattices in the G-type antiferromagnet.
Thus, most spins in the masked snapshot at H/J = 0
are the same color, which indicates that the structure
is almost completely antiferromagnetically ordered. The
snapshot of spin configuration at H/J = 2.9 which is
near Hmax(T )(<∼ 2.9J) is shown in the middle panel of
Fig. 4 (c). The spin structure is almost random, which
can be also confirmed in the masked snapshot of the spin
configuration (middle panel of Fig. 4 (d)). This is a mag-
netic field induced disordered state. Near the magnetic
field value, the magnetic entropy should be large. The
snapshot of the spin configuration at H/J = 5.0, which
is larger than Hmax(T ), is shown in the right panel of
Fig. 4 (c). The spins are almost parallel to the magnetic
field at H/J = 5.0. As the magnetic field increases from
Hmax(T ), the saturated ferromagnetic structure appears
and the magnetic entropy decreases.
6Here, we consider the relation between the behavior of
the magnetic entropy and measurable physical quantities.
Figures 5 (a) and (b) show the temperature dependence
of the magnetic specific heat CM(T,H) and magnetiza-
tion m(T,H) under various magnetic fields, which are
obtained by the Wang-Landau method using Eqs. (9)
and (10). Let us discuss why nonzero Hmax(T ) exists
in antiferromagnets from the behaviors of CM(T,H) and
m(T,H). The magnetic entropy SM(T,H) is calculated
from CM(T,H) and m(T,H) as
SM(T,H) =
∫ T
0
CM(T
′, H)
T ′
dT ′ + SM(0, H), (11)
SM(T,H) =
∫ H
0
(
∂m(T,H ′)
∂T
)
H′
dH ′ + SM(T, 0).
(12)
First, we focus on the magnetic specific heat below Tc
(Fig. 5 (a)). The second term in Eq. (11) is the residual
magnetic entropy and should always be zero in the ferro-
magnet. Since the integrand in the first term in Eq. (11)
satisfies the inequality CM(T,H1)/T > CM(T,H2)/T for
any T (< Tc), H1, and H2 with H1 < H2, it follows
that SM(T,H1) > SM(T,H2); that is, Hmax(T ) is al-
ways zero below the Curie temperature. As shown in
Fig. 3, Hmax(T → 0)/J = 1, 2, 3 for the A-, C-, and G-
type antiferromagnets, respectively, and Hmax(T ) mono-
tonically decreases as the temperature increases. Here
we consider a magnetic field lower than Hmax(T → 0).
In this region, because the residual magnetic entropy is
zero as it is for the ferromagnet, it is sufficient to com-
pare the integrand in the first term in Eq. (11). Figure 5
(a) shows that there is a region in which the inequality
CM(T,H1)/T < CM(T,H2)/T is satisfied for H1 < H2
below Tc. In this region, the magnetic entropy increases
with the magnetic field. Thus, in antiferromagnets,
Hmax(T ) is a finite value below the transition tempera-
ture. Next we consider the relation between the magnetic
entropy and the magnetization (Fig. 5 (b)). In the ferro-
magnet, the magnetization decreases as the temperature
increases. Since the inequality SM(T,H1) > SM(T,H2) is
satisfied for any values of T , H1, and H2 with H1 < H2,
the value of Hmax(T ) should be zero for all tempera-
tures from Eq. (12). In contrast, in antiferromagnets
below Tc, because
(
∂m(T,H′)
∂T
)
H′
can be positive in the
small H region (Fig. 5 (b)), Eq. (12) shows that the mag-
netic entropy can increase with the magnetic field. Thus,
Hmax(T ) is a finite value below Tc. The peak position in
the temperature dependence of the magnetization under
H (Fig. 5 (b)) corresponds to the temperature, such that
H = Hmax(T ). In other words, the sign of
(
∂m(T,H′)
∂T
)
H′
changes at temperature T , such that H ′ = Hmax(T ).
Finally, we show the magnetic field dependence of the
magnetization in Fig. 5 (c). The transition between the
antiferromagnetic ordered state, wherem(T,H) = 0, and
the saturated ferromagnetic state, where m(T,H) = 0.5,
is observed in antiferromagnets below Tc. The magnetic
susceptibility, defined as χM(T,H) =
(
∂m(T,H)
∂H
)
T
, is
shown in Fig. 5 (d), in which the peak positions cor-
respond to Hmax(T ) (inset of Fig. 5 (d)). Note that the
magnetic susceptibility peak positions are the metamag-
netic transition points.
IV. MAGNETIC REFRIGERATION EFFICIENCY
In this section, we consider the magnetic refrigeration
efficiency of the ferromagnet and the A-, C-, and G-type
antiferromagnets for the isothermal demagnetization pro-
cess and the adiabatic magnetization process. We com-
pare the magnetic refrigeration efficiency of the proposed
protocol reported in Ref. 80 with that of the conventional
protocol.
In the isothermal demagnetization process under the
conventional protocol, the magnetic field is changed from
finite H to zero (left panel of Fig. 6). This protocol is
efficient when SM(T,H) decreases as H increases at a
given temperature, which is realized in ferromagnets and
paramagnets. The conventional protocol has been used
in most previous studies. In contrast, Ref. 80 proposed
the protocol that ∆SM given by Eq. (1) is the maximum
value. Thus, the maximum amount of heat can be ab-
sorbed using the proposed protocol shown in the right
panel of Fig. 6. The magnetic field is changed from H
to Hmax(T ) (purple dotted curve). Hmax(T ) is a finite
value below Tc, whereas Hmax(T ) = 0 above Tc in an-
tiferromagnets (insets of Fig. 3). The proposed proto-
col is more efficient than the conventional protocol when
the H-dependence of SM(T,H) has a peak at finite H ,
as in antiferromagnets (Fig. 4 (b)). Note that because
Hmax(T ) = 0 for all temperatures in the ferromagnet,
the proposed protocol includes the conventional protocol
for ferromagnets and paramagnets.
FIG. 6. (Color online) (Left) Schematic of the conventional
protocol, which is suitable for ferromagnets and paramagnets
in the isothermal demagnetization process. (Right) Schematic
of the proposed protocol, which is suitable for antiferromag-
nets in the isothermal demagnetization process, proposed in
Ref. 80. Note that for the adiabatic magnetization process,
the direction of the arrows is reversed.
7FIG. 7. (Color online) (a) Isothermal magnetic entropy change as a function of temperature under the conventional protocol
(H → 0) for L = 16. (b) Isothermal magnetic entropy change as a function of temperature under the proposed protocol
(H → Hmax(T )) for L = 16.
In Ref. 80, the magnetic refrigeration efficiency is only
considered with respect to the amount of heat absorption
during the isothermal demagnetization process. In this
work, we examine the magnetic refrigeration efficiency in
the isothermal demagnetization and adiabatic magneti-
zation processes. We show that the protocol proposed in
Ref. 80 is useful for obtaining high magnetic refrigeration
efficiencies in the two typical processes.
A. Isothermal demagnetization process
In this subsection, we focus on the isothermal demag-
netization process (Fig. 1 (a)). Figures 7 (a) and (b) are
the temperature dependences of ∆SM(T,H → 0) under
the conventional protocol and ∆SM(T,H → Hmax(T ))
under the proposed protocol103, respectively. Here, H
is the magnetic field at the start point in both proto-
cols. In the ferromagnet, becauseHmax(T ) is always zero,
both processes are the same. Thus, ∆SM(T,H → 0)
is always positive and the magnetic entropy increases.
In contrast, ∆SM(T,H → 0) can be negative in anti-
ferromagnets below Tc. In this case, the magnetic en-
tropy decreases under the conventional protocol, which
is called the inverse MCE104–108 (Fig. 7 (a)). The in-
verse MCE does not appear in the proposed protocol
as ∆SM(T,H → Hmax(T )) is always positive (Fig. 7
(b)) through the definition of Hmax(T ). In addition,
∆SM(T,H → Hmax(T )) ≥ ∆SM(T,H → 0) is always
satisfied and achieves the maximum value. Thus, the
proposed protocol is useful for obtaining a large isother-
mal magnetic entropy change in antiferromagnets.
Next, we consider the performance of the magnetic
refrigeration in the proposed protocol from a different
perspective. Let us consider a refrigerator that trans-
fers heat from a low-temperature reservoir to a high-
temperature reservoir when the magnetic field is changed
from H2 to H1. The amount of transferred heat, called
the cooling capacity q, is given by
q =
∫ Th
Tl
∆SM(T,H2 → H1)dT, (13)
where Tl and Th are the temperatures of the low- and
high-temperature reservoirs, respectively. In ferromag-
nets, RCP approximately characterizes the cooling ca-
pacity when Tl and Th are set to temperatures such
that ∆SM(Tl, H2 → H1) = ∆SM(Th, H2 → H1) =
1
2∆SM max, as shown in Fig. 1 (a). In fact, the
RCP value is nearly 4/3 times the cooling capacity in
ferromagnets54. However, the RCP is less suitable for
measuring the performance of the magnetic refrigeration
under the proposed protocol. In antiferromagnets, the
temperature dependence of ∆SM under the proposed pro-
tocol has, in some cases, more than two temperatures at
which ∆SM =
1
2∆SM max (Fig. 8). This situation differs
qualitatively from ∆SM in ferromagnets or paramagnets
8FIG. 8. Schematic of the entropy change in the antiferromag-
net under the proposed protocol.
shown in Fig. 1 (b). Thus, we introduce a new measure,
the TCP, to consider the efficiency of the magnetic refrig-
eration under the proposed protocol more appropriately.
The TCP is defined as
TCP =
∫ ∞
0
∆SM(T,H2 → H1)Θ(∆SM(T,H2 → H1))dT,
(14)
Θ(x) =
{
0 (x < 0)
1 (x ≥ 0)
. (15)
The TCP characterizes the whole potential of the cooling
power of the target material. It is a natural quantity,
because the TCP value is almost 3/2 times the RCP value
in the ferromagnet. A more detailed explanation of the
TCP and the calculation method is given in Appendix A.
We consider the TCP of the conventional protocol
(H → 0) and that of the proposed protocol (H →
Hmax(T )). Figure 9 (a) shows the TCP as a function
of H which is the magnetic field at the start point of the
given protocols. In the ferromagnet, the TCPs of both
protocols are the same because both protocols are equiv-
alent. However, for the antiferromagnets, the TCP of the
proposed protocol is greater than that of the conventional
protocol for any H .
Figure 9 (b) shows the relation between the maximum
magnetic entropy change ∆SM max and the temperature
Tmax, at which ∆SM = ∆SM max (Fig. 1 (b) and Fig. 8)
for variousH . Using the conventional protocol, ∆SM max
monotonically increases with H regardless of the mag-
netic ordered structure. Furthermore, Tmax is always
larger than Tc, and Tmax monotonically increases in the
ferromagnet. In antiferromagnets, Tmax decreases as H
increases in the small H region. However, because Tmax
should be infinite within the limits of H → ∞, Tmax
should increase with H in the large H region. This is
not observed using the mean-field analysis, which is dis-
cussed in Appendix B. In contrast, complicated relation
between ∆SM max and Tmax are observed in antiferro-
magnets using the proposed protocol. In fact, there is
the case that Tmax is smaller than Tc. We confirm that
∆SM max obtained in the proposed protocol is the same
or larger than that in the conventional protocol at a given
value ofH . In antiferromagnets,Hmax(T ) 6= 0 for T < Tc
and Hmax(T ) = 0 for T > Tc (insets of Fig. 3). Thus,
when Tmax > Tc, ∆SM max obtained from the conven-
tional protocol and the proposed protocol are the same.
B. Adiabatic magnetization process
In this subsection, we focus on the adiabatic magne-
tization process. Let us consider the case that magnetic
field is changed from zero to H in the conventional pro-
tocol, and from Hmax(T ) to H in the proposed protocol
(Fig. 1 (a)). Thus, the direction of the arrows in Fig. 6
should be reversed. Figure 10 (a) is the temperature
at the start point dependence of the adiabatic temper-
ature change ∆Tad(T, 0 → H) in the conventional pro-
tocol. ∆Tad(T, 0 → H) is always positive in the fer-
romagnet; thus, the temperature of the ferromagnet in-
creases. However, in antiferromagnets, ∆Tad(T, 0 → H)
can be negative below Tc. That is, H is finite, such that
∆Tad(T, 0 → H) < 0 for any T (< Tc). In this case, the
temperature of antiferromagnets decreases. For the G-
type antiferromagnet with H/J = 3.0, ∆Tad(T, 0 → H)
cannot be well defined below about T/Tc = 0.9, because
there is no temperature end point in the adiabatic mag-
netization process. The behavior is caused by a large
residual magnetic entropy at H/J = 3.0. The C-type
antiferromagnet with H/J = 2.0 also shows similar be-
havior in our calculation. Next, we consider the adia-
batic temperature change ∆Tad(T,Hmax(T ) → H) un-
der the proposed protocol (Fig. 10 (b)). In the proposed
protocol, ∆Tad(T,Hmax(T )→ H) is always positive and
reaches the maximum value at a given T by the defini-
tion of Hmax(T ). Antiferromagnets exhibit a larger adia-
batic temperature change in the proposed protocol than
in the conventional protocol. Thus, the proposed proto-
col is useful for obtaining a large adiabatic temperature
change in antiferromagnets.
V. CONCLUSION
We have studied the magnetic refrigeration efficiency
in the Ising models of a ferromagnet and A-, C-, and G-
type antiferromagnets, which have typical magnetic or-
dered structures. The temperature and magnetic field
dependences of the magnetic entropy in the Ising models
were calculated by the Wang-Landau method, which is a
Monte Carlo method. The obtained magnetic entropy in-
dicates that the protocol proposed in Ref. 80 achieves the
maximum magnetic entropy change in the isothermal de-
magnetization process and the maximum adiabatic tem-
perature change in the adiabatic magnetization process.
In the proposed protocol, Hmax(T ) plays an important
role, where Hmax(T ) is the magnetic field at which the
magnetic entropy is the maximum value at a given tem-
9FIG. 9. (Color online) (a) Magnetic field at the start point H dependence of TCP under the conventional protocol (black
points) and under the proposed protocol (blue points) for L = 16. (b) Relation between the maximum magnetic entropy
change ∆SM max and the temperature Tmax at which ∆SM = ∆SM max under the conventional protocol (black points) and
under the proposed protocol (blue points) for a lattice size of L = 16. The lines between points are guide to the eye.
FIG. 10. (Color online) (a) Adiabatic temperature change as a function of temperature at the start point under the conventional
protocol (0 → H) for L = 16. (b) Adiabatic temperature change as a function of temperature at the start point under the
proposed protocol (Hmax(T )→ H) for L = 16.
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perature T . Hmax(T ) is used as the start or end points
in the isothermal demagnetization and adiabatic mag-
netization processes. The physical meaning of Hmax(T )
was discussed in terms of measurable physical quantities,
such as the magnetic specific heat and the magnetization.
The magnetization process suggests that Hmax(T ) corre-
sponds to the metamagnetic transition point.
In addition, to estimate the full potential of the cool-
ing power under the proposed protocol, we introduced the
new quantity, called total cooling power (TCP). TCP un-
der the proposed protocol is the same as or larger than
that under the conventional protocol in the considered
models. This suggests that the proposed protocol is use-
ful for obtaining the maximum amount of heat transfer.
Finally, we emphasize that the proposed protocol can
produce the maximum magnetic refrigeration efficiency
in the models we considered and also in other magnetic
systems, such as nonferromagnets with an inhomoge-
neous magnetic ordered structure. Thus, we believe that
this study becomes a fundamental research in the field of
magnetic refrigeration.
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Appendix A: Cooling power in the ferromagnet
In this appendix, we consider the relation among the
relative cooling power (RCP), the cooling capacity q, and
the total cooling power (TCP) in the ferromagnet. The
definitions of these quantities are given by Eqs. (3), (13),
and (14). TheH-dependence of these quantities obtained
by the Wang-Landau method is shown in Fig. 11, and
these quantities almost linearly increases withH . The in-
tegration range in the definition of TCP given by Eq. (14)
is from 0 to ∞. Practically, it is convenient to divide the
integration range into two parts. We numerically inte-
grate the magnetic entropy change ∆SM obtained by the
Wang-Landau method from T = 0 to 20Tc and derive
∆SM by the single-site approximation from T = 20Tc
to ∞. At T ≫ Tc, the single-site approximation is valid
because the correlation effect can be ignored. The Hamil-
tonian of the single-site approximation is defined as
Hsingle = −Hs
z, sz = ±
1
2
. (A1)
FIG. 11. (Color online) Magnetic field H dependence of RCP
(gray circles), cooling capacity q (black diamonds), and TCP
(blue pentagons) when the magnetic field is changed from H
to zero.
The partition function is given by Zsingle =
Tr exp[−βHsingle], and the Helmholtz free energy is
calculated by Fsingle = −T lnZsingle. Here, Tr is the
summation over all possible states. From Fsingle, we can
obtain the magnetic entropy
SM(T,H) = −
∂Fsingle
∂T
(A2)
= ln 2 + ln cosh
(
βH
2
)
−
βH
2
tanh
(
βH
2
)
.
(A3)
Then, the magnetic entropy change under the single-site
approximation is given as
∆SM(T,H → 0) = SM(T, 0)− SM(T,H) (A4)
= − ln cosh
(
βH
2
)
+
βH
2
tanh
(
βH
2
)
,
(A5)
and the contribution in the high temperature region
(T ≫ Tc) is calculated by∫ ∞
T
∆SM(T,H → 0)Θ(∆SM(T,H → 0))dT
= T ln cosh
(
βH
2
)
. (A6)
Note that ∆SM > 0 is always satisfied in the high tem-
perature region (T ≫ Tc).
Figure 11 shows that the TCP value is nearly 3/2 times
the RCP value. Furthermore, because the relation RCP
≃ 4q/3 is satisfied, as explained in Sec. IVA, we obtain
the relation TCP ≃ 2q. Thus, TCP is a natural quan-
tity for estimating the potential of magnetic refrigeration
efficiency.
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TABLE I. Interactions Jµν and the number of the nearest
neighbor spins in sublattice ν surrounding a spin in sublattice
µ, zµν (µ, ν = A,B), for each magnetic ordered structure.
JAA JAB JBB zAA zAB zBB
Ferromagnet 0 +J 0 0 6 0
A-type antiferromagnet +J −J +J 4 2 4
C-type antiferromagnet +J −J +J 2 4 2
G-type antiferromagnet 0 −J 0 0 6 0
Appendix B: Mean-field calculation results
In this appendix, we examine the MCE in the models
given by Eq. (4) using a mean-field approximation. To
calculate SM(T,H) of the ferromagnet and the A-, C-,
and G-type antiferromagnets in a unified way, we con-
sider a system which consists of two sublattices, labeled
by A and B. Here, we define the Hamiltonian of the
mean-field model as
HMF = ηA
∑
i∈sublattice A
szi + ηB
∑
i∈sublattice B
szi , (B1)
where the first and second sums are over all spins in
sublattices A and B, respectively, and ηA and ηB are
variational parameters. The partition function is given
by ZMF = Tr exp[−βHMF], and the canonical ensemble
average of physical quantity Q can be calculated using
〈Q〉MF = Z
−1
MFTrQ exp[−βHMF]. The Helmholtz free en-
ergy is given by FMF = −T lnZMF. Let Jµν be the inter-
actions between spins in sublattices µ and ν (µ, ν = A,B)
and mµ be the sublattice magnetization in µ (µ = A,B).
From the variational principle for the Helmholtz free en-
ergy, the Bogoliubov inequality is given as
F ≤FMF + 〈H −HMF〉MF (B2)
=−
NT
2
[
log
(
2 cosh
1
2
βηA
)
+ log
(
2 cosh
1
2
βηB
)]
−
N
4
[
zAAJAAm
2
A + 2zABJABmAmB + zBBJBBm
2
B
]
−
N
2
(H − ηA)mA −
N
2
(H − ηB)mB, (B3)
mA =
1
2
tanh
1
2
βηA, mB =
1
2
tanh
1
2
βηB, (B4)
where zµν (µ, ν = A,B) are the number of nearest-
neighbor spins in sublattice ν surrounding a spin in sub-
lattice µ. In this study, zµν = zνµ is satisfied in all
cases considered, although zµν 6= zνµ in general mag-
netic systems109. The parameters for each magnetic or-
dered structure are summarized in Table I. The equilib-
rium state is given such that the equality is satisfied in
Eq. (B2).
The magnetic entropy per spin is calculated by
SM(T,H) = −
1
N
∂
∂T
[FMF + 〈H −HMF〉MF] (B5)
=
1
2
[
log
(
2 cosh
1
2
βηA
)
+ log
(
2 cosh
1
2
βηB
)]
−
1
2T
(ηAmA + ηBmB). (B6)
Figure 12 shows the temperature dependence of the mag-
netic entropy for various magnetic fields using Eq. (B6).
This is similar to the magnetic entropy behavior ob-
tained by the Wang-Landau method (Fig. 3), except that
SM(T,H = 0) = ln 2 is above the transition tempera-
ture Tc. In this naive mean-field analysis, the specific
heat at H = 0 is zero above the transition tempera-
ture because the removal of the thermal fluctuation effect
is excessive. Therefore, Tc calculated by the mean-field
approximation is greater than the true transition tem-
perature. The transition temperature of the mean-field
model is Tc/J = 1.5, whereas the true transition tem-
perature is Tc/J = 1.127 · · · , as explained in Sec. II. The
insets of Fig. 12 show Hmax(T ) obtained by the mean-
field analysis. Hmax(T ) shows nonmonotonic behavior
as the temperature varies in the low temperature region,
whereas the Wang-Landau method shows that Hmax(T )
monotonically decreases as T increases (insets of Fig. 3).
Similar behavior is observed at the phase boundary of
the antiferromagnetic Ising model. The phase boundary
in the low temperature region using the naive mean-field
analysis qualitatively differs from that obtained by the
Monte Carlo method110–112. However, as the precision
of approximation increases, (i.e., higher order fluctua-
tion is included), the approximated phase boundary ap-
proaches the true phase boundary113–115. Therefore, the
nonmonotonicity of Hmax(T ) is an artifact that arises
from the naive mean-field analysis. Using the data shown
in Fig. 12, ∆SM in the isothermal demagnetization pro-
cess and ∆Tad in the adiabatic magnetization process for
the conventional and proposed protocols can be obtained
(Supplemental Material116).
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