Accurate volatility forecasting is a key determinant for portfolio management, risk management and economic policy. The paper provides evidence that the sum of squared standardized forecast errors is a reliable measure for model evaluation when the predicted variable is the intra-day realized volatility. The forecasting evaluation is valid for standardized forecast errors with leptokurtic distribution as well as with leptokurtic and asymmetric distribution. Additionally, the widely applied forecasting evaluation function, the predicted mean squared error, fails to select the adequate model in the case of models with residuals that are leptokurtically and asymmetrically distributed. Hence, the realized volatility forecasting evaluation should be based on the standardized forecast errors instead of their unstandardized version.
Introduction
The methods of models' evaluation can be categorized into three groups: i) The evaluation or loss functions that measure the distance between the predicted and actual values of the variable under investigation 1 .
ii) The information criteria, which are based on the estimation of the Kullback and Leibler (1951) discrepancy 2 . iii) The loss functions which are dependent upon the aims of a specific application 3 .
The paper investigates a method of models' evaluation that belongs to the first group; the sum of squared standardized forecast errors. The performance of the evaluation function is explored in case that the predicted variable is the realized volatility. The importance of volatility forecasting has been long established in financial literature. Volatility forecasting is essential for investors in predicting portfolio's future uncertainty, forming suitable hedging strategies, pricing volatility indices and other derivative products, estimating their capital requirements, the Value-at-Risk, etc. The computation of intra-day realized volatility is based on the sum of squared log returns of an underlying asset over a trading day. As Andersen and
Bollerslev (1998) first noted, the intra-day realized volatility generates the most accurate volatility measures.
We compute the forecast errors for the most widely known specifications for modelling and forecasting intra-day realized volatility, the ARFIMA and HAR frameworks, and investigate whether the data-generated model achieves the lowest value of the sum of squared standardized forecast errors. We investigate the properties of the sum of squared standardized forecast errors under model specifications with i) symmetric ii) leptokurtic and iii) leptokurtic and asymmetric distributions.
The most widely applied loss function in forecast evaluation is the predicted mean squared error, or PMSE. The PMSE evaluation function fails to provide the lowest value to the data-generated model in the case of leptokurtically and asymmetrically distributed innovations. However, its standardized version, named SPEC (standardized prediction error criterion) by Degiannakis and Xekalaki (2005) , picks the correct model as the most accurate.
Thus, the sum of squared standardized forecast errors is a reliable criterion for evaluating predictability for realized volatility models with leptokurtically and asymmetrically distributed residuals as well. 1 The most known evaluation functions for volatility forecasts are the heteroskedasticity adjusted absolute error (Andersen et al., 1999) and the logarithmic error (Pagan and Schwert, 1990 ). 2 The most widely applied information criterion is the Schwarz's (1978) Bayesian criterion. 3 For example, Granger and Pesaran (2000) linked forecast evaluation with the decisions made based on the predictions. Engle et al. (1993) and Xekalaki and Degiannakis (2005) developed an evaluation function that measures the profitability of trading options.
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The rest of the paper is organised as follows: Section 2 illustrates the theoretical framework of integrated variance and its estimator the realized volatility, while Section 3 describes the most widely known specifications for forecasting realized volatility, the ARFIMA and HAR frameworks. Section 4 presents the steps of constructing simulated forecasts from symmetric, leptokurtic and/or asymmetric distributions. Section 5 investigates the distributional properties of the standardized forecast errors, whereas Section 6 provides evidence that the sum of squared standardized forecast errors is an evaluation function that provides information about the forecasting accuracy of models with residuals that are either leptokurtically or leptokurtically and asymmetrically distributed. Section 7 tests whether the distribution function of the forecast error is stochastically equal to the distribution function of the simulated stochastic process, and, Section 8 concludes the paper.
Integrated and Realized Volatility
Financial literature assumes that the instantaneous logarithmic price,
, of a financial asset follows a simple diffusion process , the realized volatility converges in probability to the integrated volatility, as
(1)
...
, and the length of each subinterval is tending to zero, or
RV is computed as:
and is asymptotically distributed,
, where 
3.
Modelling Realized Volatility
ARFIMA(k,d,l)-GARCH(p,q) Model
The Autoregressive Fractionally Integrated Moving Average with time varying
Heteroscedastic Errors, or ARFIMA(k,d,l)-GARCH(p,q) model, initially developed by Baillie et al. (1996) , is defined as:
,..., , ,..., , 
HAR-RV-GARCH(p,q) Model
The Heterogeneous Autoregressive realized volatility GARCH, or HAR-RV- are the unknown parameters to be estimated.
4.
Simulating the Forecast Errors
Symmetric Distribution
denoting the one-day-ahead realized volatility forecast for day 1  t , which was made on previous trading day t , the distance between actual and forecasted volatility, or forecast error, is:
In order to generate forecast errors from the ARFIMA(0,d,1)-GARCH(1,1) model under the assumption of conditional normally distributed innovations, we proceed as follows:
1.
Generate random numbers from the standard normal distribution;     
The conditional mean equation is computed as 5 :
having computed the innovation term in its time varying heteroscedastic formation:
and the standardized forecast errors,
 , from the data-generated model:
The standardized forecast error, 
Leptokurtic Distribution
For Student t distributed innovations with v degrees of freedom,
where   .  is the gamma function.
In order to generate forecast errors from the ARFIMA(0,d,1)-GARCH(1,1) model under the assumption of conditional Student t distributed innovations, we proceed as follows: 5 The infinite expansions of the fractional differencing operator, for
, see Xekalaki and Degiannakis (2010, p.113) and Baillie (1996, p.18 
The conditional mean and variance equations are computed as in the previous section.
3.
We estimate the one-step-ahead forecasts of conditional volatility, 2 | 1t t h  , the one-stepahead logarithmic realized volatility, 
Leptokurtic and Asymmetric Distribution
The skewed Student t distribution has been introduced by Fernandez and Steel (1998) .
, the density function is: 
where g and  are the asymmetry and tail parameters of the distribution, respectively, and
In order to generate forecast errors from the ARFIMA(k,d,l)-GARCH(p,q) model, for k=0, l=p=q=1, with skewed Student t conditionally distributed innovations, we proceed as follows:
Generate random numbers from skewed Student t distribution;     
2.
Generate the
. The values of the parameters are based on the estimation of the model for the actual data of the CAC40 realized volatility.
3.
We estimate the one-step-ahead forecast values of
, as in the previous section.
In total 11000 values are simulated for each time series but the first 1000 values are discarded, due to convergence reasons, and we keep 10000  T values of each simulated series.
Investigating the Standardized Forecast Errors
We proceed to the estimation of ARFIMA(0,d,1)-GARCH(1,1) model under the assumption that the standardized innovations are i) symmetrically; standard normal, 
As convergence in probability implies convergence in distribution:
. Hence, we can support that 8 . Figure 1 illustrates 7 We assume that the rolling-sample estimated parameters of the ARFIMA-GARCH model do not change across time. In example, for each point t in time and [Insert Table  2 about here] [Insert Figure  1 About here] For the conditional GED distributed innovations, Table 3 [Insert Table 3 about here] Regarding the conditional skewed Student t distributed innovations, Table 4 provides evidence that the one-step-ahead standardized forecast errors, [Insert Figure  2 About here] [Insert Table  4 about here] 6.
Sum of Squared Standardized Forecast Errors
Three models, i.e. ARFIMA(1,d,1)-GARCH(1,1), HAR-RV-GARCH(1,1) and HAR-RV-GARCH(0,1), have been chosen to be compared against the data-generated process, the ARFIMA(0,d,1)-GARCH(1,1) one. The three models share very common characteristics with the original data-generated model. The choice of competing models that share common specifications is based on our choice to make the comparison of the models a difficult task. 9 Plots and frequency distributions of the one-step-ahead simulated forecasts   
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We proceed to the estimation of the 4 models under the assumption that the innovations are i) symmetrically, ii) leptokurtically and iii) leptokurtically and asymmetrically distributed.
The density function of t z is considered as i) the standard normal distribution,   
The standardized version of the PMSE, named SPEC (standardized prediction error criterion) by Degiannakis and Xekalaki (2005) who investigated its asymptotic distribution for forecast errors from regression models with heteroscedastic residuals, is computed as:
We intend to investigate whether the sum of the T squared standardized forecast errors is an evaluation function that provides information about the forecasting accuracy of models with residuals that are leptokurtically or/and asymmetrically distributed. In the case of normally distributed innovations, we expect the  is -0.03; see Table 3 ). For all the models, the kurtosis is much close to 4.1, which is the kurtosis of the simulated forecasts   Table 5 provides the descriptive statistics of the standardized one-step-ahead forecast errors from the models with conditionally skewed Student t distributed innovations. 11 If we denote the realized volatility forecasts produced by models A and B as has known distributional form, the Correlated Gamma Ratio distribution.
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The skewness of
is much higher, in absolute values, compared to the models with symmetric forecast errors. Noticeable is also the kurtosis of t t z | 1  from the models with conditionally skewed Student t distributed innovations, which is at least twice higher compared to the models with symmetric forecast errors.
[Insert Table  5 about here]
According to Tables 6 and 7 [Insert Table  6 about here] [Insert Table  7 about here] Figure 3 plots the time-varying estimates of the vector of parameters, [Insert Figure  3 About here] Figure 4 plots the time-varying estimates of the vector of parameters, [Insert Figure  4 About here] Figure 5 plots the time-varying estimates of the vector of parameters, [Insert Table  8 about here] [Insert Table  9 about here]
Conclusion
We generated simulated realized volatility series from an ARFIMA-GARCH framework assuming that the residuals are conditionally i) standard normally distributed, ii) Student t Each one of the models is re-estimated every day, for T =4000 days, based on a rolling sample of constant size T  =1000 days. In all the cases, the data-generated model, the ARFIMA(0,d,1)-GARCH(1,1), had the lowest value of the sum of squared standardized forecast errors.
Therefore, simulations provide evidence that the SPEC predictability criterion can be applied to the evaluation of models with residuals which are leptokurtically, or even leptokurtically and asymmetrically, distributed. Therefore, the SPEC evaluation function is indeed a framework under which the forecasting evaluation is valid for forecast errors a) with leptokurtic distribution (such as the standardized Student t distribution and the generalized error distribution), as well as b) with leptokurtic and asymmetric distribution (such as the skewed Student t distribution). On the contrary, the unstandardized version of the SPEC criterion, the PMSE evaluation function, does not provide the lowest value to the datagenerated model in the case of the leptokurtically and asymmetrically distributed innovations.
Additionally, the forecast errors (both standardized and unstandardized) do have the same distribution with the simulated residuals in the case of the i) symmetric and ii) leptokurtic distributions. On the other hand, the forecast errors do not follow the same distribution with the simulated residuals when these have been generated by the skewed Student t distribution. Finally, for GED distributed innovations, the level of significance of the U statistic is much lower for the unstandardized forecast errors than for the standardized forecast errors.
The aim of the paper is to offer evidence that the SPEC criterion is a useful tool for investigating which model provides better forecasts of intra-day realized volatility. 1,d,1)-GARCH(1,1) , Model 3: HAR-RV-GARCH(1,1), Model 4: HAR-RV-GARCH(0,1). 
