Abstract. It this paper we present a new construction of a hamiltonian hierarchy associated to a cohomological field theory. We conjecture that in the semisimple case our hierarchy is related to the Dubrovin-Zhang hierarchy by a Miura transformation and check it in several examples.
Introduction
In the last two decades there was a great progress in understanding relations between the topology of the moduli space of stable curves and integrable hierarchies of partial differential equations. The first result in this direction was famous Witten's conjecture ( [Wit91] ) proved by Kontsevich ([Kon92] ). It says that the generating series of the intersection numbers on the moduli space of stable curves is a solution of the KdV hierarchy. After that it has been expected that the Gromov-Witten invariants of any target space (or, more generally, correlators of a cohomological field theory) should be governed by an integrable hierarchy. We refer the reader to [OP06, CDZ04, DZ04, MT08, CvdL13, MST14] for different results concerning the Gromov-Witten invariants of P 1 and orbifold P 1 . The Hodge integrals on the moduli space of stable curves can be described by integrable hierarchies in two different ways ( [Kaz09, Bur13] ). Original Witten's conjecture can be generalized for the moduli space of r-spin curves and its generalizations ([Wit93, FSZ10, FJR07] ). An integrable hierarchy corresponding to the Gromov-Witten theory of the resolved conifold is discussed in [BCR12] . In [Dub13] it was constructed a hierarchy that governs the degree zero Gromov-Witten invariants. KdV type equations for the intersection numbers on the moduli space of Riemann surfaces with boundary were introduced in [PST14] and further studied in [Bur14] .
In [DZ05] B. Dubrovin and Y. Zhang suggested a very general approach to the problem. The Gromov-Witten invariants of some target space (or, more generally, correlators of a cohomological field theory) are packed in a generating series that is called the potential. If the potential is conformal and semisimple, then B. Dubrovin and Y. Zhang gave a construction of a bihamiltonian hierarchy of PDEs such that the potential is the logarithm of a tau-function of this hierarchy. Their construction was generalized for the non-conformal case in [BPS12a] (see also [BPS12b] ).
In this paper we give a new construction of a hamiltonian hierarchy associated to a potential of the Gromov-Witten type. We must immediately say that, in general, our hierarchy is different from the Dubrovin-Zhang hierarchy. Our construction is motivated by the Symplectic Field Theory (see e.g. [Eli07] ) and is based on the integration over double ramification cycles. That is why we call our hierarchy the DR hierarchy. Our construction is quite different from the Dubrovin and Zhang construction and also from the construction in [BPS12a] . First of all, we don't need the assumption of semisimplicity. Second, the equations of the DR hierarchy are differential polynomials immediately by the construction. On the other hand, the polynomiality of the equations of the Dubrovin-Zhang hierarchy is completely non-obvious (see [BPS12a] ). Finally, the hamiltonian structures are in general very different. In the DR hierarchy it is given by the operator η∂ x , where η is the matrix of the scalar product in the cohomological field theory. In the Dubrovin-Zhang hierarchy the hamiltonian structure can be much more complicated.
We conjecture, that if a cohomological field theory is semisimple, then the DR hierarchy is related to the Dubrovin-Zhang hierarchy by a Miura transformation. We check it in the case of the trivial cohomological field theory and in the case of the cohomological field theory formed by the Hodge classes: 1 + ελ 1 + ε 2 λ 2 + . . . + ε g λ g ∈ H * (M g,n ; C).
1.1. Organization of the paper. Section 2 contains the necessary algebraic formalism in the theory of partial differential equations that is needed for our constructions. In Section 3 we recall the main geometric notions: the definition of a cohomological field theory and the definition of double ramification cycles.
Section 4 contains the main result of the paper: the construction of the DR hierarchy. The main statement here is Theorem 4.1 that says that the constructed Hamiltonians commute with each other. We also formulate several general properties of the DR hierarchy and compute the hierarchy explicitly in two examples.
Section 5 is devoted to the proof of Theorem 4.1. Appendix A contains some technical algebraic results.
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Algebraic preliminaries: formal approach to PDEs
In this section we introduce the language and the formalism in the theory of partial differential equations that will be necessary in our construction of the DR hierarchy. The material comes almost entirely from [DZ05] and [Ros10] .
In Section 2.1 we introduce the algebra of differential polynomials and the space of local functionals. In Section 2.2 we describe a certain class of Poisson structures on the space of local functionals. In Section 2.3 we introduce a Poisson algebra B N and discuss its relation with the space of local functionals. In Section 2.4 we define certain extensions of the ring of differential polynomials, the space of local functionals and the Poisson algebra B N .
2.1. Differential polynomials and local functionals. Here we recall the definitions of the ring of differential polynomials and the space of local functionals. 
with the coefficients f j 1 ,j 2 ,...,jm α 1 ,α 2 ,...,αm (u) being power series in u 1 , . . . , u N . Elements of the ring A N will be called differential polynomials.
Let us introduce a gradation on the ring A N of differential polynomials putting
. This gradation will be called differential degree and denoted by deg dif .
The operator ∂ x : A N → A N is defined as follows:
There is the projection π :
and we will use the following notation:
for any h ∈ A N . Elements of the space Λ N will be called local functionals.
For a local functional h = hdx ∈ Λ N , the variational derivative δh δu α ∈ A N is defined as follows:
It is clear that the gradation deg dif on A N induces a gradation on the space Λ N that will be also called differential degree.
Clearly, the derivative ∂ ∂u α : A N → A N commutes with the operator ∂ x . Therefore, the derivative ∂ ∂u α is correctly defined on the space of local functionals Λ N .
2.2. Poisson structure on Λ N and hamiltonian systems of PDEs. In this section we introduce a certain class of Poisson structures on the space of local functionals and review the notion of a hamiltonian system of partial differential equations.
where f α,β j ∈ A N and the sum is finite. Let us define the bracket {·,
The operator K is called hamiltonian, if the bracket {·, ·} K is antisymmetric and satisfies the Jacobi identity. It is well known that, for any symmetric matrix η = (η α,β ) ∈ Mat N,N (C), the operator η∂ x is hamiltonian (see e.g. [DZ05] ). We have the following useful lemma.
Lemma 2.1 (See e.g. [DZ05] ). Let η ∈ Mat N,N (C) be an arbitrary symmeric nondegenerate matrix. Then the kernel of the bracket {·, ·} η∂x is (N + 1)-dimensional and is spanned by the local functionals 1dx and u α dx, 1 ≤ α ≤ N.
Hamiltonian systems of PDEs.
A system of partial differential equations
where f α i ∈ A N , is called hamiltonian, if there exists a hamiltonian operator K = (K α,β ) and a sequence of local functionals h i ∈ Λ N , i ≥ 1, such that
The local functionals h i are called the Hamiltonians of the system (2.2). 
where f n 1 ,...,n k α 1 ,...,α k are complex coefficients. Let η = (η α,β ) 1≤α,β≤N ∈ Mat N,N (C) be a symmetric matrix. We endow the algebra B N with the Poisson algebra structure as follows:
Let us define an important map T 0 : Λ N → B N . Consider an arbitrary differential polynomial f ∈ A N . We want to consider the variable u α as a formal function of x that has a Fourier expansion with the coefficients p α n . Formally, we make the substitution u
where
. Denote the right-hand side by T (f ). Clearly,
, that we will also denote by T 0 .
Denote by B pol N ⊂ B N the subspace that consists of power series of the form N consists of elements of the form
The elements of the space A N will be also called differential polynomials.
N be the subspace of elements of the total degree k. The space Λ
[k]
N consists of integrals of the form
They will also be called local functionals.
The operator K is called hamiltonian, if the bracket {·, ·} K is antisymmetric and satisfies the Jacobi identity. A hamiltonian system of partial differential equations is a system of the form
N are local functionals such that
pol N be the subspace that consists of power series of the form N that we denote by Q.
Geometric preliminaries: cohomological field theory and double ramification cycles
In this section we recall the definitions of a cohomological field theory and double ramification cycles. We also discuss the polynomiality property of double ramification cycles that is crucial in our construction of the DR hierarchy.
3.1. Cohomological field theory. Let V be a finite dimensional vector space over C, it is called the phase space. Let us fix a non-degenerate symmetric bilinear form (a scalar product) (·, ·) in V and a vector 1 1 ∈ V , that will be called the unit. Let us denote by H * even (M g,n ; C) the even part in the cohomology H * (M g,n ; C). A cohomological field theory is a collection of linear homomorphisms c g,n : V ⊗n → H * even (M g,n ; C) defined for all g and n and satisfying the following properties (axioms):
• c g,n is S n -equivariant, where the group S n acts on V ⊗n by permuting the factors, and where its action on H * (M g,n ; C) is induced by the mappings M g,n → M g,n defined by the permutation of marked points.
•
n is the forgetful map that forgets the last marked point, then
• Let {e i } be a basis in V and η i,j = (e i , e j ).
,n 1 +n 2 is the gluing map, then
The correlators of the cohomological field theory are defined as follows. The class ψ i ∈ H 2 (M g,n ; C) is defined as the first Chern class of the line bundle over M g,n formed by the cotangent lines at the i-th marked point. For arbitrary vectors v 1 , v 2 , . . . , v n ∈ V and any nonnegative integers
Let us choose a basis e 1 , . . . , e N in the phase space V . Introduce variables t 
Assume that e 1 is the unit 1 1. Recall the string equation:
3.1.1. Examples. Let us give two simple examples of a cohomological field theory. Let V be of dimension 1 with a basis vector e. Define a scalar product by (e, e) = 1 and let e be a unit 1 1.
The trivial cohomological field theory is given by the formula c triv g,n (e ⊗ . . . ⊗ e) := 1 ∈ H * (M g,n ; C).
We will also consider the cohomological field theory formed by the Hodge classes:
where λ j ∈ H 2j (M g,n ; C) is the j-th Chern class of the rank g Hodge vector bundle over M g,n whose fibers are the spaces of holomorphic one-forms.
For these two cohomological field theories we will explicitly compute the DR hierarchy and compare it with the Dubrovin-Zhang hierarchy.
3.2. Double ramification cycles. In this section we recall the definition of double ramification cycles and formulate the polynomiality property that is crucial in our construction of the DR hierarchy.
3.2.1. Definition. Let a 1 , . . . , a n be a list of integers satisfying a i = 0 and assume that not all of them are equal to zero. To a list like that we assign a space of "rubber" stable maps to P 1 relative to 0 and ∞ in the following way.
Denote by n + the number of positive integers among the a i 's. They form a partition ν = (ν 1 , . . . , ν n + ). Similarly, denote by n − the number of negative integers among the a i 's. After a change of sign they form another partition µ = (µ 1 , . . . , µ n − ). Both µ and ν are partitions of the same integer d = 1 2 n i=1 |a i |. Finally, let n 0 be the number of vanishing a i 's.
To the list a 1 , . . . , a n we assign the space M g;a 1 ,...,an := M g,n 0 ;µ,ν (P 1 , 0, ∞) of degree d "rubber" stable maps to P 1 relative to 0 and ∞ with ramification profiles µ and ν, respectively (see e.g. [GJV11] ). Here "rubber" means that we factor the space by the C * action in the target P 1 . We consider the pre-images of 0 and ∞ as marked points and there are n 0 more additional marked points.
Thus, in the source curve there are n numbered marked points with labels a 1 , . . . , a n . The relative stable map sends the points with positive labels to ∞, those with negative labels to 0, while those with zero labels do not have a fixed image.
We have the forgetful map st : M g;a 1 ,...,an → M g,n . The space space M g;a 1 ,...,an has the virtual fundamental class [M g;a 1 ,...,an ]
virt ∈ H 2(2g−3+n) (M g;a 1 ,...,an ; C). DR g (a 1 , . . . , a n ).
It is known (see [FP05] ) that the Poincaré dual cohomology class of DR g (a 1 , . . . , a n ) lies in the tautological ring of M g,n . Let π : M g,n+1 → M g,n be the forgetful map that forgets the last marked point. As an immediate consequence of the definition, we get the following property:
. . , a n ) = DR g (a 1 , . . . , a n , 0).
In the genus 0 a double ramification cycle coincides with the fundamental class of the moduli space of curves (see e.g. [GJV11] ):
3.2.2. Polynomiality. There is another version of double ramification cycles defined using the universal Jacobian over the moduli space M ct g,n of stable curves of compact type. This is a class in the Borel-Moore homology H BM 2(2g−3+n) (M ct g,n ; C) and we will denote it by DR Jac g (a 1 , . . . , a n ). R. Hain ([Hain11]) obtained an explicit formula for this class that we are going to recall here. Let δ J h be the class of the divisor whose generic point is a reducible curve consisting of a smooth component of genus h containing the marked points indexed by J and a smooth component of genus g − h with the remaining points, joined at a node. Denote by ψ † i the ψ-class that is pulled back from M ct g,1 . Now we can state Hain's result:
DR Jac 1 (a 1 , . . . , a n ) = − J⊂{1,...,n} |J|≥2 i,j∈J i<j
where a J := j∈J a j . Happily, in [WM13] it is proved that DR g (a 1 , . . . , a n )| M ct g,n = DR Jac g (a 1 , . . . , a n ). Since the class λ g vanishes on M g,n \M ct g,n , we get the following lemma that is crucial in our construction.
Lemma 3.2. For any cohomology class α ∈ H * (M g,n ; C) the integral DRg(a 1 ,...,an) λ g α is a homogeneous polynomial in a 1 , . . . , a n of degree 2g.
Main construction
In this section we give the construction of the DR hierarchy. We discuss its main properties and explicitly compute it in two examples.
Consider an arbitrary cohomological field theory c g,n : V ⊗n → H * even (M g,n ; C). Let V be the phase space and dim V = N. Let e 1 , e 2 , . . . , e N be a basis of V such that e 1 is the unit. Denote by η = (η α,β ), η α,β := (e α , e β ), the matrix of the scalar product. 
The following theorem is the main result of the paper. 
We prove the theorem in Section 5. The hamiltonian hierarchy of PDEs corresponding to the operator η∂ x and the local functionals g α,d is called the DR hierarchy: Proof of Lemma 4.2. Suppose 2g − 2 + n > 0 and let π : M g,n+1 → M g,n be the forgetful map that forgets the first marked point. We have
Hence, DRg (0,a 1 ,...,an) λ g c g,n+1 (e 1 ⊗ e α 1 ⊗ . . . ⊗ e αn ) = 0. In the case g = 0 and n = 2 we have
c 0,3 (e 1 ⊗ e α ⊗ e β ) = η α,β , therefore,
This completes the proof of the lemma.
4.2.2. Genus 0 part. Here we compute the genus 0 part of the DR hierarchy and compare it with the genus 0 part of the Dubrovin-Zhang hierarchy. Let g
and
α,d+1;1,0 dx. Proof. We have
where Ω
[0] α,d+1;1,0 + O( ) dx and K DZ = η∂ x + O( ) (see [BPS12a] ). We see that the genus 0 parts of the Dubrovin-Zhang and the DR hierarchies coincide. This agrees with our conjecture from the introduction. N . So, we have
Derivative
We obviously have 
We obtain
Since c 1,α,µ = η α,µ , we get
. Let u str (x; t * * ; ) be the solution of the DR hierarchy (4.1) specified by the initial condition (u str ) α | t * * =0 = δ α,1 x.
Here, by definition, we put 
This system, together with the initial condition
By Lemma 4.4, N by g := Q(g), where
The local functional g can be easily related to g 1,1 as follows. Define the differential operator O on space of differential polynomials A N . We claim that g 1,1 = Og.
It easily follows from the equation
Lemma 4.6. We have g α,0 = ∂g ∂u α . Proof. The proof goes in the same way as the proof of Lemma 4.4. We have 
By Lemma 2.2,
is a linear combination of the local functionals u β dx. It is easy to see that
We conclude that 
Let us compute the Hamiltonian g 1 . We have to compute the integral
We have dim C DR g (0, a 1 , . . . , a n ) = 2g − 2 + n. Therefore the integral (4.3) can be nonzero, only if g = 0 and n = 3, or g = 1 and n = 2. Let us compute the genus 1 integral:
Thus g 1 = u 3 6 + 24 uu xx dx. This is the first Hamiltonian of the KdV hierarchy. From [Bur13, Lemma 2.4] it follows that the higher Hamiltonians g i , i ≥ 2, coincide with the higher Hamiltonians of the KdV hierarchy. We conclude that the DR hierarchy for the trivial cohomological field theory coincides with the KdV hierarchy.
The Dubrovin-Zhang hierarchy corresponding to the trivial cohomological field theory also coincides with the KdV hierarchy (see [DZ05] ). This agrees with the conjecture that we suggested in the introduction. 
The coefficient of ε j can be nonzero, only if 2g −2 + n = g + j + 1, or, equivalently, g −j = 3 −n. Note that λ 2 g = 0, for g ≥ 1. Thus the coefficient of ε j in the integral (4.4) can be nonzero, only if g = j = 0 and n = 3, or g ≥ 1, j = g − 1 and n = 2. For g ≥ 1, we have
Here B 2g are Bernoulli numbers:
, . . .; and the computation of the last integral can be found, for example, in [CMW11] . We get g 1 =
uu 2g dx. We conclude that our DR hierarchy coincides with the deformed KdV hierachy (see [Bur13] and Lemma 2.4 there).
Consider the Dubrovin-Zhang hierarchy corresponding to our cohomological field theory. In [Bur13] it is proved that the Miura transformation
transforms it to the deformed KdV hierarchy. This again agrees with our conjecture from the introduction.
Commutativity of the Hamiltonians
Here we prove Theorem 4.1. In Section 5.1 we introduce the Losev-Manin moduli space LM r+n 0 and a map q : M g;a 1 ,...,an → LM r+n 0 /S r . In Section 5.2 we compute the pullbacks of certain divisors in LM r+n 0 /S r . In Section 5.3 we show that an equation of certain divisors in LM r+n 0 implies Theorem 4.1.
We recommend the reader the paper [BSSZ12] for a more detailed discussion of the geometric constructions that we use here.
5.1. Losev-Manin moduli space. The Losev-Manin moduli space LM r is a compactification of M 0,r+2 . It is the moduli space of chains of spheres with two special "white" marked points 0 and ∞ at the extremities of the chain and r more "black" marked points on the other spheres. The black points are allowed to coincide with each other and there should be at least one black point per sphere. For more details see [LM00] .
We have two forgetful maps from the DR-space M g;a 1 ,...,an :
where n 0 is the number of indices i such that a i = 0 and r := 2g − 2 + n is the number of branch points. The map st assigns to a relative stable map its stabilized source curve. This is the map that we used to define the DR-cycle DR g (a 1 , . . . , a n ).
Let us describe the map q. It is very similar to the branch morphism (see e.g. [GJV11] ). By S r we denote the symmetric group. It acts on LM r+n 0 by the permutation of the first r black marked points. Suppose f : C → T is a relative stable map. The map q assigns to the relative stable map f its target rational curve T . Suppose that over each component of T the map f is a ramified covering. Then the marked points in T are the r branch points and the images of the marked points in the source curve C. M g;0,0,a 1 ,...,an , where a 1 , . . . , a n = 0. We denote by p 1 and p 2 the first two "free" marked points on a curve from M g;0,0,a 1 ,...,an . The images of these points on a curve from LM r+2 /S r will be denoted by x 1 and x 2 correspondingly.
Pullbacks of divisors. Consider the space
Denote by D (0,x 1 |x 2 ,∞) ⊂ LM r+2 the divisor of two-component curves, where the pairs of points 0, x 1 and x 2 , ∞ lie on different components. Let D Sym (0,x 1 |x 2 ,∞) be its symmetrization in LM r+2 /S r . Let us compute the class st * q * D Sym (0,x 1 |x 2 ,∞) . In order to do it we have to introduce a bit more notations.
Let b 1 , . . . , b m be some integers such that b 1 + . . . + b m = 0 and not of all them are equal to zero. Let us divide the list b 1 , . . . , b m into two disjoint parts, I ⊔ J = {1, . . . , m}, in such a way that i∈I b i < 0 or, equivalently, i∈J b i > 0. Then a new list of positive integers k 1 , . . . , k p is chosen in such a way that
Now we take two DR-cycles DR g 1 (b I , k 1 , . . . , k p ) and DR g 2 (−k 1 , . . . , −k p , b J ) and glue them together at the "new" marked points labeled k 1 , . . . , k p . Since we want to get the genus g in the end, we impose the condition g 1 + g 2 + p − 1 = g. We denote by DR g 1 (b I , k 1 , . . . , k p ) ⊠ DR g 2 (−k 1 , . . . , −k p , b J ).
the resulting cycle in M g,n .
We have the following formula (see [BSSZ12] ): (0p 1 ,a I ,k 1 ,. ..,kp)⊠DRg 2 (−k 1 ,...,−kp,0p 2 ,a J )
λ g c g,n+2 (e α 1 ⊗ e β I ⊗ e α 2 ⊗ e β J ) = 0, if p ≥ 2.
Here by ψ p i we denote the psi-class corresponding to the marked point labeled by p i . If p = 1, then we have 
