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means by which a person listening to a stereo reproduction system can perceive the direction of a sound in 3-D space. The discussion is organized in two sections. The first section discusses the scientific basis of directional hearing, while the second section discusses practical techniques for 3-D stereo reproduction.
The Scientific Basis of 3-D Sound
The scientific basis of 3-D sound is captured in the literature of three separate disciplines: physical acoustics, psychoacoustics, and auditory neurophysiology. Physical acoustics focuses on the sound waves that reach the listener's eardrums, and the acoustic phenomena that determine their specific properties. Psychoacoustics studies the relationship between the acoustic waves at the eardrums and the perception of spatial imagery reported by listeners. Auditory neurophysiology is concerned with understanding the neurological structures that give rise to the experience of sound.
The discussion below will consider 3-D sound from the perspective of each one of these disciplines in turn. Knowledge gained within any one discipline is insufficient to understand many of the phenomena that we take for granted in everyday life, and as the technology for 3-D sound continues to develop, professionals increasingly need to draw upon multi-disciplinary sources of information.
Physical Acoustic Perspective
When an acoustic event occurs in the natural environment, sound waves from that event propagate in all directions. The waves encounter objects in the environment with which they interact by reflection and diffraction. The constructive and destructive interference of all the resulting waves creates a rich acoustic admixture that is further enriched when there are multiple sound sources. When a sound wave encounters a listener, there are two acoustic results depending on the frequency: (1) high-frequency energy is specularly reflected away, and (2) low-frequency energy diffracts and bends around the listener. In between, there is a transition band that is centered around 1,500 Hz, the frequency whose wavelength is approximately equal to the diameter of the head. This acoustic phenomenon can be thought of as analogous to ocean waves hitting the piling of a pier: small waves bounce off, while large waves bend around and go past it.
The sound waves that reach the listener's two eardrums are affected by the interaction of the original sound wave with the listener's torso, head, pinnae (outer ears), and ear canals. The composite of these properties can be measured and captured as a headrelated transfer function (HRTF). The complexity of the interaction of the sound wave with the acoustics of the listener's body makes the HRTF at each ear strongly dependent on the direction of the sound.
When a sound event is equidistant from the two ears, the sound arrives at each ear from the same direction and the HRTFs are very similar (but not identical due to slight asymmetries of the head). The region in which sound sources are equidistant from the two ears is called the median plane. (The similarity of acoustic information is often given as the reason why localization accuracy is poor on the median plane.) There are two other names by which researchers refer to planes in 3-D space. One is the horizontal plane which is level with the listener's ears. The other is the frontal plane (or lateral plane), which divides the listener's head vertically between the front and the back. These planes are illustrated in Figure 2 .
When the source is not equidistant from the ears, the signal arrives at each ear from a different direction and the HRTFs are far from identical. The ear nearest the sound source is called the ipsilateral ear and the ear farthest from the sound source is called the contralateral ear. The position of a sound source relative to the center of the listener's head is most conveniently captured as a vector expressed in terms of two angles, azimuth and elevation, and one scalar, distance (see Figure 3) . Azimuth is measured as the angle between a projection of the vector onto the horizontal plane and a vector extending directly in front of the listener. A progressive movement from 0 to 360 degrees would take the source completely around the listener's head.
(There is no general agreement as to whether 90 degrees azimuth represents the listener's left or right.) Elevation is measured as the angle formed between the vector and the horizontal plane rising to 90 degrees overhead or descending to -90 degrees below.
As shown in Figure 4 , the signals arriving at the eardrums can be examined from two perspectives: the time domain and the frequency domain. If we imagine that the sound event is a simple impulse, we can easily identify the features that are dependent just on the acoustics of the listener. From the standpoint of the time domain, the signals that reach the two ears are no longer impulsive. The energy has been spread over 1-3 msec by the acoustic interaction with the listener's body. Comparing the two ears, the sound arriving at the ipsilateral ear is generally more intense and arrives earlier than that horizontal plane, the ITD reaches a maximum near .7 to .8 msec.
A comparison of impulse responses measured for different locations will reveal few significant patterns. But, if those impulse responses are converted to energy-time curves (similar to those of Hiranaka and Yamasaki 1983), more significant trends emerge. These energy-time curves, also called envelope functions, capture the dispersion of the impulse's energy across time (while omitting the waveform's positive and negative excursions). Figure 5 shows energy-time curves measured at the eardrum position of the Kemar mannequin for 36 azimuth angles on the horizontal plane. Most significantly, one can see the variation in the delay of the initial sound that accompanies a change of azimuth. Around 270 degrees (the far contralateral side), the symmetry of sound circling the head in both directions disrupts the pattern of the peaks. There are also clear patterns in the delayed energy after the initial peak. (The delayed sound reduces gain between 150 and 270 degrees, probably reflecting a reduction in sound from the pinna.)
In the frequency domain, Figure 4 reveals that HRTF magnitude profiles vary tremendously. Com-paring the two ears, we see that the magnitude profiles are more similar for low frequencies than for high frequencies. The differences become increasingly noticeable above the 1,500 Hz transition zone, because the head is increasingly effective at blocking waves at these higher frequencies.
Plots of the HRTF phase are typically difficult to interpret. The phase function "wraps" repeatedly from -rr to +ru, because the time delays exceed the wavelengths of most frequencies. More-significant information is revealed when the phase is reinterpreted in terms of time delay, expressed either as phase delay or group delay. Phase delay reveals the time delay of each frequency, and group delay describes the time delay of the amplitude envelope of each frequency (see Smith 1985 for a more complete description). Figure 4 represents HRTF phase as phase delay. The delays are greatest for the lowest frequencies, because the diffraction of waves around the head causes the low-frequency waves to move more slowly than the high-frequency waves. Between 500 and 2,500 Hz there is a region in which delay makes a transition from a lowfrequency region to a high-frequency plateau. The approximate center of this region lies at 1,500 Hz, clearly an important region for both magnitude and phase.
Numerous acoustic factors add complexity and richness to HRTFs. For example, there is a clear magnitude peak in the region around 3,000 Hz that is caused by the resonance of the ear canal. There are also notches and other fine details in the magnitude response, caused by constructive and destructive interference of the direct wave with sound reflected off the body. Reflected sound below 2,000 Hz is mainly from the torso, and above 4,000 Hz it is mainly from the pinnae; in between, there is a region of overlapping influence (Kuhn 1987) .
A comparison of HRTFs measured for adjacent directions will reveal many significant patterns. Figure 6a illustrates the patterns that can be observed in the magnitude response of the ipsilateral ear on the horizontal plane between 0 and 180 degrees azimuth. For example, the bandwidth of the spectral peak near 3,000 Hz widens as the sound source moves from front to back. A deep notch in the 8,000 Hz region migrates upward in frequency as waves. These experiments demonstrated that interaural differences, that is, differences in the acoustic signals simultaneously presented to the left and right ears, strongly affect spatial perception; IID and ITD each make a significant impact on perceptual judgments in a separate frequency range. Above 1,500 Hz there is acoustic shadowing by the head, and localization judgments are dominated by the intensity difference between the ears (IID). Below 1,500 Hz, the head is not a significant acoustic obstacle, there is a less-significant intensity difference, and localization judgments are dominated by the time difference between the ears (ITD). (Consider too that above 1,500 Hz, ongoing phase differences would often exceed 360 degrees, making it impossible to judge time delay on the basis of these phase differences.) The differentiation in perceptual processing appears to be coupled to the acoustic properties of the head.
These observations do not, however, provide sufficient explanation for human localization. In fact, IID and ITD only affect the extent of the lateralization of the sound source, that is, its perceived position along the interaural axis, a left/right axis between the ears. With only IID and ITD, a listener cannot determine whether an acoustic event is in front, above, behind, or below. This ambiguity of location at a given degree of lateralization has been called the cone of confusion (Woodworth 1954 ) (see Figure 10 ). It is now commonly accepted that the seeming uncertainty of spatial location on the cone of confusion is disambiguated by the complex acoustic profiles of the HRTFs. The classic psychoacoustic experiments supporting the duplex theory of localization did not utilize the frequencydependent interaural magnitude difference and interaural phase difference typical of HRTFs. Then too, the duplex theory ignored the influence of alternative temporal cues above 1,500 Hz, such as interaural onset differences (see Blauert 1974 for a comprehensive review). Acoustic events in natural environments also exhibit ongoing perturbations that provide additional opportunities for grasping interaural temporal cues. The classical psychoacoustic stimuli were impoverished, and the results are only partially useful in understanding localization in everyday listening situations.
Modern psychoacoustic research has turned its attention to binaural hearing and the role of HRTFs in localization. In the broadest context, binaural means combining information from the two ears (as opposed to monaural, which means using information from one ear or from each ear indepen- Even though HRTFs are rich in acoustic detail, perceptual research suggests that the auditory system is selective in the acoustic information that it utilizes in making judgments of sound direction. Evidence reveals that monaural phase information is irrelevant to spatial perception, and that interaural phase information is extremely important. Wightman and Kistler (1992) have demonstrated that low-frequency ITD is the dominant localization cue for sounds that contain energy below 2.5 kHz. For sounds that lack this low-frequency energy, IID provides the most likely basis for localization. It is still unclear, though, how much influence high-frequency time differences might have, since experiments have shown that the time differences between the temporal envelopes of highfrequency sounds are easily detectable (Henning 1974 ). Although the majority of research focuses on binaural cues, there is research into monaural spectral cues that suggests they are important for sound sources at the sides (Musicant and Butler 1985) . There is also evidence that elevation in particular is influenced by the spectral content of the sound source itself (which is received at both ears), such that high-pitched/bright sounds are typically localized higher than low-pitched/dark sounds (Butler 1973 ).
There are important differences between the vertical and horizontal dimensions in the resolution with which people can judge the spatial location of a sound source, an effect that Blauert terms localization blur (Blauert 1974) . The highest resolution is evident in the horizontal dimension, especially in front of the listener where the minimum audible angle is 2 degrees or less, depending on the exact nature of the experimental task. That angle increases to near 10 degrees at the sides, and narrows to near 6 degrees in the rear. By comparison, the resolution in the vertical dimension is low. The vertical minimum-audible angle in front is near 9 degrees, and it steadily increases overhead until it reaches 22 degrees. (See Blauert 1974 for a summary of research in this area.) Spatial acuity is apparently not as important for auditory perception as it is for visual perception.
While front/back discrimination is possible on the basis of the full acoustic information in HRTFs, it is also clear that head movement plays a dominant role in resolving front/back confusions (Wallach 1940). This is particularly important for sound sources located near the median plane, where other acoustic information provides few interaural differences. Figure 11 illustrates how the location of sound sources in front and in back of the listener is disambiguated by turning the head toward the right. For a sound source in front of the listener, turning the head toward the right causes the left ear to receive sound earlier and with greater intensity. For a sound source behind the listener, it is the right ear that receives the earlier and more intense sound. Wallach's classic experiments also clearly demonstrated that dynamic interaural cues would override HRTFs when the two were placed into conflict. Figure 11 . A dynamic head turn to the right disambiguates whether a sound source is in front or in back of the listener (adapted from Kendall et al. 1990 While the pinna is clearly adapted to auditory localization, the peripheral neurological system has little or no specialization for directional hearing. The peripheral neurological system transforms the acoustic ear signals into neural activity and seems most clearly designed to capture the spectral/temporal decomposition of incoming acoustic waves. The primary function of the signal decomposition appears to be identifying the sound source, namely, the sounding object and its excitation. This strongly conditions the structure of the neural mechanisms that underlie human localization, since, at the level of the peripheral neurological sys- The basilar membrane creates a neural representation of the acoustic activity taking place in the physical world, and this information is initially transformed and retained in the action potential firing patterns of fibers innervating (or, furnishing neural connections to) the basilar membrane from the cochlear nucleus (CN). These auditory nerve fibers bifurcate up to the anteroventral cochlear nucleus (AVCN) and down to the dorsal cochlear nucleus (DCN). (Follow Figures 13a and 13b for a  diagrammatic representation.) The goal of the central neurological system and subsequent neurological processing is to construct a representation of information about the physical world that is useful for survival, including the identity of sound sources and their locations.
At the beginning of the neural processing, the source information and the directional information are confounded. The most direct strategy for segregating the two is to extract directional information from the differences between the ears, i.e., binaural information. The auditory neurological system forms symmetric left and right neural pathways for this binaural information. To simplify the discussion of these binaural pathways, we will trace the evolution of one path; same-side connections will be referred to as ipsilateral, and opposite-side connections as contralateral. The origin of the binaural pathways is the AVCN, which is the source of projections to both the ipsilateral and contralateral superior olive (SO) (Stotler 1953) . Projections in and out of the SO are represented in Figure 13a . The medial superior olive (MSO) is innervated by both the ipsilateral and contralateral cochlear nuclei. Its input is dominated by low-frequency fibers that retain the fine temporal structure from the basilar membrane. There is strong evidence suggesting that the MSO is a coincidence detector for interaural time differences ( 
Goldberg and Brown 1968). The lateral superior olive (LSO) is directly innervated only by the ipsilateral cochlear nucleus. It is connected to the contralateral cochlear nuclei through an intermediate connection in the contralateral medial nucleus of the trapezoid body (MNTB). The MNTB appears to provide an inhibitory input to the LSO. Both inputs are dominated by high-frequency fibers. Evidence suggests that the LSO detects IIDs (Boudreau and Tsuchitani 1968). The LSO and MSO project to and converge on two targets, the inferior colliculus central nucleus (ICC) and the dorsal nuclei of the lateral lemniscus (DNLL). This gives rise to the possibility that IID
and ITD information is conjoined. Moreover, both ipsilateral and contralateral LSO project to the ICC, suggesting that information from both binaural pathways are combined, though only the ipsilateral projection includes LSO low frequencies. The ICC is also the target of projections from the contralateral AVCN and the DCN (see Figure 13b) . These projections contain monaural, rather than binaural information. In the ICC, the targets of the MSO and LSO lie within the target of the AVCN and overlap with each other, giving rise to the possibility that monaural source information is recombined with binaural information. The ipsilateral DNLL projects to the contralateral DNLL (Figure  13b) , providing a clear opportunity for integrating information from both binaural pathways, which can then be passed on through projections to the ipsilateral and contralateral ICC. The DNLL is also connected to the greater superior colliculus (not shown in Figure 13 ), providing binaural auditory information with a path to motor centers.
The inferior colliculus has been the site of much work on IID and ITD. Research with low-frequency tones reveals neurons that respond to a "characteristic delay" (Rose et al. 1966). Similar results have been found with amplitude-modulated highfrequency tones (Yin, Kuwada, and Sujaku 1984).
The "phase locking" that occurs with the envelope of the high-frequency tones is just like that of the low-frequency tones. Thus, there appears to be a single system of ITD detection that extends from the phase of low-frequency tones to the envelope of high-frequency tones. Figures 13a and 13b) . One might expect that a spatial referent map would be found in the auditory cortex of mammals. Instead, spatial information appears to be coded in the temporal firing pattern of a group of neurons (Middlebrooks et al. 1994 ). This allows spatial information to be projected on top of other neural maps.
Although less clear in mammals, research with barn owls has shown that a spatial referent map of auditory space exists in the equivalent to the inferior colliculus (Knudsen and Konishi 1978). Individual neurons respond to acoustic stimulation from a narrow spatial region, and neighboring cells respond to sources in adjacent spatial regions. Not only that, but azimuth is associated with ITDs and elevation with IIDs (Moiseff and Konishi 1981). After the convergence of binaural and monaural information in the ICC, pathways ascend to the medial geniculate body (MGB) and then the auditory cortex (shown in

The Stereo Reproduction of 3-D Sound
Many 3-D sound advocates share a vision of an ideal home audio system that would include a computational engine with sufficient power to synthesize the full 3-D acoustics of a simulated environment. In fact, simultaneous simulated environments would be needed to place each sound into its most appropriate environment. (For example, upper strings need lots of reverberation, while electric basses are best left dry; dialog might be in a small room, while the orchestra in the background is in a large hall.) Each simulated sound source and each of its simulated reflections would be processed by a pair of directional filters that capture the directional properties of the listener's head (Kendall and Martens 1984) . These filters would change instantaneously in response to the listener's head movements or to changes in the simulated environment. If there were more than one listener, the changes would have to occur independently for each person.
The directional filters would be based on each listener's HRTFs, or on an idealized set matched to each listener. Any influence of the reproduction equipment or environment would be eliminated.
Many factors keep us from realizing this vision today. One is that the computational burden placed on this system has no apparent bound. Many engineering shortcuts must be incorporated before a practical system would begin to approach the functionality described above. Crafting a system that effectively communicates to the listener is probably more important than matching the acoustics of physical reality, since we already know that the auditory system is selective in the information it utilizes. More important, however, is that today's implementations of directional filters are far from perfect. We are still improving our understanding of how to reproduce 3-D sound.
Cohen ( 
The influence of the reproduction equipment and the sound-transmission path could be eliminated by dividing out the transfer functions, E(w) and T(w). One can obtain these transfer functions by direct measurement, but in most practical situations the measurements are only near-approximations, E'(w) and T'(w), of the actual transfer functions present during reproduction. So the equalization of the reproduced material is: [P(w) D(w) E(w) T(o)] / [E'(w) T'(w)] P(w) D(w) The division by E'(o)
and T'(o) must occur before reproduction, either as the final step in the signal processing, or it could be rolled into the directional filters:
(D(o) / [E'(w) T'(w)]J P(w) E(w) T(o).
In this case, the coefficients for the directional filters that are stored in the processor's memory are already equalized. Headphone and loudspeaker reproduction share the need for equalization, but at a more-detailed level they present some very different problems that require specific solutions.
Headphone Reproduction
It might seem intuitively obvious that headphone reproduction provides the most controlled method for reproducing directional cues, but the task is far more difficult than one might expect. Headphone reproduction of traditional stereo recordings creates the impression that sound events are originating inside the head, with a bias toward the rear. Even with the addition of cues for IID and ITD, auditory images move only left and right inside the head along the interaural axis. True 3-D sound should mean that images are perceived outside the head (with externalization) and that frontal images are not easily confused with rear images (few front/ back confusions). This has proven difficult to achieve through the use of directional filters with standard stereo headphones alone. Such systems tend to be successful in some spatial regions (such as the left and right sides) and much less successful in others (such as in front). Externalization is aided by the presentation of ambient sound with interaural incoherence that mimics the acoustical properties of a late reverberant field (Kendall 1995) . Through informal experimentation, the author discovered that front/back discrimination can be improved through modifications to HRTFs that exaggerate front/back spectral differences.
Head Tracking
A truly categorical improvement can be achieved by combining the headphones' directional filters with head tracking. A head-tracking system combines a sensor for the direction and orientation of the listener's head with computer control of the directional filters. The computer receiving this spatial information continuously updates the direction of the filters to maintain the absolute position of the sound source within the environment, even as the listener's head moves. This simulates the kind of interaction the listener experiences in the natural environment, where a sound position remains invariant, fixed in its position within the environment, as the head turns. Head tracking is therefore an essential ingredient in any virtual reality system. Even changing ITD and IID in response to head movement without directional filters produces front/back discrimination due to the dominance of dynamic interaural cues over HRTFs (Wallach 1940). That such interaction is missing in traditional headphone reproduction strongly suggests why sounds are internalized inside the head: if the head turns and nothing changes at the eardrums, there is only one place the sound could be coming from-the middle of the head. We experience this every day when we listen to ourselves talk. The auditory system is sensitive to time lags between the movement of the head and the change in the directional filters, but no data is available that describes the relationship between localization performance and head-tracking latency.
Equalization
Even with the best headphones, the headphone system must be equalized to compensate for the acoustic properties of the transducers and the coupling to the ears. The response of headphone transducers varies from one model to another, and tends to be deficient in very high and/or very low frequencies. These deficiencies cannot always be compensated for by equalization. Dramatically increasing the gain for a spectral region in which the transducer is deficient would overdrive the transducer and create nonlinearities. Another consideration is that the coupling to the ears changes with each reseating of the headphones, and therefore no one measurement provides a sufficient basis for an equalization function (see Figure 15) . It is recommended that the equalization function be calculated by criticalband smoothing of the measured spectra, followed by averaging the representative measurements.
Combining an equalization function with DTFs will produce an overall spectral profile at the ears that mimics sound sources in an open space. This is called free-field equalization. An alternative approach is to mimic microphone equalization and to base the equalization function on the average response for all sound directions. This method attempts to provide an equalization similar to traditional stereophony, and is applicable to recordings with room reflections that arrive from all directions. This is called diffuse-field equalization. If one of the goals of equalization is to match the perceived coloration to a standard (like sound sources in free field or traditional stereophony), it raises the question, What is the most appropriate standard?
For audio work in which the program material is heard over loudspeakers as well as headphones, the appropriate standard is usually the loudspeaker version. In that case, additional adjustments to the headphone equalization may be required for it to sound like the loudspeaker version. There is no specific procedure to follow for calculating such changes, so in the end, the listener's ear is the best judge.
Other Factors Affecting Headphone Performance
The issue of individual differences in HRTFs emerges as a more important factor for headphones than for loudspeakers. This is in large part due to the significance of externalization in headphone listening. Generally, it is easier for listeners to externalize over headphones if they are listening with their own HRTFs. Another factor affecting performance is the choice of headphones. Experimenters nearly always prefer "open" headphones, which in this context means "a headphone that does not disturb the radiation impedance as seen from the ear" (Moller 1992 ), rather than the conventional meaning that the ears are "open" to environmental sound. Moller (1992) provides an analysis that explains the basis for this preference. Electrostatic headphones are among the best.
Loudspeaker Reproduction
From the auditory system's point of view, loudspeaker reproduction is a special category of environmental listening-the sound waves from the two loudspeakers arrive from two directions, and are usually offset by some time and intensity differences just like the direct sound of an acoustic event followed by a strong reflection. The auditory system appears to "view" the second loudspeaker just as it would a room reflection: it must make the best sense it can out of the signals and construct a mental image of acoustic events in space. It should come as no surprise that one of the methods that hearing scientists use to study the perception of environmental acoustics is simulating direct and reflected sound with loudspeakers. Barron performed a particularly important study in 1971, using a pair of loudspeakers to identify how direct sound from one loudspeaker in the front interacted with sound from a second loudspeaker 40 degrees to the side. The intensity and time delay of the second loudspeaker could be varied through a continuous range, simulating the effect of reflections coming from a wall at various distances. Although the study's focus was investigating concert hall acoustics, the results are interesting from the standpoint of stereo loudspeaker reproduction, because in most loudspeaker reproduction settings the listener is closer to one loudspeaker than another. Barron summarized the perceptual results of the two loudspeaker interactions with the diagram shown in Figure 16 .
The most important observation to be made from this diagram is that there are many different subjective effects that result from the interaction of intensity and time delay. These percepts are described by the terms listed below. Although these particular results would undoubtedly change with alterations in the experimental setup (such as increasing or decreasing the angle between the loudspeakers, or ro- Although not depicted in Mr. Barron's diagram, the precedence effect is assumed to be active in a region overlapping those of the other terms.
Consider the following mental experiment-a listener is sitting between two loudspeakers, one of which is moved progressively farther and farther away, creating greater and greater time and intensity differences between the sound coming from the two loudspeakers. Mr. Barron's diagram and terms provide us with a guide to what the listener experiences. At the beginning, the two loudspeakers are equally distant and there is no time or intensity difference; the listener hears a sound source that is located between the loudspeakers. As one loudspeaker is moved far enough away that the time delay is less than approximately 1.0 msec, the listener hears a single sound image that is shifted away from its original position and toward the closer loudspeaker, or "image shift." As the loudspeaker gets farther away and the time delay increases beyond 1.0 msec, the listener will hear a single sound image that is located in the closer loudspeaker, which is the "precedence effect." As the distance increases, the listener would perceive "tone coloration" and then "spatial impression." There is eventually an upper limit to the time delay at which the precedence effect is released and the delayed sound from the second loudspeaker begins to be heard. The exact delay at which precedence is released depends upon qualities of the sound source, and is reported to vary from 8 to 70 msec, with a typical limit of about 35 msec. This is further complicated because precedence is more pronounced for transient sound sources, such as struck or plucked musical instruments, than it is for continuous sound sources, such as blown or bowed musical instruments. When the precedence effect releases, the listener will report hearing sound images in each loudspeaker. When the loudspeakers are separated by a sufficiently great distance, the listener may report hearing an "echo dis- cross talk, and the deep notch created around 2 kHz. Even though we are accustomed to the presence of cross talk and typically ignore it, one can learn to hear it in a reproduction environment that is free of room reflections. Even in the best of reproduction settings, cross talk is taken to be a natural part of the color of reproduced sound.
Cross-talk Cancellation
The first significant 3-D loudspeaker reproduction system was achieved by Schroeder and Atal in 1963. Despite the early date, it has served as the foundation for most 3-D loudspeaker systems ever talk signals by issuing from the near loudspeaker a signal that could acoustically cancel the cross-talk signal from the far loudspeaker. This is represented in Figure 21 . (The system is actually a bit more complex than described here.) The Schroeder-Atal system has many descendants, among the best of which could be considered the system described by Cooper and Bauck (1988) . All of the variants of this system are constrained by a set of assumptions that produce practical limitations. Just as with headphones, because there are individual differences in HRTFs, equalization is seldom perfect. This becomes particularly problematic for the cancellation signals, which must match the listener's H33o HRTE Most importantly, to can-cel the high-frequency content of the HRTFs, there must be an exact match between the signals arriving at the head and the cancellation signal. This is undermined by individual differences in HRTFs. In fact, cross-talk cancellation systems seldom cancel high-frequency signals, which are typically localized toward the loudspeakers even when the lowto mid-range signals are localized toward the side or rear. Small variances in the head position relative to the loudspeakers can cause total phase reversals of the cancellation signal and dense combing. It is typical that a shift in head position of less than 20 cm will totally collapse the imagery.
Alternative Approaches
An alternative to this approach was reported by Kendall and Rodgers (1982) , who achieved loudspeaker localization with low-order digital filters that provided simple approximations of HRTFs without the benefit of cross-talk cancellation. Another alternative was achieved by Lowe and Lees (1991), who took a purely empirical approach and constructed very effective DTFs by direct experimentation with gated sinusoids (thereby capturing interaural onset delays). Some of the same problems associated with cross-talk cancellation affect these alternative approaches as well. Variations in head position cause inaccuracies in the highfrequency information arriving at the ears. (Because cross talk is never eliminated, the left and right loudspeaker signals combine acoustically at the ears and cause phase shifts and cancellations.) The primary advantages are that these systems are less sensitive to the listener's seating location. Kendall and Martens (1984) reported that circular sound paths retain their general shape and deform in a graceful manner, even as the listener moves far off center. Lowe and Lees reported that listeners were able to rotate their heads and orient toward the sound sources.
Reproduction Environment
Even with these alternative approaches, the loudspeaker reproduction environments often inhibit the creation of images in one or more spatial regions, due to early reflected sound in the reproduction environment or asymmetries in the reproduction equipment. Environmental reflections of sound arriving within 1 msec will corrupt the HRTFs. Therefore sound reflections near the loudspeakers or listener must be eliminated. This is considerably easier to manage in control rooms than in living rooms. Most susceptible are rear images, which often shift to the front or cling close to the listener's head, and side images, which collapse toward the front due to shifts in the location of the listener's head.
Conclusion
Both headphone and loudspeaker reproduction of directional cues present tractable problems and can be very successful in controlled reproduction settings. Headphone reproduction with head-tracking provides the most resilient form of reproduction, but it is also the most complicated and expensive, due to the overhead of dynamic filtering and headtracking. Loudspeaker reproduction, even when limited to near-field monitoring, is more convenient but less resilient than headphone reproduction.
As the technology for reproducing directional cues becomes increasingly refined (and less expensive), different technical issues begin rising to the surface. The progressive increase in the level of complexity, from reproducing directional cues for a single source to reproducing full spatial environments, necessitates a tremendous increase in computational bandwidth. Simulated natural environments must be able to contain many individual sound sources and to replicate the reflected sound arriving at the listener from all directions. Also, interactivity is an essential element in breaking down the autonomy of auditory experience. The engineering and computational requirements of interactive spatial sound are tremendous, but must be met if we are to fulfill the aesthetic visions being born today in the minds of artists and audiences.
