A large class of Person Re-identification (ReID) approaches identify pedestrians with the TriHard loss. Though the TriHard loss is a robust ReID method, pose variance and viewpoint in pedestrians constrain the performance. To address this problem, we introduce a spatial transformer network (STN) to align pedestrians. Then, we illustrate the generality of the STN module in pose variance problem through the evaluations on feature representation network (FRN) like VGG, ResNet and DenseNet architectures respectively. Furthermore, based on the evaluation results, we propose a robust and high-performance ReID model which consists of the STN module, DenseNet backbone and TriHard loss. And finally, we prove that our ReID model is whole differentiable by formula derivation, therefore achieving an end-to-end high-performance ReID system. The experiments show that our ReID system outperforms the state-of-art methods on Market-1501, DukeMTMC-reID and CUHK03 datasets.
I. INTRODUCTION
Person Re-identification (ReID) is a branch of image retrieval issue which aims to identify pedestrian of interest across non-overlapping gallery images. It is an important research because of the great value in social life like security monitoring, traffic management and crime detection. However, various factors including viewpoint, lighting, shade and pose variation have a crucial impact on ReID problem.
ReID approaches are usually classified as feature representations and metric distance. With the success of deep learning network, many deep learning ReID works had been proposed. Most of the deep learning ReID approaches use ResNet-50 [1] as the backbone and fine-tune on the ImageNet [2] pre-trained model. Metric learning method has turned into a loss function in the deep ReID model. TriHard method [3] which based on online batch hard sample mining has proved to be a state-of-the-art metric learning approach. The TriHard approach trains CNN to get feature representations and then computes them by TriHard loss, performing an end-to-end metric learning method for ReID issue.
Although the TriHard method is an excellent ReID baseline, it can not overcome the interference factors like pose variance, viewpoint. From Fig. 1 , the same pedestrian has The associate editor coordinating the review of this manuscript and approving it for publication was Huanqing Wang. deformation in two images due to the movement of cameras. To address this problem, a direct idea is employing a three-dimensional affine transformation to the pedestrian. But the majority of current approaches are based on two-dimensional pedestrian images. Under these circumstances, a two-dimensional affine transformation method called STN [4] is an available alternative.
While the TriHard method with the STN module has superior performance, it is unsure that the STN module indeed mitigates the pose variance and viewpoint rather than the deeper network takes effects. In other words, we should prove the generality of the STN module in pose variance and viewpoint. To address this problem, we evaluate the STN module in several architectures such as VGG [5] , ResNet and DenseNet [6] .
At the same time, the backbone is vital to discriminative feature representations. The backbone of the TriHard method is ResNet-50 pre-trained on the ImageNet. While ResNet-50 adopts shortcut connections to reduce the degradation problem, it is not able to exploit the information of the intermediate layer, which damages the capability of feature representations. The evaluations in the generality of the STN module show that DenseNet has better performance as it concatenates features before passing into a layer.
Although the STN module, DenseNet backbone and Tri-Hard loss compose a high-performance ReID model, whether the model is differentiable has not been verified. This is important because we aim to implement an end-to-end ReID system. For this goal, we prove that the whole model is differentiable through formula derivation, which will be discussed in section 3.4.
In this paper, we introduce the STN module into the ReID issue to mitigate the pose variance of pedestrians. Furthermore, to illustrate that the STN module does play a role in the ReID issue rather than the deeper network, we evaluate the STN module in several backbones such as VGG, ResNet and DenseNet respectively. Based on the evaluations, we propose a robust and high-performance ReID model which consists of the STN module, DenseNet backbone and the TriHard loss. And finally, we prove that the whole ReID system is differentiable through formula derivation. Although [7] had adopted the STN module for ReID pose variance issue, it paid more attention to local body parts for achieving a complex model, which is different from our simple and robust ReID system.
In summary, our main contributes are: (1) We introduce the STN module into ReID field for alleviating the pose variance of pedestrians. (2) Evaluated on the VGG, ResNet and DenseNet architectures, we empirically illustrate the generality of our STN module. Based on the empirical results, we propose a robust and high-performance ReID model which consists of the STN module, DenseNet backbone and TriHard loss. (3) Through formula derivation, we prove that our model is differentiable, therefore achieving an end-to-end ReID system. According to the comparative experiments, our approach is superior to the state-of-the-art triplet-loss models on three main benchmarks CUHK03 [8] , Market1501 [9] and DukeMTMC [10] .
II. RELATED WORKS
Based on our approach, we summarize feature extraction and metric distance briefly.
A. FEATURE-BASED ReID
The goal of feature extraction is to achieve discriminative features which represent the input pedestrians. Starting from this purpose, a lot of works are proposed considering the characteristics of the pedestrian. Handcrafted features like LBP [11] , SIFT [12] , [13] and LOMO [14] capture the appearance of the pedestrians. When deep learning is introduced into ReID, feature representations tend to be automatically obtained from CNN. In this case, there are two key points remaining discussion.
First, the input pedestrians should be considered. Affected by interference factors such as pose variance and viewpoint in the input, CNN cannot obtain the discriminative feature representations. Researchers have done a lot of works on this issue. Image slicing is a common way to solve the problem of pose changes, which can cut the partial torso for better feature representations [15] . However, the drawback is that the image pairs need to be highly aligned. If the two images are not aligned up and down, it is likely that the different body parts in the same location are compared directly, which generally leads to the wrong results referred as the image slice failure.
To solve the problem of image misalignment, some works use prior knowledge to align pedestrians such as pre-trained pose and skeleton models. PIE [16] first uses the model of pose estimation to locate the key points of pedestrians, and then uses affine transformation to align the same key points. Instead of affine transformation, Spindle Net [17] utilizes 14 human key points to extract the Region of Interest and then implements the pose alignment. The biggest disadvantage of the above methods is that they require additional labels for key points extraction, which dramatically increases the computational cost and the uncertainty of the algorithm.
Second, the backbone of the model is vital to feature representations. Since Krizhevsky [18] won the first place in the 2012 ImageNet competition, deep learning and CNN research have sprung up. Various architectures such as VGG, GoogLeNet [19] , ResNet and DenseNet are proposed. With operations like skip connection, ResNet tends to possess better feature representations. However, constrained by the structure of ResNet, the network will lose part information of the intermediate layer, which results in the inferior discriminate feature representations.
B. METRIC-BASED ReID
Another key issue of ReID is distance metric. Before the deep learning approaches, some traditional methods such as KISSME [20] , XQDA compute the similar matrix of feature representations. The metric distance is transformed into the loss function of the network when deep learning dominates the ReID issue. Varior et al. [21] introduces contrastive loss which compares image pairs for Siamese network [22] . Schroff [23] trains a convolutional neural network to learn an embedding for faces, in which the key component is the triplet loss [24] . The triplet loss optimizes the embedding space for making the same pedestrian closer than the different. Quadruplet loss [25] based on the triplet loss adds a negative sample VOLUME 7, 2019 image to consider the absolute distance between positive and negative samples. TriHard loss is another improved version of the triplet loss. The sampling strategy is crucial for triplet loss because easy samples may lead to degeneration and hard samples will cause the gradient explosion. TriHard loss is an online hard sample method based on batch training, which is a popular and effective ReID baseline approach.
In this paper, we add the STN module to the ReID field to build an end-to-end model. Our approach is related to but different from the above. Through the STN module, some image affine transformations including translation, rotation, scaling and shear are allowed to reduce the misalignment in pedestrians. Furthermore, to demonstrate the generality of the STN module on ReID pose variance, we evaluate in several architectures such as VGG, ResNet and DenseNet. Then, we spatially align the input pedestrians adaptively based on the STN module, DenseNet backbone and TriHard loss, achieving a more competitive ReID model, which does not require additional labels. And finally, we prove that the whole model is differentiable through formula derivation.
III. OUR APPROACH
The goal of the triplet method is to retrieve the probe image from a set of gallery images, which is often regarded as a clustering problem: in a set of gallery images, the same identity with a probe image should be closer than the different identity.
Our approach aims to build an end-to-end ReID deep network by taking into account the variance of the pedestrian in pose and viewpoint. The pipeline of the network is shown in Fig. 2 , which mainly contains three parts: the STN, the FRN and the TriHard Loss module. Since the FRN can be constructed based on the transfer learning from some popular deep networks, we focus on the STN module, the TriHard loss and the optimization of the end-to-end network.
A. SPATIAL TRANSFORMER NETWORK
The pose variance and viewpoint in pedestrians constrains the performance of ReID methods. To address this problem, a spatial alignment method is adopted to adjust the pose of pedestrians and improve the robustness of matching. In our paper, we exploit a two-dimensional affine transformation to align the pedestrians. As shown in Fig. 1 , the viewpoint and small pose variance can be easily adjusted well through cropping and translation.
The input pedestrian image is denoted as I ∈ R H ×W ×3 , where W and H are the width and height of the image. Supposing the coordinates of the source image are denoted as (x s , y s ), and the coordinates of the target image are x t , y t , which are all normalized to [−1, 1]. The pointwise transfor- mation function is
where P θ ∈ R 2×3 is the transformation matrix for describing the synthetic effect of translation, rotation and scaling, which can be evaluated by the localization network f loc as shown as Eq. 2
where ϕ 1 denotes the parameters of the localization network. Combining Eq. 1 and Eq. 2, a pixel (x t i , y t i ) in the target image can be inversely transformed to the spatial location (x s i , y s i ) in the source image. The value of the target pixel in the c-th feature channel, denoted by v c i , can be estimated by applying a bilinear sampler to the source image as shown as
where I c h,w is the source pixel value at the location (h, w) in channel c. Eq. 3 demonstrates that the output value of the target pixel equals the source signal at the sub-pixel location (x s i , y s i ), which can be evaluated by the bilinear combination of its neighboring pixels. The final output map V is the feature vector containing all the target pixel's values in all the feature channels.
The structure of the STN is in Fig. 3 . The localization network regressing the parameters P θ consists of the convolutional block and the regressor block. The convolutional block involves two conv blocks, of which each includes a convolutional layer, a maxpooling layer and a ReLu activation. The kernal sizes of the two convolutional layers are 7 × 7 and 5 × 5 respectively. The regressor block comprises two linear layers with ReLu activation following the first linear layer. The output of the last linear layer is 6-dimension, which corresponds to the parameters P θ . The transformation module generates the coordinate mapping from the target image to the source image. The sampler applies the parameters of the transformation to the input image.
B. FEATURE REPRESENTATION NETWORK
As the STN module has already transformed the input image I to the output image V , we build the FRN module to extract the features of V for the next matching tasks. Considering the competitive performance and concise parameters, we employ VGG, ResNet and DenseNet as the candidates of the architecture of the FRN module.
VGG is a shallow network to evaluate the generality of the STN module. Before the classifier layer in the original VGG architecture, we add a global average pooling layer and tune the classifier accordingly.
In the original architecture of ResNet, the main structure of the network is attached with two fully connected layers (FC) of which the first layer has 1024 units with batch normalization [26] and ReLU [27] activation functions, and the second layer contains 128 units. As the baseline of the work, though the original ResNet can achieve a competitive performance for the ReID task, the FC layers bring in redundant parameters which slow the training process and increase the risk of overfitting. Recent works have proved that global average pooling can be a good alternative of feature integration. Inspired by this idea, we replace the original FC layers with an average polling layer. Besides, a new ReID model referred as PCB [28] affirms that a higher spatial resolution before global average pooling achieves the better feature representations. Therefore we further change the stride of the last layer before the average pooling layer.
Compared with ResNet, DenseNet takes full advantage of the intermediate layer in which has more information for feature representations. Also, DenseNet has an advantage in parameter efficiency and improves the flow of information and gradients through the network. DenseNet not only has superior performance over ResNet, but also illustrates the generality of the STN module in deeper architecture.
Based on these considerations, a group of comparative experiments are carried out in section 4.3 to validate the proposed model.
C. TRIHARD LOSS
After the FRN module, a loss function called TriHard loss is designed to train the more discriminative patterns in the task of person ReID. In a batch, we sample P person identities and K images randomly for each person identity. Then the hardest positive and negative sample pairs for each anchor in the batch are selected to form the triplets. 
D. OPTIMIZATION
In this section, we try to prove that our model can be optimized using traditional gradient-based searching algorithms in the sense that the TriHard loss should be continuously differentiable with respect to all the parameters of the whole network. According to the pipeline of the end-to-end model, the partial derivates of the loss function with respect to the parameters of the FRN module can be deduced as Eq. 5
According to Eq. 5 and 6, the loss function L is continuously differentiable with respect to ϕ 2 because ∂ p k /∂ϕ 2 exists for the candidate FRN networks VGG, ResNet and DenseNet. For the similar reason, L is also continuously differentiable with respect to V p k . Then the partial derivates of L with respect to the parameters ϕ 1 can be written as:
where Furthermore, the first term of the right side of Eq. 9 can be decomposed into two parts:
As the expressions of the different partial derivatives have been revealed in Eq.5 to 11, the TriHard loss has been proved to be continuously differentiable with respect to all the parameters ϕ 1 and ϕ 2 in the sense that the gradient-based optimization algorithms can be directly used to train our model. From the viewpoint of the graph, the flow of gradient can inversely transfer through the pipeline, adjust all the parameters in a proper manner and get the end-to-end network model trained well for person ReID task.
IV. EXPERIMENTS

A. DATASETS
Our experiments are based on the most recognized ReID datasets: Market1501, CUHK03, and DukeMTMC-reID. Market-1501 consists of six cameras which include five high-resolution cameras and one low-resolution camera. This dataset contains 32668 pedestrian image boxes of 1501 identities detected by the Deformable Part Model(DPM) [29] . There are 12936 images of 750 identities for training and the remaining 19732 images of 751 identities for testing.
CUHK03 is a widely used ReID dataset which includes 13164 images of 1360 identities. Each pedestrian is captured by two disjoint camera views. Besides image boxes detected by DPM, the dataset provides the manually cropped image boxes.
DukeMTMC-reID contains 36411 bounding box images of 1812 identities captured by eight high-resolution cameras. Among the 1812 pedestrians, 1404 identities appear in more than two views and the remains are distractors. There are 16522 bounding box images of 702 identities for training and the rest for testing.
B. IMPLEMENT DETAILS
Our experiments adopt the standard evaluation protocol [8] , [30] . We evaluate the performance of our work by the cumulated matching characteristics (CMC) and the mean average precision (mAP) score [9] on Market-1501, CUHK03 and DukeMTMC-reID datasets. For convenience, all of our works are based on the single query setting. The matching process calculates the Euclidean similarities between each query and the gallery set, and the results are ranked according to the similarity.
To implement a robust and high-performance ReID system, we evaluate our approach in VGG-19, ResNet-50 and DenseNet-121 architectures respectively. We resize all pedestrian images in three datasets to 256 × 144. All the models are optimized with Adam optimizer [31] , where the weight decay is 5e-4 (β 1 = 0.9, β 2 = 0.999). The learning rate is 0.0002 for VGG-19 and ResNet-50 architectures, and 0.0004 for DenseNet. All of them train a total of 150 epochs, decayed by a factor of 10 at 100 epochs. For a batch, VGG-19 and ResNet-50 models sample 32 pedestrians with 4 images each, and DenseNet-121 has 18 pedestrians with 4 images each. Our experiments are all based on the Pytorch framework with two NVIDIA GTX-1080Ti GPUs. We compare the training time in various networks. For example in Market-1501 dataset with 64 batch size, the VGG needs about two hours while the ResNet and the DenseNet are about 90 minutes, which shows the advantage of our ReID system on time-consuming.
C. EVALUATION 1) TRICKS ON THE ResNet-50 ARCHITECTURE
As discussed in section 3.2, we introduce two tricks based on ResNet-50 architecture: replacing the original FC layer with the global average (Avg) layer and shrinking the stride to 1 in the last layer before the Avg layer (Avg + stride1). Table 1 shows the comparison between the baseline of the Triplet method and two tricks. From Table 1 , the performance increases when the original FC layers are replaced by the Avg layer. Furthermore, the Avg + stride1 method achieves considerable improvements based on the Avg layer. Therefore, our ResNet-50 baseline model is based on these tricks in the following evaluations.
2) THE GENERALITY OF STN MODULE
To address the pose variance in ReID issue, we introduce the STN module to adjust the pedestrian postures adaptively. To demonstrate the generality of the STN module, we test on VGG-19, ResNet-50 and DenseNet-121 architectures. For comparison, we first evaluate the TriHard method based on these architectures to get the baseline models, which is shown in Table 2 . Then, we illustrate the performance of the STN module in these architectures in Table 3 . In order to visual- ize the performance, Fig. 4, 5 and 6 show the comparison between our approach with the baseline models. From the comparison results, we can find that our approach outperforms the baseline model in different depth architectures in three datasets, which demonstrates the generality of the STN module. Specifically, compared with DukeMTMC-reID and CUHK03 datasets, our approach is slightly insufficient on Market-1501 dataset, because Market dataset has less pose variance than DukeMTMC-reID and CUHK03 datasets. 
3) OUR ReID SYSTEM
Our ultimate goal is to implement a robust and highperformance end-to-end ReID system. Besides the STN module and TriHard loss, the robust and high-performance ReID system is also dependent on the backbone network. In Table 2 , the results demonstrate that the DenseNet has an advantage over VGG-19 and ResNet-50 in feature representations. Therefore, the FRN module in our approach adopts the DenseNet architecture for feature extraction. Finally, our ReID system consists of the STN module, DenseNet backbone and TriHard loss.
4) VISUALIZATION OF EMPIRICAL RESULTS
In Figure 4 , 5 and 6, we have quantitatively illustrated the superiority of our approach. For intuitive understanding, we show the visualization results of our approach. The visualization process is giving a query pedestrian, searching for the ten most similar pedestrians in the gallery based on our approach and the baseline model respectively. The blue figure means a correct match, and the red is a mismatch. Figure 7, 8 and 9 demonstrate the visualization comparison results between our approach and the baseline model in Market-1501, DukeMTMC-reID and CUHK03 datasets respectively. Our approach has a better correct match than the baseline model, which illustrates the superiority of our method.
5) NOISY CONDITION ANALYSIS
While our approach has improvements compared with the baseline method, the robustness to the noisy condition has not been discussed. The noise problem is that the model trained in one dataset tends to have poor performance when test in another dataset because of the bias in different datasets. In this section, we will analyze this problem from a quantitative perspective. In Table 4 , the experiments adopt Market-1501 as the training dataset, DukeMTMC-reID as the testing dataset. As discussed in the above, Market-1501 has less pose variance than DukeMTMC-reID dataset. Therefore, for the model trained in Market-1501 dataset, DukeMTMC-reID brings into much noise as the testing dataset. Table 4 shows that our approach has superior capacity against noise compared with the baseline model.
D. COMPARISON WITH STATE-OF-THE-ART METHODS
In section 4.3, we make some ablations to achieve a robust and high-performance ReID system. Based on the evaluation results, we compare our ReID system with state-of-the-art methods in Market-1501, CUHK03 and DukeMTMC-reID datasets.
Combined with the STN module, DenseNet architecture and Triplet loss, our ReID system is superior to the classical TriHard method and other competitive models in Market-1501 and DukeMTMC-reID datasets. In Table 5 and Table 6 , the mAP scores on two datasets increase from 65.32%, 53.19% to 71.93%(+6.61%) and 61.02%(+7.83%) respectively. The improvements of rank-1 accuracy are 5.72% and 5.53%. It indicates the effectiveness of our work.
For CUHK03 dataset, there are two kinds of bounding boxes: manually labeled and automatically detected. We applied our approach on both of these bounding boxes. In Table 7 , our approach improves by +3.0% and +5.2% in mAP score, +5.3% and +6.1% in rank-1 accuracy on labeled and detected bounding boxes respectively. Our approach is superior to the original TriHard method for both of these two kinds of bounding boxes.
V. CONCLUSION
In this paper, we introduce the STN module to the ReID field. The experiments on VGG, ResNet and DenseNet architectures show that the STN module indeed mitigates the pose variance of pedestrians. Furthermore, We implement an end-to-end ReID system which consists of the STN module, DenseNet backbone and TriHard loss. Our ReID system is a robust and high-performance approach which outperforms the state-of-the-art methods on Market-1501, DukeMTMC-reID and CUHK03 datasets. Our work provides a new direction to adjust the pedestrian images in the detected bounding boxes to eliminate the variance in pose and viewpoint. Some popular alignment works can be easily embedded in our proposed method for further exploration. TONG JIA received the Ph.D. degree from the College of Information Science and Engineering, Northeastern University, Shenyang, China, in 2008, where he is currently a Professor. His current research interests include stereoscopic and omni-directional vision for mobile intelligent robot, computer vision, structured light system, and biomedical image processing and analysis.
