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Abstract
In this paper we study a free boundary problem modelling the growth of nonnecrotic tumors. The main
trait of this free boundary problem is that it is essentially multidimensional, so that its well-posedness is
hard to establish by using the usual methods in the classical theory of free boundary problems. In this paper
we use the functional analysis method based on the theory of analytic semigroups to prove that this problem
has a unique local solution in suitable function spaces. Continuous dependence of the solution on the initial
data and regularities of the solution can also be easily obtained by using the argument of this paper.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we establish well-posedness of the following essentially multidimensional free
boundary problem modelling the growth of a nonnecrotic tumor:
∂tσ = D1σ − f (σ,β), x ∈ Ω(t), t > 0, (1.1)
∂tβ = D2σ − g(σ,β), x ∈ Ω(t), t > 0, (1.2)
−p = S(σ,β), x ∈ Ω(t), t > 0, (1.3)
σ = σ¯ , x ∈ ∂Ω(t), t > 0, (1.4)
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p = γ κ, x ∈ ∂Ω(t), t > 0, (1.6)
V = −∂np, x ∈ ∂Ω(t), t > 0, (1.7)
σ(x,0) = σ0(x), x ∈ Ω0, (1.8)
β(x,0) = β0(x), x ∈ Ω0, (1.9)
Ω(0) = Ω0. (1.10)
Here σ = σ(x, t), β = β(x, t) and p = p(x, t) are unknown functions respectively representing
concentration of the nutrient, concentration of the inhibitor, and the tumor tissue pressure, and
Ω(t) is a bounded domain in Rn with a priori unknown boundary, which in the 3-dimension case
is the domain occupied by the tumor at time t . The functions f , g and S are given and defined
on R+ × R+ (recall that R+ = [0,∞)). They respectively represent the nutrient consumption
rate, the inhibitor consumption rate, and the tumor-cell proliferation rate. Besides, D1, D2, σ¯ , β¯
and γ are positive constants, κ is the mean curvature of ∂Ω(t) whose sign is designated in the
way that κ  0 at points where ∂Ω(t) is convex, V is the normal velocity of ∂Ω(t), and ∂n is
the derivative in the direction of the outward normal n of ∂Ω(t). The boundary conditions (1.4)
and (1.5) reflect the fact that the tumor receives a constant nutrient (such as oxygen and glucose)
supply as well as a constant inhibitor (such as anti-cancer drugs) supply from its surface, and
the boundary condition (1.6) says that the surface tension of the tumor is proportional to the
mean curvature of its surface. The condition (1.7) is the well-known Stefan condition, indicating
that the normal velocity of the tumor surface is proportional to the normal component of the
divergence of the pressure, with an opposite sign. Finally, σ0, β0 and Ω0 are the initial data.
The corresponding radially symmetric problem of the above tumor model has been very well
studied in the references [3–5,8,11]. Note that in the radially symmetric case the problem is of
one dimension in essence. In this paper we shall treat the non-symmetric case. Then the problem
is essentially multidimensional, and it is, thus, much more difficult. Previous work treating the
multi-dimension case includes that of Bazaliy and Friedman [2] and Escher [6]. In [2], Bazaliy
and Friedman considered the case that β = 0,
f (σ,β) = σ and S(σ,β) = μ(σ − σ˜ ),
where μ and σ˜ are positive constants. They proved local existence of a unique solution by first
transforming the free boundary problem into a quasi-linear initial-boundary value problem on a
fixed domain and next using the standard Banach fixed point argument. Their argument is based
on some very complicated integral estimates. Besides, the regularity of the solution obtained in
this way is low. Escher [6] considered the case that β = 0,
f (σ,β) = σ and S(σ,β) = S(σ ) is a general function.
He first transformed the free boundary problem into an abstract evolution equation in a Banach
space, and next applied the abstract theory of fully nonlinear parabolic equations in the frame
of analytic semigroups (see Amann [1], Lunardi [9] and Sobolevskii [10] for this theory). The
solution he obtained possesses a maximal regularity.
In this paper we shall follow the idea of Escher [6], but with a significant improvement (see
Remark 4.1 in Section 4), to establish well-posedness of the problem (1.1)–(1.10). Our main
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dependence of the solution on the initial data, regularity of the solution and other additional
properties of the solution are omitted because they are immediate consequences of the standard
results of the abstract theory joined with the preliminary results established in this paper.
To state our main result we first introduce some basic notations. For a given open set Ω ⊆ Rn
and an integer m ∈ N, we denote by Wm,q(Ω) the usual Sobolev spaces on Ω , by Wm,q(Ω,Rn)
the n-vector valued Sobolev spaces on Ω , and by Wm,q0 (Ω) the closure of C
∞
0 (Ω) in W
m,q(Ω).
For a real s the notation Ws,q(Ω) denotes the usual fractional Sobolev spaces on Ω . For a
given sufficiently smooth hypersurface Γ ⊆ Rn and numbers s  0 and q, r ∈ [1,∞], we de-
note by Bsqr (Γ ) the usual Besov spaces on Γ . Recall that if ∂Ω is sufficiently smooth and
m > 1/q , 1 q < ∞, then the trace operator tr :u → u|∂Ω is a surjection from Wm,q(Ω) onto
B
m−1/q
qq (∂Ω). For m ∈ N and two open sets Ω1,Ω2 ⊆ Rn, we denote by Diffm(Ω1,Ω2) the set
of Cm-diffeomorphism from Ω1 onto Ω2, and for 1  q < ∞ we denote by Diffm,q(Ω1,Ω2)
the set of diffeomorphisms Φ from Ω1 onto Ω2 such that Φ ∈ Wm,q(Ω1,Rn) and Φ−1 ∈
Wm,q(Ω2,Rn). Let Ω0 be as in (1.10). We assume that there is a reference domain Ωe in Rn
such that its boundary Γe = ∂Ωe is of C∞ class and sufficiently close to ∂Ω0 in the sense that
there exists a C1 function ρ0 defined on Γe, with a sufficiently small C1 norm, such that ∂Ω0 is
the image of the mapping ξ → ξ + ρ0(ξ)nˆ(ξ), ξ ∈ Γe , where nˆ denotes the unit outward normal
field on Γe. Finally, throughout the whole paper q is always assumed to be greater than 1, and
this assumption will not be particularly mentioned later on.
The main result of this paper is as follows:
Theorem 1.1. Assume that f , g and S are C∞ functions and let m ∈ N, m 4, and n/(m−1) <
q < ∞. Given a bounded initial domain Ω0 ⊆ Rn of class Bm−1/qqq and initial functions σ0, β0 ∈
Wm−1,q(Ω0) satisfying σ0 − σ¯ ∈ W 1,q0 (Ω) and β0 − β¯ ∈ W 1,q0 (Ω), there exists a corresponding
T > 0 such that the problem (1.1)–(1.10) has a unique solution (σ,β,p,Ω) in the following
sense:
(i) There exists ρ ∈ L∞([0, T ],Bm−1/qqq (Γe)) ∩ C((0, T ],Bm−1/qqq (Γe)) ∩ C([0, T ],
B
m−3−1/q
qq (Γe)) ∩ C1((0, T ],Bm−3−1/qqq (Γe)), such that for every 0  t  T , ∂Ω(t) is the
image of the mapping ξ → ξ + ρ(ξ, t)nˆ(ξ), ξ ∈ Γe .
(ii) There exists Θ ∈ L∞([0, T ],Wm,q(Ωe,Rn)) ∩ C((0, T ],Wm,q(Ωe,Rn)) ∩ C([0, T ],
Wm−3,q(Ωe,Rn)) ∩ C1((0, T ],Wm−3,q (Ωe,Rn)), such that Θ(·, t) ∈ Diffm,q(Ωe,Ω(t))
for every 0 t  T , and by writing
u(x, t) = σ (Θ(x, t), t), v(x, t) = β(Θ(x, t), t), w(x, t) = p(Θ(x, t), t),
we have u,v ∈ L∞([0, T ],Wm−1,q (Ωe)) ∩ C((0, T ],Wm−1,q (Ωe)) ∩ C([0, T ],
Wm−3,q(Ωe)) ∩ C1((0, T ],Wm−3,q (Ωe)) and w ∈ L∞([0, T ],Wm−3,q(Ωe)) ∩ C((0, T ],
Wm−3,q(Ωe)).
(iii) (σ,β,p,Ω) satisfies (1.1)–(1.10) in usual sense.
Note that the above result only considers local existence of the solution. Global existence
and asymptotic behavior of the solution are much harder to treat, which will be considered in a
forthcoming paper.
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form the problem (1.1)–(1.10) into an initial-boundary value problem on the fixed domain Ωe.
The transformed problem is a system of two quasi-linear parabolic equations (obtained from (1.1)
and (1.2)), a quasi-linear elliptic equation (obtained from (1.3)) and a quasi-linear partial dif-
ferential equation of the first-order (obtained from (1.7)) complemented with boundary and
initial conditions. In Section 3 we reduce this transformed problem into an initial value prob-
lem of an abstract evolution equation in the Banach space X = Wm−3,q (Ωe) × Wm−3,q(Ωe) ×
B
m−3−1/q
qq (Γe). We shall show that this abstract equation is of quasi-linear parabolic type in the
sense that the corresponding linearized equations are related to analytic semigroups. In the last
section we use the abstract theory of [1] and [9] to prove that the initial value problem of this
equation is locally well-posed in X, which implies Theorem 1.1.
2. Reduction to fixed domain
Let m, q and Ω0 be as in Theorem 1.1. Since m  4 and q > n/(m − 1), we see that the
condition (m−1/q)− (n−1)/q > 1 is satisfied, so that Bm−1/qqq (Rn−1) ⊆ C1(Rn−1). Thus ∂Ω0
is of class C1. Let n¯ be the outward unit normal field on ∂Ω0. Then for sufficiently small δ > 0,
the mapping
Φ¯ : ∂Ω0 × (−5δ,5δ) → Rn, Φ¯(ξ, τ ) = ξ + τ n¯(ξ),
is a homeomorphism from ∂Ω0 × (−5δ,5δ) onto the image im(Φ¯) ⊆ Rn, which we shall refer
as 5δ-neighborhood of ∂Ω0. The condition that ∂Ω0 is of class Bm−1/qqq implies that n¯ is of
class Bm−1−1/qqq , so that Φ¯ is generally not of class Wm,q . To remedy this deficiency of the
mapping Φ¯ , we take a closed C∞ hypersurface Γe in the δ-neighborhood of ∂Ω0, and denote
by Ωe the domain enclosed by Γe . Let nˆ be the outward unit normal field on Γe . Since Γe is of
class C∞, nˆ is a C∞ field. Thus by taking δ smaller when necessary, the mapping
Φ :Γe × (−4δ,4δ) → Rn, Φ(ξ, τ ) = ξ + τ nˆ(ξ),
is a C∞-diffeomorphism from Γe × (−4δ,4δ) onto the imageR= im(Φ) ⊆ Rn. Clearly, ∂Ω0 ⊆
R and ∂Ω0 is contained in the δ-neighborhood of Γe . We denote by Ξ and Λ the projections of
the inverse mapping Φ−1 onto respectively Γ and (−4δ,4δ). Since Φ is a C∞-diffeomorphism,
we have
Ξ ∈ C∞(R,Γe) and Λ ∈ C∞
(R, (−4δ,4δ)). (2.1)
From the definition of Ξ and Λ it is clear that
Ξ(x)+Λ(x)nˆ(Ξ(x))= x for x ∈R. (2.2)
For δ as above, we introduce the set
Oδ(Γe) =
{
ρ ∈ C2(Γe): ‖ρ‖C1(Γe) < δ
}
.
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θρ :Γe → Rn, θρ(ξ) = ξ + ρ(ξ)nˆ(ξ),
and denote
Γρ = im(θρ) =
{
x ∈ Rn: x = ξ + ρ(ξ)nˆ(ξ), ξ ∈ Γe
}
.
It is clear that Γρ is a closed C2-hypersurface diffeomorphic to Γe, and θρ ∈ Diff2(Γe,Γρ). We
denote by Ωρ the domain enclosed by Γρ . Since ∂Ω0 is contained in the δ-neighborhood of Γe ,
there exists ρ0 ∈Oδ(Γe) such that Γρ0 = ∂Ω0, and, accordingly, Ωρ0 = Ω0.
Since m  4 and q > n/(m − 1), we have Bm−1/qqq (Γe) ⊆ C2(Γe). The well-known trace
theorem ensures that the trace operator tr(u) = u|Γe from C∞(Ωe) to C∞(Γe) can be extended
to Wm,q(Ωe) such that it is a bounded surjective linear operator from Wm,q(Ωe) to Bm−1/qqq (Γe).
Thus we can find a linear operator Π :Bm−1/qqq (Γe) → Wm,q(Ωe) such that it is the right inverse
of the trace operator, i.e.,
tr
(
Π(ρ)
)= ρ for ρ ∈ Bm−1/qqq (Γe).
Furthermore, from the proof of the trace theorem we see that Π can be chosen such that it is
bounded and does not increase the maximum norm, namely, for any ρ ∈ Bm−1/qqq (Γe) we have
∥∥Π(ρ)∥∥
Wm,q(Ωe)
 C‖ρ‖
B
m−1/q
qq (Γe)
and sup
x∈Ωe
∣∣Π(ρ)(x)∣∣= max
x∈Γe
∣∣ρ(x)∣∣. (2.3)
An example of such operators Π is as follows. Given ρ ∈ Bm−1/qqq (Γe), let u ∈ Wm,q(Ωe) be the
unique solution of the boundary value problem
{
u = 0 in Ωe,
u = ρ on Γe,
and define Π(ρ) = u. Then the standard Lp estimate gives the first relation in (2.3), and the
maximum principle ensures the second relation.
Next we take a function φ ∈ C∞(R, [0,1]) such that
0 φ  1, φ(τ ) =
{
1 if |τ | δ,
0 if |τ | 3δ, and sup |φ
′| < 2
3δ
. (2.4)
We now assume that 0 < δ < min{1/5,1/C}, where C is the constant appearing in the first
inequality in (2.3). Given ρ ∈ Bm−1/qqq (Γe) ∩ Oδ(Γe), we define the Hanzawa transformation
Θρ :Ωe → Ωρ as follows:
Θρ(x) =
{
x + φ(Λ(x))Π(ρ)(x)nˆ(Ξ(x)) if x ∈ Ωe ∩R,
x if x ∈ Ωe \R.
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τ → τ +φ(τ)Π(ρ)(Ξ + τ nˆ(Ξ)) is strictly monotone increasing, so that by (2.2) we see that Θρ
is an 1–1 correspondence. It is also clear that
Θρ ∈ Wm,q
(
Ωe,R
n
)
, Θ−1ρ ∈ Wm,q
(
Ωρ,R
n
)
, and Θρ |Γe = θρ.
Thus, by the facts Wm,q(Ωe) ⊆ C2(Ωe) and Wm,q(Ωρ) ⊆ C2(Ωρ) we see that Θρ ∈
Diff2(Ωe,Ωρ).
As usual we denote by Θρ∗ and Θ∗ρ respectively the push-forward and pull-back operators
induced by Θρ , i.e.,
Θ
ρ∗ u = u ◦Θ−1ρ for u ∈ C(Ωe),
Θ∗ρu = u ◦Θρ for u ∈ C(Ωρ).
Similarly, θ∗ρ denotes the pull-back operator induced by θρ :
θ∗ρu(ξ) = u
(
θρ(ξ)
)
for u ∈ C(Γρ), ξ ∈ Γe.
Finally, for two Banach spaces X and Y , as usual we use the notation L(X,Y ) to denote the set
of all continuous linear operators from X to Y , and abbreviate L(X,X) as L(X).
Lemma 2.1. Let m 2 and n/(m− 1) < q < ∞. Then for any ρ ∈ Bm−1/qqq (Γe) we have
Θ
ρ∗ ∈ L
(
Wm,q(Ωe),W
m,q(Ωρ)
)
and Θ∗ρ ∈ L
(
Wm,q(Ωρ),W
m,q(Ωe)
)
. (2.5)
Proof. We shall prove a more general result: if m, q satisfy the conditions of this lemma and
Φ is a diffeomorphism from an open set Ω1 ⊆ Rn to another open set Ω2 ⊆ Rn such that Φ ∈
Wm,q(Ω1,Rn) and Φ−1 ∈ Wm,q(Ω2,Rn), then
Φ∗ ∈ L
(
Wm,q(Ω1),W
m,q(Ω2)
)
and Φ∗ ∈ L(Wm,q(Ω2),Wm,q(Ω1)). (2.6)
First we note that, by the Sobolev embedding theorem, the conditions on m and q imply that
Wm,q(Ω1) ⊆ W 1,∞(Ω1), so that DΦ ∈ L∞(Ω1,Rn2). Similarly, DΦ−1 ∈ L∞(Ω2,Rn2). Thus,
if u ∈ Lq(Ω1) then we have
‖Φ∗u‖Lq(Ω2) =
( ∫
Ω2
∣∣u(Φ−1(y))∣∣q dy)1/q = ( ∫
Ω1
∣∣u(x)∣∣q ∣∣det(DΦ(x))∣∣dx)1/q
 ‖DΦ‖n/q∞ ‖u‖Lq(Ω1),
implying that Φ∗u ∈ Lq(Ω2) and
‖Φ∗u‖Lq(Ω2)  c(Φ)‖u‖Lq(Ω1), (2.7)
where and later on c(Φ) represents constants depending on Φ . Next we assume that u ∈
Wm,q(Ωe), α ∈ Nn and |α| = m. A simple computation shows that
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(
Φ∗u(y)
)=∑
β
( ∑
β1,β2,...,βk
c
β
β1β2···βkD
β1Φ−1(y)Dβ2Φ−1(y) · · ·DβkΦ−1(y)
)
× (Dβu)(Φ−1(y)), (2.8)
where the first
∑
is over all β ∈ Nn satisfying β  α and |β|  1, the second ∑ is over all
β1, β2, . . . , βk ∈ Nn (k = |β|) satisfying β1 + β2 + · · · + βk = α and |βj | 1 (j = 1,2, . . . , k),
and cββ1β2···βk ’s are constants. If k = |β| = m then β = α and |βj | = 1 (j = 1,2, . . . , k), so that
( ∫
Ω2
∣∣Dβ1Φ−1(y)Dβ2Φ−1(y) · · ·DβkΦ−1(y)(Dβu)(Φ−1(y))∣∣q dy)1/q

∥∥DΦ−1∥∥k∞
( ∫
Ω2
∣∣(Dβu)(Φ−1(y))∣∣q dy)1/q  ∥∥DΦ−1∥∥|α|∞ ‖DΦ‖n/q∞ ∥∥Dαu∥∥Lq(Ω1).
If k = |β| = 1 then β1 = α, so that
( ∫
Ω2
∣∣Dβ1Φ−1(y)(Dβu)(Φ−1(y))∣∣q dy)1/q  ∥∥Dβ1Φ−1∥∥
Lq(Ω2)
‖Du‖L∞(Ω1)
 c(Φ)‖u‖Wm,q(Ω1).
Consider next the other terms such that 2  k  m − 1. These terms can be divided into three
classes:
(i) k <m− n/q ,
(ii) k = m− n/q , and
(iii) k >m− n/q .
If k <m−n/q then we take r = ∞, if k = m−n/q then we arbitrarily take max{q,n} < r < ∞
such that 1/r < (k − 1)(m/n − 1/q), and if k > m − n/q then we take r to be the number
determined by the relation n/r = n/q − (m − k). Such choice of r implies that ‖Dβu‖Lr(Ω1) ‖u‖Wm,q(Ω1), by the Sobolev embedding theorem. Next, we choose qj (j = 1,2, . . . , k) such that
q  qj ∞, 1
qj
 1
q
− m− |βj |
n
, j = 1,2, . . . , k (2.9)
(q  qj < ∞ if 1q − m−|βj |n = 0), and
1
q1
+ 1
q2
+ · · · + 1
qk
= 1
q
− 1
r
. (2.10)
If such choice of qj (j = 1,2, . . . , k) is possible then we have
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Ω2
∣∣Dβ1Φ−1(y)Dβ2Φ−1(y) · · ·DβkΦ−1(y)(Dβu)(Φ−1(y))∣∣q dy)1/q

k∏
j=1
∥∥DβjΦ−1∥∥
L
qj (Ω2)
·
( ∫
Ω2
∣∣(Dβu)(Φ−1(y))∣∣r dy)1/r

∥∥Φ−1∥∥|β|
Wm,q(Ω2)
‖DΦ‖n/q∞ ‖u‖Wm,q(Ω1),
so that, by (2.8),
( ∫
Ω2
∣∣Dα(Φ∗u(y))∣∣q dy
)1/q
 c(Φ)‖u‖Wm,q(Ω1), |α| = m. (2.11)
Combining (2.7) and (2.11), we conclude that Φ∗u ∈ Wm,q(Ω2) and
‖Φ∗u‖Wm,q(Ω2)  c(Φ)‖u‖Wm,q(Ω1).
Hence, it remains to prove that there exist qj (j = 1,2, . . . , k) such that (2.9) and (2.10) are
satisfied.
If 1
q
− m−|βj |
n
 0 holds for all 1 j  k (recall that k  2), then by the relation
k∑
j=1
(
1
q
− m− |βj |
n
)
= k
q
− (k − 1)m
n
<
1
q
− 1
r
,
we see that the choice of qj (j = 1,2, . . . , k) satisfying (2.9) and (2.10) clearly exists. Consider
next the case where not all 1
q
− m−|βj |
n
are nonnegative. If 1
q
− m−|βj |
n
< 0 for all 1  j  k,
then the desired assertion is obvious. We now without loss of generality assume that there is
1 j0 < k such that 1q − m−|βj |n < 0 for 1 j  j0, and 1q − m−|βj |n  0 for j0 < j  k. For each
1 j  j0 we take qj = ∞. Next we compute
k∑
j=j0+1
(
1
q
− m− |βj |
n
)
= (k − j0)
(
1
q
− m
n
)
+ |βj0+1| + · · · + |βk|
n
= (k − j0)
(
1
q
− m
n
)
+ m− (|β1| + · · · + |βj0 |)
n
 (k − j0)
(
1
q
− m
n
)
+ m− j0
n
= m− k
n
− (k − j0)
(
m− 1
n
− 1
q
)
 m− k −
(
m− 1 − 1
)
= 1 − k − 1 .n n q q n
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fact r > n/(k − 1), we can find q  qj < ∞ (j = j0 + 1, . . . , k) such that
1
qj
 1
q
− m− |βj |
n
(j = j0 + 1, . . . , k), and 1
qj0+1
+ · · · + 1
qk
= 1
q
− 1
r
.
Then clearly (2.9) and (2.10) are satisfied by such choice of q1, q2, . . . , qk . This completes the
proof. 
Given ρ ∈ Oδ(Γe), we define the following elliptic partial differential operator with coeffi-
cients depending on ρ:
A(ρ)u = −Θ∗ρ
(
Θ
ρ∗ u
)
for u ∈ C2(Ωe).
For the functions f , g and S as in Section 1, we introduce nonlinear operators F , G and S :
Oδ(Γe)×C2(Ωe)×C2(Ωe) → C2(Ωe) respectively by
F(ρ,u, v) = Θ∗ρf
(
Θ
ρ∗ u,Θρ∗ v
)
, G(ρ,u, v) = Θ∗ρg
(
Θ
ρ∗ u,Θρ∗ v
)
,
S(ρ,u, v) = Θ∗ρS
(
Θ
ρ∗ u,Θρ∗ v
)
,
where ρ ∈Oδ(Γe) and u,v ∈ C2(Ωe). We also introduce the transformed mean curvature oper-
ator κ : Oδ(Γe) → C(Γe) by
κ(ρ) = θ∗ρ (κΓρ ),
where κΓρ denotes the mean curvature of the hypersurface Γρ .
Next, given ρ ∈ Bm−1/qqq (Γe)∩Oδ(Γe) we define a function ψρ :R→ R by
ψρ(x) = Λ(x)− ρ
(
Ξ(x)
)
for x ∈R.
Clearly, ψρ ∈ Bm−1/qqq (R). Since Γρ = {x ∈ Rn: x = ξ + ρ(ξ)nˆ(ξ), ξ ∈ Γe} = {x ∈ Rn: x =
ξ +Π(ρ)(ξ)nˆ(ξ), ξ ∈ Γe}, by (2.2) we have Γρ = {x ∈R: ψρ(x) = 0}, so that the unit outward
normal field nρ on Γρ is given by
nρ(x) = ∇ψρ(x)|∇ψρ(x)| for x ∈ Γρ.
Note that nρ ∈ Bm−1−1/qqq (Γe). We denote
D(ρ)u = θ∗ρ
(∇(Θρ∗ u)∣∣Γρ · ∇ψρ |Γρ ) for u ∈ C1(Ωe).
Clearly, D(ρ) :Wm,q(Ωe) → Bm−1−1/qqq (Γe) for ρ ∈ Bm−1/qqq (Γe)∩Oδ(Γe).
Finally, for given (ρ,u) ∈ (Bm−1/qqq (Γe) ∩ Oδ(Γe)) × Wm,q(Ωe), we introduce a bounded
linear operator E(ρ,u) :Wm,q(Ωe) → Wm−1,q(Ωe) as follows:
E(ρ,u)w =M(ρ,u) ·Π(D(ρ)w).
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operator tr :Wm−1,q (Ωe) → Bm−1−1/qqq (Γe) such that its restriction on Bm−1/qqq (Γe) is equal to
the previous Π , and
M(ρ,u)(x) = −
{
φ(Λ(x))〈(Θ∗ρ∇Θρ∗ u)(x), nˆ(Ξ(x))〉, x ∈R∩Ωe,
0, x ∈ Ωe \ (R∩Ωe),
(2.12)
where 〈·,·〉 denotes the inner product in Rn.
Let T > 0 be a given number and consider a function ρ : [0, T ] →Oδ(Γe). We assume that
ρ ∈ C([0, T ],Oδ(Γe))∩C1((0, T ],C2(Γe)).
Given a such ρ, we denote
Γρ(t) = Γρ(t), Ωρ(t) = Ωρ(t) (0 t  T ).
Later on in case no confusion can be produced we shall occasionally abbreviate Γρ(t)
and Ωρ(t) respectively as Γ (t) and Ω(t). We shall briefly write the families of operators
t → A(ρ(t)) and t → D(ρ(t)) (0  t  T ) respectively as A(ρ) and D(ρ). Next, given
ρ as above and given u,v,w : [0, T ] → C2(Ωe), we briefly write the families of functions
F(ρ(t), u(t), v(t)), G(ρ(t), u(t), v(t)), S(ρ(t), u(t), v(t)) and M(ρ(t), u(t))w(t) (0  t  T )
respectively as F(ρ,u, v), G(ρ,u, v), S(ρ,u, v) and M(ρ,u)w. Besides, we shall identify
a function ρ : [0, T ] → C2(Γe) (respectively u : [0, T ] → C2(Ωe)) with the corresponding
function on Γe × [0, T ] (respectively Ωe × [0, T ]) defined by ρ(ξ, t) = ρ(t)(ξ) (respectively
u(x, t) = u(t)(x)), where t ∈ [0, T ] and ξ ∈ Γe (respectively x ∈ Ωe).
With the above notations, it is not hard to verify that if we denote
u(x, t) = σ (Θρ(t)(x), t), v(x, t) = β(Θρ(t)(x), t), w(x, t) = p(Θρ(t)(x), t),
then the Hanzawa transformation transforms the problem (1.1)–(1.10) into the following system
of equations:
∂tu+A(ρ)u+ E(ρ,u)w = −F(ρ,u, v) in Ωe × (0, T ], (2.13)
∂tv +A(ρ)v + E(ρ, v)w = −G(ρ,u, v) in Ωe × (0, T ], (2.14)
A(ρ)w = S(ρ,u, v) in Ωe × (0, T ], (2.15)
u = σ¯ on Γe × (0, T ], (2.16)
v = β¯ on Γe × (0, T ], (2.17)
w = γ κ(ρ) on Γe × (0, T ], (2.18)
∂tρ +D(ρ)w = 0 on Γe × (0, T ], (2.19)
u(0) = u0 on Ωe, (2.20)
v(0) = v0 on Ωe, (2.21)
ρ(0) = ρ0 on Γe, (2.22)
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use (2.19), which is obtained from (1.7) as demonstrated in the following paragraph.
From (2.7) of [6] we know that the normal velocity of Γρ(t) is given by
V (x, t) = ∂tρ(ξ, t)|∇ψρ(x, t)| , x ∈ Γρ(t), ξ = Ξ(x),
where
ψρ(x, t) = Λ(x)− ρ
(
Ξ(x), t
)
for x ∈R, 0 t  T .
Hence, the Stefan boundary condition (1.7) can be rewritten as follows:
∂tρ(ξ, t) = −∇p(x, t) · ∇ψρ(x, t), x ∈ Γρ(t), ξ = Ξ(x). (2.23)
Substituting p(x, t) with w(Θ−1ρ(t)(x), t), we see that the right-hand side of (2.23) is the same
with −D(ρ)w(ξ, t). Hence, we obtain (2.19).
Lemma 2.2. Let m 2 and n/(m− 1) < q < ∞. Then for any 2 k m we have the following
assertions:
A ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Wk,q(Ωe),Wk−2,q (Ωe))), (2.24)
D ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Wk,q(Ωe),Bk−1−1/qqq (Γe))), (2.25)
E ∈ C∞((Bm−1/qqq (Γe)∩Oδ(Γe))×Wm,q(Ωe),L(Wk,q(Ωe),Wk−1,q (Ωe))), (2.26)
and for any n/q < k m we have
F ∈ C∞((Bm−1/qqq (Γe)∩Oδ(Γe))×Wk,q(Ωe)×Wk,q(Ωe),Wk,q(Ωe)), (2.27)
G ∈ C∞((Bm−1/qqq (Γe)∩Oδ(Γe))×Wk,q(Ωe)×Wk,q(Ωe),Wk,q(Ωe)), (2.28)
S ∈ C∞((Bm−1/qqq (Γe)∩Oδ(Γe))×Wk,q(Ωe)×Wk,q(Ωe),Wk,q(Ωe)). (2.29)
Besides, if m 3 then we also have
κ ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),Bm−2−1/qqq (Γe)). (2.30)
Proof. (2.24) is an immediate consequence of Lemma 2.1 and the fact that  ∈ L(Wk,q(Ωρ),
Wk−2,q (Ωρ)) for any k  2. (2.25) is an immediate consequence of Lemma 2.1, the trace the-
orem and the fact that ∇ ∈ L(Wk,q(Ωρ),Wk−1,q (Ωρ,Rn)) for any k  1. (2.26) follows from
similar reasons as for (2.25), and (2.30) follows from similar reasons as for (2.24). Finally, the
condition k > n/q implies that Wk,q(Ωρ) is an algebra. Thus, since f , g and S are C∞ func-
tions, we have f ◦ (u, v), g ◦ (u, v), S ◦ (u, v) ∈ Wk,q(Ωρ) for any u,v ∈ Wk,q(Ωρ). These facts
combined with Lemma 2.1 yield (2.27)–(2.29). 
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To solve the problem (2.13)–(2.22), we further reduce it into a quasi-linear evolution equation
on certain Banach spaces.
Lemma 3.1. Let m, q , Ωe and Γe be as before, and let 2  k  m. Given ρ ∈ Bm−1/qqq (Γe) ∩
Oδ(Γe) and (h,ϕ) ∈ Wk−2,q (Ωe)×Bk−1/qqq (Γe), the problem
{A(ρ)w = h in Ωe,
w = ϕ on Γe (3.1)
has a unique solution w ∈ Wk,q(Ωe). Moreover, there exist two operators
U(ρ) ∈
⋂
2km
L
(
Wk−2,q (Ωe),Wk,q(Ωe)
)
and V(ρ) ∈
⋂
2km
L
(
B
k−1/q
qq (Γe),W
k,q(Ωe)
)
,
such that the solution can be expressed as
w = U(ρ)h+ V(ρ)ϕ. (3.2)
Furthermore, for any 2 k m we have
U ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Wk−2,q(Ωe),Wk,q(Ωe))), (3.3)
V ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Bk−1/qqq (Γe),Wk,q(Ωe))). (3.4)
Proof. These assertions follow from the standard Lp-theory of the second-order elliptic partial
differential equations (see, e.g., [6, Lemma 3.1]). 
Lemma 3.2. The mean curvature operator κ(ρ) has the following splitting:
κ(ρ) = L(ρ)ρ +K(ρ), (3.5)
where L(ρ) is a second-order elliptic linear differential operator on Γe , with coefficients being
functions of ρ and its first-order derivatives, and K(ρ) is a first-order nonlinear differential
operator on Γe. Moreover,
L ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Bk−1/qqq (Γe),Bk−2−1/qqq (Γe))), 3 k m, (3.6)
K ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),Bm−1−1/qqq (Γe)). (3.7)
Proof. The splitting (3.5) is given in [7] (see also [6]). The relations (3.6) and (3.7) follow from
the assertions following (3.5). 
Let m ∈ N, m  3, and n/(m − 1) < q < ∞. Given ρ ∈ Bm−1/qqq (Γe) ∩ Oδ(Γe) and
u,v ∈ Wm,q(Ωe), we have S(ρ,u, v) ∈ Wm,q(Ωe) (see (2.29)) and γ κ(ρ) ∈ Bm−2−1/qqq (Γe)
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lution w ∈ Wm−2,q (Ωe). Moreover, by (3.2) and (3.5) we see that this solution has the following
expression:
w = U(ρ)S(ρ,u, v)+ γV(ρ)L(ρ)ρ + γV(ρ)K(ρ).
Substitute this expression into (2.13), (2.14) and (2.19), we see that the problem (2.13)–(2.22) is
reduced into the following problem:
∂tu+A(ρ)u+ C(ρ,u)ρ =F1(ρ,u, v) in Ωe × (0, T ], (3.8)
∂tv +A(ρ)v + C(ρ, v)ρ =F2(ρ,u, v) in Ωe × (0, T ], (3.9)
∂tρ +B(ρ)ρ =F3(ρ,u, v) on Γe × (0, T ], (3.10)
u = σ¯ on Γe × (0, T ], (3.11)
v = β¯ on Γe × (0, T ], (3.12)
u(0) = u0 on Ωe, (3.13)
v(0) = v0 on Ωe, (3.14)
ρ(0) = ρ0 on Γe, (3.15)
where A(ρ) is as before, and
B(ρ)ζ = γD(ρ)V(ρ)L(ρ)ζ,
C(ρ,u)ζ =M(ρ,u) ·Π(B(ρ)ζ ) (see (2.12) for M(ρ,u)),
F1(ρ,u, v) = −F(ρ,u, v)+ γ E(ρ,u)V(ρ)K(ρ)+ E(ρ,u)U(ρ)S(ρ,u, v),
F2(ρ,u, v) = −G(ρ,u, v)+ γ E(ρ, v)V(ρ)K(ρ)+ E(ρ, v)U(ρ)S(ρ,u, v),
F3(ρ,u) = −γD(ρ)V(ρ)K(ρ)−D(ρ)U(ρ)S(ρ,u, v).
To homogenize the boundary conditions (3.11) and (3.12) we define
C1(ρ,u) = C(ρ,u+ σ¯ ), C2(ρ, v) = C(ρ, v + β¯),
F¯j (ρ,u, v) =Fj (ρ,u+ σ¯ , v + β¯), j = 1,2,3.
Replacing C(ρ,u), C(ρ, v) and Fj (j = 1,2,3) in (3.8)–(3.10) with respectively C1(ρ,u),
C2(ρ, v) and F¯j (j = 1,2,3), we see that the inhomogeneous boundary conditions (3.11)
and (3.12) are replaced by the homogeneous boundary conditions
u = 0 and v = 0 on Γe × (0, T ].
We now denote
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(
u
v
ρ
)
, A(U) =
(A(ρ) 0 C1(ρ,u)
0 A(ρ) C2(ρ, v)
0 0 B(ρ)
)
,
F(U) =
( F¯1(ρ,u, v)
F¯2(ρ,u, v)
F¯3(ρ,u, v)
)
, U0 =
(
u0 − σ¯
v0 − β¯
ρ0
)
.
Then (3.8)–(3.15) can be rewritten as follows:
⎧⎨
⎩
dU
dt
+ A(U)U = F(U), t > 0,
U(0) = U0.
(3.16)
In the sequel we assume that m 4 and n/(m− 1) < q < ∞. We denote
X = Wm−3,q (Ωe)×Wm−3,q (Ωe)×Bm−3−1/qqq (Γe),
X0 =
(
Wm−1,q(Ωe)∩W 1,q0 (Ωe)
)× (Wm−1,q (Ωe)∩W 1,q0 (Ωe))×Bm−1/qqq (Γe),
Y = Wm−2,q(Ωe)×Wm−2,q(Ωe)×Bm−2−1/qqq (Γe).
Clearly, X, Y , X0 are Banach spaces, X0 ↪→ X, and Y is compactly embedded in X. We also
denote
O = (Wm−1,q (Ωe)∩W 1,q0 (Ωe))× (Wm−1,q(Ωe)∩W 1,q0 (Ωe))× (Bm−1/qqq (Γe)∩Oδ(Γe)).
O is an open subset of X0. From (2.15)–(2.20), (2.23), (2.24), (2.26) and (2.27) we see that
A ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Wm−1,q(Ωe),Wm−3,q (Ωe))),
B ∈ C∞(Bm−1/qqq (Γe)∩Oδ(Γe),L(Bm−1/qqq (Γe),Bm−3−1/qqq (Γe))),
C1,C2 ∈ C∞
((
B
m−1/q
qq (Γe)∩Oδ(Γe)
)×Wm−1,q(Ωe),L(Bm−1/qqq (Γe),Wm−3,q (Ωe))),
F¯1, F¯2 ∈ C∞
((
B
m−1/q
qq (Γe)∩Oδ(Γe)
)×Wm−1,q(Ωe)×Wm−1,q(Ωe),Wm−2,q (Ωe)),
F¯3 ∈ C∞
((
B
m−1/q
qq (Γe)∩Oδ(Γe)
)×Wm−1,q (Ωe)×Wm−1,q (Ωe),Bm−2−1/qqq (Γe)).
Thus
A ∈ C∞(O,L(X0,X)), F ∈ C∞(O, Y ). (3.17)
4. The proof of Theorem 1.1
For two Banach spaces X0 and X such that X0 ↪→ X, we denote by H(X0,X) the set of
all linear operators A on X such that dom(A) = X0 and −A generates an analytic semigroup
in L(X).
S. Cui / Journal of Functional Analysis 245 (2007) 1–18 15Lemma 4.1. Let m 4 and n/(m − 1) < q < ∞. Given U ∈O, we have A(U) ∈H(X0,X). In
fact,
A ∈ C∞(O,H(X0,X)).
Proof. From (3.17) we have seen that A ∈ C∞(O,L(X0,X)). Thus it suffices to prove that for
any U ∈O we have A(U) ∈H(X0,X).
Let U = (u, v,ρ)T . It is clear that A(ρ) ∈H(Wm−1,q (Ωe) ∩ W 1,q0 (Ωe),Wm−3,q (Ωe)). By
Lemma 4.4 of [6] we know that B(ρ) ∈H(Bm−1/qqq (Γe),Bm−3−1/qqq (Γe)). Besides, from the def-
inition of C1(ρ,u) we see that∥∥C1(ρ,u)ζ∥∥Wm−3,q (Ωe) = ∥∥M(u+ σS) ·Π(B(ρ)ζ )∥∥Wm−3,q (Ωe)

∥∥M(u+ σS)∥∥Wm−3,∞(Ωe) · ∥∥Π(B(ρ)ζ )∥∥Wm−3,q (Ωe)
 C1
∥∥M(u+ σS)∥∥Wm−2,q (Ωe) · ∥∥B(ρ)ζ∥∥Bm−3−1/qqq (Γe)
 C2(ρ)
(‖u‖Wm−1,q (Ωe) + σS)∥∥B(ρ)ζ∥∥Bm−3−1/qqq (Γe)
 C3(u,ρ)
∥∥B(ρ)ζ∥∥
B
m−3−1/q
qq (Γe)
, ∀ζ ∈ Bm−1/qqq (Γe),
where C1 is a constant obtained from the embedding Wm−2,q (Ωe) ↪→ Wm−3,∞(Ωe) and
the boundedness of Π :Bm−3−1/qqq (Γe) → Wm−3,q (Ωe), C2(ρ) is a constant depending on
‖ρ‖
B
m−1/q
qq (Γe)
, and C3(u,ρ) is a constant depending on ‖u‖Wm−1,q (Ωe) and ‖ρ‖Bm−1/qqq (Γe). Simi-
larly, we also have
∥∥C2(ρ, v)ζ∥∥Wm−3,q (Ωe)  C3(v,ρ)∥∥B(ρ)ζ∥∥Bm−3−1/qqq (Γe), ∀ζ ∈ Bm−1/qqq (Γe).
Hence, the desired assertion follows from Lemma 4.2. 
Lemma 4.2. Let X0 and X be a pair of Banach spaces such that X0 ↪→ X. Let Y0 and Y be
another pair of Banach spaces such that Y0 ↪→ Y . Let Z0 = X0 × Y0 and Z = X × Y . Consider
a linear operator M on Z. Suppose that
M =
(
A N
0 B
)
,
where A ∈H(X0,X), B ∈H(Y0, Y ) and N ∈ L(Y0,X). Suppose further that there exists con-
stant C such that
‖Ny‖X  C
(‖By‖Y + ‖y‖Y ), ∀y ∈ Y0.
Then M ∈H(Z0,Z).
Proof. First, M is clearly a closed operator. Next, since A ∈ H(X0,X), there exist ω1 ∈ R,
θ1 ∈ (0,π/2) and K1 > 0 such that
Sω1,θ1 ≡
{
λ ∈ C: ∣∣arg(λ−ω1)∣∣ θ1, λ = ω1}⊆ ρ(A),
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∥∥(λI −A)−1∥∥ K1|λ−ω1| , ∀λ ∈ Sω1,θ1 . (4.1)
Similarly, since B ∈H(Y0, Y ), there exist ω2 ∈ R, θ2 ∈ (0,π/2) and K2 > 0 such that
Sω2,θ2 ≡
{
λ ∈ C: ∣∣arg(λ−ω2)∣∣ θ2, λ = ω2}⊆ ρ(B),
and
∥∥(λI −B)−1∥∥ K2|λ−ω2| , ∀λ ∈ Sω2,θ2 . (4.2)
Let ω = min{ω1,ω2} − 1, θ = max{θ1, θ2} and
Sω,θ =
{
λ ∈ C: ∣∣arg(λ−ω)∣∣ θ, λ = ω}.
Clearly, Sω,θ ⊆ Sω1,θ1 ∩ Sω2,θ2 . For any λ ∈ Sω,θ we denote
W(λ) = (λI −A)−1N(λI −B)−1.
We assert that W(λ) ∈ L(Y,X). Indeed, for any y ∈ Y and any λ ∈ Sω,θ we have
∥∥W(λ)y∥∥
X
= ∥∥(λI −A)−1N(λI −B)−1y∥∥
X
 K1|λ−ω1| ·
∥∥N(λI −B)−1y∥∥
X
 K1|λ−ω1| ·C
(∥∥B(λI −B)−1y∥∥
Y
+ ∥∥(λI −B)−1y∥∥
Y
)
= K1|λ−ω1| ·C
(∥∥−y + λ(λI −B)−1y∥∥
Y
+ ∥∥(λI −B)−1y∥∥
Y
)
= K1|λ−ω1| ·C
(
‖y‖Y + |λ| · K2|λ−ω2| ‖y‖Y +
K2
|λ−ω2| ‖y‖Y
)
 K3|λ−ω| ‖y‖Y ,
where K3 = supλ∈Sω,θ CK1 · |λ−ω||λ−ω1| · (1 +
|λ|+1
|λ−ω2| ). This proves the assertion. Now let
R(λ) =
(
(λI −A)−1 W(λ)
0 (λI −B)−1
)
for λ ∈ Sω,θ .
Then using the above assertion on W(λ) as well as (4.1) and (4.2) we can easily prove that
R(λ) ∈ L(Z), and there exists a constant K > 0 such that
∥∥R(λ)∥∥ K for any λ ∈ Sω,θ . (4.3)|λ−ω|
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(λI −M)R(λ) = R(λ)(λI −M) = I for any λ ∈ Sω,θ .
This implies that Sω,θ ⊆ ρ(M) and for every λ ∈ Sω,θ we have (λI − M)−1 = R(λ). This com-
bined with (4.3) yields that M ∈H(Z0,Z). 
By Lemma 4.1, it follows that the problem (3.16) is treatable by using the general theory of
Amann [1], Lunardi [9] and Sobolevskii [10] for the abstract nonlinear parabolic equations in
Banach spaces. In particular, by Theorems 8.1.1, 8.3.4 of [9] we obtain the following result.
Theorem 4.3. Let m 4 and n/(m − 1) < q < ∞. Given U0 ∈O, there exists T > 0 such that
the problem (3.16) has a unique solution U ∈ L∞([0, T ],X0)∩C((0, T ],X0)∩C([0, T ],X)∩
C1((0, T ],X).
By the equivalence of the problem (1.1)–(1.10) with (3.16), we immediately obtain Theo-
rem 1.1 from the above result.
Remark 4.1. In [6], Escher considered the case β = 0, f (σ,β) = σ and S(σ,β) = S(σ ). He
reduced the problem into the same Eq. (3.16) with different ingredients as follows:
U =
(
u
ρ
)
, A(U) =
(A(ρ) 0
0 B(ρ)
)
, F(U) =
( F˜1(ρ,u)
F˜2(ρ,u)
)
, U0 =
(
u0 − σ¯
ρ0
)
,
where F˜2(ρ,u) is the same as F¯3(ρ,u,0), but
F˜1(ρ,u) = F¯1(ρ,u,0)− C1(ρ,u)ρ.
When writing in this form, the proof of the operator A(U) generating an analytic semigroup
for each fixed U in the domain of A is simpler, but, unfortunately, the operator F in the above
expression does not map the domain of A into an intermediate space between the domain of A
and the range space of A(U)’s. Thus the argument of Escher [6] contains a mistake. The argument
of the present paper gives a remedy to this mistake.
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