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Elucidating chromatin’s 3D shape is critical to understanding its function, but the fine structure of chromatin
domains remains poorly resolved. In a recent report in Nature, Boettiger et al. (2016) visualize chromatin in
super-resolution, gaining unprecedented insight into chromatin architecture.High-throughput sequencing technolo-
gies have enabled the study of chromatin
and genes at base-pair resolution. How-
ever, putting this information into the
context of a three-dimensionally orga-
nized nucleus has beenmore challenging.
One of the fundamental unsolved riddles
in genome biology is how the chromatin
fiber and chromatin domains are orga-
nized in 3D space. This question has
long gone unanswered because light mi-
croscopy has insufficient resolution to
clearly discern the chromatin fiber, and
electron microscopy, while sufficiently
powerful in theory, requires staining and
contrasting methods that mask the fine
structure of chromatin.
Boettiger et al. (2016) have taken
advantage of two game-changing break-
throughs in imaging to tackle this pivotal
issue in the field. First, they use super-res-
olution microscopy, which enables visual-
ization of chromatin structure at resolution
beyond that of the light used to generate
the image (Rust et al., 2006). Second,
they utilize a groundbreaking method,
referred to as Oligopaints, which uses
complex, custom-designed DNA oligonu-
cleotide libraries to generate fluorescence
in situ hybridization (FISH) probes that are
able to detect any region in the genome
with high efficiency and specificity (Beli-
veau et al., 2012, 2015). For their study,
Boettiger et al. selected 46 genomic do-mains in the Drosophila genome based
on their transcriptional activity and epige-
netic status, and analyzed a total of 81
regions and sub-regions within these do-
mains, ranging from 10 to 500 kb in size.
A simple, but unanswered, question
has been how the activity state of a
genome region relates to its structure.
Boettiger et al. classified each analyzed
region as active, inactive, or repressed,
based on gene transcription, histone
modifications, and binding of Polycomb,
a well-characterized complex associated
with repressed chromatin (Bickmore,
2013), and systematically measured the
volume and radius of gyration of loci in
all three types of chromatin. In line with
previous lower-resolution studies, they
find that active regions are the least
densely packaged, repressed regions
the most densely packaged, and inactive
regions fall somewhere in between.
Boettiger et al. (2016) then analyzed
in more detail the organization of hetero-
chromatic genome regions silenced
by the repressive Polycomb complex.
Biochemical studies have previously
shown that Polycomb-repressed hetero-
chromatin is denser than euchromatin
(Francis et al., 2004) and that Polycomb-
silenced regions form distinct domains
within the nucleus (Cmarko et al., 2003).
It has alsobeenknown that polymerization
of the Polycomb complex, mediated bythe SAM (sterile alpha motif) domain of
Polyhomeotic (Ph), is required for efficient
gene silencing (Robinson et al., 2012) and
for formation of the repressive chromatin
domain (Isono et al., 2013). The high-pre-
cision measurements gathered by Boet-
tiger et al. elaborate on these data and
point to Polycomb self-association as a
driving force in the organization of the
chromatin fiber in repressed domains.
The smoking gun to suggest this model
is a particularly low scaling constant in
Polycomb-repressed regions, meaning
that longer Polycomb-repressed regions
are denser than shorter regions and that
subdomains including only parts of a Pol-
ycomb-repressed region have the same
volume as the entire region (Figure 1A).
This behavior strongly suggests that the
dense folding of Polycomb-repressed re-
gions is mediated by long-range interac-
tions, which result in packing of multiple
subdomains into the same space, rather
than by short-range local interactions,
which would increase the density of each
subdomain. In support of this interpreta-
tion, a set of knockdown experiments
confirmed that all of the characteristic
chromatin features of Polycomb domains,
including condensation and the low
scaling constant, require the presence of
the self-associating component Ph.
One of the most novel and important
results reported in this study is the
Figure 1. Different Transcriptional States Are Associated with Distinct 3D Organization of
Chromatin
(A) Transcriptionally active chromatin domains are less condensed than inactive or repressed domains
and become less dense with increasing domain length. Repressed chromatin shows a reverse behavior,
with longer domains becoming more condensed.
(B) Active domains frequently intermingle with other active and inactive domains, whereas Polycomb-
repressed regions are spatially isolated from all other domains.
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domains intermingle (Figure 1B). The au-
thors find that active and inactive blocks
of chromatin frequently intermix, but
repressed regions do not overlap with
their neighbors, regardless of their activ-
ity. These observations suggest that while
repressed regions form distinct subcom-
partments within the nucleus, the physical
separation between active and inactive
regions is far less stringent, and their
regulation may be mediated through
more local interactions.
The fact that Boettiger et al. were able
to confirm and clarify the mechanisms of
Polycomb function demonstrates the
strength and promise of their approach
and draws attention to the power of imag-
ing-based techniques to make sense
of and enhance biochemical data. The
most crucial advantage of imaging-based
techniques as a complement to biochem-
ical approaches is the fact that they are,
by nature, single-cell experiments. As
such, while biochemical studies reveal
average trends over an entire population,
imaging techniques provide important
insight into variability within a cell popula-
tion. In fact, patterns of variation underlieone of the most suggestive results in this
study. The authors observe higher re-
gion-to-region variation in the density of
active regions compared to inactive and
repressed ones. This variation increases
with the size of the genomic region and
correlates roughly with RNA transcription
levels and binding density of the global
chromatin organizer protein CTCF. The
variation in density between active re-
gions and the extent of intermingling be-
tween inactive and active regions sug-
gests that the dynamics of active regions
are controlled predominantly by tran-
scriptional activity, and at a much shorter
genomic distance, than those for Poly-
comb-repressed regions. These findings
lay the foundation for future studies on
the variation in the structure of active
chromatin between cells and individual
regions and on the relationship between
structure and transcription at individual
transcription sites. With the methodology
described in this study, both of these as-
pects of chromatin structure are now
amenable to experimental investigation.
The genome era brought with it huge
promises—and left us with equally large
questions. Chromatin state and structureDevelopmental Cell 36,is the physical reality of gene regulation
that underlies function and phenotype.
It is safe to predict that we will see
increasing use of imaging methods to
study genome organization, because
these approaches are able to directly
probe chromatin structure. Imaging mo-
dalities are already capable of deter-
mining cell-to-cell variation, and, as su-
per-resolution microscopy and powerful
tools like Oligopaints become more com-
mon, they will be applied to probe the
physical structure of the genome with
increasing resolution. These improve-
ments, particularly in combination with
biochemical approaches, will allow us to
answer questions about the fine-scale
structure of the genome on a single-cell
level and will greatly improve our under-
standing of the genome by building
a much-needed bridge from genome
sequence to phenotype.REFERENCES
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