The so-called ÔReichardt detectorÕ can successfully account for many properties of fly motion vision. In its simplest form, the signals derived from neighboring image locations become multiplied after a low-pass filter has delayed one of them. This operation is done twice in a mirror-symmetrical form and the resulting output signals become finally subtracted. As predicted by this model, fly neurons respond to a brief motion pulse with a sudden rise in activity followed by an exponential decay. The time constant of this decay has been shown to shorten when tested after presentation of an adapting motion stimulus. In terms of the detector model this inevitably implies that the time constant of the low-pass filter is adapting. Given that, one would expect a concomitant shift of the steady-state response towards higher velocities, which, however, could not be experimentally verified. Here, we show that given a model with an additional temporal high-pass filter in the cross-arms of the detector, only the high-pass filter determines the time course of the impulse response. Assuming consequently that the time constant of the high-pass filter is the locus of adaptation resolves the conflicts mentioned above. Moreover, such an elaborated model with an adaptive time-constant faithfully mimics a particular contrast-dependency of transient response oscillations observed in fly motion sensitive neurons.
Introduction
Studies on motion vision were pioneered by behavioral studies on invertebrates. Based on quantitative experiments on the optomotor responses of beetles and flies, Reichardt and colleagues (Hassenstein & Reichardt, 1956; Reichardt, 1961 ) worked out a model that captures the essential properties of many experimental observations (for review see: Reichardt, 1987) . In its most parsimonious form, this model consists of two subunits one being the mirror image of the other (Fig.  1a1) . Within each subunit, the luminance information derived from one retinal location is multiplied with the low-pass filtered signal derived from a neighboring retinal location. The output signals of both subunits are subtracted. In the final stage, the output signals of many such local motion detectors covering the whole visual field of the animal become spatially pooled. This socalled Ôcorrelation detectorÕ or ÔReichardt detectorÕ was able to mimic some counterintuitive observations. First of all, the model predicts correctly the velocity dependence of the optomotor response: a bell-shaped curve with a velocity optimum falling off steeply towards higher velocities. Furthermore, the velocity optimum was found to depend on the spatial pattern wavelength in such a way that the ratio of optimum velocity and spatial wavelength remained at a constant frequency. The correlation detector also exhibits, as the optomotor response, an inherent dependence on the contrast of the moving pattern. All this was confirmed in a variety of different animal species and was taken as a big success for the correlation model (for review, see .
More recently, comparisons between the model predictions and experimental observations could also be drawn at the cellular level. Again, a good match was found between the model and the signals of motion sensitive neurons of the fly lobula plate, pertaining to steady-state responses (Eckert, 1980; Hausen, 1981 Hausen, , 1984 , response transients and local signal analysis (Egelhaaf, Borst, & Reichardt, 1989; Single & Borst, 1998) . In particular, the steadystate velocity dependence turned out to be bell-shaped with a maximum between roughly 2-5 Hz, just as in the optomotor response. Furthermore, as predicted by the correlation-type of motion detector, following a sudden displacement of the pattern, an almost instantaneous rise of the response was recorded followed by an exponential decay (Borst & Bahde, 1986; de Ruyter van Steveninck, Zaagman, & Mastebroek, 1986) . In response to a sudden onset of ongoing image motion, the response would transiently oscillate with the temporal frequency of the stimulus before slowly settling to its steady-state value Maddess, 1986) .
While all these response features are in line with the correlation model, problems arise when comparing them quantitatively based on the simplest model with just one low-pass filter as the only dynamic element. As first pointed out by Harris, OÕCarroll, and Laughlin (1999) , mismatches occur in the following points: (i) Testing the neurons with apparent motion stimuli resulted in an estimated time-constant of about 40 ms (Harris et al., 1999, Fig. 4a ). In contrast, the decay of the impulse response was found in the range of about 300 ms (Borst & Egelhaaf, 1987; de Ruyter van Steveninck et al., 1986) . (ii) Testing the neuron in its unadapted state with gratings moving at different velocities again led to a time-constant estimation of about 40 ms (Harris et al., 1999, Fig. 4c ). This again does not agree with the values experimentally found for the decay of the impulse response. (iii) Following prolonged exposure to motion stimuli, the time-constant of the impulse response shortened from about 300 ms in its unadapted state to almost 30 ms after maximum adaptation (Borst & Egelhaaf, 1987; de Ruyter van Steveninck et al., 1986) . This, according to the Reichardt model, would predict a shift of the velocity optimum towards 10 times higher velocities (Borst & Bahde, 1986; Goetz, 1972) . Assuming that high contrast pattern motion leads to a strong adaptation, one would expect different velocity optima for different contrasts. This has not been observed (Harris et al., 1999; Reisenman, Haag, & Borst, 2003) . (iv) The transient period of the ringing observed in response to a velocity step should also be indicative of the detector time-constant. Reading off this value from the cellular responses predicted a time-constant of several 100 ms, which would imply a response optimum at temporal frequencies below 1 Hz. This again was not observed experimentally. (v) As a final point, the initial ringing in the step response is strongly pronounced at low pattern contrasts but almost absent at high contrasts (Reisenman et al., 2003) . Such a response feature is not in agreement with the correlation model in its simple form as outlined above.
Obviously, a motion detector model with just one time-constant does not faithfully match the experimental data obtained from motion sensitive interneurons in flies. To resolve this problem, we extend the most parsimonious model by inserting a high-pass filter in the cross-arms of the detector that otherwise, would carry the unfiltered signal from the retina (Fig. 1b1) . As we will show, the influence of the high-and the low-pass filter onto various response properties of such a detector model decouple in such a way that the shortening of the high-pass filter time-constant strongly affects the transient response oscillations of the step response and the time course of the impulse response while having little influence on the steady-state velocity tuning.
Results
In the following, we will refer to the most parsimonious detector model, i.e. with just one low-pass filter, as the Ôlow-pass detectorÕ (Fig. 1a1) . When high-pass filters are added into the cross-arms (Fig. 1b1 ), we will refer to the resulting model as a Ôhigh-pass detectorÕ (Kirschfeld, 1972) . We will also consider a model where high-pass filters are added in the input lines rather than in the cross-arms of the detector ( Fig. 1c1 ; Harris & OÕCarrol, 2002) . We will first describe the basic properties of a high-pass detector and contrast them with the ones of a low-pass detector and, at some points, with the properties of the model proposed by Harris and OÕCarrol (2002) . All derivations can be found in Appendix A. As far as possible, they were made for arbitrary linear filters. Otherwise, first-order filters were assumed. The following summary of the basic properties of both detector types is based on first-order temporal filters. We use the following symbols: k is the spatial wavelength of the pattern in degrees of visual angle, DI is the contrast of the pattern, Du is the angle by which the detector inputs are spaced, v, in degrees per second, is the velocity at which the grating moves, x is the angular frequency of the stimulus which is related to v and k by x ¼ 2p Á v=k.
General properties of a high-pass detector
The top panel of Fig. 1 shows all the three detector models. The high-pass detector (Fig. 1b1) is identical to the low-pass detector (Fig. 1a1) except for the addition of high-pass filters in the cross-arms. In the other alternative model, the high-pass filter is located in each of the input lines of the detector (Fig. 1c1) . As has been shown previously (Borst & Bahde, 1986; Buchner, 1984; Reichardt, 1961) , the steadystate response of a low-pass detector to a constantly moving grating, averaged over the spatial coordinate u, is Fig. 1 . Basic properties of a low-pass detector (a1), a high-pass detector (b1) and a detector with high-pass filters in its input lines (c1). The signals shown were obtained by spatially averaging the responses of many such detectors covering one spatial wavelength of the stimulus grating. For the low-pass detector (left column), first-order low-pass filters with time-constants s l ¼ 50 ms (black lines) and 200 ms (red lines), respectively, were used. For the two detector models having a high-pass filter either within its cross-arms (middle column) or within its input lines (right column), again firstorder filters were used. The low-pass filter had a fixed time-constant s l ¼ 50 ms. The high-pass filters had time-constants s h ¼ 50 ms (black lines) and 200 ms (red lines), respectively. (a1)-(c1) Circuit diagram of the three detector models considered. In each detector, the retinal signals from two neighboring locations are multiplied with each other (M), after one or both of them have been fed through a temporal filter (LP ¼ low-pass, HP ¼ high-pass). This operation is done twice in a mirror-symmetrical way, the outcome of which is finally subtracted. (a2)-(c2) Steady-state responses of the three detector models as function of the temporal frequency. (a3)-(c3) Impulse responses of the three detector models. Note that the low-pass detector response decays with a time-constant equal to the one of the low-pass filter (a3), the high-pass detector response decays with a timeconstant equal to the one of the high-pass filter only (b3) while the low-pass detector with an high-pass filter in its input lines does not show any impulse response at all (c3). (a4)-(c4) Output signals of the detector models in response to a pattern that starts moving at time 0 at a constant temporal frequency of 10 Hz. The initial ringing has exactly the same frequency as the motion stimulus and is damped with different time-constants for the different detector models. (a5)-(c5) Same as (a4)-(c4), but the pattern was invisible before it started moving (Ôcontrast modulationÕ). In this case the initial ringing is much reduced in amplitude for all detector models.
When the steady-state response is plotted as a function of the temporal frequency of the stimulus (Fig. 1a2) , it becomes a single peaked function with its maximum at 1=x (Borst & Bahde, 1986; Goetz, 1972) : the shorter the time-constant, the higher the velocity optimum of the detector. It is noteworthy that the band-pass property of the low-pass detector results from the product of the amplitude spectrum and the sine of the phase-spectrum of the low-pass filters (Appendix A.1, (A.2)).
The corresponding response of a high-pass detector becomes (Fig. 1b2 , :
The response again has a band-pass appearance and, in this respect, is similar to the one of the low-pass detector. In fact, when the time-constants of both the highand the low-pass filter are equal, the response is identical to the one of a low-pass detector. As shown in more detail in Appendix A.1, (A.1), the major determinant in the high-pass detector response is the product of the amplitude spectra of the high-and the low-pass filters together acting as a band-pass filter in the velocity domain. The larger the high-pass time-constant, the more its amplitude spectrum shifts towards slower velocities and, thus, the broader the velocity tuning. For even larger time-constants, for example s h ¼ 500 ms, the velocity tuning becomes double peaked (see OÕCarroll, 2000, Fig. 1) .
In response to a sudden velocity pulse (an instantaneous jump by an angle w), the low-pass detector response ( Fig. 1a3) is identical to the impulse response of a first-order low-pass filter, i.e. an instantaneous rise to a given amplitude, followed by a first-order exponential decay with a time-constant identical to the filter timeconstant s l (de Ruyter van Steveninck et al., 1986) 
The equivalent response of a high-pass detector (Fig.  1b3 ) looks just like that, except that the time-constant of the exponential decay is the one of the high-pass filter, not the one of the low-pass filter
Most interestingly though counter intuitively, the timeconstant of the low-pass filter does not appear at all in the impulse response of the high-pass detector. This fact will be important for the analysis following further below. A low-pass detector responds to the onset of a constant velocity motion (Ôvelocity stepÕ) with a transient of the following form (Fig. 1a4 , Egelhaaf and Borst, 1990 )
The response consists of a DC term (the steady-state response) onto which a damped oscillation is superimposed. The oscillation is a sinusoid with an amplitude of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ xs l p and phase arctanðÀxs l Þ. The envelope of the sinusoid is a single exponential decay with the low-pass filterÕs time-constant.
The equivalent response of a high-pass detector is ( Fig. 1b4 )
The response is a damped ringing oscillation superimposed on the detectorÕs DC response plus an exponential decay. The decay is rapid and consists of the product of two exponentials, one with the low-pass filter time constant, the other with the high-pass filter time constant. The oscillations consist of two parts, both having a double exponential envelope, one component being the low-pass filter time-constant the other being the high-pass filter time-constant. The longer time-constant determines the transient period of the response. The transient ringing can be combined into a single sinusoid with amplitude ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi F 2 2 þ F 2 3 p and phase arctanðÀF 2 =F 3 Þ. The step response is different when instead of a velocity step a contrast step is applied, or, in other words, when the pattern is not visible before it starts moving. For a low-pass detector, we obtain the following expression ( Fig. 1a5 )
As for a velocity modulation, the step response consists of a DC term (the steady-state response) onto which a damped sinusoidal oscillation is superimposed. Again, the envelope of the sinusoid is a single exponential decay with the low-pass filterÕs time-constant. This time, however, the oscillation is a sinusoid with an amplitude of ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ 1=xs l p and phase arctanðÀ1=xs l Þ. The equivalent response of a high-pass detector is ( Fig. 1b5 )
The response is similar to Eq. (6), but the expressions for the coefficients of the exponential decay (F 1 ) and of the damped oscillations (F 2 and F 3 ) are different.
General properties of a low-pass detector with a highpass input
As an alternative to a detector model with high-pass filter in the cross-arms (Fig. 1b1) , we also considered a model where those filters were placed in the input lines instead (Fig. 1c1 ). Such a model was recently proposed by Harris and OÕCarrol (2002) based on the discrepancies between experimental results and the low-pass model mentioned above. As shown in Appendix A.1, (A.3), the steady-state response of such a detector is similar to the one of the high-pass detector in the sense that its amplitude is determined by the product of the amplitude spectra of the high-and low-pass filters, respectively ( Fig. 1c2) . It is quantitatively different, however, in that the high-pass amplitude spectrum comes in squared producing a sharper low-frequency cut-off than the high-pass detector. The most striking difference with the high-pass detector is that such a detector does not respond to a velocity impulse at all (Fig. 1c3 and Appendix A.2, (A.6)). In response to a motion step, it displays a strong initial ringing, longer than the one of a high-pass detector (Fig. 1, c4) . In both detector models, the amplitude of this ringing is much reduced when the pattern is invisible before the motion onset ( Fig. 1b5 and  c5 ; compare with experimental results in Reisenman et al., 2003) .
Comparison of the step responses of the different detector models
Since the major argument in favor of the model by Harris and OÕCarrol (2002) rested on its good fitting to the experimentally observed initial response oscillations of the step response, we compared all the three detector models in this respect. Fig. 2 shows again all three models (a, b and c) together with their responses to motion onset of various pattern velocities. The respective temporal frequencies are given to the left. As for the experimental data, the responses of each detector were normalized to the maximum response obtained for all pattern velocities. In light gray, the respective data are plotted identically in each column (data from Reisenman et al., 2003, Fig. 1 ). The low-pass detector exhibits little ringing and does not fit the experimental data at all (Fig. 1, left column) . The high-pass detector (middle column), in general, shows responses to low pattern velocities stronger than those observed in the experiments. For temporal frequencies above 1 Hz, the responses look similar to the experimental data but those of the model are phase advanced. The detector model proposed by Harris and OÕCarrol (2002) with the highpass filters in its input lines (right column) shows a smaller response than the experimental data for low pattern velocities. For higher pattern velocities, responses fit the data closely, in particular at 10 Hz, but its responses are phase delayed in general.
Since none of the models really led to a quantitatively satisfying fit of the experiments, we also tested the performance of various hybrid models. In one of these, the high-pass filter in the input line was processing only 50% of the input signal while the rest of the signal passed this stage in its original form. Another variant we considered was a detector model with high-pass filters in both its cross-arms as well as in its input lines. We also investigated a third variant, in which both a high-pass detector and a detector model with a high-pass input processed the pattern motion in parallel, and their output signals were finally added to each other. None of these models fitted the experimental data set for the step response better than the two model alternatives discussed above when all pattern velocities were considered (data not shown).
Taking all these results together with the impulse responses into consideration (Fig. 1a3, b3 and c3) , we arrived to the following conclusion: while the detector model with the high-pass input is about equally successful as the high-pass detector in reproducing the experimental data of the step response, it completely fails to do so in case of the impulse response (Fig. 1c3) . We, therefore, concentrated on the high-pass detector with the filters in the cross-arms and investigated what parameter needed to be flexible in order to make this model adaptive.
Adaptation of time-constant: velocity and contrast dependence
As we have seen in the calculations above, the DC response and the transient properties are at least partly decoupled: in the case of a velocity pulse, the response decay is solely determined by the time-constant of the high-pass filter (Appendix A.2, (A.4)), in the case of a velocity step, the time-constant of the high-pass filter sets to a large degree the length of the ringing (Appendix A.3, (A.7)) while leaving the DC response fundamentally unaffected, at least for high pattern velocities ( Fig.  1b2 and b4) . Consequently, we concluded that exposure to ongoing motion leads to a shortening of the highpass time-constant, and we will now investigate whether this conclusion is in line with the particular contrastdependency of the steady-state and transient step response we described in the preceding article (Reisenman et al., 2003) . Assuming that exposure to a moving stimulus with high image contrasts leads to the adaptation of the high-pass time-constant should result in a steady-state velocity function that becomes narrower, with the right flank remaining constant (Fig. 1b2) . This, however, was not observed: the shape of the steady-state velocity function is largely unaffected by variations of image contrast (Reisenman et al., 2003, Fig. 2) .
Looking at the shortening of the impulse response as a function of contrast and velocity of the preceding adapting stimulus reveals that stimuli with a low temporal frequency have little effect on the decay of the Fig. 2 . Responses of a low-pass detector (a), a high-pass detector (b) and a detector with high-pass filters in its input lines (c) to the onset of a constant motion stimulus (step response). The pattern was a period grating moving at different velocities resulting in the temporal frequencies (f t ) indicated to the left. In all three columns, experimental results obtained from the motion sensitive fly neuron H1 are shown in light gray (data from Reisenman et al., 2003) . As the experimental data, the model responses were normalized to the maximum response obtained from all different velocities. The model parameters were identical for all three models and amounted to s LP ¼ 50 ms and s HP ¼ 500 ms.
impulse response even at high image contrasts (Reisenman et al., 2003, Fig. 5) . If a slow image velocity leaves the time-constant unaffected, the steady-state value of the motion detection system should also be not affected, i.e. the left shoulder of the steady-state velocity function is expected to have the same position for high as well as for low pattern contrasts. The same is true for the amount of ringing in the initial part of the step response (Reisenman et al., 2003, Fig. 1) . Here, however, exact measurements are hard to make since the low temporal frequency does not produce any significant transients anyway.
Thus, it seems that both, the image velocity and the image contrast determine the strength of time-constant adaptation: the higher the image contrast and, up to a certain optimum, the higher the image velocity, the stronger the adaptation of the high-pass time-constant. This will be quantified in the following and incorporated in an adaptive motion detector that captures the essential response features described before (Reisenman et al., 2003) .
An adaptive high-pass detector
To describe the time-constant of the high-pass filter as adaptive within a range of max s h and min s h , we use the following differential equation
The time-constant decreases the faster the further it is away from the minimum value it can assume, and this decrease is also proportional to a signal S that we will define later. The time-constant increases the faster the further it is away from its maximum value and this relaxation is proportional to a constant factor K. Both S and K represent the inverse of the time-constants for the adaptation and relaxation, respectively. This results in the following steady-state value of s h ðds h =dt ¼ 0Þ
We can see that for S ¼ 0,
The question now is how we define the signal driving adaptation of the time-constant. Ideally, it should reflect the bell-shaped velocity dependence that has been measured for the shortening of the time-constant (Reisenman et al., 2003) . One way to obtain such a signal is from the rate of change of the low-pass output. Such a signal would be the larger the higher the contrast, and it would be the larger, the higher the velocity of the moving grating. Given a higher-order low-pass, the high-frequency cut-off is set by the low-pass time-constant. In the simulation of an adaptive high-pass detector, we applied a procedure to the low-pass output, which can be briefly summarized by differentiating, rectifying and smoothing. First, we determined the rate of change by differentiating the output of the low-pass filter and taking the absolute value of it. The latter operation was necessary to indicate the identical rate of change for positive as well as negative slopes of the lowpass output signal. A first-order filter with a 500 ms time-constant then smoothed the resulting signal. The modeling results shown in Fig. 3 were obtained for max s h ¼ 500 ms and min s h ¼ 0 ms. The relaxation constant K was set to 0.1 kHz, the adapting signal S reached values up to 1 kHz, resulting in a minimal value of about 50 ms for the time-constant s h .
In Fig. 3a , the adaptive high-pass detector model is shown, with the output signal of the low-pass adapting the time-constant of the high-pass detector. From model simulations of such a detector, the following graphs are derived. In Fig. 3b , the steady-state responses to constantly moving gratings of low and high pattern contrasts are displayed. The red and black curves were derived from stimulations with pattern contrasts of 10% and 100%, respectively. Since there was no saturation nonlinearity in the model simulations (see , the quadratic contrast dependence of the correlation detector led to differences in the absolute response amplitudes by about two orders of magnitude, i.e. the high contrast responses were about 100 times larger than the low contrast ones. We, therefore, normalized each velocity dependence to its maximum in order to display them in the same range and to compare both curves properly. As can be seen in the figure, neither the peak nor the general shape of the velocity functions changed for the two different contrasts. The most distinctive feature of the adaptive detector model, i.e. the adaptive behavior of its time-constant is demonstrated in Fig. 3c . The figure shows two impulse responses, one delivered prior, and the other one after exposure to a 3 s adapting stimulus (5 Hz, 100% contrast). The decay time of the impulse response is substantially reduced after presentation of the adaptive stimulus as compared to the control situation. This is due to the shortening of the high-pass time-constant taking place during adaptation that still persists to a large amount after the adaptive stimulus has stopped. In Fig. 3d and e, the time course of the high-pass time constant is shown during a 3 s motion stimulation at a temporal frequency of 5 Hz of 10% (Fig. 3d) and 100% (Fig. 3e) contrast, respectively. For the low contrast motion, the time constant only decays to about 250 ms, while for the high contrast stimulation, the time constants assumes a minimum value of about 50 ms. Finally, in Fig. 3f and g, the transient oscillations of the step response are displayed for both conditions. While for the low contrast grating (Fig. 3f ) the detector response exhibits pronounced ringing lasting over 1 s, the ringing is much shorter for the high-contrast grating (Fig. 3g) . As for the impulse response, the shorter ringing period of the step response reflects the shortening of the high-pass filter time-constant. In summary, thus, the adaptive high-pass detector qualitatively mimics all the features of transient responses that have been measured before in fly motion sensitive neurons.
Discussion
In the preceding paper (Reisenman et al., 2003) we investigated transient response properties of a fly motion sensitive neuron, the H1-cell. Focusing on two responses, namely the impulse-and the step response, we had found that in both responses, a time-constant changes and that these changes share a number of properties: first, they show the same magnitude, second, they depend on stimulus contrast and velocity in a similar way and third, they are restricted to the stimulus location within the receptive field of the H1-cell. Here, we presented a detector model that qualitatively accounts for all these phenomena. The model goes back to the original work of Reichardt and colleagues (Hassenstein & Reichardt, 1956; Reichardt, 1961; Reichardt, 1987) . In contrast to the most parsimonious model that only possesses one low-pass filter, our model contains an additional high-pass filter in the cross-arms of the detector, and the time-constant of this high-pass filter is adapting according to the rate of change of the local luminance signal after passage through the low-pass filter.
Arguments in favor of the high-pass model
First of all, as we have shown analytically here, the insertion of a high-pass filter in each of the cross-arms of the detector decouples, at least partially, the response transients from the steady-state response of the detector. This decoupling resolves the conflicts mentioned in the introduction between the decay time-constant of the impulse response and the steady-state frequency optimum. Furthermore, using the rate of change of the local low-pass output signal as the force driving adaptation has two effects: (a) it automatically leads to a timeconstant adaptation which is locally restricted to those areas in the receptive field where detector units became stimulated, just as was measured experimentally, and (b) it leads to a pronounced contrast dependence and a peaked velocity dependence of adaptation, again in agreement with the data sets.
There is one more argument that makes us favor the high-pass detector over the simple low-pass version. This argument is derived from intracellular resistance measurements performed on lobula plate tangential cells other than the H1 (Borst, Egelhaaf, & Haag, 1995; Single, Haag, & Borst, 1997; Haag, 1994) . These studies provided convincing evidence that the final subtraction stage of the motion detector is physiologically implemented by excitatory and inhibitory synapses on the tangential cell dendrites operating in a rather linear range. As was shown by model simulations using the output of the detector subunits controlling conductances of detailed compartmental models of the tangential cells (Haag, Vermeulen, & Borst, 1999 ), a detector model without any high-pass filter leads, on average, to a maximum synaptic signal for stationary patterns and, thus, to an increased input resistance of the postsynaptic neuron during visual motion. This, however, is in contrast with the experimental measurements that showed that the input resistance of the neurons decrease during both preferred and null direction motion stimulation (Borst et al., 1995; Haag, 1994; Single et al., 1997 ). An easy way to turn off the responses to stationary signals is to use a high-pass filter in one input to the multiplier. In these simulations (Haag et al., 1999) , we have also considered other positions of this filter in the motion detector, for example after the photoreceptors (also see below) or after the multipliers, but all these simulations led to various conflicts with the existing experimental data (data not shown). For example, placing the highpass after the multipliers led to vanishing responses for constant motion stimuli.
Alternative models
While all these features are in line with our experimental observations, this fact does not prove that our model is correct, i.e. that it indeed fits the computational structure of the processes taking place in the visual neuropile of the fly. While such a proof maybe hard to obtain by any kind of input-output analysis, we nevertheless can ask to what extent other models proposed previously can reproduce the available data set. In particular, we will discuss two alternative proposals in the following, one by Clifford and colleagues (Clifford & Langley, 1996; Clifford, Ibbotson, & Langley, 1997) , and one by Harris and OÕCarrol (2002) , both dealing with adaptive properties of fly motion detection.
The first modeling study that addressed adaptive properties of fly motion sensitive neurons was done by Clifford and Langley (1996) . They proposed a low-pass detector model where the spatially integrated motion signal feeds back onto the time-constant of the low-pass filter. This design is in contrast with two important features of adaptation presented in the preceding paper (Reisenman et al., 2003) and in earlier studies on this topic (Borst & Egelhaaf, 1987; de Ruyter van Steveninck et al., 1986) . First of all, time-constant adaptation is rather insensitive to the direction of motion, which is in contrast with the assumption that the motion detector output signal drives the adaptation, and second, timeconstant adaptation is a local phenomenon, which contradicts the assumption of a spatially pooled signal driving adaptation. For these reasons, we did not further consider this model in our attempts to model the observed adaptive properties of fly motion sensitive neurons.
As a second alternative, we considered a detector model that is similar to the high-pass model we propose here, except for the fact that the high-pass filters are not inserted in the cross-arms but rather in the input lines. As has been investigated by us (see Section 2) and by Harris and OÕCarrol (2002) , such a detector model has the following properties: with a sufficiently long timeconstant of the high-pass filters, the detector shows a long transient ringing in the step response, the dynamics of which does not affect its steady-state response optimum. Thus, one of the major incongruence mentioned in the introduction and discussed by Harris et al. (1999) is resolved by this model. Furthermore, the initial ringing of the model step response is much closer in phase with the ringing observed experimentally than the one of the low-pass detector. The most important point demonstrated by the model simulations by Harris and OÕCarrol (2002) is the fact that the shortening of the decay in the impulse response after an adapting stimulus is automatically reproduced by this model without any additional feed-back lines. Together with the simplicity of its computational structure (only a high-pass filter is added to the front-end of each input line of the detector), all these features speak in favor of such a model. However, there are a number of response features of this model that are in contrast to the existing data set.
First of all, and most critically in the current context, our analytical treatment clearly demonstrates that a motion detector with a high-pass filter in the input lines has an impulse response of zero (Appendix A.2, (A.6)). The simulations shown in Harris and OÕCarrol (2002) represent only impulse responses after rather short presentation of a stationary grating (Harris & OÕCarrol, 2002, Fig. 7) where either the duration of the presentation or the contrast of the grating is varied. As can be seen in these figures, the impulse response amplitudes tend to become minute when the stationary grating was presented for 1000 ms or longer before it was suddenly shifted. Only if the stationary grating was presented for 200 ms or shorter did the impulse response have an amplitude that is comparable to its response to ongoing motion. While the authors stressed the interesting fact that the changes in the decay time-constant are determined by the characteristics of the preceding stimulus, this behavior only becomes visible after normalization, i.e. when the impulse response amplitudes are all set to 1. However, as we have shown analytically, when the stationary grating is presented for a time that is sufficient for all model elements to assume their steady-state, no impulse response is produced at all by the model of Harris and OÕCarrol (2002) . This is in sharp contrast to all experimental observations, where the impulse response is at the heart of the phenomena discussed here.
Another feature of the model proposed by Harris and OÕCarrol (2002) , which is also stressed by the authors, is its time-course to motion stimuli at low temporal frequencies which does not fit the experimental data (see also Fig. 2) . Furthermore, the model is unable to predict the shortening of ringing period of the step response with increasing pattern contrast. The latter point has not been discussed by Harris and OÕCarrol (2002) since the respective data set was not available at the time of the modeling study, but in the light of our new findings (Reisenman et al., 2003) , this incongruence is a further reason to discard the assumption that high-pass filters in the input lines are responsible for the adaptive behavior seen in the response transients of the H1-cell. Last, but not least, removing any DC level from the input leads to a local detector response identical to the one obtained after spatial integration. However, experimental analysis of local detector responses done either by presenting the pattern through a small aperture or by imaging local calcium signals in response to a wide-field stimulus (Single & Borst, 1998) clearly revealed that such local modulations do exist and only vanish in the spatially integrated output signal of fly motion sensitive neurons.
Conclusions
Given the fact that none of the previously proposed models can account for all the experimental phenomena described so far, we conclude that a motion detector with adaptive high-pass filters in the cross-arms is presently the most plausible structure underlying the adaptive response properties in fly motion vision. Future studies will have to reveal which neurons in the fly optic lobes correspond to the different model constituents, and which biophysical mechanisms are implementing the exact operations postulated by the model. In this respect, the present analysis will be most helpful by defining the search profile.
Having the relations x ¼ 2p Á v=k and Dt ¼ Du=v, we can rewrite the signals
Low-pass filtering these input signals results in
High-pass filtering these input signals results in
The spatial average of all detector output signals It is the product of the amplitude-spectra of the two filters, times the sine of the difference of the two phasespectra. For first-order filters, amplitude-and phasespectra are
Thus, the response becomes
sinðarctanð1=s h xÞ þ arctanðs l xÞÞ Á sinð2pDu=kÞ:
Applying sinðxÞ ¼ tanðxÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ tan 2 ðxÞ p yields
For first-order filters with identical time-constants s h ¼ s l ¼ s, the response becomes
For a low-pass detector A h ¼ 1 and U h ¼ 0. This results in
sinðÀU l ðxÞÞ sinð2pDu=kÞ; ðA:2Þ
sinð2pDu=kÞ;
For a low-pass detector with high-pass filter in its input lines, the contrast DI transforms to DI Ã A h ðxÞ. The steady-state response, therefore, becomes
h ðxÞ Á A l ðxÞ Á sinðarctanðs l xÞÞ Á sinð2pDu=kÞ:
ðA:3Þ
For first-order filters, this results in the following steadystate response
A.2. Impulse response
Here, we consider a standing sine grating which, at time 0, steps by an angle w. The notation follows de Ruyter van Steveninck et al. (1986) , where the superscript ÔÀÕ refers to the time before, and the superscript ÔþÕ to the time after the step has been made. The input signals 1 and 2 to the detector, before and after the step, are as follows:
First-order low-(L) and high-pass (H ) filters have the following step responses:
Given the input signals x, they become 
For a low-pass detector with high-pass filters in the input lines, the inputs are
Feeding these signals through low-pass filters results in
The output of the detector in response to a velocity pulse becomes zero
A.3.
Step response (Velocity modulation)
Here, we consider a grating that starts moving at time t ¼ 0 at a constant velocity. Thus, we have the following inputs to the motion detector
To obtain the output of the low-pass filters, we convolve these functions with the impulse response of a first-order low-pass: To obtain the high-pass signals, we note that it is identical to the difference between the original signal and the output of a low-pass with the same time-constant. Thus The detector output becomes For a low-pass detector, C and D become zero. The response therefore becomes hRðtÞi u ¼ DI 2 Á sinð2pDu=kÞ Á ½expðÀt=s l Þ Á sinðxtÞ þ sinðxtÞ Á B À cosðxtÞ Á A;
hRðtÞi u ¼ DI 2 Á sinð2pDu=kÞ Á s l x 1 þ s 2 l x 2 Á ½1 þ expðÀt=s l Þ Á ðs l x Á sinðxtÞ À cosðxtÞÞ:
ðA:8Þ
A.4.
Step response: contrast modulation
Here, we consider a grating that starts moving at time t ¼ 0 at a constant velocity, but is invisible until it starts moving (contrast modulation). Thus, the inputs to the motion detector after motion onset are identical to the previous section, but are different before motion onset. They are given by
This results in the following low-pass filter output signals The high-pass filter signals change accordingly. Using the same notation as before, the spatially averaged detector output becomes For a low-pass detector (Fig. 1a) , C and D become zero. Therefore 
