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Genome resequencing technologies are currently developing at a very rapid rate, which we will for simplicity call genome sequencing even though it is used on a species with a reference sequence. The current generation sequencing technology is two-orders of magnitude faster and more cost effective than the technologies used for the sequencing of the human genome (TenBosch and Grody, 2008; Shendure and Ji, 2008) . Future technologies are expected to reduce cost by another 100 fold so that sequencing an entire human genome for $1,000 is considered achievable in the near future (Mardis, 2008) . The question arises: how can we make best use of entire genome sequence data on many individuals. One use will be the ability to predict the genetic value of an individual for complex traits. In the fields of animal and plant breeding, this would be of great practical benefit because most important traits are complex, quantitative traits, i.e. traits that are affected by many genes and by the environment. In humans the promise of personalised medicine relies on the ability to predict an individual's genetic risk for complex, multi factorial diseases, such as Crohn's disease (Barett et al., 2008) and the ability to predict response to alternative treatments. The first aim of this paper is to explore the accuracy of this prediction using the full genome sequence of the individual.
The use of high-density SNP genotype data to predict genetic value, called genomic selection, was first proposed by Meuwissen et al. (2001) . In its most sophisticated form, a Bayesian model was used to predict the effects of thousands of SNPs on the total genetic value simultaneously, where a priori it was assumed that only few SNPs were useful for predicting the trait (because they were in linkage disequilibrium (LD) with mutations causing variation in the trait), whilst many SNPs were not useful.
5
Even among the SNPs that were useful for prediction, it was assumed that the distribution of effects was not normal because there were occasionally SNPs in LD with QTL that may occasionally have very large effect. To model this, the distribution of SNP effects was assumed to follow a distribution with thicker tails than the normal distribution (e.g. the t-distribution is often used). In the case of whole genome sequence data, the polymorphisms that are causing the genetic differences between the individuals are amongst those being analysed. For the sake of simplicity we will call all polymorphisms in the sequence data SNPs while recognising that other types of polymorphisms such as indels will be included. Assuming that the causal SNPs are included in the analysis simplifies the prior distribution of the SNP effects, because, the effects of all the other SNPs, even if they are in LD with the causal SNPs, are expected to disappear. Thus, the prior distribution simplifies to that some SNPs are expected to be causative and have an effect drawn from the distribution of the gene effects. The distribution of gene effects is investigated extensively in the evolutionary and other literature and is reported to be gamma or exponentially distributed (Erickson et al., 2004; Rocha et al., 2004) , where the latter is a special form of the gamma distribution. On the downside, whole genome sequence data will contain millions of SNPs and it may be difficult for genomic selection to separate the relatively few causative SNPs from all the others. Meuwissen et al. (2001) also investigated a model in which all SNPs were assumed to have an effect drawn from the same normal distribution (the so-called GWBLUP model). Although this model seems biologically implausible, it has been found to perform well in data from dairy cattle (VanRaden et al., 2009) . However, we 6 hypothesise that with sequence level data the BLUP model will not perform as well as models that assume that only some causal SNPs need to be included in the model.
The aims here are to investigate
• how accurately genetic values for complex traits can be predicted by genomic selection when whole genome sequence data is available on a large number of individuals,
• whether it makes a difference to have the whole genome sequence available, including the causative mutations, versus very dense SNP marker genotypes,
• whether the estimates of the SNP effects can be used on individuals that are many generations separated from the data set in which they were estimated,
• the effect of the statistical model used on accuracy of prediction, and
• how accurately can causative mutations be detected and mapped.
Because whole genome sequence data on many individuals is not yet available, and because we needed to know the true genetic values of the individuals, the aforementioned questions were investigated by computer simulations of whole genome sequence data.
METHODS

Computer simulation of whole genome sequence data
Sequence data are efficiently simulated by the coalescence process, which simulates the coalescence of the current population backward in time (Kingman, 1982; Hudson, 2002) . Although coalescence simulations are remarkably efficient for small 7 chromosome segments, their computational requirements increase exponentially with the size of the segment being simulated. For forward in time simulations, the computational requirements increase only linearly with the size of the genome (Hoggart et al., 2007) , and thus forward simulations were used here. The assumptions about the population model followed those of coalescence theory: the Fisher-Wright idealised population model (Falconer and Mackay, 1996) and the infinite-sites mutation model was assumed (Kimura, 1969 ) with a mutation frequency of 2*10 -8 per nucleotide per generation. The historical effective size of the population was N e =1000, and the forward simulations were conducted for 10,000 generations to achieve a steady state population in mutation-drift balance. Recombinations were sampled according to the Haldane mapping function, assuming a recombination frequency of 10 -8 per nucleotide per generation. After these 10,000 generations, the population was simulated for 20 more generations, called G1-G20, at an effective size of 10,000 in order to further reduce the probability of sampling close relatives.
Because the population had N e =10,000 only for a very short time, its mutation-drift balance and the linkage disequilibria between the SNPs are very much like that of a population of N e =1,000, i.e. its historical size. Two samples were taken from generation G10, namely a training sample of size T individuals (TRAIN) and a test sample of size 500 (TEST1). The training and test samples were non-overlapping. In order to test whether the predictions also hold for distantly related individuals, a second test sample was taken 10 generations later, generation G20, with a size of 500 (TEST2).
For the GWBLUP model, Goddard (2009) and Daetwyler et al (2008) 
Simulation of the QTL and phenotypes
After the 10,000 generations at N e =1,000, 30 SNPs were randomly sampled (without replacement) amongst all the simulated SNPs, and were designated to be causative,
i.e. they were QTL (Quantitative Trait Loci). For every QTL, the '1'-allele, obtained an additive effect (a j ') sampled from the double-exponentional distribution, which is also called the Laplace distribution. After all the 30 QTL effects were sampled, their effect was standardised to achieve a total genetic variance of 1, i.e.
, where subscripts i (j) denote the i-th (j-th) QTL; the summation is over all QTL, and p i is the frequency of the '1'-allele of the i-th QTL.
The total genetic value of individual i was calculated as: 
Analysis of the data
Estimates of the SNP effects were obtained from the TRAIN data using the BayesB method (Meuwissen et al., 2001) . The model assumes additive inheritance and is:
where y is a (Tx1) vector of phenotypes with T records; µ is overall mean; m is total number of genotyped SNPs; I j is an indicator whether the SNP is included in the model (I j =1) or not (I j =0); X j is a (Tx1) vector denoting the genotype of the individuals for marker j, where 0 denotes homozygous for the first allele; 1/√H j denotes heterozygous; 2/√H j denotes homozygous for the second allele, and the division by √H j standardises the variance of the marker genotypes with H j being the marker heterozygosity calculated as 2p j (1-p j ) with p j being the frequency of the j-th marker; b j are standardised effects of the markers; e is a (Tx1) vector of environmental effects. In the Bayesian analysis the prior distribution for I j is: I j =1
with prior probability 30/m for the 30QTL , where is the estimate of marker effect, and N m is the number of SNPs. The accuracy of the predictions, , is calculated as the correlation between and .
RESULTS
Ten-thousand generations of computer simulation of the whole genome sequence of one chromosome of 1 Morgan resulted on average in 33,066 SNPs. Either 3 or 30 of the SNPs were designed to be causative, i.e. QTL. Table 1 shows the accuracy of the predicted genetic values when T=200 individuals were used to estimate SNP effects (training data) and the test individuals come from the same generation as the training individuals. Accuracies of the predictions were high, but the data sets with 3 QTL had higher accuracy than those with 30 QTL. Presumably with 30 QTL per chromosome their effects are smaller and therefore harder to estimate accurately and it is harder to detect the QTL (which should be the only SNPs in the model). In the 3QTL and 30QTL data, the inclusion of the causative mutations increased the accuracy by 3.7 and 2.5%, respectively. So, even at this high density of ~33,000 SNPs per Morgan there is a benefit of including the causative mutations, but the effect of having few versus many QTL is substantially larger.
When the test and training individuals are separated by 10 generations (TEST2 data), accuracies are very similar to those where test and training data come from the same generation (Table 1) . This implies that the SNPs for which effects were estimated, are at or so close to the causative SNPs that a genetic distance of 10 generations hardly affected the SNP effects.
Theory predicts that, if is constant, accuracy is constant. This theory is tested by comparing twice the genome size and twice the number of records to the previous results (Table 1 ; L=2 vs. L=1). The marker and QTL density is not changed, and thus there are twice as many markers and QTL when genome size increases to L=2
Morgan. Since heritability is kept constant at 0.5, this implies that the fraction of the variance explained by each QTL is halved. Differences were small between L=1 with T=200 versus L=2 with T=400 records. Across the four comparisons in Table 1 the accuracy increases on average by 1.3% when L=2 but this is not a consistent trend, so we conclude that the theoretical prediction holds approximately. Table 2 tests the same theory in that if heritability is halved, the training data set, T, needs to be doubled in order to maintain the accuracy, which would again maintain the same λ. Accuracy was approximately maintained by doubling the number of training records, although there seemed a general tendency for a slightly reduced accuracy of about 3% due to a four-fold reduction in heritability. Table 3 shows the accuracies of selection when GWBLUP is used to estimate the SNP effects. With this method of analysis, the accuracy is greatly reduced and the inclusion of the causative SNPs has hardly any effect on the accuracy of selection.
This may be expected, since the GWBLUP is equivalent to estimating a relationship matrix between the individuals based on the marker data and using this to estimate the genetic values of the animals (Goddard, 2009) . The relatively few causative SNPs 13 hardly affect the estimated relationship matrix. Also, the accuracy of selection is hardly affected by the genetic model (3 QTL vs. 30 QTL), probably because the genetic relationship matrix is equally appropriate for both genetic models. This suggests that the accuracies obtained by GWBLUP are those that could be obtained when all SNPs had a very small effect, and thus the infinitesimal genetic model (Falconer and Mackay, 1996) applies. Figure 3C investigates whether the accuracy of detecting the QTL is maintained if the genome size is doubled and therewith the number of QTL. Since each individual QTL is expected to explain only half as much of the total genetic variance, the number of records was doubled as well (T=400). In this situation, there were 27 QTL (across 10 replicates) which each explained more than 10% of the genetic variance, of which only 4 had a posterior probability of being causative <50%. Twenty-one out of these 15 27 had a posterior probability >0.9. Thus, with a larger number of records it is possible to detect QTL explaining a smaller proportion of the total variance.
DISCUSSION
The effect of affordable whole genome sequencing technology on the accuracy of genomic selection was that: (1) the accuracy of selection was substantially higher than that achieved with much smaller sized SNP chips and increased approximately linearly with the log of the number of SNPs (see Figure 1) ; (2) the accuracy increased a further 2.5 -3.7 % when the causative mutations were included even if the marker data was already very dense; (3) the estimates of the high-density SNP effects yielded accurate EBVs even when the training and evaluation data were 10 generations apart; (4) the GWBLUP estimation method does not take full advantage of the high density marker data and therefore a method such as the Bayesian method used here (BayesB; Meuwissen et al., 2001 ) gives a much higher accuracy than the BLUP method (Table   3 ).
The explanation for Point (4) probably is that, as marker density increases, the variance due to each marker decreases in BLUP, whereas BayesB is increasingly able to detect the causative SNPs and estimate their effects. The latter however assumes that there are a limited number of causative SNPs, which was assumed 3 or 30 per
Morgan here. If in reality, the number of causative SNPs is very large (say hundreds or thousands per Morgan), the BLUP method may yield as accurate predictions as other methods, because the assumption that every SNP has an effect is then close to reality. Even under an infinitesimal model, the effective number of QTL approaches a limit of M, equal approximately to 2NeL, due to linkage (Daetwyler et al., 2008; Goddard, 2009 ). In our simulation, Ne=1000 and L=1, so M=2000 effective loci. In this study gene effects were sampled from a double-exponential distribution, which is a thick-tailed distribution and fits quite well with the assumption of a thick-tailed t prior distribution in BayesB. In practical applications, the distribution of the gene effects will not be known, but most studies that investigated the distribution of allelic effects found an exponential or other thick tailed distribution (for reviews: Erickson the accuracy of allelic effects simulated from a thick-tailed and a normal distribution and found little difference in accuracy. In the case of normally distributed allelic effects, the accuracy of BayesB estimates of EBV were reduced by 1.5%. The reduced accuracy for the normally distributed effects is expected since there will be fewer big genes, i.e. effectively the number of QTL increases.
Gene effects were assumed to be additive in both the simulated data and the data analysis. Hill et al. (2008) showed that genetic variance is mainly additive in nature, but some will be non-additive. The simplest genetic interaction is the within locus interaction, which causes dominance variance. We therefore also simulated a scheme where 20% of the genetic variance was dominance variance, which is an upper limit for this variance in the models of Hill et al. (2008) . The degree of dominance, d/a, was adjusted for every QTL such that 20% of its total genetic variance was dominance variance, and the error variance was reduced accordingly such that the narrow sense heritability remained 0.5, where a (d) is the additive (dominance) effect (Falconer and Mackay, 1996) . Table 4 shows that there was almost no reduction in accuracy when there were 30 QTL whereas there was a marked reduction of ~13% when there were 3
QTL. An explanation for this is that in the case of 30 QTL, dominance deviations of individual QTL are small and taken together act approximately like an independent error component, which is accounted for in the analysis. However, when there are only 3 QTL, dominance deviations of individual QTL are large and not so well modelled as part of the error variance and consequently the accuracy with which the additive effects are estimated is reduced. In conclusion, dominance variance may reduce the accuracy of genomic selection noticeably, if few very large QTL show a lot of dominance, but it does not eliminate its accuracy and if many QTL are responsible for the dominance variance, there is hardly any reduction in accuracy.
This conclusion may also hold for more complicated epistatic interactions, i.e. if few very large genes show strong interactions, accuracy will be reduced, but if the epistatic variance is due to many interacting genes, the reduction in accuracy is expected to be small. .25, and T=12,000, this is also expected to yield the same accuracy (0.826). The large effective size of the human population makes the human genome in effect larger than its 37 Morgans: it reduces the size of the LD blocks, i.e. more blocks per Morgan, and the total number of SNPs is increased (several folds larger than in our simulation), since heterozygosity increases with effective size.
The simulations assumed no selection in order to improve the interpretability of the results, since selection can complicate the genomic architecture markedly and thus needs further investigations. Selection could have a variety of effects on the accuracy of genomic selection. For instance, artificial selection that increased the frequency of an initially rare allele would increase the surrounding LD and probably increase the accuracy of genomic selection. On the other hand, natural selection against mutations that increase disease risk will lead to segregation of alleles that are relatively young, at low frequency and have low LD with markers, and hence the accuracy of genomic selection will be reduced.
We expected that with the use of whole genome sequence data, since it includes the causative SNPs, the BayesB-type of estimation procedure would be able to pinpoint the position of the QTL. Figure 2 and 3 show that this is the case for the biggest QTL, although sometimes SNPs that are in very high LD with the QTL are used to explain the QTL. This high precision in pinpointing the QTL or a SNP that is in very high LD with the QTL explains why the accuracy persisted across generations (Table 2 ). This is contrary to the results of e.g. Habier et al. (2007) , who used a much lower marker density and found that accuracy decreased substantially over time. However, another important difference with the study of Habier et al. is that both the historical and recent population sizes were much bigger in our simulations (a factor 10 and 100, respectively), which means that the training data set is much less likely to contain closely related individuals, and thus the SNP effects are not picking up family effects (as reported by Habier et al.) . The latter implies that, the training data need to contain individuals with as little as possible relationship with each other and SNP density needs to be high for the accuracy to persist across generations.
The population history was chosen such that the training (TRAIN) and test populations were quite unrelated due to the large effective size during the last 10
generations. This large recent effective size does not change the LD patterns much, since genetic drift is low, but reduces the probability of close relationships. In real livestock populations, effective population sizes were often very large in prehistoric time, decreased markedly during the more recent past, and shows often a strong 20 family structure, i.e. few dominating families, during the last few generations. This creates an LD structure with relatively high LD over long distances, but the LD does not increase much as distance between the SNPs decreases (Goddard and Hayes, 2009 ). This long distance LD should make genomic selection relatively accurate even with sparse markers, but the accuracy will not improve much as marker density increases. Thus, the increase in accuracy as density increases will be much less dramatic than in Figure 1 . Also, the long-distance LD may make GWBLUP more accurate relative to BayesB since many markers can be used to pick up a single QTL effect and this more closely fits the assumption of GWBLUP that all markers have effects.
For the human population of European descend, the LD structure is quite different from that of cattle (Goddard and Hayes, 2009) : there is a lot of LD between very closely linked SNPs, due to the relatively small prehistoric effective population size, but very little LD between the more distant SNPs due the recent large increase in effective size. This may increase the steepness of the curves in Figure 1 , since accuracies at lower SNP densities will be markedly reduced. Thus for humans, whole genome sequence data may increase the accuracy of predicting breeding value more than predicted from our simulations.
Even at a cost of $1000 per genome sequence, the sequencing of 12,000 -60,000
genomes, as in the above examples of cattle and humans, respectively, will cost $12 -60 million. However, these costs may be reduced substantially by the whole-genome sequencing of a limited subset of the individuals and using a SNP chip for the genotyping of the majority of the individuals, followed by the imputation of their 21 missing genotypes (Sheet and Stephens, 2006) . In this way, the high accuracy from whole genome sequencing can be combined with the lower costs of a SNP chip (Goddard, 2008) .
The results imply that accurate prediction of genetic value for complex traits in livestock and humans is within reach. This assumes that the number of QTL per trait is 100s to 1000s and that 10,000s of individuals can be used to derive the prediction equation. Although the latter assumption implies a high cost, there are already 10,000s of people included in genome wide association studies for many traits.
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