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BURNSIDE TYPE THEOREMS IN REAL AND
QUATERNION SETTINGS
BAMDAD R. YAHAGHI
Abstract. In this note, we consider irreducible semigroups of
real, complex, and quaternionic matrices with real spectra. We
prove Burnside type theorems in the settings of reals and quater-
nions. First, we prove that an irreducible semigroup of triangular-
izable matrices in Mn(R) contains a vector space basis for Mn(R).
In other words, Mn(R) is the only irreducible subalgebra of itself
that is spanned by an irreducible semigroup of triangularizable
matrices in Mn(R). Next, we use this result to show that, up to
similarity, Mn(R) is the only irreducible R-algebra in Mn(H) that
is spanned by an irreducible semigroup of matrices in Mn(H) with
real spectra. Some consequences of our mains results are presented.
1. Introduction
In 1905, W. Burnside proved a theorem asserting that a group of
n×n complex matrices is irreducible iff it contains a vector space basis
for Mn(C), equivalently, its linear span is Mn(C), see [2, Theorem on
p. 433]. We extend this result of Burnside to the real field as follows:
a semigroup of n × n triangularizable real matrices is irreducible iff it
contains a vector space basis for Mn(R), equivalently, its linear span is
Mn(R). In other words, any irreducible semigroup of triangularizable
matrices in Mn(R) is absolutely irreducible. Another way to put it
is as follows: the algebra Mn(R) is the only irreducible subalgebra of
itself that is spanned by an irreducible semigroup of triangularizable
matrices in Mn(R). Next, we prove the counterpart of our extension
of Burnside’s Theorem over quaternionic matrices. Finally, we present
some consequences of our main results.
Let us begin by establishing some standard notation and definitions.
Let D be a division ring, F a subfield of the center of D, denoted by
Z(D), and Mn(D) the ring of all n× n matrices over D. Throughout,
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for the most part, the division ring D will be the real field, the complex
field, or the division ring of quaternions, denoted by R, C, and H, re-
spectively. By F, we mean R, or C, or H. By a semigroup S ⊆Mn(D),
we mean a set of matrices that is closed under matrix multiplication.
An ideal J of S is defined to be a subset of S with the property that
SJ ∈ J and JS ∈ J for all S ∈ S and J ∈ J . As is usual, we view
the members of Mn(D) as linear transformations acting on the left of
Dn, where Dn is the right vector space of all n × 1 column vectors.
A family F in Mn(D) is called irreducible if the orbit of any nonzero
x ∈ Dn under S, the (multiplicative) semigroup generated by F, spans
Dn. When n > 1, this is equivalent to the members of F, viewed as
linear transformations on Dn, having no common invariant subspace
other than the trivial subspaces, namely, {0} and Dn. We recall that
if a semigroup S of matrices is irreducible, then so is every nonzero
semigroup ideal J of S (see [9, Lemma 2.1.10]). A family F in Mn(D)
is called reducible if it is not irreducible, or equivalently, F = {0} or
it has a nontrivial invariant subspace. On the opposite of irreducibil-
ity is triangularizability, when the common invariant subspaces of the
members of S include a maximal subspace chain (of length n) in Dn,
i.e., there are subspaces
{0} = V0 ⊆ V1 ⊆ · · · ⊆ Vn = D
n,
where Vj is a j-dimensional subspace invariant under every S ∈ S.
Such a chain is called a triangularizing chain of subspaces for S. Equiv-
alently, there exists a basis for Dn (called a triangularizing basis for
S) relative to which the members of S have upper triangular matrix
representations, or in the language of matrices, there exists an invert-
ible matrix P ∈ Mn(D) such that P
−1SP consists of upper triangular
matrices, in which case P−1SP is called a triangularization of S via P .
For a matrix A ∈Mn(D), an element λ ∈ D is said to be a right eigen-
value of A ∈ Mn(D) if there exists a nonzero column vector x ∈ D
n
such that Ax = xλ. By the spectrum of a matrix, we mean the set
of all its right eigenvalues. Note that when D is a field the notions of
a right eigenvalue and an eigenvalue of a matrix with entries from D
coincide. In this note, we are only interested in triangularizable ma-
trices whose spectra are in the center of the division ring. It is easily
verified that similar matrices have the same spectra. It is also easily
checked that a matrix A ∈ Mn(D) is triangularizable and its spectrum
is a subset of the center of D iff the matrix A has a minimal polyno-
mial with coefficients from the center which splits into linear factors
over the center. By an F -algebra A in Mn(D), we mean a subring
of Mn(D) that is closed under scalar multiplication by the elements
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of the subfield F . For a semigroup S in Mn(D), we use AlgF (S) to
denote the F -algebra generated by S, which is in fact the F -linear
span of S. A matrix A ∈ Mn(D) is called F -algebraic if it is alge-
braic over the subfield F . Let D,E be division rings. The division
ring E is called an extension of D if D ⊂ E and Z(D) ⊂ Z(E). A
family F of matrices in Mn(D) is called absolutely irreducible if it is
irreducible over all extensions of D. If D = F , then it follows from
Burnside’s Theorem that the family F is absolutely irreducible if and
only if Alg(F) = Mn(F ). For A,B ⊆Mn(D), we write A ∼ B and say
A is similar to B if there exists an invertible matrix P ∈ Mn(D) such
that A = P−1BP := {P−1BP : B ∈ B}, in which case we say that A is
similar to B via the invertible matrix P ∈Mn(D). It is easily checked
that similarity is an equivalence relation on the power set of Mn(D).
Naturally, for A,B ∈ Mn(D), we write A ∼ B and say A is (individu-
ally) similar to B if {A} ∼ {B}. Likewise, individual similarity is an
equivalence relation on Mn(D).
Throughout, we are mostly dealing with certain semigroups or R-
algebras in the matrix rings Mn(R), Mn(C), or Mn(H). As is common,
we consider the complex field C and the division ring of quaternions H
as subsets of M2(R), M2(C) and M4(R) via the embeddings ε, ε
′ and
ε′′, which we call the standard representations of C and H in M2(R),
M2(C) and M4(R), respectively.
ε(a+ bi) =
[
a −b
b a
]
, ε′(z + wj) =
[
z w
−w z
]
,
ε′′(a + bi+ cj + dk) =


a −b c −d
b a d c
−c −d a b
d −c −b a

 .
We leave it as an exercise to the interested reader to show that the
embeddings ε, ε′ and ε′′ are irreducible representations of C and H in
M2(R), M2(C) and M4(R), respectively. Likewise, in a natural way,
the real algebras Mn(C) and Mn(H) may, respectively, be considered
as subsets ofM2n(R), andM2n(C) andM4n(R) via εn, ε
′
n and ε
′′
n, which
are defined as follows
εn([zij ]
n
i,j=1) = [ε(zij)]
n
i,j=1, zij ∈ C,
ε′n([qij ]
n
i,j=1) = [ε
′(qij)]
n
i,j=1, qij ∈ H,
ε′′n([qij ]
n
i,j=1) = [ε
′′(qij)]
n
i,j=1, qij ∈ H.
Customarily, by writing C ⊆M2(R) andMn(H) ⊆M4n(R), we actually
mean ε(C) ⊆ M2(R) and Mn(ε
′′(H)) ⊆M4n(R) and so on and so forth.
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Perhaps, it is worth mentioning thatMn(C) andMn(H) are irreducible
real subalgebras of M2n(R), and M2n(C) and M4n(R) (via εn, ε
′
n and
ε′′n) because so are C and H in M2(R), M2(C) and M4(R) (via ε, ε
′ and
ε′′), respectively; for a detailed proof of a more general case, see [14, p.
49]. If S is a semigroup in Mn(F), then the real linear span of S forms
a real subalgebra of Mn(F), which we call the real algebra spanned by
the semigroup S.
In what follows, we need the following Wedderburn-Artin type the-
orem which was proved in [13] (see [13, Theorem 2.2]).
Theorem 1.1. Let n ∈ N, D be a division ring, F a subfield of its cen-
ter, and A an irreducible F -algebra of F -algebraic matrices in Mn(D).
Let r ∈ N be the smallest nonzero rank present in A. Then, the in-
teger r divides n and after a similarity A = Mn/r(∆), where ∆ is an
irreducible division F -algebra of F -algebraic matrices in Mr(D). In
particular, after a similarity, A = Mn(∆1), where ∆1 is an F -algebraic
subdivision ring of D, iff r = 1.
Also, in order to present our main results, we need a characterization
of irreducible real subalgebras of Mn(R), Mn(C), and Mn(H). Part (i)
of the following theorem is standard and has already appeared in [6,
Theorem 6] and [7, p.415]. To the best of our knowledge, part (ii) of the
theorem, most likely known by experts, has not appeared anywhere.
Part (iii) is a special case of [6, Theorem 10], which is due to the second
named author and first appeared in [6]. Part (iii) can be thought of
as a Burnside type theorem for irreducible R-algebras of matrices in
Mn(H).
Theorem 1.2. (i) Let n ∈ N, A be an irreducible R-algebra of matrices
in Mn(R), and r ∈ N the smallest nonzero rank present in A. Then,
the integer r, which divides n, is 1, 2, or 4, and A = Mn(R), or
A ∼ Mn/2(C), or A ∼ Mn/4(H), depending on whether r = 1, r = 2,
or r = 4, respectively. In particular, A = Mn(R) iff r = 1.
(ii) Let n ∈ N, A be an irreducible R-algebra of matrices in Mn(C),
and r ∈ N the smallest nonzero rank present in A. Then, the integer
r, which divides n, is 1 or 2, and A = Mn(C) or A ∼ Mn(R) if r = 1
or A ∼Mn/2(H) if r = 2.
(iii) Let n ∈ N, A be an irreducible R-algebra of matrices in Mn(H),
and r ∈ N the smallest nonzero rank present in A. Then, r = 1 and
A = Mn(H), A ∼ Mn(C), or A ∼Mn(R).
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Proof. (i) By Theorem 1.1, A is similar to Mn/r(∆), where r ∈ N is
the smallest nonzero rank present in A and ∆ is an irreducible division
R-algebra of matrices in Mr(R). By Frobenius’ Theorem, [5, Theorem
5.13.12], ∆ ∼= H or ∆ ∼= C or ∆ ∼= R. But r = dimR∆ because ∆ is
an irreducible division R-algebra in Mr(R). Thus, r = 1 or 2 or 4. If
r = 1, then ∆ = R, in which case the assertion follows from Theorem
1.1. In the other two cases, from the Noether-Skolem Theorem, [3, p.
39], we see that ∆ ∼ C ⊆M2(R) if r = 2, or ∆ ∼ H ⊆M4(R) if r = 4.
Clearly, the assertion now follows from Theorem 1.1.
(ii) By Theorem 1.1, A is similar to Mn/r(∆), where r ∈ N is the
smallest nonzero rank present in A and ∆ is an irreducible division
R-algebra of matrices in Mr(C). By Frobenius’ Theorem ∆ ∼= H or
∆ ∼= C or ∆ ∼= R. If ∆ ∼= R or ∆ ∼= C, from the Noether-Skolem
Theorem, [3, p. 39], we get that ∆ ∼ R1Mr(C) ⊆ Mr(C) if ∆
∼= R, or
∆ ∼ C1Mr(C) ⊆Mr(C) if ∆
∼= C, implying that r = 1 in these two cases
because ∆ is irreducible inMr(C). If ∆ ∼= H, then dimR∆ = 4. On the
other hand, ∆ ⊆ Mr(C) is an irreducible multiplicative semigroup in
Mr(C). So, by Burnside’s Theorem, ∆ contains r
2 linearly independent
elements over C. It thus follows that dimR∆ ≥ r
2, which yields r ≤ 2.
But r > 1 because ∆ ∼= H is not commutative. Thus, r = 2. Once
again, by the Noether-Skolem Theorem, we obtain ∆ ∼ H ⊆ M2(C) if
∆ ∼= H. Therefore, the assertion follows from Theorem 1.1.
(iii) By Theorem 1.1, A is similar to Mn/r(∆), where r ∈ N is the
smallest nonzero rank present in A and ∆ is an irreducible division
R-algebra of matrices in Mr(H). By Frobenius’ Theorem ∆ ∼= H or
∆ ∼= C or ∆ ∼= R. This, in view of the Noether-Skolem Theorem, [3,
p. 39], yields ∆ ∼ H1Mr(H) or ∆ ∼ C1Mr(H) or ∆ ∼ R1Mr(H), implying
that r = 1 because ∆ is irreducible in Mr(H). Consequently, ∆ ∼ H
or ∆ ∼ C or ∆ ∼ R, finishing the proof by Theorem 1.1. 
2. Main Results
We start off with a simple lemma.
Lemma 2.1. Let S be a semigroup of matrices in Mn(R) and S1 = RS.
Then S ⊆ Mn(R) is absolutely irreducible iff S1 ⊆ Mn(R) is.
Proof. By Burnside’s Theorem, S ⊆ Mn(R) is absolutely irreducible
semigroup iff AlgR(S) = Mn(R). Thus, the assertion is proved as soon
as we show that AlgR(S) = AlgR(S1). To this end, as AlgR(S) ⊆
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AlgR(S1), it suffices to show the reverse inclusion. To see this, let
A ∈ AlgR(S1) be arbitrary. We get that A =
∑k
i=1 αiSi, where k ∈ N,
αi ∈ R, and Si ∈ S1 (1 ≤ i ≤ k). And hence Si = limj rijSij , where
rij ∈ R and Sij ∈ S, and 1 ≤ i ≤ k, j ∈ N. So we can write
A = limj
∑k
i=1 αirijSij. But
∑k
i=1 αirijSij ∈ AlgR(S) for all j ∈ N and
AlgR(S) is a subalgebra, and hence a subspace, of Mn(R), and so it
is topologically closed. It thus follows that A ∈ AlgR(S), proving the
reverse inclusion. This completes the proof. 
The following result plays a crucial role in proving our first main
theorem.
Theorem 2.2. Let S be an irreducible semigroup of triangularizable
matrices in Mn(R) that is closed both topologically and under scalar
multiplications by reals, equivalently S = RS. Then, S contains a
nonzero singular matrix, i.e., a noninvertible matrix other than zero.
Proof. By way of contradiction, suppose, on the contrary, that every
nonzero member of S is invertible. We obtain a contradiction by show-
ing that S \{0} is a commutative group of diagonalizable matrices. To
this end, let S ∈ S \ {0} be arbitrary. Let S1 =
S
|λ|
, where λ is an
eigenvalue of S with the largest absolute value. We show that S1 is di-
agonalizable and has spectra in {−1, 1}. First, note that S1 is triangu-
larizable, σ(S1) ⊆ [−1, 1], and that σ(S1)∩{−1, 1} 6= ∅, where σ stands
for the spectrum. Thus S1 is similar to
[
B 0
0 C
]
with σ(B) ⊆ {−1, 1}
and σ(C) ∈ (−1, 1) \ {0}. Next, as B is triangularizable, by the Pri-
mary Decomposition Theorem, B = D+N , where D is diagonalizable
with spectra in {−1, 1}, N is nilpotent, and DN = ND. We prove by
contradiction that N = 0. Suppose otherwise, and let 0 < k < n be
such that Nk 6= 0, Nk+1 = 0. The binomial expansion yields
(D +N)n = Dn +
(
n
1
)
Dn−1N + · · ·+
(
n
k
)
Dn−kNk,
for all n ≥ k. Since D is diagonalizable and has spectra in {−1, 1},
we see that D2 = I, and in particular D2j = I for all j ∈ N. Setting
nj = 2j + k, we get that
lim
j
(D +N)nj(
nj
k
) = lim
j
(Dnj−kNk) = Nk 6= 0.
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On the other hand, if ρ denotes the spectral radius, by Gelfand’s for-
mula for the spectral radius, we have ρ(C) = limn ||C
n||1/n < 1, which,
in turn, yields limn→∞ ‖C
n‖ = 0. Thus,
lim
j
S
nj
1(
nj
k
) ∼
[
Nk 0
0 0
]
6= 0,
which is impossible because we have obtained a nonzero and non-
invertible element of S. Therefore, N = 0, and hence B = D. Conse-
quently,
lim
j
S
2j
1 ∼
[
I 0
0 0
]
6= 0,
implying that C acts on the zero-dimensional space, i.e., there is no
direct summand C in S1 ∼
[
B 0
0 C
]
. So, we conclude that S1 ∼ B = D.
Thus, S21 ∼ D
2 = I, from which, we obtain S21 = I, and hence S
2 =
λ2I, where λ is any eigenvalue of S. In other words, we have shown
that S1 = {
S
ρ(S)
: S ∈ S \ {0}} is a group of involutions. This group,
and hence S, is commutative because S21 = I for all S1 ∈ S1. This
implies that S is simultaneously triangularizable, and hence reducible.
This contradiction completes the proof. 
Remark. In fact, one can prove the following more general result. Let
S be an irreducible semigroup of triangularizable matrices in Mn(F)
with real spectra such that S = RS. Then, S contains a nonzero singu-
lar matrix. The proof, which is carried out by mimicking and adjusting
the proof above, is omitted for the sake of brevity. It is worth men-
tioning that individual triangularizability is needed only if F = R.
Here is our first main theorem, which is a Burnside type theorem in
the setting of reals.
Theorem 2.3. Let S be an irreducible semigroup of triangularizable
matrices in Mn(R). Then AlgR(S) = Mn(R).
Proof. In view of Lemma 2.1, we may assume, with no loss of general-
ity, that S = RS. To prove the assertion, we proceed by induction on
n, the dimension of the underlying space. If n = 1, we have nothing to
prove. Suppose that the assertion holds for matrices of size less than
n. We prove the assertion for matrices of size n. By Theorem 2.2,
there is a nonzero singular matrix S in S so that dimSRn < n. It is
plain that SS|SRn is an irreducible semigroup of triangularizable linear
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transformations on the real vector space SRn. Since dim(SRn) < n,
we see from the inductive hypothesis that AlgR(SS|SRn) = L(SR
n).
Now, pick a one-rank linear transformation L in AlgR(SS|SRn). Con-
sequently, there exists an A1 ∈ AlgR(S) such that SA1|SRn = L, from
which we obtain SA1S = LS. Thus, SA1S is a one-rank matrix in
AlgR(S), and hence AlgR(S) = Mn(R) by Theorem 1.2(i). This com-
pletes the proof. 
Part (ii) of the following theorem is [8, Theorem 2]; it is also a special
case of [1, Theorem 1.1] with K = C and F = R.
Theorem 2.4. The following statements are equivalent.
(i) Let S be an irreducible semigroup of triangularizable matrices in
Mn(R). Then AlgR(S) = Mn(R).
(ii) Let S ⊆ Mn(C) be an irreducible semigroup with spectra in R.
Then AlgR(S) ∼ Mn(R).
Proof. “(i) =⇒ (ii)” Let S ⊆ Mn(C) be an irreducible semigroup with
spectra in R. By Theorem 1.2(ii), we have one of the three cases: (a)
AlgR(S) = Mn(C), or (b) AlgR(S) ∼ Mn(R), or (c) AlgR(S) ∼ Mn
2
(H)
in which case 2 | n. We prove the assertion by refuting the two cases (a)
and (c). To this end, first suppose (a) holds. But Mn(C) is irreducible
in M2n(R) because so is C in M2(R). This in view of (a) implies that
so is AlgR(S) in M2n(R), from which, we obtain AlgR(S) = M2n(R),
for (i) holds. It thus follows that Mn(C) = M2n(R). This is clearly
impossible because dimR(Mn(C)) 6= dimR(M2n(R)). So the case (a) is
refuted. Next, suppose (c) holds so that there is a P ∈ GLn(C) such
that AlgR(S1) = Mn
2
(H), where S1 = P
−1SP ⊆ Mn
2
(H) ⊆ M2n(R)
is an irreducible semigroup with spectra in R. Then again, as H is
irreducible in M4(R), we see that Mn
2
(H) is irreducible in M2n(R).
Thus so is S1 in M2n(R) because of the equality AlgR(S1) = Mn
2
(H).
It thus follows from the hypothesis that AlgR(S1) = M2n(R), which,
in turn, yields Mn
2
(H) = M2n(R), which is again clearly impossible.
Refuting (a) and (c) establishes (b), which is what we want.
“(ii) =⇒ (i)” Let S be an irreducible semigroup of triangulariz-
able matrices in Mn(R) and r be the minimal nonzero rank present
in AlgR(S). By Theorem 1.2(i), we have one of the three cases (a)
AlgR(S) = Mn(R), or (b) AlgR(S) ∼ Mn
2
(C), in which case r = 2 | n,
or (iii) AlgR(S) ∼ Mn
4
(H), in which case r = 4 | n. Again, we
prove the assertion by refuting the two cases (b) and (c). To this
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end, first suppose (b) holds. Thus, there is a P ∈ GLn(R) such
that P−1AlgR(S)P = Mn
2
(C). This yields AlgR(S1) = Mn
2
(C), where
S1 = P
−1SP ⊆ Mn
2
(C) is an irreducible semigroup with spectra in
R. From the hypothesis, we see that AlgR(S1) ∼ Mn
2
(R), and hence
Mn
2
(R) ∼ Mn
2
(C), a contradiction. This refutes (b). Next, suppose
(c) holds. So there is a P ∈ GLn(R) such that AlgR(S1) = Mn
4
(H),
where S1 = P
−1SP ⊆ Mn
4
(H) is an irreducible semigroup in Mn(R)
with spectra in R. But Mn
4
(H) is irreducible in Mn
2
(C), because so is
H in M2(C), and hence so is AlgR(S1) in Mn
2
(C). In other words, S1
is irreducible in Mn
2
(C) and has spectra in R. This along with the hy-
pothesis implies AlgR(S1) ∼ Mn
2
(R). Consequently, Mn
4
(H) ∼ Mn
2
(R).
This is a contradiction because dimR(Mn
4
(H)) 6= dimR(Mn
2
(R)). This
refutes (c) as well, completing the proof. 
Here is the counterpart of Theorem 2.3 over quaternions, a Burnside
type theorem in the setting of quaternions.
Theorem 2.5. Let S ⊆ Mn(H) be an irreducible semigroup of matrices
with spectra in R, equivalently matrices whose minimal polynomials
spilt into linear factors over R. Then AlgR(S) ∼ Mn(R).
Proof. Let S ⊆ Mn(H) be an irreducible semigroup with spectra in
R. By Theorem 1.2(iii), one of the following three cases occurs. (a)
AlgR(S) ∼ Mn(R); (b) AlgR(S) ∼ Mn(C); and (c) AlgR(S) = Mn(H).
We prove the assertion by rejecting the two cases (b) and (c). To
this end, first suppose (b) holds. Thus, there is a P ∈ GLn(H) such
that P−1AlgR(S)P = Mn(C). This yields AlgR(S1) = Mn(C), where
S1 = P
−1SP ⊆ Mn(C) is an irreducible semigroup of matrices in
Mn(C) (because of the equality above) with spectra in R. Now, by
Theorems 2.3 and 2.4, we get that AlgR(S1) ∼ Mn(R). It thus follows
that Mn(R) ∼ Mn(C). This is a contradiction because dimR(Mn(R)) 6=
dimR(Mn(C)). Next, suppose (c) holds, i.e., AlgR(S) = Mn(H). But
Mn(H) is irreducible in M4n(R), because so is H in M4(R), and hence
so is S. Consequently, S is an irreducible semigroup of triangulariz-
able matrices in M4n(R). Now, by Theorem 2.4, AlgR(S) = M4n(R).
It follows that Mn(H) = M4n(R). This is a contradiction because
dimR(Mn(H)) 6= dimR(M4n(R)). 
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Here is a nice consequence of our main results, namely Theorems
2.3, 2.4, and 2.5. It is worth mentioning that in what follows individual
triangularizability is needed only if F = R.
Theorem 2.6. Let F = R,C, or H, F be a subfield of R, and S an
irreducible semigroup of triangularizable matrices inMn(F) with spectra
in F . Then AlgF (S) ∼ Mn(F ).
Proof. In view of Theorems 2.3, 2.4, and 2.5, we may assume that
F = R and that S is absolutely irreducible. The assertion now follows
from [1, Theorem 1.1] with K = R and F = F . 
With the above result at our disposal, here is the counterpart of
[4, Theorem B on p. 99] for irreducible semigroups of triangularizable
matrices in Mn(F), where F = R,C, or H, with spectra in a subfield
F of R. The proofs of the next three theorems are given in full details
for reader’s convenience and for the sake of completeness.
Theorem 2.7. Let n ∈ N with n > 1, F = R,C, or H, F be a subfield
of R, and S an irreducible semigroup of triangularizable matrices in
Mn(F) with spectra in F . Suppose that the set consisting of the sums
of the (right) eigenvalues of the members of S (coutnting multiplicities)
has k elements, where k ∈ N. Then S has at most kn
2
elements, and
hence k > 1.
Proof. In view of Theorem 2.6, we may assume that F = F , that there
are n2 linearly independent matrices Si (1 ≤ i ≤ n
2) in S, and that
tr(S) has k elements. Since (Si)
n2
i=1 forms a linear basis for Mn(F ), the
homogeneous system
tr(SiX) = 0, 1 ≤ i ≤ n
2
of n2 linear equations in the n2 unknowns, which are the entries of X ∈
Mn(F ), has only the trivial solution, namely zero. Thus the coefficient
matrix of the system is invertible, and hence any nonhomogeneous
system of linear equations corresponding to it has a unique solution.
Now, since tr(S) has k elements and since every S ∈ S is clearly a
unique solution of the linear system
tr(SiS) = yi, 1 ≤ i ≤ n
2, yi ∈ tr(S),
we see that S has at most kn
2
elements. This clearly implies k > 1
because S is irreducible. 
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Remark. In the theorem, if the set consisting of the sums of the
(right) eigenvalues of the members of S is countable, then so is S. To
see this, imitate the final part of the proof of the following theorem.
In fact with Theorem 2.6 at our disposal, one can state and prove the
counterparts of most of the results of [10] for irreducible semigroups of
triangularizable matrices inMn(F), where F = R,C, or H, with spectra
in a subfield F of R, or with spectra in R. For the sake of brevity, we
state the counterparts of two main results from [10]. The following is
the counterpart of [10, Theorem 1].
Theorem 2.8. Let n ∈ N with n > 1, F = R,C, or H, F be a subfield
of R, and S an irreducible semigroup of triangularizable matrices in
Mn(F) with spectra in F and φ be an F -linear functional on Mn(F),
which is nonzero on Mn(F ). If φ(S) has k elements, where k ∈ N,
then S has at most kn
2
elements, and hence k > 1. Therefore, φ(S) is
finite iff S is. Moreover, φ(S) is countable iff S is.
Proof. It follows from Theorem 2.6 that there exists an invertible ma-
trix P ∈ Mn(F) such that Mn(F ) = 〈P
−1SP 〉F , where 〈.〉F stands
for the F -linear span. Let φF = φ|Mn(F ) and SF = P
−1SP . Since
φF is a nonzero linear functional on Mn(F ), there exists a nonzero
TF ∈ Mn(F ) such that φF (X) = tr(TFX) for all X ∈ Mn(F ). Clearly,
SF is absolutely irreducible in Mn(F ), and hence so is SFTFSF (note
that SFTFSF is not necessarily is a semigroup ideal of SF ). Conse-
quently, there exists a basis of the form Si1TFSi2, where Si1, Si2 ∈ SF
and 1 ≤ i ≤ n2, for Mn(F ). Since (Si1TFSi2)
n2
i=1 forms a linear basis
for Mn(F ), the homogeneous system
tr(Si1TFSi2X) = 0, 1 ≤ i ≤ n
2
of n2 linear equations in the n2 unknowns, which are the entries of X ∈
Mn(F ), has only the trivial solution, namely zero. Thus, the coefficient
matrix of the system is invertible, and hence any nonhomogeneous
system of linear equations corresponding to it has a unique solution.
Now, since tr(TFSF ) has at most k elements and since every S ∈ SF is
clearly a unique solution of the linear system
tr(Si1TFSi2S) = yi, 1 ≤ i ≤ n
2, yi = tr(TFSi2SSi1) ∈ tr(TFSF ),
we see that SF , and hence S has at most k
n2 elements. This clearly
implies k > 1 because S is irreducible. Finally, if φ(S) is countable,
then so is tr(TFSF ). Now countability of tr(TFSF ) implies that of SF ,
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and hence that of S, because the set of finite subsets of a countable set
is countable. 
The following is the counterpart of [10, Theorem 4].
Theorem 2.9. Let n ∈ N, F = R,C, or H, and S an irreducible
semigroup of triangularizable matrices in Mn(F) with spectra in R and
φ be an R-linear functional on Mn(F), which is nonzero on Mn(R). If
φ(S) is bounded, then so is S. Therefore, S is bounded iff φ(S) is.
Proof. Just as in the proof of the preceding theorem from Theorem
2.6, we see that there exists an invertible matrix P ∈ Mn(F) such
that Mn(R) = 〈P
−1SP 〉R, where 〈.〉R stands for the R-linear span.
Let φR = φ|Mn(R), SR = P
−1SP , and S1 = [0, 1]SR. Note that S1
is irreducible and consists of triangularizable matrices. Since φR is a
nonzero functional on Mn(R), there exists a nonzero TR ∈Mn(R) such
that φR(X) = tr(TRX) for all X ∈ Mn(R). Clearly, φR is a bounded
functional on S1. We prove the assertion by showing that S1, and
hence SR and S, are bounded. Suppose by way of contradiction that
S1 is unbounded so that there exists a sequence (Sn)
∞
n=1 in S1 with
limn ||Sn|| = +∞. If necessary, by passing to a subsequence, we may
assume that limn
Sn
||Sn||
= S0 ∈ S1 \ {0}. Then again
SS0S
′ = lim
n
SSnS
′
||Sn||
,
for all S, S ′ ∈ S1. This yields
φR(SS0S
′) = lim
n
φR(SSnS
′)
||Sn||
= 0,
for all S, S ′ ∈ S1. That is the nonzero linear functional φR is zero on the
semigroup ideal S1S0S1, which consists of triangularizable matrices. It
thus follows from Theorem 2.3 that 〈S1S0S1〉R =Mn(R). Thus, we get
that φR(S1S0S1) = 0, which in turn implies φR(Mn(R)) = 0. This is a
contradiction, completing the proof. 
Remark. The following example shows that the hypothesis on individ-
ual triangularizability of the members of the semigroup having spectra
in R cannot be dropped. Let n = 2, F = R and S be the multiplicative
semigroup generated by Ni, where i is the standard representation of
the complex number i as a 2×2 real matrix. Let T = i+diag(1,−1) and
φ : Mn(R) −→ Mn(R) be defined by φ(X) = tr(TX) (X ∈ Mn(R)).
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It is plain that S is an unbounded semigroup in Mn(R) on which the
nonzero linear functional φ is zero, and hence bounded.
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