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Abstract
Necessary and sufficient conditions for the existence of a common solution to the Lyapunov equation for
two stable complex matrices are derived. These conditions are applied to the cases when a common weak
solution to the Lyapunov equation exists. Conditions for the existence of a common solution to the Lyapunov
equation for two complex 2 × 2 and two complex 3 × 3 matrices are derived.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and preliminary results
We will use standard notation throughout. We will denote by R the set of real numbers and by
C the set of complex numbers. By Rn×n we will denote the set of n × n real matrices and by Cn×n
the set of n × n complex matrices. We will write A∗ for the conjugate transpose of the matrix A.
The identity matrix will be denoted by I or In. For a matrix P = P ∗ ∈ Cn×n the notation P > 0
means that the matrix P is positive definite and P  0 means that it is positive semidefinite.
A matrix A ∈ Cn×n is called stable if all its eigenvalues lie in the open left half of the complex
plane. If A is a stable matrix, then the linear-time invariant (LTI) system x˙ = Ax is stable.
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A classical result of Lyapunov states that a matrix A is stable if and only if there exists a
solution P > 0 to the Lyapunov equation
AP + PA∗ = −Q, (1)
where Q > 0. We say that P is a solution to the Lyapunov equation for the matrix A. The
associated quadratic form V (x) = xTPx is called a quadratic Lyapunov function for the system
A : x˙ = Ax.
If the matrix Q in (1) is positive semidefinite we will say that P is a weak solution to the
Lyapunov equation for the matrix A.
Let A1, A2, . . . , Ak be stable matrices in Cn×n and let the matrix P = P ∗ be a solution to the
following Lyapunov equations:
AjP + PA∗j = −Qj < 0 for j = 1, 2, . . . , k.
Then the matrix P is said to be a common solution to the Lyapunov equation for matrices Aj , j =
1, 2, . . . , k. The accompanying quadratic Lyapunov function V (x) = xTPx is called a common
quadratic Lyapunov function (CQLF) for the LTI systems x˙ = Ajx, j = 1, . . . , k. If matrices Qj
are positive semidefinite, we say that P is a common weak solution to the Lyapunov equation for
matrices Aj , j = 1, 2, . . . , k.
Existence of a common solution to the Lyapunov equation is similarity invariant.
Proposition 1. Let A ∈ Cn×n be a stable matrix and let T ∈ Cn×n be invertible. Then P is a
solution to the Lyapunov equation for A if and only if T ∗PT is a solution to the Lyapunov
equation for T −1AT.
In particular, the matricesAj , j = 1, . . . , k,have a common solution to the Lyapunov equation
if and only if the matrices T −1AjT , j = 1, . . . , k, do as well.
Finding conditions for the existence of a common solution to the Lyapunov equation for two
or more stable matrices is an open problem. The problem is not only interesting from a theoretical
point of view, but also has many important applications in the stability of switched systems and
robust control, since the existence of a common solution to the Lyapunov equation for matrices
A1, A2, . . . , Ak guarantees the stability of the following switched system:
x˙ = A(t)x, A(t) ∈ {A1, A2, . . . , Ak}.
For a source of literature on the problem we refer the reader to the following works and the
citations that appear in them: [1–4].
There are no easily verifiable conditions for the existence of a common solution to the Lyapunov
equation in general. Shorten et al. [3] proved the following theorem, which considers a special
case in which simultaneous existence of a common weak solution to the Lyapunov equation and
the nonexistence of a common strong solution to the Lyapunov equation is characterized by easily
verifiable algebraic conditions. We will generalize their result to the complex matrices.
Theorem 2. Let A and B be two stable matrices in Rn×n such that a weak solution P = P T
exists to the Lyapunov equations
AiP + PATi = −Qi  0, i ∈ {1, 2}
for some positive semidefinite matrices Q1, Q2 both of rank n − 1. Furthermore suppose
that matrices A1 and A2 do not have a common solution to the Lyapunov equation. Under
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these conditions, at least one of the matrix products A1A2 and A1A−12 has a real negative
eigenvalue.
The problem of finding a common solution to the Lyapunov equation for stable matrices
{A1, A2, . . . , Ak} can be reformulated as a semidefinite programming problem. Convex duality
then gives us the following well known result. The proof of the theorem can be found, for example,
in [5].
Theorem 3. Stable matrices Aj ∈ Cn×n, j = 1, . . . , k, do not have a common solution to the
Lyapunov equation if and only if there are positive semidefinite matrices Hj , j = 1, . . . , k, not
all zero, such that
k∑
j=1
(AjHj + HjA∗j ) = 0. (2)
Shorten and King [6] obtained the following result which organizes the possible solutions of
(2) according to the rank of the matrix H =∑kj=1 Hj .
Theorem 4. Suppose that Eq. (2) holds, where Hi are positive semidefinite n × n matrices. Let
d = rank(H1 + H2 + · · · + Hk). Then there are positive semidefinite d × d matrices Y1, . . . , Yk,
with rank(Yi) = rank(Hi) for all i, and a skew-hermitian d × d matrix S such that
det
(
k∑
i=1
Ai ⊗ Yi + In ⊗ S
)
= 0. (3)
Conversely, if (3) holds for some positive semidefinite matrices Yi and skew hermitian matrix S,
then Eq. (2) holds, with Hi positive semidefinite and not all zero, and rank(Hi)  rank(Yi) for
all i.
The above result suggests that the information on the rank of the matrices Hi can help us with
our analysis of the existence of CQLF.
This paper is organized as follows. After giving the background to the problem in Section 1 we
define tensor conditions and show that they are necessary for the existence of a common solution to
the Lyapunov equation. We show that these conditions are also sufficient for the existence of a com-
mon solution to the Lyapunov equation for two matrices. In Section 3 we consider pairs matrices
(A1, A2) that lie on the boundary of the set of pairs of stable matrices which do not have a common
solution to the Lyapunov equation. In this case there exists a positive definite matrix P such that
the matrices Q1 = A1P + PA∗1 and Q2 = A2P + PA∗2 are positive semidefinite. We provide the
connection between the rank of the matricesH1 andH2 satisfying (2) in this case and the dimension
of the kernel of matrices Q1 and Q2. We look more closely at situations when this rank is small.
2. Tensor conditions
The following proposition gives a necessary condition for a common solution to the Lyapunov
equation for k stable complex matrices. This condition is in general weaker that those presented
in Theorem 4. Later we will show that it is sufficient for the existence of a common solution to
the Lyapunov equation for two stable matrices.
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Proposition 5. Let Aj ∈ Cn×n, j = 1, . . . , k, be stable matrices with a common solution to the
Lyapunov equation and let B be a block diagonal matrix with diagonal blocks B1, B2, . . . , Bl,
where Bi ∈ conv(A1, A2, A3, . . . , Ak). Let K be an l × l skew hermitian matrix and let D be an
l × l nonnegative diagonal matrix. Then the matrix B + (K − D) ⊗ In is stable.
Proof. Let P be a common solution to the Lyapunov equation for matrices Aj , j = 1, . . . , k. We
will show that Il ⊗ P is a solution to the Lyapunov equation for the matrix B + (K − D) ⊗ In.
First we observe that P is a solution to the Lyapunov equation for matrices Bi, i = 1, . . . , l.
Hence Il ⊗ P is a solution to the Lyapunov equation for B. Since
(K ⊗ In)(Il ⊗ P) + (Il ⊗ P)(K ⊗ In)∗ = 0
and
−(D ⊗ In)(Il ⊗ P) − (Il ⊗ P)(D ⊗ In)∗ < 0
we conclude that Il ⊗ P is a solution to the Lyapunov equation for the matrix B + (K − D) ⊗
In. 
Definition 6. Let Aj ∈ Cn×n, j = 1, . . . , k, be stable matrices. We will say that they do not sat-
isfy tensor conditions if there exists a block diagonal matrixB with diagonal blocksB1, B2, . . . , Bl ,
where Bi ∈ conv(A1, A2, A3, . . . , Ak), an l × l skew hermitian matrix K , and an l × l nonneg-
ative diagonal matrix D, such that the matrix B + (K − D) ⊗ In is not stable. If such matrices
B, K and D do not exist, we say that the matrices A1, A2, A3, . . . , Ak satisfy tensor conditions.
Proposition 5 tells us that if the matrices Aj ∈ Cn×n, j = 1, . . . , k, have a common solution to
the Lyapunov equation, then they satisfy the tensor conditions. We proceed to show that for two
stable matrices the tensor conditions are also sufficient conditions for the existence of a common
solution to the Lyapunov equation.
In the proof we use the following lemma, which states that two positive semidefinite matrices
H and K can be simultaneously diagonalized under congruence. This result is well known when
at least one of the matrices H and K is positive definite [7].
Lemma 7. LetH andK be positive semidefinite matrices in Cn×n.Then there exists a nonsingular
matrix T such that the matrices T ∗HT and T ∗KT are both diagonal.
Proof. Let T1 be a nonsingular matrix such that
H1 = T ∗1 HT1 =
(
In1 0
0 0
)
and let K1 = T ∗1 KT1 =
(
K11 K12
K∗12 K22
)
be the corresponding partition of the matrix K1. If K22 = 0,
the result is obvious. Suppose that K22 /= 0 and let U2 be an orthogonal matrix such that
U∗2 K22U2 =
(
D2 0
0 0
)
,
where D2 is an n2 × n2 nonsingular diagonal matrix. For
T2 = In1 ⊕ U2
676 T.J. Laffey, H. Šmigoc / Linear Algebra and its Applications 420 (2007) 672–685
we have
T ∗2 H1T2 = H1 and T ∗2 K1T2 =
⎛
⎝K11 K ′12 0K ′∗12 D2 0
0 0 0
⎞
⎠ .
Let
T3 =
⎛
⎝ In1 0 0−D−12 K ′∗12 In2 0
0 0 In−n1−n2
⎞
⎠ .
Then
T ∗3 H1T3 = H1 and K3 = T ∗3 K2T3 =
⎛
⎝K ′11 0 00 D2 0
0 0 0
⎞
⎠ .
Let U1 be an orthogonal matrix such that
U∗1 K ′11U1 = D1,
where D1 is an n1 × n1 diagonal matrix, and let
T4 =
⎛
⎝U1 0 00 In2 0
0 0 In−n1−n2
⎞
⎠ .
Then
T ∗4 H1T4 = H1 and K4 = T ∗4 K3T4 =
⎛
⎝D1 0 00 D2 0
0 0 0
⎞
⎠
and have proved that for T = T1T2T3T4 the matrices T ∗HT and T ∗KT are both diagonal. 
Theorem 8. Let A and B be stable matrices in Cn×n and let
AH1 + H1A∗ + BH2 + H2B∗ = 0
for some positive semidefinite matrices H1 and H2 in Cn×n with rankH1 + rankH2 = k. Then
there exist nonnegative numbers a1, a2, . . . , ak, b1, b2, . . . , bk and a k × k skew hermitian matrix
S such that the matrix
N =
⎛
⎜⎝
a1A + b1B
.
.
.
akA + bkB
⎞
⎟⎠+ S ⊗ In
is singular. The number of nonzero elements in the list a1, a2, . . . , ak is equal to the rank of H1
and the number of nonzero elements in the list b1, b2, . . . , bk is equal to the rank of H2.
Proof. Lemma 7 tells us that there exists a nonsingular matrix T such that the matrices D1 =
TH1T ∗ and D2 = TH2T ∗ are of the form
D1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1
.
.
.
ak
0
.
.
.
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
and D2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
b1
.
.
.
bk
0
.
.
.
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
for some nonnegative real numbers a1, . . . , ak and b1, . . . , bk.
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For A1 = TAT−1 and B1 = TBT−1 we have
M = A1D1 + D1A∗1 + B1D2 + D2B∗1 = 0.
Let ei denote the ith standard basis vector. For l, j = 1, . . . , k we compute
Mej = (ajA1 + bjB1)ej +
k∑
i=1
ai(e
∗
i A
∗
1ej )ei +
k∑
i=1
bi(eiB
∗
1 ej )ei = 0 (4)
and
e∗l Mej = e∗l (ajA1 + bjB1)ej + al(e∗l A∗1ej ) + bl(e∗l B∗1 ej ) = 0. (5)
Let a k × k matrix S be defined in the following way:
sjl = al(e∗l A∗1ej ) + bl(e∗l B∗1 ej ).
Eq. (5) tells us that S is skew hermitian and Eq. (4) tells us that the vector (eT1 , eT2 , . . . , eTk )T lies
in the kernel of the matrix
N1 =
⎛
⎜⎝
a1A1 + b1B1
.
.
.
akA1 + bkB1
⎞
⎟⎠+ S ⊗ In,
hence N1 is singular. It follows that the matrix N = (Ik ⊗ T −1)N1(Ik ⊗ T ) is also singular. 
Corollary 9. Matrices A1 and A2 in Cn×n have a common solution to the Lyapunov equation if
and only if they satisfy the tensor conditions.
3. Common weak solution to the Lyapunov equation
Consider stable matricesAj , j = 1, . . . , k, that do not have a common solution to the Lyapunov
equation, but for which for every  > 0 there exists a common solution to the Lyapunov equation
for the matrices Aj − I, j = 1, . . . , k. The following lemma tells us that in this case there exists
a positive definite matrix P such that the matrices
AjP + PA∗j , j = 1, . . . , k
are negative semidefinite. We say that the matrices Aj , j = 1, . . . , k, have a common weak
solution to the Lyapunov equation. This lemma is an easy generalization of the result proved in
[8] for two matrices. The common weak solution has been studied in detail in [2] and similar
results are presented there.
Lemma 10. Let Aj , j = 1, . . . , k, be stable matrices that do not have a common solution to the
Lyapunov equation. Then there exists a0 > 0 such that the matrices Aj − a0I, j = 1, . . . , k, do
not have a common solution to the Lyapunov equation, but there exists a positive definite matrix
P such that the matrices
Qj = (Aj − a0I )P + P(Aj − a0I )∗
are negative semidefinite.
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Proof. Let
a0 = inf{a;Aj − aI have a common solution to the Lyapunov equation}
and define A′j = Aj − a0I.
For every  > 0 there exists a positive definite matrix P with norm 1 such that matrices (A′j −
I )P + P(A′j − I )∗ are negative definite for j = 1, . . . , k. The matrices P are contained in
a compact set; hence there exists a convergent sequence {Pn; n = 1, 2, . . .} contained in the set
{P;  > 0}. The matrix P = limn→∞ Pn is a nonzero positive semidefinite matrix with norm 1
such that the matrices A′jP + PA′∗j , j = 1, . . . , k, are negative semidefinite. Since the matrices
A′j are invertible, the matrices A′jP + PA′∗j , j = 1, . . . , k, are nonzero.
Among all matrices P that have this property we choose one for which
k∑
j=1
rank(A′jP + PA′∗j )
is maximal. We will prove that such a matrix P must be positive definite.
Suppose P is singular. Using unitary similarity and Lemma 1 we can assume that P is of the
form
P =
(
P1 0
0 0
)
for some positive definite matrix P1. Let
A′j =
(
A11(j) A12(j)
A21(j) A22(j)
)
be the corresponding partitions of the matrices A′j , j = 1, . . . , k.
Since
A′jP + PA′∗j =
(
A11(j)P1 + P1A11(j)∗ P1A21(j)∗
A21(j)P1 0
)
 0
we have A21(j)P1 = 0 and consequently A21(j) = 0 for j = 1, . . . , k. Hence the matrices
A22(j) − I , j = 1, . . . , k, have a common solution to the Lyapunov equation for every  > 0.
The previous argument applied to the matrices A22(j), j = 1, . . . , k, gives us the existence
of a nonzero positive semidefinite matrix P2 such that the matrices A22(j)P2 + P2A22(j)∗,
j = 1, . . . , k, are nonzero negative semidefinite.
Put
P0 =
(
P1 0
0 P2
)
.
Then
k∑
j=1
rank(A′jP0 + P0A′∗j ) >
k∑
j=1
rank(A′jP + PA′∗j ).
This contradicts the choice of the matrix P . Hence we have proved that the matrix P must be
positive definite. 
Let the matrices Aj , j = 1, . . . , k, have a common weak solution to the Lyapunov equation,
but do not have a common solution to the Lyapunov equation, and let P be a positive definite
matrix such that the matrices
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Qj = AjP + PA∗j , j = 1, . . . , k
are negative semidefinite. In the next lemma we find a connection between the rank of the matrices
Qj and the rank of the matrices Hj appearing in Theorem 3.
Lemma 11. Let Aj , j = 1, . . . , k, be stable matrices that do not have a common solution to the
Lyapunov equation, but do have a common weak solution to the Lyapunov equation
Qj = AjP + PA∗j  0 for j = 1, . . . , k.
Then there exist positive semidefinite matrices Hj , j = 1, . . . , k, not all equal to zero, that satisfy
Eq. (2), such that the rank of Hj is less than or equal to the dimension of the kernel of Qj for
j = 1, . . . , k,
Proof. We begin by observing that
P−1/2QjP−1/2 = P−1/2AjP 1/2 + P 1/2A∗jP−1/2.
Define A′j = P−1/2AjP 1/2. Then A′j + A′∗j  0, the rank of A′j + A′∗j is equal to the rank of Qj ,
and the matrices A′j , j = 1, . . . , k, do not have a common solution to the Lyapunov equation.
Theorem 3 tells us that there exist positive semidefinite matrices H ′j , j = 1, . . . , k, such that
M =
k∑
j=1
(A′jH ′j + H ′jA′∗j ) = 0.
We can rewrite this equation as
M =
k∑
j=1
(A′jH ′j − H ′jA′j ) +
k∑
j=1
H ′j (A′j + A′∗j ) = 0.
From trace(A′jH ′j − H ′jA′l ) = 0 for j = 1, . . . , k, we conclude that
k∑
j=1
trace(H ′j (A′j + A′∗j )) = 0.
This implies
H ′j (A′j + A′∗j ) = 0 forj = 1, . . . , k, (6)
since the matrices H ′j are positive semidefinite and matrices A′j + A′∗j are negative semidefinite
for j = 1, . . . , k. We see that the rank of H ′j is less than or equal to dimension of the kernel of
(A′j + A′∗j ), for j = 1, . . . , k, and we have proved that the matrices Hj = P 1/2H ′jP 1/2 satisfy
the conditions stated in the lemma. 
Now we will apply our observations to the case where the matrices A and B do not have a
common solution to the Lyapunov equation, but there exists a common weak solution P such that
the matrices AP + PA∗ and BP + PB∗ are positive semidefinite and both have rank n − 1. This
result has been proved for the real case in [3].
Theorem 12. Let A and B be stable matrices in Cn×n. Suppose there exists a  0 such that
A0 = A − aIn and B0 = B − aIn do not have a common solution to the Lyapunov equation but
there exists a common weak solution P > 0
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A0P + PA∗0 = Q1 and B0P + PB∗0 = Q2
for some positive semidefinite matrices Q1 and Q2, each of rank n − 1. Then at least one of the
following conditions is satisfied:
(B1) The matrix (A + iαI)(B + iβI) has a negative real eigenvalue for some α, β ∈ R.
(B2) The matrix (A + iαI)−1(B + iβI) has a negative real eigenvalue for some α, β ∈ R.
Proof. First we use Lemma 11 to obtain positive semidefinite matrices H1 and H2 with rank one
such that
A0H1 + H1A∗0 + B0H2 + H2B∗0 = 0.
Now we will apply Theorem 8 to A0 and B0. First we observe that k in Theorem 8 is either one
or two.
If k = 1, then the matrix
N = a1A0 + b1B0 + iα = a1A + b1B + iα − a1a − b1a
is singular for some a1, b1 > 0 and α ∈ R. It follows that there exists η > 0 such that the matrix
A + ηB has a purely imaginary eigenvalue iα. This implies that the matrix (A + iα)−1B has a
negative real eigenvalue.
Now suppose that k = 2. Theorem 8 gives us a singular matrix N of the form
N =
(
a1A0 + b1B0 0
0 a2A0 + b2B0
)
+ S ⊗ I2,
where a1, a2, b1, b2 are nonnegative numbers and S is a skew hermitian matrix. Since the matrices
H1 and H2 have rank 1, we know that either a1 = 0 or a2 = 0 but not both. Similarly either b1 = 0
or b2 = 0 but not both. We can assume that a2 = 0 and b1 = 0.
The matrix S is of the form
S =
(
iα γ
−γ¯ iβ
)
,
where α, β ∈ R and γ ∈ C.
Since the matrix
N =
(
a1A0 + iαI γ I
−γ¯ I b2B0 + iβI
)
is singular, the matrix (a1A0 + iαI)(b2B0 + iβI) has a negative real eigenvalue −|γ |2. This
implies that the matrix
a1A + |γ |2(b2B0 + iβI)−1
has an eigenvalue a1a + iα; hence is not stable. It follows that there exists a real number α1 and
a positive number η, such that the matrix
A + iα1I + η(b2B0 + iβI)−1
is singular. This implies that the matrix
b2B − b2a + iβI + η(A + iα1I )−1
is also singular and the matrix b2B + η(A + iα1I )−1 is not stable. It follows that there exist a
real number β1 and a positive number θ such that the matrix
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B + θ(A + iα1I )−1 + iβ1I
is singular. We conclude that the matrix
(A + iα1I )(B + iβ1I )
has a negative real eigenvalue. 
Using the above theorem we can easily deduce necessary and sufficient conditions for the
existence of a common solution to the Lyapunov equation for 2 × 2 complex matrices. Necessary
and sufficient conditions for the existence of a common solution to the Lyapunov equation for
2 × 2 real matrices A and B is that the matrices AB and A−1B do not have a real negative
eigenvalue. This result was proved in [9] and in [10]. The result for two complex 2 × 2 matrices
was first proved in [8].
Corollary 13. Let A and B be stable matrices in C2×2. Then they do not have a common solution
to the Lyapunov equation if and only if at least one of the following conditions is satisfied:
(B1) The matrix (A + iαI)(B + iβI) has a negative real eigenvalue for some α, β ∈ R.
(B2) The matrix (A + iαI)−1(B + iβI) has a negative real eigenvalue for some α, β ∈ R.
Proof. We observe that if the matrices A and B in C2×2 do not have a common solution to
the Lyapunov equation, then there exists a nonnegative number a such that A0 = A − aI2 and
B0 = B − aI2 do not have a solution to the Lyapunov equation, but there exists a positive definite
matrix P such that
A0P + PA∗0 = Q1 and B0P + PB∗0 = Q2
for some positive semidefinite matrices Q1 and Q2 each having rank 1. Now we apply Theorem
12 to prove the result. 
Let us also look at the case when the matrices AP + PA∗ = QA and BP + PB∗ = QB have
rank n − 2.
Theorem 14. Let A and B be stable matrices in Cn×n that do not have a solution to the Lyapunov
equation but for which there exists a common weak solution P > 0
AP + PA∗ = QA and BP + PB∗ = QB
for some positive semidefinite matrices QA and QB. Suppose that matrices QA and QB have
rank greater than or equal to n − 2. Then at least one of the following conditions is satisfied:
(1) The matrix (A + iαI)−1B has a negative real eigenvalue for some α ∈ R.
(2) The matrix (a1A + b1B + iα1I )−1(a2A + b2B + iα2I ) has a negative real eigenvalue for
some α1, α2 ∈ R and nonnegative numbers a1, a2, b1 and b2.
(3) The matrix⎛
⎝a1A + b1B a2A
b3B
⎞
⎠+ S ⊗ In
is singular for some skew hermitian matrix S and nonnegative numbers a1, a2, b1 and b3.
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(4) The matrix⎛
⎜⎜⎝
a1A
a2A
b3B
b4B
⎞
⎟⎟⎠+ S ⊗ In
is singular for some n × n skew hermitian matrix S and positive numbers a1, a2, b3, b4.
The last condition can occur only when n  4.
Proof. Lemma 11 gives us positive semidefinite matrices H1 and H2 with rank less than or equal
to 2, such that
AH1 + H1A∗ + BH2 + H2B∗ = 0.
Now we apply Theorem 8 to the matrices A and B. Since matrices H1 and H2 have rank less than
or equal to 2, we observe that k in Theorem 8 lies in the set {1, 2, 3, 4} and that at most two of
the numbers in each list {a1, a2, a3, a4} and {b1, b2, b3, b4} are nonzero.
For k = 1 the matrix a1A + b1B + iα is singular for some a1 > 0, b1 > 0 and α ∈ R.
For k = 2 we obtain a singular matrix of the form
N =
(
a1A + b1B 0
0 a2A + b2B
)
+ S ⊗ In,
where a1, a2, b1, b2 are nonnegative numbers and S is a 2 × 2 skew symmetric matrix
S =
(
iα1 γ
−γ¯ iα2
)
.
We compute the determinant of the matrix N and conclude that the matrix (a1A + b1B +
iα1I )(a2A + b2B + iα2I ) has a negative real eigenvalue −|γ |2.
Now let us consider the case when k = 3. Again we apply Theorem 8 to prove our result. We
observe that at most two numbers in the list {a1, a2, a3} are nonzero, and similarly at most two
numbers in the list {b1, b2, b3} are nonzero. Without loss of generality we can assume that a3 = 0
and b2 = 0. Hence Theorem 8 gives us a singular matrix of the form⎛
⎝a1A + b1B a2A
b3B
⎞
⎠+ S ⊗ In
for some skew hermitian matrix S and nonnegative numbers a1, a2, b1 and b3.
The last case we need to consider is k = 4. Clearly this situation can only arise for n  4.
Without loss of generality we can assume that a3 = 0, a4 = 0, b1 = 0 and b2 = 0 and hence
obtain the fourth condition in the corollary. 
Corollary 15. LetA andB be stable matrices in Cn×n. Suppose there exists a nonnegative number
a such that A0 = A − aIn and B0 = B − aIn do not have a common solution to the Lyapunov
equation but there exists a common weak solution P > 0 such that:
A0P + PA∗0 = QA and B0P + PB∗0 = QB
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for some positive semidefinite matrices QA and QB. Assume that the matrices QA and QB have
rank greater or equal to n − 2. Then at least one of the following conditions is satisfied:
(1) The matrix (A + iαI)−1B has a negative real eigenvalue for some α ∈ R.
(2) The matrix (a1A + b1B + iα1I )−1(a2A + b2B + iα2I ) has a negative real eigenvalue for
some α1, α2 ∈ R and nonnegative numbers a1, a2, b1 and b2.
(3) The matrix⎛
⎝a1A + b1B − d1I a2A − d2I
b3B − d3I
⎞
⎠+ S ⊗ In
is singular for some skew hermitian matrix S and nonnegative numbers a1, a2, b1, b3, d1,
d2 and d3.
(4) The matrix⎛
⎜⎜⎝
a1A − d1I
a2A − d2I
b3B − d3I
b4B − d4I
⎞
⎟⎟⎠+ S ⊗ In
is singular for some skew hermitian matrix S, positive numbers a1, a2, b3, b4, and nonneg-
ative numbers d1, d2, d3, d4.
The last condition can occur only when n  4.
The above result can be applied to the case of 3 × 3 complex matrices. Conditions for the
existence of a common solution to the Lyapunov equation for two real 3 × 3 matrices were
previously known [6].
Corollary 16. The matrices A and B in C3×3 do not have a common solution to the Lyapunov
equation if and only if at least one of the conditions (1)–(3) in Corollary 15 is satisfied.
Example 17. We consider two stable matrices
A =
⎛
⎝−1 −1 −11 0 −2
1 2 0
⎞
⎠ and B =
⎛
⎝0 −1 −11 −1 −2
1 2 0
⎞
⎠ .
We have
A + A∗ =
⎛
⎝−2 0 00 0 0
0 0 0
⎞
⎠  0 and B + B∗ =
⎛
⎝0 0 00 −2 0
0 0 0
⎞
⎠  0,
hence I3 is a common weak solution to the Lyapunov equation for matrices A and B.
For
HA =
⎛
⎝0 0 00 1 0
0 0 0
⎞
⎠ and HB =
⎛
⎝1 0 00 0 0
0 0 1
⎞
⎠
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we have
AHA + HAA∗ + BHB + HBB∗ = 0.
This tells us that the matrices A and B do not have a common solution to the Lyapunov equation.
It is easy to check that a matrix of the form
P =
⎛
⎝ 1 0 −h0 1 0
−h 0 1
⎞
⎠ (7)
is a solution to the Lyapunov equation for matrices A + bB for b > 0, where the parameter h is
positive, sufficiently small, and depends on b. This tells us that the matrices A + bB are stable,
thus condition (1) in Theorem 15 is not satisfied.
Now we will show that the matrices (A + iαI)−1 + bB, α ∈ R and b > 0, are stable, hence
the condition (2) in Theorem 15 is not satisfied. We look for a solution to the Lyapunov equation
for the matrices
M = (16 + 28α2 − 11α4 + α6)(A + iαI)−1 + bB, α ∈ R, b > 0.
It is easy to check that the matrix
P =
⎛
⎝1 0 00 1 0
0 0 1 + k
⎞
⎠
is a solution to the Lyapunov equation for M , for all b > 0 and α ∈ C \ {2,−2}, where k is
sufficiently small and has the same sign as α2 − 4. When α2 = 4 and b /= 8 a matrix of the form
(7) is a solution to the Lyapunov equation for all sufficiently small h of the same sign as b − 8.
We can check that the matrix M is stable for α2 = 4 and b = 8 by computing its eigenvalues.
We have proved that conditions (1) and (2) in Theorem 15 are not satisfied. For
S =
⎛
⎝0 −1 −11 0 −2
1 2 0
⎞
⎠
the matrix
HA ⊗ A + HB ⊗ B + S ⊗ I3
is singular, hence condition (3) in Theorem 15 holds.
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