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Notations
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Les ensembles apparaissent en capitales grasses droites. Soient E et F deux ensembles.
Soit x un élément de E, on note :
— x ∈ E (appartenance) ;
— E \ F (différence) ;
— F ⊂ E (inclusion).
Les ensembles usuels sont notés :
— l’ensemble des entiers naturels N ;
— l’ensemble des entiers relatifs Z ;
— l’ensemble des nombres réels R ;
— l’ensemble des nombres complexes C.
Nombres complexes
On note j le nombre imaginaire défini tel que j2 = −1. Pour z ∈ C, on note z∗ son
conjugué, <{z} sa partie réelle et ={z} sa partie imaginaire. Le module de z s’écrit |z| et son
argument arg{z}.
Matrices et vecteurs
Les matrices sont notées en capitales grasses italiques. SoitA une matrice dont les éléments
sont notés {am,n} avec m et n des entiers naturels identifiant respectivement une ligne et une
colonne de la matrice. En considérant des éléments {am,n} complexes, on écrit :
— [AT ]m,n = [A]n,m la tranposée de A ;
— [A∗]m,n = [A]∗m,n la conjuguée de A ;
— [AH ]m,n = [AT∗]m,n la transposée-conjuguée de A.
Les vecteurs sont des matrices à une seule colonne, par conséquent, leur indice de colonne
est omis. Afin de les différencier aisément des matrices, les vecteurs sont notés en minuscules
grasses italiques.
Fonctions et distributions
Soit x ∈ R et E un ensemble quelconque. Nous définissons les fonctions usuelles suivantes.
xi
xii Notations
Fonction signe :
sgn(x) =

−1, pour x < 0,
0, pour x = 0,
1, pour x > 0.
Fonction indicatrice de l’ensemble E :
χE(x) =
{
0, pour x /∈ E,
1, pour x ∈ E.
Fonction porte :
Π(x) =

1, pour |x| < 12 ,
1
2 , pour |x| = 12 ,
0, sinon.
Fonction sinus cardinal :
sinc(x) =
{
sin(pix)
pix , pour x 6= 0,
1, pour x = 0.
Peigne de Dirac :
Ψ(x) =
+∞∑
k=−∞
δ(x− k).
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Introduction
Présentation du contexte
Les systèmes de transmission radiomobiles évoluent dans un contexte particulièrement
contraignant où les ressources spectrales sont rares, tout en faisant face à des limitations
énergétiques inhérentes à leur mobilité. Au delà de ces contraintes d’intégration, le principal
défi qui motive la création de procédés de transmission innovants reste sans aucun doute la
compréhension de l’environnement de propagation. En effet, dans le cadre d’une transmission
terrestre, le signal reçu s’exprime comme une superposition d’ondes provenant de plusieurs
directions avec des amplitudes, des phases et des retards différents. Cela s’explique par les
phénomènes de réflexion, diffraction et diffusion causés par le relief, les bâtiments, les ob-
jets, la végétation... Une telle propagation multitrajet donne lieu à une dispersion temporelle
du signal émis. Par ailleurs, les déplacements de l’émetteur et du récepteur impliquent un
profil mutitrajet dépendant du temps qui se traduit par une dispersion fréquentielle appelée
étalement Doppler.
Au sein d’un système de transmission, la dispersion temporelle du canal introduit de l’in-
terférence entre symboles, ce qui engendre une dégradation des performances. Les techniques
d’égalisation permettent de limiter cette interférence, voire de l’annuler. Parmi les mécanismes
couramment utilisés par les modulations monoporteuses figurent l’égalisation linéaire, l’égali-
sation à retour de décision, ou encore, l’égalisation selon le maximum de vraisemblance (ex. :
algorithme de Viterbi). Naturellement, les performances de ces différents égaliseurs augmentent
en même temps que leur complexité algorithmique. Or, celle-ci se traduit par des difficultés
d’intégration ainsi que par une forte consommation énergétique.
Par ailleurs, l’égalisation est soumise à une estimation de la composante multitrajet. Pour
ce faire, il est par exemple possible d’introduire des informations connues du récepteur dans
la transmission, on parle alors d’estimation assistée (ou data aided). D’autres stratégies se
basent sur une égalisation aveugle, c’est-à-dire sans connaissance autre que statistique de la
composante multitrajet. En situation de mobilité, le processus d’estimation de canal doit être
réalisé périodiquement afin de suivre l’évolution de la composante multitrajet. Dans le cadre
d’une transmission par bloc, il est souvent possible de considérer le canal comme invariant
sur la durée du bloc. Cependant, dans le contexte de notre étude où nous considérons des
scénarios pour lesquels la mobilité et la fréquence centrale sont grandes, cette approximation
devient abusive et il est nécessaire d’établir un modèle décrivant l’évolution de la composante
multitrajet à l’échelle intra-bloc. De plus, l’étalement fréquentiel introduit par effet Doppler
se répercute sur la conception des systèmes de synchronisation qui deviennent de plus en
plus complexes à réaliser. Notons que la synchronisation et l’estimation de canal ne sont pas
abordées au cours de ce document, ces deux étapes sont considérées comme parfaitement
réalisées en amont des traitement proposés en réception.
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Outre les contraintes évoquées précédemment, la recombinaison des ondes différemment
atténuées et déphasées peut conduire à des phénomènes d’évanouissements, matérialisés par un
canal possédant un gain quasi nul [Sklar 1997a]. Après égalisation, cela engendre des erreurs
de détection en amplifiant le bruit. Les données ainsi perdues peuvent parfois être retrouvées
si le système de transmission exploite des sources de diversité intrinsèques au canal (ex. :
exploitation des trajets multiples par filtrage spatial) ou contrôlées par l’émetteur-récepteur
(ex. : étalement de spectre, codage correcteur d’erreurs) [Sklar 1997b].
Il apparaît finalement que les canaux mobiles à plusieurs trajets sont particulièrement
défavorables aux systèmes de transmission numérique. C’est la raison pour laquelle une mo-
délisation fidèle de leur comportement est un pré-requis fondamental à leur exploitation
comme support d’information. L’estimation du terme d’atténuation moyen, c’est-à-dire sur
de grandes échelles de distance est généralement découplée de l’analyse des fluctuations à
petite échelle, incluant les effets de masque ainsi que les évanouissements liés à la pro-
pagation multitrajet. Dans le premier cas, de nombreux modèles déterministes, générale-
ment établis par des analyses empiriques, permettent de formuler un bilan de liaison ap-
proché [Okumura 1984, Hata 1980]. Le second problème fait souvent intervenir une modélisa-
tion statistique en l’absence d’une connaissance parfaite de l’environnement de propagation
[Bello 1963, Clarke 1968]. Au cours de ces vingts dernières années, les travaux de modélisation
de l’environnement de propagation ont principalement été guidés par le développement des
applications de téléphonie cellulaire et de systèmes de transmission de données en intérieur
(ex. : GSM 3, IEEE 4 802.11...). Ces différentes études, notamment menées par le COST 207,
le 3GPP 5, le JTC 6, ont entraîné l’adoption de modèles reconnus, souvent exploités dans le
cadre de l’évaluation des performances de systèmes de transmission en environnement mobile
terrestre [Lee 1989, Pahlavan 1995, Pätzold 2001]. Cependant, avec l’émergence de nouveaux
scénarios de transmission qui utilisent des bandes de fréquences plus élevées et qui outre-
passent les hypothèses d’un diffusion cellulaire (ex. : réseaux ad-hoc interpersonnels, réseaux
de très courte portée, communication véhicule-vers-véhicule), nous constatons que les modèles
hérités de la téléphonie mobile deviennent inadaptés [Molisch 2009]. Ce contexte particulier
nécessite l’élaboration de modèles plus généraux qui prennent en compte la mobilité de l’émet-
teur et du récepteur en considérant que ces derniers se situent dans un environnement riche
en diffuseurs.
Quelles que soient les caractéristiques exactes du modèle choisi, le contexte de propagation
radiomobile permet, sous l’hypothèse de bande étroite, d’assimiler le canal de transmission à un
système linéaire variant dans le temps. Dans ces conditions, un opérateur de Hilbert-Schmidt
intégral peut décrire la relation d’entrée-sortie du canal [Matz 1998]. La notion de transmission
optimale sur ce type de canal est difficile à formaliser dans la mesure où un opérateur linéaire
variant dans le temps n’admet pas de structure propre en raison de la dualité temps-fréquence
[Kozek 1997b, Kozek 1997a]. On considère toutefois deux cas particuliers pour lesquels une
telle structure propre existe : l’invariance temporelle et l’invariance fréquentielle, correspon-
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dant respectivement au cas d’un canal multitrajet statique et d’un canal monotrajet évolutif.
Les fonctions propres associées à ces deux types de canaux sont respectivement les expo-
nentielles complexes et les impulsions de Dirac. Cela signifie qu’une signalisation basée sur
ces fonctions permet de diagonaliser le canal de transmission et facilite ainsi l’égalisation,
lorsqu’elle est possible.
La recherche d’une structure propre approchée pour la transmission sur canaux dispersifs
en temps et en fréquence a fait l’objet de plusieurs études [Jung 2007b, Jung 2008]. Il s’agit en
pratique de répartir l’information dans le plan temps-fréquence à l’aide d’impulsions de mise
en forme peu sensibles à l’étalement infligé par le canal. Ainsi, la maîtrise des caractéristiques
temporelles et fréquentielles des impulsions de mise en forme devient fondamentale : les im-
pulsions bien localisées en fréquence sont adaptées aux canaux sélectifs en fréquence alors que
les impulsions bien localisées en temps sont adaptées aux canaux sélectifs en temps. De plus, il
est nécessaire de déterminer les impulsions de réception duales qui garantissent la reconstruc-
tion des informations envoyées. Naturellement, l’optimisation d’une telle signalisation requiert
une connaissance parfaite du canal, tant au niveau de l’émetteur que du récepteur. Dans des
scénarios à forte mobilité, une telle contrainte est impossible à remplir et il est préférable de
se baser sur une connaissance statistique de l’environnement de propagation [Jung 2007a].
Les émetteurs-récepteurs multiporteuses suréchantillonnés 7 nous apportent les moyens de
mettre en œuvre une telle signalisation adaptée aux canaux linéaires variant dans le temps
[Cherubini 2002]. Ils permettent en effet l’utilisation d’impulsions de mise en forme variées au
prix d’une diminution de l’efficacité spectrale. La réalisation de ces systèmes de communication
s’appuie souvent sur la théorie des bancs de filtres [Bellanger 1974]. L’émetteur peut être
considéré comme un banc de synthèse qui assure le multiplexage des données et dont les filtres
de chaque sous-bande sont obtenus par modulation d’un unique filtre prototype. De l’autre coté
du canal, le récepteur peut être vu comme un banc d’analyse qui effectue le démultiplexage des
données en utilisant également un filtre prototype modulé sur chaque sous-bande. Les filtres
prototypes du transmultiplexeur formé par les bancs de synthèse et d’analyse sont soumis aux
conditions de reconstruction parfaite, de manière à restituer les données transmises en présence
d’un canal idéal. Remarquons que les familles de Weyl-Heisenberg (ou familles de Gabor)
fournissent un cadre théorique complet pour l’étude des conditions de reconstruction parfaite
dans le cas des bancs de filtres modulés [Christensen 2008, Feichtinger 1998]. Ce contexte a
d’ailleurs motivé de nombreux travaux de recherche pour la synthèse de filtres prototypes
à reconstruction parfaite ou approchée, par échantillonnage de fonctions continues ou par
optimisation directe à temps discret [Vahlin 1996, Strohmer 2003, Schniter 2004b, Siclet 2006,
Beaulieu 2009].
Malgré leur intérêt manifeste pour de nombreuses applications de transmission radiomo-
biles, les modulations multiporteuses suréchantillonnées peinent à s’imposer dans les standards
de télécommunication. Parmi les causes d’un tel rejet figure leur complexité algorithmique
importante, en dépit de schémas de réalisation efficaces reposant, par exemple, sur des dé-
compositions polyphases et utilisant la transformée de Fourier rapide [Siclet 2002a]. De plus,
les impulsions de mise en forme étant généralement de formes variées et de durée supérieure à
7. également connus sous le nom de filtered multitone.
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celle d’un bloc, la complexité du système incluant l’égalisation n’est pas nécessairement plus
faible que celle du cas monoporteuse [Benvenuto 2002, Barhumi 2004, Wang 2006].
En raison de sa simplicité de mise en œuvre, la principale technique de transmission mul-
tiporteuse qui a su s’imposer au sein des applications de transmission radiomobiles actuelles
est sans aucun doute le multiplexage orthogonal en fréquence avec préfixe cyclique (CP 8-
OFDM 9), qui correspond à l’utilisation d’un intervalle de garde particulier. Ce schéma de
transmission constitue un cas particulier des modulations multiporteuses suréchantillonnées
pour lequel les filtres prototypes ont une forme rectangulaire et remplissent les conditions de
reconstruction parfaite.
Par rapport à une modulation monoporteuse utilisant la même bande, la durée symbole
du CP-OFDM est multipliée par le nombre de sous-porteuses, ce qui confère aux impulsions
une localisation temporelle d’autant plus mauvaise que le nombre de sous-porteuses est grand.
Par ailleurs, la forme d’onde rectangulaire n’est pas assez bien localisée en fréquence pour
diagonaliser les canaux sélectifs en fréquence, à moins d’utiliser un très grand nombre de sous-
porteuses ou un intervalle de garde de durée plus grande que celle de la réponse impulsionnelle
du canal. Une égalisation parfaite est alors possible en utilisant un unique coefficient complexe
par sous-bande [Wang 2000]. En présence de mobilité, le canal devient sélectif en temps et
la mauvaise localisation temporelle se traduit par de l’interférence entre sous-porteuses qui
diminue fortement les performances du système [Proakis 2006, p. 753]. De plus, le schéma de
transmission non orthogonal (les filtres d’émission et de réception sont de longueurs différentes)
s’avère sous-optimal en présence d’un canal à bruit additif blanc gaussien tel que le démontre
la théorie du filtrage adapté [Proakis 2006, p. 160].
Pour faire face aux applications de transmission radiomobiles, il apparaît donc intéressant
de trouver un compromis entre la faible complexité du CP-OFDM et les performances des mo-
dulations multiporteuses plus générales. Un tel équilibre peut être atteint en se restreignant
à la classe des émetteurs-récepteurs à filtres courts, c’est-à-dire dont la durée de la réponse
impulsionnelle n’excède pas celle d’un bloc [Moret 2010]. Cette approche donne lieu à la no-
tion de multiplexage orthogonal en fréquence avec préfixe cyclique pondéré (WCP 10-OFDM)
dont la complexité algorithmique reste comparable au CP-OFDM. Au cours de cette thèse,
nous nous focalisons sur l’évaluation des performances de ce type de modulation en environne-
ment radiomobile en utilisant notamment des filtres prototypes orthogonaux à reconstruction
parfaite [Pinchon 2011].
Synthèse des contributions de l’auteur
Les contribution de l’auteur se répartissent en trois catégories : la modélisation du canal
de transmission radiomobile, l’analyse des règles d’adaptation temps-fréquence des filtres pro-
totypes, la réalisation efficace et l’évaluation des performances des systèmes WCP-OFDM en
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environnement radiomobile.
À travers la notion de structure propre approchée des canaux de transmission sélectifs
en temps et en fréquence, telle que présentée dans [Kozek 1997b, Jung 2007b], nous introdui-
sons explicitement le lien entre ces travaux et les systèmes de transmission multiporteuses
suréchantillonnés biorthogonaux. Par ailleurs, compte tenu des limites des modèles de canaux
cellulaires, nous généralisons les hypothèses introduites dans [Clarke 1968] en considérant un
émetteur et un récepteur mobiles, chacun dans un environnement riche en diffuseurs. Un tel
modèle étend également les résultats présentés dans [Akki 1986] et s’avère adapté aux com-
munications dans les réseaux ad-hoc, sans visibilité directe entre l’émetteur et le récepteur.
En étudiant les systèmes de transmission multiporteuses suréchantillonnés à temps continu,
nous nous plaçons dans le cas d’un canal stationnaire au sens large avec diffuseurs non-corrélés.
Une optimisation sous contraintes du rapport signal sur bruit plus interférence nous permet
d’établir des règles d’adaptation des impulsions de mise en forme au canal. Ainsi, nous effec-
tuons le lien entre les moments du second ordre en temps et en fréquence des filtres prototypes
avec les caractéristiques d’étalement temps-fréquence moyennes du canal, précisant ainsi les
résultats introduits dans [Kozek 1998, Strohmer 2003, Jung 2007a].
Les principales contributions se focalisent sur l’évaluation des performances des modu-
lations WCP-OFDM sur canaux radiomobiles. Pour cela, dans la continuité des recherches
présentées dans [Siclet 2002a, Tonello 2008], nous spécifions un équivalent à temps discret de
l’ensemble émetteur-récepteur. En exploitant les résultats de notre étude théorique de l’adap-
tation des filtres de mise en forme au canal, nous choisissons d’utiliser les impulsions prototypes
présentées dans [Pinchon 2011]. Nous proposons plusieurs schémas d’égalisation par blocs, de
faible complexité, à la différence de [Das 2004, Schniter 2004a, Das 2007] où un turbo-égaliseur
est utilisé pour compenser l’interférence résiduelle. Nous établissons également des mesures
de performances en présence de diversité temporelle et fréquentielle, en introduisant codage
correcteur d’erreurs et entrelacement. Enfin, nous mesurons le facteur de puissance crête sur
puissance moyenne des modulations WCP-OFDM et nous examinons les conséquences d’un
précodage par transformée de Fourier dans le but de limiter le facteur de puissance crête sur
puissance moyenne.
Les travaux présentés dans ce document ont été détaillés dans plusieurs rapports techniques
[Roque 2010, Roque 2011] et publiés sous la forme d’articles [Roque 2012d, Roque 2012a,
Roque 2012b, Roque 2012c].
Présentation des chapitres
Cette thèse se compose de cinq chapitres. Le premier présente des outils mathématiques
élémentaires et fixe les notations utilisées dans la suite du document. Nous rappelons quelques
définitions fondamentales d’algèbre linéaire, comme la notion d’espace de Hilbert qui sert de
cadre à la plupart des résultats présentés par la suite. Nous abordons les principaux outils
d’analyse temps-fréquence et poursuivons avec la notion de familles de Weyl-Heisenberg. Nous
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introduisons ensuite les différents blocs fonctionnels de la chaîne de communication numérique
et développons la notion d’émetteur-récepteur équivalent en bande de base.
Le deuxième chapitre traite de la modélisation du canal de transmission. Nous établissons
dans un premier temps un modèle à bruit additif blanc gaussien. Nous complétons ensuite cette
approche par la notion de canal multitrajet variant dans le temps. Nous spécifions un cadre
d’étude pratique en justifiant les propriétés de stationnarité au sens large et non-corrélation
des diffuseurs. Nous présentons ensuite des modèles couramment utilisés pour la description
des scénarios radiomobiles. Nous complétons notre étude en introduisant des modèles moins
courants, permettant de rendre compte de la propagation entre deux stations mobiles évoluant
dans un environnement riche en diffuseurs. En guise de transition vers le chapitre suivant,
nous présentons la notion de structure propre approchée d’un canal de transmission linéaire
variant dans le temps. Nous développons enfin un équivalent discret du canal de transmission
multitrajet variant dans le temps.
Le troisième chapitre décrit la structure générale d’un émetteur-récepteur multiporteuse
suréchantillonné. Les relations d’entrée-sortie sont exprimées et l’analyse des termes de signal
utile, de bruit et d’interférence est développée. Nous déterminons ensuite les caractéristiques
des impulsions de mise en forme à utiliser pour maximiser la puissance du terme de signal
utile et minimiser la puissance des termes de bruit et interférence. Nous concluons le chapitre
en donnant un équivalent à temps discret de la chaîne de transmission ainsi réalisée.
Au cours du quatrième chapitre, nous nous focalisons sur l’utilisation des filtres courts. En
premier lieu, nous statuons sur les simplifications engendrées par l’utilisation de cette classe
de filtres en décrivant le transmultiplexeur WCP-OFDM. Nous exprimons ensuite les condi-
tions de reconstruction parfaite et étudions les caractéristiques temps-fréquence de plusieurs
prototypes orthogonaux. Nous développons ensuite divers schémas d’égalisation adaptés aux
profils de dispersivité du canal de transmission. Enfin, nous évoquons la problématique du
facteur de puissance crête sur puissance moyenne et analysons les conséquence d’un précodage
basé sur une transformée de Fourier discrète (transmission monoporteuse par bloc).
Le cinquième chapitre est consacré à l’évaluation des performances des modulations WCP-
OFDM à proprement parler. Il détaille plusieurs scénarios de simulation réalistes basés sur les
modèles de canaux présentés au cours du deuxième chapitre. Les mesures de performance sont
données en terme de taux d’erreur binaire, en présence ou non de codage correcteur d’erreurs.
Chapitre 1
Notions préliminaires
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Les communications numériques permettent la transmission d’information de nature nu-
mérique à travers un environnement de propagation analogique. L’information est ainsi trans-
portée par des signaux analogiques et numériques. C’est pourquoi, dans ce chapitre, nous
donnons les bases théoriques permettant de représenter ces signaux, de les analyser et de les
transmettre.
Nous commençons par rappeler les principales définitions et propriétés d’algèbre linéaire
utilisées en traitement du signal pour les communications. Ensuite, les principaux outils utilisés
en analyse fréquentielle sont présentés dans le contexte des signaux déterministes à énergie
finie, dans le cas continu et discret. Enfin, nous faisons le lien avec les systèmes de transmission
numérique d’information.
1.1 Notions d’algèbre linéaire
Au cours de cette partie, nous rappelons quelques définitions fondamentales d’algèbre
linéaire afin de présenter notre cadre d’étude des signaux de communication. Nous introduisons
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notamment les notions d’applications linéaires dans les espaces vectoriels, en insistant en
particulier sur les espaces munis d’un produit scalaire. Le lecteur souhaitant approfondir ces
notions pourra se reporter à [Rudin 2006].
Nous considérons un corps commutatif K représentant indifféremment le corps des réels
R ou des complexes C.
1.1.1 Espace vectoriel, combinaisons linéaires, bases
Définition 1.1 (Espace vectoriel)
L’ensemble E a une structure d’espace vectoriel sur K si E est muni des deux opérations
suivantes.
1. Une opération interne, notée +, telle que (E,+) soit un groupe abélien.
2. Une opération externe, notée ·, qui à tous les éléments α ∈ K et u ∈ E associe α ·u ∈ E
telle que ∀(α, β) ∈ K2 et ∀(u,v) ∈ E2 :
— α · (u+ v) = α · u+ α · v ;
— (α+ β) · u = α · u+ β · u ;
— α · (β · u) = (α · β) · u ;
— 1 · u = u.
Le triplet (E,+, ·) est appelé K-espace vectoriel ou espace vectoriel sur K. Les éléments
de E et de K sont respectivement appelés vecteurs et scalaires. La loi de composition interne
+ est appelée addition vectorielle. La loi de composition externe · est appelée produit par un
scalaire. L’élément neutre de + est le vecteur nul, noté 0E. Le symétrique d’un vecteur u pour
la loi + est le vecteur opposé, noté −u.
Dans toute la suite, E désignera un espace vectoriel sur le corps commutatif K.
Définition 1.2 (Sous-espace vectoriel)
Une partie non-vide F ⊂ E est un sous-espace vectoriel si muni des opérations + et · définies
sur E, F est un espace vectoriel.
Au sein d’un espace vectoriel, il peut être utile d’exprimer un vecteur quelconque de cet
espace comme une combinaison linéaire unique d’autres vecteurs. La notion de base développée
ci-après formalise une telle décomposition.
Pour alléger les notations, nous définissons I un ensemble d’indices quelconques et {ui}i∈I
une famille d’éléments de E.
Définition 1.3 (Combinaison linéaire)
On appelle combinaison linéaire de {ui}i∈I, tout vecteur u s’écrivant sous la forme
u =
∑
i∈I
αiui (1.1)
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avec {αi}i∈I une famille de scalaires presque tous nuls (c’est-à-dire comportant un nombre fini
d’éléments non nuls).
On dit que u est une combinaison linéaire de la famille de vecteurs {ui}i∈I ∈ Ep. L’en-
semble de toutes les combinaisons linéaires de la famille {ui}i∈I est noté Vect{{ui}i∈I}.
Définition 1.4 (Famille génératrice)
La famille {ui}i∈I ∈ Ep est dite génératrice de E si Vect{{ui}i∈I} = E. Autrement dit, tout
élément de E peut s’écrire comme une combinaison linéaire des vecteurs de la famille {ui}i∈I.
Définition 1.5 (Famille libre)
La famille {ui}i∈I ∈ Ep est dite libre si pour toute famille de scalaires presque tous nuls {αi}i∈I∑
i∈I
αiui = 0E ⇒ ∀i, αi = 0. (1.2)
Autrement dit, les vecteurs de la famille {ui}i∈I sont linéairement indépendants.
Définition 1.6 (Base)
La famille {ui}i∈I ∈ Ep est une base de E si elle est à la fois libre et génératrice.
Définition 1.7 (Base finie ou infinie)
Si E admet une base finie, alors on dit que E est de dimension finie. Dans le cas contraire,
on dit que E est de dimension infinie.
1.1.2 Application linéaire, espace normé
Afin de satisfaire les applications les plus courantes dans les espaces vectoriels, nous défi-
nissons la notion d’application linéaire et munissons ces espaces d’une norme.
Définition 1.8 (Application linéaire)
Soient E et F deux espaces vectoriels sur K. La relation f : E→ F est une application linéaire
de E vers F si
∀(u,v) ∈ E2, f(u+ v) = f(u) + f(v), (1.3)
∀α ∈ K,∀u ∈ E, f(αu) = αf(u). (1.4)
L’ensemble des applications linéaires de E vers F est noté L (E,F).
Définition 1.9 (Norme)
La norme sur E est une application
E → R
u 7→ ‖u‖
vérifiant pour tout couple de vecteurs (u,v) ∈ E2 et tout scalaire λ ∈ K :
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— ‖u‖ = 0 ⇔ u = 0E ;
— ‖λu‖ = |λ| ‖u‖ ;
— ‖u+ v‖ ≤ ‖u‖+ ‖v‖.
Définition 1.10 (Espace vectoriel normé)
Un espace vectoriel E muni d’une norme est appelé espace vectoriel normé.
Parmi les normes couramment utilisées en analyse, nous développons les exemples de la
norme α et de la norme infinie.
Exemple 1.1 (Norme α)
Soit E = Kp et soit α > 0. On note u = (u1, . . . , up) un vecteur de E. La norme α se note
E → R
u 7→ ‖u‖α =
(
p∑
i=1
|ui|α
) 1
α
.
Exemple 1.2 (Norme infinie)
Soit E = Kp. On note u = (u1, . . . , up) un vecteur de E. La norme infinie se note
E → R
u 7→ ‖u‖∞ = max1≤i≤p |ui|.
Définition 1.11 (Opérateur borné)
Soient E, F deux espaces vectoriels normés, dont les normes sont notées respectivement ‖·‖E
et ‖·‖F. Soit P ∈ L (E,F). On dit que P est un opérateur borné lorsque
∃M > 0 tel que ∀u ∈ E, ‖Pu‖F ≤M ‖u‖E .
1.1.3 Famille sommable, densité, convergence, complétude
La complétude des espaces vectoriels est une propriété importante pour l’analyse des phé-
nomènes limites. Cette notion repose sur l’étude de la convergence des suites de Cauchy.
Définition 1.12 (Famille sommable)
Considérons E un espace vectoriel normé. Soit {ui}i∈I une famille de vecteurs de E. Cette
famille est dite sommable s’il existe un vecteur u ∈ E tel que
∀ > 0, ∃(J0 ⊂ I, J0 fini), ∀(J ⊂ I, J fini, J0 ⊂ J),
∥∥∥∥∥∑
i∈J
ui − u
∥∥∥∥∥ ≤ . (1.5)
Définition 1.13 (Sous-espace vectoriel dense)
Soit F un sous-espace vectoriel de E. On dit que F est dense dans E lorsque
∀u ∈ E, ∀ > 0, ∃u ∈ F, ‖u− u‖ < . (1.6)
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Autrement dit, F est dense dans E si pour tout élément u ∈ E, tout voisinage de u contient
au moins un point de F.
Définition 1.14 (Famille convergente)
Soit {un}n∈N une famille d’un espace vectoriel normé E. On dit que un converge vers u ∈ E
si
∀ > 0, ∃n ∈ N, ∀p ≥ n, ‖u− up‖ < . (1.7)
Définition 1.15 (Suite de Cauchy)
Soit {un}n∈N une famille d’un espace vectoriel normé E. {un}n∈N est une suite de Cauchy
si
lim
(m,n)→+∞
‖um − un‖ = 0. (1.8)
Définition 1.16 (Espace complet)
Un espace vectoriel normé E est dit complet si toute suite de Cauchy de E est convergente.
1.1.4 Produit scalaire et bases dans un espace de Hilbert
Définition 1.17 (Produit scalaire hermitien)
On dit qu’une application de E×E dans C définit un produit scalaire sur E noté 〈·, ·〉 si
∀(u,v,w) ∈ E3, ∀λ ∈ C :
— 〈u+ v,w〉 = 〈u,v〉+ 〈v,w〉 ;
— 〈u, λv〉 = λ 〈u,v〉 ;
— 〈u,v〉∗ = 〈v,u〉 ;
— 〈u,u〉 ≥ 0 ;
— 〈u,u〉 = 0 ⇔ u = 0.
Définition 1.18 (Espace vectoriel hermitien)
Un C-espace vectoriel muni du produit scalaire hermitien est appelé espace vectoriel hermitien.
On notera que si l’on considère le corps des réels plutôt que celui des complexes, on aboutit
aux notions de produit scalaire euclidien et d’espace euclidien.
Remarque 1.1 (Norme euclidienne)
Tout produit scalaire sur un espace vectoriel E définit une norme appelée norme euclidienne.
∀u ∈ E, on a
E → R
u 7→ ‖u‖ =
√
〈u,u〉.
Définition 1.19 (Espace de Hilbert)
Un C-espace vectoriel hermitien complet est appelé espace de Hilbert.
Parmi les espaces de Hilbert les plus utilisés, nous présentons les cas particuliers des espaces
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des signaux de carré intégrable et l’espace des séquences de carré sommable.
Définition 1.20 (Espace des signaux de carré intégrable)
L’ensemble des signaux de carré intégrable est noté L2(R) et défini par
L2(R) =
{
f : R→ C,
∫ +∞
−∞
|f(t)|2 dt < +∞
}
. (1.9)
Sur cet espace, on peut définir un produit scalaire hermitien par
∀(f, g) ∈ L2(R)× L2(R), 〈f, g〉 =
∫ +∞
−∞
f∗(t)g(t) dt. (1.10)
Muni de ce produit scalaire hermitien, L2(R) est un espace de Hilbert.
Définition 1.21 (Espace des séquences de carré sommable)
L’ensemble des séquences de carré sommable est noté `2(Z) et défini par
`2(Z) =
{
f : Z→ C,
+∞∑
k=−∞
|f [k]|2 < +∞
}
. (1.11)
Sur cet espace, on peut définir un produit scalaire hermitien par
∀(f, g) ∈ `2(Z)× `2(Z), 〈f, g〉 =
+∞∑
k=−∞
f∗[k]g[k]. (1.12)
Muni de ce produit scalaire hermitien, `2(Z) est un espace de Hilbert.
Ainsi que nous l’avons énoncé précédemment, la notion de base d’un espace vectoriel per-
met la représentation d’un vecteur quelconque de cet espace comme un combinaison linéaire
unique d’autres vecteurs de cet espace. Nous nous intéressons à cette notion appliquée spécifi-
quement aux espaces de Hilbert. Une analyse plus approfondie de cette thématique est traitée
dans [Christensen 2008, ch. 3 et 4]
Nous considérons par la suite un espace de Hilbert noté H et un ensemble quelconque
d’indices noté I. Nous nous intéressons à la décomposition d’un vecteur quelconque dans H à
l’aide d’une combinaison linéaire de vecteurs indicés par I.
Définition 1.22 (Base Hilbertienne)
Soit {ek}k∈I une famille de vecteurs de H. Cette famille constitue une base Hilbertienne (ou
base de Hilbert) si et seulement si
1. {ek}k∈I est une famille orthonormale telle que
∀(k, l) ∈ I2, 〈ek, el〉 = δk,l =
{
1, si k = l,
0, si k 6= l ; (1.13)
2. {ek}k∈I est une famille complète telle que
∀u ∈ H, e =
∑
k∈I
〈ek,u〉 ek. (1.14)
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Dans le cas d’un espace de dimension infinie, une base de Hilbert n’est pas nécessairement
une base algébrique telle que nous l’avons définie précemment puisque la somme d’une infinité
de termes peut être nécessaire. En revanche, en dimension finie, toute base de Hilbert constitue
une famille libre et génératrice, on parle alors plus simplement de base orthonormale.
Théorème 1.1
Tout espace de Hilbert H contenant un sous-ensemble fini ou dénombrable et dense dans H
admet une base Hilbertienne.
En dimension finie, une telle base orthonormale de H peut être construite à l’aide du
procédé de Gram–Schmidt [Golub 1996, p. 150].
Les bases orthonormales fournissent un cadre de représentation des vecteurs commode pour
de nombreuses applications. Cependant, la condition d’orthonormalité est parfois incompatible
avec d’autres contraintes, tel que nous le verrons par la suite. Par conséquent, il convient de
s’intéresser à des familles plus générales telles que les bases de Riesz.
Définition 1.23 (Base de Riesz)
Soit {ek}k∈I une base Hilbertienne de H. Soit P : H → H un opérateur linéaire borné et
bijectif. La famille définie par {fk = Pek}k∈I constitue une base de Riesz. La base de Riesz
duale est définie par {fˇk = P−1ek}k∈I.
Théorème 1.2
Soit {fk}k∈I une famille de vecteurs de H.
1. Si {fk}k∈I est une base de Riesz de H, alors il existe une unique famille {fˇk}k∈I telle
que
〈
fk, fˇ l
〉
= δk,l. On dit que {fk}k∈I et {fˇk}k∈I sont biorthogonales. Dans ce cas la
famille duale {fˇk}k∈I est également une base de Riesz.
2. Si {fk}k∈I est une base de Riesz de H, alors il existe des constantes 0 < A ≤ B <∞
telles que
∀f ∈ H, A ‖f‖2 ≤
∑
k∈I
| 〈f ,fk〉 |2 ≤ B ‖f‖2 (1.15)
Le conditionnement de la base de Riesz est défini par le rapport B/A.
3. {fk}k∈I est une base de Riesz si et seulement si il existe des constantes 0 < A ≤ B <∞
telles que
∀{ck}k∈I ∈ `2(Z), A
∑
k∈I
|ck|2 ≤
∥∥∥∥∥∑
k∈I
ckfk
∥∥∥∥∥
2
≤ B
∑
k∈I
|ck|2. (1.16)
Les constantes A et B optimales, c’est-à-dire la plus grande borne minimale et la plus
petite borne maximale, sont appelées bornes de Riesz.
4. Si {fk}k∈I est une base de Riesz de H, alors pour tout f ∈ H, il existe une unique
séquence de scalaires {ck}k∈I telle que f =
∑
k∈I ckfk et
∑
k∈I |ck|2 ≤ ∞.
Si {fk}k∈I est une famille de vecteurs de H qui satisfait l’inégalité (1.15) avec A = B,
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alors {fk}k∈I est une base orthogonale de H. De plus, si A = B = 1 et que ∀k ∈ I, ‖fk‖ = 1,
alors {fk}k∈I constitue une base orthonormale de H.
Exemple 1.3
Soit {e1, e2} une base orthonormale de R2 définie telle que
e1 =
(
1
0
)
et e2 =
(
0
1
)
. (1.17)
et P une matrice inversible définie telle que
P =
(
1 2
1/2 3
)
et dont l’inverse s’écrit P−1 =
1
2
(
3 −2
−1/2 1
)
. (1.18)
Nous pouvons définir une base de Riesz telle que {f1,f2} = {Pe1,Pe2} et sa base duale
{fˇ1, fˇ2} = {P−1e1,P−1e2} telle que
〈
fm, fˇn
〉
= δm,n, ∀(m,n) ∈ {1, 2} (fig. 1.1).
e1
e2
f1
f2
fˇ1
fˇ2
Figure 1.1 – Exemple de base de Riesz dans R2.
1.1.5 Familles de Weyl–Heisenberg
Les familles de Weyl–Heisenberg (ou de Gabor) sont constituées des versions translatées
et modulées d’une unique fonction de L2(R). Elles constituent un outil fréquemment utilisé
en traitement du signal, notamment dans le cadre de l’analyse temps-fréquence. Le lecteur
souhaitant approfondir l’étude des systèmes de Gabor pourra se référer à [Feichtinger 1998].
Afin d’alléger les notations, nous introduisons les opérateurs de translation, modulation et
déplacement.
Définition 1.24 (Modulation)
Soit f : R→ C, t 7→ f(t) une fonction. L’opérateur de modulation Mν est défini par
∀ν ∈ R, (Mνf)(t) = f(t)ej2piνt. (1.19)
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Définition 1.25 (Translation)
Soit f : R→ C, t 7→ f(t) une fonction. L’opérateur de translation T τ est défini par
∀τ ∈ R, (T τf)(t) = f(t− τ). (1.20)
Définition 1.26 (Déplacement)
Soient f : R → C, t 7→ f(t) une fonction et α une constante réelle telle que |α| ≤ 1/2.
L’opérateur de déplacement U (α)ν,τ appliqué à f s’exprime à l’aide des opérations de translation
et de modulation :
U (α)ν,τ = T τ(1/2−α)MνT τ(1/2+α) =Mν(1/2+α)T τMν(1/2−α) =MνT τe−j2piντ(1/2−α). (1.21)
Le facteur de polarisation α est sans conséquence sur l’interprétation de l’opérateur de
déplacement temps-fréquence, à un déphasage près. Lorsque α n’est pas spécifié, nous écrivons
Uν,τ = U (1/2)ν,τ et
∀(ν, τ) ∈ R2, (Uν,τf)(t) = f(t− τ)ej2piνt. (1.22)
Nous montrerons par la suite que lorsque s représente un signal mesuré au cours du temps,
l’opérateur de déplacement a pour effet de déplacer le signal dans le plan temps-fréquence.
Définition 1.27 (Réseau de R2)
Soient I ⊂ Z2 un ensemble indice et G une matrice génératrice définie par
G =
(
ν1 ν2
τ2 τ1
)
. (1.23)
Le réseau de dimension 2 paramétré par I et G s’écrit
Λ =
{
G
(
m n
)T
, (m,n) ∈ I
}
. (1.24)
En développant le produit matriciel, nous obtenons
Λ =
{(
νm,n τm,n
)T
, (m,n) ∈ I
}
(1.25)
avec {
νm,n = mν1 + nν2
τm,n = mτ2 + nτ1.
(1.26)
Autrement dit, le réseau de dimension 2 correspond à un maillage régulier d’un sous-ensemble
de R2.
Définition 1.28 (Densité d’un réseau)
Soit Λ ⊂ R2 un réseau défini par un ensemble indice I et une matrice génératrice G, la densité
du réseau s’exprime par
ρ(Λ) =
1
|det(G)| . (1.27)
La densité traduit la notion d’espacement entre les points du réseau. Plus le réseau est
dense, plus le maillage est resserré.
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Définition 1.29 (Famille de Weyl–Heisenberg dans L2(R))
Soient f ∈ L2(R), (ν, τ) ∈ R2 et Λ un réseau de dimension 2 avec I ⊂ Z2 et
G =
(
ν 0
0 τ
)
. (1.28)
Toute famille de fonctions {Ua,bf}(a,b)∈Λ constitue une famille de Weyl–Heisenberg. Sa densité
vaut alors ρ(Λ) = 1/ντ . La fonction f est appelée fonction prototype.
De manière équivalente, les familles de Weyl–Heisenberg peuvent être notées {fm,n}(m,n)∈I
telles que
∀(m,n) ∈ I, fm,n(t) = (Umν,nτf)(t) = f(t− nτ)ej2pimνt. (1.29)
Si {fm,n}(m,n)∈Z2 est une famille de Weyl–Heisenberg, nous pouvons lui attribuer plusieurs
propriétés intéressantes en fonction de sa densité ρ(Λ) :
— si {fm,n}(m,n)∈Z2 est une base de Riesz de l’espace qu’elle génère, alors ρ(Λ) ≤ 1 et la
base duale est une famille de Weyl–Heisenberg de même réseau ;
— si {fm,n}(m,n)∈Z2 est une base de Riesz de L2(R), alors ρ(Λ) = 1.
1.2 Outils pour l’analyse des signaux déterministes
Au cours de cette partie, nous adoptons une description fonctionnelle pour les signaux
déterministes à temps continu et à temps discret. Après avoir présenté la classification éner-
gétique des signaux, nous nous intéressons à leur analyse fréquentielle. Nous développons
en particulier plusieurs mesures de localisation temps-fréquence et introduisons la notion de
dualité temps-fréquence. Le lecteur désireux d’approfondir ces notions pourra se référer à
[Flandrin 1993].
Les notions présentées dans cette partie sur les signaux déterministes peuvent être adaptées
à l’analyse des signaux aléatoires, nous présentons certaines d’entre elles au sein du chapitre
2. Les ouvrages [Solaiman 2006] et [Gray 2009] abordent en détail l’analyse des processus
stochastiques.
1.2.1 Considérations énergétiques
1.2.1.1 Signaux à temps continu
Définition 1.30 (Énergie totale d’un signal continu)
L’énergie totale d’un signal continu s(t) ∈ L2(R) est définie par
Es =
∫ +∞
−∞
|s(t)|2 dt. (1.30)
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Lorsque s(t) n’est pas d’énergie finie, on se contente de calculer sa puissance moyenne
lorsqu’elle existe.
Définition 1.31 (Puissance moyenne d’un signal continu)
La puissance moyenne d’un signal continu s(t) est définie par
Ps = lim
T→+∞
1
T
∫ T
2
−T
2
|s(t)|2 dt. (1.31)
Les signaux peuvent être classifiés à l’aide de leurs caractéristiques énergétiques. On dis-
tinguera ainsi les signaux à énergie finie ou infinie, à puissance moyenne finie ou infinie. En
pratique les signaux mesurés sont nécessairement à énergie finie.
1.2.1.2 Signaux à temps discret
Définition 1.32 (Énergie totale d’un signal discret)
L’énergie totale d’un signal discret s[k] ∈ `2(Z) s’exprime par
Es =
+∞∑
k=−∞
|s[k]|2. (1.32)
Lorsque s[k] n’est pas d’énergie finie, on est amené à calculer sa puissance moyenne si elle
existe.
Définition 1.33 (Puissance moyenne d’un signal discret)
La puissance moyenne d’un signal discret s[k], s’exprime par
Ps = lim
K→+∞
1
2K + 1
K∑
k=−K
|s[k]|2. (1.33)
1.2.2 Du continu au discret
1.2.2.1 Dilatation temporelle des signaux
Soit s : R → C, t 7→ s(t) un signal d’une variable temporelle t et soit α une constante
réelle strictement positive.
Définition 1.34 (Dilatation temporelle des signaux continus)
L’opérateur de dilatation Dα est défini par
∀t ∈ R, (Dαs)(t) = 1√
α
s(t/α). (1.34)
Lorsque α > 1, on parlera de dilatation, alors que pour α < 1, on parlera de compression. De
plus, l’opérateur dual s’écrit D−1α = D1/α.
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Propriété 1.1 (Conservation du produit scalaire par dilatation temporelle)
Soit (s1, s2) ∈ L2(R)× L2(R) on montre que, pour tout α > 0
〈s1, s2〉 = 〈Dαs1,Dαs2〉 = 1
α
∫ +∞
−∞
s∗1(t/α)s2(t/α) dt. (1.35)
Il en résulte que la norme est conservée par la dilatation temporelle telle que nous l’avons
définie.
Cette propriété montre donc que les opérateurs de dilatation/compression ainsi définis
permettent de changer d’échelle temporelle en conservant le produit scalaire, et donc l’énergie
des signaux. C’est la raison pour laquelle nous utiliserons ces opérateurs pour définir les
échantillons d’un signal à temps continu prélevés à la période Te. Ainsi, pour k ∈ Z, on note
s[k] l’échantillon normalisé de s(t) prélevé à l’instant kTe défini par
s[k] = D1/Tes(k) =
√
Tes(kTe). (1.36)
Nous notons alors se(t) le signal à temps discret correspondant défini par
se(t) =
+∞∑
k=−∞
s[k]δ(t− kTe) = s(t)ΨTe(t) (1.37)
avec ΨTe le peigne de Dirac de période Te et amplifié d’un facteur
√
Te, défini par
ΨTe(t) =
√
Te
+∞∑
k=−∞
δ(t− kTe). (1.38)
Notons que l’on ne peut appliquer les opérateurs de compression/dilatation à l’impulsion de
Dirac δ(t), si bien qu’on ne peut les appliquer aux signaux à temps discrets.
1.2.2.2 Interpolation et échantillonnage
Soit une séquence d’échantillons {s[k]}k∈I ∈ `2(I) avec I ⊂ Z que nous souhaitons interpo-
ler puis reconstruire par échantillonnage (fig. 1.2). Supposons qu’un échantillon est transmis
toutes les Te secondes, alors le signal qui en résulte s’écrit
se(t) =
∑
k∈I
s[k]δ(t− kTe). (1.39)
Soit {vk(t)}k∈I une famille de vecteurs de L2(R) formant une base de Riesz de l’espace qu’elle
génère et définie par
vk(t) = v(t− kTe). (1.40)
Alors la somme
x(t) =
∑
k∈I
s[k]vk(t) (1.41)
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v vˇH
se(t) x(t) y(t)
qTe
s˜e(t)
Figure 1.2 – Opérations d’interpolation et d’échantillonnage.
converge et est appelé « signal interpolé ».
L’opération d’interpolation peut être vue comme la synthèse d’un vecteur à l’aide de la
séquence de coefficients {s[k]}k∈I et d’une base de Riesz {vk(t)}k∈I.
La reconstruction du signal se(t) peut s’effectuer par projection de x(t) sur une base {vˇq}q∈I
avec
vˇq(t) = vˇ(t− qTe). (1.42)
Le signal reconstruit s’écrit alors s˜e(t) =
∑
q∈I s˜e[q]δ(t− qTe) avec
s˜e[q] = 〈vˇq, x〉 (1.43)
=
∫ +∞
−∞
vˇ(t− qTe)
∑
k∈I
s[k]v(t− kTe) dt (1.44)
=
∑
k∈I
s[k]
∫ +∞
−∞
vˇ(t− qTe)v(t− kTe) dt (1.45)
=
∑
k∈I
s[k] 〈vˇq, vk〉 (1.46)
Ainsi, nous avons s˜e(t) = se(t) si 〈vˇq, vk〉 = δk,q, ∀k, q ∈ I, ce qui signifie que les familles de
vecteurs {vk}k∈I et {vˇq}k∈I sont biorthogonales. Notons que si l’on pose vˇH(t) = vˇ∗(−t) alors
nous pouvons écrire
s˜e[q] =
∑
k∈I
s[k]
∫ +∞
−∞
vˇH(qTe − t)v(t− kTe) dt (1.47)
=
∑
k∈I
s[k]
∫ +∞
−∞
vˇH((q − k)Te − t)v(t) dt (1.48)
=
∑
k∈I
s[k](vˇH ∗ v)((q − k)Te). (1.49)
Nous montrons ainsi que les opérations de synthèse et de projection dans un espace de Hilbert
peuvent également être représentées par un filtrage caractérisé par la réponse impulsionnelle
w(t) = (vˇH ∗ v)(t) vérifiant le critère de Nyquist spécifié par w((q − k)Te) = δq,k, ∀k, q ∈ I.
Exemple 1.4 (Filtre passe-bas idéal)
Considérons le cas particulier de filtres passe-bas idéaux, dont la réponse impulsionnelle est
définie telle que
v(t) = v0sinc
(
t
Te
)
, (1.50)
vˇH(t) = vˇ(t) = vˇ0sinc
(
t
Te
)
. (1.51)
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Dans le domaine fréquentiel, nous avons
V (f) = v0TeΠ(fTe), (1.52)
Vˇ (f) = vˇ0TeΠ(fTe). (1.53)
Ainsi, la réponse impulsionnelle du filtre équivalent s’écrit
w(t) = (v ∗ vˇH)(t) = (F−1{V Vˇ })(t) (1.54)
= v0vˇ0Tesinc
(
t
Te
)
. (1.55)
Nous pouvons ainsi choisir v0 = vˇ0 = 1/
√
Te de manière à assurer l’orthonormalité.
1.2.3 Analyse temps-fréquence des signaux continus
1.2.3.1 Transformée de Fourier des signaux continus
Définition 1.35 (Transformée de Fourier directe d’un signal continu)
La transformée de Fourier d’un signal continu s(t) ∈ L2(R) s’écrit
S(f) = (Fs)(f) =
∫ +∞
−∞
(M−fs)(t) dt =
∫ +∞
−∞
s(t)e−j2pift dt. (1.56)
Théorème 1.3 (Parseval)
Si x(t), y(t) ∈ L2(R), alors X(f), Y (f) ∈ L2(R) et 〈x, y〉 = 〈X,Y 〉 avec X(f) = (Fx)(f) et
Y (f) = (Fy)(f). Cette relation indique que l’énergie des signaux est préservée par l’opération
de transformée de Fourier.
Définition 1.36 (Transformée de Fourier inverse d’un signal continu)
La transformée de Fourier inverse de S(f) ∈ L2(R) s’écrit
s(t) = (F−1S)(t) =
∫ +∞
−∞
(MtS)(f) df =
∫ +∞
−∞
S(f)ej2pift df. (1.57)
Définition 1.37 (Signal réel à bande limitée)
Un signal réel s(t) est à bande limitée s’il existe un réel B strictement positif, tel que
∀|f | > B
2
, S(f) = 0. (1.58)
Théorème 1.4 (Shannon–Nyquist)
Si s(t) est un signal à bande limitée, de largeur B, alors il est possible de le reconstruire
parfaitement à l’aide de ses échantillons si la période d’échantillonnage Te est inférieure ou
égale à 1/B. Nous pouvons ainsi écrire
s(t) =
1√
Te
+∞∑
k=−∞
s[k]sinc(Bt− k) (1.59)
avec s[k] = (D1/Tes)(kTe) =
√
Tes(kTe).
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Théorème 1.5
Soient s1(t) et s2(t) deux signaux à bande limitée, de largeur B et soient s1[k] = (D1/Tes1)(kTe) =√
Tes1(kTe) et s2[k] = (D1/Tes2)(kTe) =
√
Tes2(kTe) avec Te < 1/B. Dans ces conditions,
nous avons ∫
R
s∗1(t)s2(t) dt =
∑
k∈Z
s∗1[k]s2[k], (1.60)
ce qui signifie que le produit scalaire et l’énergie sont conservés par échantillonnage.
1.2.3.2 Localisation temps-fréquence des signaux continus
Les signaux à énergie finie pouvant être exprimés indifféremment dans les domaines tem-
porels et fréquentiels, il est intéressant de résumer leurs caractéristiques dans le plan temps-
fréquence. Dans cette optique, nous définissons la notion de moments temporels et fréquentiels,
utilisés pour définir la notion de localisation temps-fréquence.
Nous considérons par la suite un signal s(t) ∈ L2(R), supposé à énergie finie et admettant
une transformée de Fourier notée S(f).
Définition 1.38 (Moment du premier ordre en temps d’un signal continu)
Le moment du premier ordre en temps normalisé de s s’écrit
mt(s) =
1
‖s‖2
∫ +∞
−∞
t|s(t)|2 dt. (1.61)
Définition 1.39 (Moment du second ordre en temps d’un signal continu)
Le moment du second ordre en temps normalisé et centré de s s’écrit
σ2t (s) =
1
‖s‖2
∫ +∞
−∞
(t−mt(s))2 |s(t)|2 dt. (1.62)
Définition 1.40 (Moment du premier ordre en fréquence d’un signal continu)
Le moment du premier ordre en fréquence normalisé de s s’écrit
mf (s) =
1
‖s‖2
∫ +∞
−∞
f |S(f)|2 df. (1.63)
Définition 1.41 (Moment du second ordre en fréquence d’un signal continu)
Le moment du second ordre en fréquence normalisé et centré de s s’écrit
σ2f (s) =
1
‖s‖2
∫ +∞
−∞
(f −mf (s))2 |S(f)|2 df. (1.64)
Les moments du second ordre en temps et en fréquence peuvent être combinés pour mesurer
la répartition de l’énergie du signal dans le plan temps-fréquence, il s’agit de la notion de
localisation temps-fréquence.
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Définition 1.42 (Localisation temps-fréquence d’un signal continu)
La localisation temps-fréquence de s s’écrit
ξ(s) =
1
4pi
√
σ2t (s)σ
2
f (s)
. (1.65)
Un signal de L2(R) ne peut être arbitrairement bien localisé en temps et en fréquence, il
est soumis à la relation d’incertitude d’Heisenberg–Gabor.
Théorème 1.6 (Inégalité d’Heisenberg–Gabor)
∀s ∈ L2(R), 0 ≤ ξ(s) ≤ 1. (1.66)
L’égalité ξ(s) = 1 est atteinte si et seulement si s(t) = s0 exp(−bt2) avec s0 ∈ C et b > 0.
Les fonctions respectant cette relation sont des gaussiennes et présentent la particularité de
conserver leur caractère gaussien par transformée de Fourier.
Définition 1.43 (Fonction d’inter-ambiguïté des signaux continus)
Soient deux signaux u, v ∈ L2(R). Leur fonction d’inter-ambiguïté temps-fréquence s’écrit
∀f, τ ∈ R, Au,v(f, τ) = 〈u,Uf,τv〉 =
∫ +∞
−∞
u∗(t)v(t− τ)ej2pift dt. (1.67)
Si u = v, alors Au(f, τ) est appelée fonction d’ambiguïté temps-fréquence.
Remarquons que les moments du second ordre en temps et en fréquence d’un signal s sont
liés à sa fonction d’ambiguïté par le biais de dérivées partielles secondes :
∂2As
∂f2
(0, 0) = −4pi2σ2t (s), (1.68)
∂2As
∂τ2
(0, 0) = −4pi2σ2f (s). (1.69)
Théorème 1.7 (Balian–Low)
Si {fm,n}(m,n)∈Z2 est une famille de Weyl–Heisenberg de densité égale à un, alors
(∫ +∞
−∞
|xf(x)|2 dx
)(∫ +∞
−∞
|νF (ν)|2 dν
)
=∞ (1.70)
avec F (ν) =
∫ +∞
−∞ f(x)e
−j2piνx dx.
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1.2.4 Analyse temps-fréquence des signaux discrets
1.2.4.1 Transformée de Fourier des signaux discrets
Définition 1.44 (Transformée de Fourier directe d’un signal discret)
La transformée de Fourier d’un signal discret s[k] ∈ `2(Z) s’écrit
S(f) = (Fs)(f) =
∑
k∈Z
(M−fs)[k] dt =
∑
k∈Z
s[k]e−j2pifk. (1.71)
Nous constatons alors que la transformée de Fourier d’un signal discret est une fonction
périodique de période 1, ce qui nous amène à considérer l’espace de ces fonctions noté L2(R/Z).
Sur cet espace, nous pouvons définir un produit scalaire hermitien par
∀(X,Y ) ∈ L2(R/Z)× L2(R/Z), 〈X,Y 〉L2(R/Z) =
∫ 1
2
− 1
2
X∗(f)Y (f) df. (1.72)
Muni de ce produit scalaire hermitien, L2(R/Z) est un espace de Hilbert. Celui-ci définit une
norme induite qui représente l’énergie du signal discret :
∀X ∈ L2(R/Z), ‖F‖L2(R/Z) =
√√√√∫ 12
− 1
2
|X(f)|2 df. (1.73)
Théorème 1.8 (Parseval)
Si x[k], y[k] ∈ `2(Z), alors 〈x, y〉 = 〈X,Y 〉L2(R/Z) avec X(f) = (Fx)(f) et Y (f) = (Fy)(f).
Cette relation indique que l’énergie des signaux est préservée par l’opération de transformée
de Fourier.
Définition 1.45 (Transformée de Fourier inverse d’un signal discret)
La transformée de Fourier inverse de S(f) ∈ L2(R/Z) s’écrit
s[k] = (F−1S)[k] =
∫ + 1
2
− 1
2
(MfS)(f) df =
∫ + 1
2
− 1
2
S(f)ej2pifk df. (1.74)
1.2.4.2 Localisation temps-fréquence des signaux discrets
Les signaux à temps discret admettent une transformée de Fourier périodique en fréquence.
Il en découle plusieurs définitions de leurs moments fréquentiels. Nous présentons ici deux
principales mesures de localisation temps-fréquence dites classique et modifiée.
Nous considérons par la suite un signal s[k] ∈ `2(Z), supposé à énergie finie et admettant
une transformée de Fourier notée S(f).
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Localisation classique d’un signal à temps discret La définition des moments temporels
du premier et second ordre s’obtient à partir du cas continu, par échantillonnage des signaux.
Définition 1.46 (Moment du premier ordre en temps d’un signal discret)
Le moment temporel du premier ordre normalisé de s s’écrit
mt(s) =
1
‖s‖2
+∞∑
k=−∞
k|s[k]|2. (1.75)
Définition 1.47 (Moment du second ordre en temps d’un signal discret)
Le moment du second ordre en temps normalisé et centré de s s’écrit
σ2t (s) =
1
‖s‖2
+∞∑
k=−∞
(k −mt(s))2 |s[k]|2. (1.76)
De la même manière, nous pouvons définir les moments fréquentiels du premier et du
second ordre par analogie avec le cas continu.
Définition 1.48 (Moment du premier ordre en fréquence d’un signal discret)
Le moment du premier ordre en fréquence normalisé de s s’écrit
mf (s) =
1
‖s‖2
∫ + 1
2
− 1
2
f |S(f)|2 df. (1.77)
Définition 1.49 (Moment du second ordre en fréquence d’un signal discret)
Le moment du second ordre en fréquence normalisé et centré de s s’écrit
σ2f (s) =
1
‖s‖2
∫ + 1
2
− 1
2
(f −mf (s))2 |S(f)|2 df. (1.78)
Tel qu’expliqué dans [Siclet 2002a], le moment fréquentiel du second ordre n’est pas in-
variant par translation en fréquence. Ainsi, l’auteur propose une définition alternative qui
préserve l’invariance en fréquence.
Définition 1.50 (Moment du second ordre en fréquence invariant par translation)
Le moment fréquentiel du second ordre normalisé et centré de s s’écrit
σ2f (s) =
1
‖s‖2
∫ + 1
2
− 1
2
f2 |S (f +mf (s))|2 df (1.79)
avec mf (s) le moment temporel du premier ordre choisi de manière à minimiser σ2f (s).
Quelle que soit la définition retenue pour le moment du second ordre en fréquence, la
localisation temps-fréquence s’exprime de manière équivalente au cas continu.
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Définition 1.51 (Localisation temps-fréquence classique)
La localisation temps-fréquence classique de s s’écrit
ξ(s) =
1
4pi
√
σ2t (s)σ
2
f (s)
. (1.80)
À la différence du cas continu, la localisation temps-fréquence classique d’un signal discret
n’est pas bornée. Ainsi, il n’est pas possible d’appliquer le principe d’incertitude d’Heisenberg–
Gabor à l’aide de cette mesure. Toutefois, [Calvez 1992] montre que si S(±1/2) = 0, alors
0 ≤ ξ(s) < 1. C’est en particulier le cas pour les signaux à bande limitée échantillonnés à une
fréquence supérieure à celle de Shannon–Nyquist.
Définition 1.52 (Fonction d’inter-ambiguïté des signaux discrets)
Soient deux signaux u, v ∈ `2(Z). Leur fonction d’inter-ambiguïté temps-fréquence s’écrit
∀f ∈ R, ∀l ∈ Z Au,v(f, l) = 〈u,Uf,lv〉 =
+∞∑
k=−∞
u∗[k]v[k − l]ej2pifk. (1.81)
Si u = v, alors Au(f, l) est appelée fonction d’ambiguïté temps-fréquence.
À l’instar du cas continu, il est possible de retrouver l’expression des moments du second
ordre en temps et en fréquence d’un signal s à partir des dérivées secondes de sa fonction d’in-
terambiguïté. Pour le calcul du moment du second ordre en temps, nous obtenons directement
∂2As
∂f2
(0, 0) = −4pi2σ2t (s). (1.82)
En revanche, le moment du second ordre en fréquence fait appel au théorème des accroisse-
ments finis et à un développement en série de Taylor. Par conséquent, nous ne pouvons que
justifier l’approximation
∂˜2As
∂˜l2
(0, 0) ≈ −4pi2σ2f (s). (1.83)
avec ∂˜2/∂˜l2 l’opérateur dérivée seconde d’une fonction discrète. Il est défini, pour toute fonc-
tion discrète s[k] ∈ Z par
∂˜2s
∂˜l2
[k] =
1
4
(s[k − 2] + s[k + 2]− 2s[k]) . (1.84)
Localisation modifiée d’un signal à temps discret Dans le but de définir une mesure
de localisation temps-fréquence toujours bornée, de nouvelles définitions sont introduites dans
[Doroslovački 1998].
Définition 1.53 (Centre de gravité fréquentiel)
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Le centre de gravité fréquentiel d’un signal s discret s’écrit
F (s) =
1
2pi
=
{
+∞∑
k=−∞
s[k]s∗[k − 1]
}
<
{
+∞∑
k=−∞
s[k]s∗[k − 1]
} . (1.85)
Définition 1.54 (Centre de gravité temporel)
Le centre de gravité temporel d’un signal s discret s’écrit
T (s) =
+∞∑
k=−∞
(k − 1/2)|s[k] + ej2piF (s)s[k − 1]|2
+∞∑
k=−∞
|s[k] + ej2piF (s)s[k − 1]|2
. (1.86)
Définition 1.55 (Deuxième moment en fréquence modifié)
Le deuxième moment en fréquence modifié d’un signal s discret s’écrit
M2(s) =
1
‖s‖2
∫ + 1
2
− 1
2
4
(2pi)2
sin2(pi(f − F (s))|S(f)|2) df (1.87)
=
1
(2pi)2 ‖s‖2
+∞∑
k=−∞
|s[k]− ej2piF (s)s[k − 1]|2. (1.88)
Définition 1.56 (Deuxième moment en temps modifié)
Le deuxième moment en temps modifié d’un signal s discret s’écrit
m2(s) =
1
‖s‖2
∫ + 1
2
− 1
2
1
(2pi)2
∣∣∣∣ ddf {cos(pi(f − F (s)))ej2pifT (s)S(f)}
∣∣∣∣2 df (1.89)
=
1
‖s‖2
+∞∑
k=−∞
(
k − 1
2
− T (s)
) ∣∣∣∣∣s[k] + ej2piF (s)s[k − 1]2
∣∣∣∣∣
2
. (1.90)
Définition 1.57 (Localisation temps-fréquence modifiée)
La localisation temps-fréquence modifiée de s s’écrit
ξ˜(s) =
1
4pi
√
m2(s)M2(s)
. (1.91)
La mesure de localisation temps-fréquence ainsi obtenue est telle que 0 ≤ ξ˜(s) ≤ 1 et il est
ainsi possible d’appliquer l’inégalité d’Heisenberg–Gabor.
Théorème 1.9
Si S(f) = S0| cos(pif)|K avec S0 ∈ C et K > −1/2, alors ξ˜(s) = 1.
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1.3 Éléments de communications numériques
Dans cette partie, nous introduisons des notions et outils de base pour les communications
numériques. Après avoir présenté les différents blocs fonctionnels de la chaîne de transmission,
nous nous focalisons sur l’étude de l’émetteur-récepteur en définissant son équivalent complexe
en bande de base et en présentant le procédé de transmission sur canal analogique idéal.
Une introduction aux communications numériques plus approfondie est proposée dans
[Glavieux 1996]. Les auteurs discutent notamment des performances des modulations linéaires
sur canal à bruit additif.
1.3.1 Description d’une chaîne de transmission numérique
Les communications numériques permettent la transmission d’un message numérique à
travers un canal analogique. Pour la plupart des applications de télécommunication modernes,
nous pouvons décomposer ce processus de transmission en quatre principales étapes duales
décrites ci-après (fig. 1.3).
Source
Codeur
de source
Codeur
de canal Émetteur
Canal
RécepteurDécodeur
de canal
Décodeur
de source
Destination
Figure 1.3 – Structure d’une chaîne de transmission numérique
1.3.1.1 Source du message
Bien souvent, la source délivre un message analogique qu’il est nécessaire de numériser (ex. :
signal de parole). Sans décrire en détail le processus de numérisation, il consiste à prélever des
échantillons sur le message source, puis à les quantifier.
1.3.1.2 Codage et décodage de source
Le message numérisé comporte des éléments binaires peu informatifs ; ils démontrent la
redondance intrinsèque à la source. Le rôle du codeur source est de limiter cette redondance
afin d’écrire l’information de la manière la plus concise possible. À débit binaire constant, cela
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permet de réduire la durée de la transmission. Cela signifie également que le message devient
plus sensible aux erreurs de transmission.
1.3.1.3 Codage et décodage de canal
Le codage de canal introduit une redondance contrôlée dans la séquence à transmettre. Le
décodeur connaissant la règle de codage employée, il peut vérifier la présence d’erreurs et dans
certains cas les corriger. Naturellement, l’ajout d’éléments binaires non-porteurs d’information
diminue le rendement de la transmission.
1.3.1.4 Émetteur et récepteur
L’émetteur a pour rôle de transformer le message numérique en signaux analogiques afin
de permettre sa transmission dans l’environnement de propagation. Le récepteur est chargé
de l’opération duale. Celle-ci nécessite une étape de synchronisation et d’égalisation afin de
prendre en compte les interactions entre le canal de transmission et le signal émis. Au cours
de notre étude, nous supposons que ces opérations sont réalisées en amont des procédés de
transmission que nous proposons.
1.3.1.5 Canal de transmission
Dans le domaine des communications numériques, il est fréquent de considérer que le
canal de transmission englobe le milieu de propagation ainsi que les composants de traitement
analogique du signal présents dans l’émetteur et le récepteur (ex. : filtres, amplificateurs,
antennes. . . ). En déformant les signaux transmis, le canal limite les performances de la chaîne
de communication. Par conséquent, une modélisation adaptée est requise pour prévoir les
performances du système.
La modélisation mathématique du milieu de propagation est une opération délicate, for-
tement liée aux caractéristiques des matériaux dont il est composé. Les méthodes analytiques
sont généralement utilisées à petite échelle, lorsque le canal est supposé stationnaire (utilisa-
tion des équations de propagation, tracé de rayons. . . ). Lorsque ces hypothèses ne sont plus
vérifiées, les modélisations statistiques et empiriques deviennent nécessaires. Nous approfon-
dissons cette seconde famille de modèles dans les chapitres suivants et developpons notamment
un équivalent discret du canal de transmission à bande limitée.
1.3.2 Signal analytique et enveloppe complexe
En considérant la propriété de symétrie hermitienne de la transformée de Fourier des si-
gnaux réels, une représentation équivalente peut être adoptée dans le plan complexe à l’aide
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des notions de signal analytique et d’enveloppe complexe. Dans le domaine des communica-
tions numériques, ces outils simplifient notamment la représentation des signaux modulés sur
fréquence porteuse.
Définition 1.58 (Signal analytique)
Soit sRF (t) un signal réel et SRF (f) sa transformée de Fourier. Le signal analytique associé à
sRF est défini dans le domaine fréquentiel par
Sa(f) = 2S
+
RF (f). (1.92)
où S+RF (f) = SRF (f)U(f) avec
U(f) =

0, si f < 0,
1/2, si f = 0,
1, si f > 0.
(1.93)
Le signal analytique est défini dans le domaine temporel par sa(t) = (F−1Sa)(t).
Définition 1.59 (Enveloppe complexe)
Soit sRF (t) un signal réel et sa(t) son signal analytique, en notant SRF (f) et Sa(f) leurs
transformées de Fourier respectives, l’enveloppe complexe de sRF , relativement à une fréquence
f0, est définie dans le domaine fréquentiel par
Se(f) = Sa(f + f0). (1.94)
De manière équivalente, la définition s’exprime dans le domaine temporel par
se(t) = sa(t)e
−j2pif0t. (1.95)
On montre alors que le signal réel peut s’obtenir à l’aide du signal analytique ou de
l’enveloppe complexe via les relations
sRF (t) = <{sa(t)} (1.96)
= <{se(t)ej2pif0t}. (1.97)
De plus, si l’on note respectivement sR(t) et sI(t) les parties réelle et imaginaire de l’enveloppe
complexe, nous avons
sRF (t) = s
R(t) cos(2pif0t)− sI(t) sin(2pif0t). (1.98)
Définition 1.60 (Filtre équivalent en bande de base)
Soient xRF (t) un signal réel et hRF (t) la réponse impulsionnelle d’un filtre réel et soit yRF (t) =
(hRF ∗ xRF )(t). Alors, on montre que
ye(t) = (hb ∗ xe)(t) (1.99)
avec hb(t) = 1/2he(t) la réponse impulsionnelle du filtre équivalent en bande de base et xe(t),
he(t), ye(t) les enveloppes complexes respectives de xRF (t), hRF (t), yRF (t). Dans le domaine
fréquentiel, nous avons
Hb(f) = H
+
RF (f + f0). (1.100)
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Cela signifie que si les notions d’enveloppe complexe et d’équivalent en bande de base coïncident
pour les signaux, cela n’est pas le cas pour les filtres.
Définition 1.61 (Signal à bande étroite)
Soit un signal réel sRF (t). On dit que sRF (t) est à bande étroite, relativement à la fréquence
f0, lorsqu’il existe un réel B positif tel que (FsRF )(f) = 0 si |f − f0| > B/2 et f0 > B/2.
Les notions de signal analytique et d’enveloppe complexe présentent un intérêt pratique
dans le cas des signaux à bande étroite. En effet, l’enveloppe complexe se(t), relativement à
la fréquence f0 d’un signal à bande étroite sRF (t) est telle que (Fse)(f) = 0 si |f | > B/2 (fig.
1.4).
f
f0−f0
|S+RF (f)||S−RF (f)|
|Sa(f)||Se(f)|
Figure 1.4 – Spectres d’amplitude du signal modulé, du signal analytique et de l’enveloppe
complexe d’un signal à bande étroite.
Au delà de cette définition, nous supposons généralement que f0  B. Cette contrainte
supplémentaire permet, par exemple, d’approcher les phénomènes de compression/dilatation
par des décalages fréquentiels dans la bande étudiée.
Dans la suite de ce document, on omettra les indices ·e et ·b lorsque l’on considérera les
signaux et les filtres équivalents en bande de base.
1.3.3 Modulations numériques linéaires et transmission sur canal idéal
Au cours de cette partie, nous modélisons une chaîne de transmission numérique sur onde
porteuse à l’aide de sa représentation équivalente en bande de base (fig. 1.5). Nous nous
limitons ici à l’étude des modulations linéaires et considérons, dans un premier temps, un canal
de transmission analogique idéal, impliquant une synchronisation parfaite entre l’émetteur et
le récepteur. Une description plus réaliste de l’environnement de propagation intervient au
cours du chapitre 2.
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CBS g Canal gˇ CSB
{ck} s(t) r(t) y(t)
t0 + nTs
{c˜n}
{bRn }
{bIn}
{b˜Rn }
{b˜In}
Figure 1.5 – Chaîne de transmission numérique linéaire équivalente en bande de base.
1.3.3.1 Émission
Considérons deux séquences infinies d’éléments binaires, notées respectivement {bRn }n∈Z
et {bIn}n∈Z. L’opération de conversion bits-symboles (CBS) consiste à associer à chaque mot
de n bits issus de chaque source, un symbole complexe noté ck = cRk + jc
I
k appartenant à un
ensemble fini de valeurs.
L’opération de mise en forme est réalisée par la génération d’un signal analogique à l’aide
des coefficients {ck}k∈Z et d’une base d’émission {gk(t)}k∈Z ∈ R dont les vecteurs sont définis
par
gk(t) = g(t− kTs) (1.101)
où g(t) représente la fonction prototype d’émission et Ts représente la durée de transmission
d’un symbole. Si l’on considère qu’un symbole complexe représente un mot de n bits, alors la
durée de transmission d’un bit se note Tb = Ts/n. Dans ces conditions, l’équivalent complexe
en bande de base du signal en sortie de l’émetteur s’écrit
s(t) =
+∞∑
k=−∞
ckgk(t) (1.102)
=
+∞∑
k=−∞
cRk g(t− kTs)︸ ︷︷ ︸
sR(t)
+j
+∞∑
k=−∞
cIkg(t− kTs)︸ ︷︷ ︸
sI(t)
(1.103)
De manière équivalente, la mise en forme des symboles peut être vue comme une opération
de filtrage s(t) = (c ∗ g)(t) avec c(t) = ∑+∞k=−∞ ckδ(t− kTs).
Si l’on choisit une fréquence f0 telle que zs(t) = s(t)ej2pif0t soit à bande étroite, alors s(t)
constitue l’enveloppe complexe, par rapport à f0, d’un signal réel défini par
sRF (t) = <
{
s(t)ej2pif0t
}
(1.104)
= sR(t) cos(2pif0t)− sI(t) sin(2pif0t) (1.105)
Nous retrouvons ainsi l’expression de deux sinusoïdes en quadrature de phase, respectivement
modulées par sR(t) et sI(t). En fonction du choix des règles d’attribution des symboles ck
nous déclinons ci-dessous plusieurs exemples de modulations numériques couramment utilisées
[Glavieux 1996, p. 88].
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Exemple 1.5 (Modulation par saut d’amplitude à M états)
Pour réaliser une modulation par saut d’amplitude à M états (M -ASK 1), une seule des deux
voies est utilisée. En supposant ici qu’il s’agisse de la voie réelle, nous choisissons des symboles
centrés et uniformément répartis sur l’axe des réels, tels que
cRk = Ak, Ak ∈ {±A,±3A, . . . ,±A(2p+ 1)}, ∀A ∈ R∗, 0 ≤ p ≤
M
2
− 1. (1.106)
En considérant une fonction prototype g(t) et une durée symbole Ts dans ces conditions, l’en-
veloppe complexe s’écrit
s(t) = sR(t) =
+∞∑
k=−∞
cRk g(t− kTs) (1.107)
et en supposant une fréquence porteuse f0, le signal réel en sortie de l’émetteur s’exprime par
sRF (t) = <
{
+∞∑
k=−∞
cRk g(t− kTs)ej2pif0t
}
(1.108)
=
+∞∑
k=−∞
cRk g(t− kTs) cos(2pif0t) (1.109)
Exemple 1.6 (Modulation par saut de phase à M états)
Dans le cadre d’une modulation de phase à M états (M -PSK 2), les voies réelle et imaginaire
sont utilisées, sauf pour M = 2 qui constitue un scénario équivalent à la modulation par saut
d’amplitude, à un déphasage près. Généralement, les symboles complexes possèdent un module
constant et une phase dont les valeurs sont réparties uniformément sur l’intervalle [0; 2pi[ :
ck = Ae
jφk , φk ∈
{
0,
2pi
M
, . . . , (M − 1)2pi
M
}
(1.110)
= A cos(φk)︸ ︷︷ ︸
cRk
+j A sin(φk)︸ ︷︷ ︸
cIk
. (1.111)
En considérant une fonction prototype g(t) et une durée symbole Ts dans ces conditions, l’en-
veloppe complexe s’écrit
s(t) = sR(t) + jsI(t) (1.112)
=
+∞∑
k=−∞
cRk g(t− kTs) + j
+∞∑
k=−∞
cIkg(t− kTs). (1.113)
1. Amplitude Shift Keying
2. Phase Shift Keying
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et en supposant une fréquence porteuse f0, le signal réel en sortie de l’émetteur s’exprime par
sRF (t) = A<
{
+∞∑
k=−∞
g(t− kTs)ej(2pif0t+φk)
}
(1.114)
= A
+∞∑
k=−∞
g(t− kTs)(cos(φk) cos(2pif0t)− sin(φk) sin(2pif0t)) (1.115)
= A
+∞∑
k=−∞
g(t− kTs) cos(2pif0t+ φk) (1.116)
Exemple 1.7 (Modulation d’amplitude en quadrature à M2 états)
Une modulation d’amplitude en quadrature à M2 états (M2-QAM 3) permet d’utiliser les voies
réelle et imaginaire indépendamment et par conséquent de répartir les symboles complexes dans
le plan complexe. En considérant la M2-QAM comme un multiplexage de deux M -ASK en
quadrature, les symboles complexes s’écrivent sous leur forme générale ck = cRk + jc
I
k
cRk ∈ Ak = {±A,±3A, . . . ,±A(2p+ 1)}, 0 ≤ p ≤
M
2
− 1 (1.117)
et
cIk ∈ Ak = {±A,±3A, . . . ,±A(2p+ 1)}, 0 ≤ p ≤
M
2
− 1. (1.118)
avec A une constante réelle non-nulle.
Notons qu’il est possible de poinçonner les constellations M2-QAM en conservant 2n sym-
boles, où n représente le nombre de bits par symbole. À l’instar des modulations précédentes,
les symboles sont généralement répartis uniformément dans le plan complexe. En considérant
une fonction prototype g(t) et une durée symbole Ts, l’enveloppe complexe s’écrit
s(t) = sR(t) + jsI(t) (1.119)
=
+∞∑
k=−∞
cRk g(t− kTs) + j
+∞∑
k=−∞
cIkg(t− kTs). (1.120)
et en supposant une fréquence porteuse f0, le signal réel en sortie de l’émetteur s’exprime par
sRF (t) = <
{
+∞∑
k=−∞
cng(t− kTs)ej2pif0t
}
(1.121)
= sR(t) cos(2pif0t)− sI(t) sin(2pif0t) (1.122)
=
+∞∑
k=−∞
g(t− kTs)(cRk cos(2pif0t)− cIk sin(2pif0t)) (1.123)
3. Quadrature Amplitude Modulation
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1.3.3.2 Réception
Considérons dans un premier temps un canal de transmission idéal, c’est-à-dire tel que le
signal reçu r(t) est égal au signal émis s(t). L’estimation des symboles reçus s’effectue par
projection du signal reçu sur une base de réception duale de {gˇn(t)}n∈Z ∈ R dont les vecteurs
sont définis par
gˇn(t) = gˇ(t− nTs). (1.124)
Le n-ième symbole estimé s’écrit
c˜n = 〈gˇn, r〉 (1.125)
=
∫ +∞
−∞
gˇn(t)
+∞∑
k=−∞
ckgk(t) dt (1.126)
=
+∞∑
k=−∞
ck
∫ +∞
−∞
gˇn(t)gk(t) dt (1.127)
= cn 〈gˇn, gn〉︸ ︷︷ ︸
Sn
+
∑
k 6=n
ck 〈gˇn, gk〉︸ ︷︷ ︸
In
. (1.128)
Dans le cas général, Sn représente le terme de signal utile et In représente le terme de d’inter-
férence entre symboles. Dans le cas d’un canal idéal, les symboles sont parfaitement estimés
lorsque 〈gˇn, gk〉 = δn,k, c’est-à-dire lorsque les bases d’émission et de réception sont biortho-
gonales. De plus si gˇ = g, alors elles sont dites orthonormales. Ces conditions d’annulation de
l’interférence entre symboles constituent le critère de Nyquist.
Remarquons que la projection du signal reçu sur la base de réception peut se noter comme
une opération de filtrage telle que c˜n = (r ∗ gˇH)(nTs) avec gˇH(t) = gˇ∗(−t).
Le critère de Nyquist est une contrainte généralement souhaitable pour la synthèse des
fonctions prototypes, nous présentons ci-après trois exemples illustrant le cas orthogonal.
Exemple 1.8 (Filtre NRZ 4)
La fonction prototype rectangulaire sans retour à zéro (NRZ) est une porte de durée Ts se-
condes, normalisée telle que ‖g‖2 = 1 et définie par
g(t) =
1√
Ts
χ[0;Ts[(t) (1.129)
soit dans le domaine fréquentiel
G(f) =
√
Tssinc (fTs) e
−jpifTs . (1.130)
L’utilisation d’une fonction prototype rectangulaire de durée Ts permet une transmission sans
interférence entre symboles. En contrepartie, la bande occupée est infinie avec un spectre à
décroissance lente, dont le première lobe retombe à 1/Ts (fig. 1.6).
4. Non-Return-to-Zero
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Exemple 1.9 (Filtre RZ 5)
La fonction prototype rectangulaire avec retour à zéro (RZ) est une porte de durée Ts secondes,
normalisée telle que ‖g‖2 = 1 et définie par
g(t) =
√
2
Ts
χ[0;Ts/2[(t) (1.131)
soit dans le domaine fréquentiel
G(f) =
√
Ts
2
sinc (2fTs) e
−jpif Ts
2 . (1.132)
Les fonctions prototypes rectangulaires de durée strictement inférieure à Ts/2 introduisent une
transition pour chaque temps symbole. Cette caractéristique peut être exploitée pour synchro-
niser le récepteur. Par rapport au cas NRZ, la décroissance du sinus cardinal est deux fois plus
lente (fig. 1.7).
Exemple 1.10 (Filtre SRRC 6)
Soit α une constante réelle définie telle que 0 ≤ α ≤ 1, appelée excès de bande. La fonction
prototype en racine de cosinus surélevé (SRRC), normalisée telle que ‖g‖2 = 1 est définie par
g(t) =
1√
Ts

1− α+ 4piα , si t = 0,
α√
2
((
1 + 2pi
)
sin
(
pi
4α
)
+
(
1− 2pi
)
cos
(
pi
4α
))
, si |t| = Ts4α ,
sin
(
pi tTs (1− α)
)
+ 4α tTs cos
(
pi tTs (1 + α)
)
pi tTs
(
1−
(
4α tTs
)2) , sinon. (1.133)
soit dans le domaine fréquentiel
G(f) =

√
Ts, si |f | ≤ 1−α2Ts ,√
Ts
2
√
1 + cos
(
piTs
α
(
|f | − 1−α2Ts
))
, si 1−α2Ts < f ≤ 1+α2Ts ,
0, sinon.
(1.134)
L’utilisation d’une impulsion de mise en forme du durée infinie (dans le cas idéal) permet de
contrôler l’occupation spectrale, à l’aide du facteur d’excès de bande α (fig. 1.8).
L’opération de conversion symboles-bits (CSB) inclut le démultiplexage des voies réelle et
imaginaire de sorte que c˜Rn = <{c˜n} et c˜In = ={c˜n}. Il s’agit ensuite de retrouver les séquences
{b˜Rn }n∈Z et {b˜In}n∈Z par classification des symboles reçus. Sur un canal idéal, en supposant
que le critère de Nyquist soit respecté, les séquences binaires reçues sont égales aux séquences
envoyées.
5. Return-to-Zero
6. Square-Root-Raised-Cosine
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Figure 1.6 – Fonction prototype NRZ.
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Figure 1.7 – Fonction prototype RZ.
t
g(t)
1−α+4α/pi√
Ts
f
|G(f)|
1/2Ts
(1 + α)/2Ts
√
Ts
Figure 1.8 – Fonction prototype SRRC avec α = 0, 9.
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Synthèse du chapitre
À travers ce chapitre, nous rappelons plusieurs définitions d’algèbre linéaire couramment
utilisées dans le domaine des communications numériques. En plus des notions usuelles d’es-
pace de Hilbert, de base et de produit scalaire, nous insistons sur les concepts moins courants
de bases de Riesz et de biorthogonalité, ainsi que sur les familles de Weyl–Heisenberg. Nous
introduisons ensuite les relations entre signaux continus et signaux discrets puis nous munis-
sons ces deux classes de signaux d’outils d’analyse temps-fréquence. Enfin, nous présentons
plusieurs notions spécifiques aux communications numériques en donnant l’équivalent (com-
plexe) en bande de base d’un système de transmission à bande étroite sur onde porteuse (réel)
et en rappelant les principaux schémas de modulations numériques.
Nous établissons ainsi le cadre d’étude dans lequel nous nous plaçons tout au long de ce
document, c’est-à-dire l’espace des signaux complexes d’énergie finie (à temps continu ou à
temps discret). Il s’agit d’un espace de Hilbert qui peut être muni d’une base Hilbertienne
(orthonormale) ou de Riesz (biorthogonale). L’information à transmettre est alors représentée
par les composantes des signaux exprimés sur ces bases. De plus, l’information peut être
retrouvée par un produit scalaire entre le signal reçu et une base de réception duale à la
base d’émission. Dans le cas orthonormal, ces deux bases sont identiques et on dit que l’on
effectue un filtrage adapté. Dans le cas biorthogonal, elles sont différentes. Parmi les différentes
bases possibles, les familles de Weyl–Heisenberg revêtent une importance particulière car elles
permettent une répartition en temps et en fréquence de l’information.
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L’élaboration d’un système de communication numérique vise à transmettre de l’infor-
mation le plus efficacement possible à travers un environnement de propagation donné. Par
conséquent, la compréhension et la modélisation des phénomènes de propagation constituent
un enjeu majeur. Dans le cadre de notre étude, le contexte radiomobile présente des caractéris-
tiques particulièrement défavorables pour la transmission, telles que la propagation à plusieurs
trajets ou l’effet Doppler introduit par le déplacement des mobiles communiquants.
Au cours de ce deuxième chapitre, nous présentons dans un premier temps le modèle
classique du bruit additif blanc gaussien. Nous introduisons ensuite la notion de canal sélectif
en fréquence et en temps, c’est-à-dire multitrajet mobile. Nous établissons ensuite la structure
propre approchée d’un canal sélectif en temps et en fréquence afin d’en déduire des schémas
d’émission-réception adaptés. Les canaux radiomobiles étant des processus aléatoires, ils sont
complexes à étudier dans le cas général. C’est pourquoi nous introduisons les hypothèses
simplificatrices réalistes de stationnarité au sens large et de non-corrélation des diffuseurs. Ceci
nous permet de proposer un modèle de canal permettant de rendre compte de la propagation
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dans le cadre des réseaux mobiles ad-hoc. Enfin, nous développons un équivalent discret en
bande de base de notre modèle afin de permettre sa mise en œuvre à l’aide d’un simulateur
numérique.
2.1 Canal à bruit additif
Les composants de la chaîne de transmission ainsi que l’environnement de propagation
génèrent des signaux indésirables que l’on regroupe sous le terme de bruit. En effet, les com-
posants actifs et passifs des circuits électroniques sont responsables de divers types de bruits
dont les plus connus sont certainement le bruit thermique et le bruit de grenaille. Le premier
est causé par l’agitation thermique des porteurs de charge alors que le second est lié aux
caractéristiques corpusculaires des porteurs de charge. Parmi les autres catégories de bruits
intrinsèques à la chaîne de transmission, citons le bruit d’avalanche, le bruit en créneaux, le
bruit de scintillation, tous les trois causés par des imperfections des semi-conducteurs. En-
fin, les signaux captés par l’antenne et non-porteurs d’information, sont également considérés
comme du bruit.
Par définition, les bruits sont considérés du point de vue de la chaîne de transmission
comme des phénomènes aléatoires et chaque catégorie de bruit possède généralement un mo-
dèle statistique qui lui est propre. Nous supposons ici que le signal reçu s’exprime comme la
somme du signal émis et d’un unique signal aléatoire nRF (t). En considérant les différentes
sources de bruit comme étant indépendantes, le théorème de la limite centrale permet de
modéliser le bruit résultant comme un unique signal aléatoire, suivant une loi normale. Par
ailleurs, nous supposons que ce signal est stationnaire au second ordre (ou au sens large),
c’est-à-dire que ses deux premiers moments sont indépendants du temps.
2.1.1 Analyse statistique au second ordre d’un bruit filtré
Soit nRF (t) un signal aléatoire réel, stationnaire au second ordre. Ce signal est supposé
blanc ; il est donc caractérisé par une densité spectrale de puissance constante, notée γnRF (f) =
N0/2 avec N0 une constante réelle positive. Le théorème de Wiener–Khintchine, nous permet
d’en déduire la fonction d’autocorrélation, définie par
ΓnRF (τ) = E{nRF (t)nRF (t− τ)} = (F−1γnRF )(τ) =
N0
2
δ(τ) (2.1)
où E{·} fait référence à l’espérance mathématique. Autrement dit, deux échantillons de bruit
différents sont non-corrélés, ce qui est synonyme d’indépendance dans le cas gaussien.
Le bruit blanc nRF (t) possède ainsi une puissance infinie. Cependant, nous pouvons le res-
treindre à une bande d’intérêt, notée B et appelée bande équivalente de bruit. Cette opération
peut s’écrire comme un filtrage passe-bande idéal de nRF (t), centré sur une fréquence f0 > B
de sorte que le bruit obtenu est à bande étroite par rapport à f0. On obtient alors un bruit
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bRF (t) de densité spectrale de puissance
γbRF (f) =
N0
2
|VRF (f)|2 (2.2)
avec la réponse fréquentielle du filtre passe-bande définie par
VRF (f) = Π
(
f − f0
B
)
+ Π
(
f + f0
B
)
(2.3)
avec
Π(f) =

1, si |f | < 12 ,
1/2, si |f | = 1/2,
0, sinon.
Comme illustré dans la figure 2.3, on notera que l’on a alors
γbRF (f) = γbRF (−f), (2.4)
γ+bRF (f + f0) = γ
+
bRF
(−f + f0) = γ−bRF (f − f0) = γ−bRF (−f − f0), (2.5)
avec γ+bRF (f) et γ
−
bRF
(f) les parties respectivement positive et négative de γbRF (f). De plus,
nous pouvons définir la réponse impulsionnelle du filtre :
vRF (t) = (F−1VRF )(t) = B
(
sinc(Bt)e−j2pif0t + sinc(Bt)ej2pif0t
)
(2.6)
avec
sinc(t) =
sin(pit)
pit
, (2.7)
de telle sorte que la fonction d’autocorrélation du bruit se note
ΓbRF (τ) = (ΓnRF ∗ vRF )(τ) (2.8)
= N0Bsinc(Bτ) cos(2pif0τ). (2.9)
Comme bRF (t) est à bande étroite, par rapport à f0, nous pouvons écrire
bRF (t) = b
R(t) cos(2pif0t)− bI(t) sin(2pif0t). (2.10)
où bR(t) et bI(t) représentent respectivement la partie réelle et la partie imaginaire de l’enve-
loppe complexe du signal aléatoire bRF (t). Remarquons que si nRF (t) suit une loi normale,
alors bRF (t) et ses composantes bR(t) et bI(t) suivent également une loi normale. En sup-
posant un tel filtrage passe-bande idéal avec VˇRF (f) = VRF (f), il résulte de cette opération
deux représentations équivalentes du canal de transmission à bruit additif (fig. 2.1a et 2.1b).
La moyenne du signal aléatoire bRF (t) s’exprime par
E{bRF (t)} = E{bR(t)} cos(2pif0t)− E{bI(t)} sin(2pif0t). (2.11)
Si l’on considère les composantes bR(t) et bI(t) stationnaires au premier ordre, telles que
E{bR(t)} = α et E{bI(t)} = β avec α, β ∈ R, alors le signal b(t) est lui-même stationnaire
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(a) Fitrage passe-bande en émission-réception.
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(b) Fitrage passe-bande en émission et bande équivalente de bruit.
Figure 2.1 – Représentations équivalentes du canal à bruit additif filtré.
au premier ordre si et seulement si E{bR(t)} = E{bI(t)} = 0. Dans ces conditions, le signal
bRF (t) est centré.
La fonction d’autocorrélation du signal aléatoire bRF (t) se développe de la manière sui-
vante :
ΓbRF (t, τ) = E{bRF (t)bRF (t− τ)} (2.12)
= ΓbR(t, τ) cos(2pif0t) cos(2pif0(t− τ)) (2.13)
− ΓbR,bI (t, τ) cos(2pif0t) sin(2pif0(t− τ))
− ΓbI ,bR(t, τ) sin(2pif0t) cos(2pif0(t− τ))
+ ΓbI (t, τ) sin(2pif0t) sin(2pif0(t− τ)).
En linéarisant les produits de fonctions trigonométriques, nous avons
ΓbRF (t, τ) =
1
2
ΓbR(t, τ)(cos(2pif0τ) + cos(2pif0(2t− τ))) (2.14)
− 1
2
ΓbR,bI (t, τ)(− sin(2pif0τ) + sin(2pif0(2t− τ)))
− 1
2
ΓbI ,bR(t, τ)(sin(2pif0τ) + sin(2pif0(2t− τ)))
+
1
2
ΓbI (t, τ)(cos(2pif0τ)− cos(2pif0(2t− τ))).
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En factorisant les fonctions de corrélation par les termes en sinus et cosinus, nous obtenons
ΓbRF (t, τ) =
1
2
cos(2pif0τ)(ΓbR(t, τ) + ΓbI (t, τ)) (2.15)
+
1
2
cos(2pif0(2t− τ))(ΓbR(t, τ)− ΓbI (t, τ))
+
1
2
sin(2pif0τ)(ΓbR,bI (t, τ)− ΓbI ,bR(t, τ))
+
1
2
sin(2pif0(2t− τ))(−ΓbR,bI (t, τ)− ΓbI ,bR(t, τ)).
Supposons les composantes bR(t) et bI(t) stationnaires au second ordre, telles que ΓbR(t, τ) =
ΓbR(τ) et ΓbI (t, τ) = ΓbI (τ). Si l’on souhaite également que bRF (t) soit stationnaire au second
ordre, il faut
ΓbR(τ) = ΓbI (τ), (2.16)
ΓbR,bI (τ) = −ΓbI ,bR(τ). (2.17)
Au final, la fonction d’autocorrélation du bruit réel à bande étroite bRF , supposé stationnaire
au second ordre, s’écrit
ΓbRF (τ) = ΓbR(τ) cos(2pif0τ)− ΓbI ,bR(τ) sin(2pif0τ). (2.18)
En utilisant le théorème de Wiener–Khintchine, la densité spectrale de puissance s’exprime
par
γbRF (f) =
1
2
(
γbR(f − f0) + jγbI ,bR(f − f0) + γbR(f + f0)− jγbI ,bR(f + f0)
)
. (2.19)
En rappelant l’hypothèse de bande étroite de bRF (t), nous pouvons séparer les parties positive
et négative de sa densité spectrale de puissance, de sorte que
γb+RF
(f) =
1
2
(
γbR(f − f0) + jγbI ,bR(f − f0)
)
, (2.20)
γb−RF
(f) =
1
2
(
γbR(f + f0)− jγbI ,bR(f + f0)
)
. (2.21)
Dans le cas particulier où les composantes réelle et imaginaire sont non-correlées, il reste
γbRF (f) =
1
2
(γbR(f − f0) + γbR(f + f0)) . (2.22)
2.1.2 Représentation complexe équivalente d’un bruit à bande étroite
Puisque bRF (t) est un signal réel à bande étroite, il est commode de l’exprimer à l’aide de
son enveloppe complexe :
b(t) = bR(t) + jbI(t). (2.23)
Une telle représentation équivalente en bande de base permet de caractériser le bruit indépen-
damment de la fréquence porteuse f0, en utilisant les enveloppes complexes des signaux émis
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et reçus (fig. 2.2). Dans ces conditions, d’après (1.100) et (2.3), le filtrage idéal mis en œuvre
en émission et réception est caractérisé par les réponses fréquentielles
V (f) = Vˇ (f) = Π
(
f
B
)
. (2.24)
Émetteur v vˇH Récepteur
s(t)
b(t)
r(t)
Figure 2.2 – Équivalent en bande de base du canal à bruit additif.
Si les composantes réelles et imaginaires sont stationnaires au second ordre, nous pouvons
écrire
Γb(τ) = E{b∗(t)b(t− τ)} (2.25)
= E{(bR(t)− jbI(t))(bR(t− τ) + jbI(t− τ)) (2.26)
= ΓbR(τ) + jΓbR,bI (τ)− jΓbI ,bR(τ) + ΓbI (τ). (2.27)
Nous rappelons que la stationnarité au second ordre de bRF (t) entraîne des simplifications tel
que précisé dans (2.16) et (2.17). Ainsi, nous pouvons écrire
γb(f) = 2
(
γbR(f)− jγbR,bI (f)
)
(2.28)
= 2
(
γbI (f) + jγbI ,bR(f)
)
. (2.29)
En rappelant l’hypothèse de bande étroite de bRF (t) et d’après (2.20) et (2.21), nous avons
également
γb(f) = 4γb+RF
(f + f0) (2.30)
= 4γb−RF
(f − f0). (2.31)
Ceci montre, en utilisant (2.5), que γb(f) = γb(−f). De plus, en combinant (2.5), (2.20),
(2.21), (2.30) et (2.31), nous pouvons exprimer la densité spectrale de puissance des compo-
santes en phase et en quadrature en fonction de l’enveloppe complexe du bruit :
γbR(f) = γbI (f) =
1
4
(γb(f) + γb(−f)) = 1
2
γb(f), (2.32)
γbR,bI (f) = −γbI ,bR(f) =
1
4j
(γb(−f)− γb(f)) = 0. (2.33)
Ainsi, si nRF (t) est un signal aléatoire réel gaussien centré, de densité spectrale de puissance
γnRF (f) = N0/2, alors b(t) est un signal aléatoire complexe gaussien circulaire de densité
spectrale de puissance γb(f) = 2N0 pour |f | ≤ B/2 et 0 sinon (en supposant bR(t) et bI(t)
stationnaires au second ordre). L’ensemble des densités spectrales de puissances évoquées sont
illustrées par la figure 2.3.
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f0−f0
N0
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N0
2N0
γb+RF
(f)γb−RF
(f)
γbR(f) = γbI (f)
γb(f)
Figure 2.3 – Densités spectrales de puissance d’un bruit blanc filtré à bande étroite.
2.2 Canal sélectif en temps et en fréquence
Le canal à bruit additif blanc gaussien constitue le point de départ fréquemment choisi pour
la modélisation des canaux de transmission. À l’aide de cette approche, nous considérons que
la plupart des perturbations sont liées au bruit thermique du récepteur et aux interférences
externes. Cependant, nous montrons ici les limites d’une telle approche dans le cas d’une
propagation radiomobile.
Tout d’abord, en dehors des systèmes de communication opérant à très courte distance, il
est raisonnable de supposer que le canal de transmission induit une atténuation en fonction
de la distance parcourue par le signal.
Lorsque la propagation radio intervient dans un environnement comportant des objets de
dimension comparable à la longueur d’onde du signal émis, le signal peut suivre différents
trajets de l’émetteur au récepteur. Autrement dit, une impulsion transmise donne lieu à la
réception de plusieurs impulsions, chacune étant retardée et atténuée par un facteur différent.
Ainsi, il est fréquent de modéliser la dispersion multitrajet par un filtre linéaire.
Enfin, pour de nombreuses applications, l’émetteur, le récepteur et leur environnement se
déplacent ou évoluent au cours du temps. Par conséquent, les caractéristiques de la propagation
multitrajet évoluent également au cours du temps.
Un canal de transmission radio multitrajet et évolutif est appelé canal radiomobile. Nous
nous focalisons sur ce cas particulier dans le cadre de notre étude.
2.2.1 Atténuation et fluctuations de la puissance du signal reçu
Dans un scénario de propagation radiomobile, la puissance reçue varie en fonction de la
distance qui sépare l’émetteur du récepteur. En observant ce phénomène, il est possible de
distinguer trois échelles de variations décrites ci-après (fig. 2.4).
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Figure 2.4 – Illustration des différents types d’atténuations sur canal radiomobile VHF.
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2.2.1.1 Atténuation d’espace
L’atténuation d’espace représente la décroissance moyenne de la puissance reçue due au
déplacement sur de grandes distances. Le comportement de ce type d’atténuation est généra-
lement formalisé par une relation déterministe, proportionnelle à une puissance n-ième de la
distance d entre l’émetteur et le récepteur : A(d) ∝ dn.
Dans le cas idéal d’une propagation en espace libre, en utilisant des antennes isotropes, le
facteur d’atténuation se définit comme le rapport de la puissance émise Pe sur la puissance
reçue Pr de sorte que
Ael(d) =
Pe
Pr
=
4pid2
λ2
4pi
=
(
4pifd
c
)2
(2.34)
où d représente la distance entre l’émetteur et le récepteur, c exprime la célérité de l’onde
dans le vide, f se réfère à une fréquence pure et λ = c/f . Dans le cas d’une communication
monoporteuse à bande étroite, il est fréquent d’associer la même atténuation à l’ensemble du
spectre en faisant l’approximation f ≈ f0.
Le modèle de la propagation en espace libre est pris en défaut dès lors que les ondes élec-
tromagnétiques entrent en interaction avec des objets de l’environnement de propagation (ex. :
bâtiments, végétation, relief. . . ). Une solution consiste à développer des modèles d’atténuation
empiriques. Par exemple, les mesures de champs électromagnétiques réalisées par Okumura
dans des zones urbaines et rurales ont permis à Hata de déterminer un modèle d’atténuation à
grande échelle [Okumura 1984] [Hata 1980]. Valable en zone urbaine non-vallonnée et suppo-
sant l’utilisation d’antennes isotropes, l’expression générale de l’atténuation, selon le modèle
de Hata, s’écrit
Ae[dB] = 69, 55 + 26, 16 log10(f0)− 13, 82 log10(hb)− a(hm) + [44, 9− 6, 55 log10(hb)] log10(d)
(2.35)
avec
— f0 [MHz], la fréquence porteuse telle que la bande du signal soit comprise entre 100 et
1500 MHz ;
— d [km], la distance comprise entre 1 et 20 km ;
— hb [m], la hauteur de l’antenne de la station de base comprise entre 30 et 300 m ;
— a(hm) [dB], le facteur de correction calculé en fonction de la hauteur de l’antenne du
mobile, comprise entre 1 et 10 m ;
Pour de petites villes le facteur de correction s’exprime par
a(hm)[dB] = (1, 1 log10(f0)− 0, 7)hm − (1, 56 log10(f0)− 0, 8). (2.36)
et pour de grandes villes, on utilise
a(hm)[dB] =
{
8, 29 log10(1, 54hm)
2 − 1, 1, si f0 ≤ 200 MHz,
3, 2 log10(11, 75hm)
2 − 4, 97, si f0 ≥ 400 MHz.
(2.37)
Outre la propagation en zone urbaine, le modèle de Hata peut également être utilisé pour
décrire l’atténuation dans un environnement où les constructions sont plus éparses à condi-
tion d’utiliser le coefficient de correction approprié. Suite aux travaux de Hata, de nombreux
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modèles de propagation sont apparus pour étendre les résultats obtenus à d’autres types de
terrains ou bandes de fréquence. Citons par exemple le modèle COST 231 qui décrit l’atté-
nuation d’espace, sur la base d’un étude empirique, pour f0 ≤ 2 GHz [Damosso 1999].
2.2.1.2 Fluctuations à grande échelle
L’atténuation d’espace permet de calculer la puissance moyenne reçue en fonction de la
distance. Des variations autour de cette moyenne sont observées en fonction des différents
obstacles présent dans l’environnement (ex. : végétation, constructions, relief...). Cet effet de
masque (ou ombrage) est généralement modélisé par une variable aléatoire de loi log-normale
[Fenton 1960], [Hansen 1977], [Coulson 1998]. Soit x0 la puissance moyenne locale reçue, sa
densité de probabilité s’écrit
f(x0) =
1√
2piσx0
e−
(log x0−Ae)2
2σ2 (2.38)
avec σ l’écart type de la puissance moyenne locale typiquement fixé entre 6 et 10 dB.
Dans le cadre d’un système de communication terrestre fonctionnant dans la bande UHF 1,
les fluctuations à grande échelle se manifestent sur des distances d’environ 20 mètres en ex-
térieur et environ 5 mètres en intérieur. Le terme « grande échelle » est à mettre en relation
avec la longueur d’onde utilisée puisque les effets de cette atténuation apparaissent sur une
distance proche d’une dizaine de λ.
2.2.1.3 Fluctuations à petite échelle
Dans le cadre d’une propagation à plusieurs trajets, la puissance reçue dépend de la recom-
binaison des différentes composantes de l’onde initiale. La superposition de signaux en oppo-
sition de phase introduit des phénomènes d’évanouissement qui sont généralement synonymes
de perte d’information. Des analyses empiriques montrent que ces phénomènes s’observent
à des intervalles de distances proches de λ/2, constituant une atténuation à petite échelle
[Sklar 1997a].
Tel que nous l’expliquons par la suite de ce chapitre, une modélisation statistique est
généralement utilisée pour rendre compte des fluctuations de l’atténuation à petite échelle, ou
plus généralement de la propagation à plusieurs trajets.
2.2.2 Multitrajet, mobilité et système linéaire variant dans le temps
Après avoir modélisé l’atténuation moyenne du signal en fonction de la distance qui sépare
l’émetteur du récepteur, nous nous focalisons à présent sur la modélisation des deux principales
caractéristiques du canal radiomobile, à savoir la propagation multitrajet et la mobilité.
1. Ultra High Frequency
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Multitrajet — L’onde émise peut emprunter plusieurs trajets différents pour atteindre
le récepteur. Cela est dû aux phénomènes de réflexion, diffraction et diffusion de l’onde
électromagnétique par les objets présents sur le chemin de propagation (ex. : relief,
bâtiments, végétation...). Cet effet cause une dispersion temporelle du signal.
Mobilité — L’émetteur, le récepteur et/ou leur environnement se déplacent au cours du
temps. Par conséquent, les caractéristiques du canal sont évolutives. La mobilité peut
être représentée comme une dispersion fréquentielle appelée effet Doppler.
2.2.2.1 Relation d’entrée-sortie et équivalent en bande de base
Pour la plupart des applications radiomobiles, le canal de transmission peut être représenté
par un système linéaire variant dans le temps, représenté par l’opérateur HRF agissant sur
un signal à bande étroite, interpolé et échantillonné par les filtres vRF et vˇHRF (fig. 2.5) dont
les réponses fréquentielles sont définies telles que
VRF (f) = VˇRF (f) = Π
(
f − f0
B
)
+ Π
(
f + f0
B
)
(2.39)
où B représente la bande du signal émis et f0 la fréquence centrale de la transmission. Selon
le principe de superposition, nous pourrions ajouter à ce modèle une source de bruit additif
blanc gaussien après l’opérateur HRF .
Émetteur vRF HRF vˇHRF Récepteur
sRF (t) rRF (t)
Figure 2.5 – Canal de transmission radiomobile.
Soient sRF (t) et rRF (t) les signaux respectivement émis et reçus, la relation d’entrée-sortie
du canal linéaire variant dans le temps se note sous la forme intégrale
rRF (t) = (HRF s)(t) =
∫ +∞
−∞
hRF (t, τ)sRF (t− τ) dτ. (2.40)
Lorsque la réponse impulsionnelle est indépendante du temps, cette relation d’entrée-sortie se
traduit par un produit de convolution.
Sachant que la transmission est réalisée à bande étroite, il est intéressant d’établir un
équivalent en bande de base du système linéaire variant dans le temps. Il convient toutefois
de préciser les conditions d’existence d’une telle notation équivalente. Si l’on note la fonction
caractéristique Doppler-fréquence
HRF (f, ν) =
∫
R
∫
R
hRF (t, τ)e
−j2pifte−j2piντ dtdτ (2.41)
alors, d’après [Yoo 2008], le système admet un équivalent en bande de base si{
HRF (f, ν) = 0, si |f | ≥ f0 −B/2,
(FsRF )(ν) = 0, si |ν| < f0 −B/2.
(2.42)
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Autrement dit, l’équivalent complexe en bande de base d’un canal dispersif en temps et en
fréquence, H, existe dès lors que le signal émis est à bande étroite et que l’étalement Doppler
maximal du canal de transmission est inférieur à |f0 − B/2|. Ces conditions sont presque
toujours respectées en environnement radiomobile ; nous notons ainsi s(t), r(t) et v(t) les
équivalents en bande de base des signaux sRF (t), rRF (t) et vRF (t) tels que nous les avons
définis précédemment.
Nous définissons le signal analytique de hRF (t, τ) par ha(t, τ) = (F−1f,νHa)(t, τ) avec
Ha(f, ν) =

2HRF (f, ν), si ν > 0,
HRF (f, ν), si ν = 0,
0, sinon.
(2.43)
L’enveloppe complexe de hRF (t, τ) se définit alors par
he(t, τ) = ha(t, τ)e
−j2pif0τ (2.44)
et son équivalent en bande de base se note h(t, τ) = 1/2he(t, τ). Ainsi, la relation d’entrée-
sortie du système équivalent en bande de base (fig. 2.6) peut s’écrire
r(t) = (Hs)(t) =
∫ +∞
−∞
h(t, τ)s(t− τ) dτ. (2.45)
Émetteur v H vˇH Récepteur
s(t) r(t)
Figure 2.6 – Équivalent en bande de base du canal de transmission radiomobile.
Dans toute la suite, nous nous placerons dans les conditions requises pour considérer un
système équivalent en bande de base.
2.2.2.2 Noyau et réponse impulsionnelle évolutive généralisée en bande de base
La relation entrée-sortie d’un canal de transmission en bande de base doublement dispersif
peut aussi se noter sous la forme
r(t) = (Hs)(t) =
∫ +∞
−∞
K(t, t′)s(t′) dt′. (2.46)
K(t, t′) est alors appelé noyau de H [Dunford 1988]. En pratique, K ∈ L2(R2), c’est-à-dire
L2(R2) =
{
X : R2 → C,
∫ +∞
−∞
∫ +∞
−∞
|X(t, t′)|2 dt dt′ < +∞
}
. (2.47)
En posant α une constante réelle choisie telle que −1/2 ≤ α ≤ 1/2, on définit la réponse
impulsionnelle évolutive généralisée de H par
h(α)(t, τ) = K
(
t+ τ
(
1
2
− α
)
, t− τ
(
1
2
+ α
))
(2.48)
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de sorte que
r(t) = (Hs)(t) =
∫ +∞
−∞
h(α)
(
t− τ
(
1
2
− α
)
, τ
)
s(t− τ) dτ. (2.49)
En pratique, on utilise essentiellement la réponse impulsionnelle évolutive définie par h(t, τ) =
h(1/2)(t, τ) = K(t, t− τ), de manière à pouvoir retrouver la relation d’entrée-sortie donnée par
(2.45). Toutefois, comme on le verra par la suite, il peut être utile de choisir d’autres valeurs
du paramètre α afin de retrouver des notations introduites par différents auteurs.
2.2.2.3 Fonction d’étalement généralisée
Le canal radiomobile introduisant une dispersion en temps et en fréquence, il peut être
intéressant de le caractériser dans le plan retard-Doppler [Kozek 1997b]. Nous introduisons
pour cela la fonction d’étalement généralisée du canal, notée S(α)H (f, τ) et obtenue par la
transformée de Fourier de la réponse impulsionnelle généralisée par rapport à la variable t :
S
(α)
H (f, τ) =
∫ +∞
−∞
h(α)(t, τ)e−j2pift dt. (2.50)
— En choisissant α = 0, nous obtenons une fonction d’étalement symétrique S(0)H (f, τ) =
F t{K(t+ τ/2, t− τ/2)}.
— Si l’on prend α = 1/2, on obtient une fonction d’étalement asymétrique S(1/2)H (f, τ) =
F t{K(t, t− τ)} = F t{h(t, τ)}.
— Enfin, lorsque α = −1/2, nous retrouvons la fonction d’étalement retard-Doppler in-
troduite dans [Bello 1963] S(−1/2)H (f, τ) = F t{K(t+ τ, t)}.
Quelle que soit sa polarisation, la fonction d’étalement généralisée caractérise complète-
ment le canal de transmission et peut être également considérée comme le noyau de H si la
norme L2(R2) de h est finie. On peut écrire la relation d’entrée-sortie suivante
r(t) = (Hs)(t) =
∫ +∞
−∞
∫ +∞
−∞
S
(α)
H (f, τ)U (α)f,τ s(t) df dτ. (2.51)
où U (α)f,τ s(t) = exp(j2pift) exp(−j2pifτ(1/2 − α))s(t − τ), conformément à la définition 1.26.
Cette relation permet alors d’exprimer le signal reçu en fréquence en fonction du signal trans-
mis en temps :
R(f) = (FHs)(f) =
∫ +∞
−∞
S
(α)
H (f, τ)e
−j2pifτ(1/2−α)s(t− τ) dτ. (2.52)
2.2.2.4 Symbole de Weyl généralisé
Après avoir caractérisé le canal de transmission dans le plan retard-Doppler à l’aide de
sa fonction d’étalement, une description similaire peut être effectuée dans le plan temps-
fréquence (fig. 2.7). Il s’agit de la notion de fonction de transfert évolutive, établie de manière
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intuitive pour rendre compte de la sélectivité en temps et en fréquence. Nous introduisons
ainsi le symbole de Weyl généralisé, à l’aide d’une double transformée de Fourier de la fonction
d’étalement [Kozek 1996] :
L
(α)
H (ν, t) =
∫ +∞
−∞
h(α)(t, τ)e−j2piντ dτ (2.53)
=
∫ +∞
−∞
∫ +∞
−∞
S
(α)
H (f, τ)e
−j2pi(ντ−ft) df dτ. (2.54)
— Lorsque α = 0, cette définition correspond au symbole de Weyl [Weyl 1950] L(0)H (ν, t) =
Fτ{K(t+ τ/2, t− τ/2)}.
— Pour α = 1/2, on obtient la fonction de transfert de Zadeh [Zadeh 1950] ou symbole
de Kohn–Niremberg [Kohn 1965] L(1/2)H (ν, t) = Fτ{K(t, t− τ)} = Fτ{h(t, τ)}.
— Lorsque α = −1/2, on retrouve la fonction de modulation dépendante de la fréquence
présentée dans [Bello 1963] L(−1/2)H (ν, t) = Fτ{K(t+ τ, t)}.
En notant S(ν) la transformée de Fourier du signal émis, la relation d’entrée-sortie s’ex-
prime par
r(t) = (Hs)(t) =
∫ +∞
−∞
L
(α)
H (ν, t)S(ν)e
j2piνt dν. (2.55)
2.2.2.5 Fonction caractéristique Doppler-fréquence généralisée
Il est enfin aussi possible d’exprimer le signal reçu en fonction du signal transmis dans le
domaine des fréquences. Il faut alors pour cela utiliser la fonction Doppler-fréquence généralisée
définie par :
H(α)(f, ν) = F t{L(α)H (ν, t)}(ν, f) = Fτ{S(α)H (f, τ)}(ν, f) (2.56)
=
∫ +∞
−∞
h(α)(t, τ)e−j2pi(ft+ντ) dtdτ (2.57)
de sorte que
R(ν) =
∫ +∞
−∞
H(α)(f, ν − f)S(ν − f) df. (2.58)
Les relations liant les différentes fonctions caractéristiques sont résumées par la figure 2.7.
2.2.2.6 Cas des canaux invariants dans le temps, en fréquence et parfaits
Les cas particuliers des canaux linéaires invariants dans le temps (LTI 2) et invariants
en fréquence (LFI 3) ne peuvent être décrits avec des opérateurs de L2(R2). Nous pouvons
toutefois traiter ces cas particuliers en utilisant les distributions. Les fonctions caractéristiques
du canal prennent alors des formes particulières faisant clairement apparaître les notions de
sélectivité et de dispersivité (tab. 2.1).
2. Linear Time Invariant
3. Linear Frequency Invariant
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Figure 2.7 – Fonctions caractéristiques du canal de transmission.
h(t, τ) S
(α)
H (f, τ) L
(α)
H (ν, t) H
(α)(f, ν)
LTI q(τ) q(τ)δ(f) Q(ν) Q(ν)δ(ν − f)
LFI m(t)δ(τ) M(f)δ(τ) m(t) M(f)
identité δ(t) δ(f)δ(τ) 1 δ(ν − f)
Table 2.1 – Fonctions caractéristiques d’un canal de transmission linéaire invariant en temps
(LTI) ou en fréquence (LFI) ou idéal.
Le symbole de Weyl généralisé fait apparaître les valeurs propres Q(ν) et m(t) pour les
systèmes linéaires invariants respectivement en temps et en fréquence. Cela n’est généralement
pas vrai pour les systèmes linéaires variants dans le temps.
Quant à l’étalement temps-fréquence, il est particulièrement bien illustré par la fonction
d’étalement généralisée (fig. 2.8).
Après avoir unifié les approches de Weyl, Zadeh et Bello à l’aide du paramètre de polari-
sation α, il s’avère que le choix de ce paramètre importe peu. Dans la suite, on fixera α = 1/2
et nous poserons simplement h(t, τ) = h(1/2)(t, τ), LH = L
(1/2)
H , SH = S
(1/2)
H et Uf,τ = U (1/2)f,τ
pour simplifier les notations dans la suite de ce document.
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Figure 2.8 – Support de la fonction d’étalement généralisée S(α)H pour : (a) un système LTI,
(b) un système LFI, (c) un système idéal, (d) un système doublement dispersif (LTV).
2.3 Structure propre approchée du canal sélectif en temps et
en fréquence
Nous avons modélisé le canal radiomobile comme un système linéaire variant dans le temps
et exprimé ses relations d’entrée-sortie en fonction de plusieurs représentations équivalentes
par transformée de Fourier de son noyau K(t, t′). Dans le cadre d’une transmission numérique,
il s’agit à présent de déterminer la signalisation appropriée et, si possible, optimale pour la
transmission d’information à travers un tel canal. En pratique, cette analyse vise à déterminer
les caractéristiques des signaux (analogiques) à utiliser pour mettre en forme les symboles.
Nous débutons notre étude par les cas particuliers des canaux linéaires invariants en temps
ou en fréquence et formalisons la notion de signalisation optimale en utilisant la notion de
structure propre approchée. Nous traitons ensuite le cas général des canaux linéaires variants
dans le temps en introduisant l’intérêt des modulations multiporteuses suréchantillonnées.
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2.3.1 Canal linéaire invariant en temps ou en fréquence
2.3.1.1 Canal invariant dans le temps
Dans le cas d’un canal linéaire invariant dans le temps, la relation d’entrée-sortie s’écrit
r(t) = (Hs)(t) =
∫ +∞
−∞
q(τ)s(t− τ) dτ (2.59)
ou de manière équivalente, en notant S(f),Q(f) etR(f) les transformées de Fourier respectives
de s(t), q(t) et r(t), nous avons dans le domaine fréquentiel
R(f) = Q(f)S(f). (2.60)
Nous pouvons en déduire que pour sf0(t) = ej2pif0t, f0 ∈ R
(Hsf0)(t) = Q(f0)sf0(t) = LH(f0, t)sf0(t). (2.61)
Ainsi, la structure propre d’un canal LTI est donnée par l’ensemble des signaux sf0(t) = ej2pif0t,
∀f0 ∈ R associés aux valeurs propres Q(f0) = LH(f0, t).
Par extension, la structure propre approchée est définie par l’ensemble des signaux gf0(t) =
g(t)ej2pif0t = (Mf0g)(t) associés aux valeurs propres Q(f0) = LH(f0, t), la structure étant
d’autant mieux approchée que la fonction génératrice g(t) est proche de l’unité, ou, autrement
dit, d’autant plus que le support fréquentiel de g(t) est concentré autour de la fréquence nulle.
Plus précisément, d’après [Kozek 1997b], nous pouvons montrer que si SH(f0, τ) = 0 pour
|τ | > τmax/2 et que (F tg)(f) = 0 pour |f | > /2piτmax, alors (Mf0g)(t) est une -fonction
propre approchée de H :
‖HMf0g −Q(f0)Mf0g‖ ≤ . (2.62)
2.3.1.2 Canal invariant en fréquence
Dans le cas d’un canal linéaire invariant en fréquence, la relation d’entrée-sortie s’écrit
r(t) = (Hs)(t) = m(t)s(t) (2.63)
ou de manière équivalente, en notant Q(f), M(f) et R(f) les transformées de Fourier respec-
tives de s(t), m(t) et r(t), nous avons dans le domaine fréquentiel
R(f) =
∫ +∞
−∞
M(ν)S(f − ν) dν (2.64)
Nous pouvons en dédurie que pour sτ0(t) = δ(t− τ0), τ0 ∈ R :
(Hsτ0)(t) = m(τ0)sτ0(t) = LH(ν, τ0)sτ0(t) (2.65)
Ainsi, la structure propre d’un canal LFI est donnée par l’ensemble des signaux sτ0(t) =
δ(t− τ0) associés aux valeurs propres m(τ0) = LH(ν, τ0).
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Par extension la structure propre approchée est définie par l’ensemble des signaux gτ0(t) =
g(t − τ0) = (T τ0g)(t) associés aux valeurs propres m(τ0) = LH(ν, τ0), la structure étant
d’autant mieux approchée que le support temporel de la fonction génératrice g(t) est concen-
tré autour de t = 0. Plus précisément, d’après [Kozek 1997b], nous pouvons montrer que si
SH(f, τ0) = 0 pour |f | > fmax/2 et que g(t) = 0 pour |t| > /2pifmax, alors (T τ0g)(t) est une
-fonction propre approchée de H :
‖HT τ0g −m(τ0)T τ0g‖ ≤  (2.66)
2.3.1.3 Canal linéaire variant dans le temps
Sachant que le symbole de Weyl définit la structure propre des systèmes LTI et LFI, il
est intéressant de montrer comment cette fonction approche la structure propre d’un système
LTV 4 dans un cas plus général. Dans le cas déterministe, d’après [Kozek 1997b], nous pouvons
montrer que le symbole de Weyl est une valeur propre approchée. Dans ce cas, si pour |f | >
fmax/2 et |τ | > τmax/2 on a SH(f, τ) = 0 , et |Ag(f, τ) − 1| ≤ , alors (Uf0,τ0g)(t) est une
-fonction propre approchée de H avec pour -valeur propre approchée LH(τ0, f0) :
‖HUf0,τ0g − LH(f0, τ0)Uf0,τ0g‖ ≤  (2.67)
où (Uf0,τ0g)(t) = exp(j2pif0t)g(t − τ0), conformément à la définition 1.26, et avec Ag(f0, τ0)
la fonction d’ambiguité de g définie par
Ag(f0, τ0) = 〈gˇ,Uf0,τ0g〉 =
∫ +∞
−∞
gˇ∗(t)g(t− τ0)ej2pif0t dt. (2.68)
2.3.2 Lien avec les transmissions numériques
Supposons que l’on utilise un système de transmission basé sur une paire de familles de
Weyl–Heisenberg biorthogonales : gm,n(t) = UmF0,nT0g(t) et gˇm,n(t) = UmF0,nT0 gˇ(t) avec〈
γm,n, γˇm′,n′
〉
= δm,m′δn,n′ et g(t) adaptée au canal de transmission H tel qu’on vient de le
définir. Alors, les signaux transmis à travers le canal de transmission s’écrivent sous la forme
s(t) =
∑
m,n
cm,ngm,n(t) (2.69)
avec cm,n ∈ C les symboles d’information transmis. Le signal reçu vaut alors
r(t) =Hs(t) =
∑
m,n
cm,nHgm,n(t) ≈
∑
m,n
cm,nLH(mF0, nT0)gm,n(t). (2.70)
En réception, ces symboles sont démodulés en effectuant le produit scalaire du signal reçu sur
la base {gˇm,n} et nous avons
c˜m,n = 〈gˇm,n,Hs〉 ≈ LH(mF0, nT0)cm,n (2.71)
4. Linear Time Variant
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Ce résultat faisant apparaître une version échantillonnée du symbole de Weyl apporte un
complément intéressant à la notion de structure propre approchée des canaux de transmission
radiomobile introduite dans [Kozek 1992, Kozek 1997a, Jung 2007b]. Nous montrons ainsi
qu’un choix de fonctions de modulation-démodulation adaptées à la structure du canal de
transmission permet de limiter les interférences introduites par le canal de transmission dou-
blement dispersif. Une telle adaptation sera détaillée dans le chapitre suivant à l’aide d’une
étude statistique, dans le cas d’un émetteur-récepteur multiporteuse suréchantillonné.
2.4 Simplifications et exemples de modèles radiomobiles pra-
tiques
La modélisation du canal de transmission comme un système linéaire variant dans le temps
offre un cadre d’étude général qu’il convient de préciser, voire de simplifier, en fonction des
applications à traiter. Nous considérons dans un premier temps une modélisation statistique
de l’opérateur H, en supposant la stationnarité au second ordre et la non-corrélation des dif-
fuseurs. Nous présentons ensuite un exemple de modèle de propagation isotrope dans un plan
riche en diffuseurs, représentatif de la propagation en environnement urbain ad-hoc. Au delà de
ce scénario de propagation, une grande variété de modèles spécifiques s’appuient sur le forma-
lisme développé jusqu’à présent. Citons par exemple [Bello 1973, Elnoubi 1992, Clarke 1997,
Haas 2002] pour l’environnement aéronautique, [Bohn 1996, Vigneron 2008] pour l’environne-
ment radiomobile tactique (bande VHF 5), [Yang 2010] pour les transmissions marines.
2.4.1 Modèle stationnaire au sens large avec non-corrélation des diffuseurs
Sans connaissance exacte de l’environnement de propagation, l’opérateur H est aléatoire,
ce qui revient à dire que ses différents noyaux sont des fonctions aléatoires. Dans ce contexte, il
est intéressant d’adopter une description statistique au second ordre du canal. D’une manière
générale, son comportement se compose d’une partie déterministe ainsi que d’une partie aléa-
toire. La composante déterministe est représentée par les moyennes d’ensemble des fonctions
caractéristiques du canal (ex. : EH{K(t, t′)}). La partie aléatoire est décrite par les fonctions
d’autocorrélation des fonctions caractéristiques (fig. 2.9).
Le modèle WSSUS 6 introduit dans [Bello 1963] apporte un cadre d’intérêt pratique pour
la caractérisation du canal au second ordre. Ce modèle repose sur les hypothèses de station-
narité au sens large (WSS 7) et de non-corrélation des diffuseurs (US 8). Tel que présenté dans
5. Very High Frequency
6. Wide Sense Stationary and Uncorrelated Scattering
7. Wide Sense Stationary
8. Uncorrelated Scattering
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Figure 2.9 – Fonctions de corrélation associées à un canal de transmission.
[Roque 2010], les fonctions de corrélation s’écrivent
Γh(t1, t2; τ1, τ2) = E{h∗(t1, τ1)h(t2, τ2)} = Ch(t1 − t2, τ1)δ(τ1 − τ2), (2.72)
ΓL(ν1, ν2; t1, t2) = E{L∗H(ν1, t1)LH(ν2, t2)} = CL(ν1 − ν2, t1 − t2), (2.73)
ΓS(f1, f2; τ1, τ2) = E{S∗H(f1, τ1)SH(f2, τ2)} = CS(f1, τ1)δ(τ1 − τ2)δ(f1 − f2), (2.74)
ΓH(f1, f2; ν1, ν2) = E{H∗(f1, ν1)H(f2, ν2)} = CH(f1, ν1 − ν2)δ(f1 − f2) (2.75)
avec
Ch(t, τ) =
∫ +∞
−∞
CL(ν, t)e
j2piντ dν, (2.76)
CS(f, τ) =
∫ +∞
−∞
∫ +∞
−∞
CL(ν, t)e
j2pi(ντ−ft) dν dt, (2.77)
CH(f, ν) =
∫ +∞
−∞
CL(ν, t)e
−j2pift dt. (2.78)
La fonction CS(f, τ) est appelée fonction de diffusion, il s’agit d’une description statistique
fréquemment utilisée qui caractérise complètement le canal WSSUS au second ordre. Nous
pouvons montrer qu’une caractérisation équivalente peut être effectuée à l’aide de la fonction
de corrélation fréquence-temps CL(ν, t). Parmi les fonctions définies ci-dessus, plusieurs cas
particuliers sont fréquemment étudiés ; ils sont reliés deux à deux par des transformées de
Fourier [Sklar 1997a] :
— C(τ) = Ch(0, τ) représente le profil d’intensité multitrajet, il mesure la dispersion
temporelle moyenne du canal ;
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— C(f) = CH(f, 0) représente le spectre Doppler d’un signal, il mesure la dispersion
fréquentielle moyenne du canal ;
— Γ(∆ν) = CL(∆ν, 0) est la fonction de corrélation fréquentielle qui mesure la ressem-
blance de deux fréquences pures espacées de ∆ν ;
— Γ(∆t) = CL(0,∆t) est la fonction de corrélation temporelle qui mesure la ressemblance
entre deux signaux identiques transmis à un intervalle de temps ∆t.
Puisque les fonctions C(τ), Γ(∆ν) et C(f), Γ(∆t) sont respectivement liées entre elles par
transformée de Fourier, elles sont dites duales.
La fonction de corrélation fréquentielle permet de définir la notion de bande de cohérence,
notée (∆ν)c. Il s’agit d’une bande de fréquence à l’intérieur de laquelle toutes les composantes
spectrales sont corrélées. En première approximation, les relations entre C(τ) et Γ(∆ν) nous
permettent d’écrire
(∆ν)c ≈ 1
τmax
(2.79)
où τmax représente la dispersion temporelle maximale du canal de transmission.
La fonction de corrélation temporelle, permet de définir la notion de temps de cohérence,
notée (∆t)c. Il s’agit d’un intervalle de temps pendant lequel la réponse du canal est quasiment
constante. Intuitivement, les relations entre C(f) et Γ(∆t) nous permettent d’écrire
(∆t)c ≈ 1
fd
(2.80)
où fd représente la dispersion fréquentielle maximale du canal de transmission.
Un canal de transmission est dit sélectif en fréquence si la bande utilisée pour la trans-
mission est supérieure à la bande de cohérence. Il est dit sélectif en temps si la durée symbole
est supérieure au temps de cohérence [Sklar 1997b]. Les notions de bande de cohérence et de
temps de cohérence sont à rapprocher de la notion de structure propre approchée d’un canal
de transmission. Les relations (2.79) et (2.80) sont formulées de manières différentes selon
les auteurs [Sklar 1997a] en fonction des applications visées. Elles reflètent une connaissance
statistique partielle du canal de transmission en s’appuyant exclusivement sur les valeurs d’éta-
lement maximales en temps et en fréquence, sans présumer de la distribution du délai et de
l’écart Doppler.
2.4.2 Propagation isotrope dans un plan dense en diffuseurs
Considérons deux mobiles, équipés d’antennes basses, évoluant dans un environnement
urbain et communiquant, à bande étroite, dans la gamme VHF/UHF. Dans un tel environne-
ment de propagation, une vue directe entre l’émetteur et le récepteur est peu probable et la
connaissance du terrain dans lequel ils évoluent est généralement limitée. Ainsi, nous suppo-
sons un canal de transmission aléatoire WSSUS dont la réponse impulsionnelle est composée
de I trajets discrets, différemment atténués et retardés. Une telle approximation est généra-
lement justifiée par des campagnes de mesures réalisées sur le terrain. D’après (2.48) et en
60 Chapitre 2. Modélisation des canaux de transmission radiomobiles
supposant un canal sans bruit, la relation d’entrée-sortie équivalente en bande de base s’écrit
r(t) =
I∑
i=1
αi(t)s(t− τi) (2.81)
avec αi(t) le gain complexe associé au i-ème trajet de retard τi. Remarquons que le nombre
de trajets ainsi que leurs retards respectifs sont choisis invariants dans le temps.
2.4.2.1 Distribution des amplitudes complexes αi(t)
Dans un environnement urbain, nous supposons que l’émetteur et le récepteur évoluent
à proximité de diffuseurs, c’est-à-dire d’objets se comportant comme tels compte tenu de la
bande de fréquence utilisée. Nous rappelons que le phénomène de diffusion se manifeste lorsque
l’onde électromagnétique entre en contact avec des éléments de taille comparable à la longueur
d’onde du signal émis. Nous schématisons les zones de diffusion autour de l’émetteur et du
récepteur par des cercles, chacune comportant respectivement N1 et N2 diffuseurs (fig. 2.10a).
L’aire des zones de diffusion est supposée suffisamment petite pour négliger le délai introduit
par une propagation à l’intérieur de chacune d’elles. Dans ces conditions, en utilisant des
antennes omni-directionnelles et en approximant la propagation dans un plan, le coefficient
complexe associé au i-ème trajet s’écrit
αi(t) =
N1∑
n1=1
ρ
(1)
i,n1
(t)e
j
(
ω
(1)
i,n1
(t)+φ
(1)
i,n1
(t)
)
·
N2∑
n2=1
ρ
(2)
i,n2
(t)e
j
(
ω
(2)
i,n2
(t)+φ
(2)
i,n2
(t)
)
(2.82)
où
— ρ(1)i,n1(t) et ρ
(2)
i,n2
(t) sont les gains réels des diffuseurs n1 et n2, respectivement à proximité
de l’émetteur et du récepteur.
— ω(1)i,n1(t) et ω
(2)
i,n2
(t) sont les termes de déplacement fréquentiel introduits par effet Dop-
pler en raison du déplacement de l’émetteur et du récepteur. Nous pouvons écrire
ω
(1)
n1 (t) = 2pif1t cosβ
(1)
n1 où f1 est le décalage Doppler maximal introduit par le déplace-
ment de l’émetteur, β(1)i,n1 est l’angle de départ du n1-ème rayon par rapport au vecteur
vitesse v1. Un développement similaire peut être réalisé pour le terme ω
(2)
i,n2
(t).
— φ(1)i,n1(t) et φ
(2)
i,n2
(t) sont des termes de phase qui dépendent de la fréquence centrale f0,
des délais de propagation dans les zones de diffusion et des interactions entre l’onde et
la matière.
Sans connaissance parfaite du terrain, nous modélisons les termes de phase φ(1)i,n1(t) et φ
(2)
i,n2
(t)
comme des signaux aléatoires indépendants, uniformément distribués sur l’intervalle [0; 2pi[.
Cette hypothèse reste réaliste dans un environnement riche en diffuseurs (N1, N2 →∞) et si les
phases φ(1)i,n1(t) et φ
(2)
i,n2
(t) évoluent beaucoup pour un faible incrément de temps [Clarke 1968].
Puisque les amplitudes ρ(1)i,n1(t) et ρ
(2)
i,n2
(t) sont indépendantes, le théorème de la limite centrale
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nous permet d’écrire
αi(t) = α
(1)
i (t)α
(2)
i (t) (2.83)
où α(1)i (t) et α
(2)
i (t) sont deux processus stochastiques gaussiens, centrés, caractérisés par leurs
écarts types respectifs σ(1)αi et σ
(2)
αi . Ce modèle, est appelé double-Rayleigh fading en raison de
la distribution des modules |α(1)i (t)| et |α(2)i (t)|. La densité de probabilité correspondante peut
s’écrire
f(|αi(t)|) = |αi(t)|(
σ
(1)
αi
)2 (
σ
(2)
αi
)2K0
(
|αi(t)|
σ
(1)
αi σ
(2)
αi
)
(2.84)
où K0(·) est la fonction de Bessel modifiée de la deuxième espèce et d’ordre zéro. La phase
arg{αi(t)} reste un signal stochastique uniforme sur l’intervalle [0; 2pi[, indépendant du mo-
dule [Patel 2005, Kovacs 2002]. Dans le cadre d’un scénario de relayage de type amplify and
forward à plusieurs bonds, ce type de modèle est généralisé de sorte que αi(t) s’écrit comme
un produit de plusieurs signaux aléatoires et le modèle est alors qualifié de multiple-Rayleigh
fading [Andersen 2002].
Une simplification de ce modèle a déjà présenté plusieurs années auparavant avec les hypo-
thèses ρ(1)i,n1(t) = ρ
(2)
i,n2
(t) = 1 et n1 = n2 [Akki 1986]. Un tel scénario repose sur l’approximation
d’un unique rayon incident par diffuseur dans la zone de diffusion à proximité du récepteur
(fig. 2.10b). Il en résulte un modèle de single-Rayleigh fading dont la complexité de simulation
reste beaucoup plus abordable.
Si l’émetteur est immobile et que son environnement proche ne comporte pas de diffu-
seurs (fig. 2.10c), nous retrouvons le modèle défini dans [Clarke 1968] et couramment utilisé
pour rendre compte de la propagation dans les réseaux cellulaires, où la station de base est
généralement située sur un point haut.
2.4.2.2 Caractérisation du spectre Doppler
Considérons dans un premier temps un déplacement du récepteur sur une petite distance
ξ le long d’un axe x (fig. 2.11). Soit φ(2)i,n2(t) la phase initiale au point x1 du rayon issu du
n2-ème diffuseur. En supposant une vitesse constante v2 et en notant ∆t = ξ/v2, le récepteur
atteint x2 au temps t+ ∆t et le terme de phase correspondant s’écrit
φ
(2)
i,n2
(t+ ∆t) = φ
(2)
i,n2
(t) + 2pif2∆t cosβ
(2)′
i,n2
. (2.85)
Au niveau de l’émetteur, le même scénario de déplacement donne un résultat similaire en
terme de déphasage par rapport à l’écart Doppler maximal f1 et l’angle de départ β
(1)′
i,n1
.
L’hypothèse de stationnarité au second ordre permet d’écrire une fonction de corrélation
des coefficients αi(t) indépendante du temps :
Γi(∆t) = E
{(
α
(1)
i (t)
)∗
α
(1)
i (t+ ∆t)
}
E
{(
α
(2)
i (t)
)∗
α
(2)
i (t+ ∆t)
}
. (2.86)
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Figure 2.10 – Émetteur et récepteur dans un environnement riche en diffuseurs.
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Figure 2.11 – Déplacement du récepteur sur une distance ξ.
2.4. Simplifications et exemples de modèles radiomobiles pratiques 63
Une diffusion confinée dans une zone proche des mobiles et un petit déplacement ξ dans cette
zone justifie des amplitudes invariantes sur l’intervalle de temps ∆t, tel que
ρ
(1)
i,n1
(t+ ∆t) ≈ ρ(1)i,n1(t) (2.87)
ρ
(2)
i,n2
(t+ ∆t) ≈ ρ(2)i,n2(t). (2.88)
En rappelant l’indépendance des termes de phase, nous pouvons écrire
Γi(∆t) =
(
4σ
(1)
αi σ
(2)
αi
)2
N1N2
N1∑
n1=1
E
{
e
j2pif1∆t cosβ
(1)′
i,n1
} N2∑
n2=1
E
{
e
j2pif2∆t cosβ
(2)′
i,n2
}
. (2.89)
Tel qu’il est expliqué dans [Patel 2006], un grand nombre de diffuseurs et l’utilisation d’an-
tennes omni-directionnelles justifie la relation
Γi(∆t) =
(
4σ
(1)
αi σ
(2)
αi
)2
4pi2
∫ pi
−pi
ej2pif1∆t cosβ
(1)′
i dβ
(1)′
i
∫ pi
−pi
ej2pif2∆t cosβ
(2)′
i dβ
(2)′
i (2.90)
=
(
4σ(1)αi σ
(2)
αi
)2
J0(2pif1∆t)J0(2pif2∆t) (2.91)
où J0(·) représente la fonction de Bessel de la première espèce, d’ordre zéro. La transformée de
Fourier de Γi(∆t) permet d’exprimer le spectre Doppler qui décrit la distribution du décalage
fréquentiel introduit par le déplacement de l’émetteur et du récepteur et qui se note
C(f) =
(
4σ
(1)
αi σ
(2)
αi
)2
pi2
√
f1f2
K
(√
(f1 + f2)2 − f2
4f1f2
)
(2.92)
avec K(·) l’intégrale elliptique complète de la première espèce. Notons que C(f) présente des
valeurs infinies pour |f | = f1 − f2 (fig. 2.12).
Du point de vue des caractéristiques des évanouissements, un scénario de transmission
mobile-vers-mobile dans un environnement urbain, sans visibilité directe entre l’émetteur et
le récepteur constitue un cas particulier plus contraignant que la configuration base-vers-
mobile puisque le signal aléatoire αi(t) résulte du produit de deux signaux aléatoires gaussiens
indépendants. Du point de vue du décalage Doppler, le scénario mobile-vers-mobile introduit
plus de degrés de liberté que le cas base-vers-mobile. Par exemple, si les deux stations se
déplacent à la même vitesse, leur vitesse relative peut être nulle, impliquant un décalage
Doppler nul.
Exemple 2.1 (Modèle COST 207 TUx6)
Le groupe de standardisation COST 207 a établi plusieurs modèles de canaux aléatoires WSSUS,
principalement motivés par le développement des applications de téléphonie mobile [Failli 1988].
Le domaine d’application de ces modèles concerne principalement la gamme de fréquence UHF
et la configuration base-vers-mobile ( single-Rayleigh fading avec spectre Doppler en “U“). No-
tons que ce modèle constitue un cas particulier du modèle mobile-vers-mobile que nous avons
développé précédemment. Nous supposons ici que seul l’émetteur ou le récepteur se déplace et
que seule l’une des deux parties est située dans une zone riche en diffuseurs.
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Figure 2.12 – Comparaison du spectre Doppler dans un scénario de transmission mobile-
vers-mobile avec f1/f2 ∈ {1, 2}.
Nous présentons ici le modèle Typical Urbain (TU) à six trajets dont les retards et les
gains moyens sont donnés dans le tableau 2.2.
Trajet i Retard τi [µ s] Gain moyen Gi [dB]
1 0 -3
2 0,2 0
3 0,5 -2
4 1,6 -6
5 2,3 -8
6 5 -10
Table 2.2 – Description du profil d’intensité multitrajet du modèle TUx6.
Le modèle TUx6 fait intervenir deux types de spectre Doppler (fig. 2.13). Le premier est
un spectre de Jakes qui affecte les deux premiers trajets et qui se définit par
C{1,2}(f) =
1
pifd
√
1− (f/fd)2
χ]−fd;fd[(f) (2.93)
avec fd le décalage Doppler maximal. Les quatre derniers trajets utilisent un spectre Doppler
bi-gaussien défini par :
C{3,4,5,6}(f) =
1
G1 +G2
[
G1√
2piσ21
e
− (f−f1)
2σ21 +
G2√
2piσ22
e
− (f−f2)
2σ22
]
χ]−fd;fd[(f) (2.94)
où les couples f1, f2 et σ21, σ
2
2 représentent respectivement les fréquences centrales et les va-
riances associées au décalage Doppler. Les gains G1 et G2 permettent de configurer la puissance
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renvoyée par les diffuseurs Doppler. Le tableau 2.3 résume les paramètres des spectres Doppler
bi-gaussiens associés aux trajets 3 à 6.
Trajet Paramètres
3 f1 = −0, 8fd, f2 = 0, 4fd, σ21 = 0, 05, σ22 = 0, 1, G1 = 0, 1253, G2 = 0, 0251
4 f1 = −0, 8fd, f2 = 0, 4fd, σ21 = 0, 05, σ22 = 0, 1, G1 = 0, 1253, G2 = 0, 0251
5 f1 = 0, 7fd, f2 = −0, 4fd, σ21 = 0, 1, σ22 = 0, 15, G1 = 0, 1253, G2 = 0, 0079
6 f1 = 0, 7fd, f2 = −0, 4fd, σ21 = 0, 1, σ22 = 0, 15, G1 = 0, 1253, G2 = 0, 0079
Table 2.3 – Paramètres des spectres Doppler bi-gaussiens associés aux trajets 3 à 6 du modèle
TUx6.
En associant le profil d’intensité multitrajet aux spectres Doppler, nous pouvons caractériser
la canal WSSUS au second ordre à l’aide de sa fonction de diffusion
CS(f, τ) =
6∑
l=1
Cl(f)Glδ(τ − τl). (2.95)
Nous distinguons par la suite deux scénarios de mobilité différents. En fonction de la fréquence
porteuse f0 choisie, les vitesses maximales des mobiles donnent lieu à deux décalages Doppler
maximum, choisis tel que f (1)d = 1, 67 Hz et f
(2)
d = 194 Hz (fig. 2.14).
Supposons une transmission à bande étroite, de largeur B = 8 MHz, de 8192 symboles de
modulation 9. Cette opération de limitation de bande peut être prise en compte dans le modèle
de canal, nous obtenons ainsi une réponse impulsionnelle évolutive interpolée (fig. 2.15).
D’après les notions de bande de cohérence et temps de cohérence telles que nous les avons
définies plus haut, le canal TUx6 est sélectif en fréquence mais pas en temps dans le cadre du
scénario de faible mobilité. En revanche, il est à la fois sélectif en temps et en fréquence pour
le scénario de forte mobilité. La sélectivité du canal est illustrée par les réponses fréquentielles
évolutives (fig. 2.15).
9. Dans le contexte présenté ici, nous pouvons approximer la rapidité de modulation à B.
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(a) Spectre Doppler des trajets 1 et 2.
−1 0 1
Décalage Doppler [Hz]
D
en
si
té
de
pu
is
sa
nc
e
(b) Spectre Doppler des trajets 3 et 4.
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(c) Spectre Doppler des trajets 5 et 6.
Figure 2.13 – Estimation des spectres Doppler du canal TUx6 pour fd = 1, 667 Hz.
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(a) Faible mobilité avec f (1)d = 1, 67 Hz.
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(b) Forte mobilité avec fd = 194 Hz.
Figure 2.14 – Fonctions de diffusion pour différentes valeurs de fd.
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(b) Forte mobilité avec f (2)d = 194 Hz.
Figure 2.15 – Réponses impulsionnelles en cascade du canal TUx6 à bande limitée.
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(a) Faible mobilité avec f (1)d = 1, 67 Hz.
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(b) Forte mobilité avec f (2)d = 194 Hz.
Figure 2.16 – Réponses fréquentielles en cascade du canal TUx6 à bande limitée.
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2.5 Canal discret équivalent
La simulation de chaînes de transmission requiert l’élaboration de modèles de canaux
formulés à temps discret. Nous nous intéressons ici aux canaux radiomobiles WSSUS à trajets
discrets. La formulation d’une relation d’entrée-sortie à temps discret repose sur la notion de
filtrage anti-repliement. Ainsi, nous considérons une bande B allouée pour la transmission et
centrée autours d’une fréquence f0, de telle sorte que la transmission soit à bande étroite. Cette
dernière hypothèse, nous permet de raisonner à l’aide de l’enveloppe complexe des signaux.
2.5.1 Canal discret équivalent à bruit additif blanc gaussien
Tel que nous l’avons défini au début de ce chapitre (p. 44), b(t) est un signal aléatoire
circulaire gaussien centré, blanc dans la bande B et stationnaire au second ordre. Sa fonction
de corrélation s’écrit
Γb(τ) = E{b∗(t)b(t− τ)} = 2N0Bsinc(Bτ). (2.96)
où 2N0 représente la densité spectrale de puissance bilatérale du bruit complexe dans la bande
[−B/2;B/2]. En posant alors b[k] = √1/B b(k/B), conformément à la notation définie par
(1.36), on obtient donc que
Γb[l] = E{b∗[k]b[k − l]} = 1/B Γb(l/B) = 2N0δl,0, (2.97)
ce qui signifie que les échantillons de bruit demeurent non-corrélés, avec une variance notée
σ2b = Γb[0] = 2N0. Rappelons par ailleurs que l’hypothèse de bande limitée nous permet de
reconstruire le signal de bruit b(t) comme une somme infinie d’échantillons [Whittaker 1915,
Shannon 1949] et nous avons
b(t) =
∑
l∈Z
b(l/B)sinc(Bt− l) =
√
B
∑
l∈Z
b[l]sinc(Bt− l). (2.98)
2.5.2 Canal discret équivalent sélectif en temps et en fréquence
Soit un canal de transmission multitrajet variant dans le temps, supposé stationnaire au
second ordre avec des diffuseurs non-corrélés et caractérisé par sa réponse impulsionnelle
h(t, τ) =
I∑
i=1
αi(t)δ(τ − τi) (2.99)
avec
E{αi(t)∗αi′(t− τ)} = Γi(τ)δi,i′ . (2.100)
Sachant que la transmission occupe une bande B, nous pouvons exprimer s(t) en fonction de
ses échantillons à l’aide de la formule d’interpolation de Whittaker–Shannon
s(t) =
∑
l∈Z
s(l/B)sinc (Bt− l) . (2.101)
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Ainsi, le signal s(t) retardé d’un délai τ s’exprime par
s(t− τ) =
∑
l∈Z
s(l/B)sinc (Bt−Bτ − l) . (2.102)
En posant t = k/B, nous avons
s(k/B − τ) =
∑
l∈Z
s(l/B)sinc (k −Bτ − l) (2.103)
=
∑
l∈Z
s((k − l)/B)sinc (Bτ − l) . (2.104)
D’après la relation d’entrée-sortie, nous pouvons exprimer le signal reçu échantillonné
r(k/B) =
∫
R
h(k/B, τ)s(k/B − τ) dτ (2.105)
=
∫
R
h(k/B, τ)
∑
l∈Z
s((k − l)/B)sinc (Bτ − l) dτ (2.106)
=
√
1/B
∑
l∈Z
α˜l(k/B)s((k − l)/B) (2.107)
avec
α˜l(k/B) =
√
B
∫
R
h(k/B, τ)sinc (Bτ − l) dτ. (2.108)
Si la réponse impulsionnelle évolutive comporte I trajets discrets, à retards invariants, nous
obtenons la simplification
α˜l(k/B) =
√
B
∫
R
I∑
i=1
αi(k/B)δ(τ − τi)sinc (Bτ − l) dτ (2.109)
=
√
B
I∑
i=1
αi(k/B)sinc (Bτi − l) . (2.110)
d’où
r(k/B) =
√
1/B
∑
l∈Z
s((k − l)/B)α˜l(k/B). (2.111)
En notant r[k] =
√
1/B r(k/B), α˜l[k] =
√
1/B α˜l(k/B) et s[k− l] =
√
1/B s((k− l)/B), nous
obtenons finalement
r[k] =
∑
l∈Z
α˜l[k]s[k − l]. (2.112)
Bien que le modèle de canal initial (à bande infinie) comporte une réponse impulsionnelle
évolutive à I trajets discrets représentés par les coefficients αl[k], nous remarquons que la
relation d’entrée-sortie discrète fait intervenir une infinité de coefficients complexes α˜l[k] en
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raison du filtrage anti-repliement. En pratique, la séquence {α˜l[k]}k∈Z est tronquée à L coeffi-
cients lorsque {α˜l[k]}l>L ≈ 0 [Iskander 2008]. Par ailleurs, l’opération de filtrage introduit de
la corrélation entre les coefficients et nous avons, d’après (2.100)
E{α˜∗l [k]α˜l′ [k′]} = Ωl,l′ [k − k′] (2.113)
avec
Ωl,l′ [k − k′] =
I∑
i=1
sinc(Bτi − l)sinc(Bτi − l′)Γi((k − k′)/B). (2.114)
Cependant, si B  1/mini{τi+1 − τi}, nous pouvons considérer la corrélation comme étant
négligeable pour les coefficients α˜l[k].
Synthèse du chapitre
Nous considérons dans un premier temps un système de transmission, à bande étroite, sur
onde porteuse avec un canal à bruit blanc additif. En s’appuyant sur des considérations phy-
siques, nous montrons que le signal transmis à travers un canal radiomobile est non seulement
soumis à un bruit additif, mais aussi à des atténuations dépendant du temps et de la fréquence.
Ceci nous amène à déterminer une structure propre approchée du canal de transmission en
faisant l’hypothèse qu’il peut être modélisé comme un système linéaire évolutif. Sans connais-
sance parfaite de l’environnement de propagation, un tel système revêt un caractère aléatoire.
Pour simplifier son analyse, nous supposons que celui-ci est stationnaire au sens large et que
les diffuseurs sont non corrélés. Enfin, dans le but de simuler le comportement de tels canaux,
nous définissons leur équivalent à temps discret.
Ce chapitre précise donc la manière dont les perturbations introduites par un canal ra-
diomobile peuvent être représentées en bande de base à temps continu ou à temps discret.
Nous obtenons ainsi le formalisme utilisé dans la suite de ce document. Nous proposons dans
ce contexte un modèle de canal mobile-vers-mobile, en supposant un environnement riche en
diffuseurs au niveau de l’émetteur et du récepteur, publié dans [Roque 2012b]. Un tel dévelop-
pement généralise les modèles traditionnellement utilisés par les applications cellulaires (ex. :
modèle de Clarke) et permet de rendre compte de la propagation dans les réseaux mobiles
ad-hoc. Un autre résultat de cette étude découle l’analyse de la structure propre approchée
des canaux radiomobiles. Nous montrons en effet que les valeurs propres approchées de tels
canaux sont les échantillons en temps et en fréquence du symbole de Weyl et que les fonctions
propres associées sont des familles de Weyl–Heisenberg aux caractéristiques temps-fréquence
bien choisies. Une telle structure propre approchée peut être mise en œuvre à l’aide d’un
système multiporteuse.

Chapitre 3
Émetteur-récepteur multiporteuse
BFDM/QAM
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Les canaux de transmission radiomobiles peuvent être généralement considérés comme des
systèmes linéaires variant dans le temps. Par conséquent, ils admettent une structure propre
approchée, tel qu’évoqué au cours du chapitre précédent (partie 2.3, page 54). Cela signifie qu’il
existe un système de transmission capable de transformer le canal radiomobile en un système
linéaire quasi-diagonal qui admet, la plupart du temps, un système inverse (ou pseudo-inverse)
facilement calculable.
Dans le cas radiomobile, une fonction prototype de mise en forme translatée en temps et
en fréquence peut constituer une fonction propre approchée du canal. Ainsi, les émetteurs-
récepteurs multiporteuses semblent répondre à la problématique soulevée. En particulier, nous
restreignons notre étude aux systèmes de multiplexage biorthogonal en fréquence, sur modu-
lation d’amplitude en quadrature (BFDM 1/QAM). Ces derniers permettent la reconstruc-
tion parfaite des symboles émis en présence d’un canal idéal. De plus l’utilisation de réseaux
temps-fréquence à densité sous-critique permet de spécifier des impulsions de mise en forme
non-rectangulaires, potentiellement adaptées aux caractéristiques du canal, tout en conservant
1. Biorthogonal Frequency Division Multiplexing
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un bonne efficacité spectrale par rapport aux systèmes à multiplexage fréquentiel plus géné-
raux. Notons qu’il existe des systèmes de transmission multiporteuses non-biorthogonaux
qui ne garantissent pas la reconstruction parfaite des symboles émis en présence d’un canal
idéal. Nous excluons également les schémas de transmission multiporteuses basés sur la mo-
dulation d’amplitude en quadrature décalée (OQAM 2) dont les stratégies de mise en forme et
d’égalisation diffèrent de celles présentées ici.
Au cours de ce chapitre, nous présentons dans un premier temps la structure générale d’un
émetteur-récepteur multiporteuse de type BFDM/QAM. En considérant un canal radiomobile,
nous exprimons ses relations d’entrée-sortie en mettant en évidence les termes de signal utile,
bruit et interférence. Dans ce contexte, nous proposons de maximiser la puissance moyenne
du signal utile et de minimiser celle de l’interférence et du bruit. Enfin, nous développons un
équivalent à temps discret de la chaîne de transmission multiporteuse. Le chapitre se termine
par la discrétisation du système de transmission multiporteuses. Nous pouvons alors introduire
la notion de suréchantillonnage du système que nous relions à la densité du réseau temps-
fréquence définie dans le cas continu. Afin d’aboutir à un système réalisable, nous présentons
les conditions de recontruction parfaite dans le cas d’un émetteur-récepteur multiporteuses
causal.
3.1 Structure de l’émetteur-récepteur multiporteuse
L’émetteur multiporteuse a pour but de répartir l’information en temps et en fréquence.
Cette technique de transmission permet d’isoler des zones du plan temps-fréquence affec-
tées différemment par le canal radiomobile. Cela est notamment utile dans le cas de l’allo-
cation dynamique de puissance [Krongold 2000], du choix du nombre de bits par symbole
[Wyglinski 2005], ou de la configuration du codeur correcteur d’erreurs [Le Floch 1995].
Nous présentons ici une chaîne de transmission multiporteuse équivalente en bande de
base, incluant un canal doublement dispersif bruité. Nous exprimons notamment le rapport
signal sur bruit plus interférence pour chaque sous-porteuse, sans détailler les techniques de
traitement différencié de l’information en fonction du canal doublement dispersif.
3.1.1 Émetteur BFDM/QAM
Soit une source d’information binaire qui délivre des mots de nb bits. À chaque mot est
associé un nombre complexe cm,n ∈ Cnb , appelé symbole avec (m,n) ∈ I et I ⊂ Z2. L’ensemble
Cnb constitue une constellation, définie telle que Card{Cnb} = 2nb (ex. : modulation d’ampli-
tude en quadrature à 2nb états). En supposant un procédé de codage approprié, les symboles
sont considérés comme indépendants et identiquement distribués.
Afin de répartir les symboles en temps et en fréquence, nous utilisons un réseau à deux
2. Offset Quadrature Amplitude Modulation
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dimensions défini par
Λ =
{
G
(
m n
)T
, (m,n) ∈ I
}
. (3.1)
avec
G =
(
F0 0
0 T0
)
(3.2)
où T0 et F0 représentent respectivement l’espacement temporel et fréquentiel minimal dans le
plan temps-fréquence. Le réseau temps-fréquence ainsi obtenu a un structure rectangulaire et
sa densité s’exprime par ρ(Λ) = 1/|det(G)| = 1/F0T0. Notons qu’une telle structure rectangu-
laire est fixée par commodité et qu’il reste possible d’utiliser d’autres motifs [Strohmer 2003].
Dans tous les cas, le système de transmission est dit
— à densité sous-critique si ρ(Λ) < 1 ;
— à densité critique si ρ(Λ) = 1 ;
— à densité sur-critique si ρ(Λ) > 1.
Considérons une fonction g(t) ∈ L2(R), appelée fonction prototype d’émission. La famille
{(UmF0,nT0g)(t)}(mF0,nT0)∈Λ constitue une famille de Weyl–Heisenberg qui permet de définir
la famille {gm,n(t)}(m,n)∈I par
gm,n(t) = (UmF0,nT0g)(t)ejφm,n (3.3)
= g(t− nT0)ej2pimF0tejφm,n . (3.4)
où φm,n est un terme de déphasage quelconque.
Le signal en sortie de l’émetteur multiporteuse s’écrit alors
s(t) =
∑
(m,n)∈I
cm,ngm,n(t). (3.5)
En pratique, m et n représentent respectivement l’indice de sous-porteuse et l’indice de bloc.
Les constantes F0 et T0 définissent quant à elles l’espacement élémentaire entre sous-porteuses
et l’espacement élémentaire entre blocs. De manière équivalente, en notant I = I1 × I2, le
signal émis s’écrit
s(t) =
∑
m∈I1
sm(t)e
j2pimF0t (3.6)
avec le signal transmis sur la voie m défini par sm(t) = (cm ∗ g)(t), en notant
cm(t) =
∑
n∈I2
cm,ne
jφm,nδ(t− nT0). (3.7)
Une telle écriture présente l’avantage de faire apparaître une opération de filtrage et met en
évidence le schéma de réalisation de l’émetteur (fig. 3.1).
La théorie des familles de Weyl–Heisenberg montre que la reconstruction parfaite des
symboles émis est possible pour des systèmes à densité critique ou sous-critique [Kozek 1998,
Feichtinger 1998, Strohmer 2001]. À densité critique, le théorème de Balian–Low stipule que
le produit des moments du second ordre en temps et en fréquence de la fonction prototype g
est infini. Or, notre analyse de la structure propre du canal radiomobile souligne l’intérêt de
maîtriser les caractéristiques temps-fréquence des impulsions prototypes. De telles impulsions
peuvent être utilisées dans un système à densité sous-critique, au prix d’une diminution de
l’efficacité spectrale.
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Figure 3.1 – Émetteur multiporteuse à temps continu avec I = {0, . . . ,M − 1} × Z.
3.1.2 Récepteur BFDM/QAM
Dans le cas d’un canal de transmission idéal, sans bruit, les symboles cm,n peuvent être re-
construits parfaitement lorsque la famille {gm,n}(m,n)∈I constitue une base de Riesz de l’espace
qu’elle génère. Dans ce cas, la base duale, notée {gˇp,q}(p,q)∈I est telle que, ∀(p, q) ∈ I = I1×I2,
nous avons
gˇp,q(t) = gˇ(t− qT0)ej2pipF0tejφp,q . (3.8)
Les symboles estimés s’écrivent alors comme la projection du signal reçu r(t) = s(t) sur les
éléments de cette base :
c˜p,q = 〈gˇp,q, r〉 =
∑
(m,n)∈I
cm,n 〈gˇp,q, gm,n〉 . (3.9)
La reconstruction parfaite est donc assurée si 〈gˇp,q, gm,n〉 = δm,pδn,q, ∀(m,n), (n, q) ∈ I. Dans
ces conditions, le système de transmission est dit biorthogonal, cela implique que ρ(Λ) =
1/F0T0 ≤ 1. Dans le cas où gˇ = g, le système de transmission est dit orthogonal. On notera
que le choix des termes de déphasage φm,n à l’émission et à la réception est sans conséquence
sur les conditions de biorthogonalité du système. De plus, ces termes de déphasage ne modifient
pas non plus les moments temporels et fréquentiels des fonctions d’émission et de réception.
Ainsi, ils pourront être choisis de manière totalement arbitraire, notamment pour simplifier
les expressions. C’est la raison pour laquelle, sauf indication contraire, nous posons φm,n = 0,
∀(m,n) ∈ I.
Nous pouvons alors noter c˜p,q = (gˇH ∗ rp)(qT0) avec gˇH(t) = gˇ∗(−t) en fonction du signal
reçu sur la voie p, exprimé par rp(t) = r(t) exp(−j2pipF0t), pour p ∈ I1. Par conséquent, le
flux de symboles estimés sur la voie p s’exprime par
c˜p(t) =
∑
q∈I2
c˜p,qδ(t− qT0). (3.10)
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Le schéma de réalisation du récepteur fait donc apparaître, pour chaque voie, les opérations
de transposition de fréquence, filtrage et échantillonnage (fig. 3.2).
gˇH(t)
gˇH(t)
gˇH(t)
r(t)
1
e−j2pipF0t
e−j2pi(M−1)F0t
qT0
c˜0(t)
qT0
c˜p(t)
qT0
c˜M−1(t)
Figure 3.2 – Récepteur multiporteuse à temps continu avec I = {0, . . . ,M − 1} × Z.
Exemple 3.1 (Système OFDM avec préfixe cyclique)
Parmi les systèmes de transmission biorthogonaux les plus utilisés figure l’OFDM avec préfixe
cyclique. Le réseau temps-fréquence est défini par la matrice génératrice
G =
( 1
Tu
0
0 Tu + Tcp
)
(3.11)
où Tu et Tcp sont des constantes positives définies telles que T0 = Tu+Tcp et F0 = 1/Tu. Dans
ces conditions, la densité du réseau temps-fréquence est donnée par
ρ(Λ) =
Tu
Tu + Tcp
≤ 1. (3.12)
Les fonctions prototypes d’émission et de réception sont des portes normalisées définies par
g(t) =
1√
Tu
χ[−Tcp−Tu2 ,Tu2 [
(t), (3.13)
gˇ(t) =
1√
Tu
χ[−Tu
2
,Tu
2
[(t). (3.14)
Si l’on considère la transmission d’un seul bloc n, le signal émis s’écrit
sn(t) =
{∑
m cm,ne
j2pim t
Tu , si −Tcp − Tu2 ≤ t < Tu2 ,
0, sinon.
(3.15)
Or, la périodicité de la fonction exponentielle permet d’écrire sn(t+Tu) = sn(t), avec −Tcp ≤
t < 0. Cela signifie que les Tcp premières secondes du bloc peuvent être considérées comme
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la recopie des Tcp dernières secondes du bloc ; elles constituent ainsi un préfixe cyclique. La
durée Tu fait référence à la partie utile du symbole, c’est-à-dire sans redondance par rapport
aux symboles cm,n transmis. Par ailleurs, nous pouvons vérifier que
‖g‖2 =
√
1 +
Tcp
Tu
=
√
ρ(Λ)−1 ≥ 1, (3.16)
‖gˇ‖2 = 1, (3.17)
〈gˇp,q, gm,n〉 = δm,pδn,q. (3.18)
Remarquons que si Tcp = 0, alors ρ(Λ) = 1 et gˇ(t) = g(t) = 1/
√
Tuχ[−Tu
2
,Tu
2
[(t). Le système de
transmission est donc orthogonal et à densité critique. Bien que les conditions de reconstruction
parfaites soient toujours respectées, nous montrerons que ce scénario de transmission présente
peu d’intérêt sur les canaux réels.
Exemple 3.2 (Système OFDM avec filtres en racine de cosinus surélevé)
Parmi les systèmes de transmission orthogonaux souvent présentés dans la littérature, nous
pouvons citer l’OFDM à densité sous-critique avec filtres de mise en forme en racine de cosinus
surélevé. Le réseau temps-fréquence est défini par la matrice génératrice
G =
(1+α
T0
0
0 T0
)
(3.19)
où α est une constante choisie telle que 0 ≤ α ≤ 1 et qui représente l’excès de bande des filtres
prototypes. Dans ces conditions, la densité du réseau temps-fréquence est donnée par
ρ(Λ) =
1
1 + α
≤ 1. (3.20)
Les fonctions prototypes d’émission et de réception sont définies par
g(t) = gˇ(t) =
1√
T0

1− α+ 4αpi , si t = 0,
α√
2
((
1 + 2pi
)
sin
(
pi
4α
)
+
(
1− 2pi
)
cos
(
pi
4α
))
, si |t| = T04α ,
sin
(
pi tT0 (1− α)
)
+ 4α tT0 cos
(
pi tT0 (1 + α)
)
pi tT0
(
1−
(
4α tT0
)2) , sinon. (3.21)
Par transformée de Fourier, nous avons en effet dans le domaine fréquentiel
G(f) = Gˇ(f) =
1√
T0

√
T0, si |f | ≤ 1−α2T0 ,√
T0
2
√
1 + cos
(
piT0
α
(
|f | − 1−α2T0
))
, si 1−α2T0 < |f | ≤ 1+α2T0 ,
0, sinon.
(3.22)
En supposant les réponses impulsionnelles infinies, ces impulsions de mise en forme permettent
de contrôler précisément l’occupation spectrale de chaque sous-porteuse à l’aide du paramètre
α. Notons que les fonctions prototypes respectent ‖g‖2 = ‖gˇ‖2 = 1 et 〈gˇp,q, gm,n〉 = δm,pδn,q.
Remarquons que si α = 0, alors ρ(Λ) = 1 et g(t) = gˇ(t) = 1/
√
T0 sinc(t/T0), ce qui consti-
tue le cas dual de celui présenté dans l’exemple précédent (OFDM avec fonctions prototypes
rectangulaires, sans préfixe cyclique).
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3.1.3 Émetteur-récepteur causal
Nous n’avons imposé aucune condition de causalité sur les filtres g et gˇH . Ainsi, nous
n’avons aucune garantie que le système soit réalisable. Quitte à les tronquer, g et gˇH peuvent
toutefois être supposés de durée finie et de supports respectivement inclus dans [−αT0; (Kg −
α)T0[ et [−αT0; (Kgˇ − α)T0[ avec α un réel positif et Kg, Kgˇ des entiers positifs. Dans ces
conditions, les filtres de réponses impulsionnelles (T αT0g)(t) = g(t− αT0) et (T αT0 gˇH)(t) =
gˇH(t − αT0) sont causaux et de supports respectifs [0;KgT0[ et [0;KgˇT0[. De plus, le signal
(T αT0s)(t) = s(t− αT0) peut être obtenu en sortie d’un système réalisable et s’écrit :
s(t− αT0) =
∑
(m,n)∈I
cm,ng(t− nT0 − αT0)ej2pimF0te−j2pimαF0T0ejφm,n (3.23)
=
∑
(m,n)∈I
cm,ng(t− nT0 − αT0)ej2pimF0t (3.24)
avec φm,n = 2pimαF0T0. On retrouve alors le modulateur représenté sur la figure 3.1, en
remplaçant g(t) par g(t − αT0). Par ailleurs, les symboles sont démodulés en effectuant le
produit scalaire
c˜p,q = 〈gˇp,q, s〉 = 〈T αT0 gˇp,q,T αT0s〉 (3.25)
=
∫
R
gˇ∗(t− qT0 − αT0)e−j2pipF0ts(t− αT0) dt. (3.26)
En faisant l’hypothèse que 2α = D ∈ N, on peut alors écrire que
c˜p,q−D =
∫
R
gˇ∗(t− qT0 + αT0)e−j2pipF0ts(t− αT0) dt (3.27)
=
[
gˇH(t− αT0) ∗
(
e−j2pipF0ts(t− αT0)
)]
|t=qT0 (3.28)
=
(T αT0 gˇH ∗ (M−pF0T αT0s)) (qT0). (3.29)
Ainsi, on obtient les symboles retardés de D temps symboles en sortie du récepteur représenté
par la figure 3.2, en remplaçant gˇH(t) par gˇH(t − αT0) et en plaçant s(t − αT0) en entrée.
Les symboles peuvent ainsi être transmis à l’aide d’un émetteur-récepteur causal, au prix d’un
retard de D temps symboles. Ces considérations n’ont d’utilité que dans l’optique d’une mise
en œuvre à l’aide d’un émetteur-récepteur réalisable.
3.2 Gain complexe du système en présence d’un canal double-
ment sélectif
Le canal de transmission, noté H, est sélectif en temps et en fréquence, tel que présenté
au cours du chapitre 2. La transmission s’effectue également en présence d’un bruit, noté b(t)
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(fig. 3.3). Ainsi, le signal reçu s’écrit
r(t) = (Hs)(t) + b(t) (3.30)
=
∫∫
R2
SH(f, τ)s(t− τ)ej2pift df dτ + b(t) (3.31)
où b(t) représente un bruit blanc dans la bande utilisée pour la transmission, il est supposé
gaussien et caractérisé par sa densité spectrale de puissance bilatérale σ2b . La fonction aléatoire
SH(f, τ) décrit la dispersion en fréquence et en temps introduite par le canal radiomobile.
Hs(t)
b(t)
r(t)
Figure 3.3 – Canal doublement dispersif à bruit additif.
Les symboles estimés s’écrivent alors
c˜p,q = 〈gˇp,q, r〉 = 〈gˇp,q,Hs+ b〉 = 〈gˇp,q,Hs〉+ 〈gˇp,q, b〉 . (3.32)
En présence d’un canal de transmission bruité et sélectif en temps et en fréquence, les condi-
tions de reconstruction parfaite ne sont donc plus respectées et nous avons
c˜p,q =
∑
(m,n)∈I
cm,nHm,n,p,q +Bp,q (3.33)
avec Hm,n,p,q un coefficient de transfert (détaillé par la suite) et Bp,q le bruit projeté sur gˇp,q,
défini par
Bp,q = 〈gˇp,q, b〉 =
∫
R
gˇ∗(n− qT0)e−j2pipF0tb(t) dt. (3.34)
En isolant le cas particulier où p = m et q = n et en définissant l’ensemble Ip,q = I\{(p, q)},
l’expression des symboles estimés se réécrit
c˜p,q = cp,qHp,q,p,q +
∑
(m,n)∈Ip,q
cm,nHm,n,p,q +Bp,q. (3.35)
Ainsi, si l’on pose
Sp,q = cp,qHp,q,p,q, (3.36)
Ip,q =
∑
(m,n)∈Ip,q
cm,nHm,n,p,q (3.37)
alors nous montrons que le symbole estimé, d’indice (p, q), se compose de trois termes :
— Sp,q constitue le terme de signal utile ;
— Ip,q représente le terme d’interférence, en regroupant l’interférence entre symboles
(ISI 3) ainsi que l’interférence entre sous-porteuses (ICI 4) ;
3. InterSymbol Interference
4. InterCarrier Interference
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— Bp,q représente le terme de bruit filtré par le récepteur.
Afin de minimiser l’erreur de reconstruction des symboles émis, il apparaît nécessaire de maxi-
miser le signal utile et de minimiser les interférences et le bruit [Kozek 1998].
Le gain complexe Hm,n,p,q relie le symbole estimé c˜p,q à l’ensemble des symboles émis
{cm,n}(m,n)∈I en faisant intervenir la contribution des filtres d’émission, de réception ainsi que
la fonction d’étalement du canal. Il s’exprime par
Hm,n,p,q = 〈gˇp,q,Hgm,n〉 (3.38)
=
∫∫
R2
SH(f, τ) 〈gˇp,q,Uf,τgm,n〉 df dτ (3.39)
=
∫∫
R2
SH(f, τ)
∫
R
gˇ∗p,q(t)Uf,τ (gm,n)(t) dt df dτ (3.40)
=
∫∫
R2
SH(f, τ)
∫
R
gˇ∗(t− qT0)e−j2pipF0tg(t− nT0 − τ)ej2pi(mF0(t−τ)+ft) dtdf dτ
(3.41)
=
∫∫
R2
SH(f, τ)e−j2pimF0τ
∫
R
gˇ∗(t− qT0)g(t− nT0 − τ)ej2pi((m−p)F0+f)t dt df dτ.
(3.42)
En posant t′ = t− qT0, nous avons
Hm,n,p,q =
∫∫
R2
SH(f, τ)e−j2pimF0τ
·
∫
R
gˇ∗(t′)g(t′ + qT0 − nT0 − τ)ej2pi((m−p)F0+f)(t′+qT0) dt′ df dτ (3.43)
=
∫∫
R2
SH(f, τ)ej2pi((m−p)qT0F0+qT0f−mF0τ)
·
∫
R
gˇ∗(t′)g(t′ − ((n− q)T0 + τ))ej2pi((m−p)F0+f)t′ dt′ df dτ (3.44)
= ej2pi((m−p)T0F0q)
∫∫
R2
SH(f, τ)ej2pi(qT0f−mF0τ)
·Agˇ,g((m− p)F0 + f, (n− q)T0 + τ) df dτ (3.45)
où Agˇ,g représente la fonction d’inter-ambiguïté temps-fréquence définie telle que
Agˇ,g(f, τ) = 〈gˇ,Uf,τg〉 =
∫
R
gˇ∗(t)g(t− τ)ej2pift dt. (3.46)
Si le canal de transmission est sélectif en temps et/ou en fréquence, une phase d’égali-
sation intervient après l’estimation des symboles reçus (3.35). Elle a pour but de compenser
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l’opération du canal, c’est-à-dire de diminuer, voire supprimer, le terme d’interférence Ip,q.
Cela permet, idéalement, de prendre des décisions sur les symboles reçus, indépendamment
du canal de transmission. La mise en œuvre d’une telle égalisation parfaite reste toutefois
impossible car elle requiert une connaissance parfaite de chacune de réalisation du canal de
transmission. De plus la complexité de tels égaliseurs est généralement prohibitive.
Exemple 3.3 (Égalisation de l’OFDM avec préfixe cyclique sur canal LTI)
Soit un système de transmission OFDM avec préfixe cyclique, tel que présenté dans l’exemple
présenté page 77. Supposons à présent que celui-ci évolue dans un canal de transmission sélectif
en fréquence et invariant dans le temps dont le support de la réponse impulsionnelle est borné
par une valeur τmax.
La fonction d’inter-ambiguïté des filtres de mise en forme s’écrit
Agˇ,g(f, τ) = 〈gˇ,Uf,τg〉 =
∫
R
gˇ∗(t)g(t− τ)ej2pift dt (3.47)
=
1
Tu
∫
R
χ[−Tu
2
,Tu
2
[(t)χ[−Tcp−Tu2 ,Tu2 [
(t− τ)ej2pift dt (3.48)
=
1
Tu
∫ Tu
2
−Tu
2
χ[τ−Tcp−Tu2 ,τ+Tu2 ]
(t)ej2pift dt (3.49)
À partir de cette expression générale, on distingue cinq cas particuliers en fonction de la valeur
de τ par rapport aux bornes des fonctions indicatrices.
— Pour τ ≤ −Tu, Agˇ,g(f, τ) = 0.
— Pour −Tu ≤ τ ≤ 0,
Agˇ,g(f, τ) =
(
1 +
τ
Tu
)
ejpifτ sinc(pif(Tu + τ)). (3.50)
— Pour 0 ≤ τ ≤ Tcp
Agˇ,g(f, τ) = sinc(pifTu). (3.51)
— Pour Tcp ≤ τ ≤ Tu + Tcp,
Agˇ,g(f, τ) =
(
1− τ − Tcp
Tu
)
ejpif(τ−Tcp)sinc(pif(Tu + Tcp − τ)). (3.52)
— Pour τ ≥ Tu + Tcp, Agˇ,g(f, τ) = 0.
La fonction d’interambiguïté des fonctions prototypes utilisées en OFDM avec préfixe cyclique
présente un palier lorsque f = 0 et 0 ≤ τ ≤ Tcp (fig. 3.4). Or le cas où f = 0 se produit lorsque
le canal est non-sélectif en temps (aucun décalage Doppler). De plus, si le retard τmax introduit
par le canal est inférieur à la durée du préfixe cyclique, alors d’après (3.51) nous avons
Agˇ,g((m− p)F0, (n− q)T0 + τ) = δp,mδq,n. (3.53)
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Figure 3.4 – Fonction d’inter-ambiguïté normalisée de l’OFDM avec préfixe cyclique (Tcp =
0, 4Tu).
À partir de ce résultat, et d’après (3.45), le gain Hm,n,p,q introduit par le canal se reformule
Hm,n,p,q =
∫
R
SH(0, τ)ej2pi((m−p)T0F0q−mF0τ)Agˇ,g((m− p)F0, (n− q)T0 + τ) dτ (3.54)
= δm,pδn,q
∫
R
SH(0, τ)e−j2pipF0τ dτ (3.55)
= H(pF0)δm,pδn,q (3.56)
où H(pF0) représente le gain complexe introduit par le canal dans le domaine fréquentiel,
pour la sous-porteuse p. Remarquons que celui-ci dépend de la fonction d’étalement qui reste
une caractéristique aléatoire du canal. Dans ce cas, les fonctions gm,n correspondent donc
aux fonctions propres du canal de transmission, avec pour valeurs propres associées H(mF0).
L’expression des symboles estimés se simplifie tel que
c˜p,q = H(pF0)cp,q +Bp,q. (3.57)
Autrement dit, tout canal de transmission sélectif en fréquence et non-bruité peut être diago-
nalisé à l’aide de l’OFDM avec préfixe cyclique (de durée adéquate). Ce résultat bien connu
nous permet d’utiliser un égaliseur à un coefficient par sous-porteuse [Wang 2000] pour obtenir
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la reconstruction parfaite. En présence de bruit et en supposant un connaissance parfaite du
canal, les symboles égalisés s’écrivent
c¯p,q = H(pF0)
−1c˜p,q (3.58)
= cp,q +
Bp,q
H(pF0)
. (3.59)
Cette technique d’égalisation présente l’inconvénient d’amplifier le terme de bruit lorsque
|H(pF0)|  1. Si la variance du bruit est connue du récepteur, il est possible d’utiliser d’autres
techniques d’égalisation, de complexité similaire, tel que nous le développerons plus loin.
Du point de vue de la complexité de l’égaliseur, il serait souhaitable que le système de
transmission multiporteuse sous-critique diagonalise le canal. Un égaliseur à un coefficient par
symbole permettrait alors la reconstruction parfaite de la séquence émise. Notons toutefois que
cette stratégie a pour effet d’éliminer toute diversité introduite par le canal de transmission.
En pratique, les canaux de transmission sélectifs en temps et en fréquence n’admettent
pas de structure propre. Il reste possible de paramétrer l’émetteur-récepteur de manière à
minimiser la distance euclidienne entre les symboles émis et les symboles estimés. Rappelons
que la configuration de l’émetteur-récepteur multiporteuse repose d’une part sur la définition
du réseau temps-fréquence (incluant les paramètres I, F0 et T0), d’autre part sur la conception
de fonctions prototypes d’émission et de réception.
Avec une formulation aussi générale, le problème d’optimisation reste non borné, dans la
mesure où il conduit à la réalisation d’impulsions de mise en forme de durée ou d’amplitude
arbitrairement grande ou petite. Pour faire face à des scénarios de transmission pratiques, il
convient donc de restreindre le domaine de définition des paramètres du système de trans-
mission. Il est par exemple possible de fixer la durée et la norme des fonctions prototypes,
d’encadrer les valeurs de F0 et T0, de limiter le nombre de sous-porteuses.
De plus, il est délicat d’estimer les paramètres optimaux de l’émetteur-récepteur lorsque
les canaux évoluent rapidement [Scaglione 1999a, Scaglione 1999b]. La solution retenue par
la plupart des applications de transmission consiste à adapter le système de transmission
aux caractéristiques statistiques du canal, généralement limitée au second ordre, plutôt qu’à
chacune de ses réalisations.
3.3 Règles d’adaptation des filtres de mise en forme au canal
WSSUS
Tel que nous l’avons présenté au cours du chapitre 2, les applications de transmission
radiomobiles s’appuient souvent sur des modèles de canaux comportant une partie déterministe
(ex. : atténuation d’espace) et une partie aléatoire (ex. : effet de masque, propagation à
plusieurs trajets, bruit additif). Nous nous focalisons ici sur la composante aléatoire introduite
par la propagation multitrajet et supposons le canal stationnaire au second ordre avec des
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diffuseurs non-correlés (WSSUS) [Bello 1963]. Ces hypothèses simplifient l’analyse statistique
de la fonction d’étalement SH(f, τ) de sorte que
E{SH(f, τ)} = 0, (3.60)
E{S∗H(f, τ)SH(f ′, τ ′)} = CH(f, τ)δ(f − f ′)δ(τ − τ ′) (3.61)
où CH(f, τ) est la fonction de diffusion, normalisée telle que ‖CH‖2 = 1. Elle permet la
description statistique complète du canal WSSUS. La transmission s’effectue en présence d’un
bruit complexe circulaire b(t), blanc dans la bande du signal et de distribution gaussienne
centrée ; sa variance est notée σ2b . Nous rappelons que les symboles {cm,n}(m,n)∈I sont de
moyenne nulle, considérés comme indépendants et uniformément distribués ; leur variance
s’écrit σ2c . Les fonctions prototype d’émission sont normalisées de telle sorte que ‖g‖2 = 1.
3.3.1 Expression du problème d’optimisation
Après avoir écrit l’expression d’un symbole estimé comme la somme de trois termes (3.35),
nous nous intéressons à présent à leur puissance moyenne dans le but de construire une mesure
de la qualité des estimations fournies en sortie du récepteur, en exploitant notamment les
caractéristiques statistiques du canal WSSUS.
Ainsi, en considérant les réalisations des symboles indépendantes de celles du canal de
transmission, la puissance moyenne du signal utile, pour un symbole estimé (p, q), s’exprime
par
P
(p,q)
S = Ec,H{|Sp,q|2} = Ec,H{|cp,qHp,q,p,q|2} = σ2cEH{|Hp,q,p,q|2}. (3.62)
De même, en utilisant les mêmes hypothèses, la puissance moyenne des interférences, pour un
symbole estimé (p, q), s’écrit
P
(p,q)
I = Ec,H{|Ip,q|2} =
∑
(m,n)∈Ip,q
Ec,H{|cm,nHm,n,p,q|2} (3.63)
= Ec,H
 ∑
(m,n)∈Ip,q
c∗m,nH
∗
m,n,p,q
∑
(m′,n′)∈Ip,q
cm′,n′Hm′,n′,p,q
 (3.64)
=
∑
(m,n)∈Ip,q
∑
(m′,n′)∈Ip,q
Ec{c∗m,ncm′,n′}EH{H∗m,n,p,qHm′,n′,p,q} (3.65)
= σ2c
∑
(m,n)∈Ip,q
EH{|Hm,n,p,q|2}. (3.66)
Enfin, la puissance moyenne du bruit filtré par le récepteur, pour un symbole estimé (p, q), se
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note
P
(p,q)
B = Eb{|Bp,q|2} = Eb

∫
R
gˇ(t− qT0)ej2pipF0tb∗(t) dt
∫
R
gˇ∗(t′ − qT0)e−j2pipF0t′b(t′) dt′

(3.67)
=
∫∫
R2
Eb{b∗(t)b(t′)}gˇ(t− qT0)gˇ∗(t′ − qT0)e−j2pipF0(t′−t) dt dt′ (3.68)
= σ2b
∫
R
|gˇ∗(t− qT0)|2 dt (3.69)
= σ2b ‖gˇ‖2 . (3.70)
À partir des puissances moyennes exprimées ci-dessus, nous pouvons établir le rapport
signal sur interférence plus bruit (SINR 5) qui constitue un indicateur de qualité moyenne du
signal en sortie de la chaîne de transmission. Il se définit par
SINR(p,q) =
P
(p,q)
S
P
(p,q)
I + P
(p,q)
B
=
σ2cEH{|Hp,q,p,q|2}
σ2c
∑
(m,n)∈Ip,q EH{|Hm,n,p,q|2}+ σ2b ‖gˇ‖2
(3.71)
=
1
1
SIR(p,q)
+ 1
SNR(p,q)
(3.72)
où SIR(p,q) et SNR(p,q) représentent respectivement le rapport signal sur interférence et le
rapport signal sur bruit, définis par
SIR(p,q) =
P
(p,q)
S
P
(p,q)
I
=
EH{|Hp,q,p,q|2}∑
(m,n)∈Ip,q EH{|Hm,n,p,q|2}
, (3.73)
SNR(p,q) =
P
(p,q)
S
P
(p,q)
B
=
σ2cEH{|Hp,q,p,q|2}
σ2b ‖gˇ‖2
. (3.74)
D’après ces expressions, il est nécessaire de développer l’expression de EH{|Hm,n,p,q|2}
afin de faire apparaître la fonction de diffusion du canal. En utilisant (3.45), nous posons
θ = 2pi((m − p)qT0F0 + qT0f − mF0τ) et θ′ = 2pi((m − p)qT0F0 + qT0f ′ − mF0τ ′) et nous
5. Signal to Interference and Noise Ratio
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écrivons
EH{|Hm,n,p,q|2} = EH{H∗m,n,p,qHm,n,p,q} (3.75)
= EH

∫∫
R2
SH(f, τ)ejθAgˇ,g((m− p)F0 + f, (n− q)T0 + τ) df dτ
∗ (3.76)
·
∫∫
R2
SH(f ′, τ ′)ejθ
′
Agˇ,g((m− p)F0 + f ′, (n− q)T0 + τ ′) df ′ dτ ′
 (3.77)
=
∫∫∫∫
R4
EH{S∗H(f, τ)SH(f ′, τ ′)}ej(θ
′−θ) (3.78)
·A∗gˇ,g((m− p)F0 + f, (n− q)T0 + τ) (3.79)
·Agˇ,g((m− p)F0 + f ′, (n− q)T0 + τ ′, ) df dτ df ′ dτ ′ (3.80)
=
∫
τ
∫
f
CH(f, τ)|Agˇ,g((m− p)F0 + f, (n− q)T0 + τ)|2 df dτ. (3.81)
La fonction d’inter-ambiguité centrée peut être mise en évidence par changement de variable
sur f et τ , et on écrit
EH{|Hm,n,p,q|2} =
∫∫
R2
CH((p−m)F0 + f, (q − n) + τ)|Agˇ,g(f, τ)|2 df dτ (3.82)
=
∫∫
R2
C˜
(m,n)
H,F0,T0(f, τ)|Agˇ,g(f, τ)|2 df dτ (3.83)
avec
C˜
(m,n)
H,F0,T0(f, τ) =
∑
(m′,n′)∈Im,n
CH((m−m′)F0 + f, (n− n′)T0 + τ) (3.84)
où C˜(m,n)H,F0,T0(f, τ) représente la fonction de diffusion périodisée dans le plan temps-fréquence.
D’après le développement de EH{|Hm,n,p,q|2}, les puissances moyennes du signal utile et
de l’interférence peuvent se réécrire
P
(p,q)
S = σ
2
c
∫∫
R2
CH(f, τ)|Agˇ,g(f, τ)|2 df dτ, (3.85)
P
(p,q)
I = σ
2
c
∑
(m,n)∈Ip,q
∫∫
R2
C˜
(m,n)
H,F0,T0(f, τ)|Agˇ,g(f, τ)|2 df dτ. (3.86)
Remarquons que le terme de signal utile ne dépend pas de (p, q) ; nous pouvons donc écrire
PS = P
(p,q)
S . Une notation plus compacte peut être utilisée en introduisant le produit scalaire
à deux dimensions. Nous avons ainsi
PS = σ
2
c
〈|Agˇ,g|2, CH〉 , (3.87)
P
(p,q)
I = σ
2
c
〈
|Agˇ,g|2, C˜(p,q)H,F0,T0
〉
. (3.88)
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La maximisation des performances moyennes d’un système de transmission multiporteuse
peut se traduire par la maximisation du SINR. Le problème d’optimisation que nous souhaitons
résoudre s’écrit
(gˇ, g,Λ)opt = argmax
(gˇ,g,Λ)
σ2c
〈|Agˇ,g|2, CH〉
σ2c
〈
|Agˇ,g|2, C˜(p,q)H,F0,T0
〉
+ σ2b ‖gˇ‖2
. (3.89)
Afin de borner ce problème d’optimisation il est nécessaire d’introduire des contraintes telles
que la normalisation des impulsions d’émission et/ou de réception, tout en respectant la bior-
thogonalité du système. De plus, il convient de rappeler que le réseau temps-fréquence Λ
est déterminé à la fois par l’espacement entre sous-porteuses F0, l’espacement temporel entre
symboles T0, le nombre de symboles à transmettre ainsi que le nombre de sous-porteuses.
Sans contraintes sur ces paramètres, la maximisation du SINR peut conduire à des scénarios
sans intérêt pratique, pour lesquels la densité du réseau et par conséquent l’efficacité spectrale
seraient arbitrairement faibles [Jung 2007a]. Dans ces conditions, nous fixons ‖g‖2 = 1, tout
en assurant 〈gˇp,q, gm,n〉 = δm,pδn,q, ∀(m,n), (p, q) ∈ I. Nous fixons également la structure du
réseau temps-fréquence Λ. Celle-ci étant généralement déterminée par la bande allouée, le dé-
bit binaire souhaité et les caractéristiques de sélectivité du canal de transmission (ex. : bande
de cohérence, temps de cohérence).
En dépit des différentes contraintes énoncées, la maximisation du SINR reste délicate à
traiter de manière conjointe car les impulsions de mise en forme qui maximisent le SNR 6 ne
sont pas optimales du point de vue du SIR 7 et réciproquement [Kozek 1998, Xu 2008]. Dans
le cadre de notre étude, une optimisation séparée des termes de signal utile, d’interférence
et de bruit s’avère suffisante pour identifier des critères de synthèse d’impulsions prototypes
adaptée à de nombreux scénarios de transmission en environnement radiomobile. Précisons que
la minimisation du terme d’interférence implique la minimisation de la diversité du système
de transmission. Nous considérons dans cette étude qu’il est du ressort du codage correcteur
d’introduire de la diversité, dans le plan temps-fréquence, en fonction du réseau Λ choisi.
3.3.2 Maximisation du terme de signal utile
Il s’agit, dans un premier temps, de maximiser la puissance moyenne du signal utile Ps.
Celle-ci peut se borner à l’aide de l’inégalité de Cauchy–Schwarz et l’on écrit〈|Agˇ,g|2, CH〉 ≤ ‖CH‖1 ‖gˇ‖2 ‖g‖2 = ‖gˇ‖2 . (3.90)
Un tel problème d’optimisation reste difficile à traiter dans le cas général. Par conséquent,
il est pratique d’utiliser un développement limité de la fonction d’interambiguïté. D’après
[Bernfeld 1967, Jung 2007a] nous avons
Agˇ,g(f, τ) = 〈gˇ, g〉+ j2pi
(
f 〈gˇ, tg〉 − τ 〈Gˇ, νG〉) (3.91)
− 2pi2 (f2 〈gˇ, t2g〉+ τ2 〈Gˇ, ν2G〉) (3.92)
− j2piτf 〈gˇ, tg′〉+ (f2 + τ2)(f, τ) (3.93)
6. Signal to Noise Ratio
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où Gˇ et G sont les transformées de Fourier respectives de gˇ et g et où (f, τ) → 0 lorsque√
f2 + τ2 → 0. En supposant par ailleurs que gˇ · g et Gˇ ·G soient symétriques, nous avons
Agˇ,g(f, τ) = 〈gˇ, g〉
(
1− 2pi2(f2σ2t + τ2σ2ν)− j2piτf
〈gˇ, tg′〉
〈gˇ, g〉
)
+ (f2 + τ2)(f, τ) (3.94)
avec les moments du second ordre croisés, en temps et en fréquence
σ2t =
〈
t2gˇ, g
〉
〈gˇ, g〉 , (3.95)
σ2ν =
〈
ν2Gˇ,G
〉
〈gˇ, g〉 . (3.96)
Le module au carré de la fonction d’interambiguïté approchée peut finalement s’écrire
|Agˇ,g(f, τ)|2 ≈ 〈gˇ, g〉2 (1− 2pi2(f2σ2t + τ2σ2ν)). (3.97)
Afin de maximiser la puissance moyenne du terme de signal utile (3.90), le problème d’opti-
misation se formule
(σt, σν)opt = argmin
(σt,σν)

∫∫
R2
(f2σ2t + τ
2σ2ν)CH(f, τ) df dτ
 , (3.98)
s.c. σ2t σ
2
ν = 
2 (relation de Heisenberg-Gabor). (3.99)
Si l’on considère une fonction de diffusion séparable CH(f, τ) = C
(f)
H (f)C
(t)
H (τ), le problème
se simplifie par
(σt, σν)opt = argmin
(σt,σν)
{
∆Cfσ
2
t + ∆Ctσ
2
ν
}
(3.100)
s.c. σ2t σ
2
ν = 
2 (3.101)
avec les moments du second ordre pondérés de la fonction de diffusion
∆Ct =
∥∥∥C(f)H ∥∥∥
1
∫
τ
τ2C
(t)
H (τ) dτ, (3.102)
∆Cf =
∥∥∥C(t)H ∥∥∥
1
∫
ν
ν2C
(f)
H (ν) dν. (3.103)
Le lagrangien associé au problème d’optimisation se note
L(σt, σν , λ) = ∆Cfσ
2
t + ∆Ctσ
2
ν − λ(σ2t σ2ν − 2) (3.104)
où λ est le multiplicateur de Lagrange associé à la contrainte c(σt, σν) = σ2t σ2ν − 2. Si (σ˜t, σ˜ν)
est une solution, alors
∂L
∂σt
= 0 ⇔ 2(∆Cf σ˜t − λσ˜tσ˜2ν) = 0, (3.105)
∂L
∂σν
= 0 ⇔ 2(∆Ctσ˜f − λσ˜2t σ˜ν) = 0, (3.106)
∂L
∂λ
= 0 ⇔ 2 − σ˜2t σ˜2ν = 0. (3.107)
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En injectant (3.107) dans (3.105) et (3.106), puis on divise les deux membres obtenus, il reste
alors
σt
σν
=
√
∆Ct
∆Cf
. (3.108)
Cette relation d’adaptation temps-fréquence est présentée de manière intuitive dans de nom-
breuses publications [Kozek 1996, Strohmer 2003, Jung 2007a, Le Floch 1995]. Rappelons que
cette relation est établie pour de petites valeurs de τ et f , elle est donc adaptée au cas des
canaux pour lesquels τmaxfd  1.
Sans détailler les différentes méthodes de synthèse des impulsions de mise en forme, on
recherche en général la meilleure localisation temps-fréquence possible dans le but de s’adapter
aux caractéristiques de la fonction de diffusion. À titre d’exemple, les impulsions gaussiennes
présentent une localisation temps-fréquence optimale.
3.3.3 Minimisation des termes de bruit et d’interférences
Considérons un couple d’impulsions prototypes {gˇ, g} déterminé lors de la phase d’optimi-
sation précédente. Le second problème d’optimisation vise à minimiser la puissance moyenne
du bruit ainsi que celle des interférences :
(gˇ, g,Λ)opt = argmin
gˇ,g,Λ
{〈
|Agˇ,g|2, C˜(m,n)H,F0,T0
〉
+ σ2b ‖gˇ‖2
}
. (3.109)
3.3.3.1 Puissance moyenne du bruit
Nous avons montré que P (p,q)B = σ
2
b ‖gˇ‖2 avec σ2b la variance d’un bruit blanc gaussien.
Nous cherchons donc à minimiser ‖gˇ‖2, en considérant ‖g‖2 fixée et en respectant la condition
de biorthogonalité qui se traduit par
〈gm,n, gˇm,n〉 = 1. (3.110)
À partir de cette expression, l’inégalité de Cauchy-Schwarz permet d’écrire
〈gm,n, gˇm,n〉 ≤ ‖gm,n‖2 ‖gˇm,n‖2 . (3.111)
Puisque ‖gm,n‖2 = ‖g‖2 et ‖gˇm,n‖2 = ‖gˇ‖2 alors
‖g‖2 ‖gˇ‖2 ≥ 1. (3.112)
L’égalité est vérifiée lorsque gˇ(t) = g(t), c’est-à-dire lorsque le système est orthonormal. Cela
signifie que gˇH(t) = g∗(−t), ce qui corrobore la théorie du filtrage adapté [Proakis 2006, p.
160] et [Pahlavan 1990].
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3.3.3.2 Puissance moyenne des interférences
Par ailleurs, on rappelle que la minimisation de la puissance moyenne des interférences
repose sur la minimisation de
P
(p,q)
I =
〈
|Agˇ,g|2, C˜(p,q)H,F0,T0
〉
(3.113)
avec
C˜
(p,q)
H,F0,T0(f, τ) =
∑
(m,n)∈Ip,q
CH((p−m)F0 + f, (q − n)T0 + τ). (3.114)
Remarquons que la fonction de diffusion périodisée dépend des différences p−m et q−n. Il est
ainsi possible de poser p′ = p−m et q′ = q−n. En notantM le nombre de sous-porteuses et K
le nombre de symboles, nous avons I = {0, . . . ,M − 1}×{0, . . . ,K − 1}, on définit l’intervalle
∆p,q = {p− (M − 1), . . . , p} × {q − (K − 1), . . . , q}\{(0, 0)} (3.115)
et on écrit
C˜
(p,q)
H,F0,T0(f, τ) =
∑
(p′,q′)∈∆p,q
CH(p′F0 + f, q′T0 + τ). (3.116)
La puissance moyenne des interférences étant liée au produit scalaire présenté dans (3.113),
il est possible de le minimiser en s’assurant que les supports des fonctions qui le composent
soient quasiment disjoints [Liu 2004]. En raison de la dualité temps-fréquence, nous savons
que σ2νσ2t = 2 ; la fonction |Agˇ,g(f, τ)|2 possède donc un support non-borné. En revanche,
l’étalement fréquentiel introduit par le canal est indépendant de son étalement temporel. Pour
des facilités de représentation, nous choisissons une fonction de diffusion symétrique de forme
gaussienne tronquée, avec τ ∈ [−τmax/2; τmax/2] et f ∈ [−fd; fd] (correspondant au cas d’un
canal non-causal). Ainsi, les moments du second ordre de la fonction de diffusion sont suffisants
pour caractériser l’étalement du canal et nous avons√
∆Ct ≈ τmax, (3.117)√
∆Cf ≈ 2fd. (3.118)
De même, nous choisissons des fonctions prototypes non-causales. Le support -approximé
d’une fonction f définie dans un ensemble X se note
supp()(f) = {x ∈ X, |f(x)| > } . (3.119)
Nous pouvons représenter les supports approximés de Agˇ,g et C˜
(p,q)
H,F0,T0 dans le plan retard-
Doppler (fig. 3.5). La puissance moyenne des interférences est d’autant plus faible que les
supports approximés de Agˇ,g et C˜
(p,q)
H,F0,T0 sont éloignés dans le plan retard-Doppler et que
 → 0. La première condition peut être satisfaite en diminuant la densité du réseau temps-
fréquence Λ et en introduisant ainsi une perte d’efficacité spectrale. La deuxième contrainte
peut être approchée avec l’utilisation d’impulsions de mise en forme bien localisée en temps
et en fréquence. Ainsi, une règle d’adaptation temps-fréquence grossière pourrait se traduire
par
σt
2
+
τmax
2
≤ T0, (3.120)
σν
2
+ fd ≤ F0. (3.121)
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Une manière de se plier à la contrainte de maximisation de la puissance moyenne du signal
τ
f
supp()
(
C˜H,F0,T0
)
+ supp()(Agˇ,g)
T0
F0
τmax/2
fd
σt/2
σν/2
Figure 3.5 – Comparaison des supports des fonctions de diffusion périodisées et de la fonction
d’interambiguïté des filtres.
utile (3.108) consiste à choisir des filtres dont les moments croisés du second ordre sont égaux
aux moments du second ordre de la fonction de diffusion :
σt =
√
∆Ct, (3.122)
σν =
√
∆Cf . (3.123)
En injectant ce résultat dans (3.120) et (3.121) et en choisissant un réseau temps-fréquence
de densité maximale (fig. 3.6), nous obtenons√
∆Ct = σt = T0, (3.124)√
∆Cf = σν = F0. (3.125)
Ces règles d’adaptation temps-fréquence précisent les contraintes énoncées dans [Kozek 1998,
Jung 2007a, Strohmer 2003] et généralement formulées par√
∆Ct
∆Cf
≈ σt
σf
≈ T0
F0
. (3.126)
Un compromis sur la densité du réseau temps-fréquence peut être choisi, de telle sorte que
le canal varie lentement sur la durée d’un symbole et présente un gain quasi-constant sur un
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intervalle inter-porteuse. Ces conditions favorables à l’égalisation imposent les relations
F0 ≤ (∆ν)c, (3.127)
T0 ≤ (∆t)c. (3.128)
avec
(∆t)c ≈ 1
fd
et (∆ν)c ≈ 1
τmax
. (3.129)
τ
f
supp
(
C˜H,F0,T0
)
+ ˜supp()(Agˇ,g)
T0
F0
τmax/2
fd
σt/2
σν/2
Figure 3.6 – Comparaison des supports des fonctions de diffusion périodisées et de la fonction
d’interambiguïté des filtres dans le cas d’une adaptation temps-fréquence grossière.
Remarquons que de nombreux travaux de recherche visent l’élaboration d’impulsions de
mise en forme optimales pour la transmission sur les canaux sélectifs en temps et en fré-
quence [Vahlin 1996, Strohmer 2001, Bellanger 2001, Siohan 2002, Farhang-Boroujeny 2005,
Martin-Martin 2008, Viholainen 2009, Farhang-Boroujeny 2010, Lee 2010]. La plupart de ces
publications spécifient l’utilisation de la modulation d’amplitude en quadrature décalée (OQAM)
qui consiste à séparer les traitements effectués sur les voies en phase et en quadrature de ma-
nière à conserver l’orthogonalité entre les sous-porteuses et symboles adjacents [Siclet 2002b,
Bölcskei 2003]. Notons que les schémas multiporteuses à base d’OQAM imposent des traite-
ments supplémentaires en début et fin de chaîne de transmission, ils complexifient également
l’égalisation [Holte 2009] et rendent difficile la mise en œuvre du schéma Alamouti [Lélé 2010].
Pour toutes ces raisons, nous focalisons notre étude sur les modulations multiporteuses à den-
sité sous-critique à base de QAM. Pour autant, il est démontré dans [Siclet 2002a] que les
94 Chapitre 3. Émetteur-récepteur multiporteuse BFDM/QAM
filtres développés pour les modulations basées sur OQAM peuvent être utilisés dans le cas
QAM avec une densité égale à 0,5.
D’autres auteurs proposent des systèmes de transmission à reconstruction quasi-parfaite,
bénéficiant d’une bonne efficacité spectrale mais s’appuyant sur des schémas d’égalisation com-
plexes [Benvenuto 2002, Schniter 2004b, Das 2007]. Afin de faciliter l’intégration et l’adoption
des systèmes que nous proposons dans les comités de standardisation, nous excluons cette
approche au profit des systèmes à reconstruction parfaite et à densité sous-critique.
3.4 Système équivalent à temps discret
La réalisation ou la simulation d’un système de transmission multiporteuse à densité sous-
critique requiert sa formulation à temps discret et sa mise œuvre à l’aide d’algorithmes ef-
ficaces. L’intérêt des émetteurs-récepteurs multiporteuses repose d’ailleurs sur leur mise en
œuvre à l’aide de processeurs numériques du signal ou composants numériques spécifiques, ca-
pables de réduire considérablement la complexité d’intégration par rapport à une réalisation
purement analogique. De manière simplifiée, nous pouvons considérer que la partie analogique
des émetteurs-récepteurs se compose respectivement d’un convertisseur numérique-analogique
(DAC 8) et analogique-numérique (ADC 9), équipés par exemple de filtres passe-bas idéaux
(réponse impulsionnelle en sinus cardinal). L’hypothèse de transmission à bande étroite nous
permet d’omettre les étapes de transposition sur onde porteuse. Enfin, nous supposons une
synchronisation parfaite entre l’émetteur et le récepteur.
Concernant les aspects liés à la simulation de la chaîne de transmission complète, il est
possible d’inclure les opérations de ADC et DAC au sein du modèle de canal. Nous travaillons
ainsi avec un modèle de canal radiomobile équivalent discret en bande de base, tel que présenté
au cours du chapitre 2, page 69.
3.4.1 Émetteur-récepteur à temps discret
L’échantillonnage des signaux présentés dans le cadre de l’émetteur-récepteur à temps
continu nous permet d’établir son équivalent à temps discret. Il est toutefois nécessaire de
respecter le théorème de Nyquist–Shannon, ce qui implique une transmission à bande limitée.
Pour cela, nous considérons un réseau temps-fréquence défini par un espacement entre por-
teuses F0, un espacement entre symboles T0 et un ensemble I = {0, . . . ,M − 1} × Z, où M
représente le nombre de sous-porteuses du système (voir page 74). En toute rigueur, si le filtre
g est de support temporel fini, il ne peut être à bande limitée. Néanmoins, on pourra supposer
que la quasi-totalité de l’énergie de g est concentrée dans une bande Bg. Dans ces conditions,
le signal en sortie de l’émetteur occupe une bande B = MF0 − F0 + Bg que nous pouvons
approximer par B ≈MF0 si M est grand. Il est alors possible d’échantillonner le signal émis,
8. Digital-to-Analog Conversion
9. Analog-to-Digital Conversion
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sans perte d’information, en choisissant la fréquence d’échantillonnage critique Fe = B. L’es-
pacement entre symboles peut s’écrire T0 = NTe, avec Te = 1/Fe la période d’échantillonnage
et N le nombre d’échantillons par symbole. La densité du réseau temps-fréquence peut alors
se reformuler ρ(Λ) = 1/F0T0 = M/N et le système est dit
— « suréchantillonné » s’il est à densité sous-critique (plus d’un échantillon par symbole
de modulation QAM) ;
— « à échantillonnage critique » s’il est à densité critique (un échantillon par symbole de
modulation QAM) ;
— « sous-échantillonné » s’il est à densité sous-critique (moins d’un échantillon par sym-
bole de modulation QAM).
Les fonctions prototypes d’émission-réception échantillonnées se notent
g[k] =
√
Te g(kTe), k ∈ Z (3.130)
et
gˇ[k] =
√
Te gˇ(kTe), k ∈ Z. (3.131)
Ainsi, les fonctions de base d’émission et de réception s’écrivent
gm,n[k] =
√
Te gm,n(kTe) = g[k − nN ]ej2pi mM kejφm,n (3.132)
et
gˇp,q[k] =
√
Te gˇp,q(kTe) = gˇ[k − qN ]ej2pi
p
M
kejφp,q . (3.133)
Si l’on respecte le critère d’échantillonnage de Shannon–Nyquist, alors le produit scalaire
est conservé si bien qu’un système biorthogonal à temps continu reste biorthogonal à temps
discret :
〈gm,n, gˇp,q〉L2(R) = 〈gm,n, gˇp,q〉`2(Z) = δm,pδn,q. (3.134)
Précisons que cette égalité suppose que les signaux à temps continu soient à bande limitée et
implique par conséquent des signaux discrets de longueur infinie. L’égalité peut toutefois être
approchée lorsque l’énergie des signaux à temps continu est concentrée dans une bande B et
que la troncature de ces signaux est réalisée de manière à préserver la majeure partie de leur
énergie.
3.4.1.1 Émetteur BFDM/QAM à temps discret
Le signal en sortie de l’émetteur à temps discret s’écrit
s[k] =
∑
(m,n)∈I
cm,ngm,n[k] (3.135)
De manière équivalente, le signal émis peut aussi s’écrire, en posant φm,n = −2pimnN/M :
s[k] =
M−1∑
m=0
sm[k] (3.136)
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avec le signal transmis sur la voie m défini par sm[k] = (cm ∗ gm)[k], avec cm[k] représentant
la séquence de symboles transmis sur la voie m et expansée d’un facteur N , tel que
cm[k] =
∑
n∈Z
cm,nδ[k − nN ] (3.137)
avec gm[k] la fonction prototype d’émission modulée définie par
gm[k] = g[k]e
j2pi m
M
k. (3.138)
Autrement dit, s[k] est obtenu en sortie d’un banc de filtres de synthèse, qui a pour entrées
les symboles cm,n avec (m,n) ∈ I (fig. 3.7).
↑ N
↑ N
↑ N
g0[k]
gm[k]
gM−1[k]
c0,n
cm,n
cM−1,n
s[k]
Figure 3.7 – Émetteur multiporteuse suréchantillonné à temps discret avec I = {0, . . . ,M −
1} × Z et un facteur de suréchantillonnage N/M .
3.4.1.2 Récepteur BFDM/QAM à temps discret
Si l’on se place dans le cas d’un canal de transmission idéal tel que r[k] = s[k] et que l’on
pose φp,q = −2pipqM/N les symboles estimés s’écrivent
c˜p,q = 〈gˇp,q, r〉 =
∑
(m,n)∈I
cm,n 〈gˇp,q, gm,n〉 . (3.139)
De manière équivalente, les symboles estimés se notent c˜p,q = c˜p[qN ] avec c˜p[k] = (gˇHp ∗ r)[k]
le signal reçu sur la voie p et filtré par la version retournée et conjuguée de
gˇp[k] = gˇ[k]e
j2pi p
M
k. (3.140)
Ainsi, on obtient les symboles c˜p,q, en sortie d’un banc de filtres d’analyse d’entrée r[k] (fig.
3.8).
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Ces relations confirment, à l’instar du cas continu que la reconstruction parfaite est assurée
si 〈gˇp,q, gm,n〉 = δm,pδn,q, ∀(m,n), (p, q) ∈ I. Notons que si les fonctions prototypes à temps
continu sont de durée finie (ou ont été tronquées), alors le critère de Nyquist–Shannon ne peut
pas être respecté strictement si bien que les fonctions échantillonnées correspondantes ne rem-
plissent pas nécessairement les conditions de reconstruction parfaite. Ce constat motive la syn-
thèse directe des filtres discrets [Cvetkovic 1999, Siclet 2006, Pinchon 2004b, Pinchon 2004a].
gˇHp [k]
gˇH0 [k]
gˇHM−1[k]
↓ N
↓ N
↓ N
r[k]
c˜0,q
c˜p,q
c˜M−1,q
Figure 3.8 – Récepteur multiporteuse suréchantillonné à temps discret avec I = {0, . . . ,M −
1} × Z et un facteur de suréchantillonnage N/M .
3.4.2 Émetteur-récepteur à temps discret causal
À l’instar du cas continu, il est nécessaire de spécifier des filtres discrets causaux afin
d’aboutir à un système réalisable. En utilisant les résultats des calculs réalisés au cours de la
partie 3.1.3, page 79, nous pouvons supposer que les réponses impulsionnelles g(t) et gˇH(t)
sont de durée finie et de supports respectivement inclus dans [0;KgT0[ et [0;KgˇT0[ avec Kg,
Kgˇ des entiers positifs. Dans ces conditions, les symboles sont reconstruits avec un certain
retard de D échantillons, tel qu’indiqué dans (3.27).
Les réponses impulsionnelles des filtres discrets sont alors elles-mêmes causales et de sup-
ports respectifs {0, . . . , Lg − 1} et {0, . . . , Lgˇ − 1}, en posant Lg = KgN et Lgˇ = KgˇN . En
pratique, nous choisirons le plus souvent Kg = Kgˇ de manière à faciliter la synthèse de filtres
à reconstruction parfaite.
3.4.3 Gain complexe du système discret équivalent
Le canal de transmission discret équivalent (fig. 3.9), noté H˜, modélise une propagation à
I trajets, évolutive dans le temps et soumise à un bruit blanc dans la bande considérée (voir
description détaillée du modèle page 2.5). Sachant que le signal émis possède une bande B
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(après interpolation), nous supposons que le signal reçu possède le même support fréquentiel ;
autrement dit, le décalage Doppler maximal fd est négligeable devant B. La relation d’entrée
sortie du canal discret équivalent se note
r[k] = (H˜s)[k] + b[k] =
∑
l∈Z
α˜l[k]s[k − l] + b[k] (3.141)
avec
α˜l[k] =
I∑
i=1
αi(k/B)sinc(Bτi − l). (3.142)
H˜s[k]
b[k]
r[k]
Figure 3.9 – Équivalent discret du canal doublement dispersif à bruit additif.
Le récepteur projette le signal reçu sur une famille {gˇp,q}(p,q)∈I, de telle sorte, ∀(p, q) ∈ I,
les symboles estimés s’écrivent
c˜p,q = 〈gˇp,q, r〉 =
〈
gˇp,q, H˜s+ b
〉
=
〈
gˇp,q, H˜s
〉
+ 〈gˇp,q, b〉 . (3.143)
En présence de l’équivalent discret du canal de transmission sélectif en temps et en fréquence,
les conditions de reconstruction parfaite ne sont plus respectées et nous avons
c˜p,q =
∑
(m,n)∈I
cm,nAm,n,p,q + bp,q. (3.144)
avec le bruit discret filtré par le récepteur
bp,q =
∑
k∈Z
gˇ[k − qN ]e−j2pi pM kb[k]. (3.145)
Le coefficient Am,n,p,q est comparable àHm,n,p,q formulé dans le cas continu (3.45). Il représente
la relation entre le symbole (m,n) et le symbole (p, q) et s’écrit
Am,n,p,q =
∑
l∈Z
∑
k∈Z
α˜l[k]g[k − l − nN ]gˇ[k − qN ]ej2pi(m−p)
k
M e−j2pim
l
M . (3.146)
En posant Ip,q = I\(p, q), il est possible d’isoler le terme de signal utile sp,q du terme d’inter-
férence ip,q, tel que
c˜p,q = sp,q + ip,q + bp,q. (3.147)
avec
sp,q = cp,qAp,q,p,q, (3.148)
ip,q =
∑
(m,n)∈Ip,q
cm,nAm,n,p,q. (3.149)
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Les relations d’entrée-sortie de l’ensemble émetteur-canal-récepteur sont très similaires à celles
présentées dans le cas continu. Il en découle naturellement que les fonctions prototypes optimi-
sées à temps continu conserveront des performances similaires dans le cas discret, à condition
de choisir des réponses impulsionnelles de longueur suffisante.
La réalisation directe de l’émetteur décrit ci-dessus présente une complexité algorithmique
élevée en raison du facteur de suréchantillonnage par N sur chaque voie suivi d’un filtrage de
longueur Lg et modulation par une exponentielle complexe. En raison de sa structure duale,
le récepteur présente une complexité algorithmique similaire. La théorie des bancs de filtres
apporte des outils permettant de reformuler le transmultiplexeur, permettant une mise en
œuvre efficace [Vaidyanathan 1993]. Plusieurs auteurs mettent en évidence l’intérêt des dé-
compositions polyphases et des identités nobles dans ce processus [Weiss 2000, Siclet 2002b,
Beaulieu 2009, Moret 2010]. De plus, ces schémas de réalisation efficaces permettent de re-
courir à l’algorithme de transformée de Fourier rapide (FFT 10) qui réduit considérablement
la complexité du système. Notons toutefois que celle-ci croît en même temps que la longueur
des réponses impulsionnelles des filtres et que le système d’égalisation associé au système de
transmission reste suffisamment complexe pour écarter ces derniers de la plupart des standards
actuels.
Synthèse du chapitre
Ce chapitre débute par la présentation de la structure de l’émetteur-récepteur multi-
porteuses, incluant ses relations d’entrée-sortie à temps continu. Nous nous focalisons sur
les systèmes à reconstruction parfaite, basés sur la modulation d’amplitude en quadrature
(BFDM/QAM). En s’appuyant sur les résultats du chapitre précédent concernant la structure
propre approchée des canaux radiomobiles et en considérant le théorème de Balian–Low, nous
rappelons l’interêt d’utiliser des systèmes à densité sous-critique.
En s’intéressant au cas particulier des canaux de transmission WSSUS, nous réalisons
une étude théorique sur l’adaptation temps-fréquence des impulsions de mise en forme en
fonction des caractéristiques statistiques du canal. Pour un réseau temps-fréquence donné,
cette analyse vise la maximisation de la puissance moyenne du signal utile et la minimisation
de la puissance moyenne de l’interférence et du bruit. En cherchant par ailleurs à obtenir
une efficacité spectrale la plus élevée possible, nous montrons qu’il est nécessaire de choisir
des impulsions de mise en forme orthogonales, dont les moments du second odre en temps
et en fréquence sont égaux, respectivement, à l’étalement moyen en temps et en fréquence
du canal de transmission. Ces résultats précisent des travaux présentés dans [Kozek 1998,
Strohmer 2003, Jung 2007a].
Nous concluons le chapitre en donnant un équivalent discret de l’émetteur-récepteur multi-
porteuses. Une telle formulation montre que le facteur de suréchantillonnage s’exprime comme
l’inverse de la densité du réseau temps-fréquence. De plus, nous précisons le délai de recons-
10. Fast Fourier Transform
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truction nécessaire pour obtenir un système causal et observons qu’il est en particulier lié à la
longueur des filtres lorsqu’ils sont symétriques.
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Les systèmes de transmission multiporteuses suréchantillonnés, de type BFDM/QAM,
constituent une technique de transmission attactive pour les canaux sélectifs en temps et
en fréquence. Il permettent en effet de répartir l’information dans le plan temps-fréquence,
tout en disposant d’une grande variété d’impulsions de mise en forme, potentiellement adap-
tées aux caractéristiques du milieu de propagation. Au cours du chapitre précédent, nous
avons ainsi montré que la maîtrise de la localisation en temps et en fréquence des fonctions
prototypes était fondamentale afin de maximiser les performances moyennes d’un tel système,
en terme de SINR.
Les déclinaisons à temps discret des émetteurs-récepteurs BFDM/QAM s’appuient géné-
ralement sur la théorie des bancs de filtres afin d’obtenir une schéma de réalisation efficace,
en introduisant notamment l’algorithme de transformée de Fourier rapide et en parallélisant
les traitements à l’aide de décompositions polyphases. Cependant, la complexité globale de
l’émetteur-récepteur reste élevée si l’on tient compte de l’égaliseur correspondant. Cela ex-
plique les difficultés de ces techniques de modulation à s’imposer au sein des applications de
transmission.
À travers ce chapitre, nous nous focalisons sur le cas particulier des émetteurs-récepteurs
multiporteuses à filtres courts, appelésWeighted Cyclic Prefix OFDM, qui généralisent l’OFDM
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avec préfixe cyclique. Cette stratégie de modulation-démodulation réduit considérablement la
complexité algorithmique des émetteurs-récepteurs en favorisant les traitements par blocs de
taille N ou M échantillons. Nous exprimons dans un premier temps les relations matricielles
d’entrée-sortie du système de transmission complet (incluant le canal de transmission), puis
nous formalisons les conditions de reconstruction parfaite à imposer aux fonctions prototypes.
Nous proposons ensuite plusieurs égaliseurs de faible complexité algorithmique. Enfin, nous
évaluons l’impact du rapport de puissance crête sur puissance moyenne des systèmes WCP-
OFDM qui constitue généralement un frein pour l’intégration des systèmes de transmission
multiporteuses.
4.1 Structure particulière du transmultiplexeur WCP-OFDM
Les schémas de réalisation efficaces de l’émetteur-récepteur BFDM/QAM, tels que ceux
présentés dans [Siclet 2002b, Moret 2010] se basent sur l’utilisation de la transformée de Fou-
rier rapide. Par ailleurs, la décomposition polyphase des filtres d’émission et de réception
permet de paralléliser les opérations de filtrage et par conséquent de faciliter l’intégration de
l’émetteur-récepteur. Il convient toutefois de rappeler que les opérations de modulation et
démodulation ont une complexité algorithmique d’autant plus grande que les réponses impul-
sionnelles des filtres sont longues. Il en résulte que les filtres de longueur minimale, c’est-à-dire
dont la réponse impulsionnelle comporte N coefficients, apportent des simplifications considé-
rables en évitant le recours aux décompositions polyphases. C’est pourquoi, dans cette partie,
nous nous focalisons sur le cas où les supports de g[k] et gˇ[k] sont inclus dans {0, . . . , N − 1}.
4.1.1 Émetteur WCP-OFDM
Considérons la transmission d’un bloc n donné, composé de N échantillons et noté sous
forme vectorielle
sn = [sn[0] . . . sn[N − 1]]T (4.1)
avec sn[k] = s[k + nN ] pour 0 ≤ k ≤ N − 1. Sachant que g[k] = 0 si k < 0 ou k > N − 1,
nous avons
sn[k] =
M−1∑
m=0
cm,ng[k]e
j2pi m
M
(k+nN)ejφm,n (4.2)
= g[k]
M−1∑
m=0
cm,ne
j2pi m
M
k = g[k]Cn[k] (4.3)
avec
Cn[k] =
M−1∑
m=0
cm,ne
j2pi m
M
k, 0 ≤ k ≤ N − 1. (4.4)
Le terme de phase φm,n = −2pimnN/M découle de (3.3) ; il permet de simplifier les notations
lorsque l’on considère un émetteur causal, tel que spécifié dans (3.24). Ainsi, en définissant
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le n-ième vecteur de symboles à transmettre c˜n = [c0,n . . . cM−1,n]T , nous écrivons
Cn =
√
MFHMcn (4.5)
où FM correspond à la matrice de Fourier de taille M dont les entrées sont notées
FM [k, l] = 1/
√
Me−j2pi
l
M
k, 0 ≤ k, l ≤M − 1. (4.6)
Le vecteur Cn = [Cn[0] . . . Cn[M − 1]]T correspond donc à la transformée de Fourier discrète
inverse du vecteur de symboles cn. De plus, notons que Cn[k] = Cn[k+M ], de telle sorte que
pour M ≤ k ≤ N − 1, Cn[k] = Cn[k −M ], avec 0 ≤ k −M ≤ ∆− 1, où ∆ = N −M . Ainsi
sn[k] =
{
Cn[k]g[k], si 0 ≤ k ≤M − 1,
Cn[k −M ]g[k], si M ≤ k ≤ N − 1
(4.7)
ce qui peut aussi s’écrire
sn = DgP∆Cn =
√
MDgP∆F
H
Mcn (4.8)
avec Dg = diag (g[0], . . . , g[N − 1]) et P∆ la matrice d’extension cyclique de taille N ×M
dont les entrées s’écrivent P∆[k,m] = δk,m + δk−M,m pour 0 ≤ k ≤ N − 1 et 0 ≤ m ≤M − 1.
Exemple 4.1 (Émetteur OFDM avec préfixe cyclique)
Il est intéressant de confronter le résultat obtenu au cas particulier de l’OFDM avec préfixe
cyclique de longueur ∆ = N − M . Notons sCPn [k] le signal obtenu en sortie de l’émetteur
CP-OFDM et gCP[k] la fonction prototype d’émission correspondante. Puisque nous avons
gCP[k] = 1/
√
M pour 0 ≤ k ≤ N − 1, alors sCPn [k] peut être obtenu à partir de (4.7) tel que
sCPn [k] =

1√
M
Cn[k], si 0 ≤ k ≤M − 1,
1√
M
Cn[k −M ], si M ≤ k ≤ N − 1.
(4.9)
Nous remarquons que (4.7) fait apparaître un suffixe cyclique puisque nous avons posé Cn[k] =
Cn[k−M ] pour M ≤ k ≤ N − 1 plutôt que Cn[k] = Cn[k+M ] pour 0 ≤ k ≤ ∆− 1. Ces deux
conventions sont strictement équivalentes.
D’après l’exemple précédent, l’utilisation de filtres courts nous permet d’écrire dans le cas
général
sn[k] =
√
MsCPn [k]g[k]. (4.10)
Le signal s[k] en sortie du modulateur peut être vu comme une version pondérée du signal
CP-OFDM. Nous désignons un tel système de transmission par le sigle WCP-OFDM, pour
Weighted Cyclic Prefix OFDM. Le schéma de réalisation efficace de l’émetteur est alors repré-
senté sur la figure 4.1.
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cM−1,n
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√
Mg[0]
√
Mg[N −M − 1]
√
Mg[N −M ]
√
Mg[N − 1]
P/S
sn[0]
sn[N −M − 1]
sn[N −M ]
sn[N − 1]
sn[k]
Figure 4.1 – Schéma de réalisation efficace de l’émetteur WCP-OFDM avec un facteur de
suréchantillonnage N/M .
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4.1.2 Récepteur WCP-OFDM
Considérons la réception d’un bloc n donné, composé de N échantillons. En restreignant
les fonctions prototypes de réception au cas où gˇ[k] = 0 si k < 0 ou k > N − 1, les symboles
estimés s’écrivent
c˜m,n =
nN+N−1∑
k=nN
r[k]gˇ∗[k − nN ]e−j2pi mM ke−jφm,n (4.11)
=
N−1∑
k=0
rn[k]gˇ
∗[k]e−j2pi
m
M
k (4.12)
puisque l’on a posé φm,n = −2pimnN/M et avec rn[k] = r[k + nN ] pour 0 ≤ k ≤ N − 1. En
notant
C˜n[k] =
{
rn[k]gˇ[k] + rn[k +M ]gˇ[k +M ], si 0 ≤ k ≤ ∆− 1,
rn[k]gˇ[k], si ∆ ≤ k ≤M − 1,
(4.13)
nous pouvons écrire de manière équivalente
c˜m,n =
M−1∑
k=0
C˜n[k]e
−j2pi m
M
k. (4.14)
Par conséquent, en notant le nième bloc de symboles reçus rn = [rn[0] . . . rn[N − 1]]T , alors
C˜n = P
T
∆Dgˇrn. (4.15)
et le nième vecteur de symboles estimés c˜n = [c˜0,n . . . c˜M−1,n]T s’écrit
c˜n =
√
MFM C˜n =
√
MP T∆Dgˇrn. (4.16)
Exemple 4.2 (Récepteur OFDM avec préfixe cyclique)
Dans le cas de l’OFDM avec préfixe cyclique de longueur ∆ = N −M , la fonction prototype
de réception se définit par
gˇCP[k] =
{
0, si 0 ≤ k ≤ ∆− 1,
1√
M
, si ∆ ≤ k ≤ N − 1. (4.17)
Il en découle que (4.13) se simplifie en C˜CPn [k] = 1/
√
M r[k + nN ] pour 0 ≤ k ≤M − 1. Cela
signifie que les ∆ premiers échantillons du bloc constituant le préfixe cyclique sont supprimés
en réception.
Le schéma de réalisation efficace du récepteur est alors représenté sur la figure 4.2.
4.2 Spécification des filtres courts à reconstruction parfaite
En présence d’un canal idéal, il est commode de choisir les filtres de mise en forme de telle
sorte que ceux-ci permettent la transmission des symboles sans pertes d’information. Nous
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Figure 4.2 – Schéma de réalisation efficace du récepteur WCP-OFDM avec un facteur de
suréchantillonnage N/M .
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parlons alors de reconstruction parfaite des symboles émis. Les contraintes de biorthogonalité
ou d’orthogonalité doivent donc être appliquées aux filtres de mise en forme, tel que nous
l’avons établi dans le cas plus général des systèmes BFDM/QAM. Lorsque le canal est sélec-
tif en fréquence et en temps, les conditions de reconstruction parfaite ne sont généralement
plus assurées. Il convient alors d’optimiser les filtres prototypes d’émission et de réception en
fonction des caractéristiques du canal de transmission.
4.2.1 Conditions de reconstruction parfaite
Les conditions de reconstruction parfaite sont respectées lorsque c˜n = cn, en présence d’un
canal idéal, sans bruit, c’est-à-dire garantissant rn = sn. D’après (4.8) et (4.16), la relation
d’entrée-sortie s’exprime par
c˜n = MFMP
T
∆DgˇDgP∆F
H
Mcn. (4.18)
Par conséquent, les conditions de reconstruction parfaites s’énoncent par la relation
FMP
T
∆DgˇDgP∆F
H
M =
IM
M
(4.19)
avec IM la matrice identité de taille M . De plus, puisque FHM = F
−1
M , l’expression se simplifie
et nous avons
P T∆DgˇDgP∆ =
IM
M
(4.20)
qui s’écrit également{
g[k]gˇ[k] + g[k +M ]gˇ[k +M ] = 1M , pour 0 ≤ k ≤ ∆− 1,
g[k]gˇ[k] = 1M , pour ∆ ≤ k ≤M − 1.
(4.21)
Exemple 4.3 (OFDM avec préfixe cyclique)
L’OFDM avec préfixe cyclique utilise des filtres courts puisqu’il n’y a aucun recouvrement entre
les impulsions de mise en forme de deux blocs successifs. En notant
gCP[k] =
{
1√
M
, pour 0 ≤ k ≤ N − 1,
0, sinon
(4.22)
et
gˇCP[k] =
{
1√
M
, pour ∆ ≤ k ≤ N − 1,
0, sinon.
(4.23)
Les conditions de reconstruction parfaites énoncées dans (4.21) sont respectées. Nous désignons
par la suite le prototype gCP[k] par le sigle CP et nous l’utilisons comme référence vis-à-vis
des autres impulsions de mise en forme présentées ultérieurement.
En imposant les conditions d’orthonormalité et en choisissant des filtres à phase linéaire,
nous avons g[k] = gˇ[k] = g[N − 1− k] et les conditions de reconstruction parfaite se notent{
g2[k] + g2[k +M ] = 1M , pour 0 ≤ k ≤ (∆− 1)/2,
g2[k] = 1M , pour ∆ ≤ k ≤ (M − 1)/2.
(4.24)
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4.2.2 Exemples de filtres pour systèmes WCP-OFDM orthogonaux
Les systèmes de transmission orthogonaux permettent la transmission optimale sur les
canaux de transmission à bruit additif blanc gaussien. C’est la raison pour laquelle nous
nous intéressons à ce type de filtres particuliers. De plus, nous avons montré l’importance
d’impulsions de mise en forme bien localisées en temps et en fréquence pour transmettre de
manière quasi-optimale sur les canaux de transmission sélectifs en temps et en fréquence. Nous
focalisons notre étude du WCP-OFDM sur deux prototypes présentés dans [Pinchon 2011],
vérifiant (4.24) et optimisés selon deux critères :
— minimisation de l’énergie hors-bande (OBE 1) ;
— maximisation de la localisation temps-fréquence (TFL 2).
Sachant que ∀x ∈ R, cos2(x) + sin2(x) = 1, une manière de satisfaire (4.24) consiste à
choisir
g[k] = gˇ[k] =

1√
M
cos(θ[k]), pour 0 ≤ k ≤ (∆− 1),
1√
M
, pour ∆ ≤ k ≤M − 1,
1√
M
sin(θ[k]), pour M ≤ k ≤ N − 1,
0, sinon.
(4.25)
où θ[k] ∈ [0; 2pi[ représente un angle à optimiser en fonction du critère d’optimisation choisi.
Dans [Pinchon 2011], les prototypes sont obtenus à l’aide de la méthode de représentation
compacte [Pinchon 2004b, Siclet 2006] et de la fonction prototype [Pinchon 2004a]. En uti-
lisant le modèle ci-dessus, les réponses impulsionnelles des prototypes OBE et TFL peuvent
être approchées par des expressions analytiques relativement simples (notation de θ[k] sous la
forme d’un polynôme en k du premier degré).
Soient M0 et N0 deux entiers premiers entre eux avec 1 ≤ M0 < N0. Nous écrivons à
partir de ces entiers les paramètres du modulateur M = ∆M0 et N = ∆N0. Les prototypes
utilisés au cours de cette étude respectent la relation N0 = M0 +1, permettant ainsi une perte
d’efficacité spectrale minimale.
4.2.2.1 Critère de minimisation de l’énergie hors bande
L’expression analytique approchée pour 2 ≤ M0 ≤ 20 nous permet d’écrire la réponse
impulsionnelle du prototype OBE sous la forme
gOBE[k] =

1√
M
cos
(
a˜M0 + b˜M0
2k+1
2∆
)
, pour 0 ≤ k ≤ ∆− 1,
1√
M
, pour ∆ ≤ k ≤M − 1,
1√
M
cos
(
a˜M0 + b˜M0
2(N−k)−1
2∆
)
, pour M ≤ k ≤ N − 1,
0, sinon
(4.26)
1. Out-of-Band Energy
2. Time-Frequency Localization
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avec
b˜M0 =
1
α+ βM0
, a˜M0 =
pi
4
− 1
2
b˜M0 (4.27)
et
α = −0.1714430594740783, (4.28)
β = −0.5852184808129936. (4.29)
Il est intéressant de comparer les réponses impulsionnelles et fréquentielles du filtre prototype
OBE avec celles du prototype CP (fig. 4.3). Nous observons ainsi une décroissance fréquentielle
légèrement plus rapide pour le prototype OBE, avec des lobes de largeur comparable au
prototype rectangulaire.
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Figure 4.3 – Comparaison des réponses impulsionnelles et fréquentielles normalisées
g[k]/ ‖g‖∞ et |G(ν)|2/
∥∥|G|2∥∥∞ des filtres OBE et rectangulaire, en choisissant M = 1024
et N = 1280.
4.2.2.2 Critère de maximisation de la localisation temps-fréquence
La formulation analytique approchée pour 2 ≤ M0 ≤ 20 et 4 ≤ ∆ ≤ 40 nous permet
d’écrire la réponse impulsionnelle du prototype TFL sous la forme
gTFL[k] =

1√
M
cos
(
2k+1
2∆ a(M0,∆) + b(M0,∆)
)
, pour 0 ≤ k ≤ ∆− 1,
1√
M
, pour ∆ ≤ k ≤M − 1,
1√
M
cos
(
2(N−k)−1
2∆ a(M0,∆) + b(M0,∆)
)
, pour M ≤ k ≤ N − 1,
0, sinon
(4.30)
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avec
a(M0,∆) = α(∆) +
β(∆)
M20
, b(M0,∆) =
pi
4
− a(M0,∆)
2
, (4.31)
α(∆) =
1
α1∆ + α2
− pi
2
, β(∆) =
1
β1∆ + β2
(4.32)
où les constantes α1, α2, β1 et β2 sont définies par
α1 = 0, 63766705654, (4.33)
α2 = 0, 64731728760, (4.34)
β1 = −0, 62796652529, (4.35)
β2 = 0, 47030459364. (4.36)
En comparant les réponses impulsionnelles et fréquentielles des prototypes rectangulaires et
TFL (fig. 4.4), nous remarquons que le prototype TFL présente une décroissance fréquentielle
beaucoup plus rapide que le prototype CP. En contrepartie, les lobes de la réponse fréquentielle
sont plus larges que ceux du prototype CP.
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Figure 4.4 – Comparaison des réponses impulsionnelles et fréquentielles normalisées
g[k]/ ‖g‖∞ et |G(ν)|2/
∥∥|G|2∥∥∞ des filtres TFL et rectangulaire, en choisissant M = 1024
et N = 1280.
4.2.3 Mesures de localisation temps-fréquence et d’énergie hors bande
Après avoir présenté les réponses impulsionnelles des filtres prototypes OBE et TFL utilisés
au cours de notre étude, nous pouvons les différencier à l’aide de leurs critères d’optimisation
respectifs, en les comparant au prototype CP de référence. Il est alors intéressant d’observer
l’influence du facteur de suréchantillonnage N/M sur leurs caractéristiques temporelles et
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fréquentielles. Nous rappelons que nous travaillons avec des signaux de longueur finie (N
coefficients) et que les résultats présentés ici correspondent à 2 ≤ M0 ≤ 20 avec ∆ = 8 ; un
choix différent du facteur ∆ conduirait évidemment à des résultats différents, en préservant
toutefois le positionnement relatif entre les courbes.
La transformée de Fourier de la fonction prototype se note
G(ν) =
N−1∑
k=0
g[k]e−j2pi
ν
M
k (4.37)
alors l’énergie hors-bande, par rapport à une bande 1/M est définie par
EM (g) =
1
‖g‖2
∫ 1
2
1
2M
|G(ν)|2 dν. (4.38)
Dans le cadre d’un système de transmission multiporteuse, ce critère d’optimisation tend à
renforcer l’isolation entre les sous-porteuses. Nous mesurons l’énergie hors-bande pour les trois
prototypes évoqués (fig. 4.5). Naturellement, l’énergie hors-bande est d’autant plus faible que
N/M est grand. Outre le fait que le prototype OBE présente une énergie hors-bande beaucoup
plus faible que les deux autres, nous remarquons un léger avantage pour le prototype CP vis-
à-vis du prototype TFL, pour de faibles valeurs de suréchantillonnage. Ceci est manifestement
dû au fait que les lobes de la réponse fréquentielle du prototype TFL sont plus larges que
ceux du prototype CP, avec une décroissance assez lente dans le cas d’un faible facteur de
suréchantillonnage.
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Figure 4.5 – Mesure de l’énergie hors-bande des fonctions prototypes pour ∆ = 8.
En utilisant les outils d’analyse temps-fréquence présentés dans la partie 1.2.4.2, page 23,
nous mesurons les moments du second ordre en temps et en fréquence, normalisés, définis par
σ˜2t =
σ2t
N
, (4.39)
σ˜2f = Mσ
2
f , (4.40)
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de sorte que la localisation temps-fréquence classique s’écrit
ξ =
1
4pi
√
σ2fσ
2
t
=
1
4pi
√
N
M σ˜
2
f σ˜
2
t
. (4.41)
De manière générale, les moments de second ordre en temps et en fréquence diminuent
en même temps que N/M augmente. Les filtres courts possédant chacun une réponse impul-
sionnelle à N coefficients, leurs moments temporels du second ordre varient peu, même si les
prototypes OBE et TFL sont respectivement mieux localisés en temps que le prototype de
référence (fig. 4.6b). Les moments fréquentiels du second ordre évoluent dans une dynamique
plus grande, avec le même positionnement relatif entre les différents prototypes (fig. 4.6a).
En accord avec la démarche de maximisation du SINR, nous avons montré l’intérêt d’im-
pulsions de mise en forme bien localisées en temps et en fréquence au cours de la partie 3.3,
page 84. Nous traçons ainsi la localisation classique ξ (fig. 4.7a), obtenue à l’aide des mo-
ments du second ordre définis ci-dessus, ainsi que la localisation modifiée ξ˜ (fig. 4.7b) selon
[Doroslovački 1998]. Après avoir vérifié que les valeurs de ξ et ξ˜ augmentent en même temps
que N/M , nous constatons un avantage très net pour le prototype TFL devant ses deux
concurrents.
4.3 Schémas d’égalisation de faible complexité
Après avoir présenté les conditions de reconstruction parfaite du système de transmission
WCP-OFDM et introduit plusieurs fonctions prototypes, nous nous plaçons dans le cas d’un
canal de transmission sélectif en temps et en fréquence. À partir des caractéristiques des
interférences mesurées, nous en déduisons plusieurs schémas d’égalisation de faible complexité.
4.3.1 Relation d’entrée-sortie en présence d’un canal radiomobile
D’après le modèle établi au cours de la partie 2.5.2, page 69, rappelons la relation d’entrée-
sortie d’un canal discret équivalent à I trajets discrets, sélectif en temps et bruité :
r[k] =
L−1∑
l=0
α˜l[k]s[k − l] + b[k] (4.42)
avec
α˜l[k] =
√
1/B
I∑
i=1
αi(k/B)sinc (Bτi − l) . (4.43)
où B représente la bande utilisée par le système et l’indice L représente le nombre de trajets
discrets équivalents après troncature de la réponse impulsionnelle discrète du canal. Tel que
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Figure 4.6 – Mesure des moments du second ordre des fonctions prototypes pour ∆ = 8.
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Figure 4.7 – Mesure de localisation temps-fréquence des fonctions prototypes pour ∆ = 8.
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défini dans la partie 2.5.1, page 69, le terme b[k] représente un bruit gaussien, blanc dans la
bande B.
Dans le cas particulier des filtres courts utilisés par le système WCP-OFDM, la relation
d’entrée-sortie du canal discret équivalent présenté dans (4.42) se simplifie si L ≤ N . Au-
trement dit, si le délai introduit par le canal discret équivalent est inférieur à la durée d’un
bloc, alors l’interférence entre blocs (IBI 3) se limite à deux blocs consécutifs. Ainsi, en notant
sn = [sn[0] . . . sn[N − 1]]T le vecteur composé des échantillons émis, le vecteur contenant les
échantillons reçus s’écrit
rn = Hnsn +Gnsn−1 + bn, n ∈ N (4.44)
où bn = [bn[0] . . . bn[N−1]]T . La fonction de transfert du canal discret équivalent sur le n-ième
bloc est décrite par deux matrices de taille N ×N , définies par
Hn =

α˜1[nN ] 0 0 · · · 0
... α˜1[nN + 1] 0 · · · 0
α˜L[nN ] · · · . . . · · · 0
...
. . . · · · . . . 0
0 · · · α˜L[nN + 2] · · · α˜1[nN +N − 1]

, (4.45)
Gn =

0 · · · α˜L[nN − L+ 1] · · · α˜2[nN − 1]
...
. . . 0
. . .
...
0 · · · . . . · · · α˜L[nN − 1]
...
...
...
. . .
...
0 · · · 0 · · · 0

. (4.46)
En combinant (4.8), (4.16) et (4.44), la relation d’entrée sortie complète du système WCP-
OFDM incluant le canal de transmission sélectif en temps et en fréquence s’écrit
c˜n = Ancn +Bncn−1 + zn (4.47)
avec
An = MFMP
T
∆DgˇHnDgP∆F
H
M , (4.48)
Bn = MFMP
T
∆DgˇGnDgP∆F
H
M , (4.49)
zn =
√
MFMP
T
∆Dgˇbn (4.50)
où zn correspond aux échantillons de bruit filtrés par le récepteur etAn etBn sont les matrices
de transfert du système WCP-OFDM relatives à la transmission du n-ième bloc de symboles.
Les éléments de ces matrices peuvent être reliés au coefficient de transfert du système présenté
dans 3.4.1, page 94, tel que An[m, p] = Am,n,p,n and Bn[m, p] = Am,n,p,n−1.
Dans le cas général d’un émetteur-récepteur WCP-OFDM utilisant des prototypes à re-
construction parfaite, de l’interférence peut apparaître en présence d’un canal de transmission
3. InterBlock Interference
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sélectif en temps et en fréquence. Lorsqu’un symbole reçu s’écrit sous la forme d’une combi-
naison linéaire de plusieurs symboles du bloc courant, nous parlons alors d’interférence entre
sous-porteuses (ICI). Si un symbole reçu est lié à un ou plusieurs symboles du bloc précédent,
il s’agit alors d’interférence entre blocs (IBI). Pour une réalisation donnée des symboles et
du canal, la puissance des éléments des matrices An et Bn permet d’estimer le niveau des
interférences (fig. 4.8). Par conséquent, pour le cas particulier d’un canal idéal, la matrice An
est diagonale, ce qui implique l’absence d’interférence entre sous-porteuses et la matrice Bn
est nulle, ce qui garantit l’absence d’interférence entre blocs (fig. 4.9).
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Figure 4.8 – Puissance des coefficients des matrices An et Bn dans le cas d’un canal sélectif
en temps et en fréquence.
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Figure 4.9 – Puissance des coefficients des matrices An et Bn dans le cas d’un canal idéal.
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4.3.2 Méthodologie pour le choix d’une stratégie d’égalisation adaptée
Dans le cas d’un système WCP-OFDM caractérisé par la relation d’entrée sortie (4.47),
nous définissons le n-ième vecteur de symboles égalisés par
c¯n = A˜
−1
n (c˜n − B˜nc¯n−1) (4.51)
= A˜
−1
n Ancn + A˜
−1
n Bncn−1 − A˜
−1
n B˜nc¯n−1 + A˜
−1
n zn. (4.52)
Sous sa forme générale (fig. 4.10), l’égaliseur fait apparaître deux blocs représentés par les
matrices A˜
−1
n et B˜n. Ils permettent respectivement la compensation de l’interférence entre
sous-porteuses et la compensation de l’interférence entre blocs adjacents. Dans le but de préser-
ver un système de faible complexité, nous limitons A˜n et B˜n à des approximations diagonales
ou tri-diagonales de An et Bn. Dans ce dernier cas, on peut montrer que A˜n reste inversible
avec une complexité linéaire, à l’aide de l’algorithme de Thomas [Conte 1980].
A˜
−1
n
B˜n z−1
c˜n c¯n-
Figure 4.10 – Structure générale de l’égaliseur WCP-OFDM.
En étudiant E{|A[m, p]|2} et E{|B[m, p]|2} avec m, p ∈ {0, ..., N − 1}, il est possible de
déterminer la stratégie d’égalisation à adopter pour une application donnée, en fonction des
caractéristiques statistiques du canal. Nous distinguons quatre cas de figure :
— les interférences entre sous-porteuses et entre blocs sont négligeables ;
— l’interférence entre sous-porteuses est négligeable devant l’interférence entre blocs ;
— l’interférence entre blocs est négligeable devant l’interférence entre sous-porteuses ;
— les interférences entre sous-porteuses et entre blocs ne sont pas négligeables.
Ces différents scénarios nous permettent des simplifications supplémentaires au sein de la
structure présentée précédemment (fig. 4.10).
4.3.2.1 Traitement de l’interférence entre sous-porteuses
Soit un scénario de simulation dans lequel des symboles QPSK 4 sont répartis surM = 512
sous-porteuses, dans une bande B = 8 MHz, centrée autour d’une fréquence fc = 5 GHz.
Nous utilisons un modèle de canal à 6 trajets, supposé stationnaire au sens large et pourvu
de diffuseurs non-corrélés (COST 207 TUx6 [Failli 1988]). Sa réponse impulsionnelle discrète
est tronquée à L = 45 coefficients ; il présente une forte sélectivité fréquentielle dans la bande
B. Deux scénarios de mobilité sont développés : piéton (vmax = 3 km/h) et véhicule terrestre
(vmax = 350 km/h). Nous supposons ici que le récepteur possède une connaissance parfaite du
canal.
4. Quadrature Phase Shift Keying
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En utilisant ici le prototype TFL, les figures 4.11 et 4.12 montrent que l’IBI et l’ISI
augmentent en même temps que N/M décroît. Cela est lié au fait que la localisation temps-
fréquence des prototypes augmente en même temps que N/M . Il est par ailleurs cohérent de
noter que l’ICI augmente avec la vitesse de déplacement des mobiles. En revanche, l’interfé-
rence entre blocs reste négligeable devant l’interférence entre sous-porteuses, quel que soit le
scénario de mobilité considéré.
Dans ces conditions, un égaliseur à un unique coefficient par sous-porteuse peut être suffi-
sant pour limiter l’impact des interférences dans le cas du scénario à faible vitesse alors qu’il
est manifestement justifié d’envisager une égalisation à plusieurs coefficients par sous-porteuse
dans le cas du scénario à grande vitesse.
Égaliseur 1 — Nous proposons dans un premier temps un égaliseur à un coefficient par
sous-porteuse. Cette approche consiste à négliger les termes d’IBI et d’ICI, en approximant
les matrices de transfert de l’égaliseur de sorte que
A˜n[m, p] = An[m, p]δm,p, (4.53)
B˜n[m, p] = 0. (4.54)
Si A˜n est inversible, nous avons montré que cet égaliseur peut permettre la reconstruction
parfaite des symboles dans le cas de l’OFDM avec préfixe cyclique, à condition que le canal
soit exclusivement sélectif en fréquence et en supposant que la taille du préfixe cyclique soit
judicieusement choisie. Cependant, si A˜n possède des éléments qui tendent vers zéro, les
termes de bruit et d’interférence peuvent être amplifiés. De plus, nous avons montré dans
[Roque 2012d] que les termes d’ICI et d’IBI peuvent devenir prépondérants devant le bruit
dans un scénario de transmission réaliste, fortement sélectif en temps et en fréquence.
Égaliseur 3 — En présence d’effet Doppler, il peut être intéressant de compenser l’ICI en
mettant en œuvre un égaliseur à plusieurs coefficients par sous-porteuse. Dans ce but, les
matrices de l’égaliseur sont définies par
A˜n[m, p] = An[m, p](δm,p + δm,p−1 + δm,p+1), (4.55)
B˜n[m, p] = 0. (4.56)
Si A˜n est inversible, cette stratégie d’égalisation permet de compenser l’interférence induite
par les deux sous-porteuses adjacentes sur le symbole courant. Cela peut être notamment utile
en présence d’un canal introduisant un fort étalement Doppler.
4.3.2.2 Traitement de l’interférence entre blocs
En utilisant le même scénario de simulation, nous réduisons cette fois-ci le nombre de sous-
porteuses à M = 64 et utilisons le prototype OBE. À la différence du prototype TFL, celui-ci
présente une réponse impulsionnelle dont les coefficients ne sont pas nuls à ses extrémités.
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Figure 4.11 – Gains moyens normalisés E{|A[m, p]|2} et E{|B[m, p]|2} pourM = 512, vmax =
3 km/h.
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Figure 4.12 – Gains moyens normalisés E{|A[m, p]|2} et E{|B[m, p]|2} pourM = 512, vmax =
350 km/h.
4.4. Problématique du PAPR et émetteur-récepteur WCP-SC 119
En rappelant que la réponse impulsionnelle discrète équivalente du canal comporte L = 45
coefficients, l’interférence entre blocs est donc prépondérante devant l’interférence entre sous-
porteuses (fig. 4.13). De plus, la réduction du nombre de sous-porteuses implique une moins
bonne compensation de la sélectivité fréquentielle du canal, ce qui explique l’élévation du
niveau de l’interférence entre sous-porteuses. Cependant, compte tenu de la diminution de la
taille des blocs, la sélectivité temporelle du canal ne change pas radicalement le motif d’ICI
bien que l’on constate une légère augmentation globale du niveau d’interférence (fig. 4.14).
Les quatre scénarios de transmission présentés par les figures 4.13a, 4.13b, 4.14a et 4.14b
justifient alors un égaliseur à retour de décision capable de limiter l’interférence causée par le
bloc précédent. Il est également judicieux de limiter l’interférence entre sous-porteuses au sein
du bloc courant en prenant en compte les sous-porteuses adjacentes.
Égaliseur 2 — L’interférence entre blocs peut être réduite si l’émetteur dispose d’une esti-
mation suffisamment précise de cn−1. En conservant uniquement les éléments diagonaux des
matrices de transfert des blocs courant et précédent, nous notons
A˜n[m, p] = An[m, p]δm,p (4.57)
B˜n[m, p] = Bn[m, p]δm,p (4.58)
Ce schéma d’égalisation emploie donc deux coefficients par sous-porteuse : le premier pour
l’égalisation du symbole courant, le second pour l’égalisation du symbole précédent. Les termes
d’interférences entre sous-porteuse au sein du bloc courant et du bloc précédent sont négligés.
Cette stratégie d’égalisation récursive peut introduire une propagation d’erreur si l’estimation
de cn−1 est erronée.
Égaliseur 4 — Cet égaliseur combine les approches utilisées par les égaliseurs 2 et 3 : il
permet à la fois de réduire l’ICI et l’IBI au prix d’une égalisation à quatre coefficients par
sous-porteuse. Par conséquent, les matrices de l’égaliseur sont définies par
A˜n[m, p] = An[m, p](δm,p + δm,p−1 + δm,p+1), (4.59)
B˜n[m, p] = Bn[m, p]δm,p. (4.60)
4.4 Problématique du PAPR et émetteur-récepteur WCP-SC
Le rapport de puissance crête sur puissance moyenne (PAPR 5) est une mesure qui per-
met de caractériser les variations potentielles de l’enveloppe d’un signal autour de sa valeur
moyenne. Dans le cas continu ce rapport se définit, sur une durée T0, par
PAPR =
max0≤t≤T0{|s(t)|2}
1
T0
∫ T0
0 |s(t)|2 dt
. (4.61)
5. Peak-to-Average Power Ratio
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Figure 4.13 – Gains moyens normalisés E{|A[m, p]|2} et E{|B[m, p]|2} pourM = 64, vmax = 3
km/h.
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Figure 4.14 – Gains moyens normalisés E{|A[m, p]|2} et E{|B[m, p]|2} pour M = 64, vmax =
350 km/h.
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Nous supposons que le signal s(t) en sortie d’émetteur occupe une bande B, de sorte que
nous puissions noter s(t) =
∑
k s[k]sinc(Bt−k). Dans le cadre des simulations réalisées, nous
utilisons une interpolation d’ordre 4 afin d’approcher les valeurs des signaux à temps continu,
tel que recommandé dans [Hao 2010].
Les signaux de communication numérique étant aléatoires, le PAPR observé sur une durée
finie est également une variable aléatoire, souvent modélisée comme un processus gaussien en
vertue du théorème de la limite centrale [Jayalath 2000, Slimane 2007, Jiang 2008]. Il est ainsi
possible de le caractériser à l’aide de ses propriétés statistiques (ex. : valeur moyenne, écart
type, densité de probabilité). En particulier, il est souhaitable de connaître la probabilité avec
laquelle celui-ci dépasse une valeur seuil. La fonction de répartition complémentaire (CCDF 6)
définie par Fc(PAPR0) = Pr{PAPR > PAPR0} représente la probabilité que le PAPR excède
une valeur PAPR0 donnée.
4.4.1 Évaluation du PAPR et cas particulier des modulations multipor-
teuses
Un fort PAPR n’est pas souhaitable du point de vue de l’intégration de l’émetteur. En
effet, les amplificateurs de puissance doivent être dimensionnés en fonction de la valeur crête
du signal si l’on souhaite conserver un fonctionnement linéaire. Or si la valeur moyenne est
beaucoup plus faible que la valeur crête, le rendement de l’amplificateur reste faible et son
coût de réalisation élevé. Si l’on dimensionne au contraire l’amplificateur en fonction de la
puissance moyenne du signal, celui-ci est parfois écrêté, ce qui induit des non-linéarités qui
interfèrent avec le signal utile et dégradent les performances du système.
Les signaux de communications multiporteuses sont caractérisés par un PAPR moyen
élevé par rapport aux modulations monoporteuses. Sa valeur dépend en effet d’une somme
d’exponentielles complexes pondérées par des coefficients aléatoires. La valeur maximale du
PAPR est donc d’autant plus élevée que le nombre de sous-porteuses est grand.
Nous présentons ici des courbes de CCDF mesurées pour les prototypes CP, TFL et OBE
(fig. 4.15). Tous les systèmes montrent un PAPR supérieur à 8 dB et pour les filtres OBE et
TFL, il est d’autant plus fort que le facteur de suréchantillonnage est grand. Sachant que les
filtres TFL et OBE présentent des réponses impulsionnelles non-constantes, les systèmes de
transmission qui en résultent présentent un PAPR plus grand que dans le cas du CP-OFDM.
Ce résultat corrobore les études réalisées dans [Skrzypczak 2006], dans le cas plus général des
modulations multiporteuses suréchantillonnées à filtres de longueur arbitraire.
De nombreuses études visent la compensation du PAPR [Han 2005] (ex. : écrêtage et fil-
trage, codage, réservation de porteuse, injection de porteuse, entrelacement...). Ces techniques
sont également applicables au WCP-OFDM. Cependant, elles restent généralement insatis-
faisantes car elles nécessitent alternativement : des opérations non-linéaires, une puissance
d’émission plus grande, une efficacité spectrale plus faible. De plus, elles requièrent la plupart
6. Complementary Cumulative Distribution Function
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Figure 4.15 – Estimation de la fonction de répartition complémentaire du PAPR pour diffé-
rents prototypes avec M = 1024.
du temps une grande complexité de calcul pour des résultats modestes. Par conséquent, cer-
taines applications sensibles au PAPR peuvent justifier l’abandon de schémas de transmission
multiporteuses.
4.4.2 Précodage et schéma de transmission WCP-SC
Considérons à présent un émetteur WCP-OFDM pourvu d’un bloc de précodage représenté
par la matrice Q (fig. 4.16). Le récepteur fait donc apparaître un bloc de décodage dual noté
Q−1 et situé après l’égaliseur (fig. 4.17). Une technique particulière de précodage consiste à
choisir Q = FM et Q−1 = FHM . Le précodage par transformée de Fourier discrète donne
lieu à un système de transmission monoporteuse par blocs, avec un égaliseur mis en œuvre
dans le domaine fréquentiel. Un tel système est appelé WCP-SC 7 pour single carrier. De
nombreuses études comparent WCP-SC et WCP-OFDM dans le cas d’impulsions de mise en
forme rectangulaires [Falconer 2002, Louveaux 2003, Wang 2004, Filho 2008].
Le PAPR dans le scénario monoporteuse dépend du choix de la constellation ainsi que de
l’impulsion de mise en forme ; les valeurs obtenues sont naturellement beaucoup plus faibles
que dans le cas multiporteuse. L’efficacité spectrale étant identique et les conditions de recons-
tructions parfaites étant préservées, le scénario WCP-SC semble équivalent au WCP-OFDM.
Rappelons cependant que la transmission monoporteuse est moins attractive pour la transmis-
sion sur canaux sélectifs en fréquence ainsi que le montre l’analyse des performances présentée
dans [Roque 2012c].
7. SingleCarrier
4.4. Problématique du PAPR et émetteur-récepteur WCP-SC 123
Q
c0,n
cM−1,n
IDFT
CP
√
Mg[0]
√
Mg[N − 1]
P/S s[k]
Figure 4.16 – Émetteur WCP-OFDM avec précodage.
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Figure 4.17 – Récepteur WCP-OFDM avec précodage.
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Synthèse du chapitre
À travers ce chapitre, nous nous focalisons sur le cas particulier des émetteurs-récepteurs
BFDM/QAM à filtres courts. L’intégration de cette contrainte sur la longueur des filtres nous
permet de spécifier un émetteur-récepteur de faible complexité, appelé WCP-OFDM, dont
nous présentons les relations d’entrée-sortie en présence d’un canal radiomobile discret équi-
valent. En accord avec les règles d’adaptation temps-fréquence énoncées au cours du chapitre
précédent, nous nous intéressons aux filtres orthogonaux présentés dans [Pinchon 2011] et op-
timisés selon les critères de minimisation de l’énergie hors bande (OBE) et de maximisation
de la localisation temps-fréquence (TFL).
Après avoir défini les matrices de transfert du système WCP-OFDM, nous définissons un
égaliseur de faible complexité, c’est-à-dire dont la complexité d’inversion reste linéaire. Celui-ci
permet à la fois la compensation de l’interférence entre sous-porteuses et de l’interférence entre
blocs. En examinant la puissance des coefficients des matrices de transfert du système, nous
pouvons en déduire des simplifications sur le schéma d’égalisation. Nous montrons ainsi qu’une
égalisation à un ou trois coefficients par sous-porteuse est souvent suffisante pour faire face à
des scénarios de transmission réalistes, y compris dans les cas fortement mobiles. En particulier,
la compensation de l’interférence entre blocs semble généralement inutile [Roque 2012a].
Nous concluons le chapitre en mesurant le PAPR d’un système WCP-OFDM muni de
filtres OBE, TFL ou rectangulaires. Nos résultats confirment ce qui avait été anoncé dans
[Skrzypczak 2006], dans le cas général des systèmes de transmission multiporteuses suréchan-
tillonnés : le PAPR minimal est atteint lorsque l’on utilise des impulsions de mise en forme
constantes sur la durée d’un bloc. Ainsi, nous observons dans le cadre des filtres OBE et TFL
un PAPR qui augmente en même temps que le facteur de suréchantillonnage. Pour faire face
à cette contrainte majeure d’intégration, nous soulignons que de nombreuses techniques de
compensation du PAPR énoncées dans le cas de l’OFDM avec préfixe cyclique fonctionnent
également dans le cas du WCP-OFDM. Enfin, nous introduisons le schéma de transmission
WCP-SC, utilisant un précodage basé sur une transformée de Fourier discrète qui permet
d’obtenir un schéma de transmission WCP monoporteuse par blocs. Il s’agit de la solution
la plus efficace pour la réduction du PAPR mais moins adaptée à la transmission sur canaux
sélectifs en fréquence [Roque 2012c].
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Les systèmes de transmission WCP-OFDM généralisent l’OFDM avec préfixe cyclique en
permettant l’utilisation d’impulsions de mise en forme non rectangulaires. Ainsi, il existe des
filtres courts, à reconstruction parfaite, dont il est possible de modeler la structure dans le plan
temps-fréquence afin de s’adapter aux caractéristiques du canal de transmission. Évidemment,
les impulsions de mise en forme ainsi obtenues sont soumises à la dualité temps-fréquence et
leurs moments du second ordre en temps et en fréquence varient en fonction de la longueur
de la réponse impulsionnelle N et du facteur de suréchantillonnage N/M .
Nous nous sommes focalisés sur deux exemples de filtres orthogonaux : le premier mini-
misant l’énergie hors-bande (OBE) et le second maximisant la localisation temps-fréquence
(TFL). Les expressions analytiques des réponses impulsionnelles de ces filtres permettent leur
mise en œuvre au sein de l’émetteur-récepteur WCP-OFDM avec une complexité algorithmique
similaire à celle du traditionnel CP-OFDM (implique N multiplications supplémentaires au
niveau de l’émetteur et du récepteur).
Au cours de ce chapitre, nous présentons un banc d’essai pour l’évaluation des perfor-
mances des modulations WCP-OFDM à travers des scénarios de transmission réalistes en en-
vironnement radiomobile. Nous évaluons ensuite l’impact du codage correcteur d’erreurs sur
125
126 Chapitre 5. Évaluation des performances du WCP-OFDM par simulation
les performances du WCP-OFDM en mettant en œuvre un codeur-décodeur LDPC 1. Nous
comparons ensuite les performances des prototypes CP, OBE et TFL dans le cas d’un canal
multitrajet mobile, dans un premier temps en supposant un scénario base-vers-mobile, puis
mobile-vers-mobile. Nous vérifions enfin les observations réalisées au cours du chapitre précé-
dent sur les quatre scénarios d’égalisation développés, y compris en présence d’une estimation
de canal bruitée.
5.1 Présentation du déroulement des simulations
Au cours de cette partie, nous décrivons la méthodologie employée pour mesurer les per-
formances du système de communication WCP-OFDM. Pour cela, nous présentons dans un
premier temps la chaîne transmission simulée, ses principaux paramètres, ainsi que les mé-
thodes retenues pour l’évaluation de ses performances.
5.1.1 Paramètres du transmultiplexeur et des méthodes de mesure
Les canaux de transmission mis en œuvre par le simulateur sont des équivalents discrets en
bande de base de canaux multitrajets mobiles, stationnaires au sens large et dont les diffuseurs
sont non-corrélés (WSSUS). Ils respectent ainsi le formalisme décrit au cours de la partie 2.5.2,
page 69. Pour un scénario de simulation donné, il est donc nécessaire de spécifier la bande
B occupée par le système ainsi que la fonction de diffusion du canal WSSUS. Rappelons que
cette dernière inclut les amplitudes moyennes, les retards et les caractéristiques Doppler des
différents trajets.
La transmission est découpée en paquets, transmis de manière asynchrone, de sorte que
chaque paquet est confronté à une réalisation de canal indépendante. Chaque paquet est
composé de K blocs consécutifs. Cet enchaînement permet d’évaluer l’interférence entre blocs.
Dans le cas particulier des filtres courts, nous pouvons nous limiter à 2 blocs par paquet si la
réponse impulsionnelle du canal est de longueur inférieure à celle d’un bloc. Chaque bloc est
composé de NbM éléments binaires, généralement choisis dans un alphabet de type QAM, où
Nb représente le nombre de bits par symboles et M le nombre de symboles de modulation.
Dans un contexte de transmission multiporteuses, M correspond aussi au nombre de sous-
porteuses du symbole OFDM. Notons de plus que l’association bits-symboles respecte le code
de Gray.
Les simulations ont pour but de tracer des courbes de performances représentant le taux
d’erreur binaire (BER 2) en fonction du rapport Eb/N0, où Eb représente l’énergie par bit et
N0 est la densité spectrale de puissance (monolatérale) du bruit.
1. Low-Density Parity Check
2. Binary Error Rate
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5.1.2 Relation entre le rapport signal sur bruit et Eb/N0
Dans le contexte d’un émetteur-récepteur multiporteuse suréchantillonné (fig. 5.1), il est
intéressant d’identifier les relations qui existent entre le rapport Eb/N0 et les autres paramètres
de l’émetteur-récepteur. Nous nous appuyons pour cela sur l’équivalent discret d’un canal à
bruit additif blanc gaussien (fig. 5.2) tel que nous l’avons introduit au cours du chapitre 2,
page 39.
↑ N g0[k]
gM−1[k]↑ N
Canal
discret
équivalent
gˇ0[k] ↓ N
gˇM−1[k] ↓ N
c0,n
cM−1,n
cˆ0,n
cˆM−1,n
Figure 5.1 – Émetteur-récepteur multiporteuses suréchantillonné.
v vˇH
vˇH
se(t) x(t) y(t)
qTe
b(t) z(t)
qTe
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Figure 5.2 – Équivalent discret d’un canal à bruit additif blanc gaussien.
Nous supposons ici l’utilisation de filtres passe-bas idéaux, dont les réponses impulsion-
nelles sont définies par v(t) = v0sinc(t/Te) et vˇH(t) = v1sinc(t/Te). Par conséquent si nous
considérons le signal discret en sortie d’émetteur s[k] avec −K ≤ k ≤ K, l’énergie du signal à
bande limitée x(t) = (se ∗ v)(t) s’exprime par
Ex =
∫ 1
2Te
− 1
2Te
|X(f)|2 df = (5.1)
=
∫ 1
2Te
− 1
2Te
v20T
2
e |Se(f)|2 df (5.2)
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v20T
2
e
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e
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s[k]∗s[k′]e−j2pif(k−k
′)Te df (5.4)
= v20Te
K∑
k=−K
|s[k]|2. (5.5)
Ainsi, dans le cadre de l’émetteur multiporteuse suréchantillonné par un facteur N/M (fig.
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5.1), l’énergie moyenne émise pour la transmission d’un symbole cm,n s’écrit
Ec = lim
K→+∞
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E
{
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}
g∗m,n[k]gm′,n′ [k]. (5.10)
Or, si les symboles cm,n sont supposés indépendants, de variance σ2c = E{|cm,n|2}, nous
pouvons écrire
Ec = v
2
0Te
N
M
lim
K→+∞
1
2K + 1
K∑
k=−K
M−1∑
m=0
+∞∑
n=−∞
σ2c |gm,n[k]|2 (5.11)
= v20TeNσ
2
c lim
K→+∞
1
2K + 1
+∞∑
n=−∞
K∑
k=−K
|g[k − nN ]|2. (5.12)
En posant k = l + pN , la somme moyenne pour k positif vaut
lim
K→+∞
1
NK
+∞∑
n=−∞
N−1∑
l=0
K−1∑
p=0
|g[l + (p− n)N ]|2 (5.13)
= lim
K→+∞
1
NK
K
+∞∑
n=−∞
N−1∑
l=0
|g[l + nN ]|2 (5.14)
=
1
N
+∞∑
k=0
|g[k]|2. (5.15)
En tenant compte de la somme sur les k négatifs, l’énergie moyenne transmise par symbole
s’écrit finalement
Ec = v
2
0Teσ
2
c ‖g‖2 . (5.16)
Si Nb désigne le nombre de bits codés par un symbole, l’énergie moyenne transmise par bit
s’exprime par
Eb =
v20Teσ
2
c ‖g‖2
Nb
. (5.17)
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Considérons à présent un bruit blanc b(t) stationnaire au second ordre, de densité spectrale
de puissance γb(f) = 2N0. La densité spectrale de puissance du bruit filtré par vˇH(t) s’écrit
γz(f) = γb(f)|Vˇ (f)|2 (5.18)
= 2N0v
2
1T
2
e Π(fTe) (5.19)
d’où la fonction d’autocorrelation
Γz(τ) = 2N0v
2
1Tesinc
(
τ
Te
)
. (5.20)
On remarque que Γz(kTe) = 2N0v21Teδk et on définit la variance du bruit filtré σ2z = 2N0v21Te.
Au final, si l’on fixe v0 = v1 = 1/
√
Te, le rapport entre la variance des symboles et du
bruit devient indépendant de Te et nous pouvons écrire
Eb
N0
=
2σ2c ‖g‖2
σ2zNb
. (5.21)
5.2 Comparaison des performances sur canal multitrajet mobile
Afin d’illustrer les performances du système WCP-OFDM, nous nous plaçons dans le
contexte d’un système de télédiffusion vidéo mobile [Roque 2012d] (l’émetteur est immobile
et les récepteurs sont mobiles). Le système utilise une bande B = 8 MHz, centrée autour
d’une fréquence porteuse f0 = 600 MHz. Nous considérons deux scénarios de mobilité : piéton
(vmax = 3 km/h) et véhicule (vmax = 350 km/h). La propagation s’effectue dans un environ-
nement urbain, ce qui justifie l’utilisation du modèle COST 207 TUx6 [Failli 1988]. Ce modèle
stationnaire au lens large implique six diffuseurs non-corrélés entre eux, dont le dernier trajet
introduit un délai de 5 µs. Ce modèle est décrit plus en détail dans la partie 2.1, page 63. Nous
rappelons que sa réponse impulsionnelle discrète équivalente comporte L = 45 coefficients.
Chaque paquet est formé de deux blocs de M symboles de QPSK avec M ∈ {1024, 4096}.
Les simulations sont réalisées avec les prototypes CP, OBE et TFL avec un facteur de sur-
échantillonnageN/M ∈ {17/16, 9/8, 5/4}. Après transmission dans le canal radiomobile bruité
discret équivalent, les performances brutes (sans codage correcteur d’erreurs) sont présentées
sous la forme d’un taux d’erreur binaire en fonction de Eb/N0. Au cours de cette partie, un
égaliseur à un coefficient par sous-porteuse est mis en œuvre. Nous supposons par ailleurs
que le récepteur possède une connaissance parfaite du canal. Les figures 5.3, 5.4, 5.5 et 5.6
présentent chacune les courbes de performance des trois prototypes pour une paire de valeurs
de M et vmax.
5.2.1 Influence de la longueur des symboles
Plus les blocs sont courts, moins le système est sensible à la sélectivité temporelle du canal.
Au contraire, lorsque les blocs sont plus longs, le canal évolue beaucoup sur la durée d’un bloc
130 Chapitre 5. Évaluation des performances du WCP-OFDM par simulation
et l’égalisation à un coefficient par sous-porteuse ne permet pas de compenser suffisamment
l’interférence entre sous-porteuses. Ainsi, nous constatons globalement que l’écart de perfor-
mances entre les scénarios de faible et forte mobilité est plus faible pour M = 1024 que pour
M = 4096.
En revanche, l’utilisation de blocs courts est généralement défavorable à la compensation
de la sélectivité fréquentielle du canal. En observant les courbes de performances réalisées dans
le cadre d’un canal quasi-statique (fig. 5.3 et 5.5), nous remarquons que les performances sont
d’autant meilleures queM est grand. Notons toutefois que l’utilisation d’un préfixe cyclique de
longueur supérieure à celle de l’étalement du canal constitue un cas particulier pour lequel le
système de transmission diagonalise presque le canal, quelle que soit la valeur de M . Dans les
simulations réalisées, notons que la longueur du préfixe cyclique est toujours choisie supérieure
à celle de la réponse impulsionnelle équivalente du canal.
5.2.2 Influence du facteur de suréchantillonnage
Dans le cas du CP-OFDM, le facteur de suréchantillonnage N/M a peu d’importance dès
lors que (N −M)Te > τmax. S’agissant cependant d’un schéma de transmission biorthogonal,
d’après (5.17), l’énergie transmise par bit Eb augmente, ce qui revient à dire que le taux
d’erreur pour un Eb/N0 fixé augmente également.
En revanche, nous avons montré que le facteur de suréchantillonnage a un impact sur les
caractéristiques temps-fréquence des prototypes OBE et TFL. En effet, pour le prototype OBE,
l’énergie hors-bande diminue en même temps que N/M augmente. De manière similaire, pour
le prototype TFL, la localisation temps-fréquence augmente en même temps que N/M . En
présence d’un canal sélectif en temps et en fréquence, il est donc cohérent que les performances
des prototypes OBE et TFL augmentent en même temps que N/M . À la différence du CP-
OFDM, la transmission sur canal multitrajet à l’aide de prototypes orthogonaux entraîne
l’apparition d’interférences entre blocs qui n’est pas compensée par un égaliseur à un coefficient
par sous-porteuse. Or, lorsque N/M → 1, les prototypes OBE et TFL tendent vers une
forme rectangulaire ce qui introduit une interférence entre blocs maximale. À l’inverse, lorsque
N/M augmente, les réponses impulsionnelles des deux prototypes orthogonaux ont tendance
à décroître sur les bords, ce qui permet de limiter l’interférence entre blocs.
5.2.3 Influence du critère d’optimisation des filtres
Il est dans un premier temps intéressant de comparer les modulations biorthogonales (CP)
avec les modulations orthogonales (OBE et TFL). Pour de faibles valeurs de Eb/N0, c’est-
à-dire lorsque le bruit est prépondérant sur les interférences, l’utilisation d’un schéma de
transmission orthogonal est préférable. Lorsque Eb/N0 est grand, le CP-OFDM permet une
transmission quasi-optimale dans le scénario de faible mobilité (fig. 5.3 et 5.5). En revanche,
ses performances s’effondrent lorsque le canal de transmission devient sélectif en temps et
l’utilisation des prototypes non-rectangulaires devient plus avantageuse (fig. 5.4 et 5.6).
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De manière générale, le prototype TFL se montre intéressant dans les scénarios princi-
palement sélectifs en fréquence. Nous rappelons en effet que celui-ci possède des moments
du second ordre en temps et en fréquence plus faibles que ses deux concurrents. Ainsi, il est
intéressant de constater que le prototype TFL se révèle compétitif vis-à-vis du CP pour un
scénario de faible mobilité, dès lors que le découpage en sous-bandes est suffisant (fig. 5.5b).
De plus, la bonne localisation temporelle du prototype TFL lui permet d’afficher de meilleurs
résultats que le CP en présence d’une forte mobilité, dès que le facteur de suréchantillonnage
est suffisamment élevé (fig. 5.6b).
Le prototype OBE se révèle intéressant lorsque la sélectivité temporelle est forte (fig. 5.6).
Son étude dans le domaine fréquentiel révèle en effet des lobes plus étroits que le prototype
TFL, malgré une décroissance plus lente. Une telle répartition en fréquence de l’énergie peut
permettre de limiter l’interférence entre sous-porteuses. Cependant, dans le cas général, le
prototype OBE présente des performances moins bonnes que ses deux concurrents. Cela s’ex-
plique d’une part par ses moments en temps et en fréquence plus élevés que ceux du prototype
TFL. D’autre part, la réponse impulsionnelle du prototype OBE possède des valeurs élevées
sur les bords, en comparaison du prototype TFL ; cela justifie une interférence entre blocs plus
élevée, en particulier lorsque M est petit.
En résumé, dans le scénario de télédiffusion mobile que nous avons choisi comme environ-
nement de simulation, nous pouvons affirmer que
1. les schémas de transmission orthogonaux sont préférables aux schémas biorthogonaux
lorsque la puissance du bruit est prépondérante sur celle des interférences ;
2. le CP-OFDM permet de supprimer l’interférence entre blocs et offre des performances
satisfaisantes pour un canal exclusivement sélectif en fréquence, quel que soit M , en
considérant simplement un préfixe cyclique de longueur supérieure à celle de la réponse
impulsionnelle du canal ;
3. les prototypes orthogonaux présentent des performances intéressantes sur les canaux
sélectifs en fréquence lorsque M est grand ;
4. en raison de sa bonne localisation en temps et en fréquence, le prototype TFL se montre
attractif, vis-à-vis du CP-OFDM, quel que soit le scénario de mobilité choisi, d’autant
plus que M et N/M sont grands ;
5. le prototype OBE s’avère intéressant lorsque la sélectivité temporelle devient très
grande.
Compte tenu du domaine d’intérêt assez réduit du prototype OBE, nous nous focalisons par
la suite sur la comparaison entres les prototypes CP et TFL.
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(a) Comparaison des prototypes CP et OBE.
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Figure 5.3 – Taux d’erreur binaire en fonction de Eb/N0 pourM = 1024 et différentes valeurs
de N/M . Canal COST 207 TUx6 avec vmax = 3 km/h.
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(a) Comparaison des prototypes CP et OBE.
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Figure 5.4 – Taux d’erreur binaire en fonction de Eb/N0 pourM = 1024 et différentes valeurs
de N/M . Canal COST 207 TUx6 avec vmax = 350 km/h.
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Figure 5.5 – Taux d’erreur binaire en fonction de Eb/N0 pourM = 4096 et différentes valeurs
de N/M . Canal COST 207 TUx6 avec vmax = 3 km/h.
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Figure 5.6 – Taux d’erreur binaire en fonction de Eb/N0 pourM = 4096 et différentes valeurs
de N/M . Canal COST 207 TUx6 avec vmax = 350 km/h.
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5.3 Mesures de performances avec codage correcteur d’erreurs
Les simulations réalisées jusqu’ici présentent des courbes de performance brutes, c’est-à-
dire sans codage correcteur d’erreurs. Or il est intéressant de comparer les performances des
émetteurs-récepteurs WCP-OFDM en présence de codage canal, notamment pour s’assurer
que le positionnement relatif des courbes de performance des différents systèmes restent in-
changé. Autrement dit, avec un égaliseur à un coefficient par sous-porteuse, nous souhaitons
vérifier si l’introduction de diversité affecte de la même manière tout type de système WCP-
OFDM. Sans traiter le problème de manière aussi générale, nous pouvons toutefois examiner
le comportement d’un exemple de système de transmission en présence d’un code LDPC.
Le système utilise une bande B = 8 MHz, centrée autour d’une fréquence porteuse f0 = 600
MHz. Nous considérons deux scénarios de mobilité : piéton (vmax = 3 km/h) et véhicule
(vmax = 350 km/h). La propagation s’effectue dans un environnement urbain, ce qui justifie
l’utilisation du modèle COST 207 TUx6 [Failli 1988]. Ce modèle stationnaire au lens large
implique six diffuseurs non-corrélés entre eux, dont le dernier trajet introduit un délai de 5 µs.
Ce modèle est décrit plus en détail dans la partie 2.1, page 63. Nous rappelons que sa réponse
impulsionnelle discrète équivalente comporte L = 45 coefficients.
Le codeur LDPC utilise des mots de code de 32400 bits avec un rendement de codage
Rc = 3/4. Chaque mot de code est entrelacé aléatoirement et découpé en 8 blocs deM = 2048
symboles de QPSK. Idéalement, chaque bloc devrait être espacé d’un intervalle de temps
supérieur à la durée de cohérence du canal. De la même manière, les sous-bandes devraient
être séparées d’un intervalle de fréquence supérieur à la bande de cohérence du canal. En
raison de la dualité temps-fréquence, il est impossible de satisfaire ces deux conditions. De
plus, les contraintes de l’application de transmission imposent généralement des restrictions
supplémentaires (ex. : interactivité, méthodes d’accès...). Dans ce scénario, nous choisissons
une diversité maximale en transmettant les blocs sur des réalisations indépendantes du canal
de transmission. Au niveau du récepteur, un égaliseur à un coefficient par sous-porteuse est
utilisé (connaissance parfaite du canal). Après désentrelacement, le décodeur LDPC effectue 10
itérations sur chaque mot de code, sans contrôle de parité. Nous comparons les performances
des systèmes WCP-OFDM basés sur les prototypes CP et TFL, pourN/M ∈ {17/16, 9/8, 5/4}
(fig. 5.7).
Quel que soit le scénario de mobilité utilisé, les courbes de performance apparaissent dans
le même ordre : les meilleures performances sont garanties par le prototype TFL, avec un
fort facteur de suréchantillonnage, puis les performances diminuent en même temps que le
facteur de suréchantillonnage. Pour le CP-OFDM, nous remarquons la tendance inverse, avec
des performances d’autant plus grandes que le facteur de suréchantillonnage est faible. Ces
observations corroborent les remarques déjà effectuées au cours des simulations réalisées sans
codage correcteur d’erreurs, lorsque la puissance des interférences est négligeable devant celle
du bruit. Les scénarios de transmission orthogonaux sont à privilégier ; en l’occurrence, les
performances du système TFL sont d’autant meilleures que le facteur de suréchantillonnage
est grand, à condition de disposer d’un nombre de sous-porteuses suffisant pour compenser la
sélectivité fréquentielle du canal.
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Figure 5.7 – Taux d’erreur binaire en fonction de Eb/N0 pourM = 2048 et différentes valeurs
de N/M . Canal COST 207 TUx6 avec codage LDPC de rendement 3/4 et 10 itérations au
décodage.
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5.4 Comparaison des modèles base-vers-mobile et mobile-vers-
mobile
À travers le scénario de télédiffusion mobile développé précédemment, nous avons utilisé un
canal de Rayleigh. Un tel modèle est généralement utilisé pour rendre compte de la propagation
au sein des réseaux cellulaires, en considérant que les stations de base se trouvent dans un
espace dégagé, alors que le récepteur se déplace dans une zone riche en diffuseurs. Ce modèle
trouve ses limites lorsque la transmission s’effectue entre deux mobiles, tous deux situés dans
des environnements riches en diffuseurs (ex. : réseau mobile ad-hoc). Nous avons ainsi introduit
un double modèle de Rayleigh au sein de la partie 2.4.2, page 59. Ce modèle pourrait être
étendu au cas où il existe un trajet direct entre l’émetteur-récepteur [Talha 2008, Talha 2010].
Il est intéressant de comparer les performances d’un système WCP-OFDM donné dans
un environnement base-vers-mobile et mobile-vers-mobile, avec un décalage Doppler global
équivalent dans les deux scénarios. Ainsi, nous reprenons l’exemple précédent, avec B = 8
MHz et f0 = 600 MHz. Nous définissons deux scénarios de mobilité, de telle sorte que l’écart
Doppler maximal entre le signal émis et le signal reçu soit identique entre les modèles base-
vers-mobile et mobile-vers-mobile (tab. 5.1). Nous utilisons dans les deux cas le modèle COST
207 TUx6 comportant une réponse impulsionnelle discrète équivalente à L = 45 coefficients.
Scénario lent Scénario rapide
base-vers-mobile
vmax(e) 0 km/h 0 km/h
vmax(r) 3 km/h 350 km/h
mobile-vers-mobile
vmax(e) 1,5 km/h 100 km/h
vmax(r) 1,5 km/h 250 km/h
Table 5.1 – Définition de la vitesse maximale de l’émetteur vmax(e) et du récepteur vmax(r)
en fonction des scénarios de simulation considérés.
Chaque paquet est formé de deux blocs de M = 2048 symboles de QPSK. Les simulations
sont réalisées avec les prototypes CP et TFL avec N/M ∈ {17/16, 9/8, 5/4}. Après transmis-
sion dans le canal radiomobile bruité discret équivalent, les performances brutes (sans codage
correcteur d’erreurs) sont présentées sous la forme d’un taux d’erreur binaire en fonction de
Eb/N0. Au cours de cette partie, un égaliseur à un coefficient par sous-porteuse est mis en
œuvre (connaissance parfaite du canal). Les figures 5.8 et 5.9 permettent de comparer les
performances des systèmes WCP-OFDM en fonction du modèle de canal choisi.
Le scénario de faible mobilité (fig. 5.8) confirme l’intérêt de schémas de transmission ortho-
gonaux en présence de canaux bruités. Le prototype TFL présente des performances similaires
à celles du prototype CP, sauf pour N/M = 17/16 (fig. 5.8a). Dans ce cas particulier, la lo-
calisation fréquentielle des impulsions est alors insuffisante pour faire face à la sélectivité
fréquentielle du canal. En utilisant le modèle mobile-vers-mobile, les performances relatives
des différents systèmes WCP-OFDM restent inchangées (fig. 5.8b). Cependant, les courbes de
performances présentent une décroissance plus lente que dans le cas précédent. La définition
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des coefficients complexes de chaque trajet comme le produit de plusieurs processus aléatoires
gaussiens entraîne une augmentation de la probabilité d’évanouissements. Les performances
moyennes d’un double canal de Rayleigh sont donc inférieures à celles obtenues sur un simple
canal de Rayleigh [Talha 2009, Talha 2011].
Le scénario de haute mobilité (fig. 5.9) présente des performances relatives similaires entre
les systèmes WCP-OFDM étudiés. Ainsi, lorsque le rapport signal sur bruit est élevé, un palier
lié à l’interférence entre sous-porteuses apparaît. Dans ces zones d’intérêt, les modulations
CP-OFDM se comportent de manière équivalente, quelle que soit la valeur du facteur de
suréchantillonnage. À l’inverse, les modulations basées sur le prototype TFL sont caractérisées
par des performances d’autant meilleures que leur facteur de suréchantillonnage est grand.
Sachant que les moments temporels du second ordre diminuent en même temps que N/M
augmente, cette observation confirme l’intérêt d’impulsions bien localisées en temps pour faire
face aux canaux de transmission sélectifs en temps.
Il est intéressant de remarquer que le taux d’erreur minimal obtenu avec le modèle mobile-
vers-mobile est inférieur au taux d’erreur minimal obtenu avec le modèle base-vers-mobile.
En supposant que ce taux d’erreur minimal dépende principalement de l’interférence entre
sous-porteuses induite par effet Doppler, le décalage Doppler moyen est plus faible dans un
scénario mobile-vers-mobile. Compte tenu des vitesses maximales choisies (tab. 5.1), il est en
effet possible que l’émetteur et le récepteur se déplacent dans la même direction alors que ce
scénario est impossible dans le cas base-vers-mobile. Autrement dit, les scénarios de mobilité
proposés ne sont pas équivalents du point de vue de l’interférence entre sous-porteuses moyenne
induite par effet Doppler.
En résumé, le modèle de canal mobile-vers-mobile, sans trajet direct entre l’émetteur et
le récepteur, implique des performances brutes (sans codage correcteur d’erreurs) plus faibles
que le traditionnel modèle base-vers-mobile, en environnement quasi-statique. En revanche,
lorsque l’interférence entre sous-porteuses devient prépondérante, le modèle mobile-vers-mobile
présente des performances supérieures au modèle base-vers-mobile, pour des valeurs similaires
de vitesse cumulées entre l’émetteur et le récepteur.
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(a) Scénario base-vers-mobile avec vmax = 3 km/h.
5 10 15 20 25 30 35 40 45
10−5
10−4
10−3
10−2
10−1
Eb/N0 [dB]
B
E
R
CP-OFDM N/M=17/16
TFL-OFDM N/M=17/16
CP-OFDM N/M=9/8
TFL-OFDM N/M=9/8
CP-OFDM N/M=5/4
TFL-OFDM N/M=5/4
(b) Scénario mobile-vers-mobile avec vmax(e) = 1, 5 km/h et vmax(r) = 1, 5 km/h.
Figure 5.8 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 2048, prototype TFL et
différentes valeurs de N/M . Comparaison des scénarios base-vers-mobile et mobile-vers-mobile
basés sur le modèle COST 207 TUx6 (scénario de faible mobilité).
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(a) Scénario base-vers-mobile avec vmax = 350 km/h.
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(b) Scénario mobile-vers-mobile avec vmax(e) = 100 km/h et vmax(r) = 250 km/h.
Figure 5.9 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 2048, prototype TFL et
différentes valeurs de N/M . Comparaison des scénarios base-vers-mobile et mobile-vers-mobile
basés sur le modèle COST 207 TUx6 (scénario de haute mobilité).
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5.5 Égalisation à plusieurs coefficients par sous-porteuse
Les scénarios de simulation présentés jusqu’ici se basent sur un égaliseur à un unique
coefficient par sous-porteuse. Cette stratégie montre ses limites lorsque l’interférence entre
sous-porteuses ou entre blocs devient prépondérante [Roque 2012a]. Nous souhaitons ainsi
vérifier l’intérêt des égaliseurs WCP-OFDM proposé dans la partie 4.3, page 112. Considérons
pour cela un système de transmission utilisant une bande B = 8 MHz, centrée autour d’une
fréquence f0 = 5 GHz avec les deux scénarios de mobilité utilisés jusqu’ici : piéton (vmax = 3
km/h) et véhicule (vmax = 350 km/h). À l’instar des simulations précédentes, nous utilisons
le modèle de canal COST 207 TUx6 avec une réponse impulsionnelle discrète équivalente
tronquée à L = 45 coefficients.
Chaque paquet se compose de deux blocs de M symboles de QPSK avec M ∈ {256, 512}.
Les simulations permettent de comparer les performances (sans codage correcteur d’erreurs)
de systèmes WCP-OFDM équipés de prototypes CP et TFL, avec N/M ∈ {9/8, 5/4}, en
utilisant les égaliseurs suivants (fig. 5.10, 5.12, 5.11 et 5.13).
Égaliseur 1 : un coefficient par sous-porteuse.
Égaliseur 2 : deux coefficients par sous-porteuse (compensation de l’interférence entre
blocs).
Égaliseur 3 : trois coefficients par sous-porteuse (compensation de l’interférence entre
sous-porteuses).
Égaliseur 4 : quatre coefficients par sous-porteuse (compensation de l’interférence entre
blocs et entre sous-porteuses).
Nous supposons, dans un premier temps, que le récepteur possède une connaissance parfaite
du canal.
5.5.1 Analyse du scénario quasi-statique
Pour M = 256 et N/M = 9/8, remarquons que l’OFDM avec préfixe cyclique est affecté
par de l’interférence entre blocs (fig. 5.10a). En effet, sachant que N −M = 32, le préfixe
cyclique possède une taille inférieure à celle de la réponse impulsionnelle discrète équivalente
du canal. Ce scénario met en évidence l’intérêt des égaliseurs 2 et 4 qui permettent de diminuer
légèrement l’impact de l’interférence entre blocs. Pour tous les autres scénarios de transmission
à basse vitesse, il est cohérent de remarquer que tous les schémas d’égalisation donnent des
performances équivalentes (fig. 5.10b, 5.11a et 5.11b).
Le système basé sur le prototype TFL présente un palier d’interférence pour tous les
scénarios de transmission à basse vitesse, lorsque le rapport signal sur bruit est élevé (fig.
5.10 et 5.11). Nous avons montré précédemment que cette interférence est à la fois liée à
l’interférence entre blocs, mais aussi à un découpage en sous-bandes insuffisant compte tenu
de la sélectivité fréquentielle du canal. PourM = 256 et N/M = 9/8, nous remarquons que les
égaliseurs 2 et 4 sont les plus appropriés en raison de l’interférence entre blocs prédominante
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(fig. 5.10a). En revanche, pour les autres scénarios de faible mobilité, l’interférence entre blocs
devient négligeable et les égaliseurs (1,2) et (3,4) donnent des performances similaires. Nous
montrons toutefois que l’interférence résultant d’un découpage entre sous-porteuses insuffisant
peut être compensée par les égaliseurs 3 et 4 (fig. 5.10b, 5.11a et 5.11b). Naturellement, l’écart
de performance entre les égaliseurs (1,2) et (3,4) diminue en même temps que M augmente.
5.5.2 Analyse du scénario mobile
Lorsque l’émetteur ou le récepteur se déplacent, l’effet Doppler qui en résulte induit de
l’interférence entre sous-porteuses qui s’ajoute au terme d’interférence déjà identifié dans le
cas quasi-statique. Toutes les mesures de performance réalisées font apparaître un palier qui
permet de confirmer que l’interférence entre sous-porteuses induite par effet Doppler est prédo-
minante devant l’interférence entre blocs (fig. 5.12 et 5.13). Par conséquent, les égaliseurs (1,2)
et (3,4) donnent des performances comparables. Il est par ailleurs logique de remarquer que les
égaliseurs à trois coefficients par sous-porteuse ou plus sont à privilégier dans ce scénario de
transmission, quel que soit le prototype utilisé. Conformément aux observations réalisées dans
les campagnes de simulation précédentes, la mobilité est suffisante pour privilégier l’utilisation
du prototype TFL à la place du prototype CP, sauf lorsque M = 256 et N/M = 9/8 (fig.
5.12a).
De plus, en considérant N/M = 5/4 et en observant les figures 5.12b et 5.13b à fort
rapport signal sur bruit, il est intéressant de remarquer que l’écart de performances entre
les égaliseurs (1,2) et (3,4) est plus grand si l’on utilise le prototype TFL que si l’on utilise
l’OFDM avec préfixe cyclique. Cela s’explique par le fait que l’égalisation à trois coefficients
par sous-porteuse est d’autant plus efficace que les impulsions de mise en forme sont bien
localisées en fréquence.
En résumé, la campagne de simulation présentée ici nous a permis d’évaluer l’intérêt de
divers schémas d’égalisation. En particulier, nous avons montré que
1. la compensation de l’interférence entre blocs présente peu d’intérêt lorsque la taille des
blocs est grande devant celle de la réponse impulsionnelle du canal ;
2. l’égalisation à trois coefficients par sous-porteuse permet de réduire l’interférence entre
sous-porteuses induite par le canal et quel que soit le prototype à reconstruction parfaite
utilisé ;
3. l’égalisation à plusieurs coefficients par sous-porteuse est d’autant plus efficace que la
localisation fréquentielle des impulsions de mise en forme est grande.
5.5.3 Analyse de l’impact d’une estimation de canal bruitée
Supposons à présent une estimation de canal bruitée. Ainsi, pour l’égalisation n-ième
bloc, les matrices de canal Hn et Gn sont formées à partir des coefficients α˜l[k] + b˜l[k], avec
l ∈ {0, . . . , L − 1} et k ∈ {0, . . . , 2N − 1)}. Les échantillons de bruits d’estimation b˜l[k] sont
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indépendants. Ils suivent une distribution gaussienne circulaire centrée, caractérisée par une
variance σ2
b˜
.
En notant σ2α =
∑I
i=1 σ
2
αi et en supposant un rapport signal sur bruit d’estimation
σ2α/σ
2
b˜
= 10 dB, nous montrons que les schémas d’égalisation 1 et 2 donnent de meilleures
performances que les égaliseurs 3 et 4, quel que soit le scénario de mobilité considéré (fig. 5.14).
En effet, la matrice A˜n étant composée de coefficients bruités, celle-ci introduit une erreur de
reconstruction plus grande de le cas tri-diagonal que dans le cas diagonal. Par ailleurs, nous
remarquons encore une fois que l’interférence entre blocs et négigeable puisque les scénarios
d’égalisation (1,2) et (3,4) donnent des performances équivalentes. Enfin, en raison de leur
bonne localisation en temps et en fréquence, nous soulignons que les impulsions de mise en
forme TFL semblent les plus robustes en présence d’une estimation de canal bruitée, y compris
pour le scénario de faible mobilité.
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(a) N/M = 9/8.
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(b) N/M = 5/4.
Figure 5.10 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 256, prototype TFL.
Comparaison des schémas d’égalisation avec un modèle de canal COST 207 TUx6 (scénario
de faible mobilité).
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(a) N/M = 9/8.
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(b) N/M = 5/4.
Figure 5.11 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 512, prototype TFL.
Comparaison des schémas d’égalisation avec un modèle de canal COST 207 TUx6 (scénario
de faible mobilité).
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(a) N/M = 9/8.
5 10 15 20 25 30 35 40
10−3
10−2
10−1
Eb/N0 [dB]
B
E
R
CP EQ 1
CP EQ 2
CP EQ 3
CP EQ 4
TFL EQ 1
TFL EQ 2
TFL EQ 3
TFL EQ 4
(b) N/M = 5/4.
Figure 5.12 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 256, prototype TFL.
Comparaison des schémas d’égalisation avec un modèle de canal COST 207 TUx6 (scénario
de haute mobilité).
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(a) N/M = 9/8.
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(b) N/M = 5/4.
Figure 5.13 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 512, prototype TFL.
Comparaison des schémas d’égalisation avec un modèle de canal COST 207 TUx6 (scénario
de haute mobilité).
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(a) vmax = 3 km/h
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Figure 5.14 – Taux d’erreur binaire en fonction de Eb/N0 pour M = 512, N/M = 5/4,
prototype TFL. Comparaison des schémas d’égalisation avec un modèle de canal COST 207
TUx6 avec une estimation de canal bruitée (SNR d’estimation de 10 dB).
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Synthèse du chapitre
Ce chapitre débute par une présentation générale de l’environnement de simulation. Nous
précisons en particulier la valeur du rapport Eb/N0 en fonction des différents paramètres de
l’émetteur-récepteur WCP-OFDM. Les premières mesures de performances visent à analyser le
comportement du système pourvu de filtres CP, TFL ou OBE dans un contexte radiomobile
réaliste, en supposant un égaliseur à un coefficient par sous-porteuse et une connaissance
parfaite du canal en réception. Nous montrons ainsi l’intérêt de schémas de transmission
orthogonaux lorsque la puissance du bruit est prépondérante devant celle des interférences.
Le prototype TFL se révèle polyvalent en environnement radiomobile en raison de sa bonne
localisation en temps et en fréquence. Il devient compétitif vis-à-vis du CP, y compris dans
les scénarios quasi-statiques, lorsque M et N/M sont suffisamment grands. En revanche, le
prototype OBE semble attractif exclusivement dans le cas de canaux très sélectifs en temps
[Roque 2012d]. L’utilisation d’un codeur de canal LDPC ne modifie pas les performances
relatives des différents systèmes étudiés. Le même constat s’impose lorsque l’on utilise un
modèle de canal mobile-vers-mobile [Roque 2012b].
Nous comparons ensuite les performances des quatre schémas d’égalisation proposés au
cours du chapitre précédent. Cette étude montre qu’une égalisation à un coefficient par sous-
porteuse est généralement suffisante pour permettre aux prototypes orthogonaux de se montrer
compétitifs vis-à-vis de l’OFDM avec préfixe cyclique, y compris dans le scénario de faible mo-
bilité. Par ailleurs, l’utilisation d’un égaliseur à trois coefficients par sous-porteuse présente
un intérêt lorsque le canal devient fortement sélectif en temps, quel que soit le filtre prototype
considéré [Roque 2012a]. Enfin, nous remarquons que l’interférence entre blocs est générale-
ment négligeable ; il en résulte que l’égaliseur à deux coefficients par sous-porteuses présente
peu d’intérêt dans les scénarios développés. Nous concluons le chapitre avec la prise en compte
d’une estimation de canal bruitée. Dans de telles conditions, nous montrons qu’il est préférable
d’utiliser un seul coefficient par sous-porteuse afin de limiter l’erreur de reconstruction.
Conclusion et perspectives
Le principal objectif de cette thèse était d’évaluer les performances des modulations multi-
porteuses à filtres courts dans un environnement radiomobile réaliste. Plus précisément, nous
nous sommes intéressés aux filtres prototypes orthogonaux, à reconstruction parfaite. Nous
avons développé des scénarios d’égalisation, de faible complexité, adaptés à leur mise en œuvre
sur des canaux particulièrement défavorables à la transmission d’information.
L’analyse de l’environnement radiomobile fût le point de départ de notre étude. Outre le
bruit introduit par ce type de canaux, il se caractérise notamment par sa sélectivité en temps
et en fréquence, due en pratique l’étalement Doppler lié au déplacement des terminaux et à
la propagation multitrajet entre ces derniers. Sous l’hypothèse d’une transmission à bande
étroite et d’un étalement Doppler faible devant cette bande, le canal radiomobile peut se mo-
déliser sous la forme d’un système linéaire variant dans le temps. Bien qu’il soit impossible
de diagonaliser un tel système, la notion de signalisation optimale se traduit par la recherche
de sa structure propre approchée. À la poursuite de cet objectif, nous avons montré que les
modulations multiporteuses suréchantillonnées constituent une solution adaptée à cette pro-
blématique en répartissant l’information dans le plan temps-fréquence grâce à des impulsions
de mise en forme variées, dont il est possible d’adapter les caractéristiques temps-fréquence,
en respectant toutefois la relation d’incertitude d’Heisenberg–Gabor.
Face à une connaissance souvent partielle du canal radiomobile, nous avons présenté une
modélisation statistique en utilisant les hypotèses classiques de stationnarité au second ordre
et de non corrélation des diffuseurs. Ce cadre d’étude nous permet notamment d’introduire
un modèle de canal à diffusion multiple qui généralise le traditionnel modèle de Clarke et
qui caractérisent la propagation entre deux stations mobiles. Un tel scénario de propagation
illustre par exemple la communication entre deux nœuds d’un réseau ad-hoc situé dans un
environnement urbain (ex. : transmissions tactiques, applications de sécurité routière, réseaux
de capteurs...).
Ces considérations nous permettent aussi d’exprimer le rapport signal sur bruit et interfé-
rences (SINR) du système de transmission multiporteuse en fonction des caractéristiques de
l’émetteur-récepteur et de celles du canal. Ainsi, si l’on fixe la durée symbole, l’espacement
entre sous-porteuses ainsi que le nombre de sous-porteuses, nous montrons que la maximisa-
tion séparée des termes qui composent le SINR repose sur l’utilisation d’impulsions de mise
en forme dont la localisation en temps et en fréquence dépend de l’étalement temporel et
fréquentiel moyen du canal de transmission. Nous obtenons ainsi une stratégie de réalisation
consistant à choisir les moments du second ordre en temps et en fréquence des impulsions de
mise en forme proches des valeurs moyennes d’étalement en temps et en fréquence du canal
de transmission. Cela permet de garantir un terme d’interférence moyen faible tout en pré-
servant une bonne efficacité spectrale. Si le terme de bruit est prépondérant devant le terme
d’interférence induit par la sélectivité temporelle et fréquentielle du canal, nous montrons
qu’il est préférable de se référer à un scénario de transmission orthogonal, ce qui corrobore la
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théorie du filtrage adapté. Les différents résultats démontrés dans cette partie s’inscrivent
dans la continuité des travaux présentés dans [Kozek 1998, Strohmer 2003, Jung 2007a]. Nous
précisons notamment les règles d’adaptation temps-fréquence introduites par ces auteurs en
choissant d’annuler la puissance moyenne des interférences tout en conservant une efficacité
spectrale maximale.
En dépit de l’intérêt que présentent les systèmes de transmission multiporteuses suréchan-
tillonnés pour la transmission en environnement radiomobile, la complexité algorithmique liée
à leur mise en œuvre et à leur égalisation constitue un frein majeur à leur adoption. Fort
de ce constat, nous restreignons notre étude au cas particulier des filtres courts, caractérisés
par leur réponse impulsionnelle de longueur inférieure ou égale à la durée de transmission
d’un bloc multiporteuse. L’utilisation de ce type de filtre introduit d’importantes simplifica-
tions dans la structure de l’émetteur-récepteur, alors appelé weighted cyclic prefix orthogonal
frequency-division multiplexing (WCP-OFDM). Ce système peut être considéré comme une
généralisation du traditionnel OFDM avec préfixe cyclique (CP-OFDM) dans la mesure où il
permet l’utilisation d’impulsions de mise en forme non rectangulaires, tout en conservant une
complexité algorithmique similaire.
Après avoir établi les conditions de reconstruction parfaite dans le cas particulier du WCP-
OFDM, nous nous intéressons aux filtres présentés dans [Pinchon 2011]. Les fonctions proto-
types proposées sont construites selon les critères de la minimisation de l’énergie hors bande
(OBE) et de la maximisation de la localisation temps-fréquence (TFL). Le choix de ces critères
d’optimisation est cohérent vis-à-vis de notre analyse du rapport signal sur interférence et de
sa maximisation en environnement doublement sélectif. De plus, les fonctions prototypes uti-
lisées donnent lieu à des schémas de transmission orthogonaux, adaptés à la transmission sur
canal à bruit additif blanc gaussien. Une analyse temps-fréquence des impulsions prototypes
OBE et TFL permet d’évaluer leur comportement en fonction du facteur de suréchantillon-
nage et de les comparer aux impulsions de mise en forme rectangulaires utilisées par l’OFDM
avec préfixe cyclique.
Lorsque le système WCP-OFDM est soumis à un canal de transmission radiomobile bruité,
l’estimation des symboles émis s’effectue en présence de bruit et d’interférences. Par exemple,
à la différence du CP-OFDM, les schémas de transmission orthogonaux ne permettent pas de
diagonaliser les canaux exclusivement sélectifs en fréquence. L’analyse du terme d’interférence
associé aux prototypes OBE et TFL montre que la compensation de l’interférence induite par
les canaux radiomobiles repose, d’une part, sur le choix du nombre de sous-porteuses puisque
celui-ci résulte d’un compromis entre compensation de la sélectivité fréquentielle et sensibi-
lité à la sélectivité temporelle. D’autre part, le facteur de suréchantillonnage détermine les
caractéristiques temps-fréquence des impulsions prototypes. En supposant une connaissance
parfaite du canal de transmission, nous développons quatre schémas d’égalisation. Le premier
utilise un coefficient par sous-porteuse et consiste à négliger les éventuels termes d’interférence.
Le deuxième utilise deux coefficients par sous-porteuse afin de compenser l’interférence entre
blocs. Le troisième utilise trois coefficients par sous-porteuse dans le but de supprimer l’inter-
férence introduite par les deux sous-porteuses adjacentes. Enfin le quatrième égaliseur combine
les techniques mises en œuvre par les égaliseurs deux et trois. Ces différents égaliseurs sont
Conclusion 153
caractérisés par leur facilité d’intégration puisque leur complexité algorithmique d’inversion
reste linéaire, à la différence d’un égaliseur parfait qui aurait une complexité d’inversion cu-
bique. En étudiant la puissance moyenne des interférences entre blocs et entre sous-porteuses
à travers des scénarios de simulation réalistes, nous montrons que l’interférence entre blocs est
souvent négligeable devant l’interférence entre sous-porteuses, compte tenu de la forme des ré-
ponses impulsionnelles des prototypes OBE et TFL. En revanche, lorsque l’étalement Doppler
est particulièrement élevé, le scénario d’égalisation à trois coefficients par sous-porteuse peut
se révéler utile.
Malgré leur intérêt certain pour la transmission sur les canaux radiomobiles, les modula-
tions multiporteuses se heurtent à un problème d’intégration majeur : pour une constellation
donnée, leur rapport de puissance crête sur puissance moyenne (PAPR) est beaucoup plus
élevé que celui des modulations monoporteuses. Cela contraint à utiliser des amplificateurs de
puissance linéaires dans une grande dynamique, ce qui est à la fois peu efficace et coûteux.
Dans le cadre des modulations WCP-OFDM, nous montrons que le PAPR minimal, est obtenu
lorsque l’on utilise des impulsions de mise en forme rectangulaires. Avec des filtres prototypes
non rectangulaires tels que OBE et TFL, le PAPR est d’autant plus élevé que le facteur de
suréchantillonnage est grand. Dans le cas où cette contrainte s’avère trop difficile à assumer,
nous suggérons alors une technique de précodage basée sur une transformée de Fourier discrète
qui aboutit à un schéma de transmission monoporteuse par blocs.
L’évaluation des performances des systèmes WCP-OFDM basés sur les prototypes CP,
OBE et TFL s’appuie sur des scénarios de transmission réalistes, tels que la télédiffusion vidéo
dans un environnement urbain, ou la transmission à haut débit dans un contexte mobile-vers-
mobile. Pour chaque scénario de simulation, la mesure du taux d’erreur binaire en fonction
de Eb/N0 nous permet de comparer les performances des différents systèmes en fonction du
nombre de sous-porteuses et du facteur de suréchantillonnage. Nous confirmons ainsi, par
simulation, l’intérêt de systèmes orthogonaux lorsque le bruit introduit par le canal est pré-
pondérant sur l’interférence. Pour les canaux de transmission quasi-statiques, nous pouvons
affirmer que le CP-OFDM reste une solution attractive lorsque le nombre de sous-porteuses
utilisé est faible ou lorsque la longueur du préfixe cyclique est faible devant la taille du bloc.
En dehors de ces deux cas particuliers, le prototype TFL s’avère concurrentiel vis-à-vis du
CP en raison de sa localisation fréquence élevée qui lui offre une bonne robustesse face aux
canaux principalement sélectifs en fréquence. En présence de mobilité, le prototype TFL pré-
sente de meilleures performances que le CP grâce à sa localisation temporelle élevée qui lui
confère une bonne résistance face aux canaux sélectifs en temps. Enfin, nous remarquons que
le prototype OBE reste moins polyvalent que le TFL, il se révèle toutefois utile sur les canaux
particulièrement sélectifs en temps.
Les simulations réalisées avec les quatre égaliseurs de faible complexité confirment que
l’utilisation d’un seul coefficient par sous-porteuse peut se révéler suffisante dans de nombreux
scénarios. En particulier, la compensation de l’interférence entre blocs ne semble pas fonda-
mentale dans le cadre des systèmes WCP-OFDM étudiés. Lorsque l’étalement Doppler est
fort, l’utilisation d’un égaliseur à trois coefficients apporte un gain de performance intéres-
sant, d’autant plus que la localisation temporelle des impulsions de mise en forme est grande.
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Une estimation de canal bruitée renforce l’intérêt d’une égalisation à un coefficient par sous-
porteuse afin de limiter l’erreur de reconstruction induite par la connaissance imparfaite du
canal de transmission.
L’utilisation de modèles de propagation mobile-vers-mobile nous permet de vérifier que les
différents systèmes WCP-OFDM affichent des performances relatives similaires par rapport au
modèle base-vers-mobile traditionnellement utilisé. La mobilité de l’émetteur et du récepteur
dans un environnement riche en diffuseurs se caractérise par l’accentuation des phénomènes
d’évanouissement.
Enfin, l’utilisation d’un code correcteur d’erreurs LDPC nous permet, une fois de plus,
de vérifier que les performances relatives des systèmes WCP-OFDM restent inchangées. En
particulier, soulignons que le code correcteur d’erreurs commence à fonctionner correctement
lorsque le terme de bruit est prépondérant sur le terme d’interférence. Cela met en évidence
l’intérêt des systèmes orthogonaux plutôt que les propriétés temps-fréquence des impulsions
de mise en forme.
Parmi les futurs axes de recherche identifiés, la synthèse des filtres courts à temps discret,
reste un domaine peu exploré. L’utilisation de critères d’optimisation différents de ceux pré-
sentés ici permettrait d’adapter les impulsions de mise en forme à des canaux de transmission
moins courants que ceux évoqués dans cette étude. Afin d’identifier les besoins, il serait sou-
haitable de simuler de nouveaux environnements de propagation tels que le canal acoustique
sous-marin ou ionosphérique. De plus, afin de cerner les limites du WCP-OFDM, il serait né-
cessaire de comparer ses performances à un émetteur-récepteur multiporteuse suréchantillonné
utilisant des filtres de longueur supérieure à celle d’un bloc et se basant éventuellement sur la
modulation OQAM.
Il serait intéressant de traiter la problématique de l’estimation de canal dans le cas du
WCP-OFDM. Bien que celle-ci soit déjà largement abordée dans le cas du CP-OFDM ou plus
généralement dans le cas des modulations multiporteuses suréchantillonnées, ce cas particulier
reste à traiter. De plus, cette thématique ouvre la voie à la mise en œuvre de systèmes adapta-
tifs dont il serait possible de faire varier le facteur de suréchantillonnage et le type d’égaliseur
utilisé en fonction des réalisations du canal vues par le système.
Enfin, une réalisation pratique de l’émetteur-récepteur WCP-OFDM, en utilisant par
exemple une plate-forme de radio logicielle, permettrait de valider le comportement du sys-
tème de transmission complet, incluant les blocs d’estimation de canal, de synchronisation,
d’égalisation, de codage de canal... Dans le cadre de l’analyse du PAPR, nous pourrions par
exemple étudier les performances des différents prototypes dans le cadre d’une amplification
de puissance non-linéaire. La mise en œuvre des modulations WCP-OFDM serait également
attractive pour son évaluation dans un contexte de guerre électronique, incluant par exemple
l’analyse de la signature des formes d’onde, l’estimation aveugle des impulsions de mise en
forme utilisées, l’évaluation de la sensibilité de ces impulsions de mise en forme au brouillage
à bande étroite.
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Résumé — De nombreuses applications de communications numériques font face à des ca-
naux de transmission sélectifs en temps et en fréquence que nous pouvons assimiler à des
systèmes linéaires variants dans le temps. À travers ces travaux de thèse, nous montrons que
les modulations multiporteuses suréchantillonnées constituent une technique de transmission
adaptée à ce type d’environnement. Cependant, la complexité algorithmique des émetteurs-
récepteurs présente un frein majeur à leur adoption. Fort de ce constat, nous nous intéressons
à la sous-famille des modulations multiporteuses suréchantillonnées à filtres courts (WCP-
OFDM), dont la complexité algorithmique est comparable à celle de l’OFDM avec préfixe
cyclique. Après avoir exprimé les conditions de reconstruction parfaite, nous développons des
égaliseurs de faible complexité et étudions la problématique du rapport de puissance crête
sur puissance moyenne du signal en sortie d’émetteur. Enfin, nous analysons les performances
de ces modulations à travers plusieurs scénarios de propagation radiomobile. Les résultats de
simulation confirment l’intérêt du WCP-OFDM, associé à des filtres prototypes bien localisés
en temps et en fréquence pour faire face aux canaux doublement sélectifs.
Mots clés : canaux radimobiles, modulations multiporteuses suréchantillonnées, filtres courts,
reconstruction parfaite, interférence entre blocs, interférence entre sous-porteuses, égalisation
linéaire, mesure de performances.
Abstract — Many digital communication applications are facing time and frequency selec-
tive channels that can be modelled by linear time-variant systems. Through this thesis work,
we show that oversampled multicarrier modulations provide a suitable transmission technique
for such an environment. However, the complexity of the transmitter-receiver remains a major
obstacle for their adoption. Based on this observation, we focus on the sub-family of oversam-
pled multicarrier modulation with short filters (WCP-OFDM), whose complexity is similar
to cylic prefix OFDM. After introducing the perfect reconstruction conditions, we develop
low-complexity equalizers and we study the peak-to-average power ratio issue at the output
of the transmitter. Finally, we evaluate the performances of these modulations over several
mobile radio propagation scenarios. Simulation results confirm the benefits of WCP-OFDM,
with time-frequency localized prototypes filters, over doubly selective channels.
Keywords : mobile radio channels, oversampled multicarrier modulations, short filters, per-
fect reconstruction, inter-block interference, inter-carrier interference, linear equalization, per-
formances evaluation.
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