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1 Introduction
The purpose of this paper is to provide a new and general method to find closed
orbits for the characteristic foliation on a compact hypersurface of contact type
by using Gromov-Witten invariants. The question on whether such closed orbits
exist has been known as the Weinstein conjecture, proposed in [W]. As one of
the applications of our method, we completely solve a stabilized version of this
conjecture in this paper. To describe the conjecture, we need to introduce some
basic notations first.
Let V be a connected, symplectic manifold with a symplectic form ω. A
hypersurface S is said to be of contact type if there exists a vector field X
defined on some neighborhood U of S such that (i) X is transversal to S and
(ii) LXω = ω.
Now for any hypersurface S in a symplectic manifold V , there exists a 1-
dimensional characteristic foliation ξ of S defined by:
ξx = {vx | vx ∈ TxS, ω(vx, ux) = 0, for all ux ∈ TxS}
for x ∈ S.
The Weinstein conjecture claims that if S is of contact type and compact,
then S carries at least one closed orbit of ξ. The stabilized version of this
conjecture claims the same conclusion as above under the assumption that S is
contained in (V ×Cn, ω ⊕ ω0), the stabilization of V.
Before we state our result, we recall that given A ∈ H2(V,Q), the (n + 2)-
pointed GW invariant is a homomorphism
ΨVA,g,n+2 : H∗(M¯g,n+2,Q)×H∗(V,Q)
n+2 −→ Q,
(see [FO] and [LT]). Here for convenience, we use homology instead of cohomol-
ogy as in [FO] and [ LT]. We will omit the upscript V if no confusion arises.
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Throughout this paper, we will assume that S separates V , i.e. there exist
two submanifolds V− and V+ of V with common boundary S such that V− ∪
V+ = V, V− ∩ V+ = S. This can be achieved by imposing, for example, that
H1(V,Z2) = 0.
The main theorems of this paper are stated as follows.
Theorem 1.1 If there exist A ∈ H2(V,Z) and α+, α−,∈ H∗(V,Q), such that
(i) supp(α+) →֒
◦
V−, and supp(α−) →֒
◦
V+;
(ii) the GW-invariant ΨA,g,n+2(C;α−, α+, β1, · · · , βn) 6= 0,
then S carries at least one closed orbit of ξ.
In particular, we have
Theorem 1.2 Let S be as above. If there exist A ∈ H2(V,Z) such that the
invariant ΨA,g,n+2(·; e, e, · · ·) 6= 0, where e denotes the generator of H0(V,Z)
represented by a point, then S carries at least one closed orbit of ξ.
Among various potential applications of these two theorems, we only mention
the following corollaries.
As a corollary to Theorem 1.1, we have completely solved the stabilized
Weinstein conjecture in the following theorem.
Theorem 1.3 The Weinstein conjecture holds for (V ⊕ Cl, ω ⊕ ω0). That is,
after V is stabilized by Cl, the Weinstein conjecture holds.
As a corollary to Theorem 1.2, we have
Theorem 1.4 The Weinstein conjecture holds for
∏k
i=1CP
ni with the sym-
plectic form ω = ⊕ki=1ωi, where ωi is the standard symplectic from of CP
ni .
Moreover, the Weinstein conjecture holds for any rational algebraic manifolds
(V, ω), provided there is a surjective morphism π : V → CPn such that π is
one to one over V \ S for some subvariety S of V with codimCπ(S) ≥ 2. In
particular,the Weinstein conjecture holds for any blow-ups of CPn along its
subvarieties.
A special case of this theorem, where V = CPn, was proved by Hofer and
Viterbo in [HV].
Closely related to this conjecture is the existence of closed orbits of some
Hamiltonian function, which can be described as follows.
Let Ψ : S × (−ǫ, ǫ)→ U →֒ V be the flow of the vector field X . Since X is
transversal to S, Ψ is a diffeomorphism from S × (−ǫ, ǫ) to some neighborhood
W of S in V . Let St = Ψ(S ×{t}), W− = ∪t<0St and W+ = ∪t>0St. Note that
S = S0. Then W = S ∪W+ ∪W−.
Because of our assumption that S separates V, we may assume further that
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(∗)

there exist two submanifolds V− and V+ of V
with common boundary S such that
(i) V− ∪ V+ = V, V− ∩ V+ = S;
(ii) W− →֒ V−,W+ →֒ V+.
This condition implies that S can be realized as a zero set of some Hamiltonian
function.
A particular defining Hamiltonian function H˜ = H˜S,X of S can be defined
as follows.
H˜(x) =

ǫ, x ∈ V+ \W+
φ(t) x ∈ St
−ǫ x ∈ V− \W−,
where φ : [−ǫ, ǫ]→ [−ǫ, ǫ] is a smooth function defined by
φ(t) =

t −ǫ+ 2δ < t < ǫ− 2δ
−ǫ t < −ǫ+ δ
ǫ t > ǫ− δ,
for some 0 < δ << ǫ. The Hamiltonian vector field XH˜ is defined by
ω(XH˜ , ·) = dH˜.
Consider the Hamiltonian equation
dx
dt
= XH˜(x(t)). (1)
Any non-trivial closed orbit x of (1) will lie on some level hypersurface St =
H˜−1(t), −ǫ + δ < t < ǫ − δ. Now the condition LXω = ω implies that the
characteristic foliation ξt on St is conjugate to ξ = ξ0 on S under the flow Ψ. It
follows that S will also carry a closed orbit of ξ given by Ψ−1t (x).
Therefore, the Weinstein conjecture for those compact hypersurfaces of con-
tact type satisfying (*) can be proved as long as the existence of some non-trivial
closed orbits of (1) can be established.
The Weinstein conjecture was first proved for a convex or star-shaped hyper-
surface in (R2n, ω0) by Weinstein and Rabinowitz in [W] and [R] respectively. In
1986, a substantial progress was made by Viterbo in [V]. He proved the conjec-
ture for any compact hypersurface of contact type of (R2n, ω0). A simpler proof
of this was given by Hofer and Zehnder in [HZ]. We notice here that for any
hypersurface of R2n, the above condition (*) always holds. Due to the work
of Gromov and Floer, it is possible to generalize this result to hypersurfaces
in certain general symplectic manifolds. In [FHV], Floer, Hofer and Viterbo
proved the Weinstein conjecture for M × R2n with symplectic form ω ⊕ ω0
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under the assumption that π2(M) = 0. Note that any compact hypersurface
S of M × R2n can be embedded into M × {S2r}
n for some large r, where S2r
is the 2-dimensional sphere of radius r with the standard symplectic form ω0
given by the area form. In [HV], Hofer and Viterbo proved the same statement
under the weaker but rather technical assumption that minω(A) > ω0([S
2
r ])
for all effective classes A ∈ H2(M). Here a second homology class A is said to
be effective if there exists an ω-compatible almost complex structure J and a
non-trivial J-holomorphic sphere f : S2 → V such that [f ] = A. We note that
in [FHV] and [HV], the condition (*) was never stated explicitly, although such
a restriction seems to be necessary for their method of using Hamiltonian func-
tions as we remarked above. We may view the main results obtained in [FHV]
and [HV] as a stabilized version of the Weinstein conjecture. In this aspect, as
we mentioned before, we are able to solve such a stabilized Weinstein conjec-
ture completely without any restriction on (V, ω). (See Theorem 1.3 above.) For
three dimensional contact manifolds, many deep results have been proved on the
Weinstein conjecture and related problems by Eliashberg, Hofer, Zehnder and
others (c.f. [EH], [HWZ]). For example, Hofer solved the Weinstein conjecture
for overtwisted contact 3-manifolds.
The main focus of this paper, however, is not only to prove the stabilized
Weinstein conjecture, but to establish the full relationship between the existence
of J-holomorphic curves of any genus and the existence of non-trivial closed
orbits of H˜ . Such a relationship obtained by using Gromov-Witten invariants
of any genus did not appear in previous literature even for the semi-positive
case.
The general idea of proving the existence of closed orbits for the Hamil-
tonian equation (1) by using genus zero J-holomorphic curves or perturbed
J-holomorphic curves was already realized by Floer, Hofer and Viterbo. One
quantitative form of such an idea was developed in [FHV] and [HV] as their
theory of d-index. The desired existence results were then obtained by exploit-
ing the deformation invariance of the d-index. However, the results obtained by
this theory are quite limited. It may be partly because the well-known difficulty
of the transversality of multiple covered J-holomorphic spheres of negative first
Chern class and partly because the pathological nature of Hamiltonian function
used in d-index. In fact, most of the results obtained in [HV] were not proved
even for semi-positive symplectic manifolds before.
The recent progress on the Floer homology theory and GW-invariants (cf.
[FO], [LT], [LiuT1]) enables us to overcome the difficulty of transversality. Fur-
thermore, in this paper, we will describe the full relationship of the existence
of J-holomorphic curves of any genus with the existence of closed orbits of the
Hamiltonian equation (1) in its general form. We believe that this new finding
will throw light on solving the Weinstein conjecture completely. Hopefully, this
new finding also gives clues to understanding the mystery of Gromov-Witten
invariants on symplectic manifolds.
To prove Theorem 1.1, we choose an ω-compatible almost complex structure
4
J and consider a family of Hamiltonian functions H˜λ = λ · H˜, λ ∈ [0,∞). Let
A ∈ H2(V ) and α+, α−, βj ∈ H∗(V ), j = 1, · · · , n. As before, we assume that
α− ∈ V+ and α+ ∈ V−. The key step now is to obtain a Morse function H which
is a small perturbation of H˜ such that Hλ = λ·H has no non-trivial closed orbits
in V \W and has the same closed orbits as H˜λ has inW , if 0 < λ < 1+ω(A)/2ǫ.
The reason for choosing the quantity 1 + ω(A)/2ǫ will be explained in Section
7 of this paper (see [HV] also). By the usual Morse theory, α+ (α−) can be
represented by a linear combination of some critical points of H , denoted it by
c+ (c−), together with the associated descending (ascending) manifold M(c+)
(M(c−)) in V− (V+).
We will define a perturbed GW-invariant ΦA,Jλ,Hλ,g(c−, c+, β1, · · · , βn) in
Section 7 and Section 8. In genus zero case, it counts algebraically the ν-
perturbed (J,Hλ)-maps
u : (R1 × S1;x1, · · · , xn)→ (V ;β1, · · · , βn),
satisfying the conditions
(i) ∂¯J,Fλ,νu = 0, (ii) lims→+∞ u(s, t) = c+, lims→−∞ u(s, t) = c−, (iii) [u] = A
(see Section 8 for higher genus case).
Theorem 1.5 When λ is small enough,
ΦA,Jλ,Hλ,g(c−, c+, β1, · · · , βn) = ΨA,g(α−, α+, β1, · · · , βn).
This theorem were claimed in [PSS] and [RT] for semi-positive case. The
third different method were described in [L2]. However, these methods are not
sufficient for general symplectic manifolds. Using the techniques devoloped in
[LiuT1], we will prove this theorem in [LiuT3].
The following theorem is the main technique part of this paper.
Theorem 1.6 If H has no non-trivial closed orbits, then the perturbed GW -
invariant ΦA,Jλ,Hλ,g(c−, c+, β1, · · · , βn) is well-defined, independent of the choice
of λ ∈ (0, 1 + ω(A)/2ǫ). Moreover, ΦA,Jλ,Hλ,g(c−, c+, β1, · · · , βn) = 0 when
λ > ω(A)/2ǫ+ 12 .
The proof of this theorem requires a TNP -equivariant version of the new
technique developed in [LT] and [LiuT1]. The simplest case of such a theory ,
the S1-equivariant case, was already used in our computation of Floer homology
in [LiuT1].
Now Theorem 1.1 follows from Theorem 1.5 and Theorem 1.6 easily.
The main body of this paper ( from Section 3 to Section 7 ) is devoted
to establish a Morse theoretic version of GW invariants of genus zero case for
general symplectic manifolds under the assumption that H has no non-trivial
closed orbits. We then prove Theorem 1.1 for genus zero case in Section 7. In
the last section, we generalize the theory of genus zero case to higher genus case
and prove Theorem 1.1 for any genus.
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We note that if the symplectic manifold V is semi-positive, our theory in
this paper can be developed in a much simpler manner. This includes the case
where dimension of V is four or six.
This paper is the detailed version of our announcement [LiuT2]. During the
preparation of this paper, we learned that W. Chen proved some relevant results
for the 4-dimensional case in [C] by a different method.
From now on until the end of Section 7, we will only deal with the case
of genus zero. The discussions for higher genus cases are identical and will be
outlined in last section.
2 Compactness
In this section, we will set up our main assumption, which will be used through-
out the rest of this paper. We then explore the two simple consequences of the
assumption, the existence of the Morse function H mentioned in Section 1 and
the compactness of the moduli spaces of cuspidal (J,H)-maps.
• Main Assumption (I): H˜ has no non-trivial closed orbits.
The first consequence of this assumption is the following lemma,
Lemma 2.1 There exists a Morse function H such that (i) H has same level
sets as H˜ has in W ;
(ii) H is C0-close to H˜ so that for any critical points c− in V− and c+ in
V+,
0 <
ω(A)
H(c−)−H(c+)
< λ0,
where λ0 =
1
2 +
ω(A)
2ǫ and A is an effective second homology class in the sense
that it can be represented by some J-holomorphic sphere;
(iii) for any 0 < λ < λ0 +
1
2 , Hλ = λ ·H has no non-trivial closed orbits of
period one.
Proof:
Choose r > 0 such that
0 <
ω(A)
2ǫ− 2r − 4δ
< λ0.
Here δ is the same as the one appeared in the definition of H˜. As before we
assume that δ << ǫ. Recall that H˜(x) = t if x ∈ St, −ǫ + 2δ < t < ǫ − 2δ. Let
Vs be the manifold V+ \ S × [0, s] with boundary Ss. Set H˜+ = H˜ |Vǫ−2δ . Then
∇H˜+ 6= 0 along the boundary of Vǫ−2δ.
It is well-known that there is a C2-small C∞-function G˜+ : Vǫ−2δ → R
such that F˜+ = H˜+ + G˜+ is a Morse function on Vǫ−2δ. Since H˜+ is regular
along Sǫ−2δ, we may arrange that G˜+ vanishes near Sǫ−2δ. Now decompose F˜+
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as: F˜+ = ǫ − 2δ + F¯+ and define F˜λ+ = ǫ − 2δ + λF¯+. Let F¯
λ
+ = λF¯+. Then
∇F˜λ+ = ∇F¯
λ
+. Hence F˜
λ
+ has non-trivial closed orbits if and only if F¯
λ
+ has. Now
‖F¯λ+‖C2 = λ‖F¯+‖C2 , which implies that the C
2-norm of F¯λ+ is small when λ is
small enough. Therefore, there exists a λ1 > 0 such that F
λ
+ ( hence F˜
λ
+) has
no non-trivial closed orbits of period 1 for 0 < λ < λ1.
Similarly we can also define F˜−, F˜
λ
−, etc on V−ǫ+2δ.
Fix a λ > 0 satisfying the following two conditions:
(a) λ(λ0 + 1/2) < λ1;
(b) for any critical point c+ of F+ and c− of F−,
λ|F+(c+)− F−(c−)| < 2r.
Define H+ = F˜
λ
+ and H− = F˜
λ
−. We will extend H+ ∪H− to V to get an H
with the same level set as H˜ has in the “middle part” S × [−ǫ + 2δ, ǫ − 2δ]. If
this is done, then it follows from (a) and (b) that H has the required properties
of the lemma.
We define H on S × (−ǫ+ 2δ, ǫ− 2δ) to extend H+ ∪H− as follows,
H(x) =
{
H˜(x), x ∈ S × (−ǫ+ 3δ, ǫ− 3δ)
ψ(t(x)), x ∈ S × {(−ǫ+ 2δ,−ǫ+ 3δ) ∪ (ǫ− 3δ, ǫ− 2δ)}.
Here t(x) is the t-coordinate of x and ψ : (−ǫ+2δ,−ǫ+3δ)∪(ǫ−3δ, ǫ−2δ)→
R is an increasing C∞- function defined by requiring that
(i) on (ǫ−3δ, ǫ−2δ), ψ connects smoothly the two functions ψ1(t) = t, t ≤ ǫ−3δ,
and ψ2(t) = (ǫ− 2δ) + λ(t− (ǫ− 2δ)), t ≥ ǫ− 2δ;
(ii) ψ does similar thing on (−ǫ+ 2δ,−ǫ+ 3δ).
Clearly H so defined has the same level sets as H˜ has in S×(−ǫ+2δ, ǫ−2δ).
✷
Our assumption now becomes
• Main Assumption (II):
Hλ = λ ·H has no nontrivial closed orbits of period one, for 0 ≤ λ ≤ λ0+
1
2 .
Later on we will make some C∞-small generic perturbation of H . Since
the perturbation can be made arbitrarily small, we will assume that the main
assumption (II) also holds for those perturbed H .
We now state the consequence of the assumption on the compactness of the
moduli space of cuspidal (Jλ, Hλ)-maps, where 0 < λ < λ0 + 1/2.
Lemma 2.2 Fix any two critical points c− and c+ of Hλ, let {fi} be a sequence
of (Jλi , Hλi)-maps of class A connecting c− and c+, with λi ∈ [ǫ, λ0 + 1/2]
for some small ǫ > 0. After reparametrization of the domain of fi and taking
subsequence, we have that {fi} weakly C∞-converges to a cuspidal (Jλ∞ , Hλ∞)-
map f∞ of same class A connecting c− and c+.
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The domain Σ of a cuspidal (Jλ, Hλ)-map f is a union Σ = ∪
NP
i=1Pi∪
NB
j=1Bj of
its principal components Pi and bubble components Bj . Each Pi ∼= R1×S1 and
the collection {Pi} form a chain. Each bubble component Bj ∼= S2 is attached
to some Pi or some other Bk at some of its singular points. All components of
Σ form a tree.
Definition 2.1 A continuous map f : Σ → V is said to be cuspidal (Jλ, Hλ)-
map of class A connecting c− and c+, if there exist NP + 1 critical points
c1, · · · , cNP+1 of Hλ, with c1 = c−, cNP+1 = c+ such that
(i) ∂¯Jλ,Hλf
P
i = 0, lims→−∞ f
P
i (s, θ) = ci, lims→∞ f
P
i (s, θ) = ci+1, i = 1, · · · , NP .
(ii) ∂¯Jλf
B
j = 0.
(iii)
∑
i[f
P
i ] +
∑
j [f
B
j ] = A.
An analogy of this lemma, in which the Morse function Hλ is replaced by some
generic time-dependent Hamiltonian function is proved in [F] section 3. The
proof there can be easily adapted to our case as long as we can make sure that
(i) Hλ has no non-trivial periodical orbits of period one for 0 < λ < λ0 + 1/2;
(ii) all critical points c of Hλ, when considered as a trivial periodical orbit of
the time-independent Hamiltonian function Hλ is non-degenerate in the sense
of Floer homology. Now (i) follows from our main assumption and (ii) can be
achieved by a small C∞-perturbation of H . Note that (ii) implies that any
(J,H)-map convergent to c along its ends will converge to c exponentially.
3 Moduli Space of Stable Maps
In this section, we will define the various moduli spaces of stable maps needed
to define the Morse theoretical version of GW-invariant.
3.1 Stable Curves
Stable curves will appear as the domains of stable maps, which are to be defined
below. From this Section up to Section 7 we will only consider semi-stable (
connected ) curves of genus zero. Geometrically such a curve Σ is a union of
its components Σl ∼= S2 with only double points as its singularities, and its
components form a tree (H1(Σ) = 0).
We now define semi-stable F -curves and G-curves:
Definition 3.1 An n-pointed semi-stable F-curves (Σ, l, x) is a semi-stable curve
Σ with n (ordered) marked points x = {x1, · · · , xn} in Σ away from its singular
points such that the components of Σ can be divided into principal components
Pi, i = 1, · · · , NP , and bubble components Bj , j = 1, · · · , NB. The principal com-
ponents form a chain in such a way that each Pi has two distinguished points
zi and zi+1, i = 1, · · · , NP such that Pi and Pi+1 join together at zi+1. l is the
collection of marked lines li on Pi connecting its “ends” zi and zi+1.
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Using the marked line li , we may identify (Pi \ {zi, zi+1}; li) with (R ×
S1; {θ = 0}).
An n-pointed semi-stable G-curve (Σ, x) can be obtained from the corre-
sponding F -curve by simply forgetting all marked lines li’s.
Two semi-stable F -curves (Σ1; l1, x1) and (Σ2; l2, x2) are said to be equiva-
lent if there is a homomorphism φ : Σ1 → Σ2 which preserves marked points and
lines such that the restriction of φ to any component of Σ1 is a biholomorphic
map. We will use 〈Σ, l, x〉 to denote the resulting equivalence class of (Σ, l, x).
Similarly we can define equivalence class for semi-stable G-curves by simply for-
getting those marked lines in the definition of the equivalence of F -curves, and
we will use 〈Σ, x〉 to denote the equivalence class of a semi-stable G-curve (Σ, x).
Definition 3.2
FM0,n = {〈Σ, l, x〉|(Σ, l, x) is a semi-stable F-curve},
GM0,n = {〈Σ, x〉|(Σ, x) is a semi-stable G-curve}.
There is an obvious forgetting map:
FM0,n → GM0,n
sending 〈Σ, l, x〉 to 〈Σ, x〉.
From now on, for simplicity, we will call a semi-stable F -curve or a semi-
stable G-curve an F -curve or G-curve respectively.
Given an F -curve (Σ, l, x) or a G-curve (Σ, x), there is an obvious way to
add minimal number of markings yi to an unstable principal component Pi and
ykj , 1 ≤ k ≤ 2, to an unstable bubble component Bj to stabilize Σ. We will use
y to denote the set of the added markings and (Σ, l, x; y) and (Σ, x; y) to denote
the resulting stabilized F -curve and G-curve and call them stable F -curve and
stable G-curve respectively. Here stability means that each of its components
contains at least three singular points or marked points in x or y. There is
an obvious forgetting map here from the set of stable F -curves or G-curves to
the set of semi-stable ones, sending (Σ, l, x; y) to (Σ, l, x) or (Σ, x; y) to (Σ, x)
respectively.
From now on we will use various simplified notations, depending on the
context, to denote above curves. For instance we may write (Σ, y) for (Σ, l, x; y),
if no confusion arises.
• Local Deformation of (Σ, l, x; y)
Given a stable F -curve (Σ; l, x; y), with double points
dPim ∈ Pi,m = 1, · · · ,M
Pi and d
Bj
l ∈ Bj , l = 1, · · · , L
Bj ,
let αPim and α
Bj
l be the complex coordinates of the corresponding double points
of d′Pim and d
′
l
Bj of a nearby curve Σ′ of same topological type. Let α =
9
{αPim , · · · , α
Bj
l }, m ≤ M
Pi − 3 + rPi , and l ≤ LBj − 3 + rBj , where rPiand
rBj are the number of elements in x and y in Pi and Bj respectively. Let θ
be the collection of all angular coordinates θi of the third from last double or
marked point of the principal components P ′i . Now u = (α, θ) gives rise to the
universal local coordinate of nearby stable F -curve . We will use Σu to denote
the nearby curve with coordinate u.
For each double point in Σ′ = Σu, say, d
′
1 ∈ P
′
1 and d
′
2 ∈ B
′
2 with d
′
1 = d
′
2
in Σ′, we associate a complex gluing parameter t1 = t2 ∈ Dδ = {z | |z| < δ }.
The corresponding gluing here is the following: cut off the two discs of radius
|t1| = |t2| of P ′1 and B
′
2 centered at d
′
1 and d
′
2 respectively and glue them back
along the boundary circles through a rotation of arg ti. Let t be the collection
of all such gluing parameters. Similarly for each zi, i = 2, · · · , NP − 1, we
associate a gluing parameter τi ∈ Iδ = {r | r ∈ R
+, r < δ }. There is also a
similar but simpler gluing process for each τi. Let τ = (τi) and v = (t, τ).
Then (Σ(u,v) = (Σ(α,θ,t,τ), l)) is the local “universal ” deformation of (Σ, l) as
an F -curve .
The “universal” deformation for G-curve can be defined similarly. Since in
this case there is no such marked lines l appearing, there is no such parameter θ
and associate to each zi is a complex parameter τ˜i = (τi, θi) instead of τi. Let t˜
be the collection of all complex gluing parameters associated with double points
and “ends” of Σ, the Σ(α,t˜) is the “universal” deformation of Σ as a G-curve .
• Fixed Markings
Recall that in order to define GW -invariants, one needs to specify a cycle
C in H∗(M¯g,n+2. Chosing such a cycle will impose restrictions to the possible
domains in the bubbling process of the Gromov-Floer compactification of stable
maps. For simplicity, we only describe in detail the case C = {pt}. The general
case can be treated similarly.
Since the main issue here only involves how to fix marked points, we can treat
both F -curve s and G-curve s equally We only formulate the “fixed marking”
process for G-curve s.
Let (S2;−∞,+∞; x˜1, · · · , x˜n) be a fixed a model, where −∞ and +∞ are the
two “ends” if we identify S2 \ {−∞,+∞} with R1 × S1. We want to define the
notion of a semi-stable curve with “fixed” marked points. markings, x1, · · · , xn (
modeled on (S2; x˜) ) if (i) there exists a principal component Pi and nmany of its
double points or marked points, d1, · · · , dn such that (Pi; zi, zi+1; d1, · · · , dn) ∼=
(S2;−∞,+∞; x˜1, · · · , x˜n); (ii) each marked point xi of (Σ, x) lies on the branch
B(di) consisting of all bubble components with “ root” di, if xi 6= di.
Let (Σ, x, y) be the minimal stabilization of (Σ, x), the next lemma explains
why the above two conditions are the desired ones.
Lemma 3.1 There is a gluing procedure such that for any gluing parameter t˜
with non zero components,
(Σ(α,t˜); z1, zNP+1, x1, · · · , xn)
∼= (S2;−∞,+∞; x˜1, · · · , x˜n),
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after forgetting those markings y of (Σ(α,t˜), x, y).
Note here the parameter α is subject to the restriction imposed by the “fixed”
marking condition.
Proof:
Away from those components Bi,j in B(di), the gluing procedure is the
same as before. Let xi ∈ Bi,l. Because of the tree structure of the components
of Σ, there is a unique chain of bubble components Bi,j , j = 1, · · · , l of B(di)
with each Bi,j having two particular double points d
j and dj+1, connecting di
and xi. Here di = d
1 and xi = d
l+1. Now there is a unique identification of
each Bi,j − {dj , dj+1} ∼= R1 × S1 up to translations and rotations of R1 × S1.
Use the cylindrical coordinate here ( or the corresponding polar coordinate ) to
do the gluing associated with the double points dj . It is easy to see that after
forgetting markings other than x, Σα,t˜ has the desired property.
✷
3.2 Stable Maps
• Given a homology class A ∈ H2(V,Z), a stable (J,H)-map f from an F -curve
(Σ, l) to V of class A connecting critical point c− and c+ of H is a map defined
on (Σ, l) \
⋃NP+1
i=1 {zi} such that:
(i) on each principal component Pi,
∂fPi
∂s
+ J(fPi )
∂fPi
∂θ
−∇H(fPi ) = 0,
where (s, θ) ∈ R1×S1 is the cylindrical coordinate of Pi and fPi = f |Pi−{zi,zi+1};
(ii) there exist ci, c = 1, · · · , NP + 1 with c1 = c−, cNP+1 = c+ such that
lim
s→−∞
fPi (s, θ) = ci and lim
s→+∞
fPi (s, θ) = ci+1;
(iii) on each bubble component Bj , ∂¯Jf
B
j = 0;
(iv)
∑
i[f
P
i ] +
∑
j [f
B
j ] = A;
(v) each constant component is stable in the sense that it has at least three
double or marked points.
Two such maps f1 and f2 with F -curves as their domains are said to be
equivalent if there is an identification
φ : (Σ1, l1, x1)→ (Σ2, l2, x2)
such that f2 = f1 ◦ φ. Similarly, we can define equivalent relation for stable
(J,H)-maps with G-curve s as domains. We will use 〈f〉 to denote the resulting
equivalence class of f .
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We also need the notion of stable Lpk-maps, which can be defined by simply
requiring that f is a Lpk-map, k −
2
p
> 1 satisfying requirements (ii) , (iv) and
(v).
Each stable map f determines an intersection pattern Df which encodes the
following information:
(i) the topological type of the domain Σ = Σf ;
(ii) the homology classes [fPi ], [f
B
j ] ∈ H2(V,Z);
(iii) the critical points ci, i = 1, · · ·NP + 1.
Note that the topological type of Σ is determined by its intersection pattern
I = IΣ, which can be thought as a pairwise correspondence of the double points
of Σ lifted to the smooth resolution of Σ.
Given a stable map f , we define its energy
E(f) =
∑
i
E(fPi ) +
∑
j
∫
S2
(fBj )
∗ω,
where E(fPi ) =
∫ ∫
R1×S1
|∂f
P
i
∂s
|2.
Note that if f is a (J,H)-map of class A connecting c− and c+, then
E(f) = ω(A) + f(c+)− f(c−).
Lemma 3.2 For a generic choice of (J,H), there exists a δ = δ(J,H) > 0,
such that for any non-constant stable (J,H)-map f , E(f) > δ.
Proof:
Assume that there exists a sequence of (J,H)-maps {fi} of class A such
that limE(fi) = 0. By choosing a suitable subsequence we may assume that
each fi has only one principal component and connects two fixed critical points
c− and c+. It follows from Gromov-Floer compactness theorem for cuspidal
maps that a subsequence of {fi}, still denoted by {fi}, is C
0−convergent to a
constant map. Hence c− = c+, [fi] = 0, for large i. If fi is not a constant,
there exists a unique simple (J, 1
m
H)-map f˜i such that fi = f˜i ◦ πm, where
πm : R
1× S1 → R1 × S1 is given by πm(s, θ) = (ms,mθ). Here f˜i being simple
means that it can not be factorized through further for any m > 1.
Consider the moduli space
M0(c−, c+; J,H,A)
= {g | g : R1 × S1 → V is a (J,H)-map, [g] = A, g is simple }.
Then for a generic choice of (J,H),
dimM0(c−, c+; J,
1
m
H,
1
m
A) = Ind(c+)− Ind(c−) + 2c1(A)/m,
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which is zero in the case that c− = c+ and A = 0. Clearly
f˜i ∈M
0(c−, c+; J,
1
m
H, 0).
Since f˜i is not a constant, it follows from [FHS] that for a generic choice of
(J,H), f˜i has a two dimensional symmetries, which implies that
dimM0(c−, c+; J,
1
m
H, 0) ≥ 2.
This is a contradiction.
✷
An intersection pattern D is said to be effective if D = Df with f being a
stable (J,H)-map. Let e > 0 and define
De = {D |D is effective, E(D) ≤ e},
where the energy E(D) = E(Df ) = E(f).
Lemma 3.3 De is finite for any e > 0.
Proof:
It follows form Gromov-Floer compactness theorem for cuspidal maps that
there are at most finitely many possible homology classes which can be repre-
sented by some (J,H)-map f with Df ∈ De. Therefore it is sufficient to prove
that there are only finitely many possible topological types of Σf for such f .
To this end, we observe that f has at most [ e
δ
] + 1 non-trivial component. This
implies that the stabilized curve (Σ, y) obtained by adding minimal number of
markings to Σ has at most 2([ e
δ
] + 1) + n markings. This in turn bounds the
number of double points, and hence bounds the number of components of Σf .
✷
There is a partial order relation in De defined as follows : D1 = Df1 ≤
D2 = Df2 if (i) Σf2 can be obtained from Σf1 topologically by the gluing
construction described in Section 2.1; (ii) the homological classes represented
by the components of f1 and f2 are compatible with the gluing construction. (
See the next subsection for the definition of the gluing of stable maps.)
3.3 Moduli Spaces of Stable Maps
Now we can define various moduli spaces of stable maps.
Let FM(c−, c+; J,H,A) be the moduli space of equivalence classes of stable
(J,H)-maps of class A connecting c− and c+ with F -curves as domains.
Similarly we can define the moduli space GM(c−, c+; J,H,A) of the equiva-
lence classes of stable (J,H)-maps of classA connecting c− and c+ with G-curves
as domains.
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Let FBe(c−, c+;A) be the moduli space of equivalence classes of stable L
p
k-
maps of class A connecting c− and c+ with F -curves as domains, the energy of
whose elements is less than e.
Since the energy E(f) is bounded for any element in FM(c−, c+; J,H,A),
FM(c−, c+; J,H,A) ⊂ FBe(c−, c+;A) when e is large enough. We will choose
such an e once for all and omit the superscript e for the moduli space of Lpk-maps.
Similarly we define GB(c−, c+;A).
We can also restrict to some particular intersection pattern D ∈ De and
define the corresponding moduli spaces. We denote them by
FMD(c−, c+; J,H,A) and GM
D(c−, c+; J,H,A) etc.
From now on, we will omit c− and c+ in our notations of above moduli spaces
when no confusion arises.
• Weak topology on FM(J,H,A) and GM(J,H,A)
There are two different but equivalent topology on the moduli spaces of
stable (J,H)-maps, the weak C∞-topology and strong Lpk- topology.
We start with defining the weak C∞-topology. We will only deal with FM
and leave the corresponding statements for GM to readers.
• Definition of Weakly Convergence
Given a sequence {〈fi〉}∞i=1 of equivalence classes of stable (J,H)-maps with
F -curves as domains, we say that {〈fi〉} is weakly C
∞-convergent to a stable
(J,H)-map 〈f∞〉 if there are fi ∈ 〈fi〉, f∞ ∈ 〈f∞〉 such that the following
conditions hold.
(i) After stabilized by adding minimal number of markings, the stabilized do-
mains Σi = Σfi is convergent to Σ∞ = Σf∞ in the sense that when i is large
enough, there exist identifications of stable F -curves, φi : Σ(ui,vi) → Σi and
φ∞ : Σ(0,0) → Σ∞, such that (ui, vi) → (0, 0) as i → ∞. Here Σ(ui,vi) is the
local deformation of Σ(0,0) defined before in Section 2.1.
(ii) Given any compact subsetK ⊂ Σ(0,0)\{singular points}, there is an obvious
embedding ıKi : K → Σ(ui,vi) through the gluing construction, when i is large.
Define fKi = fi ◦ φi ◦ ı
K
i : K → V and f
K
∞ = (f∞ ◦ φ∞)|K . We require that
{fKi }
∞
i=1 is C
∞-convergent to fK∞ for any K as above.
(iii) limiE(fi) = E(f∞).
We will call the induced topology on FM(J,H,A) and GM(J,H,A) the
weak C∞-topology.
Theorem 3.1 FM(J,H,A) and GM(J,H,A) are compact and Hausdorff with
respect to the weak C∞-topology.
The compactness part of this theorem for cuspidal maps is known as Gromov-
Floer compactness theorem. The analysis there can be adapted here to prove
the corresponding part of our theorem up to some suitable modification. The
Hausdorffness is not true for the moduli space of cuspidal maps, but only holds
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for the moduli space of stable (J,H)-maps. The complete proof of this statement
is in [LiuT1], Sec 4. We refer our readers to the proof there.
To define the strong Lpk-topology we mentioned before, we need to work with
stable Lpk-maps.
• Strong Lpk-topology and local uniformizer
• Local deformation of stable (J,H)-maps.
We start with defining the local deformation of a stable (J,H)-map. Again
we only deal with stable maps with F -curves as domains. Given a stable map
〈f〉, let f ∈ 〈f〉 be a representative with F -curve (Σ, l) as its domain. Let
(Σ(u,v), l) be the local universal deformation. We define F(u,0) : Σ(u,0) → V and
f(u,v) : Σ(u,v) → V as follows.
Choose a family of homomorphisms φ(u,0) of Σ(u,0) to Σ(0,0) such that the
restriction of φ(u,0) to each component of Σ(u,0) is a diffeomorphism and it
maps all double points on the components of Σ(u,0) to the corresponding double
points of Σ(0,0). Moreover, φ(u,0) is identity on each component of Σ(u,0) outside
a prescribed small neighborhood of its double points. When |u| is small enough,
such a φ(u,0) exists. Note that φ(u,0) is not holomorphic.
We define that f(u,0) = f ◦ φ(u,0).
Now f(u,v) is obtained from f(u,0) by the following gluing procedure with
gluing parameter v.
It is sufficient to consider the following two simplest cases:
(i) f(u,0) = f1 ∪ f2 with f1 being a principal component and f2 being a bubble
component. Let d1 = d2 be their double points, associated with a complex
gluing parameter t.
(ii) f(u,0) = f1 ∪ f2 with both of them being principal components jointed at
their double point z ( one of their “ends”). Associate with z a positive real
gluing parameter τ .
The case of gluing two bubble components is the same as case (i) above and
the general case can be reduced to above cases.
For case (i), let D1 and D2 be the small discs of Σ1 and Σ2 centered at d1
and d2 respectively. Let (si, θi), i = 1, 2 be their cylindrical coordinates given
by wi = e
−(si+iθi). Then Σ(u,t) is obtained from Σ(u,0) = Σ1 ∪Σ2 by cutting off
{(si, θi) | si > − log |t|} →֒ Di and gluing back to remaining part of Σ along the
boundaries through a rotation of arg t. Choose a cut-off function
β(s) =
{
1 s < − log |t| − 2
0 s > − log |t| − 1.
We define
f(u,t)(w) =
{
fi(w), w ∈ Σi \ {(si, θi)|si < − log |t| − 2}
Expf(d)β(si) · ξi(w), w ∈ {(si, θi)|si > − log |t| − 2},
where ξi(w) is defined by fi(w) = Expf(d)ξi(w) when |w| is small.
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Case (ii) can be treated in a similar way. We leave it to the readers.
• Local uniformizer and Lpk-topology of FB(A).
From now on, we will assume that dimV ≥ 4. Let (J,H) be a generic pair.
Under the assumption , it is proved in [FHS]
Theorem 3.2 Given f ∈ FMD(c−, c+, J,H,A), we have either
(i) f is θ-independent and hence a gradient line of ∇H or
(ii) there exists an integer m > 1, such that f = f˜ ◦ πm, where πm : R1×S1 →
R1 × S1 is given by (s, θ) → (ms,mθ) and f˜ is simple in the sense that there
is no further factorization. Moreover if f is already simple, there exists at least
one point (s0, θ0) ∈ R1 × S1 such that f(s, θ) 6= f(s0, θ0) if (s, θ) 6= (s0, θ0) and
Rank(df(s0,θ0)) = 2. We will call such point (s0, θ0) an injective point. Note that
f˜ ∈ FMD(c−, c+, J,
1
m
H, 1
m
A).
As pointed out in [FHS], if the theorem holds for (J,H), so does it for
(J, 1
m
H).
Given 〈f〉 ∈ FM(J,H,A), choose a representative f ∈ 〈f〉. If an unstable
principal component fPi is θ-dependent, it covers a simple map f˜
P
i . We may
assume that there is an injective point (si, θi) of f˜
P
i lying on the middle circle
{si = 0}.
For simplicity, we may assume that (si, θi) = (0, 0) ∈ li and use yi = (si, θi)
to stabilize fPi . For any unstable bubble component f
B
j , it follows from [M]
that, similar to the theorem above, fBj = f˜
B
j ◦πj such that f˜
B
j has only injective
points away from finite points of Bj and πj : Bj → S2 is a finite branch covering.
Choose ykj , 1 ≤ k ≤ 2 to stabilize Bj in such a way that πj(y
k
j ) is an injective
point.
Let H˜i be the local hypersurface of codimension two at f
P
i (yi) such that f
P
i
is transversal to H˜i at yi when f
P
i is not θ-independent. We then choose a local
hypersurfaceHi of codimension one such that H˜i →֒ Hi and fPi |li is transversal
to Hi at yi. When f
P
i is θ-independent, simply choose Hi of codimension one
such that Hi is transversal to f
P
i at yi = (0, 0). Similarly for each unstable
bubble fBj , choose hypersurface H˜
k
j , 1 ≤ k ≤ 2, of codimension 2 such that f
B
j
is transversal to H˜kj at y
k
j . Let H be the collection of all those hypersurfaces
Hi’s and H˜
k
j ’s. Consider the local deformation f(u,v) of f with ‖(u, v)‖ < δ for
some fixed small δ > 0. Choose an ǫ > 0, we define a local uniformizer of FB(A)
near 〈f〉 ∈ FM(J,H,A),
FU˜ǫ(f ;H) =
{g = g(u,v) | ‖g(u,v) − f(u,v)‖k,p < ǫ, g(u,v)(yi) ∈ Hi, g(u,v)(y
k
j ) ∈ H˜
k
j },
where g(u,v) : Σ(u,v) → V and yi, y
k
j ∈ Σ(u,v) through gluing. Here the metric
on Σ(u,v) to define the L
p
k-norm is induced from that of Σ(0,0) through gluing.
Before we state any properties of FU˜ǫ(f ;H), we define the L
p
k-topology on
FB(A) and GB(A) by using a similar construction as above. We only treat the
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case FB(A) as before. Given 〈f〉 ∈ FB(A), choose a representative f ∈ 〈f〉 and
define
FU˜ǫ(f) = {g = g(u,v) |‖(u, v)‖ < ǫ, ‖g(u,v) − f(u,v)‖ < ǫ}.
The process of forgetting those markings yi, y
k
j ∈ Σ(u,v) induces a natural pro-
jection map
πF = πF (f) : FU˜ǫ(f)→ FUǫ(f) = πF (FU˜ǫ(f)) →֒ FB(A).
Let FU = {FUǫ(f) | f ∈ 〈f〉, 〈f〉 ∈ FB(A)}. One can directly check that
Lemma 3.4 FU form a topological basis on FB(A).
We will call the induced topology the (strong) Lpk-topology on FB(A). In
particular we get an induced strong Lpk-topology on FM(J,H,A) as a subspace
of FB(A). It is proved in [LiuT1], Section 4
Theorem 3.3 The two topologies on FM(J,H,A) ( GM(J,H,A) ) are equiv-
alent. In particular, FM(J,H,A) ( GM(J,H,A) ) is also compact with respect
to Lpk-topology.
One of the corollary of this equivalence is
Corollary 3.1 There exists an open neighborhood W of FM(J,H,A) (
GM(J,H,A) ) in FB(A) ( GB(A)) such that W is Hausdorff with respect to the
Lpk-topology.
We leave its proof to our readers as it will not be used in the rest of this
paper. Now we come back to FUǫ(f ;H).
Definition 3.3
Γf = {φ|φ : Σf → Σf is an automorphism, fφ = f}.
Here each φ is a self identification of Σf as an n-pointed F-curve .
Since each constant component of f is stable, it follows from the existence
of injective points for simple maps that Γf is finite.
The next lemma explains why FUǫ(f ;H) forms a local uniformizer ofFB(A).
Lemma 3.5 When ǫ is small enough, there exists a continuous right action
of Γf on FU˜ǫ(f ;H), which is smooth on each open strata of FU˜ǫ(f ;H). The
natural projection πF : FU˜ǫ(f ;H) → FB(A) commutes with Γf . The induced
quotient map π¯F : FU˜ǫ(f ;H)/Γf → FB(A) gives rise to a homomorphism of
FU˜ǫ(f ;H)/Γf and an open neighborhood of 〈f〉 in FB(A).
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Remark 3.1 Here the topology on FU˜ǫ(f ;H) is the L
p
k-topology, which can be
defined similar to what we did for FB(A). The smooth structure for each strata
FU˜Dǫ (f ;H) is the obvious one induced from the corresponding Banach manifold
of product of mapping spaces.
Proof:
Define
Γ˜f = {φ ‖φ : Σf → Σf is an automorphism. f ◦ φ ∈ FUǫ(f,H)}.
We prove first that when ǫ > 0 is small enough, Γ˜f = Γf . In fact let yf =
{f−1(f(yi)), f−1(f(ykj ))} be the collection of the inverse images of the images
of those markings added for stabilizing Σf . yf is a finite set and Γ˜f is a subgroup
of the permutation group Sym(yf). Note that f
−1(f(yi)) = yi. Hence φ(yi) =
yi, φ ∈ Γ˜f . But the elements of Γ˜f may permute different bubble components
which lie on a same principal component. Let m = minφ∈Sym(yf ){‖f − f ◦φ‖ >
0}. It is easy to see that when 0 < ǫ << m we have Γf = Γ˜f .
Given φ ∈ Γf and g ∈ FUǫ(f ;H) with g = g(u,v) : Σ(u,v) → V. We want
to define the right action g ∗ φ. When ǫ is small enough, g(u,v) and f(u,v)
are C1-close to each other. This implies that near φ(yi) = yi and φ(y
k
j ) of
Σ(u,v) there exist points yi(φ, g) and y
k
j (φ, g) uniquely determined by g such
that g(yi(φ, g)) ∈ Hi and g(ykj (φ, g)) ∈ H
k
j . Note that here φ(yi) and φ(y
k
j )
come from the corresponding points in Σ = φ(Σ) through gluing.
Now consider stable F -curve Σ = φ(Σ) equipped with markings (φ(yi),
φ(ykj ), x). There exists a marking preserving identification
ψ(u′′,v′′) : (φ(Σ)(u′′ ,v′′);φ(yi), φ(y
k
j ), x)→ (Σ(u,v); yi(g, φ), g
k
j (g, φ), x)
for some gluing parameter (u′′, v′′). Clearly, there is also an identification in-
duced by φ,
φ(u′,v′) : (Σ(u′,v′), yi, y
k
j , x)→ (φ(Σ)(u′′ ,v′′);φ(yi), φ(y
k
j ), x)
for some (u′, v′). Now we define
g ∗ φ = g ◦ ψ(u′′,v′′) ◦ φ(u′,v′) : Σ(u′v,v′) → V.
Now we prove that for g1, g2 ∈ FUǫ(f,H), 〈g1〉 = 〈g2〉 ⇐⇒ ∃φ ∈ Γf such
that g1 = g2 ∗ φ.
We only need to prove the =⇒ part.
Suppose 〈g1〉 = 〈g2〉 with gi : Σ(ui,vi) → V, i = 1, 2. Then there exists
an identification of F -curves φ˜ : Σ(u1,v1) → Σ(u2,v2), which preserves the fixed
marked points x and marked lines but may not preserve those y’s, such that
g1 = g2 ∗ φ˜. Let (yf )(ui,vi) →֒ Σ(ui,vi), i = 1, 2 be the finite subset of Σ(ui,vi)
corresponding to yf of Σf through gluing. Consider φ˜(y(u1,v1)) →֒ Σ(u2,v2).
Then for each element in φ˜(y(u1,v1)), there is a unique element in (yf )(u2,v2)
such that the elements of φ˜(y) lie in a small disc centered at the corresponding
element of (yf )(u2,v2). This induces an injective map from φ˜(y) to (yf )(u2,v2),
hence an injective map φ˜y : y → yf . Now both g1 and g2 are in FU˜ǫ(f,H).
When ǫ << m, this can happen only if φ˜y is induced from some φ ∈ Γf . Having
obtained such a φ, it is easy to see that g1 = g2 ∗ φ.
Similarly, we can prove that for any g ∈ FU˜δ(f), when δ << ǫ, there exists
some g˜ ∈ FUǫ(f,H) such that 〈g〉 = 〈g˜〉.
✷
• Orbifold bundles
• Orbifold structure of FB(A) near FM(J,H,A).
Let FUǫ(f,H) = πF (FU˜ǫ(f,H)), then FUǫ(f,H) is an open neighborhood
of 〈f〉 ∈ FB(A). Consider the open covering
FM(J,H,A) →֒
⋃
〈f〉∈FM(J,H,A)
FUǫ(f,H).
The compactness of FM(J,H,A) with respect to the ( strong ) Lpk-topology
implies that there exist finite fi, i = 1, · · · ,m, such that
FM(J,H,A) →֒
m⋃
i=1
FUǫi(fi,Hi).
Now we use Ui to denote FUǫi(fi,Hi) and U˜i to denote its uniformizer. Let
U =
∑m
i=1 Ui.
Theorem 3.4 U has a stratified orbifold structure with respect to the local uni-
formizers.
Proof:
The proof is a routine verification of the definition of orbifolds. We only
indicate the main step and leave the details to our readers.
We only need to prove that if 〈g〉 ∈ U1∩U2 with Ui being uniformized by U˜i
with automorphism group Γi, i = 1, 2, then there exists an open neighborhood U
of 〈g〉, such that (i) U →֒ U1∩U2; (ii) U is uniformized by U˜ with automorphism
group Γ such that there exist two injection homomorphisms ıi : Γ → Γi and
two (Γ,Γi)-equivariant embeddings λi : U˜ → U˜i, i = 1, 2. Here the equivariant
condition means that for any φ ∈ Γ, h ∈ U˜ , λi(h ∗ φ) = λi(h) ∗ ıi(φ), i = 1, 2.
In our case, let
gi = gi(ui,vi) ∈ 〈g〉
be the representatives in U˜i = FU˜ǫ(fi,Hi), i = 1, 2. Then gi(yi) ∈ Hi, i = 1, 2.
Here we have used yi to denote the collection of all those y′s in Σ(ui,vi) through
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the gluing, which are originally in Σi and are used to stabilize the unstable
components of Σi.
Now define
V˜i = {g = g(u,v) ‖g(u,v) − g
i
(u,v)‖ < δi, g(u,v) ∈ U˜i|
and Γ˜i = {φ, |φ ∈ Γi, gi ∗ φ = gi}.
It is easy to see that when δi << ǫi, i = 1, 2, (πi)F : V˜i/Γ˜i → FB(A) is an
embedding onto some open neighborhood Vi →֒ U1 ∩ U2. We may assume that
V1 = V2 = W. Therefore we get two uniformizer (V˜i, Γ˜i) ofW . Clearly the inclu-
sion map (V˜i, Γ˜i) → (U˜i,Γi) gives rise to an injective (Γ˜i,Γi)-equivariant map.
The theorem is valid if we can prove that (V˜1, Γ˜1) and (V˜2, Γ˜2) are equivalent as
uniformizers. Now choose a forgetting marking process for Σi(ui,vi) deleting out
all extra markings in yi needed to make Σi(ui,vi) stable. Let y˜
i be the remaining
markings in Σi(ui,vi) and H˜
i be the corresponding collection of local hypersur-
faces. Form FU˜δi(g˜
i, H˜i) and denote them by W˜i, where g˜
i is same as gi as a
map but its domain has on extra marking anymore. One can directly check tha
there is an equivariant embeding of W˜i into an open subset of V˜i. Now since g˜
i
has no extra markings after the forgetting marking process and 〈g˜1〉 = 〈g˜2〉, we
can easily construct an equivariant equivalence of W˜1 and W˜2.
✷
• Local TNP -action on FU˜Dǫ (f,H).
Let D be an intersection pattern with NP principal components. We now
define a local (S1)NP -action on FU˜Dǫ (f ;H).We will call such an action a (local)
toric TNP -action. Given g ∈ FU˜Dǫ (f ;H), let g =
⋃NP
i=1{g
P
i ∪k g
B
i,k}, where g
B
i,k
are the bubble components lying above gPi . For any
φ = (φ1, · · · , φNP ) ∈ (S
1)NP ,
with |φ| small, we will define g ∗ φ by defining the action φi on gPi ∪k g
B
i,k, i =
1, · · · , NP . For this purpose we only need to know how to define the action for
φ ∈ S1, with |φ| small, on a stable map g ∈ FU˜D(f ;H) in the following two
simplest cases:
(i) g = gP ∪ gB.
Let Σ = Σg = (P, lP , dP ) ∪ (B, y1, y2, dB), where y1, y2 are marked points
added for stabilizing B and dP = dB is the double point of Σ. Note that
gB(yi) ∈ Hi, i = 1, 2. Choose an identification (P ; lP ) ∼= (R1 × S1, {θ = 0}) so
that, under such an identification, Rφ of rotation of φ-angle of P is well-defined.
Now the domain
Σφ = Σg∗φ = (P ; lP , R
−1
φ (dP ))
⋃
(B; y1, y2, dB)
with double point R−1φ (dP ) = dB.
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Let Iφ : Σ
φ → Σ be given by Rφ : P → P and Id : B → B. Note that Iφ
does not preserve the marked lines lP . We define g ∗ φ = g ◦ Iφ.
(ii) g = gP and the domain of g has only one unstable principal component
Σ = (P ; lp, y), y ∈ lP and g(y) ∈ H. Consider g|Rφ(lP ) : Rφ(lP ) → V. When
|φ|, ǫ are small enough. There is a unique yφ ∈ Iδ(Rφ(y)) for some given δ > 0
such that g(yφ) ∈ H. Let Tφ be the s-translation sending Rφ(y) to yφ.We define
g ∗ φ : (P ; lP , y)→ V given by g ∗ φ = g ◦ Tφ ◦Rφ.
We summarize the properties of the TNP -action in the next lemma.
Lemma 3.6 For any intersection pattern D of NP principal components, there
exists a local TNP -action on FU˜D(f ;H), which is smooth in the variable of
FU˜D(f ;H) and Cl-smooth in the variable of TNP , where l = [k − 2
p
]. Let
FU˜ D¯(f ;H) be the union of all FU˜D1(f ;H) with D1 ≤ D. Then the toric TNp-
action has a continuous extension to FU˜ D¯(f ;H). The action is free , when all
fPi , i = 1, · · · , NP , is θ-dependent. Moreover, the action of Γf commutes with
the local toric action.
Proof:
We only need to prove the statement concerning free action. It follows from
our assumption that when |u| is small, each principal component of f(u,0) contain
at least one point such that f(u,0) is a local embedding near that point.When ǫ
is small enough, so does for any
g ∈ FU˜D(f ;H).
The desired conclusion follows from this.
✷
It follows from this theorem that there is always an S1-action on FU˜ D¯(f ;H)
via the diagonal map from S1 to TNP . There is an obvious way to extend the
S1-action to FU˜ǫ(f ;H), as we did for extending the Γf -action. Since we will
describe a similar process in next section, we refer readers to there for this.
• Orbifold bundle (L,W ).
This is an infinite dimensional bundle L over FB(A) defined as follows.
For any 〈f〉 ∈ FB(A), we define
L〈f〉 =
⋃
f∈〈f〉
Lpk−1(∧
0,1(f∗TV ))/ ∼,
where the equivalence relation ∼ is defined via pull-back of the sections induced
from the identification of the domains.
Over W →֒ FB(A), L has an orbifold bundle structure. In fact, over each
uniformizer U˜i = FU˜ǫi(fi;Hi), there is a bundle L˜i → U˜i, which form a uni-
formizer of L|Ui with covering group Γi. For any g ∈ U˜i, we define
(L˜i)(g) = L
p
k−1(∧
0,1(g∗TV )).
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The action of Γi on U˜i lifts to L˜i via pull-back. Similarly the local TNP -action
on U˜Di also lifts to L˜
D
i in the same way.
The topology and smooth structure of (L,W ) can be described as follows.
Fix a gluing parameter (u, v), we use FU˜
(u,v)
ǫ (f ;H) to denote
{g = g(u,v) | ‖g(u,v) − f(u,v)‖ < ǫ, g(y) ∈ H}.
Let L˜(u,v) be the restriction of L˜ to FU˜
(u,v)
ǫ (f ;H). Then L˜(u,v) has a local trivi-
alization over FU˜
(u,v)
ǫ (f ;H) induced from a J-invariant parallel transformation
of (V, J) (see for example, [M] and [F1]). This bundle structure for L˜(u,v) gives
rise to a smooth structure for L˜(u,v).
To define topology for LW , it is sufficient to define it for L˜ → U˜ as we did
for FB(A). Given ξ ∈ (L˜)g, g ∈ U˜ , we define ξ(u,v) ∈ (L˜)g(u,v) for small ‖(u, v)‖
as follows.
Without loss of generality, we may assume that g has only two components
(Σi, di), i = 1, 2, with only one double point d = d1 = d2. Then we define
ξ(u,0) = ξ(0,0) = ξ. Let Dδ(di) = {wi ||w| < δ} be the δ-disc of Σi centered
at di with complex coordinate wi. We use (si, θi) to denote the corresponding
cylindrical coordinate. Choose a cut-off function
β(s) =
{
1 s < −1
0 s > 1.
Note that over Dδ(d), g(u,v)(s, θ) = g(u,0)(s, θ) if s < − log |v| − 2. We define
ξ(u,v)(s, θ) = β(s1 + log |v|) · ξ
1
(u,0)(s1, θ1) + (1− β(s1 + log |v|))ξ
2
(u,0)(s2, θ2).
We now define an ǫ-neighborhood of ξ in L˜ by first define
U˜ (u,v)ǫ (ξ) = {η = η(u,v) | η(u,v) ∈ L
p
k−1(g
∗
(u,v), TV ), ‖η(u,v) − ξ(u,v)‖k−1,p < ǫ}
for each fixed (u, v). Then for each (u, v), using the parallel transformation to
move U˜
(u,v)
ǫ (ξ) to the fiber of L(u,v) over h(u,v), with ‖h(u,v) − g(u,v)‖ < ǫ. We
use U˜ǫ(ξ) to denote the collection of all images of U˜
(u,v)
ǫ (ξ) under the parallel
transformation. The collection of all U˜ǫ(ξ) form a base of a topology on L˜ → U˜ .
Given the Hamiltonian function H , we can define a section siH : U˜i → L˜i for
the bundle L˜i as follows. For f = fPj ∪ f
B
k , we define s
i
H(f)|Bk ≡ 0 and
siH(f)|Pj = ∇H ◦ f
P
j ds− J∇H ◦ f
P
j dθ.
∂¯J -operator also induces an obvious section on L˜i → U˜i by sending g ∈ U˜i to
∂¯Jg = dg + J ◦ dg ◦ i. We use ∂¯iJ,H to denote ∂¯J + s
i
H .
We summarize what we have achieved this far in the following theorem.
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Theorem 3.5 There is a (stratified) orbifold bundle L over an open neighbor-
hood W of FM(J,H,A) in FB(A). The orbifold structure on LD is compatible
with the local TNP -action. The Hamiltonian function H induces a Γi-equivariant
continuous section ∂¯iJ,H of (L˜i, U˜i), which is smooth over each U˜
(u,v)
i . Moreover
when restricted to (L˜Di , U˜
D
i ), ∂¯
i
J,H is local T
NP -equivariant.
4 TNP -equivariant obstruction sheaf (local the-
ory)
In this section, we will construct an obstruction sheaf R˜f over a T
NP -invariant
uniformizer FU˜ǫ(fe;H of W , where FU˜ǫ(fe;H is the ‘completion’ of FU˜ǫ(f ;H
so that the local TNP action can be extended into a global one. The space
K˜f = Γ(R˜f ) of the sections of Rf is a subspace of Γ(L˜,FU˜ǫ(fe;H)). Our goal
in this section is to prove Theorem 4.1, which claims that each element of K˜f ,
when restricted to FU˜Dǫ (f
e;H) is (T )ND -invariant, where ND is the number of
principal components of D.
Most of this section will be devoted to construct directly the section space
K˜f . Our results here can be expressed as a solution to an abstract extension
problem.
For any f ∈ 〈f〉 ∈ FM(J,H,A), let (L˜,FU˜ǫ(f ;H)) be a local uniformizer
with a local TNP -action on each (L˜D,FU˜Dǫ (f ;H)). Fix a finite dimensional
subspace K →֒ Lf = {ξ | ξ ∈ ∧
0,1(f∗T (V ))} with the following properties
(i) there exists a δ > 0 such that for any element η ∈ K, ηDδ = η|Dδ = 0, where
Dδ is the union of all δ-discs centered at double points of Σf ;
(ii) for any η ∈ K, η|Pi = 0 if f
P
i is a θ-independent principal component.
The main question that we want to answer in this section is whether it is
possible to extend each element η ∈ K into a local section η˜ of the bundle
L˜ → FU˜Dǫ (f ;H) near f in such a way that
(a) η˜ is (locally) TNP -equivariant;
(b) η˜ is smooth on FU˜ (u,v)(f ;H) for any fixed (u, v);
(c) η˜ is continuous.
One can also formulate the same question for FU˜ǫ(fe;H with TNP action.
There is a very simple way to extend elements in K → Lf locally. The
vanishing property ηDδ = 0 for any η ∈ K implies that η can be extended over
the local deformation f(u,v), for small ‖(u, v)‖, in an obvious way. We then
use parallel transformation to extend it to FU˜ (u,v)(f ;H), for fixed (u, v). Let
ηe be the resulting extension of η. We will call it the canonical extension of
η. In general ηe may not be TNP -equivariant. One may try to use the usual
averaging process to make ηe into a TNP -equivariant section. However there
are two obvious difficulties that make it impossible to directly use this usual
averaging process. First of all our TNP -action is only locally defined. Secondly,
even in the case that the usual averaging process is applicable to ηe, the resulting
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TPN -equivariant section may not be equal to η at f . In fact it may happen that
it is even not close to η at f . In this case , the transversality argument needed
for gluing may fail.
To see the nature of difficulties better, we give a different description of
FU˜ǫ(f ;H).
We define a new uniformizer FU˜ǫ(f ; H˜). If there is no unstable θ-dependent
principal component of f , FU˜ǫ(f ; H˜) is just FU˜ǫ(f : H). Otherwise, we may
assume that fPi , i = 1, · · · , N
1
P are the θ-independent unstable principal com-
ponents and fPm,m = N
1
P + 1, · · · , N
2
P are the θ-dependent unstable principal
components. Then for each such θ-dependent principal component fPm, there
exists a local hypersurface H˜m at f
P
m((0, 0)) of codimension two transversal to
fPm at (0, 0). Now for each such unstable component Pm, we will also allow ym,
the marking used for stabilizing Pm, to vary in {s = 0}. This will introduce
a new real parameter θm for the local deformation of f and Σf . It describes
the θ-coordinate for ym. Let u˜ be the collection of the parameters in u together
with θm’s. We now define the local deformation fu˜ = f ◦ Ru˜, where Ru˜ is the
rotation which brings θm to (0, 0) on each Pm.
Let D = Df . We set
FU˜Dǫ (f, H˜) =
{g = gu˜, |‖gu˜ − fu˜‖k,p < ǫ, g
P
i (yi) ∈ Hi, g
P
m(ym) ∈ H˜m, g
B
j (y
k
j ) ∈ H˜
k
j }.
We can define FU˜ǫ(f, H˜) similarly by using the local deformation f(u˜,v),
where f(u˜,v) is obtained from fu˜ by the gluing with gluing parameter v.
We now define the corresponding TNP -action. We start with the action on
FU˜Dǫ (f, H˜). Clearly, we only need to define g
P
m ∗φ, for g ∈ FU˜
D
ǫ (f, H˜) and φ ∈
S1. The domain of gPm ∗φ is (Pm, lm, R
−1
φ (ym)), and we define gm ∗φ = g
P
m ◦Rφ.
We now extend the induced S1-action to FU˜ǫ(f, H˜). Given g = g(u˜,v) and
φ ∈ S1, we define the φ-rotation of the principal components, still denoted as
Rφ,
Rφ : (Σ(u˜,v); yi, R
−1
φ (ym), y
k
j )→ (Σ(u˜,v);Rφ(yi), ym, y
k
j ),
which is a rotation of argφ on each principal component with respect to marked
line there and is identity on each bubble component. Consider g◦Rφ. There are
unique y′i ∈ Iδ(yi), y
′
m ∈ Dδ(R
−1
φ (ym)) and y
k
j
′
∈ Dδ(ykj ) such that g ◦Rφ(y
′
i) ∈
Hi, g ◦ Rφ(y′m) ∈ H˜m and g ◦ Rφ(y
k
j ) ∈ H˜
k
j . Then there is a unique new
parameter (u˜′, v′) such that
(Σ(u˜′,v′); yi, R
−1
φ (ym), y
k
j )
∼= (Σ(u˜,v), y
′
i, y
′
m, y
k
j
′
)
under the identification map ψ : Σ(u˜′,v′) → Σ(u˜,v). We define g ∗ φ = g ◦Rφ ◦ ψ.
We remark that one can use a similar construction to extend the local S1-
action on FU˜Dǫ (f,H) defined in previous section to FU˜ǫ(f,H).
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Now observe that the action above is well-defined for all φ ∈ TNP , not just
locally for |φ| small. This suggests us to enlarge FU˜ǫ(f,H) so that TNP -action
can be defined globally. For this purpose, we fix a large integer M . For each
element I = (i1, · · · , iNP ) ∈ (Z/MZ)
NP , set
φI = (φi1 , · · · , φiNP )
where φik =
2πik
M
. We define fI and FU˜ǫ(fI ,H) as follows. fI is same as
f when restricted to any stable principal components or bubble components.
When restricted to unstable principal component Pm, the domain of fI is
(Pm, lm, R
−1
φim
(ym)). Note that here the marked point R
−1
φim
(ym) used for stabi-
lizing Pm for fI lies on R
−1
φim
(lm). We define fI to be f ◦Rφim on Pm. Now we
can define FU˜ǫ(fI ,H) and local TNP -action on it by the very same formula as
we did for FU˜ǫ(f,H).
Now form the disjoint union∐
I
FU˜ǫ(fI ,H), I ∈ (Z/MZ)
NP .
We introduce an equivalence relation between the elements in FU˜ǫ(fI ,H) and
elements in its neighbors. A typical neighbor has a form FU˜ǫ(fJ ,H) with all
jk = ik, k 6= l and jl = il + 1 for some 1 ≤ l ≤ NP . Without loss of generality,
we may assume that l = 1, I = (i, Iˆ), J = (i + 1, Iˆ). Given such I and J there
is a coordinate change TI,J from FU˜ǫ(fI ,H) to FU˜ǫ(fJ ,H) as follows. For any
g ∈ FU˜Dǫ (fI ,H), D = Df , we define TI,J(g) = g along all stable principal com-
ponents, bubble components and those unstable principal components gPl , l > 1.
Now consider the unstable principal component gP1 . Since g
P
1 (R
−1
φi
(y1)) ∈ H1,
there exists a unique y′i+1 lying on R
−1
φi+1
(l1) and near R
−1
φi+1
(y1) such that
gP1 (y
′
i+1) ∈ H1, when g is close enough to the local deformation of fI and M
is large enough. Let Tr be the s-translation for P1 that brings R
−1
φi+1
(y1) to
y′i+1. We define TI,J along g
P
1 to be g
P
1 ◦ Tr. One can easily extend TI,J from
fixed intersection pattern D to the general case by using a similar process of
extending Γf -action before.
Let FU˜ǫ(fe;H) denote the above disjoint union quotienting out the equiva-
lence relation introduced by these TI,J ’s.
Lemma 4.1 FU˜ǫ(fe;H) is a ( stratified ) Banach manifold. The local TNP -
action on FU˜ǫ(fI ;H) are compatible with the “coordinate changing” maps TI,J ,
I, J ∈ (Z/MZ)NP . This defines a local TNP -action on FU˜ǫ(f
e;H) , which can
be extended into a (global ) TNP -action.
Proof:
One can directly check that the local TNP -action on each coordinate chart
FU˜ǫ(fI ;H) is preserved under coordinate changes TI,J . The usual process to
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complete a local action to a global one for a compact Lie group is applicable
here, which yields a well-defined TNP -action.
✷
Lemma 4.2 There is a TNP -equivariant equivalence map
ρ : FU˜ǫ(f
e;H)→ FU˜ǫ(f ; H˜).
Proof:
We only need to define
ρD : FU˜Dǫ (f
e;H)→ FU˜Dǫ (f ; H˜)
with D = Df . The extension from ρ
D to ρ is a routine procedure. We omit it
here.
Without loss of generality, we may assume that f contains some unsta-
ble principal component fPm, m < NP , which is θ-dependent. Given g ∈
FU˜ǫ(fe;H), we may assume that g ∈ FU˜ǫ(f ;H) = FU˜ǫ(f0;H). Clearly, we only
need to define ρD along those unstable principal component gPm. There exists a
unique point y˜′m near ym in the domain Pm such that g
P
m(y˜
′
m) ∈ H˜m →֒ Hm.
We define the domain of the m-th unstable principal component of ρ(g) to be
(Pm, lm, y˜m), where y˜m has same θ-coordinate as y˜
′
m has and lies on th central
circle {s = 0}. Now we define
(ρ(g))Pm = g
P
m ◦ Tr
m : (Pm, lm, y˜m)→ V,
where Trm is the s-translation of Pm that brings y˜m to y˜
′
m. One can directly
check that the above definition of ρ, which is given by using particular coordinate
of FU˜ǫ(fe;H) is actually compatible with coordinate changing maps TI,J . A
direct calculation shows that ρ is one-to-one and commutes with the TNP -actions
defined on the corresponding spaces.
✷
Because of this lemma, we may use FU˜ǫ(f ; H˜) to replace FU˜ǫ(fe;H) for our
problem of finding a TNP -equivariant extension of K.
Theorem 4.1 There exists an extension of K over FU˜ǫ(fe;H) , which has the
property described at the beginning of this section.
Proof:
We only need to prove the corresponding statement for FU˜ǫ(f ; H˜). The
following two cases are to be considered.
(i) All unstable principal components fPm are θ-dependent; (ii) some of the
unstable principal components are θ-independent.
Case (i): Recall that in this case there is another kind of local deformation
f(α,t˜). The domain Σ(α,t˜) of f(α,t˜) is obtained from Σ = Σf , with the gluing
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parameter (α, t˜), where α is the first component of u = (α, θ) and t˜ is obtained
from v = (t, τ) by adding a rotational component to τ (see Section 2.1 ). f(α,t˜)
is obtained from f(α,0) through a similar gluing process to the previous one with
the gluing parameter t˜. We define
GU˜ǫ(f ; H˜) = {g = g(α,t˜) | |g(α,t˜) − f(α,t˜)| < ǫ, g(yi) ∈ H˜i, g(y
k
j ) ∈ H˜
k
j }.
There is an obvious projection map
pf : FU˜ǫ(f ; H˜)→ GU˜ǫ(f ; H˜),
given by simply forgetting the marked lines of the elements of FU˜ǫ(f ; H˜). Let
LF and LG be the corresponding bundles over the above two spaces. Clearly,
(pf )
∗(LG) = LF . We may identify K →֒ Γ(LFf ) with a subspace of Γ(L
G
f ). Let
K ′ be the corresponding subspace. Suppose that dimK = k and {e1, · · · , ek}
is a basis for K. Let e′i, i = 1, · · · , k be the corresponding elements in K
′ with
p∗f (e
′
i) = ei.
Since each e′i vanishes near all double points of f , we can easily get a canon-
ical extension (e′i)
c of a section of the bundle LG over GU˜ǫ(f ; H˜) as we did for
stable maps with F -curves as domains described before in this section. We
define e˜i = p
∗
f ((e
′
i)
c).
Now for any φ ∈ TNP (g) and g ∈ FU˜ǫ(f ; H˜), pf(g ∗ φ) = pf (g). This implies
that e˜i, i = 1, · · · , k, has the required invariant property.
Case (ii):
We may assume in this case that fPi , i = 1, · · · , N
1
P be the θ-independent un-
stable principal components and fPm,m = N
1
P +1, · · · , N
2
P be the other unstable
principal components. Note that in this case N1P < NP .
We now define a local deformation of f , which is a mixture of those de-
formations as stable F -maps and stable G-maps. The idea is to deform the
θ-independent part of unstable principal components as stable F -maps and the
rest as stable G-maps. When the topological type is fixed, the domain of such
a deformation is described by the parameter α appeared in the corresponding
deformation as stable G-maps, since in this case all those markings ym of Pm,
m ≤ N1P , are fixed. The gluing parameters that control the topological type of
the deformation can be described as follows.
On F -curve part and G-curve part of Σf , we use the usual gluing parameter
respectively. That is we associate the gluing parameter τ = (τ2, · · · , τN1
P
) to the
ends z2, · · · , zN1
P
and t˜ to those double points and “ends” in G-curve part. Now
the key point is to associate the “ends” zN1
P
+1, the double point that divides Σf
into the two parts, with a complex gluing parameter w. We will use t˜′ to denote
(τ, w, t˜). Set α′ = α. We have the deformation Σ(α′,t˜′) of Σ. The deformation
of f(α′,0) and f(α′,t˜′) can be defined in a similar way as before.
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We now define
HU˜ǫ(f ; H˜) =
{
g(α′,t˜′)
∣∣∣∣∣ |g(α′,t˜′) − f(α′,t˜′)| < ǫ, g(α′,t˜′)(ykj ) ∈ H˜kj ,g(α′,t˜′)(yi) ∈ Hi, g(α′,t˜′)(ym) ∈ H˜m,
}
,
where yi ∈ Pi of a θ-independent unstabl principal component, ym ∈ Pm of a
θ-dependent unstabl principal componen and ykj ∈ B
k
j of an unstable bubble
component.
Fix an intersection pattern D. We have the following two cases:
(a) the gluing parameter w determined by D is zero.
In this case, we may assume that each element g in the strata has NP (D1)
those principal components, whose domains are obtained from the domains of θ-
independent unstable principal components of f through gluing. Let NP (D2) be
the number of the other principal components of g. We decompose FU˜Dǫ (f ; H˜)
as the product,
FU˜D1ǫ (f ; H˜)×FU˜
D2
ǫ (f ; H˜),
where the first factor contains those gPi , 1 ≤ i ≤ NP (D1) and the second contains
all the other components of g. Similarly, we can decompose HU˜Dǫ (f ; H˜) as the
product, HU˜D1ǫ (f ; H˜) ×HU˜
D2
ǫ (f ; H˜). Let pi : FU˜
D
ǫ (f ; H˜) → FU˜
Di
ǫ (f ; H˜), i =
1, 2, be the projection. Then we define
pDf (g) = (p1(g), p
D2
f p2(g)),
where
pD2f : FU˜
D2
ǫ (f ; H˜)→ HU˜
D2
ǫ (f ; H˜)
is defined as in case (i). Clearly pDf commutes with the T
NP (D2)-action on the
second factor.
(b) w 6= 0. In this case, we need to add one more factor FU˜D3ǫ (f ; H˜) to the above
decomposition of FU˜Dǫ (f ; H˜) , which corresponds to the principal component of
g “passing through” w together with all bubbles lying on this component. Let
HU˜Diǫ (f ; H˜), i = 1, 2, 3, be the corresponding decomposition of HU˜
D
ǫ (f ; H˜) .
We define pi, i = 1, 2, 3 similarly. Now one can directly verify that FU˜D3ǫ (f ; H˜)
and HU˜D3ǫ (f ; H˜) are homeomorphic to each other( in the case w 6= 0) and
diffeomorphic when restricted to subspace with fixed deformation type. Let
pD3f : FU˜
D3
ǫ (f ; H˜)→ HU˜
D3
ǫ (f ; H˜)
be the corresponding homeomorphism. We define
pDf (g) = (p1(g), p
D2
f · p2(g), p
D3
f (p3(g))).
Again pDf commutes with the T
NP (D2)-action, where NP (D2) is the number of
principal components in FU˜D2ǫ (f ; H˜). One can prove that all these p
D
f ’s, pasted
together, define a continuous map
pf : FU˜ǫ(f ; H˜)→ HU˜ǫ(f ; H˜),
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which is smooth when restricted to each subspace of fixed deformation type.
Now as in case (i), we can easily get a canonical extension e˜′i, i = 1, · · · , k,
of e′i where e˜
′
i is a section of the bundle L
H over HU˜ǫ(f ; H˜). We then consider
b˜i = p
∗
f (e˜
′
i) of the corresponding section of L
H over FU˜ǫ(f ; H˜). Unlike the
case (i), in this case, b˜i does not have the required invariant property. In fact,
given g ∈ FU˜ǫ(f ; H˜), if D = Dg is in the case (a) above, then b˜i is already
TNP (D)-invariant and we simply define e˜Di = b˜
D
i over FU˜
D
ǫ (f ; H˜), since in this
case, pDf commutes with the T
NP (D2)-action acting on FU˜D2ǫ (f ; H˜) and bi can
be chosen to be zero along those elements of FU˜D1ǫ (f ; H˜) by our assumption on
K. In the case that D is in case (b), b˜Di so defined only has T
NP (D1)+NP (D2)-
invariant. There is an extra S1-action coming from the “rotations” of elements
of FU˜D3ǫ (f ; H˜). Given g ∈ FU˜
D
ǫ (f ; H˜) and φ ∈ S
1, we use
ADφ : FU˜
D
ǫ (f ; H˜)→ FU˜
D
ǫ (f ; H˜)
to denote this action for fixed φ ∈ S1. We define
e˜Di =
1
2π
∫
S1
ADφ
∗
(b˜Di )dφ.
It follows from the definition that e˜Di is T
NP (D)-invariant. One can directly
verify that e˜Di is compatible to each other when D varies and hence gives rise
to a well-defined continuous extension e˜i of ei with all the required properties
of the theorem.
We note that in the case (ii) above, we have assumed that the first N1P
principal components of f are unstable and θ-independent. This assumption
simplifies the way of choosing gluing parameter t˜′ of f(α′,t˜′) and other related
constructions. The general case can be treated in a similar manner, but with
more complicated notations.
Now let K˜ = span{e˜1, · · · , e˜k}.
✷
Lemma 4.3 When p is even, there exists a TNP -invariant continuous cut-off
function β˜ on FU˜ǫ(fe;H) with 0 ≤ β˜(g) ≤ 1 such that β˜(g) = 1 in a neigh-
borhood of the TNP -orbit of f and β˜ = 0 near the boundary of FU˜ǫ(fe;H).
Moreover, β˜ is smooth on FU˜
(u,v)
ǫ (fe;H).
Proof:
Consider
pf : FU˜ǫ(f ; H˜)→ HU˜ǫ(f ; H˜)
in Theorem 4.1. Suppose that we can construct a continuous cut-off function
β1 : HU˜ǫ(f ;H) → [0, 1] such that β1 = 1 in a neighborhood of pf (f) and
β = 0 near the boundary of HU˜ǫ(f ; H˜). Repeating the process of finding e˜i
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with the required smoothness in previous Theorem, we set β˜1 = pf (β1) and
β˜D = 12π
∫
(ADφ )
∗(β˜D1 )dφ. As before, β˜
D will be pasted together to get a TNP -
invariant cut-off function β˜ with the desired property. To construct β1, we note
that when p is even, the function ρg(u,v)(h) = ‖h− g‖
p
k,p is a smooth function on
FU˜
(u,v)
ǫ (f ;H). Using this we can easily construct the desired β1.
✷
Corollary 4.1 In Theorem 4.1, we may choose K˜ in such a way that all its
elements vanish near the boundary of FU˜ǫ(fe;H).
5 Transversality and Gluing
In this section we will establish the transversality of perturbed ∂¯J,H,ν-operation
over a TNP -invariant uniformizer FU˜ǫ(fe;H), where the perturbation term ν
is a generic element of K˜. Therefore ∂¯νJ,H, is a T
NP -equivariant transversal
section of L. Its zero set FM˜ν(fe) is a cornered smooth manifold of dimension
Ind(c+)− Ind(c−) + 2c1(A) + 1, with a TNP -action acting on it.
Our method in this section is an adaption of the method in [LiuT1] ( see also
[L1]). In this section often we will only quote results in [LiuT1] and indicate
necessary changes to incorporate the TNP -action here. We refer reader for the
detailed proof in [LiuT1].
5.1 Transversality
We start with giving a local coordinate charts for FU˜ǫ(f ;H) near f and local
trivialization of L over those coordinate charts.
Let yi ∈ Pi and ykj ∈ Bj , 1 ≤ k ≤ 2, be the marked points added to Σf for
stabilizing it, and Hi and H˜
k
j be the local hypersurfaces at f
P
i (yi) and f
B
j (y
k
j )
used before for slicing.
For each Hi and H˜
k
j , let hi = Tf(yi)Hi, h
k
j = Tf(ykj )H˜
k
j . We may assume
that both Hi and H˜
k
j are totally geodesic so that they are the local images of
hi and h
k
j under the exponential map.
We define
Lpk(f
∗TV, h) = {ξ, | ξ ∈ Lpk(f
∗TV ), ξ(yi) ∈ hi, ξ(y
k
j ) ∈ h
k
j },
where the values of ξ from different components are the same at double points.
Similarly, we define Lpk(f
∗
(u,v)TV, h).
Let
V˜ (u,v)ǫ = {ξ |ξ ∈ L
p
k(f
∗
(u,v)TV ;h); ‖ξ‖k,p < ǫ},
and V˜ǫ =
⋃
‖(u,v)‖<δ V˜
(u,v)
ǫ , which is a “bundle” over Λδ = {(u, v) | ‖(u, v)‖ < δ }.
30
The coordinate chart
Exp
(u,v)
f : V˜
(u,v)
ǫ → FU˜
(u,v)
ǫ (f ;H)
for FU˜
(u,v)
ǫ (f ;H) is given by ξ → Expf(u,v)ξ.
The “coordinate chart” for FU˜ǫ(f ;H) is given by
Expf =
⋃
(u,v)∈Λδ
Exp
(u,v)
f : V˜ǫ =
⋃
(u,v)∈Λδ
V˜ (u,v)ǫ → FU˜ǫ(f ;H) =
⋃
(u,v)∈Λδ
FU˜ (u,v)ǫ (f ;H).
We already defined trivialization of L(u,v) over FU˜
(u,v)
ǫ (f ;H) by using the
parallel transformation. Let
ψ(u,v) : FU˜ (u,v)ǫ (f ;H)× L
p
k−1(∧
0,1(f∗(u,v)TV ))→ L
(u,v)
denote the trivialization here. Then
γ(u,v) = ψ(u,v) ◦ (Exp
(u,v)
f × Id) : V˜
(u,v)
ǫ × L
p
k−1(∧
0,1(f∗(u,v)TV ))→ L˜
(u,v)
gives rise to a trivialization of L(u,v) in terms of above coordinate chart.
Let γ = ∪(u,v)∈Λδγ
(u,v). Then
γ :
⋃
V (u,v)ǫ × L
p
k−1(∧
0,1(f∗(u,v)TV ))→ L˜
is a local “trivialization” of L˜.
Now under these local coordinate chart and local trivialization, the ∂¯J,H -
section of L˜ becomes:
F 1(u,v) = π2 ◦ (γ
(u,v))−1 ◦ ∂¯J,H ◦ Exp
(u,v)
f : V
(u,v)
ǫ → L
p
k−1(∧
0,1(f∗(u,v)TV )).
Let F 1 =
⋃
(u,v)∈Λδ
F 1(u,v). Note that F
1
(u,v) is smooth. Let
L1(u,v) = (DF
1
(u,v))f(u,v) : L
p
k(f
∗
(u,v)TV ;h)→ L
p
k−1(∧
0,1(f∗(u,v)TV )).
Lemma 5.1 Under our assumption that all critical points ci of H are non-
degenerate in the sense of Floer homology, L1(u,v) is a Fredholm operator.
In general we don’t expect that L1(u,v) is surjective, even for a generic choice
of (J,H). Failure of the transversality by only perturbing the parameter (J,H)
has been considered as a major difficulty in Floer homology and quantum coho-
mology. As we mentioned in the introduction of this paper, this difficulty had
been overcome through the work [FO], [LiT] and [LiuT1]. Following the method
we developed in [LiuT1], we define K = Kf = cokerL
1
(0,0), then
L1(0,0) ⊕ E : L
p
f(f
∗TV ;h)⊕K → Lpk−1(f
∗TV ))
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is surjective, where E is the inclusion. We can actually choose a modified
K, still denoted as K, such that L1(0,0) ⊕ E is surjective and that K has the
property described in the beginning of last section. As in there we extend K to
K˜, whose elements are TNP -invariant section of L over FU˜ǫ(fe;H). Consider
K˜ as a “bundle ” over FU˜ǫ(fe;H) with bundle projection πK˜ . Now we define
∂¯K˜J,H : K˜ → L˜ given by
ν → ∂¯J,H(πK˜(ν)) + ν.
In terms of above local coordinate chart and local trivialization, each element
ν˜ ∈ K˜ gives rise to a map :
Vǫ →
⋃
(u,v)∈Λδ
Lpk−1(∧
0,1(f∗(u,v)TV ))
and ∂¯K˜J,H becomes a function F = ∪(u,v)∈ΛδF(u,v), with
F(u,v) = F
1
(u,v) ⊕ E˜ : V
(u,v)
ǫ ⊕ K˜ → L
p
k−1(∧
0,1(f∗(u,v)TV ))
given by (ξ, ν) → F 1(u,v) + ν(ξ). Clearly, (DF(u,v))(0,0) = L
1
(u,v) + E(u,v) where
E(u,v) : K → L
p
k−1(∧
0,1(f∗(u,v)TV )) is given by e→ e˜|f(u,v) . Let L(u,v) = L
1
(u,v)+
E(u,v). We know that L(0,0) is surjective. We want to prove that when δ is
small enough, for any (u, v) ∈ Λδ, L(u,v) is also surjective. In fact in order to
do the gluing, we need somewhat more. We need to prove that when ‖(u, v)‖ is
small enough, L(u,v) has a uniformly right inverse with respect to some suitable
exponential weighted norm on the domain and range of L(u,v). We will only
consider the following simplest case for defining these norms, since this case
already contains essential points of general case.
We assume that f = fP ∪ fB of two components with (P, d1) ∪ (B, d2) of
double points d1 = d2. Let z1, z2 be the ends of P and y1, y2 be the marked points
of B. Identify Dǫi(di) withR
1×S1 = {(si, θi)}, i = 1, 2 with di corresponding to
si = +∞. Those local deformations of f coming from only moving double point d
along the central circle of P do not play any role in the following definitions. For
the reason of simplicity, we omit them here. Therefore the local deformation f
can be described by a single complex parameter t ∈ Dδ. Given ξ ∈ L
p
k(f
∗
t TV ;h),
we define ξ˜0 =
∫
ct
ξ|ctdθ, where ct = {si = − log |t|} is the central circle of Σft .
Note that when si > − log |t|−1, both fP (s1, θ1) and fB(s2, θ2) are just f(d).
Hence the above definition of ξ˜0 makes sense and ξ˜0 ∈ Tf(d)V. We may think ξ˜
0
as a vector field along ft with si > − log |t0| for some fixed t0. Multiple ξ˜0 with
a fixed cut-off function in Σt, we extend ξ˜
0 to an element ξ0 ∈ Lpk(f
∗
t TV, h). Let
ξ1 = ξ − ξ0.
Now for ξ ∈ Lpk(f
∗
t TV, h), η ∈ L
p
k−1(∧
0,1(f∗t TV )), we define ‖ξ‖k,p;µ =
‖eµsξ1‖k,p + |ξ0| and ‖η‖k−1,p;µ = ‖eµsη‖k−1,p, where 0 < µ < 2π is fixed
and |ξ0| = |ξ˜0| is the Euclidean norm of ξ0 ∈ Tf(d)V. For any element (ξ, e) ∈
Lpk(f
∗
(u,v)TV, h)⊕K, we define ‖(ξ, e)‖k,p;µ = ‖ξ‖k,p;µ + |e|.
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It is proved in [LiuT1] that
Proposition 5.1 When ‖(u, v)‖ is small enough, under these µ-exponential
weighted norms
L(u,v) : L
p
k(f
∗
(u,v)TV, h)⊕K → L
p
k−1(∧
0,1(f∗(u,v)TV ))
has a uniform right inverse G(u,v) in the sense that there exists a constant C1 =
C1(f), only depends on f = f(0,0) such that for any η ∈ L
p
k−1(∧
0,1(f∗(u,v)TV ))
‖G(u,v)(η)‖k,p;µ ≤ C1‖η‖k−1,p;µ.
Corollary 5.1 L(u,v) is surjective when ‖(u, v)‖ is small.
We will use Lpk,µ(f
∗
(u,v)TV, h) and L
p
k−1,µ(∧
0,1(f∗(u,v)TV )) to denote the cor-
responding spaces equipped with the µ-exponential weighted norms.
5.2 Gluing
Now a direct computation shows that the local deformation f(u,v) is an asymp-
totic solution of ∂¯J,Hg = 0 when f is a stable (J,H)-map. More precisely, we
have
Lemma 5.2
lim
(u,v)→0
‖∂¯J,Hf(u,v)‖k−1,p;µ = 0.
To do gluing, we also need an estimate on the second order term Q(u,v) in
the Taylor expansion of F(u,v) :
V (u,v)ǫ ⊂ L
p
k,µ(f
∗
(u,v)TV, h)→ L
p
k−1,µ(∧
0,1(f∗(u,v)TV )),
where Q(u,v) is defined by
F(u,v)(ξ) = F(u,v)(0) + L(u,v)(ξ) +Q(u,v)(ξ).
Lemma 5.3 There exists a constant C2 = C2(f) only depending on f such that
for any ξ(u,v), η(u,v) ∈ L
p
k,µ(f
∗
(u,v)TV, h),
(i) ‖Q(ξ(u,v))‖k−1,p;µ ≤ C2‖ξ(u,v)‖∞‖ξ‖k,p;µ;
(ii) ‖Q(ξ(u,v))−Q(η(u,v))‖k−1,p;µ
≤ C2(‖ξ(u,v)‖k,p;µ + ‖η(u,v)‖k,p;µ)‖ξ(u,v) − η(u,v)‖k,p;µ.
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Proof:
The corresponding statement was proved in [F1] when k = 1, and 1− 2
p
> 0.
The general case here follows from that by a direct induction argument. ✷
Lemma 5.4 (Picard method) Assume that a smooth map F : X → Y from
Banach spaces (X, ‖ · ‖) to Y has a Taylor expansion
F (ξ) = F (0) +DF (0)ξ +Q(ξ)
such that DF (0) has a finite dimensional kernel and a right inverse G satisfying
‖GQ(ξ)−GQ(η)‖ ≤ C(‖ξ‖+ ‖η‖)‖ξ − η‖
for some constant C. Let δ1 =
1
8C . If ‖G ◦F (0)‖ ≤
δ1
2 , then the zero set of f in
Bδ1 = {ξ, | ‖ξ‖ < δ1} is a smooth manifold of dimension equal to the dimension
of kerDF (0). In fact, if
Kδ1 = {ξ |ξ ∈ kerDF (0), ‖ξ‖ < δ1}
and K⊥ = G(Y ), then there exists a smooth function
φ : Kδ1 → K
⊥
such that F (ξ + φ(ξ)) = 0 and all zeros of f in Bδ1 are of the form ξ + φ(ξ).
The proof of this Lemma is an elementary application of Banach’s fixed point
theorem (see [F1]). Now we apply the Picard method above to our case with
X = V (u,v)ǫ,µ ⊕ K˜ǫ →֒ L
p
k,µ(f
∗
(u,v)TV, h)⊕ K˜,
Y = Lpk−1,µ(∧
0,1(f∗(u,v)TV )), andF = F(u,v).
We have
Theorem 5.1 When ǫ is small enough, the solution set FMK,(u,v)ǫ,µ (f) of the
equation F(u,v) = 0 in V
(u,v)
ǫ,µ ×K˜ǫ is a smooth manifold of dimension Ind(c+)−
Ind(c−)+ 2c1(A)+ 1+ r− 2nα− 2nt−nθ−nτ , where r = dimK and nα, nt, nθ
and nτ are the numbers of zero components in α, θ, t and τ respectively. Here u =
(α, θ), v = (t, τ).Moreover DF(u,v) is surjective along the zero set FM
K,(u,v)
ǫ,µ (f).
Note that the last statement follows from the fact that F(u,v) induces a local
differentiable embedding:
F(u,v) ⊕ πN : V
(u,v)
ǫ,µ ⊕Kǫ → L
p
k−1,µ(∧
0,1(f∗(u,v)TV ))⊕N
(u,v),
where N (u,v) = N is the kernel of L(u,v) and πN is the projection with respect
to the orthogonal decomposition Lpk,µ(f
∗
(u,v)TV, h)⊕K = N⊕N
⊥. Here the L2-
inner product in the above decomposition is defined in terms of the “standard
metric” on Σ(u,v) induced from Σ(0,0) through gluing.
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The exponential weight µ-norm and the usual (k, p)-norm on Lpk,µ(f
∗
(u,v)TV, h)
are not uniformly equivalent with respect to (u, v). However, it is proved in
[LiuT1] that
Theorem 5.2 When ǫ′ << ǫ, the solution set {F(u,v)(ξ) = 0} in V
(u,v)
ǫ′ × K˜ǫ′
is contained in FM˜
K,(u,v)
ǫ,µ (f).
In other words, as far as the solution set are concerned, the exponential weight
µ-norm and the usual (k, p)-norm are equivalent.
Because of this, we can reformulate Theorem5.1.
Theorem 5.3 The solution set FM˜
K,(u,v)
ǫ (f) in V
(u,v)
ǫ × K˜ǫ is a smooth man-
ifold of dim Ind(c+)− Ind(c−) + 2c1(A) + 1 + r − 2(nα + nt)− (nθ + nτ ).
LetN
(u,v)
ǫ be the ǫ-ball inN (u,v) centered at origin. LetNǫ = ∪(u,v)∈ΛδN
(u,v)
ǫ
∼=
Λǫ×N
(0,0)
ǫ . There is a diffeomorphism of T (u,v) : N
(u,v)
ǫ → FM˜
K(u,v)
ǫ (f) as de-
scribed in Picard method.
Let
T =
⋃
(u,v)∈Λδ
T (u,v) : Nǫ → FM˜
K
ǫ (f) =
⋃
(u,v)∈Λδ
FM˜K(u,v)ǫ (f)
be the induced ( continuous ) identification. We give FM˜Kǫ (f) the (cornered)
smooth structure of Nǫ induced from T .
Theorem 5.4 FM˜Kǫ (f) is a cornered smooth manifold of dimension Ind(c+)−
ind(c−) + 2c1(A) + r + 1. The smooth structure of FM˜Kǫ (f) is induced from
FM˜
Df ,K
ǫ (f)× Λδ under the gluing map T .
We now come to a TNP -invariant version of above theorem.
Let FU˜ǫ(fe,H) be a TNP -invariant uniformizer near f . Then
FU˜ǫ(f
e,H) =
⋃
I
FU˜ǫI (fI ,H), I ∈ (Z/MZ)
NP (Df ),
where M is a fixed large integer. Note that the TNP -orbit of f is contained in
FU˜ǫ(fe,H). In particular, for each I, there exists a φI ∈ TNP such that fI =
f∗φI . Now assume that we have chosen a TNP -equivariant extension K˜ ofK over
FU˜ǫ(f
e,H). By exploring the naturality of all relevent construction, it is easy
to see that if K-perturbed operator ∂¯K˜J,H is a transversal section in FU˜ǫ0(f,H)
for some sufficiently small ǫ0, so is it on all FU˜ǫI (fI ,H), I ∈ (Z/MZ)
NP for ǫI
small enough. Because of the compactness of the TNP -orbit of f, we may choose
M to be large enough so that
⋃
I FU˜ǫI (fI ,H) already covers the orbit of f . We
will still use FU˜ǫ(fe,H) to denote this union. Now we have
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Theorem 5.5 When M is large enough and ǫ is small enough, the perturbed
∂¯K˜J,H-operator is a transversal T
NP -equivariant section of L˜ over FU˜ǫ(fe,H)×
K˜ǫ. The solution set FM˜K˜ǫ (f
e) of ∂¯K˜J,Hξ = 0 is a cornered smooth manifold of
dimension Ind(c+)− Ind(c−) + 2c1(A) + r + 1. The cornered smooth structure
of FM˜K˜ǫ (f
e) is obtained from the corresponding (cornered) smooth structure of
FM˜
K˜,Df
ǫ (fe)× Λδ under the gluing map T .
For any ν ∈ K˜ǫ, let FM˜
ν
ǫ (f
e) = π−12 (ν), where π2 : FU˜ǫ(f
e,H) × K˜ǫ → K˜ǫ is
the projection. We have
Theorem 5.6 For a generic choice of ν ∈ K˜ǫ, FM˜νǫ (f
e) is a (cornered) smooth
manifold of dimension Ind(c+)− Ind(c−) + 2c1(A) + 1. There is a continuous
TNP -action on FM˜νǫ (f
e), which is smooth on each of its strata.
6 TNP -invariant Virtual Moduli Cycles
In this section, we will globalize these TNP -invariant local moduli spaces FM˜
νf
ǫ (fe)
to get a TNP -invariant virtual moduli cycles.
Note that we may cover the moduli space FM(J,H,A) by using⋃
〈f〉
FUǫf (f
e;Hf), 〈f〉 ∈ FM(J,H,A),
where
FUǫf (f
e,Hf ) = πf (FU˜ǫf (f
e,Hf ))
is the πf -image of the T
NP -invariant uniformizer FU˜ǫf (f
e,H). We may assume
that there exist finite many fi’s, say, i = 1, · · · , q, such that (i)
⋃
1≤i≤q FUǫi(f
e
i ;Hi)
already cover FM(J,H,A); (ii) perturbed ∂¯K˜iJ,H -operator is transversal to zero
section on FU˜ǫi(f
e
i ;Hi)×K˜i and (iii) K˜i vanishes near the boundary ofFU˜ǫi(f
e
i ,Hi).
We now useWi to denote FUǫi(fi;Hi) with a T
NP -invariant uniformizer W˜i
and cover group Γi. Let L˜i be the corresponding bundle over W˜i. Note that the
Γi-action commutes with the action of T
NP . This implies that the TNP -action
descends to Wi →֒ FB(A).
In order to globalize these perturbed moduli spaces FM˜νi(fei ), we need to
know how these perturbation terms νi change from W˜i to W˜j . The idea now is
to use a fiber product construction of the covering (W˜i, πi) as a replacement of
“intersections” of W˜i’s.
For this purpose, let N˜ be the nerve of the covering W = {Wi, 1 ≤ i ≤ q}.
We will use elements of N˜ as indices, In other words. we define the following
multi-indices set
N = {I = (i1, · · · , in) |i1 < i2 < · · · < in,Wi1 ∩Wi2 ∩ · · ·Win 6= 0}.
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We define the length l(I) = n, for I = (i1, · · · , in). Note that N has an
obvious partial order induced by inclusion. For any I = (i1, · · · , in) ∈ N , we
will use WI to denote Wi1 ∩Wi2 · · · ∩Win , and LI = L|WI .
There are n uniformizing systems
(L˜
i1,···,îk,···,in
, W˜
i1,···,îk,···,in
;π
i1,···,îk,···,in
)
of
(LI ,WI),
with covering group Γik , induced from
πik : (L˜ik , W˜ik)→ (Lik ,Wik),
where
W˜
i1,···,îk,···,in
= (πik )
−1(WI)
and
L˜
i1,···,îk,···,in
= L˜|
W˜
i1,···,îk,···,in
.
We want to construct the pull-back of these morphisms, which is denoted by
πI : (L˜
ΓI
I , W˜
ΓI
I )→ (LI ,WI)
with covering group
ΓI = Γi1 × · · · × Γin .
We define first
W˜ΓII =
{
u |u ∈
n∏
k=1
W˜ik ,
πik(uk) ∈ WI ,
πik(uk) = πil(ul)
}
.
We define πI to be the composition of
∏n
k=1 πik restricting to W˜
ΓI
I with △
−1
n
of the inverse of n-fold diagonal. If J = (j1, · · · , jm) ⊆ I = (i1, · · · , in), there
exists an obvious projection map
πIJ : W˜
ΓI
I → W˜
ΓJ
J
induced from the corresponding projection
∏
ik∈I
W˜ik to
∏
jl∈J
W˜jl such that
πJ ◦ π
I
J = ι
I
J ◦ πI when restricted to the inverse image of π
I
J , where ι
I
J is the
inclusion WI →֒WJ .
All the above constructions can be directly extended to bundle case and we
get a system of bundles {pI : L˜
ΓI
I → W˜
ΓI
I }, I ∈ N .
Note that for any fixed I with l(I) > 1, W˜ΓII is not a ( stratified) smooth
manifold in general but rather a ( stratified) smooth variety, i.e., locally it
is a finite union of ( stratified) smooth manifold. In fact for u ∈ W˜ΓII with
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u = (u1, · · · , un), u¯ = πik(uk), we can choose an open neighborhood U of u¯
in WI and consider the inverse image U˜k = π
−1
ik
(U) of uk in W˜ik . When U is
small enough, there exist (n− 1) equivalence maps λk : U˜1 → U˜k, k = 2, · · · , n.
Composing with the actions of automorphism group Γuk of U˜k, we get
∏n
i=2 |Γui |
equivalence maps:
φkλk : U˜1 → U˜k, k = 2, · · · , n, φk ∈ Γuk .
Clearly u = (u1, u2, · · · , un) ∈
∏n
k=1 U˜k is contained in W˜
ΓI
I if and only if
uk = φkλk(u1) for some φk ∈ Γuk , k > 1. Thus, in general we can identify a
neighborhood U˜ of u in W˜ΓII with an union of
∏n
i6=j |Γui | copies of U˜j.
Note that the action of Γi commutes with T
NP -action. That implies that
all our constructions here are TNP -equivariant.
We summarize up the above discussion in the following lemma.
Lemma 6.1 There exists a pull-back
πI : (L˜
ΓI
I , W˜
ΓI
I )→ (LI ,WI)
of the n uniformizing systems
π
i1,···,îk,···,in
: (L˜
i1,···,îk,···,in
, W˜
i1,···,îk,···,in
)→ (LI ,WI)
in the category of (stratified) smooth varieties with the automorphism group ΓI .
For any J ⊂ I, there exists a projection
πIJ : (L˜
ΓI
I , W˜
ΓI
I )→ (L
ΓJ
J ,W
ΓJ
J ),
whose generic fiber contains |ΓI ||ΓJ | points, where
|ΓI |
|ΓJ |
=
∏
ik∈I\J
|Γik | . It satisfies
the relation that πJ ◦πIJ = ι
I
J ◦πI for each I ∈ N , when restricted to the inverse
image of πIJ . Moreover, all constructions can be done in a T
NP -equivariant
manner.
Lemma 6.2 There exists an open covering {VI}, I ∈ N of FM(J,H ;A) such
that
(i)VI ⊂WI , for all I ∈ N ;
(ii) Cl(VI1) ∩ Cl(VI2) 6= ∅ only if I1 < I2, or I2 < I1.
Moreover, all VI can be chosen to be T
NP -invariant.
Proof:
We may assume that there exist open sets W 1i ⊂⊂ Wi, i = 1, · · · , q such
that {W 1i , i = 1, · · · , q} already forms a covering of FM(J,H,A). For each fixed
i we can find pairs of open sets W ji ⊂⊂ U
j
i , j = 1, · · · , q − 1 such that
W 1i ⊂⊂ U
1
i ⊂⊂W
2
i ⊂⊂ U
2
i · · · ⊂⊂W
q
i =Wi.
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Now define
Vi1,···,in = W
n
i1
∩Wni2 · · · ∩W
n
in
\ (∪J∈Nn+1Cl(U
n
j1
) ∩ Cl(Unj2) · · · ∩ Cl(U
n
jn+1
)),
where J = (j1, · · · , jn+1).
Clearly the family {Vi1,···,in , (i1, · · · , in) ∈ N} so constructed satisfies the
conditions in the lemma.
To get a TNP -invariant construction, we only need to run through above
construction for GM(J,H ;A) and define VI as the lifting of the corresponding
sets constructed by using stable G-maps. ✷
Now we define
V˜I = (πI)
−1(VI), E˜I = (πI)
−1(LI).
Then the bundle (E˜I , V˜I) are still a pair of (stratified ) smooth varieties and for
any J ⊂ I the projection πIJ still can be defined when restricted to (π
I
J )
−1(E˜J , V˜J )∩
(E˜I , V˜I). Since locally V˜I is a finite union of its ( stratified smooth) components,
we will say a continuous section SI : V˜I → E˜I to be smooth if locally, SI re-
stricted to any of those components is (stratified )smooth. For a smooth section
SI , we say that SI is transversal to zero section if locally, SI restricted to any
of the smooth components of V˜I is transversal to zero section .
Now let (E˜, V˜ ) be the collection {(E˜I , V˜I), π
I
J ; J ⊂ I ∈ N}. We can define
a global section S = {SI ; I ∈ N} of such a system by requiring the obvious
compatibility condition:
(πIJ)
∗SJ = SI |πI
J
−1(V˜J )
.
S is said to be transversal to zero section if each SI is.
Now the section ∂J,H : W → L gives rise to a global section of the bundle
system (E˜, V˜ ) in an obvious way. Our goal now is to perturb ∂J,H to get a global
transversal section. To this end, we need to know how an element νi ∈ Ki can
be interpreted as a global section of (E˜, V˜ ) first.
Lemma 6.3 Each ν˜i ∈ K˜i gives rise to a global section, denoted by same no-
tation ν˜i = {(ν˜i)I ; I ∈ N}, of the system (E˜, V˜ ), which is TNP -equivariant.
Proof:
By multiplying with some Γi-equivariant cut-off function βi, we may assume
that the support of each element ν˜i is contained in W˜
1
i = π
−1
i (W
1
i ) and that
{U0i ; i = 1, · · · , q} already forms a covering of FM(J,H,A), where U˜
0
i = {u |u ∈
W˜i, βi(u) > 0} and U0i = πi(U˜
0
i ). Now since each νi vanishes near the boundary
of W˜i, we may consider it as a global multi-valued section ν¯i of L →W supported
in U0i ⊂⊂W
1
i . Let I ∈ N with i 6∈ I and consider VI .
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Recall that if I = {i1, · · · , in} then
VI = W
n
i1
∩Wni2 · · · ∩W
n
in
\ ∪J∈Nn+1Cl(U
n
j1
) · · · ∩Cl(Unjn+1)
with J = (j1, · · · , jn+1). Since i 6∈ I,
VI ⊆ W
n
i1
∩ · · · ∩Wnin \W
n
i1
∩ · · · ∩Wnin ∩ Cl(W
1
i )
⊆ W \Cl(W 1i ).
Therefore, the intersection Cl(U0i )∩Cl(VI) = ∅. Hence ν˜i|VI ≡ 0 for any I ∈ N
with i 6∈ I. We define (ν˜i)I ≡ 0 if i 6∈ I.
Now assume that i ∈ I.
When l(I) = 1 hence I = {i}, V˜I = V˜i and (ν˜i)I is just ν˜i : W˜i → L˜i
restricted to V˜i.
If we denote {i} by Ii, then for any I with n = l(I) > 1, we have
πIIi : (L˜
ΓI
I , W˜
ΓI
I )→ (L˜Ii , W˜Ii) ⊂ (L˜i, W˜i).
Therefore, (πIIi)
∗(ν˜i)Ii gives rise to a section of E˜I → V˜I , denoted by (ν˜i)I .
Clearly the section (ν˜i)I , I ∈ N so constructed are compatible to each other
and yields a well-defined global section ν˜i = {(ν˜i)I , I ∈ N} of the system (E˜, V˜ ).
Finally, we note that βi can be chosen to be T
NP -equivariant, which implies
that ν˜i so constructed is also T
NP -equivariant.
✷
Let K = ⊕qi=1Ki. Consider the system
(E˜ × K˜δ, V˜ × K˜δ) = {(E˜I × K˜δ, V˜I × K˜δ); I ∈ N}
of bundles, where K˜δ is a δ-neighborhood of zero of K˜ under the identification
of K˜ and K. We now defined global section ∂
K˜
J,H given by
(∂
K˜
J,H)(uI , ν˜) = ∂J,HuI + ν˜I(uI)
for any (uI , ν˜) ∈ V˜I × K˜δ.
Theorem 6.1 ∂
K˜
J,H is a smooth section of (E˜×K˜δ, V˜ ×K˜δ), which is transversal
to zero section. It follows that when δ is small enough for a generic choice of
the perturbation term ν˜ ∈ K˜δ the section ∂
ν
J,H : V˜ → E˜ is transversal to zero
section and that the family of perturbed moduli spaces
M˜ν = {M˜νI = (∂
νI
J,H)
−1(0); I ∈ N}
is compatible in the sense that
πIJ(M˜
ν
I ) = M˜
ν
J ∩ (Imπ
I
J ), J ⊂ I.
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Proof:
∂
K˜
J,H is obviously (stratified) smooth. Since
(∂
K˜i
J,H)|U˜0
i
: U˜0i × (K˜i)δ → π
∗
1(L˜i|U˜0
i
)
is transversal to zero section, so is ∂
K˜
J,H on U˜
0
i × K˜δ, for any 1 ≤ i ≤ q.
Now {U0i ; i = 1, · · · ,m} already forms a covering of FM(J,H ;A). Outside
the inverse images of πi of this covering, ∂
K˜
J,H = ∂J,H . This implies that the
zero set of ∂
K
J,H is contained in the inverse image of the covering. However,
∂
K
J,H is already transversal to zero section in (π
I
Ii
)−1(U˜0i ) →֒ W˜I for any I ∈ N ,
where Ii = {i}. This proves the transversality for ∂
K˜
J,H . It follows from implicit
function theorem applied locally to each smooth component of V˜ = {V˜I ; I ∈ N}
that
(∂
K˜
J,H)
−1(0) = {(∂
K˜
J,H)
−1
I (0); I ∈ N} ⊂ V˜ × K˜δ
is a family of “cornered” (stratified) smooth subvarieties.
Let
π : (∂
K˜
J,H)
−1(0)→ K˜δ
be the restriction of projection of V˜ × K˜ to K˜. It is easy to see that Smale-Sard
theorem is still applicable in this case. We conclude that for “ generic” choice
of ν˜ ∈ K˜, ∂
ν
J,H is a transversal section of (E˜, V˜ ).
The compatibility of the family of zero set
{M˜νI ; I ∈ N} = {∂
ν
J,H)
−1
I (0)}
follows from the fact that ∂
ν
J,H is a global section of (E˜, V˜ ).
✷
We can give a canonical orientation for each M˜νII (see [F1], [FH]). Now we
get a family of “singular cells” of FB(A), given by πI : M˜νI → FB(A) for any
I ∈ N . If I ⊂ J , then πI and πJ are related by the
|ΓJ |
|ΓI |
-folded covering πJI in
the overlap
(πJI )
−1(M˜νI ) →֒ M˜
ν
J .
This suggests that the family of the rational “singular” chains of FB(A), defined
by SνI =
1
|ΓI
πI are compatible each other when restricted to those overlaps
above. Therefore after been identified over those overlaps, {SνI , I ∈ N} form a
well-defined rational relative “singular” cycle of FB(A).
We formally write this as
Cν =
∑
I∈N
SνI .
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Now all TNP -actions carry over to the cycle Cν . In particular there is an
S1-action on the top strata of Cν . To state our main theorem, we need to
indicate the dependence on the critical points c+, c− and homology class A in
our notations. We will write M˜νI (c−, c+;A) and S
ν
I (c−, c+;A) etc. To define
the boundary of Cν(c−, c+;A), we also need to indicate where the fixed marking
x = (x1, · · · , xn) is located in our notations. We have
Theorem 6.2 For generic choice of (J,H, ν), fix any two critical points c−, c+
of H. There is a rational virtual moduli ( relative ) cycle
Cν(c−, c+;A) =
∑
I∈N
SνI (c−, c+;A)
of FB(A), whose dimension is equal to Ind(c+) − Ind(c−) + 2c1(A) + 1. The
boundary ∂Cν(c−, c+;A) is∑
c,A−,A+
(Cν(c−, c;A−, x)× C
ν(c, c+;A+) ∪C
ν(c−, c;A−)× C
ν(c, c+;A+, x),
A−+A+ = A, whose dimension is equal to Ind(c+)−Ind(c−)+2c1(A). Moreover
there are S1 and T 2-actions on Cν(c−, c+;A) and its boundary respectively.
We note that for any φ ∈ S1 and g ∈ Cν(c−, c+;A), the action φ on g is
given by a rotation of the domain (Σg, l, x) ∼= (S1 ×R; l˜, x˜), which changes the
relative position of the fixed marking x with respect to the marked line l. This
implies that the S1-action on Cν(c−, c+;A) is free.
7 GW-invariants and Weinstein Conjecture
In this section we will prove Theorem 1 for genus zero case.
Using the moduli cycle we obtained in last section, we define a Morse theo-
retic version of GW-invariants under our main assumption that H˜ has no closed
orbits.
Let EF : FB(A)→ V n. Fl : FB(A)→ GB(A) given by forgetting the marked
We now compose the moduli cycle Cν(c−, c+;A, x) in FB(c−, c+;A) with the
evaluation map EF and define a (relative) moduli cycle EF ◦ Cν(c−, c+;A) in
V n. We denote it by Cνx = C
ν
x (c−, c+;A).
Given βi ∈ H∗(V ;Q), i = 1, · · · , n, for simplicity, we may assume that each
βi can be represented by a smooth manifold of V . We still use βi to denote
this representative. Then β = β1 × · · ·βn is a cycle in V
n. Assume that the
codimension of β in V n is
dimCνx (c−, c+;A)− 1. (∗∗)
Now consider Cνx as a map from the “ domain”
1
|Γ|M˜
ν =
∑
I∈N
1
|ΓI |
M˜νI to
V n. By perturbing βi slightly, we may assume that C
ν
x is transversal to β and
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(Cνx )
−1(β) is a compact submanifold of 1|Γ|M˜
ν . The dimension assumption above
implies that dim(Cνx )
−1(β) = 1. Since Cνx is S
1-equivariant, (Cνx )
−1(β) also
carried an S1-action, which is free as we mentioned above. This implies that
(Cνx )
−1(β)/S1 is a finite set. We will use Cν(c−, c+;A, β) to denote this set.
There is an induced orientation on Cν(c−, c+;A, β).
Definition 7.1 Let (J,H) be a generic pair with H being C∞-close to H˜. Given
a homology class A ∈ H2(V ;Z) and a cycle and a cocycle of Morse-Witten
complex, represented by certain linear combinations c−, c+ of critical points of
H, choose βi ∈ H∗(V ;Q), i = 1, · · · , n, such that (**) above holds. We define the
Morse theoretical version of GW-invariant ΦA,J,H(c−, c+) by specify its value
at all such β’s.
ΦA,J,H(c−, c+, β1, · · · , βn) ≡ #(C
ν(c−, c+; J,H,A, β)) ∈ Q,
where ν ∈ Kǫ is a generic element of Kǫ. Note that on the righthand side of
above equality, the number is counted with sign.
Now let Hλ = λ · H , and choose a corresponding generic Jλ. We get a λ-
dependent generic pair (Jλ, Hλ). Note that all Hλ, λ > 0, has same critical point
set. We can define a λ-dependent GW -invariant ΦA,Jλ,Hλ(c−, c+).
The key point needed to prove Theorem 1 is the following invariant property
of the GW-invariants.
Theorem 7.1
ΦA,Jλ,Hλ(c−, c+, β1, · · · , βn)
is independent of the choice of λ, λ ∈ [ǫ, λ0 + 1/2), when (Jλ, Hλ) is generic.
Proof:
Fix 0 < λ− < λ+, let Λ = [λ−, λ+] ⊂ [ǫ, λ0 + 1/2) be the interval where
the parameter λ varies. We can run through everything developed in the previ-
ous sections to incorporate the parameter λ. Therefore, we will have FBΛ(A),
FMΛ(c−, c+, Jλ, Hλ, A) etc. Here for instance, FBΛ(A) = {(f, λ) | f ∈ FB(A), λ ∈
Λ}.We can similarly define the virtual (relative) moduli cycle CνΛ(c−, c+, Jλ, Hλ;A),
Cνx,Λ(c−, c+; Jλ, Hλ, A) and C
ν
Λ(c−, c+; Jλ, Hλ, A, β). We may assume that ν has
been chosen is such a way that at two end points λ− and λ+ of Λ, νλ− and νλ+ are
also generic so that Cνλ− (c−, c+, Jλ− , Hλ− , A, β) and C
νλ
− (c−, c+, Jλ+ , Hλ+ , A, β)
are well-defined. Now the crucial step is the following
Lemma 7.1 When the condition (**) on dimension holds, CνΛ(c−, c+; Jλ, Hλ, A, β)
is a one dimensional (relative) virtual moduli cycle. It has the boundary
∂CνΛ(c−, c+; Jλ, Hλ, A, β)
= Cνλ− (c−, c+; Jλ− , Hλ− , A, β)
∪ Cνλ+ (c−, c+, Jλ+ , Hλ+ , A, β)
∪ {∪λ,cM(c−, c;Hλ)× C
νλ(c, c+; Jλ, Hλ, A, β)}
∪ {∪λ,cC
νλ(c−, c; Jλ, Hλ, A, β)×M(c, c+;Hλ)},
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where in the third term c runs through all critical points of Hλ such that Ind(c)−
Ind(c−) = 1 and in the fourth term Ind(c+) − Ind(c) = 1. Here M(c−, c;Hλ)
is the moduli space of unparametrized gradient lines of ∇Hλ connecting c− and
c. So is M(c, c+;Hλ) in a similar way.
Proof:
The boundary ∂CνΛ(c−, c+; Jλ, Hλ, A, β) certainly contains the four terms
listed in the lemma. We need to prove that there is no other terms. Consider one
of the components in the boundary ∂CνΛ(c−, c+; Jλ, Hλ, A, β). By an analogy of
Theorem 6.2. we may assume that it has the form
∪λiC
νλi (c−, c;A−)× C
νλi (c, c+;A+, x),
where A− +A+ = A and λi ∈ Λ are of finitely many. Now the evaluation map
E = ∪λiEλi : ∪λiC
νλi (c−, c;A−)× C
νλi (c, c+;A+, x)→ V
n
only involves the second components above. The dimension condition (**) im-
plies that after quotienting out the S1-action of second factor, E−1(β) is al-
ready zero dimensional and hence is a finite set for our generic choice (J,H, ν).
Now for any element g ∈ E−1(β)/S1, there is another S1-action acting on
the first factor. However the isotropy group Ig →֒ S1 is either finite or S1.
The first case contradicts to the finiteness of E−1(β)/S1. This implies that
any element g in first factor Cνi(c−, c, A−) is S
1-invariant. This, in turn, im-
plies that A− = 0, A+ = A, and Ind(c) − Ind(c−) = 1. Now M(c−, c;Hλi)
is obtained in FM(c−, c; Jλ, Hλ, 0) as an isolated compact component when
Ind(c) − Ind(c−) = 1, and it is just the fixed points set of the S
1-action. It
follows from this and the vanishing property along M(c−, c;Hλi) of elements in
K that
Cνλi (c−, c+;A−) = M(c−, c;Hλi).
Note that in the last two terms of the expression for the boundary
∂CνΛ(c−, c+; Jλ, Hλ, Aλ),
there are only finite many λ ∈ Λ involved for the dimensional reason.
✷
We now prove that counting algebraically, the last two terms have no con-
tribution to the boundary operator. Recall that we have defined c− and c+
as two cycles of the Morse-Witten complex with respect to Morse function
H and −H respectively. This implies that when Ind(c) − Ind(c−) = 1 or
Ind(c+) − Ind(c) = 1, #(M(c−, c;H)) = 0, #(M(c, c+;H)) = 0, where both
numbers are counted algebraically. Therefore for any fixed λi and fixed critical
point c−, c of Hλi with Ind(c)− Ind(c−) = 1,
#{M(c−, c;Hλi)× C
νλi (c, c+; Jλi , Hλi , A, β)} =
#{M(c−, c;Hλi)} ×#{C
νλi (c, c+; Jλi , Hλi ;A, β)} = 0.
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This proves that the boundary operator, in the sense of algebraic topology, gives
∂CνΛ(c−, c+; Jλ, Hλ, A, β) =
Cλ+(c−, c+; Jλ+ , Hλ+ , A, β)
−Cλ−(c−, c+; Jλ− , Hλ− , A, β)
as rational virtual moduli cycles.
The invariance of ΦA,Jλ,Hλ(c−, c+) about λ follows.
✷
Proof of Theorem 1.1 in the case of genus zero:
Recall that c− and c+ are the Morse theoretic representations of two homol-
ogy classes α− and α+ with supp(α−) ⊂ V+ and supp(α+) ⊂ V−. We have as-
sumed that the usual GW-invariant ΨA,n+2(α−, α+) 6= 0, hence ΨA,n+2(α−, α+,
β1, · · · , βn) 6= 0 for certain βi’s. The usual GW-invariant for general symplectic
manifolds are established in the work of [FO] and [LiT]. We refer readers to
these references for the relevant definition.
As we mentioned in Theorem 1.5 whose proof is in [LiuT3], that when 0 < λ
is small enough, we have
ΨA(α−, α+, β1, · · · , βn) = ΦA,Jλ,Hλ(c−, c+, β1, · · · , βn).
Theorem 7.1 and our assumption imply that ΦλA,Jλ,Hλ 6= 0 for any λ ∈ Λ.
However, we will prove in a moment
Lemma 7.2 When λ ∈ Λ is large enough, the moduli space FM(c−, c+; Jλ, Hλ, A)
is empty.
This implies that
ΦA,Jλ,Hλ(c−, c+, β1, · · · , βn) = 0
when λ ∈ Λ is large enough. We get a contradiction. This implies that our
main assumption that S and hence H˜ has no closed orbits is not correct. This
finishes the proof of Theorem 1.
To prove this last lemma, choose an element f ∈ FM(c−, c+; Jλ, Hλ, A),
and calculate its energy. Assume that f = ∪NPi=1f
P
i ∪
NB
j=1 f
B
j with f
P
i connecting
critical points ci and ci+1 of Hλ = λ ·H. Since
∑
i[f
P
i ] +
∑
j [f
B
j ] = A , we have
0 ≤ E(f) =
∑
i
E(fPi ) +
∑
j
E(fBj )
=
∑
i
(Hλ(ci+1)−Hλ(ci) + ω([f
P
i ])) +
∑
j
ω([fBj ])
= λ(H(c+)−H(c−)) + ω(A). (MainEstimate)
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Therefore,
λ ≤
ω(A)
H(c−)−H(c+)
.
Now H is C0-closed to the given H˜ , which implies that
ω(A)
H(c−)−H(c+)
≤
ω
H˜(c−)− H˜(c+)
+
1
2
=
ω(A)
2ǫ
+
1
2
.
Note that since ΨA 6= 0, the class A can be represented by some J- holomorphic
sphere. We have ω(A) > 0. We conclude that if FM(c−, c+; Jλ, Hλ, A) is not
empty, then 0 < λ < ω(A)2ǫ +
1
2 . This proves the lemma.
✷
8 Higher Genus Case
In this section, we will prove Theorem 1 in higher genus case. Our main obser-
vation here is that the main energy estimate can be carried out in a coordinate-
free manner. In particular, existence of a preferable cylindrical coordinate of
S2 \ {−∞,+∞} in genus zero case does not play any essential role in the esti-
mate.
The method we developed in the previous sections can be adapted to higher
genus to define the GW -invariants ΨA,g,n+2 (see [FO] and [LT] for the details
and other methods).
To define higher genus perturbed GW -invariants ΦA,J,H,g,n+2, we need to
modify the definition of (J,H)-maps of genus zero case. For that purpose, we
need to find certain 1-forms on (Σ, j) as a replacement of ds and dθ. Let M¯g,n+2
be the Deligne-Mumford copmpactification of Mg,n+2 of stable curves of genus
g with n + 2 (ordered) marked points. We will use −∞ and +∞ to denote
the first two marked points. It is well-known that M¯g,n+2 is an orbifold. We
can define the orbifold bundle of closed 1-forms with poles at double points,
CFn+2 → M¯g,n+2 as follows.
Given any 〈Σ, j〉 ∈ M¯g,n+2, let (Σ, j) be a representative of it. The fiber
(CFn+2)〈Σ,j〉
= {ξ|ξ is a closed 1-form over Σ \ {double points,−∞,+∞}, Res(ξ, d) = 0}
modulo the equivalence relation induced by the action of the automorphism
group of (Σ, j), where d is a double point of Σ and the residue Res(ξ, d) is
defined to be
∫
C+
ξ +
∫
C−
ξ. Here C+ and C− are the boundaries of small discs
D+and D− of Σ centered at d, oriented by the induced orientation of D+ and
D−. Note that here we consider −∞ and +∞ as a single double point.
Given (Σ, j) ∈ 〈Σ, j〉 ∈ M¯g,n+2, let W˜ǫ(Σ) be a local uniformizer of M¯g,n+2
near Σ with cover group ΓΣ. For simplicity, we may assume that Σ has 3g −
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3 + n + 2 double points. Then the local deformation of Σ can be completely
described by the gluing process as we did for genus zero case, with the gluing
parameter t of 3g−3+n+2 complex components. We will use Σt to denote the
corresponding deformation. Let Dl,+ and Dl,− be two fixed discs at a double
point dl ∈ Σ. After gluing, we get a corresponding annulus Cl,t ∼= S1× [0, Ll(t)]
in Σt. By taking the intersection of the ΓΣ-orbit of Cl,t, we may assume that
each Cl,t is ΓΣ-invariant. In general cylindrical coordinate (sl, θl) along Cl,t
is only defined modulo the action of ΓΣ. Since the action preserves marked
points, the cylindrical coordinates near the two ends −∞ and +∞ are always
well -defined for any elements in M¯g,n+2.
Proposition 8.1 There exists a continuous section Y ∗ of the bundle CF →
M¯g,n+2 such that the value of Y ∗ (lifted to an uniformizer) at any Σt ∈ W˜ǫ(Σ)
has the property that
Y ∗(Σt)|Cl,t = aldθl,
Y ∗(Σt)|C−∞,t = dθ−∞,
Y ∗(Σt)|C+∞,t = dθ+∞,
where al is a constant.
Proof:
Step I. Construct Y ∗ on each W˜ǫ(Σ).
We cosider the case that n = 0 first.
Fix a smooth Σt0 ∈ W˜ǫ(Σ), let Cl = Cl(t0), l = 1, · · · , L, be the all simple
closed geodesic of (Σ,m(j0)), where m(j0) is the hyperbolic metric which cor-
responds to the complex structure on Σt0 . The degeneracy from Σt0 to Σ can
be described by shrinking 3g − 3 + 2 many of Cl’s of Σt0 . For simplicity, we
assume that first 3g − 3 + 2 Cl’s are to be shrunk to double points of Σ. We
may assume that the length of Cl(t) is bounded above for Σt ∈ W˜ǫ(Σ) and the
upper bound has been achieved at Σt0 . Then each element Σ
′ ∈ W˜ǫ(Σ) can be
obtained from Σt0 by cutting along some of Cl, l = 1, · · · , L, and insert some
neck Ni ∼= S1 × [0,Mi] through gluing along boundaries. Therefore we only
need to construct Y ∗ at Σt0 with described property of theorem. To see this,
we note that by using the local translation invariance of aldθl = Y
∗(Σt0)|Cl,t0
one can easily extend Y ∗ over Ni, hence define Y
∗(Σ′) for any Σ′ ∈ W˜ǫ(Σ).
To construct Y ∗(Σt0), we cut off D+∞, D−∞ of the neighbourhoods of +∞
and −∞ and glue their boundary C+∞ and C−∞ back to get a curve Σ˜ of genus
g+1 with C0 = C+∞ = C−∞ →֒ Σ˜. By our assumption all Cl →֒ Σ, 1 ≤ l ≤ L, is
still contained in Σ˜ and C0∩Cl = ∅. Let e1, · · · , e2g+2 be the generators ofH1(Σ˜).
Write Cl =
∑
j aljej , 0 ≤ l ≤ L. Since each [Cl] 6= 0 in H1(Σ˜),Z) , for any fixed
l, there exist some j, 1 ≤ j ≤ 2g+2 such that al,j 6= 0. Clearly, there exist some
x = (x1, · · · , x2g+2) such that
∑
j a0,jxj = 1 and
∑
j al,jxj 6= 0, 1 ≤ l ≤ L. By
de Rham theorem, we can find a Y˜ ∗ such that 〈Y˜ ∗, ej〉 = xj . This implies that
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〈Y˜ ∗, C0〉 = 1 and 〈Y˜ ∗, Cl〉 6= 0, 1 ≤ l ≤ L. By adding an exact one-form and
back to Σt0 , we can find a Y˜
∗(Σt0) with the desired property, hence a section
Y˜ ∗ on W˜ǫ(Σ). This completes the local construction for n = 0.
To deal with the general case, we may assume, for simplicity, that Σt0 =
Σ1t0 ∪Σ
2
t0
, where Σ1t0 is a genus g curve with k+2 marked points, k < n, without
any unstable rational components after forgetting its last k marked points, and
Σ2t0 consists of only stable rational components (bubbles) carrying the rest n−k
marked points. We may assume further that Σ2t0 has only one component with
two marked points and one double point d. The local deformation of Σt0 consists
of two parts: the deformation of Σ1t0 in M¯k+2, with the resulting surface Σ
1
t1
associated to the complex gluing parameter t1 of 3g − 3 + k + 2 components,
and a further deformation of Σ1
t1
∪ Σ2t0 with a gluing parameter t
2 associated
to the double point d. It is easy to see that we can define Y ∗ for all local
deformation Σ1t1 by pulling back the Y
∗ defined for the case n = 0 through the
local projetion given by forgetting the last k marked points. We define Y ∗ at
Σ1t1 ∪ Σ
2
t0
by declaring its value to be zero along Σ2t0 . Extending Y
∗ over the
final deformation given by t2 can be easily obtained. We leave it to the reader.
Step II.
By taking the average of the action ΓΣ on Y˜
∗, we get a section Y ∗ over
Wǫ(Σ) = W˜ǫ(Σ)/ΓΣ, with the desired property.
By using a partition of identity subject to a finite covering of M¯g,2 given
by {W˜ǫi(Σi)/ΓΣi} , we can paste these local Y
∗ defined on W˜ǫi(Σi) together to
get a well-defined Y ∗ with the required property.
✷
What we need is slightly more. We need to define Y ∗(Σ) for any semi-stable
curve Σ of genus g. Each semi-stable curve Σ can be obtained from some stable
curve Σ′ by inserting first some unstable principal components (Pl; (zl)−, (zl)+)’s
with Pl \ {(zl)−, (zl)+} ∼= R1 × S1 at a double point or at the two ends of Σ′,
then adding some bubble components Bj ’s. Clearly, Y
∗ can be extended in an
obvious way to include all semi-stable curves in its domain.
We will use Σl to denote component Σ
′ and write Σ = ∪lΣl ∪i Pi ∪j Bj . We
now define (j, J,H)-map f with domain (Σ, j) of semi-stable curve of genus g
by using the following equations:
(i) on Bj , df
B
j + J(f
B
j ) ◦ df ◦ j = 0;
(ii) on Σl, df
Σ
l + J(f
Σ
l ) ◦ df ◦ j −∇H(f
Σ
l )j
∗(Y ∗) + J(fΣl )∇H(f
Σ
l )Y
∗ = 0;
(iii) on Pi, same as (ii) for f
P
i .
As in genus zero case, we impose the obvious asymptotic condition along all
ends of Σ.
By using local convergence described in Section 1, together with the local
translation invariance of Y ∗ along necks, we can prove the Gromov-Floer com-
pactness theorem for (j, J,H)-maps. We remark that each (j, J,H)-map f is
defined on Σ \ {double points} ∪ {−∞,+∞} and we consider double points of
Σ and −∞,+∞ as ends of f . Along those ends fΣl or f
P
i are convergent to
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(successive) critical points of ∇H , if the corresponding al 6= 0. Otherwise, they
are (j, J)-holomorphic along these ends, hence can be extended smoothly over
the double points.
Set X∗ = j∗Y ∗. Let X,Y = j(X) be the dual vector fields of X∗ and Y ∗.
We define energy
E(f) =
∑
i
∫ ∫
Pi
〈dfPi (X), df
P
i (X)〉X
∗ ∧ Y ∗
+
∑∫ ∫
Σl
〈dfΣl (X), df
Σ
l (X)〉X
∗ ∧ Y ∗ +
∑
j
∫ ∫
Bj
(fBj )
∗ω
Since X∗ ∧ Y ∗ is compatible with the orientation of Pi or Σl at its non-zero
points, we have E(f) ≥ 0.
We can now recover our main estimate.
Theorem 8.1 For λ > λ0 +
1
2 , there is no (j, Jλ, Hλ)-map connecting c− and
c+ of class A.
Proof:
0 ≤ E(f) =
∫ ∫
B
f∗ω +
∫ ∫
P∪lΣl
ω(df(X), df(Y ))X∗ ∧ Y ∗
+ λ
∫ ∫
P∪lΣl
〈∇H, df(X)〉X∗ ∧ Y ∗
=
∫ ∫
Σ
f∗ω + λ
∫ ∫
P∪lΣl
(d(H ◦ f)(X)X∗ + d(H ◦ f)(Y ∗)) ∧ Y ∗
=
∫ ∫
Σ
f∗ω + λ
∫ ∫
P∪lΣl
d(H ◦ f · Y ∗)
= ω(A) + λ(H ◦ f(+∞)−H ◦ f(−∞))
+ λ
∑
i
(H ◦ f(di)Res(Y
∗(Σ), f(di)))
= ω(A) + λ(H(c+)−H(c−)).
This implies that
λ ≤
ω(A)
H(c−)−H(c+)
≤ λ0.
✷
By using (j, Jλ, Hλ)-maps, we can now repeat our construction from Section
3 to Section 7 to get a virtual moduli cycle in higher genus case and to define
perturbed GW-invariant ΦA,Jλ,Hλ,g,n+2 for ǫ ≤ λ ≤ λ0 +
1
2 . What is left is to
prove the higher genus case of Theorem 1.6.
49
Theorem 8.2
ΦA,Jλ,Hλ,g,n+2(c−, c+, β1, · · · , βn)
is well-defined, independent of the choices of λ ∈ [ǫ, λ0 +
1
2 ]. It is equal to zero
when λ > λ0.
Proof:
The last statement follows from our estimate above. The first part can be
proved in a similar way as before. It fact, if there is no unstable principal com-
ponent fPi appearing as connecting orbits, th invariance of ΦA,Jλ,Hλ,g,n+2 with
respect to λ can be proved in same way as the usual GW-invariant ΨA,Jλ,g,n+2.
For each fixed intersection pattern, those unstable principal components fPi of
connecting orbits form several strings, each connecting two critical points of H .
We may apply the theory for genus zero case to each of those strings separately.
The general case now follows by combining above two cases.
✷
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