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Abstract Engineers and asset managers must often make decisions on how to 
best allocate limited resources amongst different interrelated activities, including 
repair, renewal, inspection, and procurement of new assets. The presence of pro-
ject interdependencies and the lack of sufficient information on the true value of 
an activity often produce complex problems and leave the decision maker guess-
ing about the quality and robustness of their decision. In this paper, a decision 
support framework for uncertain interrelated activities is presented. The frame-
work employs a methodology for multi-criteria ranking in the presence of uncer-
tainty, detailing the effect that uncertain valuations may have on the priority of a 
particular activity. The framework employs employing semi-quantitative risk 
measures that can be tailored to an organisation and enable a transparent and sim-
ple-to-use uncertainty specification by the decision maker. The framework is then 
demonstrated on a real world project set from a major Australian utility provider. 
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1 Introduction 
Engineering asset managers must often make decisions regarding maintenance, 
replacement and capacity building activities in an environment of limited re-
sources. Prioritisation of these activities is thus a key question. However, objec-
tives are often varied, conflicting and interrelated, making optimal activity selec-
tion overwhelming without appropriate tools. 
In large organisations, the selection of activities is complicated by a number of 
factors, e.g. 
• The disparate nature of the activities and their values. Potential activi-
ties often have risks and rewards of a very different nature. For exam-
ple, equipment breakdown can carry safety and financial risks while 
the procurement of a new piece of equipment may allow expansion of 
the business, carrying financial reward.  
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• The unavailability of an appropriate cost model. It is often difficult to 
assign dollar values to certain “intangibles” such as “reputation” and 
“safety.” Nevertheless, such intangibles are important considerations 
for real organisations. 
• The uncertainty of values. Uncertainty enters the analysis through in-
herent randomness as well as incomplete information, either as a re-
sult of the cost model or the decision maker making the evaluation. 
 
The most relevant frameworks and methods for activity selection can be found 
in literature under the umbrella of the “capital budgeting” problem [1]–[8], which 
includes specific applications to R&D projects [9], healthcare [8], military base 
closure [10], and nuclear power plant project selection [11]. Generally, the capital 
budgeting problem is viewed from a mathematical programing perspective where 
the goal is to maximise the net present value (NPV) of the project collection, 
while more recent methods address uncertainty [9], [11]–[13]. 
Practitioners often base capital budgeting on priority lists [11], in contrast to 
mathematical programming methods prevalent in literature. While generally 
suboptimal, these lists can serve as the basis for transparent heuristics for activity 
selection [5]. This transparency is often favoured in practice, since mathematical 
optimisation techniques have opaque solution procedures and the sensitivity to un-
certainty requires sophisticated analysis [11]–[13]. Such opaqueness makes intui-
tive and qualitative reasoning all but impossible. Another drawback is the tenden-
cy to employ NPV maximisation as the objective. Quantifying an activity’s benefit 
in dollar terms is often not feasible, partly due to the difficulty in assigning costs 
to considerations such as “safety” and “reputation.” In such situations, it is com-
mon to use semi-quantitative risk measures, which have considerable precedent in 
engineering analysis (e.g. Failure Mode, Effects and Criticality Analysis) [14], 
[15]. 
In this paper we develop a methodology for ranking asset management activi-
ties based on well-known semi-quantitative risk assessment techniques. We devel-
op a model for project interdependencies and ask expert decision maker(s) to as-
sess the consequence of deferring a project. As with any expert-based method, 
uncertainty in the judgement will be present. Our method directly addresses this 
uncertainty through expert assessment and describes how the uncertainty affects 
the prioritisation ranking.  
The remainder of this paper is structured as follows. Section 2 details the rank-
ing framework, including project deferral risk evaluation, multi-criteria fusion, 
modelling of risk aversion, and project interdependencies. Section 3 details a sim-
ulation algorithm for estimating the ranking distribution to assess the impact of the 
decision makers’ uncertainty. Finally, Section 4 details a proposed decision sup-
port workflow and a case study based on activities from a real utility provider. 
2 Ranking Framework  
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Table 1: Deferral Consequence Matrix for Project i. The expert is responsible for 
filling in the probabilities of each consequence for each of the 𝑴 criteria 
Criteria/ 
Consequence 
0 
No Impact 
1 
Minor 
2 
Significant 
3 
Moderate 
4 
Major 
5 
Catastrophic 
Criterion 1 𝑝𝑖1(0) 𝑝𝑖1(1) 𝑝𝑖1(2) 𝑝𝑖1(3) 𝑝𝑖1(4) 𝑝𝑖1(5) 
Criterion 2 𝑝𝑖2(0) 𝑝𝑖2(1) 𝑝𝑖2(2) 𝑝𝑖2(3) 𝑝𝑖2(4) 𝑝𝑖2(5) 
⋮       
Criterion 𝑀 𝑝𝑖𝑀(0) 𝑝𝑖𝑀(1) 𝑝𝑖𝑀(2) 𝑝𝑖𝑀(3) 𝑝𝑖𝑀(4) 𝑝𝑖𝑀(5) 
 
 
We consider the following scenario. The decision maker has a collection of po-
tential activities to undertake. These activities may be repair, overhaul, renewal, 
procurement, augmentation or other activities that are designed to improve asset 
performance or capability. Due to resource limitations and other constraints, it is 
impossible to carry out all activities so the decision maker is forced to select a 
subset of projects that will go ahead. Alternatively, it will be beneficial for the fol-
lowing formulation to think of the decision maker as deciding to defer some of the 
potential activities. It is therefore desirable that the decision maker has a ranking 
of the most important projects, i.e. those whose deferral lead to the highest lost 
value.  
 
This value is assessed by considering the risk that the organisation is undertak-
ing by deferring the project. This risk could be financial, but it could also be risk 
due to safety, legislative obligation or reputation. An example of the latter is when 
deferral of a project would result in a breached agreement, damaging the reputa-
tion of the organisation in the eyes of the client/supplier.  
In our discussions with practitioners, we found that they responded quite nega-
tively to framing consequences in money-only terms. Decision makers made the 
case that they either simply did not have the information to make a sufficiently ac-
curate cost model or did not believe that any cost model could adequately account 
for intangibles such as “reputation.” For this reason, we adopt a semi-quantitative 
approach for consequence assessment. Such semi-quantitative analysis has ample 
precedent in national/international standards (i.e. FMEA/FMECA standards [14], 
[15]) and in intra-organisation standards, thus making it likely that practitioners 
will be comfortable making such assessments and enhancing transparency of the 
project consequence accounting. 
In such a setting, an expert enters the probabilities for a given project into a 
worksheet in the format of Table 1. The rows of the matrix represent different 
consequences for the deferral of a project and the columns are the consequence 
numbers. The exact details of the worksheet will depend on the organisation's risk 
assessment standard. Included in such a standard would be guidelines for assign-
ing a consequence number to an outcome. An example of this in the “Financial” 
category would be cost ranges for each consequence level. 
In each cell, the expert enters the estimated probability that a consequence for 
is realised if the project is deferred. It should also be noted that a combination of 
expert knowledge and data can be utilised. For instance, if one of the criteria was 
4 M.E. Cholette et al. 
“Financial” historical financial losses could be used to quantify the necessary 
probabilities, with the organisational standard denoting what levels of financial 
impact are considered minor, moderate, etc. Assessment of consequences for sub-
jective or qualitative criteria such as “reputation” requires the professional opinion 
of one or more domain experts and managers. 
The framework places no restriction on the number of criteria. However, they 
should remain as independent as possible. For instance, if the set of consequences 
includes a Financial category and a Regulatory category, and the impact of a 
breach of regulation is purely financial (that is, a fine) then the Regulatory conse-
quence should be removed and its impact counted as part of Financial. On the oth-
er hand, if the Regulatory consequence entails both financial and non-financial 
components, the financial component should be accounted for under Financial but 
the non-financial part should be retained as an independent Regulatory conse-
quence. Another example might be a project whose deferral causes a safety haz-
ard. Consequences arising from a safety hazard will typically include financial 
components such as medical expenses or compensation, but the impact of safety-
related events often goes beyond simple financial outcomes. A careful decision 
must be made as to how the separate components should be distributed between 
Financial and Safety categories to ensure each component is correctly accounted 
for in the decision calculation. 
2.1 Deferral Consequence Model 
We consider the deferral of a project to carry certain consequences for a num-
ber of different criteria important to the organisation. Let 𝑁 be the total number of 
potential activities that are to be judged using 𝑀 criteria. Let ?̂?𝑖𝑗 ∈ ℕ, 𝑖 =1,2, … ,𝑁, 𝑗 = 1,2, … ,𝑀 be a discrete random variable representing the conse-
quence for the deferral of project 𝑖 for criterion 𝑗. Each  ?̂?𝑖𝑗 has a probability mass 
function 𝑝𝑖𝑗(𝑐) = 𝑃�?̂?𝑖𝑗 = 𝑐� which is simply a row of the consequence matrix in 
Table 1. 
The 𝑀 criteria are combined into a single project-level deferral consequence as 
 
𝐶𝑖 = �𝑤jM
j=1
𝑢j� ?̂?ij� (1) 
 
where 𝑤𝑗  denotes the weight of criterion 𝑗 and 𝑢𝑗(⋅) is a non-decreasing function. 
This project-level criterion will serve as the basis for preference, with a lower 𝐶𝑖 
implying a lower consequence for project deferral. 
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Figure 1: A directed graph representing a pre-requisite relationship in a four ac-
tivity collection. 
 
Since the consequence numbers are standard for an organisation, it is expected 
that a “moderate” consequence is equally risky whether it be a safety or financial 
consequence, implying that 𝑤𝑗 = 𝑤𝑘 ,∀ 𝑗, 𝑘. If this is not the case, a number of 
methodologies may be utilised to set the relative weights, such as the analytic hi-
erarchy process [16]. 
Despite the standardisation of criteria, it is still preferable to have a tool for ex-
pressing risk aversion, which may be dictated by organisational policy. For exam-
ple, a policy such as “safety first” may prompt risk aversion on the safety criteri-
on.  In order to allow the decision maker to explore how this affects the resulting 
ranking, we employ a utility-like function, 𝑢𝑗(⋅) in Eq. (1). The simplest case is 
risk neutrality, in which case we have 
 
On the other hand, if the organisation is moderately risk averse in criterion 𝑗, we 
use 
 
where 𝑎 represents the consequence value beyond which the organisation is risk 
averse and 𝑏 > 1. Strong risk aversion is modelled similarly, but with a more 
dramatically increasing function 
 
𝑢𝑗,𝑠𝑟𝑎(𝑐; 𝑎, 𝑏) = � 𝑐                     𝑐 ≤ 𝑎 𝑏(𝑐−𝑎) +𝑎 − 1          𝑐 > 𝑎. (2) 
  
The activities will be ranked based on the project-level consequences in Eq. 
(1). It will be convenient to utilise the probability mass function (PMF) of 𝐶𝑖 in 
our following methods. Given our assumption that we have not “double counted” 
consequences with criteria, we may assume that, given that project 𝑖 is deferred, 
each of the 𝐶𝑖𝑗 are independent. This allows us to compute the PMF straightfor-
wardly using discrete convolution 
 
𝑢𝑗,𝑟𝑛(𝑐) = 𝑐 
𝑢𝑗,𝑟𝑎(𝑐; 𝑎, 𝑏) = � 𝑐                     𝑐 ≤ 𝑎(𝑐 − 𝑎)𝑏 + 𝑎         𝑐 > 𝑎 
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 𝑝𝑖(𝑧) = 𝑃[𝐶𝑖 = 𝑧] = (𝑝𝑖1 ∗ 𝑝𝑖2 ∗ … ∗ 𝑝𝑖𝑀)(𝑧) (3) 
 
where (𝑓 ∗ 𝑔)(𝑧) denotes the discrete convolution operation. If the individual cri-
teria cannot be considered independent given deferral, a model for their dependen-
cy would be required to determine the joint PMF. Such a model is not considered 
in this paper. 
2.2 A Model for Activity Dependencies 
So far, activity deferral has been considered in isolation; that is, it does not af-
fect the deferral consequences of other projects. In this paper we will develop a 
model for pre-requisite dependencies. 
Activity 𝑗 is said to be a pre-requisite of activity 𝑖 if 𝑖 can only be done if 𝑗 is 
done. This implies that the deferral of 𝑗 induces the deferral of 𝑖. To model these 
dependencies we borrow a few notions from Graph Theory [17]. Dependencies are 
represented as a directed graph where the directed connection indicates that a pre-
requisite-type dependency exists between the nodes. An example of this can be 
seen in Figure 1. In that example activity 1 is a pre-requisite of activities 3 and 4, 
2 is a pre-requisite of 3, and 3 is a pre-requisite of 4.  
An activity can have any number of pre-requisites or dependencies, though it is 
assumed that the dependencies are not circular, i.e. there is no directed path from 
any node that returns to the same node. This condition ensures that all dependen-
cies are representable by a directed acyclic graph. 
We are now in a position to define the total deferral consequence for activity 𝑖, 
which we define as 
 
 𝐶?̅? = 𝐶𝑖 + � 𝐶𝑗
𝑗∈𝐷(𝑖)  (4) 
 
where 𝐷(𝑖) denotes the descendants of activity 𝑖 in the dependency graph. Clearly, 
this total consequence takes into account the deferral consequence of each indi-
vidual project as well as the induced deferrals. 
3 A Method for Ranking under Uncertainty 
Using the consequence matrix and dependency model, activities can be ranked 
based on the total consequence of deferral, defined in Eq. (4). A straightforward 
method for ranking would using some measure of central tendency, such as the 
median or mean total consequence.  
Yet, some important information would be lost. Namely, how certain are we 
that a project will be in position 𝑥? Given the subjectivity and inherent uncertainty 
Project Prioritization under Uncertainty 7 
in consequence information, it would be helpful to the decision maker to have a 
notion for the range of possible activity rankings. Therefore, projects will be 
ranked on their median along with an assessment of the uncertainty in this rank-
ing. In this section, the algorithm for determining this ranking will be detailed.  
We begin by making some key definitions. We first sort the 𝑁 activities by the 
total project consequences,  𝐶?̅? , 𝑖 = 1,2, … ,𝑁 in descending order 
   
 𝐶[̅1] ≥ 𝐶[̅2] ≥ ⋯ ≥ 𝐶[̅𝑟] ≥ ⋯ ≥ 𝐶[̅𝑁]  
 
where 𝐶[̅𝑟] denotes the activity with the 𝑟th largest total deferral consequence. We 
define the activity priority number (APN) of activity 𝑗 as 
 
  subject to:  𝑅𝑗 = min 𝑟 𝐶?̅? ≥ 𝐶[̅𝑟]  (5) 
which is simply the number of activities that have a total deferral consequences 
greater than activity 𝑗. A bit of consideration should convince the reader that this 
definition assigns activities with equal total deferral consequences to the lowest 
rank. 
Our ranking methodology will now center on finding the probability distribu-
tion of APN, i.e. 
 𝐺𝑗(𝑟) = 𝑃�𝑅𝑗 ≤ 𝑟�. (6) 
 
Once we have this distribution we can compute any measure of uncertainty we 
wish. In this paper, we’ll employ percentiles of the distribution, which can be 
computed as 
 𝑟𝑗,𝑝 = min
𝑟
�𝑟 ∈ ℕ | 𝐹𝑗(𝑟) ≥ 𝑝� (7) 
 
where 𝑝 ∈ [0,1] is an arbitrary percentage of the data. Using this definition, we 
compute the median as 𝑟𝑗,0.5 ,  inter-quartile range of the priority number for ac-
tivity 𝑗 as 𝑖𝑞𝑟𝑗 = �𝑟𝑗,0.25, 𝑟𝑗,0.75� and the 95% confidence interval  
 
𝐶𝐼 = �𝑟𝑗,0.025, 𝑟𝑗,0.975�. 
 
 What remains is to compute the activity priority distribution number from Eq. 
(6). In this work, we take a simulation approach. First, the project-level conse-
quences are randomly generated according to the distributions in Eq. (3). Then, 
the project dependency model is employed by using Eq. (4) to compute the total 
project consequences for each of the 𝑁 projects. The projects are then sorted in 
descending order and the definition in Eq. (5) is used to determine the APN. The 
simulation process is repeated 𝑀 times and the results are averaged to determine 
the priority number distribution of Eq. (6). The algorithm is summarised in Algo-
rithm 1. 
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Figure 2: Box plots for the Activity Priority Number for the real-world project 
set. The higher APNs indicate higher priority. 
4 Decision Support Case Study on a Real Activity Set 
We now demonstrate how the APNs can be utilised in a decision support 
framework. A real-world set of asset activities was collected from an Australian 
utility company (we cannot be more specific due to proprietary considerations). 
The potential activity set of 37 projects included augmentation, repair, replace-
ment, and procurement activities. Their deferral consequences were assessed by 
experts within the organisation, who filled in the probabilities of each conse-
quence number in a table similar to Table 1. This table included four sub-
consequences (row of Table 1): Safety, Regulatory, Financial and Performance.  
The expert entered the data into a custom Microsoft Excel spreadsheet, which 
served as a simple graphical interface with data quality checking.  The sheet had a 
macro that exported the pertinent data to a Comma-Separated Value file and reset 
the sheet for the entry of a new project. The CSV files were imported into 
MATLAB and Algorithm 1 was employed to estimate the APNs. In MATLAB on 
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a Windows 7 notebook with an Intel Core i5 processor, the simulation takes about 
15 seconds to run with M=40,000. 
Algorithm 1 provides the probability distributions of the APNs, allowing the 
median, inter-quartile range, and 95% confidence interval to be computed using 
Eq. (7). This allows the decision maker to assess the effect of the consequence un-
certainty has on the ranking. The visualisation of the APNs with simple box plots 
is proposed as a way to visualise the results and assess the certainty of the ranking. 
The results for the 37 activity set can be seen in Figure 2, where they have been 
sorted according to their median APNs (denoted by solid dots). The project identi-
fiers are on the vertical axis. There are a few interesting points to note that high-
light the power of using APNs as a decision support tool: 
• The three lowest APNs, which are highly certain given their small 
95% confidence interval. This indicates that these projects are high 
priority and should not be deferred; 
• The next 5 activities have equivalent median APN and almost identi-
cal confidence intervals, making them effectively equivalent; 
• Above Activity 29 there is a clear upward shift in the APNs and their 
confidence intervals. The decision maker may choose to defer these 
final 12 projects. 
 
 
Figure 3: APN after deferral of the 12 lowest-ranked projects. Note that the de-
ferral of a dependency has lowered the APN of Activity 04. 
 
0 5 10 15 20 25
Activity 10
Activity 04
Activity 27
Activity 13
Activity 14
Activity 15
Activity 20
Activity 32
Activity 01
Activity 05
Activity 34
Activity 31
Activity 33
Activity 17
Activity 08
Activity 07
Activity 09
Activity 12
Activity 18
Activity 22
Activity 23
Activity 28
Activity 36
Activity 37
Activity 29
Activity Priority Number
10 M.E. Cholette et al. 
In the final case, the decision maker would remove the final 12 projects from 
consideration and re-run Algorithm 1. To see why this is needed, consider Figure 
2 again. The two large asterisks indicate activities that are dependencies of the 
first activity. When the final 12 activities are deferred by the decision maker, then 
Activity 04 has one less dependent project, and its deferral will not induce the de-
ferral of Activity 03 (it has already been deferred). The new APN ranking after de-
ferring the last 12 activities can be seen in Figure 3. We see that Activity 04 has 
dropped in median APN to 2 and has only one dependency, denoted by the large 
asterisk.  
Finally, we explore what happens if the organisation was extremely risk averse 
in the safety criterion. To do this, we recompute the project consequences in Eq. 
(1) using the strong risk aversion function of Eq. (2), i.e. 𝑢𝑗(⋅) = 𝑢𝑗,𝑠𝑟𝑎(⋅, 𝑎, 𝑏). 
We then employ 𝑎 = 2 and 𝑏 = 2 which models a strongly increasing slope after 
a consequence number of ?̂?𝑖𝑗 = 2. Clearly, depending on the organisation, these 
parameters may be different to express different levels of aversion. We then re-
compute the project-level consequences using Eq. (3) and re-simulate. 
The results can be seen in Figure 4, where the order of Figure 1 has been used 
for easier comparison. We can see that the strong safety aversion has affected only 
two rankings significantly: Activity 20, which is fairly clearly the fourth-highest-
ranked project and Activity 29, whose median ranking has decreased by 2.  
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Conclusion 
This paper has presented a framework for ranking engineering activities under 
uncertainty. The framework employs common semi-quantitative techniques to as-
sess the consequences of deferring an activity. Experts are used to assess the prob-
ability of each consequence number occurring along different criteria that are im-
portant to the organisation. 
A ranking methodology was employed that enabled multi-criteria ranking in 
the presence of uncertainty, and described the effects that uncertain valuations 
may have on the priority of a particular activity. Finally, the framework was 
demonstrated on a real world project set from a major Australian utility provider. 
 
 
Figure 4: APN under strong risk aversion in the safety consequence. Note that 
the projects are displayed in the same order as Figure 2. 
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