Objective To develop and validate a novel decision tree-based clinical algorithm to differentiate Kawasaki disease (KD) from other pediatric febrile illnesses that share common clinical characteristics.
M ore effective methods for the early diagnosis of acute Kawasaki disease (KD) are required to permit timely administration of intravenous immunoglobulin and prevention of adverse outcomes. The classic KD diagnostic criteria adopted by the American Heart Association (AHA) include fever plus $4 of 5 principal clinical signs ( Figure 1) . 1 These guidelines, although widely adopted by clinicians, occasionally fail to differentiate KD from other pediatric rash/fever illnesses. 2 Moreover, despite supplementary laboratory criteria to aid in the diagnosis of patients with KD who manifest only 2 or 3 clinical signs, these incomplete cases may still be missed by clinicians. 1 Missing the diagnosis can lead to delayed treatment, thus increasing the risk of developing coronary artery lesions. [3] [4] [5] We previously applied statistical learning using clinical and laboratory test variables, and developed a linear discriminant analysis (LDA)-based scoring system to differentiate KD from febrile controls 6 with a sensitivity of 92%-94% and a specificity of 88%-89%. However, 20%-30% of subjects in either the KD or febrile controls groups remained unclassified, and the algorithm performance on subjects with KD with incomplete clinical criteria was not investigated. 6, 7 In this study, we tested the hypothesis that applying separate tree-based algorithms after the LDA algorithm would improve the classification accuracy in differentiating subjects with KD from febrile control subjects. This novel integrated algorithm was validated with an independent subject cohort.
Methods
Subjects with KD and febrile controls meeting inclusion criteria were identified from the database maintained at the University of California San Diego KD Research Center. Complete demographic and clinical data were collected prospectively on all subjects with KD and febrile controls. A total of 1280 subjects (801 with KD and 479 febrile controls) were included in this study ( Figure 2 ; available at www.jpeds.com). Subjects with KD in this study were (a) patients with fever ($38.0 C rectally or orally) for no more than 10 days plus $4 of the 5 principal clinical criteria, (b) patients meeting fewer criteria but with coronary artery abnormalities (Z-score $ 2.5 for left anterior descending [LAD] and/or right coronary arteries [RCA] ) documented by echocardiography, and (c) patients meeting <4 criteria but meeting the AHA criteria for incomplete KD by laboratory criteria. 1 A concomitant viral infection by reverse transcriptase polymerase chain reaction did not disqualify the patient as a KD subject. Every subject was evaluated clinically by 1 of 2 expert KD clinicians and the final assignment of a KD diagnosis was based on the opinion of these 2 experts. Febrile control subjects were recruited from the emergency department (ED) at Rady Children's Hospital San Diego. All febrile control subjects had unexplained fever, $1 of the 5 principal clinical criteria for KD, and had laboratory tests performed including those commonly ordered for evaluation of KD, which included a complete blood count with manual differential, erythrocyte sedimentation rate, and levels of Creactive protein (CRP), alanine aminotransferase, and gamma glutamyl transferase. All patients referred to the ED for evaluation of possible KD (approximately 50% of the febrile control cohort) were offered enrollment as febrile control subjects in our study. We enrolled the remaining febrile controls from children in the ED presenting with fever and $1 of the clinical signs of KD, and excluded patients who had an obvious respiratory or gastrointestinal infection because KD would be unlikely to present in this manner. The final diagnoses of the febrile controls were determined by chart review by 2 expert clinicians from prospectively collected clinical and laboratory data and from review of microbiologic and serologic results and subsequent clinical encounters. Only 3.8% of the febrile controls (18 of 479) underwent echocardiography to evaluate for possible KD.
Signed consent or assent forms were obtained from the parents of all subjects and from all subjects >6 years of age. The study was approved by the institutional review boards of the University of California San Diego and Stanford University.
For each subject, we collected the 18 clinical and laboratory test variables retained in the final model of the LDA-based algorithm. 6 Clinical data included 6 clinical signs associated with KD: illness days (temperature $38.0 C); cervical lymph node of $1.5 cm; rash; conjunctival injection; extremity changes including red, swollen, or peeling hands or feet; and oropharyngeal changes including red pharynx, red, fissured lips, or strawberry tongue. Laboratory test data (obtained prior to administration of intravenous immunoglobulin for subjects with KD) included total white blood cell Figure 1 . Workflow to create a 2-step statistical algorithm for distinguishing subjects with KD and febrile control subjects. LDAand decision-tree-based models developed based on clinical and laboratory test variables were applied in sequence to construct a 2-step algorithm, partitioning the subjects into 3 diagnostic classifications (febrile controls, KD, and indeterminate). PPV and NPV of 95% were achieved at each step.
count, percentages of monocytes, lymphocytes, eosinophils, neutrophils, and immature neutrophils (bands), platelet count, hemoglobin concentration normalized for age, CRP, gamma glutamyl transferase, alanine aminotransferase, and erythrocyte sedimentation rate. For test results that exceeded the upper or lower limit of the test, we used the numeric value for the limit. Subgroups of subjects with KD were defined as having either normal coronary arteries (RCA and LAD Z-score always <2.5), transiently dilated coronary arteries (RCA and/or LAD Z-score $2.5 and resolving within 8 weeks of KD onset), or aneurysms (Z-score $5.0 or dilated segment 1.5 times the internal diameter of the adjacent segment). We performed a multivariate analysis on the clinical and laboratory test variables for KD and febrile controls discrimination in our total dataset. Panels combining 18 clinical and laboratory test variables were evaluated and the resulting ORs, P values, and variable effects on the final model were calculated.
Of the 1280 subjects (801 KD and 479 febrile controls), 489 (261 KD and 228 febrile controls) were from the development cohort in our previous study 6 and remained in this study's development cohort. The remaining 791 subjects were assigned into 2 cohorts while maintaining the same ratio of KD and febrile controls subjects across cohorts. Of the entire cohort of 1280 subjects, 228 of 801 subjects with KD and 287 of 479 febrile controls subjects had $1 missing value for the laboratory variables. Missing values were imputed among KD and febrile controls subjects, respectively, using a method of weighted K-nearest neighbors (Appendix 2; available at www.jpeds.com). 8 There were 533 subjects with KD and 318 febrile controls for model development, and 268 subjects with KD and 161 febrile controls for model validation. The study design is outlined in Figure 1 . A 2-step algorithm was developed using the 6 clinical and 12 laboratory test variables to stratify the subjects into 3 subgroups: febrile controls, indeterminate, and KD. The 95% positive predictive value (PPV) and negative predictive value (NPV) for KD and febrile controls classification were targeted at each step.
Primary Model
The previously developed KD algorithm was developed using an LDA method, with days of fever, 5 principal clinical criteria, and 12 laboratory test variables as input variables. The output of the algorithm was a unique score describing the probability of KD diagnosis for each subject. 6 Two cutoffs were set to stratify these subjects into 3 classification subgroups: febrile controls, indeterminate, and KD, 6 allowing 95% accuracy in both KD and febrile controls subgroups.
After applying the LDA model, 9.6% of subjects with KD (51 of 533) and 33.0% of febrile control subjects (105 of 318) in the development cohort remained indeterminate. The proportions of subjects with indeterminate scores, however, differed among the 4 subcohorts based on the number of principal clinical criteria manifested by each subject. The LDA model performed less well for subjects with fewer clinical criteria, yielding indeterminate scores for 28.4% of subjects with KD (29 of 102) and 43.9% of febrile controls (72 of 164) who manifested only 2 or 3 clinical criteria. Therefore, an additional model was developed to improve the adjudication of indeterminate subjects based on the number of clinical criteria present.
Secondary Model
To improve the classification of subjects in the indeterminate group from the first analysis, we used 2-step data mining methods to combine the advantages of multiple models to achieve better predictive accuracy than is possible with any individual model. 9 Random forest models constructed by a set of decision trees were developed. 10, 11 Subjects were divided into 4 subcohorts based on the number of KD criteria that they manifested (Figure 1) . Separate models were then developed for each subcohort. Specifically, subjects in the development cohort were further randomly partitioned into 2 subcohorts (subcohort I and subcohort II). A 'forest' of 300 binary 'trees' was constructed using randomly selected samples and variables (clinical and laboratory test variables) of subcohort I. At each node, 'trees' were split by choosing a split variable value producing the maximum node separation. 'Trees' were constructed until each of the terminal nodes reached a sample size of 1. Final decisions were reached by averaging the decisions of each tree. The derived algorithm was then calibrated with subcohort II by setting 2 thresholds that stratified all the subjects into 3 classification subgroups (febrile controls, indeterminate, and subjects with KD), allowing 95% PPV and NPV. The performance of the algorithm was tested on the validation cohort. The modeling details appear in Appendix 3 (available at www.jpeds.com).
Performance Analyses
Performance of the 2-step model was demonstrated by sensitivity, specificity, PPV, and NPV. Classification of incomplete subjects with KD and subjects developing coronary artery abnormalities was analyzed. Indeterminate subjects were analyzed to explore the model limitations. Performance of models derived with reduced numbers of input variables (missing data) was tested to explore its robustness in KD/ febrile controls classification.
Results
The demographic and clinical details of development and validation cohorts are presented in Table I . Asian patients were overrepresented among subjects with KD and underrepresented among febrile controls, compared with the San Diego population at large (12%). Febrile controls had a clinically determined or culture-proven etiology for their febrile illnesses (Table II ; available at www.jpeds. com). Viral diagnosis was established by viral culture, direct fluorescent antibody testing, or polymerase chain reaction assays. Viral syndrome was defined as a febrile illness that resolved without specific treatment and for which no specific pathogens could be identified.
Multivariate Analysis and 2-Step Analyses of KD and Febrile Controls
We compared subject with KD and febrile controls using the Fisher exact tests for categorical variables, and ORs and likelihood ratio tests for continuous variables (Tables III and IV; available at www.jpeds.com). Each subcohort had different statistically significant clinical variables in the univariate analysis and independent predictors in the multivariate analysis (Tables III and IV) , supporting the need to develop models for each subcohort separately. The impacts of each variable to the classification decision in secondary models were measured by the percent increase of model mean square error owing to the permutation of the variable values (Table V; available at www.jpeds.com).
By applying the previously derived primary LDA-based model and the score cutoffs that achieved 95% PPV and NPV, 6 90.0% of subjects with KD (721 of 801) and 57.4% of febrile controls (275 of 479) were correctly classified; 0.1% of subjects with KD (1 of 801) and 7.5% of febrile controls (36 of 479) were erroneously classified, and 9.9% of subjects with KD (79 of 801) and 35.1% of febrile controls (168 of 479) were left indeterminate.
The secondary random forest models, applied to 4 subcohorts of remaining indeterminate subjects, correctly classified 60.8% of subjects with KD (48 of 79) and 60.1% of febrile controls (101 of 168). The secondary models erroneously classified 2.5% of subjects with KD (2 of 79) and 6.0% of febrile controls (10 of 168), and 36.7% subjects with KD (29 of 79) and 33.9% of febrile controls (57 of 168) remained indeterminate.
The 2-step algorithm correctly classified 96.0% of subjects with KD (769 of 801) and 78.5% of febrile controls (376 of 479; Figure 3 ) with targeted $95% PPV and NPV. Only 3.6% of subjects with KD (29 of 801) and 11.9% of febrile controls (57 of 479) remained indeterminate, whereas 9.9% of subjects with KD and 35.1% of febrile controls subjects were left indeterminate by the original LDA model.
We compared the ability of the 2-step algorithm in terms of sensitivity, specificity, PPV, and NPV to the use of the AHA guidelines for KD diagnosis in the absence of echocardiography ( Figure 4 ; available at www.jpeds.com). Results showed that the algorithm had a sensitivity of 96.0% vs AHA guidelines of only 72.2%. The AHA guidelines had a higher specificity of 93.5% vs our specificity of 78.5%. However, when it came to PPV and NPV, the AHA guidelines and the 2-step algorithm had the same PPV around 95%, and our NPV was 99.2% whereas AHA guidelines had a NPV of 66.8%. Thus, use of the algorithm was better at identifying more patients with KD and having a better NPV for patients without KD.
Algorithm Performance in Subcohorts Stratified by Age, Illness Day, and CRP The diagnosis of KD in young infants can be particularly challenging. This algorithm performed well (Table VI; available at www.jpeds.com) among subjects #6 months of age (n = 92; 69 subjects with KD and 23 febrile controls). The PPV and NPV for these infants were both 100%. The sensitivity was 97.1% and specificity was 87.0%. Only 2 subjects with KD (3%) and 3 febrile controls (13%) were indeterminate. Among subjects >6 months of age (n = 1188; 732 subjects with KD and 456 febrile controls), the PPV, NPV, sensitivity, and specificity were slightly lower (93.9%, 99.2%, 95.9%, and 78.1%, respectively). The indeterminate frequency of these older subjects with KD and febrile controls were 3.7% (27 of 732) and 11.8% (54 of 456). The distribution of correctly classified, erroneously classified, and indeterminate subjects did not differ significantly among the 2 age groups (P = .12 by c 2 test). Importantly, the algorithm performed well in different age groups including the most vulnerable age group, namely, patients <6 months of age.
To determine the effect of duration of illness on algorithm performance, we divided the subjects into 4 subcohorts based on illness day (#3 days [n = 251]; 4-5 days [n = 435]; 6-7 days [n = 390]; 8-10 days [n = 204]) and analyzed the algorithm's performance for each subcohort (Table VI) . PPVs, NPVs, and sensitivities remained similar (<7% variation) among these subcohorts. The specificity levels decreased monotonically with illness duration from 85.7% the group of #3 days of illness to 61.2% the subcohort of 8-10 days of illness. The distribution of correctly classified, erroneously classified, and indeterminate subjects did not differ among subcohorts of illness days (P = .27 by c 2 test). THE JOURNAL OF PEDIATRICS www.jpeds.com
Volume -In our study, there were 242 of 479 febrile controls (50.5%) who had CRP values of $3.0 mg/dL. Of these febrile controls, the algorithm correctly classified 72.7% of the subjects (176 of 242), erroneously classified 12.8% of the subjects (31 of 242), and left 14.5% of the subjects (35 of 242) indeterminate. Of these 242 subjects, 61 fulfilled the criteria for incomplete KD based on AHA guidelines. This algorithm correctly identified 42.6% as febrile controls (26 of 61) and left 41.0% as indeterminate subjects (25 of 61) requiring further evaluation. For the 237 febrile control subjects who had CRP of <3.0 mg/dL, the algorithm classified 84.4% (n = 200) correctly as febrile controls, 6.3% (n = 15) erroneously as KD, and 9.3% (n = 22) as indeterminate. Such results demonstrate the utility of the algorithm as a classification tool for frontline clinicians to evaluate suspected KD when echocardiography is not readily available.
Algorithm Performance for Subjects with Incomplete KD Of 801 subjects with KD, 646 had complete KD, 155 met AHA criteria for incomplete KD with 62 showing coronary changes (57 had transiently dilated coronary arteries and 5 had aneurysms) on the initial echocardiogram. For the 93 incomplete subjects with KD with normal echocardiograms, the algorithm classified 80.6% (n = 75) correctly as KD, 1.1% (n = 1) erroneously as febrile controls, and 18.3% (n = 7) as indeterminate. Compared with the original LDA model (26.9% indeterminate), the 2-step model improved the correct adjudication of incomplete KD by almost one-third.
Classification of KD with Coronary Artery Abnormalities
Because the prompt diagnosis of the subset of subjects with KD who developed coronary artery aneurysms is of paramount importance, the model's performance was separately evaluated for subjects in regard to coronary artery status ( Figure 5 ). Of the 32 subjects with KD who were classified erroneously or indeterminate, 26 had normal and 6 had transiently dilated 
subjects who developed aneurysms based on baseline clinical criteria and laboratory test results before the echocardiography was performed. The distribution of these 28 subjects over the 3 subcohorts was shown in Figure 6 (available at www.jpeds.com). Five of these 28 subjects manifested 2 or 3 criteria and were diagnosed by echocardiography. In addition, 57 subjects who manifested 2 or 3 criteria had dilation of the coronary arteries (Zscore > 2.5) and were diagnosed on this basis. The decision support tool correctly identified 81% of subjects with incomplete KD (50 of 62) diagnosed by echocardiographic criteria. Thus, the decision support tool could be used on the initial examination to improve the diagnosis of KD.
Erroneously Classified and Indeterminate Subjects
Clinical and laboratory test variables were analyzed to profile the subjects with erroneous or indeterminate classification by the model. Of the 32 erroneously classified or indeterminate subjects with KD, 30 manifested #3 KD principal criteria. Thus, the majority exhibited incomplete clinical characteristics at the time that the algorithm was applied. In contrast, 70 of 103 erroneously classified or indeterminate febrile control subjects manifested $3 KD principal criteria. Distributions of the 12 laboratory test variables were compared among the correctly classified, erroneously classified, and indeterminate KD and febrile control subgroups ( Figure 7 ; available at www.jpeds.com). The subjects with KD erroneously classified as febrile controls had laboratory test values comparable with those of correctly classified febrile controls. Conversely, the laboratory test values of indeterminate subjects with KD and febrile controls were intermediate to those of the correctly classified KD and febrile control subjects. Adenovirus is well-known to mimic many of the clinical and laboratory features of KD. 12 For the 28 febrile control subjects with adenovirus infection documented either by culture, direct fluorescent antibody testing, or polymerase chain reaction in the validation cohort, the algorithm classified 57% (n = 16) correctly as febrile controls, 18% (n = 5) erroneously as having KD, and 25% (n = 7) as indeterminate. Such clinical and laboratory test result patterns likely explain the misclassification by the algorithm.
Impact of Variable Reduction in Algorithm Performance
Because patients typically have incomplete data early in their evaluations, we studied the effect of eliminating variables, beginning with the least weighted ( Figure 8 ; available at www.jpeds.com). The frequency of certain classifications decreased with the reduction in variable number from 18 to 3. A 9-variable algorithm including 6 clinical variables (5 KD principal criteria plus illness days) and 3 laboratory variables (hemoglobin concentration normalized for age, eosinophil percentage, and white blood cell count) had an 80% classification certainty rate for subjects with KD and febrile controls and 42% for incomplete subjects with KD. In our study cohort, there were 228 of 801 subjects with KD and 287 of 479 febrile controls with missing laboratory values. The impact of these subjects on algorithm performance was also explored (Appendix 2 and Table VII; Table VII available at www.jpeds.com). Missing laboratory data did not affect the algorithm performance and both the negative and PPV was preserved (Table VII) .
Discussion
The sequential use of a primary LDA-derived algorithm to perform initial classification and secondary decision-treebased algorithms applied in parallel to subcohorts of indeterminate cases resulted in improved classification certainty in differentiating KD from clinically similar febrile illnesses. The diagnosis of patients with incomplete KD criteria is also challenging. The algorithm correctly classified 80.6% of subjects with incomplete KD who fulfilled AHA laboratory criteria. In contrast with the AHA algorithm, which requires an echocardiogram as part of the evaluation, this algorithm is intended for use at the point of care in settings where echocardiography would not be readily available. The algorithm correctly classified 80.6% of subjects with KD who manifested #3 KD principal criteria and were diagnosed by echocardiography. Furthermore, the algorithm correctly classified all 28 subjects with KD who went on to develop the most severe complication, coronary artery aneurysms.
There are both strengths and limitations to our study. We enrolled well-characterized, phenotypically similar control subjects, of whom approximately one-half were referred to our ED specifically for evaluation of possible KD. Thus, we used development and validation cohorts that mirror the patient population for which a classification algorithm would be most useful. In addition, the algorithm used widely available laboratory tests coupled with easily observable clinical signs and can be adapted as a computer-or smart phonebased tool. Nonetheless, 3.6% and 11.9% of subjects with KD and febrile control subjects, respectively, remained indeterminate. The algorithm performed less well when #3 clinical criteria were present. Although subject age did not adversely affect algorithm performance, illness day did have an impact with a greater proportion of febrile controls correctly identified early in the course of the illness. The algorithm had a higher sensitivity but lower specificity for subjects having 8 to 10 days of fever compared with those having #3 days of fever. The natural evolution of laboratory values in acute KD is for the inflammatory markers to diminish with time. Thus, by 8 to 10 days of fever, many of the key components of the algorithm were already starting to normalize, thus making some of the subjects with KD look more like the febrile controls. 13 The goal of KD management is to treat with intravenous immunoglobulin as soon as the diagnosis can be established. Thus, the fact that the algorithm performed well, discriminating patients with KD from febrile controls in the early phase of their illness, makes the algorithm more valuable as a tool to ensure timely diagnosis and treatment. Integration into this algorithm of additional biomarkers that better differentiate subjects with KD and febrile controls could help to improve its performance. Incorporating nuanced clinical data such as limbal sparing of conjunctival injection or perineal accentuation of rash could also result in better diagnostic performance. Those data were not captured for this study, however, because the intention was to computationally capture the differences between patients to provide support for the more inexperienced practitioner. In the absence of a diagnostic test for KD diagnosis, there is always a possibility that subjects were classified erroneously. Thus, the best diagnostic tool will only be as good as expert clinicians until the etiology of KD is discovered and specific diagnostic tests can be devised. Before this algorithm can be adopted widely, it must be evaluated as a clinical device by the Food and Drug Administration, which will require prospective testing in larger cohorts from different medical centers where the "gold standard," including the use of echocardiography on febrile controls subjects, is established by other experts. The detailed algorithm will be made available to interested investigators upon request. n 
Appendix 2

Methods
Missing Data Handling and Its Impact on Algorithm Performance. In our study cohort, there were 228 of 801 subjects with KD and 287 of 479 febrile controls with missing laboratory values. Of these, 340 (142 with KD, 198 febrile controls) were included in the development cohort, and 175 (86 with KD, 89 febrile controls) were included in the validation cohort.
Missing data were imputed using a method based on weighted K nearest neighbours algorithm as follows: Assume that a subject with KD S had missing values for variable v. The method would find other K (K = 10 in our study) subjects with KD that have complete value for v, and have most similarity to S in other N -1 variables, where N is the total number of the clinical and laboratory test variables (N = 18) used in our study. The similarity was defined by the Euclidean distance between 2 subjects. Weighted average values of v in the K subjects with KD were used to estimate the missing value of v in the subject S. The weights of each of the K subjects were determined by its similarity to S. The same procedure was performed for febrile controls with missing values.
We explored the algorithm performance on subjects without and with missing laboratory values. For subjects without missing laboratory values, the primary LDA-based model correctly classified 91.1% of subjects (522 of 573) with KD and 44.3% of febrile controls (85 of 192), erroneously classified 13.0% of febrile controls (25 of 192), and 8.9% of subjects with KD (51 of 573); 42.7% of febrile controls (82 of 192) were left indeterminate. The secondary random forest models correctly classified 64.7% of subjects with KD (33 of 51) and 58.5% of febrile controls (48 of 82), erroneously classified 3.9% of subjects with KD (2 of 51) and 7.3% of febrile controls (6 of 82), and 31.4% of subjects with KD (16 of 51) and 34.1% of febrile controls (28 of 82) remained indeterminate. For subjects with missing laboratory values, the primary LDA-based model correctly classified 87.3% of subjects with KD (199 of 228) and 66.2% of febrile controls (190 of 287), erroneously classified 0.4% of subjects with KD (1 of 228) and 3.8% of febrile controls (11 of 287), and 12.3% of subjects with KD (28 of 228) and 30.0% of febrile controls (86 of 287) were left indeterminate.
The secondary random forest models correctly classified 53.6% of subjects with KD (15 of 28) and 61.6% of febrile controls (53 of 86), erroneously classified 4.7% of febrile controls (4 of 86); 46.4% of subjects with KD (13 of 28) and 33.7% of febrile controls (29 of 86) remained indeterminate.
The overall performance of the 2-step algorithm on subjects without and with missing laboratory values is shown in Table VII . The combined results for subjects without missing values showed that 96.9% of subjects with KD (555 of 573) and 69.3% of febrile controls (133 of 192) were classified correctly, 0.3% of subjects with KD (2 of 573) and 16.1% of febrile controls (31 of 192) were classified erroneously, and 2.8% of subjects with KD (16 of 573) and 14.6% of febrile controls (28 of 192) were classified as indeterminate. The combined results for subjects with missing values showed that 93.9% of subjects with KD (214 of 228) and 84.7% of febrile controls (243 of 287) were classified correctly, 0.4% of subjects with KD (1 of 228) and 5.2% of febrile controls (15 of 287) were classified erroneously, and 5.7% of subjects with KD (13 of 228) and 10.1% of febrile controls (29 of 287) were classified as indeterminate.
Compared with the results shown in Figure 3 , involvement of subjects with missing laboratory increased the indeterminate rate of subjects with KD from 2.8% to 3.6%, but reduced the indeterminate rate of febrile controls from 14.6% to 11.9%, leading to a reduced sensitivity (from 96.9 to 96.0%) but an increased specificity (from 69.3% to 78.5%). The positive predictive value (PPV) and negative predictive value (NPV) remained at similar levels (PPV decreased by 0.3% and NPV increased by 0.7%).
Appendix 3
Methods
Modeling Procedures of Random Forest Model. In modeling step I, subjects in the development cohort were further randomly partitioned into 2 subcohorts (subcohorts I and II) with equivalent sizes for model training [in step (I)] and calibration [in Step (II)]. Assuming there were N 1 subjects (S i ; i ¼ 1; 2; .N 1 ) with M clinical and laboratory test variables (f ij ; j ¼ 1; 2; .M) in subcohort I, each subject S i in subcohort I can be expressed as (ðf i ; y i Þ; i ¼ 1; 2; .N 1 ) where f i is the M-dimensional vector for the subject S i and y i is the clinical outcome to be predicted (0 for KD and 1 for febrile controls). A "forest" of 300 forecasting decision trees was developed using the data in subcohort I. Specifically, each tree was developed using randomly selected 63.2% of the N 1 subjects and one-third of the M variables. At each node, the tree was split by choosing a split variable value producing the best split. The maximum size of each terminal node was 1. The final predicted score T was an average of decisions on each tree. That is,
In modeling step II, the predictive scoring threshold was calibrated on subcohort II to create a risk measure for an individual subject. Applying the step (I) model to each subject S i in subcohort II, the derived predictive scores TðS i Þ; i ¼ 1; .; N 2 were ranked. For each value of T, we calculated the PPV and NPV for KD and febrile control classifications as follows:
IðT À TðS i ÞÞ where. IðxÞ ¼ 1 x.0 0 other
In this way, we had a mathematic function mapping predictive values to PPV and NPV (ie, each subject was assigned a PPV and a NPV to estimate the risks of being a KD and febrile control with the given score). The 2 scores mapping to 0.95 PPV and NPV were selected as the cutoffs. We obtained 2 thresholds T h and T m from this mapping.
KD subgroup:
Indeterminate subgroup:
T m \TðS i Þ\T h Febrile controls subgroup:
In modeling step III, after calibration, the model's performance was tested using the validation cohort, assessing the model and calibration values derived in step (I) and (II). Again we applied the step (I) model to each subject S i in the validation cohort to derive the predictive scores TðS i Þ; i ¼ 1; .; N 3 and determined the subgroup each subject belonged to according to the PPV and NPV score mapping constructed in step (II), so as to drive the decision for all subjects. *Diagnosis of scarlet fever was based on a positive rapid streptococcal antigen test or throat culture and a compatible rash that responded to treatment with antibiotics active against this organism. Streptococcal serology was not consistently performed. †Viral syndrome was defined as febrile illness without identified pathogen that spontaneously resolved without treatment. zOther/unknown included mycoplasma infection (3 in the development cohort, 2 in the validation cohort), drug reaction (5 in the development cohort, 1 in the validation cohort), and unknown diagnosis (9 in the development cohort, 9 in the validation cohort). 
