The purpose of this paper is to present a new method to design exact geometric predicates in algorithms dealing with curved objects such as circular arcs. We focus on the comparison of the abscissae of two intersection points of circle arcs, which is known to be a difficult predicate involved in the computation of arrangements of circle arcs. We present an algorithm for deciding the x-order of intersections from the signs of the coefficients of a polynomial, obtained by a general approach based on resultants. This method allows the use of efficient arithmetic and filtering techniques leading to fast implementation as shown by the experimental results.
I. INTRODUCTION
Implementing geometric algorithms is difficult because the decisions made by such algorithms are taken on the basis of simple geometric questions, called predicates, solved by the evaluation of continuous functions subject to rounding errors, though the algorithms are basically of combinatorial and discrete nature. For example, the sweep line paradigm is a combinatorial algorithm relying on predicates such as x-comparisons.
The use of floating point arithmetic to evaluate predicates often produces inconsistencies. For instance, plane sweep algorithms, which are basic tools in computational geometry, are known to be very sensitive to numerical errors: when computing arrangements of curves, a plane sweep algorithm needs to sort intersection points between curves by x coordinates, and if, due to erroneous numerical computations, the x comparison test is not transitive, the algorithm may crash.
To cope with this problem, people may either work on the *This research was partially supported by the ESPRIT IV LTR Project No. 28155 (GALIA). The full version [7] of this paper is available at http ://www-sop. inria, fr/prisme/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the lull citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Computational Geometry 2000 Hong Kong China Copyright ACM 2000 1-58113-224-7/00/6...$5.00 combinatorial part and design new algorithms that support inconsistencies, or implement the predicates in an exact way so that the combinatorial algorithm may rely on them safely. In this paper, we use the second approach and concentrate our attention on predicates.
A predicate takes a continuous input (points, coefficients) and produces a discrete result; in general the result has three possible values: two main values (e.g. inside, outside) correspond to geometric situations where the answer remains the same in a neighborhood of the input, and the third value (e.g. on the boundary) is the situation, called degenerate, where the answer switches from one to the other main values. The general methodology that we propose here can be sketched as follows:
1. Determine the geometric configurations for which the input of the predicate is in a degenerate situation (same abscissae, cocircular points, ... ).
2. Apply resultant techniques to compute a polynomial of the input parameters that characterizes these configurations.
3. Exploit the geometric meaning of this resultant polynomial in order to optimize the computations.
4. Deduce from the signs of the roots of this resultant polynomial (as a polynomial in one of the parameters) the value of the predicate.
5. Use efficient arithmetic and filtering techniques to get an efficient implementation of the predicate.
In this approach, the value of the predicate depends on a combination of signs of polynomials. The robustness of a geometric algorithm is clearly connected to the algebraic degrees of the polynomials involved in the predicates it uses.
The maximum of these degrees has been proposed as a measure for algorithms [13] .
We study this degree in the case of algorithms computing the intersections of curve segments. Such algorithms are based on some of the following predicates [2] : a) x-order of endpoints b) endpoint above or below curve c) curve intersection test d) orientation of three endpoints Recent researches have been performed to propose algorithms that use a restricted subset of predicates of low degrees [1, 2, 3] . Typically, one of the goals is to avoid predicates e) and h) because their degree is known to be higher than the degree of a). This is true in particular for the most extensively studied case: the case of line segments.
We focus in this paper on the basic predicates a), e) and h) and show in Section 2 that, in the case of circle arcs, for an appropriate representation of the data, they are equivalent. We prove that it is possible to compare exactly and efficiently the abscissae of two intersection points between circle arcs (predicate h), without computing these intersections.
To this aim, we use a general method based on resultants that allows us to find an algebraic expression of this predicate, involving polynomials of degree at most 12 in the data. We use the multivariate Bezoutian to construct this resultant [10, 4] . This computation is performed in Section 4 with the MAPLE package multires 1. The resultant polynomial that we obtain corresponds to a geometric condition, which should be a function of basic intrinsic quantities (as asserted by the first fundamental theorem of invariants [19] ). Indeed, moving back from algebra to geometry and using invariant theory [12, 17] , we express in Section 5 this resultant polynomial in terms of basic invariants, for which we give a geometric interpretation. This compact representation reduces the arithmetic complexity of the expressions whose sign must be evaluated and speeds up their numerical evaluation.
Then we develop in Section 6 a strategy to answer our predicate, from the signs of the coefficients of this resultant seen as a polynomial in one parameter, without necessarily evaluating completely the resultant. We show that, depending on the configuration of the data, computing the signs of polynomials of degrees 5, 6 or more, but never greater than 12, lhttp://www.inria.fr/saga/logiciels/multires.html is sufficient.
The practical impacts of this approach are twofold. First, we show experimentally that our method, though more complicated to describe, substantially improves on the existing method (Section 3) of evaluation of the predicate, using the same kind of arithmetic. Second, this method allows us to use the most efficient filtering techniques [15[, which does not apply with the other method. More precisely an implementation of an exact predicate usually requires two (or more) steps. In a first step, a filter (Section 7) computes approximations of the polynomials and if these values are far enough from 0, the signs of the polynomials can be determined safely; the higher the algebraic degree is, the more often the filter fails to conclude at this first step. In a second step, only in close to 0 cases, an exact computation is performed. We apply this technique here and report on the improvement that we obtain in Section 8. The different possibilities that we consider have been implemented in C++ with the CGAL library 2 (Computational Geometry Algorithms Library) [5] .
2.
REPRESENTATION OF CIRCLE ARCS Circles and also circle arcs can be defined in several ways. A circle can be described as passing through three points, or by its center and radius, or by its Cartesian equation... For circle arcs the possibilities are even larger, for example an arc can be defined by its two endpoints and a third point on the arc in between.
However, in the computation of an arrangement of circle arcs, we need to construct new arcs having their endpoints defined as intersections of original arcs, and to represent these resulting arcs in the same way as the data in order to be able to use them for further computations. This implies some restrictions on the possible representations: using explicitly the endpoints in the arc representation would imply the possibility of computing exactly these endpoints. These exact computations are only possible using an arithmetic able of dealing with square roots, which would be very costly.
That is why we propose another representation for circle arcs, whose fundamental property is to be stable by the operation that consists in cutting arcs with other arcs: we define an arc to be supported by a circle and limited by two lines (with some additional orientation conditions to distinguish between all the arcs defined on a circle by two lines). The two endpoints are implicitly represented as intersections between the circle and two lines. We assume the data to be represented exactly, for instance as fixed sized integers. Referring to the notion of algebraic degree, a, fl, p and q are of degree one and ~ and s are of degree two.
In order to define unambiguously one vertex as C n E, we choose it to be the leftmost or the rightmost of the two intersection points ( Figure 2 ).
Let the arc .4' be the result of cutting one data arc .4 supported by circle C by two other data arcs .41 and .42 respectively supported by circles C1 and C2. Then .4' has the following representation: .4' is supported by the same circle C, one of its two endpoints is defined as one of the intersections between C and the radical axis of C and C1, and its second endpoint is an intersection of C with the radical axis of C and C2 ( Figure 3 ).
Note that when two circles are given by their equations
, then the equation of their radical axis is simply C -C1, which has the important property that its coefficients are of degree one in the data. In this way, it can be represented exactly without increasing the degree of the coefficients.
Thus, predicates a), e), and h) are equivalent with this representation. This naive method will be compared in Section 8 with the new method that we propose in the sequel.
NAIVE METHODS FOR x-COMPARISON
To avoid the computation of square roots, a natural idea (used for example in [2] ) consists in squaring expressions. To evaluate the sign of an expression E(u) with square roots, the idea is to write the equation E(u) = 0. Then one square root is isolated on one side of the equality sign and both members of the equation are squared. The process is repeated as many times as necessary to eliminate all square roots and to obtain a polynomial P(u) = 0. Unfortunately, this squaring process creates new roots, and the two formulations are not equivalent: E(u) ----0 ==~ P(u) = 0 but P(u) = 0 =~ E(u) = 0 and consequently the sign of P(u) is not directly related to the sign of E(u).
A correct and careful use of this squaring technique would require the introduction of extra polynomials to guarantee that expressions corresponding to square roots are actually non negative, which would make the naive method turn less naive and less easy to use and implement. In fact, it would give results similar to ours. Our method is as simple and more general. Moreover the resultant formulation systematizes this hand-made approach.
APPLICATION OF RESULTANTS TO x-COMPARISON OF INTERSECTIONS
We illustrate here the use of resultants for the arrangement of circle arcs. This method can be generalized to many other situations involving algebraic objects (for instance conics). The predicate that we are considering is the relative position of the abscissae of the vertices of two circle arcs. The primal idea is that the relative position of the vertices can be decided from the sign of a polynomial in the input parameters which vanishes when two of these points have the same abscissae. In fact, this idea does not yield directly the required polynomial and needs to be elaborated a little more as follows: we introduce a new parameter of translation t along the x-axis as one of the input parameters. Then, we compute the resultant of the polynomial equations corresponding to equal abscissae using the Bezoutian formulation, and we obtain a polynomial P(t) whose coefficients are polynomials in the parameters of the circle arcs. 
Figure 4: Translation
As we will see, this polynomial is of degree 4 with 4 reals roots, which is not surprising since there are obviously 4 translations such that one of the abscissae of one arc coincides with one of the abscissae of the second arc. The signs of the roots of this polynomial will give us the relative configurations of the two arcs. We will use the sign of the coefficients of this polynomial in t to determine the signs of the roots and thus the configuration of these two circle arcs.
This yields a method for x-comparison, in which the signs of some polynomial coefficients must be evaluated. This method, which seems to be more complicated than the naive one (section 3), allows us to use static and semi-static filters and thus to speed up the computation as we will see. Moreover it can be generalized to higher degree curves.
As explained previously, we must compare the abscissae of two vertices of the circle arcs .41 and ,4~. Since a vertex is chosen on each arc, we can consider only one line per arc: the line defining the vertex we are interested in. The vertex is thus defined as the leftmost or rightmost intersection of circle Ci(x,y) = 0 and line £i(x,y) --0. More precisely, M~ (resp. M~) denotes the leftmost (resp. rightmost) intersection between Ci and £i, for i -1, 2, and Ii (resp. ri) denotes the abscissa of M~ (resp. M~) (see Figure 4) .
We translate the arc ,41 by t in the x direction. The endpoints of this translated arc ,4~ are defined by the equations Cl(x + t,y) = 0 and £1(x + t,y) = O. We remark that two of the abscissae of the vertices of ,4~ and ,42 coincide if and only if the system
It is a system of 4 equations in 3 unknowns, for which the resultant theory over P" can be applied (see full paper or general introductions [21, 6] ): the problem is reduced to finding a necessary and sufficient condition on the parameters t, al,t31, (~,j32,71,72,pl,p~,ql,q2,sl,s2 such that the system has a solution.
To compute this resultant, we first compute the B~zout matrix [9, 10, 4] with Maple using the rnultires package. > CI:= (x+t-alphal)^2 + (y-betal)^2 -gammal:
> LI:= pl*(x+t) + ql*y + sl: > C2:= (x-beta2)^2 + (z-beta2)^2 -gamma2: > L2:= p2*x + q2*z + s2:
The B~zout matrix Bez is a 7 x 7 matrix in the parameters (aa, ill, a2, f12, 71,72, pl, p2, ql, q~, sl, s2). Any maximal non-zero minor of Bez is divisible by the resultant. We apply fraction-free Gaussian elimination [11] (also known as Bareiss method) on Bez. The element G,,,n is a maximal minor of the B~zout matrix and therefore a multiple of the resultant. Factoring out G,,,,, and removing the extraneous factors, we get an irreducible polynomial P(t), which is of degree 4 in t. Consequently it is the resultant of the polynomial system.
P(t) = Pot 4 + Pit a + P2t 2 + Pat + P4.
Po,..., P4 are polynomials of respective degrees 8, 9, 10, 11 and 12, in the parameters oq, ~1, o~2, f~2, 71,72, pl,p2, ql,q2, Sl, s2 where 71,72, sl, and s2 are considered of degree 2 (see Section 2). The expansion of P contains 659 monomials. It is not given here.
Remark: Another approach would have consisted in computing the quadratic equation giving the abscissae of the vertex for each circle arc, as in Section 3. It is obtained by elimination of y in the equations C~(x,y) = 0 and line £1(x,y) = 0, using the classical Sylvester resultant, which yields two equations of the form
(see Equation (1) in Section 3) where
Eliminating x in these two quadratic equations (again using Sylvester resultant) also yields a multiple of the polynomial P. Though this approach is conceptually simpler to understand, it does not apply for general geometric predicates. On the contrary the methodology that we describe here, which eliminates the variables in one step, can be generalized to other cases, which explains why we presented these general tools.
REDUCING THE DEGREES
In this section, we show that classical invariant theory considerations allow us to rewrite the polynomials Pi, i = 0,..., 4 in a simpler way.
The resultant is known to be the polynomial in the input parameters having minimal degree among the polynomials giving conditions so that the endpoints abscissae are equal. However, its coefficients can be expressed in a more compact form. We will see in Section 6 that the signs of the coefficients play a central role in the method. These signs will be trivially deduced from the signs of the factors.
Using Maple, we can simplify the expressions of the coefficients P~,i = 0,... ,4: The polynomials 11, Is and K are the classical invariants [8, 14, 17] 
by the action of SLs(C) (subgroup of GL(C 2) of matrices of determinant 1) of Ql(v, w) and Q2(v, w).

The polynomial J (resp. J') is an invariant of the same forms by translations (v, w) ~-* (v + aw, w) (resp. (v, w) ~-~ (v, w + by)).
Though J" is not an invariant, this notation is used because of the similarity of its expression with those of J and J'.
With this representation, we now need 80 arithmetic operations in order to evaluate P(t) instead of 659 × 13 = 9048 arithmetic operations for the initial monomial expansion.
Geometric interpretation of the algebraic expressions
Though these expressions are obtained by algebraic methods, they still have a geometric meaning. Looking back to the data, Bi/Ai can also be seen as the abscissa of the projection of the center 12i of Ci onto £~.
It is interesting to notice that C~/Ai is related to the power of the point P~, intersection between £i and the y axis, with respect to circle C~. Indeed, with the notation defined in Figure 5 , we have 
~-A1 A21lrl12r2 2 2 "
Though J" is not an invariant, it can be easily expressed in terms of the abscissae of the arcs endpoints.
J" = A1Cs-AsC1
= A1 As (C2/A2-C1/A1) = A1 A2 (12rs -11 rl).
-6-Finding a simple geometric meaning for K is more tricky. As J, K depends on both Q1 and Q2. K = C1 As + A1 Cs -2 B1 Bs
(CI____Cs _2B1B2)AI.~22 = AlAs "~1 +-~
It can be noticed [8] that K = 0 if and only if the points (ll,rl,12,r2) on the x axis form an harmonic division. Indeed, if we denote by [11, rl; 12, r2 ] the cross ratio of the four points in this order, the reader will easily check that 
[ll,rl;ls,rs] = (Is -ll)(rs -rl) (definition)
(
ABSCISSAE
We are now given a polynomial P whose four roots give the translations that make the abscissae of an endpoint of -41 and an endpoint of .4s coincide.
We classify here the different possible configurations of the two arcs and relate them with the number of positive roots of P.
Case 1 11 < rl < ls < r2 4 positive roots Case 2 11 < ls < rl < rs 3 positive roots Case 3a 11 < Is < r2 < 'rl 2 positive roots Case 3b Is < ll < rl < rs 2 positive roots Case 4 Is < ll < rs < rl 1 positive root Case 5 12 < rs < ll < rl 0 positive root Thus, except for the cases 3a and 3b, the number of positive roots of P gives all the necessary information on the x-order of the endpoints of the arcs.
We now remark that we are only interested in comparing two abscissae, say 11 and 12, so, the complete determination of the case is not necessary, since 11 < ls if we are in Cases 1, 2 or 3a and 12 < 11 otherwise.
Descartes rule specifies that the number of sign changes in the coefficients P0, P1, Ps, P3 and P4 of P is an upper bound for the number of positive roots of P [18] . In the case where all the roots of P are real, Descartes rule gives in fact the exact number of positive roots. Indeed, if the number of sign changes is a, by applying the Descartes rule to P(-t), we get that the number of negative roots is less than degree(P) -a, and thus if all the roots of P are real, Descartes rule gives exactly the number of positive and negative roots.
We thus summarize in Table 1 the different possibilities of sign sequences in the coefficients of P. Some sign sequences are impossible: more precisely, we know that P0 > 0, and if P2 < 0 then we can deduce that K < 0 and thus that P1 and P3 have opposite signs. Thus only 12 possible sign sequences can occur. The second row of the table gives polynomials having the same sign as Pi.
To distinguish between Cases 3a and 3b, which both cor- Table 1 : Sign sequences and configurations respond to two positive roots for P, we can compute the difference between the horizontal squared lengths of the segments.
As noticed above, we are not interested in the whole order on the four endpoints of .A1 and .4: but in comparing a given endpoint of .41 with one of .42. To make this comparison, computing the signs of all the coefficients of P is not always necessary. We use the following observations:
• Po is positive,
• P1 has the same sign as J (which is simpler),
• when J has been computed, knowing the sign of P3 is equivalent to knowing the sign of K,
• if K is is positive then P2 is necessarily positive,
• if J' and J have opposite signs, then P4 is positive.
Using these facts, Figure 7 describes an evaluation strategy for comparing rl and 12, using if possible only the evaluation of small degree expressions. Comparing 11 and r~ is similar. The comparison of ll and 12 or rl and r2 is a little more complicated (see full paper). In the figure, for each new polynomial to evaluate, we give its degree and the number of arithmetic operations (additions, multiplications) needed to evaluate it; of course this number of operations depends on the number of expressions that were previously computed and that are reused. These numbers measure respectively the time and the precision of the computation.
ARITHMETIC FILTERS
To implement the predicates described in the previous section, we need to be able to compute the signs of various polynomial expressions exactly.
If we assume, as in Section 2, that the data are fixed sized integers, these computations can be done exactly using some library for exact computation on integers or other suitable number types. However, computing the exact value of an expression with many digits when we are only interested in its sign appears to be a waste in many cases.
A filtering strategy for the evaluation of such predicates [20] has been developed in geometric computing. Let us assume that the sign of a polynomial expression Z(u) must be evaluated (in our case Z is one of our polynomials, J for example), where u denotes its parameters, (u = (al, ~1, pl, ql, sl, ~2,/32, p2, q2, s2) in the case of J). The basic idea is to compute an approximate value Z(u) together with a certified error ¢(Z, u) on this approximation, which is cheap. If IZ(u)l > ¢(Z, u), then the signs of Z(u) and Z(u) are guaranteed to be the same and the predicate answers safely; otherwise exact computation is performed.
Different kinds of filters can be used, depending on the kind of error computation used: if an upper bound is known on the input u of the predicate Z, it is possible to compute a worst case error which does not depend on u. This error can be computed in advance and only once for all possible calls of the predicate, we call it the static error.
If Z(u) is small, the reason can be because the situation is almost degenerate or because that u is small, in the latter case an better error bound can solve the problem for cheap, we call this kind of error a semi-static error (see full paper).
These two techniques can be used only for polynomial expressions on integers bounded by some constants known in advance. A simpler technique consists in using some interval arithmetic package to perform the evaluation of Z(u [15, 16] . i static I means static filtering as described in Section 7 assuming bounds on the input data. I semi-static I means semi-static filtering, described in Section 7 too.
Since the naive predicate needs division and square root, it can be evaluated only with "Interval" and "real". The polynomial method can be used with all the arithmetics above. When some filter fails to certify the answer, we switch to another technique.
Input data
We have tested several kinds of data generated as follows:
We pick at random in [-M, M] 2 three points F, F' and P with M = 222, and construct one of the two arcs defined by the circle of center F passing through P and by the radical axis of the two circles respectively centered at F and F' and passing through P. Then, we test if P is the right or left endpoint of the arc and we keep the arc if it matches our needs. The two arcs involved in the predicate are generated independently. [ rndl6 I Same as above with M = 216. Such an example gives evidence of the efficiency of the semi-static filter in situations where the upper bounds on data are not tight.
I degenerate
I Same as above (with M = 222), except that the two arcs are not independent, the two points "P" have the same abscissa. I almost I Same as the previous one except that the squared radius of the first circle is incremented by one. Thus one of the arc does not end at P but near P.
Results
Time performances have been measured with the Unix command clock. We have used a PC-Linux with Pentium-III 500MHz (the compiler is g++ 2.95.1 with option -02 -mcpu=pentiumpro -march=pentiumpro). Times axe given in #s per predicate evaluation. We also give the percentage of success of the different kinds of filters.
The time for computing with double numbers is given as a reference, but of course the results are false in the case of difficult input. We give the percentage of exactness of the predicate with double. Since this double version of the predicate obviously does not allow to know if a given evaluation is exact or not, we used an exact version to determine this percentage of success.
We give also the percentage of success of the different filtering techniques. Table 2 shows clearly that the polynomial method gives better running times than the naive method even if we use the same arithmetic. Furthermore, the polynomial method allows us to use faster filtering techniques and integer arithmetic for exact computation. We give more details and results in the full paper.
If we compare the static -t-semi-static + interval + GMP scheme in the polynomial method with the interval + real combination in the naive method, we are 6 times faster in general situations and 15 times faster in degenerate situations. If we compare our strategy to the hazardous double evaluation, the time penalty is really small and even an exact evaluation with our strategy is cheaper than an unsafe one using the naive method.
In almost degenerate cases, the dynamic filter using interval arithmetic has a better success rate in the naive method than in the polynomial one. Thus the best strategy is to use static and semi-static filtering to filter out easy cases using the polynomial method, then to use interval arithmetic together with the naive method, and in really difficult cases to use the polynomial method with integer arithmetic.
CONCLUSION
In this paper we studied in detail a geometric predicate needed in the sweep line algorithm for arrangement of circle arcs.
We have shown that techniques from algebraic geometry such as resultant and Bezoutian provide polynomial formula for such predicates. These formulas have been converted in an efficient algorithm for the predicate evaluation which compared favorably to the usual naive evaluation of the predicate. Furthermore, these formulas, as opposed to the naive ones, allow the use of more efficient filters and arithmetics, which results in exactness and efficiency.
