We study the question of lower bounds for the Hausdorff dimension of a set in R n containing spheres of every radius. If n ≥ 3 then such a set must have dimension n. If n = 2 then it must have dimension at least 11/6. We also study the analogous maximal function problem and related problem of Besicovitch sets with an axis of symmetry. Besicovitch and Rado [1] and Kinney [5] proved the following result: There is a closed set E ⊂ R 2 with measure zero which contains a circle of every radius.
Besicovitch and Rado [1] and Kinney [5] proved the following result: There is a closed set E ⊂ R 2 with measure zero which contains a circle of every radius.
The construction of Besicovitch and Rado works in R d : If d ≥ 3 there is a closed set E ⊂ R d with measure zero which contains a sphere of every radius. We will give an exposition of this construction in Section 1 below.
One can ask whether a set containing a sphere of every radius must have Hausdorff dimension d. As it turns out, this question is easily answered in higher dimensions.
Theorem 1. A Borel set in R d , d ≥ 3 which contains a sphere of every radius has Hausdorff dimension d.
In R 2 this may still be true but appears harder. One purpose of this paper is to prove the following partial result.
Theorem 2. A Borel set in R 2 which contains a circle of every radius has
Hausdorff dimension at least 11 6 . Following a known pattern (see [2] for example) we will derive Theorems 1 and 2 from L p → L q estimates for a related maximal function. Fix δ > 0. For x ∈ R d , r ∈ [ |f |,
where |E| means Lebesgue measure of E. In higher dimensions we have the following estimate: [3] and we expect that it may have been observed before, although we don't know a reference and will therefore give a proof, in Section 2.
Theorem 1 is easily seen to fail in in R 2 , as we will show in Section 3. The correct question appears to be whether there is an estimate
By interpolation with the trivial estimate ||M δ f || ∞ ≤ Cδ −1 ||f || 1 , an equivalent question is whether there is an estimate
When p = 2 (hence q = 4) this estimate is due to Pecher [9] (Theorem 1, the case n = 2 and q = ∞), in an equivalent form referring to solutions of the wave equation, but non-L 2 estimates appear to require different ideas.
We will prove (4) when p ≤ 8 3 , using a geometric approach related to that of Marstrand [7] . Actually, we will prove (as does Pecher when p = 2) the following slightly stronger "endpoint" result.
Theorem 2 . If
Whether (4) holds when 8/3 < p ≤ 3, and whether a set in R 2 containing a circle of every radius has Hausdorff dimension 2, at present are open problems. These problems can be regarded as special cases of the local smoothing problem for the wave equation [10] , [8] -a slightly weaker form of (3) (namely: The same estimate with the L 3 norm replaced by the L 4 norm on both sides of the inequality) would follow readily from the "sharp local smoothing" conjecture made in [10] , [8] .
Another closely related problem, which was the original motivation for this paper, is the three dimensional Kakeya problem specialized to the cylindrically symmetric case. More precisely define a rotation invariant function to be a function f : R 3 → R such that x = (x 1 , x 2 , x 3 ) ∈ R 3 , θ ∈ R ⇒ f(x 1 cos θ + x 2 sin θ, −x 2 cos θ + x 1 sin θ, x 3 ) = f(x) and a rotation invariant set to be a set whose characteristic function is rotation invariant. A Besicovitch set is a Borel set in R 3 containing a line segment in every direction. We will prove:
Theorem 3. Any rotation invariant Besicovitch set has Hausdorff dimension at least
17 6 . For general sets, the best bound presently known is 5 2 , proved in [13] which contains references to relevant previous work.
Bourgain [2] realized that the maximal function most closely related to the Kakeya problem is the following f * δ . If f : R 3 → R, δ > 0, P 2 is two dimensional projective space then one defines f * δ : P 2 → R by f * δ (e) = sup
where T δ e runs over all cylinders with length 1, cross section radius δ and axis in the e direction. We will prove the following.
Theorem 3 . If f : R 3 → R is rotation invariant then
To see why Theorems 2 and 3 are related, note first that although Theorem 3 is formulated in R 3 , it is really a two dimensional result because of the rotation invariance. We will show in Section 5 that it basically reduces to a result like Theorem 2 with hyperbolas instead of circles. Namely, if δ > 0 is fixed and if x, y, z are real numbers with x > 0 and 1 2 ≤ z ≤ 2 then we define
H(x, y, z) = (s, t) ∈ R
2 : s > 0, (6) and for f : R 2 → R we definẽ M δ f (z) = sup x>0,y∈R 1 δ H δ (x,y,z) |f |.
dist((s, t), H(x, y, z)) < δ ,
Lemma 5.1 below is the result analogous to Theorem 2 forM δ . In fact, we will obtain both Theorem 2 and Lemma 5.1 as special cases of a more general result (Theorem 4.1) for families of curves satisfying the "cinematic curvature" condition from [10] .
Theorem 3 bears the same relation to Theorem 3 as Theorem 2 does to Theorem 2. In fact, the implication (Theorem 3 ⇒ Theorem 3) follows by specializing the argument in [2] , Lemma 2.15 to the cylindrically symmetric case, while the following lemma shows that Theorems 1 and 2 imply Theorems 1 and 2. The proof of this is identical to the proof of Lemma 2.15 in [2] , so we omit it.
We use the notation x y to mean that x ≤ Cy for a suitable fixed constant C, and similarly with x y and x ≈ y. The rest of the paper is organized as follows: In Section 1 we carry out the Besicovitch-Rado construction in general dimensions and in Section 2 we prove Theorem 1 . In Section 3 we extend lemmas from [7] to the setting of curves with cinematic curvature, and in Section 4 we prove Theorem 2 and the above mentioned generalization. The argument in Section 4 is the main point of the paper. In Section 5 we prove Theorem 3 .
We will follow the idea of Besicovitch and Rado, i.e., will set up a recursive Perron tree type construction where the sets to be translated are annuli rather than triangles. The Besicovitch-Rado construction can in fact be generalized to higher dimensions with essentially no changes. However, we will give a slightly different construction instead. This leads to a better estimate (at least in low dimensions) in Proposition 2.2 below.
We need a certain geometric fact, Lemma 1.1 below. In R d consider two spheres S 1 and S 0 of radii P 1 and P 0 , where P 1 > P 0 . Suppose these spheres have centers C 1 and C 0 respectively such that |C 1 − C 0 | < P 1 − P 0 , and let α = P 1 − P 0 − |C 1 − C 0 |. Consider a ray, R, which emanates from C 1 , and let θ be the angle between R and the ray through the two centers C 1 and C 0 which also originates at C 1 . Lemma 1.1. The length of the segment of R between S 0 and S 1 is
Proof. Let x denote the portion of R between C 1 and S 0 . What we wish to calculate is P 1 −|x|. By the law of cosines
Given that θ
1 and θ 1 are small,
The inequality on the second line holds since
x for small positive x. The reverse inequality also holds provided the constant 1 2 is replaced by a slightly larger one and θ
is small. This finishes the proof of the lemma.
The typical step in the recursive process is as follows. Let A be an annulus in R d with center x 0 , A = {x ∈ R d : P 0 ≤ |x − x 0 | ≤ P 1 }, and call P 1 − P 0 the width of A. We assume that 1/2 ≤ P 0 < P 1 ≤ 2P 0 ≤ 2 throughout; this serves to make all constants independent of P 0 and P 1 . For fixed n and fixed e ∈ S d−1 we describe φ n e (A). First divide A into n concentric annuli (each of width (P 1 − P 0 )/n), and translate them in the e-direction relative to the center, x 0 , of A as so: Numbering the annuli form 1 to n in order of largest to smallest, the k-th annulus is translated a distance (k − 1)(P 1 − P 0 )/n. In this way the n new annuli intersect tangentially 1 along a ray in the e-direction; we call φ n e (A) a figure and x 0 the center of this figure. Clearly the measure of a figure is smaller than that of the original annulus. Let N δ (E) = {x : dist(x, E) < δ} -the δ-neighborhood of E -and let Γ e θ (x 0 ) denote the cone based at x 0 of width θ in the direction of e -i.e., Γ e θ (x 0 ) = {x 0 + th : 
Lemma 1.2.
Let A, n, e be as above. Then for (absolutely) large n,
Proof. We calculate volume using polar coordinates. Consider any ray in Γ e 2/ √ n (x 0 ); we claim its intersection with φ n e (A) is contained in a segment of length ≈ (P 1 − P 0 )/n. Indeed by Lemma 1.1 with α = (P 1 − P 0 )/n and
√ n we see that such a segment has length ≈ α = (
, and hence so is N 2(
). Our construction involves a repeated application of φ e n where we vary the direction, e, of translation. Let us therefore cover S d−1 with a maximal 
Proof. By construction, a point of φ n e k+j
• φ n e k (A) has been translated a distance no more than (P 1 − P 0 )(
The following lemma is the main step in the proof of Proposition 1.1.
be the cardinality of D, the maximal
Proof. Without loss of generality we may assume that x 0 = 0. Define
To obtain the desired upper bound for |E n | we devise a cover of E n by sets whose measure we may readily estimate.
To facilitate the construction of this cover we must delineate the n k−1 figures of A k . To each annulus of E n we associate uniquely a multi-index I, the address of the annulus, as follows. For a given annulus of E n its center can be written 
For each k = 1, 2, . . . , M and for each I ∈ S k we take as an element of our proposed cover of E n
, and so
The claim is that the collection of all sets defined in (8) covers E n . Let z ∈ E n be given and choose an index 
This is established by Lemma 1.3 with P 1 − P 0 = (R 1 − R 0 )/n k−1 once we recall, given the above remarks, that for this choice of
which establishes the lemma.
The rest of the proof of Proposition 1.1 follows a standard pattern, and furthermore is identical to the corresponding argument in [1] , so we will omit it.
The higher dimensional case.
The purpose of this section is to prove Theorem 1 . Before doing so we show that the result is sharp except for the logarithmic factor (for this factor, see Proposition 2.2).
On the other hand let
The proof of Theorem 1 necessitates a lemma, whose proof we omit.
By interpolation and by Hölder's inequality it suffices to prove the theorem in the
where say r j = 1/2 + jδ, 0 ≤ j ≤ 3/2δ. Next we use duality: For suitable nonnegative numbers a j with δa
. It therefore suffices by Hölder's inequality to show that
On the one hand, by the Hardy-Littlewood-Sobolev inequality for the integers 3 , when 1 < p < 2,
One the other hand, by Schur's test
, and the theorem is proved.
Proposition 2.2. A necessary condition for an estimate of the form
Proof. Let E n be the set described in Lemma 1.4 (with R 0 =1/2 and R 1 =2).
which is only possible when α ≥
Remark. When d = 3, this shows that the powers of log 1 δ in Theorem 1 are the optimal ones. Taking d = 2, p = 3 it also gives a lower bound 2 3 for the number of logarithms which would be needed in (3) . Note that this shows that Theorem 1 cannot hold as stated when d = 2.
Further remarks.
(1) Theorem 1 (and 2 ) have equivalent formulations in terms of the maximal function u * (t) = sup x |u(x, t)|, where u is a solution of the wave equation. The argument relating the two maximal functions is a standard one and we will only sketch it. Namely, let C f (x, t) be the average of f over the sphere centered at x with radius t.
where
. This may be seen by taking Fourier transforms and using the asymptotics for the Fourier transform of surface measure and the fact that a multiplier m supported outside the unit disc with
where the R i are the Riesz transforms, and similarly with the fourth term in (10) . It follows (with R 0 def = identity operator) that
so that any estimate for M δ gives a corresponding estimate for u * . For example the first statement in Theorem 1 corresponds in this way to the
,2])
Here α is the inhomogeneous L 2 Sobolev space norm with α derivatives. One would expect (11) to be a well-known estimate, although we only know a reference in the three dimensional case (namely [9] ). (2) One can also extend the domain of M δ f from [1/2, 2] to (0, ∞). This of course requires modifying the definition of M δ . We let
|f |.
This is proved in a standard way using Theorem 1 and a small amount of Littlewood-Paley theory.
Proof of Theorem 2 , part 1.
Before giving the proof of Theorem 2 we want to make some remarks concerning the difference between the two-and higher-dimensional cases. Note to begin with that Lemma 2.1 fails in the two dimensional case: The corresponding estimate is
This is sharp when the circles {z : |z − x| = r} and {z : |z − y| = s} are tangent. The bound (12) leads via the argument of Section 2 to the estimate
This is the optimal L 2 → L 2 estimate (by the example in the next paragraph) but implies only the bound dimE ≥ To see why (3) is the natural conjecture to make, let E δ be a δ × δ 1 2 rectangle and let f be the characteristic function of E δ . For any r ∈ [
there is an annulus C δ (x, r) which contains a fixed fraction of E δ (namely: Choose x so that the circle {z : |z − x| = r} is tangent to a long side of E δ ) and therefore M δ f (r) δ 1 2 . It follows that a bound
, i.e., p ≥ 3. Similar considerations show that the bound (4) would be best possible for each p and q, and the example f = characteristic function of C δ (0, 1) shows that the range q ≤ 2p in (4) would also be best possible.
As we pointed out in the introduction, the p = 2, q = 4 case of Theorem 2 is due to Pecher [9] . When p > 2 it is natural to use a geometric argument in order to deal with the problems arising from tangent circles. Our way of doing this will be based on a geometric fact used also by Marstrand [7] , together with a well-known argument from elementary combinatorics. In order to avoid certain irrelevant technicalities, let us say that two circles are internally tangent if they are tangent and one is contained in the bounded component of the complement of the other. Then we have the following geometrical fact, which we call (M), and which we believe was first used in a similar context in [7] : Given three circles C 1 , C 2 , C 3 , there are at most two circles which are internally tangent to C 1 , C 2 and C 3 at three different points. It is easy to see that this leads to control over the number of possible tangencies among N circles, N large: In fact, as mentioned in the introduction we will work in the general situation of a family of curves satisfying the "cinematic curvature hypothesis" from [10] , instead of with circles.
Let Φ : U → R, U a neighborhood of (a, b) in R 2 × R 2 be a function satisfying the following conditions:
is invertible.
We use the notation d y f for the differential of f with respect to y and also use ∇ y Φ interchangeably with d y Φ if Φ maps into R, and ∇ 2 y Φ for the Hessian of Φ in the y variable, etc.
We define
Condition (15) has a number of equivalent formulations, cf. [10] , [11] . We recall: If y and z are close to b and C(y, r) and C(z, s) intersect near a then (since Φ is smooth) |r−s| |y −z|. If we assume (14) then (locally) the C(y, r) are smooth curves, and (15) In what follows, Q(β) will always mean the set
We fix small positive numbers α 2 α 1 α 0 and β 0 , and define a function ∆ :
Thus ∆(z, s, y, r) measures the minimum distance between the curves obtained by lifting C(z, s) and C(y, r) to the unit tangent bundle. We further define (for small δ)
The constants in Lemma 3.1 below are of course independent of δ, , t and λ. Lemma 3.1 below is the main result of this section. In (19), N δ (S * ) is the δ-entropy of S * , i.e., the maximum possible cardinality for a δ-separated subset of S. Part (i) and estimate (19) are what are needed in the subsequent sections; the remaining statements follow from the same proof and are included for the sake of possible future applications.
Then S is the union of two sets, each of volume
Remarks.
(1) The main point is part (ii); part (i) is implicit in [10] (as are several of the sublemmas below) and in any case is quite simple.
(2) The case of circles corresponds of course to Φ(x, y) = |x − y|, a = b. The function ∆(z, s, y, r) then satisfies ∆(z, s, y, r) ||z − y| − |r − s||. In this case Lemma 3.1 is essentially in [7] (cf. Lemma 5.2 there), but some of the conclusions of Lemma 3.1 are not stated there. It may therefore be worth recording the following "explicit" form of Lemma 3.1 (ii) for circles even though we will not use it below. It is not quite a formal consequence of Lemma 3.1 but can be proved by a much abbreviated version of the proof of Lemma 3.1 -as has already mentioned, it is also implicit in [7] .
, 2], and let C δ (x, r) = {z ∈ R 2 : r − δ < |z − x| < r + δ}. Fix , t, λ ∈ (0, 1) such that ≥ δ and λ t ≥ A 1 . Define two annuli C δ (x, r) and C δ (y, s) to be interior ( , t)-tangent if their intersection is nonempty and
and futhermore the distance between any two of the
Then Ω tλ is contained in the union of two ellipsoids in R 3 each of We start the proof by making some further observations about the conditions (14), (15). First, it is clear that
for a suitable constant C. (14), (15) are invariant under changes of coordinates in the x variable, so for many purposes we may assume that Φ(x, 0) = x (2) . Here we use the notation x (2) to mean the second coordinate of the point x ∈ R 2 . If Φ(x, 0) = x (2) , then (15) is equivalent with
Next we have the following (perhaps well-known) fact, which will be used in the last part of the proof of Lemma 3.1.
Lemma 3.2.
Assume that Φ satisfies (14), (15). Suppose that x 1 , x 2 , x 3 , y ∈ R 2 are sufficiently close to the origin and satisfy Φ(
Proof. We may assume that y = 0 and Φ(x, 0) = x (2) , and furthermore that x 1 = (0, 0), 
and therefore
The lemma follows, since σ < 0 < τ so that τ 2 + σ 2 is small compared with τ − σ.
Next we prove an elementary lemma about functions of one variable. The implicit constants depend on C 0 only. 
for all t ∈ I 0 . Let ∆ = min t∈Ĩ (|φ(t)| + |φ(t)|). Then provided |I| and η 0 are small enough we have:
In (iii) n(φ, c) is the multiplicity of c as a value of φ, defined in the usual way, i.e., n(φ, c) =
where the minimum of the empty set is +∞. We will also denote n(φ, 0) by n(φ). (assuming as we may thatφ > 0) we haveφ
≥ η 0 then it follows thatφ changes sign, i.e., we have proved the existence part of (i). We will prove the rest of (i) after proving (ii).
(ii) If τ is as in (ii) then by the same argument as above
The uniqueness part of (i) clearly follows from (ii). Furthermore, if t ∈ I and |φ(t)| + |φ(t)| = ∆, then by (ii), |τ − t|
(iii) Eitherφ vanishes somewhere or it doesn't. Ifφ never vanishes then n(φ, c) ≤ 1 for all c. Ifφ vanishes at τ then by the above considerations φ is either convex or concave and furthermoreφ(τ ) = 0. This implies (iii).
(iv) Let E * def = {t ∈ I : |φ(t)| < δ}, i.e., E * is the projection of E on the t axis.
We can assume that ∆ ≤ C 0 ρ + δ, since otherwise E is clearly empty. Given this, we may also assume that ρ ≥ 2η
Suppose first that ∆ ≤ η 0 ρ. Let τ be as in (i). If t ∈ E * then by (24),
This implies the last statement of (iv) and therefore also the diameter bound. If ∆ ≤ 2δ then the measure bound follows from the diameter bound and we're done. It remains to prove the measure bound when ∆ ≥ 2δ. We may assume that τ ∈Ĩ, since otherwise E is empty by (25) 
Namely, the tangency point ξ(z, s, y) corresponds to the point (τ, φ(τ )) of Lemma 3.3 under the change of variable, and the estimates follow from (i) and (iv) of Lemma 3.3.
It remains to prove (ii) of Lemma 3.1. This will be done in two steps: (1) There are at most two curves C(z, s) which are tangent to the C(z i , r i ) at three different points.
(2) If (y, r) belongs to the set S, then (y, r) must be close to one of the points (z, s) in (1).
Step (1) is accomplished in the next two lemmas. Remark added 5/15/97. This type of statement is well known in discrete geometry.
Step (V) below is essentially the fact that a word on three letters with no abab subword has length ≤ 5, which is a trivial case of the Davenport-Schinzel theorem.
Proof. We will argue by contradiction, so will always assume the conclusion fails.
(I) a i − b j cannot change sign, and vanishes at just one point. This is because n(a i − b j ) ≤ 2, so that the double zero of a i − b j is its only zero.
(II) We can assume that a i − a j and b i − b j (i = j) have no double zero.
For suppose that a i = a j to second order at τ ∈ I 0 . Then a i − a j cannot change sign, and we may suppose that a i > a j on I 0 \{τ }. Since we are assuming the conclusion fails there is at most one k such that
(III) We can assume that there do not exist τ , i = j and k with a i (τ ) = a j (τ) = b k (τ) (and similarly with the roles of the a's and b's reversed). This is because τ would have to be a double zero for a i − b k and a j − b k but (by (II)) a simple zero for a i − a j .
Because of (I), there is a definite ordering independent of t ∈ I 0 of the form
where each symbol i is either an a or a b.
For example, one possible ordering would be a ≥ a ≥ b ≥ b ≥ b ≥ a, signifying that after renumbering, a 1 (t) and a 2 (t) are always ≥ b 1 (t), b 2 (t), b 3 (t), which in turn are ≥ a 3 (t).
(IV) Only the following orderings (if any) can occur:
If the ordering is not one of these six, then there would be i = j and
for some τ and then also a j (τ ) = a i (τ) contradicting (III).
It suffices by symmetry to consider orderings (i) and (iii). In either case, we define a b j interval to be an interval where b j = max(b 1 , b 2 , b 3 ) and which is maximal with respect to this property. It is clear that I 0 is the union of the b j intervals (j ∈ {1, 2, 3}) and (using (II)) that any two have at most an endpoint in common. The proof may be given diagramatically as follows. We number so that a 1 &a 2 ≥ b 1 &b 2 &b 3 ≥ a 3 . Then we define an a i interval (i = 1 or 2) to be a maximal interval where a i = min (a 1 , a 2 ) . It is easy to see that the pattern of a i intervals is (121), (12) or (1) or can be reduced to one of these by interchanging 1 and 2.
There are six pairs (i, j) with i ∈ {1, 2} and j ∈ {1, 2, 3}. If there are less than four b j intervals, or if there are four and the first and last have the same value of j, then we see as in (VI) that for one of these six pairs there is no interval of the form (a i interval ∩ b j interval) and containing more than one point, which is a contradiction. Thus the pattern of b j intervals may be taken to be either (21312), (12131), (1213) or (2131) 4 . In any of these cases 1 appears in two positions not the first and last. (Namely, the 2nd and 4th positions in the first case, the 1st and 3rd in the second case, etc.) Now there must be a point τ where Proof. This follows from Lemma 3.4 and (iii) of Lemma 3.3 using appropriate changes of coordinates. Namely, suppose that C(y j , s j ), j = 1, 2, 3 are each tangent to each of the curves C(z i , r i ) at three different points as indicated. Since we are working locally we can assume that all the curves in question are graphs. Letting C(z i , r i ) be the graph of a i and C(y j , s j ) the graph of Lemma 3.3 (iii) , and furthermore the tangency assumption implies that a i − b j has a double zero. We conclude by Lemma 3.4 that for some i 1 , i 2 and j the tangency point between C(z i 1 , r i 1 ) and C(y j , s j ) must coincide with the tangency point between C(z i 2 , r i 2 ) and C(y j , s j ), clearly a contradiction.
We now carry out step (2) (z i , r i , y) . We will also repeatedly use (27) which guarantees that the set C δ (y 0 , r 0 ) lies within distance << λ from the point ξ j (y 0 ).
We let C j = C(z j , r j ), and given a curve C(y 0 , r 0 ) we can find numbers µ and ν with λ ≤ ν ≤ µ, and may order the C j 's so that |ξ 2 (y 0 ) − ξ 3 (y 0 )| = ν and |ξ 1 
Let C * be a suitable large constant which should be chosen before the constant A 1 in Lemma 3.1; we note that (30) below is therefore satisfied if |a j − ξ j (y 0 )| is bounded by a fixed multiple of tλ . We will say that Φ is (y 0 , r 0 )-adapted if there are points a j ∈ C j such that
for all y; here e is the tangent vector to C 1 at a 1 , and β is a vector independent of y with length ≈ 1. Proof. It is easy to see that |e · (a 2 − a 1 )| ≈ |a 2 − a 1 |, and we will prove this below (see (36)). We take it as known for now.
Starting from any defining function Φ, we can achieve (31) by replacing Φ by Φ(·, y)−Φ (a 1 , y) . Assuming this done, we can then achieve (32) by choosing appropriate curvilinear coordinates in the y-plane (the "straightening out theorem" in the terminology of [6] , applied to the function Φ(a 2 , ·)), since the hypothesis (15) guarantees that
The last statement follows from the definition of adapted provided we use points with |a j − ξ j (y 0 )| ≤ (2C * ) −1 λ in the preceding construction.
We fix (y 0 , r 0 ) ∈ S and choose a (y 0 , r 0 )-adapted defining function Φ, and we let
We record the formula for T (y) −1 for use below.
where T t means transpose of T . We also define s j = Φ(ξ j (y 0 ), y 0 ), and note that |s j − r 0 | by (29). 
since is small compared with λ. Define
Then Lemma 3.2 implies that
where the last line follows from (34). On the other hand,
| and the cofactors of T (y 0 ) are µ. We know that λ 2 , so (µ + ) is small compared with µ 2 ν. This completes the proof.
Lemma 3.8. If y is such that |T
where I is the identity matrix and E(y) is a matrix with norm ≤ 1 100 . Proof. We can assume that a 1 is the origin (thus by (30), all the points ξ j (y 0 ) are at distance µ from the origin) and furthermore that the unit tangent vector to C 1 at the origin is parallel to the x (1) axis.
Let e j (x) be the unit tangent vector to C j at the point x ∈ C j . We claim first that if x ∈ C j for some j and |x| ≤ µ, then
We will repeatedly use the following simple fact: If C is a smooth curve and there is one point x ∈ C with |x| µ such that |x (2) | µ 2 and the x (2) component of the unit tangent vector to C at x is µ, then the same properties hold at every point of C which is at distance µ from the origin.
In particular, (35) and (36) are obvious if j = 1, since C 1 passes through the origin and has a horizontal tangent vector there. If j = 2 or 3, then set x = ξ j (y 0 ) ∈ C j ∩ C(y 0 , s j ). We have |s j − s 1 | , so by (14) we can find a pointx ∈ C(y 0 , s 1 ) which is at distance from ξ j (r 0 ). Letẽ be the unit tangent vector to C(y 0 , s 1 ) atx. Clearly then |x| µ. C(y 0 , s 1 ) is tangent to C 1 at ξ 1 (y 0 ), which is within µ of the origin, and it follows that |x (2) | µ 2 and |ẽ (2) 
On the other hand e j (x) coincides with the unit tangent vector to C(y 0 , s j ) at x and therefore |e j (x) −ẽ| , so |e j (x) (2) | µ. This proves (35) and (36). We note that if x, x ∈ C j and |x| + |x| µ, then (36) implies
Next, we claim that if |x| µ and |x (2) 
We start by proving (38) when x = 0. We expand ∇ y Φ(·, y) in a Taylor series with remainder:
using (31). Now we set x = a 2 and use (32):
by (35). This proves (38) when x = 0. It follows that (38) holds for any x with |x| ≤ µ. An immediate consequence of (38) is that if |x| + |x| µ and |x (2) 
We now prove two more bounds of the same type. First we claim that if x, x ∈ C j and |x| + |x| µ, then
This follows from the preceding estimates and the mean value theorem: Let γ be the line segment connecting x and x, then
by (38) and (37). This proves (41).
Next, we claim that if |x| µ and |x (2) | µ, then
Namely, let e be the unit vector in the direction from 0 to a 2 . Fix i and j and let f (x) = ∇ 2 y Φ(x, y). By (31) and (32), f is a smooth function vanishing at 0 and a 2 and therefore |e · ∇f(0)| µ. The x (2) component of e is µ by (35) so we may conclude that ∂f ∂x (1) (0) µ, and therefore ∂f ∂x (1) µ at all points within µ of the origin. Estimate (42) now follows from the mean value theorem and:
Namely, (43) follows immediately from Lemma 3.7. Furthermore, by (40) we have
is the difference between the second and first components of T (y 0 )(y − y 0 , r − r 0 ) and is therefore ≤ 2 , so |β · (y − y 0 )| µ + µ|y − y 0 | ν (by (43)), which is (44).
In order to prove (45) we consider the variation y(s) = y 0 + s(y − y 0 ), 0 ≤ s ≤ 1. We will denote the s-derivative of the function f byḟ . Recall that e j (x), x ∈ C j , is the unit tangent vector field to C j . Assume temporarily that |ξ j (y(s)) − ξ j (y(0))| ≤ µ for all s. Consider the equation
which defines ξ j (s) implicitly. Differentiate it with respect to s and take the component of the resulting equation in the direction e j (ξ j (s)). This giveṡ
The expression in the denominator is |y(s) − z j | by the curvature hypothesis (15). Since |y(s) − y 0 | ≤ µν t, we conclude that |(e · ∇ x ) 2 Φ(ξ, y)| t. On the other hand, the x (2) -component of e j is µ and therefore
by (43) and (44).
We conclude that |ξ j | tν . Thus we have shown that under the a priori
Since tν is small compared with µ it follows that the a priori assumption can be dropped, i.e., (45) holds.
Next we claim that if
For the proof we write
and make the following estimates:
by (42) 
It follows using (46) and (47) that
tν for all i, j and k.
We now prove Lemma 3.8.
for some i, j, k. We have | det T (y 0 )| ≈ µ 2 ν by Lemma 3.7 and we therefore conclude by (48) that (T (y) − T (0))T (0) −1 tν 2 , which is small. The lemma follows.
We now define
We let C 0 be a suitable constant and E(y, r) = (y, r)+DG(y, r) −1 D(0, C 0 ), i.e., E(y, r) is the ellipsoid centered at (y, r) which the derivative of G at (y, r) maps onto the disc D(C 0 , ). We apply this version of the IFT to the map G • DG(y 0 , r 0 ) −1 , which satisfies the hypothesis in view of Lemma 3.8 ( in Lemma 3.8 can clearly be replaced by C 2 ). The result follows.
We may now finish the proof of Lemma 3.1 as follows. Suppose that (y 0 , r 0 ) ∈ S is given and choose an adapted defining function. Then by (ii) of Lemma 3.9 one of the two points (η, ρ) must belong to E(y 0 , r 0 ). Also |ξ j (y 0 ) − ξ j (η)| is small compared with λ by (45). It follows therefore that there is a defining function Φ which is (y 0 , r 0 )-adapted for all (y 0 , r 0 ) with a given (η, ρ). Using this Φ, it follows by (iii) of Lemma 3.9 that each point (y 0 , r 0 ) must belong to a fixed dilation of E(η, ρ), and the proof is complete. The final statement (19) follows since the projection of each ellipsoid E(η, ρ) on any given axis will be an interval of length λ 2 .
Proof of Theorem 2 , part 2.
We will prove the following general version of Theorem 2 . 
The p = 1, q = ∞ case of Theorem 4.1 is trivial, and it therefore suffices to prove the following restricted weak type bound:
Here the set E is contained in D(0, 0 ) ⊂ R 2 . As usual it is convenient to discretize; since we can estimate the measure of a set in terms of its δ-entropy it suffices to prove the following.
Assume there are M 3δ-separated values r j ∈ [r 0 − o , r 0 + 0 ] and points
We can assume that M is large; for M smaller than any fixed constant (51) holds because M = 0 implies |E| λδ. We may also assume that λ ≤ 1.
To prove (51) we let µ ("multiplicity") be the smallest number with the following property: There are at least
The main estimate is µ M 
Here α is a sufficiently small positive constant, and C 1 is a positive constant (easily shown to exist) which is large enough that
for all M and δ. Also let
Let ∆(z, s, y, r) be the function of Lemma 3.1, and for i, j ∈ {1, . . . , M} define a number ∆ ij as follows: 
Proof. This is a routine pigeonhole argument. By the minimality of µ there are at least
For any such j and any x ∈Ẽ j , (54) implies there are t = 2 k δ and = 2 l δ such that x ∈ A t (x j , r j ). Consequently, using (54) again, for any such j there are t = 2 k δ and = 2 l δ such that
By (54) once more, there must be a choice of t and such that (56) holds for at least M (t, ) values of j. This finishes the proof.
We also want to note the following simple fact which will be used in a crucial way below. 
The constant C of course depends only on bounds for derivatives of φ, a lower bound for |∇φ|, and r.
Proof of (53). We may assume by a partition of unity and change of variable that φ(x) = x (2) and r = 1.
We partition (− 
10δ , as claimed. We split the proof of (53) into two cases.
where C 2 is a sufficiently large constant.
In case (i), which is the main case, we let S be the set of M "tubes" in (51), and let S be the set of at least M tubes in Lemma 4.1. Let Q be the set of all quadruples (j, j 1 , j 2 , j 3 ) with C(x j , r j ) ∈ S, C(x j i , r j i ) ∈ S for i = 1, 2, 3 and such that j i ∈ S t, (x j , r j ) for each i ∈ {1, 2, 3} and furthermore the distance between any two of the three sets
We will make two different estimates on the cardinality of Q. On the one hand, if C 2 is large enough then by (19) 5 
On the other hand, if we fix j with C(x j , r j ) ∈ S then (provided C 3 has been chosen large enough) Lemma 4.2 implies there are three subsets
Estimate (17) implies that if i ∈ S t, (x j , r j ) then the diameter of
t , which is small compared with λ if C 2 has been chosen large enough.
If we compare this equation with (57) we obtain
This can be rewritten as
The expression inside the brace is bounded by a constant by the definition of a(t, ), provided the constant α is less than 1 18 . So we have proved (53) in case (i).
In case (ii), we fix j with C(x j , r j ) ∈ S and make the trivial estimate card
where we used (16). 
The expression in the brace is bounded by a constant provided α has been chosen less than 1 16 , so we have proved (53).
Completion of proof of Theorem 4.1. With notation as above we have and Theorem 4.1 is proved.
Proof of Theorem 2 . It suffices to prove Theorem 2 for functions f with support in the unit disc. Therefore, we need only observe (as is done for example in [10] ) that the function Φ(x, y) = |x − y| satisfies the conditions (14), (15) at all points where x = y, and then use a partition of unity to reduce to Theorem 4.1.
Remark.
One can consider various other cases besides Theorem 2 and Lemma 5.1 below. For example, one can consider circles with one of the coordinates of the center taken as the parameter r, instead of the radius. One gets the following result: If a set in R 2 contains circles with centers at all points of a smooth curve, then the Hausdorff dimension of E is at least 11 6 , and the estimate (49) holds for the restriction of the circular maximal function to the curve. The proof is done most easily by using the remark at the beginning of Section 5 below. We note that E can have measure zero; cf. [12] (this reference was pointed out by W. Schlag).
Proof of Theorem 3 .
It is convenient to restate Theorem 4.1 using a different way of presenting the curve family (cf. also [10] in this connection). Suppose then that U ⊂ R 2 × R 3 , Ψ : U → R. We will denote variables in
Ψ(x, λ) = 0} and let C δ (λ) be its δ-neighborhood. Fix a point (a, λ 0 ) ∈ U , and let r 0 be the third coordinate of λ 0 . Assume the following: Ψ(a, λ 0 ) = 0, ∇ x Ψ(a, λ 0 ) = 0, ∇ λ Ψ(a, λ 0 ) = 0, and the cinematic curvature condition, i.e., that if x is close to a and λ, µ are close to λ 0 , and C(λ) and C(µ) intersect at x, then either the unit tangent vectors to C(λ) and C(µ) at x, or else the curvatures of C(λ) and C(µ) at x, differ by |λ − µ|. If f is supported in a small neighborhood of a, δ is small, z ∈ (r 0 − 0 , r 0 + 0 ) then define a maximal function M δ f (z) via
where the sup is taken over all parameter values λ with |λ − λ 0 | < 0 and λ (3) = z. Then the estimate (49) is valid.
The proof is as follows: The maximal function is unaffected by the change of variables λ → (λ (1) , λ (2) + λ (3) , λ (3) ) or λ → (λ (1) + λ (3) , λ (2) , λ (3) ), so we may assume that ∂Ψ ∂λ (3) (a, λ 0 ) = 0. But then by the implicit function theorem the equation Ψ(x, λ) = 0 can be solved for λ 3 and we are reduced to the situation of Theorem 4.1.
We define Ω ρ ⊂ P 2 via Ω ρ = {e : 6 "sufficiently close to 17 6 " can be taken to mean that p > 5 3 .
with > 0 independent of ρ, since then we obtain the estimate of the lemma with a slightly smaller value of by summing over dyadic ρ from δ to 1 δ . To prove (61) we consider two cases, (i) ρ ≤ 1 and (ii) ρ ≥ 1.
In case (i) we fix ρ and define a map T : R 3 → R 3 via T (x 1 , x 2 , x 3 ) = (x 1 , x 2 , ρx 3 ) Then the action of T on P 2 is given by (e iθ , √ z) = e ⇒ e T def = (e iθ , ρ √ z)
i.e.,
(1 + z)
Note that e ∈ Ω 1 ↔ e T ∈ Ω ρ . Also let Φ δσ be the characteristic function of the set {x ∈ R 3 : x 2 1 + x 2 2 < δ, |x 3 | < σ}, normalized to have L 1 norm 1, and similarly let φ δσ be the L 1 normalized characteristic function of the set {(s, t) ∈ R 2 : |s| < 2δ, |t| < σ}. If G = F • T and g is defined via G(x) = g( x 2 1 + x 2 2 , x 3 ), and if e ∈ Ω 1 , then standard arguments together with (62) and Lemma 5.2 justify the following string of inequalities:
Taking into account that the map e → e T distorts areas by a factor of roughly ρ we therefore have
and it remains to estimate the latter expression.
Claim. Let σ ≤ 1, δ ≤ C 0 σ, and assume also that δ < 
