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Abstract We study inertial versions of primal-dual proximal splitting, also known as
the Chambolle–Pock method. Our starting point is the preconditioned proximal point
formulation of this method. By adding correctors corresponding to the anti-symmetric part
of the relevant monotone operator, using a FISTA-style gap unrolling argument, we are able
to derive gap estimates instead of merely ergodic gap estimates. Moreover, based on adding
a diagonal component to this corrector, we are able to combine strong convexity based
acceleration with inertial acceleration. We test our proposed method on image processing
and inverse problems problems, obtaining convergence improvements for sparse Fourier
inversion and Positron Emission Tomography.
1 introduction
For convex, proper, and lower semicontinuous G : X → R and F ∗ : Y → R, and a bounded
linear operator K ∈ L(X ;Y ) on Hilbert spaces X and Y , we will derive inertial primal-dual
optimisation methods for the problem
(1.1) min
x ∈X
G(x) + F (Kx).
If K is the identity, and F is smooth, a classical algorithm for the iterative solution of (1.1)
is the forward–backward splitting method x i+1 := proxτG (x i − τ∇F (x i )), where τL < 1 for
L the Lipschitz factor of ∇F . That is, we take proximal steps with respect to G, and gradient
steps with respect to F . The proximal step needs to be eciently realisable, i.e., G needs to be
“prox-simple”. If no strong convexity is present, the iterates of the forward–backward splitting
generally converge weakly, and the function values at the rate O(1/N ). By applying inertia, the
latter can be improved to O(1/N 2). This in essence consists of rebasing the algorithm at an
inertial variable sx i :
(1.2) x i+1 := proxτG (sx i − τ∇F (sx i )), where sx i := (1 + αi )x i − αix i−1
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for suitable inertial parameters {αi }i ∈N. In FISTA [3], which itself is an extension of Nesterov’s
accelerated gradient descent [20], one would take
(1.3) αi+1 := λi+1(λ−1i − 1) for λ−1i+1 :=
√
λ−2i + 1/4 + 1/2.
For this scheme, no convergence rates of the iterates themselves are known, although weak
convergence can be obtained with small modications [7]. Several studies have sought to further
optimise the inertial parameters; we refer merely to a few of the most recent works [16, 2] and
references therein.
If F is non-smooth, but G is smooth, we can apply forward–backward splitting or FISTA
with the roles of the two functions exchanged. However, if K is not the identity, F ◦ K is rarely
prox-simple, so these methods are not practically applicable. Nevertheless, denoting by F ∗ the
Fenchel conjugate of F , we can reformulate (1.1) as
(1.4) min
x ∈X
max
y ∈Y
G(x) + 〈Kx ,y〉 − F ∗(y).
A popular iterative method for this class of problems is the primal-dual proximal splitting (PDPS),
commonly known as the Chambolle–Pock method [8]. It takes alternate proximal steps with
respect to the primal and dual variables x and y :
(1.5)

x i+1 := proxτiG (x i − τiK∗y i ),
x i+1ω := ωi (x i+1 − x i ) + x i+1,
y i+1 := proxσi+1F ∗(y i + σi+1Kx i+1ω ).
In the basic version the over-relaxation parameter ωi ≡ 1, and the primal and dual step lengths
τi ≡ τ0, σi ≡ σ0 with τ0σ0‖K ‖2 < 1. This yields O(1/N ) convergence rate for an ergodic gap
functional, and weak convergence of the iterates. If G is strongly convex with factor γ > 0,
an accelerated version updates τi+1 := ωiτi and σi+1 := σi/ωi for ωi := 1/√1 + γτi . This yields
O(1/N 2) rates for the ergodic gap as well as ‖xN − x̂ ‖2.
Several recent works [26, 11, 9, 10, 18, 1] have applied inertia and closely-related over-relaxation
[15, 13] to the basic method (1.5). For inertia, writing ui = (x i ,y i ) and sui = (sx i , sy i ), similarly
to (1.2), one rebases the algorithm at sui := (1 + αi )ui − αiui−1 in place of ui . In [9], O(1/N )
convergence of an ergodic gap functional is shown for this method. No O(1/N 2) results are
known to us, or results for a non-ergodic gap or iterates. In this work, we want to improve upon
these convergence rate results, possibly by modifying the algorithm.
A crucial ingredient for inertia to work in (1.2) is a gap unrolling argument. To demonstrate
this argument, we take for simplicity F = 0. Then (1.2) implies qi+1 := −τ−1(x i+1−sx i ) ∈ ∂G(x i+1).
Dening the auxiliary sequence ζ i+1 := λ−1i x i+1 − (λ−1i − 1)x i , for all x̂ ∈ X one then has1
(1.6) C0 :=
1
2τ ‖ζ
0 − x̂ ‖2 ≥ −τ−1
N−1∑
i=0
〈ζ i+1 − ζ i , ζ i+1 − x̂〉 =
N−1∑
i=0
λ−1i 〈qi+1, ζ i+1 − x̂〉.
1For the inequality apply Pythagoras’ identity to convert the right-hand inner product into norms squared. Then
cancel repeated terms and estimate the remaining negative terms. The details in abstract form can also be found
in Theorem 2.3.
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If we do not apply inertia, that is λi ≡ 1, we have ζ i+1 = x i+1, so by convexity and Jensen’s
inequality
(1.7) C0 ≥
N−1∑
i=0
(
G(x i+1) −G(x̂)) ≥ N (G(x˜N ) −G(x̂)), where x˜N := 1
N
N−1∑
i=0
x i+1.
Due to the variable x˜N , this O(1/N ) estimate is ergodic. If, on the other hand, we update λi as
in (1.3), we can unroll the ergodicity: Since
λi (ζ i+1 − x̂) = λi (x i+1 − x̂) + (1 − λi )(x i+1 − x i ),
we estimate from (1.6) by rearrangements and the denition of the subdierential that
C0 ≥
N−1∑
i=0
λ−2i
[
λi 〈qi+1,x i+1 − x̂〉 + (1 − λi )〈qi+1,x i+1 − x i 〉
]
≥
N−1∑
i=0
λ−2i
[
λi (G(x i+1) −G(x̂)) + (1 − λi )(G(x i+1) −G(x i ))
]
=
N−1∑
i=0
[
λ−2i (G(x i+1) −G(x̂)) − (λ−2i − λ−1i )(G(x i ) −G(x̂))
]
.
(1.8a)
Telescoping and the recurrence λ−2i = λ−2i+1 − λ−1i+1 established from (1.3) now yield
(1.8b) C0 + λ−20 (1 − λ0)(G(x0) −G(x̂)) ≥ λ−2N−1(G(xN ) −G(x̂)).
Since the recurrence also implies that λN is of the order O(1/N 2) [3], this gives the improved
convergence rate. Similar arguments can be applied to the forward step component F , as we
will demonstrate in Section 3 in a more general setting.
How could such argumentation be applied to the PDPS (1.5)? It was discovered in [15] that
the method can be written as the “preconditioned proximal point method”
(1.9) 0 ∈ H (ui+1) +W −1i+1Mi+1(ui+1 − ui )
in the space U := X × Y with the general notation u = (x ,y) for the monotone operator H :
U ⇒ U , the linear preconditioner Mi+1 ∈ L(U ;U ), and the step length operatorWi+1 ∈ L(U ;U )
dened as
H (u) :=
(
∂G(x) + K∗y
∂F ∗(y) − Kx
)
, Mi+1 :=
(
I −τiK∗
−σi+1ωiK I
)
, and Wi+1 :=
(
τi I 0
0 σi+1I
)
.(1.10)
The over-relaxation parameter ωi and the step length parameters τi and σi+1 are as after (1.5).
Clearly H (u) = ∂Gˆ(u)+ Γu for the convex function Gˆ(u) := G(x)+ F ∗(y) and an anti-symmetric
operator Γ. We can thus apply (1.8) to Gˆ . However, the anti-symmetric operator Γ does not arise as
a subdierential, so similar arguments do not apply to it. Indeed, given some inertial parameters
λi > 0 and the primal-dual auxiliary sequence zi+1 := λ−1i ui+1−(λ−1i − 1)ui , corresponding to ζ i+1
above, it does not seem possible to develop a useful estimate out of
∑N−1
i=0 λ
−1
i 〈H (ui+1), zi+1 − û〉
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alone, unless λi ≡ 1. In Section 2, we are therefore going to correct the inertial scheme against
the anti-symmetry of Γ. We do this in the context of general proximal point methods for the
solution of the variational inclusion 0 ∈ H (û). We demonstrate how to test for convergence
rates of such methods based on the ideas introduced in [22] for non-inertial methods.
We adapt and improve the inertial unrolling argument (1.8) to the setting of this testing theory
and corrected inertial methods in Section 3. With an eye towards convergence rate proofs, we
also develop parameter growth estimates, and briey demonstrate the theory by application to
FISTA. Based on the general results of Sections 2 and 3, we then develop our proposed inertial,
corrected, primal-dual proximal splitting (IC-PDPS) in Section 4. Using the corrector, we will also
be able to incorporate strong convexity based acceleration into the inertial method. We nish
with conclusions and numerical experience in Section 5. Readers wishing to simply implement
our proposed method, can nd it in an explicit and mostly self-contained form near the end in
Algorithm 4.1. Only the step length rules need to be taken from a choice of theorems given in
the algorithm description.
Notation We write R := [−∞,∞] for the extended reals and L(X ;Y ) for the space of bounded
linear operators between Hilbert spaces X and Y . The identity operator in any space is I . For
T , S ∈ L(X ;X ), we write T ≥ S when T − S is positive semidenite. Also for possibly non-self-
adjoint T , we introduce the inner product 〈x , z〉T := 〈Tx , z〉, and, for positive semi-denite T ,
the semi-norm ‖x ‖T :=
√〈x ,x〉T . For a set A ⊂ R and a scalar c ∈ R, we write A ≥ c if every
element t ∈ A satises t ≥ c . We write H : X ⇒ Y for H being a set-valued map from X to Y .
2 general inertial methods, correctors
We will now study the application of inertia to general preconditioned proximal point schemes,
of which the PDPS is an instance. As we discussed in the Introduction, [15] showed that the
PDPS (1.5) can be written as solving 0 ∈ H (ui+1) +W −1i+1Mi+1(ui+1 − ui ) for ui+1 with the choices
(1.10). Further developments in [22, 25] rewrote the method with H˜i+1 :=Wi+1H as an instance
of the more general scheme
(PP) 0 ∈ H˜i+1(ui+1) +Mi+1(ui+1 − ui )
that can also model forward steps. This formulation, with the step length operatorWi+1 unin-
verted and moved at the front of H turned out to be benecial for the development of compact
convergence rate proofs of the PDPS [22], as well as stochastic extensions that would haveWi+1
non-invertible [23].
In this section, we will study the application of inertia to (PP). We start by formulating a
simple extension of (1.2) to (PP). As in (1.3), writing the inertial parameter as αi+1 = λi+1(λ−1i − 1),
we now take an invertible linear operator Λi+1 as our fundamental inertial parameter. Given an
initial iterate u0 = su0 ∈ U , we then rebase ui in (PP) to sui to obtain the method
(2.1)
{
0 ∈ H˜i+1(ui+1) +Mi+1(ui+1 − sui ),sui+1 := ui+1 + Λi+2(Λ−1i+1 − I )(ui+1 − ui ).
We assume that H˜i+1 : U ⇒ U and Mi+1,Λi+1 ∈ L(U ;U ) on a Hilbert space U .
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Remark 2.1. The operator Λi+1 has the index i+ 1 o-by-one compared to λi in (1.2) and (1.3). This is
for consistency with the historical development of the PDPS (1.5) into the form (1.9) or (PP): compare
(1.10), where primal step lengths within the step length operatorWi+1 have index i , and dual step
lengths index i + 1. This will generally be the case: operator indices agree with dual parameter
indices, while primal parameter indices will be one less. We have not reindexed the parameters to
maintain the property σiτi = σ0τ0 of the PDPS.
We want to correct for any anti-symmetric or otherwise challenging components Γi+1 ∈
L(U ;U ) of H˜i+1. We therefore introduce the corrector
(2.2) Mˇi+1 := Γi+1(Λ−1i+1 − I ),
and modify (2.1) into the general corrected inertial method
(PP-I)
{
0 ∈ H˜i+1(ui+1) +Mi+1(ui+1 − sui ) + Mˇi+1(ui+1 − ui ),sui+1 := ui+1 + Λi+2(Λ−1i+1 − I )(ui+1 − ui ).
In this section, our task is to develop general convergence estimates for (PP-I), which we
will then use to prove convergence rates of more specic instances of the general method, in
particular the inertial, corrected, PDPS in Section 4. To interpret the main assumption of our
abstract convergence estimate, and for later use, we recall the following three-point inequality:
Lemma 2.2. Let F : X → R be proper, convex, lower semicontinuous with ∇F L-Lipschitz. Then
〈∇F (z),x − x̂〉 ≥ F (x) − F (x̂) − L2 ‖x − z‖
2 (x̂ , z,x ∈ X ).
Proof. Since F has L-Lipschitz gradient, it is smooth in the sense of convex analysis (also known
as satisfying the descent inequality), F (z) − F (x) ≥ 〈∇F (z), z − x〉 − L2 ‖x − z‖2. By convexity
F (x̂) − F (z) ≥ 〈∇F (z), x̂ − z〉. Summing these two estimates, we obtain the claim. 
We will develop our convergence estimates following the testing framework of [22]. The idea
introduced there was to pick a suitably designed testing operatorZi+1 ∈ L(U ;U ), and then apply
the testing functional u 7→ 〈u,ui+1 − û〉Zi+1 to both sides of (PP). An almost trivial argument
based on a simple assumption on H˜i+1 and Pythagoras’ (three-point) identity would then show
that Zi+1Mi+1 forms a local metric that measures convergence rates. However, presently, we
cannot in general obtain estimates on the principal sequence {ui }i ∈N. Rather, we will obtain
estimates on the auxiliary sequence {zi }i ∈N, dened through
(2.3) z0 := u0 and zi+1 := Λ−1i+1ui+1 − (Λ−1i+1 − I )ui (i ∈ N).
This adds some additional complexity to the main condition (2.4) of the next theorem. We will
motivate the condition after the proof.
Theorem 2.3. On aHilbert spaceU , for i = 0, . . . ,N−1, let H˜i+1 : U ⇒ U as well asMi+1,Zi+1, Γi+1,Λi , ∈
L(U ;U ) with Λi invertible. Given an initial iterate u0 = su0 ∈ U , let {ui+1}i ∈N be dened through
the solution of (PP-I), and the auxiliary sequence {zi }i ∈N by (2.3). Suppose, for i = 1, . . . ,N − 1,
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that Zi+1Mi+1 ≥ 0 is self-adjoint, and for some û ∈ U and a placeholder real valueVi+1(û) ∈ R
that
(2.4) 〈H˜i+1(ui+1) − Γi+1(ui+1 − û), zi+1 − û〉Λ∗i+1Zi+1 ≥ Vi+1(û) −
1
2 ‖z
i+1 − zi ‖2Λ∗i+1Zi+1Mi+1Λi+1
and
(2.5) Λ∗i+1Zi+1(Mi+1Λi+1 + 2Γi+1) ≥ Λ∗i+2Zi+2Mi+2Λi+2.
Then
(2.6) 12 ‖z
N − û‖2Λ∗N+1ZN+1MN+1ΛN+1 +
N−1∑
i=0
Vi+1(û) ≤ 12 ‖z
0 − û‖2Λ∗1Z1M1Λ1 (N ≥ 1).
Proof. Application of 〈 · ,Z ∗i+1Λi+1(zi+1 − û)〉 to the main inclusion of (PP-I) yields for some
qi+1 ∈ H˜i+1(ui+1) that
(2.7) 0 = 〈qi+1 +Mi+1(ui+1 − sui ) + Mˇi+1(ui+1 − ui ),Λi+1(zi+1 − û)〉Zi+1 .
By (2.3) and (2.2), we deduce that
Mˇi+1(ui+1 − ui ) = Γi+1(Λ−1i+1 − I )(ui+1 − ui ) = Γi+1(zi+1 − ui+1).
By the denition sui in (PP-I), and of the auxiliary sequence {zi+1}i ∈N in (2.3), taking u−1 := u0,
moreover,
Λi+1(zi+1 − zi ) = ui+1 − (I − Λi+1)ui − Λi+1[Λ−1i ui − (Λ−1i − I )ui−1]
= ui+1 − [I − Λi+1 + Λi+1Λ−1i ]ui − Λi+1(I − Λ−1i )ui−1
= ui+1 − sui .(2.8)
Therefore, we transform (2.7) into
(2.9) 0 = 〈qi+1 +Mi+1Λi+1(zi+1 − zi ) + Γi+1(zi+1 − ui+1),Λi+1(zi+1 − û)〉Zi+1 .
Writing for brevity A := Λ∗i+1Zi+1Mi+1Λi+1, which by assumption is self-adjoint and positive
semi-denite, the standard three-point formula or Pythagoras’ identity states
〈zi+1 − zi , zi+1 − û〉A = 12 ‖z
i+1 − zi ‖2A −
1
2 ‖z
i − û‖2A +
1
2 ‖z
i+1 − û‖2A.
We therefore transform (2.9) into
0 = 〈qi+1 + Γi+1(zi+1 − ui+1), zi+1 − û〉Λ∗i+1Zi+1 +
1
2 ‖z
i+1 − zi ‖2Λ∗i+1Zi+1Mi+1Λi+1
− 12 ‖z
i − û‖2Λ∗i+1Zi+1Mi+1Λi+1 +
1
2 ‖z
i+1 − û‖2Λ∗i+1Zi+1Mi+1Λi+1 .
Using (2.4), we obtain
0 ≥ Vi+1(û) − 12 ‖z
i − û‖2Λ∗i+1Zi+1Mi+1Λi+1
+
1
2 ‖z
i+1 − û‖2Λ∗i+1Zi+1Mi+1Λi+1 + 〈Γi+1(z
i+1 − û), zi+1 − û〉Λ∗i+1Zi+1 .
Using (2.5) and summing over i = 0, . . . ,N − 1 establishes (2.6). 
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Remark 2.4. Consider Λi+1 = Zi+1 = Mi+1 = I . Then (2.4) reads
(2.10) 〈H˜i+1(ui+1),ui+1 − û〉 ≥ Vi+1(û) + 〈ui+1 − û,ui+1 − û〉Γi+1 −
1
2 ‖u
i+1 − ui ‖2.
With τL ≤ 1 and Γi+1 = 0, take rst H˜i+1(u) = τ∇F (ui ), xing ∇F to be evaluated at the previous
iteration to obtain a gradient descent method. Then it is easy to see how this estimate withVi+1(û) =
τ [F (ui+1)−F (û)] follows from Lemma 2.2. ThusVi+1 measures function value dierences. Similarly,
if H˜i+1(u) = τ ∂G(u) for non-smooth but (γ -strongly) convex G, we can take Γi+1 = τγ I in (2.10).
We can also combine H˜i+1(u) = τ [∂G(u) + ∇F (ui )] to obtain forward–backward splitting. In other
words, (2.4) is an operator-relative inertia-aware convexity and smoothness condition, where the
variableVi+1(û) can be used to model function value and other gap estimates. We will need this
operator-relativity to apply distinct inertial and testing parameters on the primal and dual variables
of the PDPS; compare the block structure of (1.10).
Minding this interpretation of (2.4), the claim (2.6) of the theorem with additional positivity and
growth assumptions can thus be used to show the convergence of the sum of the value estimates
Vi+1(û) to zero, as well as zN → û. Our task in the following is to obtain that growth, and to unroll
the sum into a simple estimate.
3 unrolling and parameter growth estimates
To develop the inertial, corrected, primal-dual proximal splitting method, we will seek to satisfy
the conditions of Theorem 2.3 for an algorithm inspired by the proximal point interpretation of
the PDPS. Before we do this, in this section, we will prove general inertial unrolling arguments
(Section 3.2), rening (1.8) to the testing framework. We also prove parameter growth estimates
with an eye towards converge rate proofs (Section 3.3), and demonstrate how our corrector
term allows combining inertia with strong convexity-based acceleration (3.4). We nish by
applying these estimates to the FISTA to demonstrate how it ts into our overall approach
(Section 3.4). This also demonstrates how our approach works without the additional challenges
of the primal-dual setup.
3.1 scalar parameter choices
To place the general estimates that make up the major part of this section into context, we start
by specialising Theorem 2.3 to Λi+1 = λi I , Zi+1 = ϕi I ,Wi+1 = τi I , Mi+1 = I , and Γi+1 := γτi I for
some scalars λi ,ϕi ,τi > 0 and γ ≥ 0. Also taking H˜i+1(x) := τi (∂G(x)+∇F (x i )), we immediately
rewrite (PP-I), with change of symbol2 u into x , as
(PP-i)
{
0 ∈ τi [∂G(x i+1) + ∇F (x i )] + (x i+1 − sx i ) + γτi (λ−1i − 1)(x i+1 − x i ),sx i+1 := x i+1 + λi+1(λ−1i − 1)(x i+1 − x i ).
Moreover, with the change of symbol2 of z into ζ , the auxiliary sequence dened in (2.3) becomes
(3.1) ζ 0 := x0 and ζ i+1 := λ−1i x i+1 − (λ−1i − 1)x i (i ∈ N).
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Immediately, Theorem 2.3 specialises into:
Corollary 3.1. On a Hilbert space X , let G : X → R and F : X → R be convex, proper, and lower
semicontinuous, with F dierentiable. Let λi ,ϕi ,τi > 0, (i = 0, . . . ,N − 1), and γ ≥ 0. For an initial
iterate x0 = sx0 ∈ X , let {x i+1}N−1i=0 be generated by (PP-i), and the auxiliary sequence {ζ i }N−1i=0 by
(3.1). For each i = 0, . . . ,N − 1, suppose for some x̂ ∈ X and a placeholder valueVi+1(x̂) ∈ R, we
have the estimate
(3.2) ϕiλiτi 〈∂G(x i+1) + ∇F (x i ) − γ (x i+1 − x̂), ζ i+1 − x̂〉 ≥ Vi+1(x̂) −
λ2iϕi
2 ‖ζ
i+1 − ζ i ‖2
and the inequality
(3.3) λ2i+1ϕi+1 ≤ λ2iϕi (1 + 2γλ−1i τi ).
Then
(3.4)
ϕN λ
2
N
2 ‖ζ
N − x̂ ‖2 +
N−1∑
i=0
Vi+1(x̂) ≤
ϕ0λ
2
0
2 ‖ζ
0 − x̂ ‖2 (N ≥ 1).
3.2 inertial unrolling
We start by rening the proximal step inertial unrolling argument (1.8). We will in Section 3.3
see that the recurrence inequality (3.5) assumed by the next lemma generalises the recurrence
λ−2i = λ
−2
i+1 − λ−1i+1 from the Introduction, satised by the FISTA.
Lemma 3.2. Let G : X → R be convex, proper, and lower semicontinuous. Suppose λi ∈ (0, 1] and
ϕi ,τ i > 0 satisfy the recurrence inequality
(3.5) ϕi+1τi+1(1 − λi+1) ≤ ϕiτi (i = 0, . . . ,N − 1).
For any given {x i }Ni=0, let the auxiliary variables {ζ i }Ni=0 be generated by (3.1). Assume ∂G(x i+1)
to be non-empty for i = 0, . . . ,N − 1, and x̂ ∈ [∂G]−1(0). Then
N−1∑
i=0
inf
qi+1∈∂G(x i+1)
ϕiτiλi 〈qi+1, ζ i+1 − x̂〉 ≥ ϕN−1τN−1(G(xN ) −G(x̂))
− ϕ0τ0(1 − λ0)(G(x0) −G(x̂)).
(3.6)
Proof. For all i = 0, . . . ,N − 1, pick qi+1 ∈ ∂G(x i+1), and dene
sGN =
N−1∑
i=0
ϕiτiλi 〈qi+1, ζ i+1 − x̂〉.
Then we need to show that
(3.7) sGN ≥ ϕN−1τN−1(G(xN ) −G(x̂)) − ϕ0τ0(1 − λ0)(G(x0) −G(x̂)).
2We reserve the symbols u and z for the abstract (Section 2) and primal-dual (Section 4) problems. In the latter we
take primal-dual pairs u = (x ,y) and z = (ζ ,η), so the primal variables match the symbols of this section.
8
Observe that the auxiliary variables {ζ i+1}N−1i=0 satisfy
(3.8) λi (ζ i+1 − x̂) = λi (x i+1 − x̂) + (1 − λi )(x i+1 − x i ).
With this and the convexity of G, we estimate
sGN =
N−1∑
i=0
ϕiτi
[
λi 〈qi+1,x i+1 − x̂〉 + (1 − λi )〈qi+1,x i+1 − x i 〉
]
≥
N−1∑
i=0
ϕiτi
[
λi (G(x i+1) −G(x̂)) + (1 − λi )(G(x i+1) −G(x i ))
]
=
N−1∑
i=0
[
ϕiτi (G(x i+1) −G(x̂)) − ϕiτi (1 − λi )(G(x i ) −G(x̂))
]
.
(3.9)
Since G(x i ) ≥ G(x̂), the recurrence inequality (3.5) together with a telescoping argument now
give (3.7). 
We can also include a forward step in the unrolling argument:
Lemma 3.3. Let G, F : X → R be convex, proper, and lower semicontinuous. Suppose F has L-
Lipschitz gradient, and that λi ∈ (0, 1] and ϕi ,τi > 0 satisfy the recurrence inequality (3.5) for
i = 0, . . . ,N − 1. For any given {x i }Ni=0, let the auxiliary variables {ζ i }Ni=0 be generated by (3.1).
Assume ∂G(x i+1) to be non-empty for all i = 0, . . . ,N − 1, and that x̂ ∈ [∂G + ∇F ]−1(0). Then
(3.10)
N−1∑
i=0
inf
qi+1∈∂G(x i+1)
[
ϕiτiλi 〈qi+1 + ∇F (sx i ), ζ i+1 − x̂〉 + ϕiτiλ2i L2 ‖ζ i+1 − ζ i ‖2
]
≥ ϕN−1τN−1[(G + F )(xN ) − (G + F )(x̂)] − ϕ0τ0(1 − λ0)[(G + F )(x0) − (G + F )(x̂)].
Proof. Similarly to (2.8), λi (ζ i+1 − ζ i ) = (x i+1 − sx i ). By (3.8) and Lemma 2.2, therefore
sFN :=
N−1∑
i=0
[
ϕiτiλi 〈∇F (sx i ), ζ i+1 − x̂〉 + ϕiτiλ2i L2 ‖ζ i+1 − ζ i ‖2
]
=
N−1∑
i=0
ϕiτi
[
λi 〈∇F (sx i ),x i+1 − x̂〉 + (1 − λi )〈∇F (sx i ),x i+1 − x i 〉 + L2 ‖x i+1 − sx i ‖2
]
≥
N−1∑
i=0
ϕiτi
[
λi (F (x i+1) − F (x̂)) + (1 − λi )(F (x i+1) − F (x i ))
]
=
N−1∑
i=0
[
ϕiτi (F (x i+1) − F (x̂)) − ϕiτi (1 − λi )(F (x i ) − F (x̂))
]
.
Picking qi+1 ∈ ∂G(x i+1), (i = 0, . . . ,N −1), and summing with the estimate (3.9) forG , we deduce
sGN + s
F
N ≥
N−1∑
i=0
ϕiτi
[[(G + F )(x i+1) − (G + F )(x̂)] − (1 − λi )[(G + F )(x i ) − (G + F )(x̂)]] .
Since (G + F )(x i ) ≥ (G + F )(x̂), the recurrence inequality (3.5) together with a telescoping
argument now give the claim. 
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3.3 parameter growth estimates
As suggested by the unrolled estimates (3.6) and (3.10), we want to make ϕN−1τN−1 grow as fast
as possible while satisfying (3.5) and λi ∈ (0, 1]. We now develop such estimates through a series
of lemmas. The rst of these lemmas with ϵ = 0 is the FISTA rate argument [3, Lemma 4.3].
Lemma 3.4. With λ0 = 1, suppose λ−2i − ϵλ−1i = λ−2i+1 − λ−1i+1 for some ϵ ∈ [−1, 1] and all i =
0, . . . ,N − 1. Then {λ−1i }i ∈N is non-decreasing, λ−1N ≥ 1 + (1 − ϵ)N /2, and we equivalently dene
λi+1 through
(3.11) λi+1 =
2
1 +
√
1 + 4(λ−2i − ϵλ−1i )
.
Proof. The update (3.11) is a simple solution of the quadratic equation λ−2i − ϵλ−1i = λ−2i+1 − λ−1i+1.
The latter also rearranges as
(3.12) λ−2i+1 − λ−1i+1 = λ−2i − λ−1i + (1 − ϵ)λ−1i .
This shows that {ti := λ−2i − λ−1i }i ∈N is non-decreasing. Since λ−1i = 12 (1 +
√
1 + 4ti ), we obtain
the claim that {λ−1i }i ∈N is non-decreasing.
We still need to prove the rate-of-growth claim. Since λ0 = 1, (3.12) also yields
λ−2N − λ−1N =
N−1∑
i=0
(1 − ϵ)λ−1i .
Let us make the inductive assumption that λ−1i ≥ 1 + (1 − ϵ)i/2 for i = 0, . . . ,N − 1. Clearly this
holds for N = 0 by the choice λ0 = 1, taking care of the inductive base. For the inductive step,
we get from above and ϵ ∈ [−1, 1] that
λ−2N − λ−1N ≥ (1 − ϵ)N +
(1 − ϵ)2
4 N (N − 1) ≥
1 − ϵ
2 N +
(
1 − ϵ
2
)2
N 2.
This quadratic inequality together with λN > 0 imply
λ−1N ≥
1 +
√
1 + 2(1 − ϵ)N + (1 − ϵ)2N 2
2 = 1 +
1 − ϵ
2 N ,
which veries the inductive step and establishes the claim. 
Lemma 3.5. The sequence {ϕiτi }i ∈N is non-decreasing and the conditions (3.3) and (3.5) hold, more
precisely
(3.13) λ2i+1ϕi+1 = λ2iϕi (1 + 2γλ−1i τi ) and ϕi+1τi+1(1 − λi+1) = (1 − ϵλi )ϕiτi
for all i ∈ N for some ϵ ∈ [0, 1) in the following cases:
(i) If γ = 0 and we take τi ≡ τ for any τ > 0; ϕi := λ−2i ; ϕ0 = λ0 = 1, and update λi+1 for any
ϵ ∈ [0, 1] according to (3.11). Then also
ϕNτN ≥ (1 − ϵ)2N 2τ/4 and λ2NϕN = 1 (N ∈ N).
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(ii) If γ > 0 and we take λi ≡ λ ∈ (0, 1) and τi ≡ τ := λ2/[2γ (1 − λ)] constants, and ϕi+1 = cϕi
with c := (1 − ϵλ)/(1 − λ) > 1 for any ϵ ∈ [0, 1) and ϕ0 > 0. Then also
ϕNτN ≥ ϕ0τcN and λ2NϕN ≥ λ2ϕ0cN (N ∈ N).
(iii) If we are constrained to have ϕi = c0τ−2i for some constant c0 > 0, and with λ0 = 1, τ0 > 0
and ϵ ∈ [0, 1) update
(3.14) τi+1 =
1 − λi+1
1 − ϵλi τi and λi+1 =
√
λ2i + 2γλiτi
1 − ϵλi +
√
λ2i + 2γλiτi
.
Then, for some constants c, c ′ > 0, for all N ∈ N, also
ϕNτN ≥ c ′N 2 and λ2NϕN ≥ cN 2 (γ > 0),
ϕNτN ≥ (1 − ϵ)τ−10 N and λ2NϕN = c0τ−20 (γ = 0).
The choice ϵ = 0 in (iii) would be the simplest, and also optimal in the sense that both (3.3) and
(3.5) would hold as equalities. However, we will see that a non-zero choice performs signicantly
better in practise—with the same asymptotic guarantees.
Proof. It is clear that the inequalities (3.3) and (3.5) follow from (3.13) and ϵ ≥ 0.
(i) Since γ = 0, the rst part of (3.13) holds when ϕiλ2i = ϕ0λ20. This follows from our choices
ϕ0 = λ0 = 1 and ϕi = λ−2i . Inserting ϕi = λ−2i and τi ≡ τ , the second part of (3.13) reduces
to λ−2i − ϵλ−1i = λ−2i+1 − λ−1i+1. Lemma 3.4 shows that ϕNτN = λ−2N τ ≥ τ (1 − ϵ)2N 2/4. This is
the claimed estimate. Moreover, since {λ−1i }i ∈N is non-decreasing by Lemma 3.4, we see that
{ϕiτi }i ∈N is non-decreasing.
(ii) The second part of (3.13) agrees with the chosen update rule for ϕi+1. Inserting this rule
into the rst part of (3.13) and using the fact that also τi ≡ τ , we see the latter to be satised
if (1 − λ)(1 + 2γλ−1τ ) = 1. This is satised by our chosen τ = λ2/[2γ (1 − λ)]. Since τ and λ are
constants, the claimed growth estimates follow from ϕN = ϕ0cN . Clearly {ϕiτi = ϕ0τci }i ∈N is
non-decreasing.
(iii) Finally, with ϕi = c0τ−2i , (3.13) holds if
(3.15) λ2i+1τ−2i+1 = λ2i τ−2i (1 + 2γλ−1i τi ) and τ−1i+1(1 − λi+1) = (1 − ϵλi )τ−1i .
The latter agrees with our update rule for τi+1. Inserting this, the former holds if λi+1(1 − ϵλi ) =
(1 − λi+1)
√
λ2i + 2γλiτi . This is satised by our update rule for λi+1.
To derive the growth estimates, suppose rst that γ > 0. With θi := λiτ−1i = c
−1/2
0 λiϕ
1/2
i ,
the rst part of (3.15) reads θ 2i+1 = θ 2i (1 + 2γθi ). Thus {θi }i ∈N is non-decreasing, moreover, the
recurrence is of the same form as the standard acceleration rule for the PDPS, where we would
have ϕi = c0τ−2i in place of θi ; compare Section 1 and [8, 25]. Hence θi ≥ ci for some constant
c > 0. Since λ2iϕi = c0θ 2i , this gives one of the claimed rates. From the second part of (3.15),
(3.16) τ−1i+1 = (1 − ϵλi )τ−1i + λi+1τ−1i+1 = τ−1i − ϵθi + θi+1.
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Repeating this recursively, since θ0 = τ−10 , for some constant c ′ > 0,
(3.17) τ−1N = τ
−1
0 − ϵθ0 + θN +
N−1∑
i=1
(1 − ϵ)θi ≥ (1 − ϵ)τ−10 + cN +
N−1∑
i=0
(1 − ϵ)ci ≥ c ′N 2.
Therefore also ϕNτN = c0τ−1N has the claimed growth estimate.
Suppose then that γ = 0. We obtain (3.16) as above, however now with constant θi ≡ λiτ−1i =
λ0τ
−1
0 = τ
−1
0 . Therefore, arguing as in (3.17) only yields τ−1N ≥ (1 − ϵ)τ−10 N . This is again the
claimed growth estimate.
Finally, since {θi }i ∈N is in both cases (γ = 0 or γ > 0) non-decreasing, we see from (3.16) that
{τ−1i }i ∈N and consequently {ϕiτi = c0τ−1i }i ∈N are non-decreasing. 
3.4 combining inertia with strong convexity
Let G : X → R be proper, lower semicontinuous, and (strongly) convex with parameter γ ≥ 0.
We now demonstrate with a simple inertial proximal point method, (PP-i) with F = 0, how
we are able to incorporate strong convexity based acceleration with inertia. We do this by
considering the convex functions
(3.18) Gγ (x ; x̂) := G(x) − γ2 ‖x − x̂ ‖
2.
Indeed, 0 ∈ ∂G(x̂) if and only if 0 ∈ ∂Gγ (x̂ ; x̂) with ∂Gγ (x ; x̂) = ∂G(x) − γ (x − x̂). Lemma 3.2
applied to Gγ ( · ; x̂) thus shows
(3.19)
N−1∑
i=0
Vi+1(x̂) ≥ ϕN−1τN−1[Gγ (xN ; x̂) −Gγ (x̂ ; x̂)] − ϕ0τ0(1 − λ0)[Gγ (x0; x̂) −Gγ (x̂ ; x̂)]
for
Vi+1(x̂) := inf
qi+1∈∂G(x i+1)
ϕiτiλi 〈qi+1 − γ (x i+1 − x̂), ζ i+1 − x̂〉.
This choice ofVi+1(x̂) by denition veries (3.2). It therefore follows from Corollary 3.1 with
F ≡ 0 that
ϕN λ
2
N
2 ‖ζ
N − x̂ ‖2 + ϕN−1τN−1[Gγ (xN ; x̂) −Gγ (x̂ ; x̂)]
≤ ϕ0λ
2
0
2 ‖ζ
0 − x̂ ‖2 + ϕ0τ0(1 − λ0)[Gγ (x0; x̂) −Gγ (x̂ ; x̂)] (N ≥ 1).
If we choose our parameters according to Lemma 3.5 (ii) , then ϕNτN and λ2NϕN grow expo-
nentially. Crucially Gγ (xN ; x̂) ≥ Gγ (x̂ ; x̂), so this implies linear convergence of Gγ (xN ; x̂) →
Gγ (x̂ ; x̂) and of the auxiliary sequence ζ N → x̂ .
3.5 connections
We now discuss how our results relate to known algorithms.
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Example 3.1 (FISTA). Let G : X → R and F : X → R be convex, proper, and lower semi-
continuous with ∇F existing and L-Lipschitz. If γ = 0, take τi ≡ τ ∈ (0, 1/L], and λi+1 by
(3.11) for λ0 = 1 and ϵ = 0. Then given initial iterates sx0 = x0, (PP-i) becomes the inertial
forward–backward splitting or FISTA{
x i+1 := proxτG (sx i − τ∇F (sx i )),sx i+1 := x i+1 + λi+1(λ−1i − 1)(x i+1 − x i ).
We have G(xN ) + F (xN ) → G(x̂) + F (x̂) at the rate O(1/N 2) for any minimiser x̂ of G + F .
Demonstration. The algorithm is clear from (PP-i). Lemma 3.5(i) shows that (3.3) and (3.5) are
satised, ϕNτN ≥ τN 2/4, and λ2NϕN = 1. Clearly (3.2) holds with
Vi+1(x̂) := inf
qi+1∈∂G(x i+1)
ϕiτiλi 〈qi+1 + ∇F (sx i ) − γ (x i+1 − x̂), ζ i+1 − x̂〉 + λ2iϕi2 ‖ζ i+1 − ζ i ‖2.
Using in (3.10) the fact that τiL ≤ 1 , similarly to Section 3.4, we may therefore refer to Lemma 3.3
and Corollary 3.1 to verify the estimate
(3.20)
ϕN λ
2
N
2 ‖ζ
N − x̂ ‖2 + ϕN−1τN−1[(Gˆγ + F )(xN ) − (Gˆγ + F )(x̂)]
≤ ϕ0λ
2
0
2 ‖ζ
0 − x̂ ‖2 + ϕ0τ0(1 − λ0)[(Gˆγ + F )(x0) − (Gˆγ + F )(x̂)],
where we use the short-hand notation Gˆγ := Gγ ( · ; x̂). Inserting our choice λ0 = 1 with γ = 0,
ζ 0 = x0 and the growth estimates from above, we obtain
(G + F )(xN ) ≤ (G + F )(x̂) + 2(N − 1)2τ ‖x
0 − x̂ ‖2 (N ≥ 2).
This veries the claimed convergence rates. 
Example 3.2 (FISTA combined with strong convexity). In Example 3.1, suppose in addition
that G is strongly convex with parameter γ > 0. Take 0 < λ ≤ √L−2γ 2 + 2L−1γ − L−1γ and
τ := λ2/[2γ (1 − λ)]. Also let τ˜ := τ/[1 + (λ−1 − 1)γτ ]. Then (PP-i) with λi ≡ λ and τi ≡ τ
becomes 
x i+1 := proxτ˜G (x˜ i − τ˜∇F (sx i )),sx i+1 := x i+1 + λ(λ−1 − 1)(x i+1 − x i ),
x˜ i+1 := (sx i+1 + γτ (λ−1 − 1)x i+1)/(1 + γτ (λ−1 − 1)).
Both Gγ (xN ; x̂) + F (xN ) → Gγ (x̂ ; x̂) + F (x̂) and ζ N → x̂ at the linear rate O((1 − λ)N ).
Demonstration. To derive the claimed algorithm, we divide the rst step of (PP-i) by 1+γτ (λ−1−1).
This yields x˜ i − τ˜∇F (sx i ) ∈ τ˜ ∂G(x i+1) + x i+1; the rest follows from the denition of sx i and the
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proximal map. Observe that λ ∈ (0, 1). Lemma 3.5(ii) with ϵ = 0 and ϕ0 = 1 thus proves (3.3) and
(3.5), and shows that ϕNτN ≥ τ/(1 − λ)N and λ2NϕN ≥ λ2/(1 − λ)N . As in Example 3.1, we now
obtain (3.20) provided τL ≤ 1. With our chosen τ = λ2/[2γ (1 − λ)], this constraints resolves
as our assumed upper bound λ ≤ √L−2γ 2 + 2L−1γ − L−1γ . With the growth rates above and
τ = λ2/[2γ (1 − λ)], (3.20) after some rearrangements yields
(1 − λ)‖ζ N − x̂ ‖2 + γ−1[(Gˆγ + F )(xN ) − (Gˆγ + F )(x̂)]
≤ (1 − λ)N+1
(
‖x0 − x̂ ‖2 + γ−1[(Gˆγ + F )(x0) − (Gˆγ + F )(x̂)]
)
.
Thus the claimed convergence rates hold. 
Remark 3.6. Douglas–Rachford splitting for the problem minx ∈X F (x) +G(x) reads
x i+1 = proxγ F (vi ),
y i+1 = proxγG (2x i+1 −vi ),
vi+1 = vi + y i+1 − x i+1.
It can be presented in the form (PP) with H˜i+1 = H for u = (x ,y,v) and
H (u) := ©­«
τ ∂F (x) + y −v
τ ∂G(y) +v − x
x − y
ª®¬ and Mi+1 := ©­«
0 0 0
0 0 0
0 0 I
ª®¬ .
With
Γi+1 :=
©­«
0 I −I
−I 0 I
I −I 0
ª®¬ , taking instead Mi+1 := ©­«
0 0 0
0 0 0
0 0 λ−1i+1I
ª®¬ .
our approach can be used to construct a corrected inertial Douglas–Rachford splitting. We will,
however, not pursue this. Instead, in the next section we take the primal-dual proximal splitting as
an example of an algorithm with a non-trivial corrector and Γi+1.
Inertial Douglas–Rachford splitting has previously been studied in [21]. The “corrected” algorithm
derived from our approach will be dierent. Another accelerated approach is considered in [5]. They
apply Douglas–Rachford splitting toH dened in (1.10) by writing it in the formH (u) = ∂Gˆ(u)+Γu
for the convex function Gˆ(u) := G(x)+F ∗(y) and an anti-symmetric operator Γ, as we did in Section 1.
What this ingenious approach yields is essentially a doubly over-relaxed PDPS.
4 inertial primal-dual proximal splitting
We now return to the saddle point problem (1.4). We suppose G : X → R and F ∗ : Y → R are
(strongly) convex with factors γ , ρ ≥ 0, and K ∈ L(X ;Y ). Recalling (1.10), for some step length,
testing, and inertial parameters τi ,σi+1,ϕi ,ψi+1, λi , µi+1 > 0, we then take H˜i+1 =W −1i+1H as well
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as
H (u) :=
(
∂G(x) + K∗y
∂F ∗(y) − Kx
)
, Wi+1 :=
(
τi I 0
0 σi+1I
)
, Zi+1 :=
(
ϕi I 0
0 ψi+1I
)
,(4.1a)
Γi+1 :=
(
γτi I τiK
∗
−σi+1K ρσi+1I
)
, Λi+1 :=
(
λi I 0
0 µi+1I
)
, and(4.1b)
Mi+1 =
(
I −µ−1i+1τiK∗
−λ−1i σi+1ωiK I
)
for ωi :=
λiϕiτi
λi+1ϕi+1τi+1
.(4.1c)
We then observe from (2.2) that the corrector
(4.2) Mˇi+1 = Γi+1(Λ−1i+1 − I ) =
(
γτi (λ−1i − 1)I τi (µ−1i+1 − 1)K∗
−σi+1(λ−1i − 1)K ρσi+1(µ−1i+1 − 1)I
)
.
We need to satisfy the conditions of Theorem 2.3 for this setup, in particular (2.4) for some
Vk+1(û) and û ∈ H−1(0), and show that the estimate (2.6) is useful, in particular that Zi+1Mi+1
and
∑N−1
i=0 Vi+1(û) are positive, the former grows at a good rate, and that the latter becomes a
useful gap functional. In rst instance, we intend to develop it into (a multiple of) the Lagrangian
(duality) gap
(4.3) G(x ,y ; x̂ , ŷ) := (G(x) + 〈ŷ ,Kx〉 − F ∗(ŷ)) − (G(x̂) + 〈y ,Kx̂〉 − F ∗(y)) .
Recalling Gγ and (F ∗)ρ dened in (3.18), we also introduce the strong convexity adjusted gap
(4.4) Gγ ,ρ (x ,y ; x̂ , ŷ) :=
(
Gγ (x ; x̂)+ 〈ŷ,Kx〉 − (F ∗)ρ (ŷ ; ŷ)
) − (Gγ (x̂ ; x̂)+ 〈y ,Kx̂〉 − (F ∗)ρ (y ; ŷ)) .
Since the problem minx maxy Gγ (x ; x̂) + 〈Kx ,y〉 − (F ∗)ρ (y ; ŷ) has the solution (x̂ , ŷ), it is clear
that Gγ ,ρ is non-negative, and zero at (x̂ , ŷ). Before proving convergence we derive an explicit
algorithm from (4.1).
4.1 algorithm derivation
With the structure (4.1) xed, we are ready to develop the skeleton of an explicit algorithm out
of (PP-I). Since (PP-I) updates
(sx i , sy i ) = sui := ui + Λi+1(Λ−1i − I )(ui − ui−1),
we have
sx i = x i + λi (λ−1i−1 − 1)(x i − x i−1), and sy i = y i + µi+1(µ−1i − 1)(y i − y i−1).(4.5)
Using (4.2) and (4.1) we expand (PP-I) as
0 ∈ τi∂G(x i+1) + τiK∗y i+1 + (x i+1 − sx i ) − µ−1i+1τiK∗(y i+1 − sy i )
+ γτi (λ−1i − 1)(x i+1 − x i ) + τi (µ−1i+1 − 1)K∗(y i+1 − y i ),
0 ∈ σi+1∂F ∗(y i+1) − σi+1Kx i+1 − λ−1i σi+1ωiK(x i+1 − sx i ) + (y i+1 − sy i )
+ ρσi+1(µ−1i+1 − 1)(y i+1 − y i ) − σi+1(λ−1i − 1)K(x i+1 − x i ).
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The second line in both inclusions comes from the corrector term. Collecting all instances of
the same iterate together, this can be simplied as
(4.6)

0 ∈ τi∂G(x i+1) + [1 + γτi (λ−1i − 1)]x i+1 − [sx i + γτi (1 − λi )x i ]
+ τiK
∗[µ−1i+1sy i − (µ−1i+1 − 1)y i ],
0 ∈ σi+1∂F ∗(y i+1) + [1 + ρσi+1(µ−1i+1 − 1)]y i+1 − [sy i + ρσi+1(µ−1i+1 − 1)y i ]
− λ−1i σi+1(1 + ωi )Kx i+1 + λ−1i σi+1ωiKsx i + σi+1(λ−1i − 1)Kx i .
Using (4.5) we can write,
y˜ i := µ−1i+1sy i − (µ−1i+1 − 1)y i = µ−1i+1y i + (µ−1i − 1)(y i − y i−1) − (µ−1i+1 − 1)y i
= y i + (µ−1i − 1)(y i − y i−1).
Similarly, dening
x˜ i+1 := x i+1 + (λ−1i − 1)(x i+1 − x i ),
we can write
x i+1ω := λ−1i (1 + ωi )x i+1 − λ−1i ωisx i − (λ−1i − 1)x i
= [λ−1i x i+1 − (λ−1i − 1)x i ] + ωi [λ−1i x i+1 − λ−1i sx i ]
= x˜ i+1 + ωi [λ−1i x i+1 − (λ−1i − 1)x i + (λ−1i − 1)x i − λ−1i sx i ]
= x˜ i+1 + ωi (x˜ i+1 − x˜ i ).
Also introducing
τ˜i := τi/[1 + γτi (λ−1i − 1)] and σ˜i+1 := σi+1/[1 + ρσi+1(µ−1i+1 − 1)],
we now rewrite (4.6) as{
0 ∈ τi∂G(x i+1) + (τi/τ˜i )x i+1 − [sx i + γτi (λ−1i − 1)x i ] + τiK∗y˜ i ,
0 ∈ σi+1∂F ∗(y i+1) + (σi+1/σ˜i+1)y i+1 − [sy i + ρσi+1(µ−1i+1 − 1)y i ] − σi+1Kx i+1ω .
Multiplying, respectively, by τ˜i/τi and σ˜i+1/σi+1, and recalling (4.5), we obtain the proximal
updates of Algorithm 4.1, which we have written somewhat more compactly by additionally
introducing the iterates x iγ and y iρ . The updates of sx i+1, x˜ i+1, sy i+1, and y˜ i+1 in the main step of the
method are simply the denitions from above. The step length parameters will still need to be
determined from one of the theorems referenced in Algorithm 4.1. Observe how the “corrected”
inertial variables x˜ i+1 and y˜ i+1 dier from the standard inertial variables sx i+1 and sy i+1.
Before developing specic rules for the step lengths and inertial parameters, we still need to
provide the estimate (2.4). This process will produce additional conditions on the parameters.
4.2 basic conditions
We now verify the basic conditions of Theorem 2.3 and the positivity of Zi+1Mi+1.
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Algorithm 4.1 Inertial, corrected, primal-dual proximal splitting (IC-PDPS)
Require: On Hilbert spaces X and Y , a linear operator K ∈ L(X ;Y ) and convex, proper, and
lower semicontinuous G : X → R and F ∗ : Y → R with factors γ , ρ ≥ 0 of (strong)
convexity.
1: Determine step length and inertial parameters {(τi ,σi+1, λi , µi+1,ωi )}i ∈N from a suitable
one among Theorems 4.5 to 4.8.
2: Pick initial iterates x˜0 := sx0 := x0 ∈ X , and y˜0 := sy0 := y0 ∈ dom ∂F ∗.
3: Let i := 0.
4: repeat
5: Let {
τ˜i := τi/[1 + γτi (λ−1i − 1)],
σ˜i+1 := σi+1/[1 + ρσi+1(µ−1i+1 − 1)].
6: Compute 
x iγ := [sx i + γτi (λ−1i − 1)x i ]/[1 + γτi (λ−1i − 1)],
x i+1 := proxτ˜iG (x iγ − τ˜iK∗y˜ i ),sx i+1 := x i+1 + λi+1(λ−1i − 1)(x i+1 − x i ),
x˜ i+1 := x i+1 + (λ−1i − 1)(x i+1 − x i ),
y iρ := [sy i + ρσi+1(µ−1i+1 − 1)y i ]/[1 + ρσi+1(µ−1i+1 − 1)],
y i+1 := proxσ˜i+1F ∗(y iρ + σi+1K[x˜ i+1 + ωi (x˜ i+1 − x˜ i )]),sy i+1 := y i+1 + µi+2(µ−1i+1 − 1)(y i+1 − y i ),
y˜ i+1 := y i+1 + (µ−1i+1 − 1)(y i+1 − y i ).
7: Update i := i + 1
8: until a stopping criterion is satised.
Observe: If γ = 0, then τ˜i = τi and x iγ = sx i . If ρ = 0, then σ˜i+1 = σi+1 and y iρ = sy i .
Lemma 4.1. With the setup (4.1), the condition (2.5) holds if
λ2iϕi (1 + 2γτiλ−1i ) ≥ λ2i+1ϕi+1,(4.7a)
µ2i+1ψi+1(1 + 2ρσi+1µ−1i+1) ≥ µ2i+2ψi+2,(4.7b)
λiϕiτi = µiψiσi .(4.7c)
Proof. Inserting the operators from (4.1), the condition (2.5) reads(
ϕiλi (λi + 2γτi )I ϕiλiτiK∗
−ψi+1µi+1σi+1(2 + ωi )K ψi+1µi+1(µi+1 + 2ρσi+1)I
)
≥
(
ϕi+1λ
2
i+1I −ϕi+1λi+1τi+1K∗
−ψi+2µi+2σi+2ωi+1K ψi+2µ2i+2I
)
.
Further inserting ωi and ωi+1 from (4.1c), and using (4.7c), the o-diagonal components cancel
out. The diagonal components that are left are simply (4.7a) and (4.7b). 
Lemma 4.2. Let i ∈ N. If (4.1) and (4.7) hold, then Zi+1Mi+1 is self-adjoint. If, moreover,
(4.8) (1 − κ)µ2i+1ψi+1 ≥ ϕiτ 2i ‖K ‖2 for some κ ∈ [0, 1),
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then Zi+1Mi+1 is positive denite, more precisely
(4.9) Zi+1Mi+1 ≥ δZi+1 for δ := 1 −
√
1 − κ .
Proof. For now, take arbitrary δ ∈ [0,κ]. From (4.1c), using Cauchy’s inequality
Zi+1Mi+1 =
(
ϕi I −µ−1i+1ϕiτiK∗
−µ−1i+1ϕiτiK ψi+1I
)
≥
(
δϕi I 0
0 ψi+1I − (1 − δ )−1µ−2i+1ϕiτ 2i KK∗
)
.
Clearly then Zi+1Mi+1 is self-adjoint. Using (4.8), we have
ψi+1I − (1 − δ )−1µ−2i+1ϕiτ 2i KK∗ ≥ ψi+1I − (1 − δ )−1(1 − κ)ψi+1I = (κ − δ )(1 − δ )−1ψi+1I .
To make a specic choice of δ , we equate δ = (κ − δ )(1 − δ )−1. This gives the quadratic equation
2δ − δ 2 − κ = 0 with the solution δ = 1 − √1 − κ. The rest is trivial. 
4.3 gap unrolling and alignment
We now derive a basic convergence estimate using Theorem 2.3. This involves verifying (2.4)
for someVi+1(û), and estimating the sum of the latter from below to yield a useful gap estimate.
For the statement of the next lemma, we recall the denition of the strong-convexity adjusted
functions Gγ and (F ∗)ρ from Section 3.4, and the corresponding gap functional dened in (4.4).
Lemma 4.3. Suppose (4.1) and (4.7) hold. Take
(1 − λi+1)ϕi+1τi+1 ≤ ϕiτi , λ0 = 1,(4.10a)
(1 − µi+1)ψi+1σi+1 ≤ ψiσi ≤ ψi+1σi+1, µ0 = 1, and(4.10b)
ϕiτi = ψiσi (i ∈ N).(4.10c)
Then for any û = (x̂ , ŷ) ∈ H−1(0), the iterates generated by Algorithm 4.1 satisfy
(4.11) 12 ‖z
N − û‖2Λ∗N+1ZN+1MN+1ΛN+1 + ϕN−1τN−1Gγ ,ρ (u
N ; û) ≤ C0(û) (N ≥ 1),
where for anyw0 ∈ ∂(F ∗)ρ (y0) we set
C0(û) := 12 ‖z
0 − û‖2Λ∗1Z1M1Λ1 +ψ0σ0〈w
0 − Kx̂ ,y0 − ŷ〉.
Proof. Observe that Algorithm 4.1 explicitly requires y0 ∈ dom ∂F ∗, so somew0 ∈ ∂(F ∗)ρ (y0; ŷ)
exists. The proximal steps moreover ensure y i+1 ∈ dom ∂F ∗ and x i+1 ∈ dom ∂G for all i ∈ N.
By the dening (2.3), the auxiliary sequence {zi := (ζ i ,ηi )}i ∈N ⊂ X × Y satises
(4.12) λiζ i+1 = x i+1 − (1 − λi )x i and µi+1ηi+1 = y i+1 − (1 − µi+1)y i (i ∈ N).
Since µ0 = 1 and η0 = y0, the latter also works for i = −1 and any, superuous, y−1 ∈ Y . We
observe that
H˜i+1(ui+1) − Γi+1(ui+1 − û) =
(
τi [∂G(x i+1) − γ (x i+1 − x̂) + K∗ŷ]
σi+1[∂F ∗(y i+1) − ρ(y i+1 − ŷ) − Kx̂]
)
.
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Let us dene (recall Section 3.4)
sGγ (x ; û) := G(x) − γ2 ‖x − x̂ ‖2 + 〈K∗ŷ,x − x̂〉 = Gγ (x ; x̂) + 〈K∗ŷ,x − x̂〉, and(4.13a)
(sF ∗)ρ (y ; û) := F ∗(y) − ρ2 ‖y − ŷ ‖2 − 〈Kx̂ ,y − ŷ〉 = (F ∗)ρ (y ; ŷ) − 〈Kx̂ ,y − ŷ〉.(4.13b)
Then sGγ and (sF ∗)ρ are convex with sGγ (x ; û) ≥ sGγ (x̂ ; û), and (sF ∗)ρ (y ; û) ≥ (sF ∗)ρ (ŷ ; û) for all
x ∈ X and y ∈ Y . Moreover, (2.4) holds with
Vi+1(û) := inf 〈H˜i+1(ui+1) − Γi+1(ui+1 − û), zi+1 − û〉Λ∗i+1Zi+1
= inf
[
ϕiτiλi 〈∂ sGγ (x i+1; û), ζ i+1 − x̂〉 +ψi+1σi+1µi+1〈∂(sF ∗)ρ (y i+1; û),ηi+1 − ŷ〉] .
For each i ∈ N, let sqi+1 ∈ ∂ sGγ (x i+1; û), and letw i ∈ Y be such that sw i = w i −Kx̂ ∈ ∂(sF ∗)ρ (y i ; û).
Dene
(4.14) sN := sGN + s
F ∗
N :=
N−1∑
i=0
ϕiτiλi 〈sqi+1, ζ i+1 − x̂〉 + N−1∑
i=0
ψi+1σi+1µi+1〈sw i+1,ηi+1 − ŷ〉.
Since we have assumed (4.1) and (4.7), we may use Lemmas 4.1 and 4.2 to verify (2.5) and the
self-adjointness of Zi+1Mi+1. We may therefore use Theorem 2.3 to establish (4.11) if we further
show that
(4.15) sN ≥ ϕN−1τN−1Gγ ,ρ (uN ; û) − c0
for
c0 := ψ0σ0µ0〈sw0,η0 − ŷ〉 = ψ0σ0〈w0 − Kx̂ ,y0 − ŷ〉.
Indeed, this establishes the right hand side as a lower bound on
∑N−1
i=0 Vi+1(û).
The diculty in working with sN is that unless γ = ρ = 0, our algorithm will give ϕiτi = ψiσi ,
not ϕiτi = ψi+1σi+1. We therefore have to realign variables. Using the assumption λ0 = 1, (4.10a),
and (4.12), by Lemma 3.2 and (4.13a) we have
sGN ≥ ϕN−1τN−1[ sGγ (xN ; û) − sGγ (x̂ ; û)]
= ϕN−1τN−1[Gγ (xN ; x̂) −Gγ (x̂ ; x̂)] + ϕN−1τN−1〈K∗ŷ ,xN − x̂〉.
(4.16)
Regarding sF ∗N , by the second inequality of (4.10b) we have ψNσN ≥ ψN−1σN−1, Moreover, ŷ
minimises (sF ∗)ρ ( · ; û). Using these two facts after an application analogous to (4.16) of Lemma 3.2,
we get
sF
∗
N =
N∑
i=0
ψiσiµi 〈sw i ,ηi − ŷ〉 − c0
≥ ψNσN [(sF ∗)ρ (yN ; û) − (sF ∗)ρ (ŷ ; û)] − c0
≥ ψN−1σN−1[(sF ∗)ρ (yN ; û) − (sF ∗)ρ (ŷ ; û)] − c0
= ψN−1σN−1[(F ∗)ρ (yN ; ŷ) − (F ∗)ρ (ŷ ; ŷ)] −ψN−1σN−1〈Kx̂ ,yN − ŷ〉 − c0.
(4.17)
19
Combining (4.14), (4.16), and (4.17), thus
sN ≥ ϕN−1τN−1[Gγ (xN ; x̂) −Gγ (x̂ ; x̂)] +ψN−1σN−1((F ∗)ρ (yN ; ŷ) − (F ∗)ρ (ŷ ; ŷ))
+ ϕN−1τN−1〈K∗ŷ ,xN − x̂〉 −ψN−1σN−1〈Kx̂ ,yN − ŷ〉 − c0.
Now (4.10c) establishes (4.15). 
4.4 step length and inertial parameter rules
We now consider several cases of the factors of (strong) convexity ρ and γ being zero or positive.
Throughout, as in the proof of (4.3), we write zi = (ζ i ,ηi ), for the auxiliary sequence {zi }i ∈N
dened in (2.3). We rst summarise the various lemmas and their conditions from above.
Lemma 4.4. With λ0 = 1 and τ0,σ0,ϕ0,ψ0 > 0, suppose that µi = λi as well as
ψiσi = ϕiτi , ωiλi+1ϕi+1τi+1 = λiϕiτi .(4.18a)
λ2iϕi (1 + 2γτiλ−1i ) ≥ λ2i+1ϕi+1, (1 − λi+1)ϕi+1τi+1 ≤ ϕiτi ≤ ϕi+1τi+1,(4.18b)
λ2iψi (1 + 2ρσiλ−1i ) ≥ λ2i+1ψi+1, (1 − κ)λ2i+1ψi+1 ≥ ϕiτ 2i ‖K ‖2 (i ∈ N)(4.18c)
for some κ ∈ [0, 1). Then the iterates generated by Algorithm 4.1 and the auxiliary sequence
generated by (2.3) satisfy with δ := 1 − √1 − κ for any N ≥ 1 and any û ∈ H−1(0) the estimate
(4.19)
δϕN λ
2
N
2 ‖ζ
N − x̂ ‖2 + δψN+1λ
2
N+1
2 ‖η
N − ŷ ‖2 + ϕN−1τN−1Gγ ,ρ (uN ; û) ≤ C0(û).
Proof. We rst show that the setup (4.1) and the conditions (4.7), (4.8), and (4.10) hold. Indeed,
the second part of (4.18a) is simply the choice of ωi in (4.1c), while the rest of (4.1c) follows
from the derivation of Algorithm 4.1 from this structural setup in Section 4.1. Moreover, since
µi = λi , the rst part of (4.18a) implies (4.7c) and (4.10c). Likewise, (4.18b) implies (4.7a) and
(4.10a). The conditions (4.18c) in turn imply (4.7b) and (4.8). Together (4.18a) and (4.18b) imply
(4.10b). Therefore (4.7), (4.8), and (4.10) hold in their entirety. We can thus apply Lemmas 4.1
and 4.3 to obtain the estimate (4.11). By application of Lemma 4.2 we then derive (4.19) from
(4.11). 
Theorem 4.5. Suppose γ = 0 and ρ = 0. Take τ0,σ0 > 0 with τ0σ0‖K ‖2 < 1, λ0 = µ0 = 1, ϵ ∈ [0, 1),
and update (i ∈ N)
τi+1 := τiλ−1i λi+1, ωi := 1,(4.20a)
σi+1 := σiλ−1i λi+1, µi+1 := λi+1 := λi/(1 + (1 − ϵ)λi ).(4.20b)
Then the iterates generated by Algorithm 4.1 satisfy G(uN ; û) → 0 at the rate O(1/N ) for any
û ∈ H−1(0).
Proof. We will use Lemma 4.4, for which we need to verify (4.18). We use Lemma 3.5 (iii) to
verify (4.18b) for ϕi = τ−2i , τi+1 = τi (1−λi+1)/(1−ϵλi ), and λi+1 as in (3.14). With γ = 0, the latter
agrees with the expression for λi+1 in (4.20). With ϕi and ρ = 0 inserted, the rest of (4.18) reads
ψiσi = τ
−1
i , ωiλi+1τ
−1
i+1 = λiτ
−1
i .(4.21a)
λ2iψi ≥ λ2i+1ψi+1, (1 − κ)λ2i+1ψi+1 ≥ ‖K ‖2 (i ∈ N).(4.21b)
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Clearly the rst part of (4.21b) holds by takingψi = λ−2i τ−10 σ−10 for all i ∈ N. Let us assume
(4.22) ωi = (λ−1i+1 − 1)/(λ−1i − ϵ), τi+1 = τiλ−1i λi+1ωi , and σi+1 := σiλ−1i λi+1/ωi .
Inserting τi+1 = τi (1 − λi+1)/(1 − ϵλi ) from above and ωi from (4.22), the second part of (4.21a)
holds. It therefore only remains to secure the rst part of (4.21a) and the second part of (4.21b).
Withψi inserted, this is to say
σiτi = σ0τ0λ
2
i and (1 − κ) ≥ τ0σ0‖K ‖2.
The second condition is simply our initial condition on the step lengths. The rst condition
holds if σi = τ−1i λ2iσ0τ0. Using that τi+1 = τiλ−1i λi+1ωi , this holds when σi+1 as in (4.22). We have
therefore proved (4.18) to hold when (4.22) does, ϕi = τ−2i ,ψi = λ−2i τ−10 σ−10 , and τ0σ0‖K ‖2 < 1.
Take now as statedωi = 1, and observe that the update rule for λi+1 in (4.20) gives the rule for
ωi in (4.22). Moreover, the rules for τi+1 and σi+1 in (4.20) are consistent with (4.22). Therefore
(4.22), consequently (4.18), holds under the conditions of the theorem and the choices of the
testing parameters ϕi and ψi in the previous paragraph. Lemma 4.4 thus yields (4.19). Since
Gγ ,ρ (uN ; û) ≥ 0 when û ∈ H−1(0), the growth estimate of Lemma 3.5 (iii) in the case γ = 0
applied in (4.19) establishes the claimed convergence rate. 
Thus, without any strong convexity, inertia and correction improve the ergodic O(1/N )
convergence of the gap for the PDPS to non-ergodic convergence.
Theorem 4.6. Suppose γ > 0 and ρ = 0. Take ϵ ∈ [0, 1), τ0,σ0 > 0 with τ0σ0‖K ‖2 < 1, initialise
λ0 := µ0 := 1, and update (i ∈ N)
τi+1 := τiλ−1i λi+1ωi , ωi := (λ−1i+1 − 1)/(λ−1i − ϵ),(4.23a)
σi+1 := σiλ−1i λi+1/ωi , µi+1 := λi+1 :=
√
λ2i + 2γλiτi
1 − ϵλi +
√
λ2i + 2γλiτi
.(4.23b)
Then the iterates generated by Algorithm 4.1 satisfy both Gγ ,0(uN ; û) → 0 and ‖ζ N − x̂ ‖2 → 0 at
the rate O(1/N 2) for any û ∈ H−1(0).
Proof. Note that λi+1 given in (3.14) agrees with that in (4.23). Also note that in the proof of
Theorem 4.5, we did not involve the choices (4.20) until the nal paragraph. Therefore, we may
follow the proof of Theorem 4.5 to see (4.18) to hold when (4.22) does, ϕi = τ−2i ,ψi = λ−2i τ−10 σ−10 ,
and τ0σ0‖K ‖2 < 1.
Observe now that (4.22) is consistent with the updates of ωi , τi+1, and σi+1 in (4.23). By taking
the testing parameters ϕi andψi as above, we have therefore veried (4.18), so Lemma 4.4 yields
(4.19). The growth estimate of Lemma 3.5 (iii) in the case γ > 0 applied in (4.19) establishes the
claimed convergence rates. 
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Theorem 4.7. Suppose γ = 0 and ρ > 0. Take τ0 > 0 and ϵ ∈ [0, 1/2] with τ0‖K ‖2 < 2ρ, initialise
λ0 := µ0 := 1, and update (i ∈ N)
τi := τ0, ωi := (λ−1i+1 − 1)/(λ−1i − ϵ) = λi+1λ−1i ,
σi+1 :=
λ2i
2ρ µi+1 := λi+1 :=
2
1 +
√
1 + 4(λ−2i − ϵλ−1i )
,
Then the iterates generated by Algorithm 4.1 satisfy both G0,ρ (uN ; û) → 0 and ‖ηN − ŷ ‖2 → 0 at
the rate O(1/N 2) for any û ∈ H−1(0).
Proof. We use Lemma 3.5 (i) to verify (4.18b) for ϕi = λ−2i as well as τi = τ0 and λi+1 as stated.
Inserting the ϕi and τi , the rest of (4.18) now reduces to
ψiσi = λ
−2
i τ0, ωiλ
−1
i+1 = λ
−1
i ,
λ2iψi (1 + 2ρσiλ−1i ) ≥ λ2i+1ψi+1, and (1 − κ)λ2i+1ψi+1 ≥ λ−2i τ 20 ‖K ‖2.
The second condition is one version of our update rule for ωi . We still need to show that the
two versions of the rule are equal. If we takeψi := 2ρτ0λ−2i−1λ−2i and σi as stated, introducing the
new variable λ−1, not used in the algorithm, the rest becomes
λ−2i−1 + λ
−1
i ≥ λ−2i and (1 − κ)2ρ ≥ τ0‖K ‖2 (i ∈ N).
The latter condition is satised by our initial step length assumption for some κ ∈ (0, 1). Since
λ0 = 1, the rst condition holds for i = 0 for any λ−1 > 0. By Lemma 3.4, λ−2i−1 −ϵλ−1i−1 = λ−2i −λ−1i
for i ∈ N. Therefore the rst condition holds, and the two expressions for ωi are equivalent.
We have thus veried (4.18), so Lemma 4.4 gives the estimate (4.19). The growth estimate of
Lemma 3.5 (i) applied there establish the claimed gap convergence rate. The convergence rate
of the dual auxiliary variable is determined by the rate of growth of λ2N+1ψN+1 = 2ρτ0λ
−2
N . By
the same Lemma 3.5 (i), ϕNτN = λ−2N ϕ0 grows at the rate Θ(N 2), so we get the claimed O(1/N 2)
convergence. 
Theorem 4.8. Suppose γ > 0 and ρ > 0. Take λ ∈ (0, 1) and ϵ ∈ [0, 1) with ‖K ‖2 < 4γ ρ(λ−1 −
ϵ)(λ−1 − 1). Update (i ∈ N)
τi := λ2/[2γ (1 − λ)], ωi := (λ−1 − 1)/(λ−1 − ϵ),
σi := λ2/[2ρ(1 − λ)], µi+1 := λi+1 := λ.
Then the iterates generated by Algorithm 4.1 satisfy both Gγ ,ρ (uN ; û) → 0 and ‖zN − û‖2 → 0 at
a linear rate for (the unique) û ∈ H−1(0).
Proof. We use Lemma 3.5 (ii) to verify (4.18b) for ϕi = ci for c := (1 − ϵλ)/(1 − λ) > 1 as well as
τi ≡ τ0 and λi+1 ≡ λ as stated. The rest of (4.18) now reduces to
ψiσi = ϕiτ0, ωic = 1,
ψi (1 + 2ρσiλ−1) ≥ ψi+1, and (1 − κ)λ2ψi+1 ≥ ϕiτ 20 ‖K ‖2.
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Clearly our choice of ωi = 1/c satises the second condition. Takingψi = ϕiρ/γ and, as stated,
σi = γτ0/ρ = λ2/[2ρ(1 − λ)], the rst condition is also satised, while the third condition
becomes ϕi+1(1+ 2γτ0λ−1) ≥ ϕi . As λi ≡ λ, this is the rst part of (4.18b), which we have already
veried. The last condition becomes (1 − κ)λ2ργ−1c ≥ τ 20 ‖K ‖2, which with c and τ0 expanded is
4(1 − κ)γ ρ(1 − ϵλ)(1 − λ) ≥ λ2‖K ‖2. This is secured by our assumed bound on ‖K ‖.
We have thus veried (4.18), so Lemma 4.4 yields the estimate (4.19). The growth estimate of
Lemma 3.5 (ii) applied there establish the claimed gap and primal variable convergence rates.
Since ψi = ϕiρ/γ and µi = λi , the dual variable converges at the same rate as the primal
variable. 
Remark 4.9 (Partial gaps). Convergence of the Lagrangian gap is weak compared to the true
duality gap. Suppose the product set Bx × By ⊂ X × Y is bounded and contains some û ∈ H−1(0).
In the literature, partial gaps are considered,
0 ≤ G(u;Bx ,By ) := supsx ∈Bx infsy ∈By G(u; (sx , sy)).
Ergodic partial gap estimates can be derived in the non-inertial setting, see [8], because the fact
that û ∈ H−1(0) is never actually needed in the proofs; û ∈ X × Y can be any element. Indeed,
even in our work, the main reason we need to assume û to be a solution are the nal phases of the
unrolling Lemmas 3.2 and 3.3. However, because of this, we cannot derive partial gap estimates.
Remark 4.10 (Forward step). If we want to solve minx ∈X G(x) + E(x) + F (Kx), where E is convex
with ∇E L-Lipschitz, using Lemma 3.3, it is possible to incorporate into Algorithm 4.1 a forward
step with respect to E: we change the update of x i+1 into
x i+1 := proxτ˜iG (x iγ − τ˜i [K∗y˜ i + ∇E(sx i )]).
In this case, also minding Lemma 4.2, we have to ensure that τiL ≤ 1 −
√
1 − κ. It is not dicult to
verify that the update rule of Lemma 3.5 (iii) satises λi+1 ∈ (ϵ, 1)λi , hence τi+1 ≤ τi .
In the proofs of Theorems 4.5 and 4.6 we can take κ ∈ (0, 1) such that σ0τ0‖K ‖2 = 1 − κ, so we
are led to the condition
√
σ0τ0‖K ‖ + τ0L ≤ 1, which also ensures, hence replaces, the original bound
σ0τ0‖K ‖2 < 1.
Likewise, in the proof of Theorem 4.7, τ0‖K ‖2 = 2ρ(1 − κ) leads to
√
τ0/(2ρ)‖K ‖ + τ0L ≤ 1.
In the proof of Theorem 4.8, 4(1 − κ)γ ρ(λ−1 − ϵ)(λ−1 − 1) = λ2‖K ‖2 similarly leads to the
replacement initialisation bound (4γ ρ(λ−1 − ϵ)(λ−1 − 1))−1/2‖K ‖ + τ0L ≤ 1.
5 numerical experience
We study the performance of the proposed algorithm on three image processing and inverse
problems: denoising, sparse Fourier inversion, and Positron Emission Tomography (PET), all
with total variation regularisation. We also performed experiments on deblurring, where the
results were comparable to denoising. Denoising is the most basic image processing task, while
sparse Fourier inversion is used for magnetic resonance image reconstruction; see, e.g., [4, 17].
These two problems are of the form
(5.1) min
x ∈Rn1n2
1
2 ‖z −Tx ‖
2
2 + β ‖Dx ‖2,1,
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where n1 × n2 is the size of the unknown image x in pixels, z ∈ Rm is the corrupted data,
and β > 0 a regularisation parameter. The matrix D ∈ R2n1n2×n1n2 is a discretisation of the
gradient operator, and ‖д‖2,1 := ∑n1n2i=1 √д2i,1 + д2i,2 for д = (д·,1,д·,2) ∈ R2n1n2 . We take D as
forward-dierences with Neumann boundary conditions.
The operator T ∈ Rk×n1n2 depends on the problem in question: for denoising, T = I is the
identity and for sparse Fourier inversion it is the composition T = SF with a sub-sampling
operator S ∈ Rk×n1n2 and the discrete Fourier transform F . For denoising k = n1n2, while for
sparse Fourier reconstruction, k  n1n2.
To implement variants of the PDPS, we note that (5.1) can in all three cases be written in the
saddle point form
min
x ∈Rn1n2
max
y ∈R2n1n2
1
2 ‖z −Tx ‖
2
2 + 〈Dx ,y〉 − δβB(y),
where B = Bn1n2
R2
for BR2 the Euclidean unit ball in R2. SinceT is in both cases related to a unitary
operator, we can easily compute the proximal map of G(x) := 12 ‖z −Tx ‖22 .
The PET problem is slightly dierent. We take as T a discrete Radon transform, each [Tx]j
being the integral of the image x over a line with angle parameter θ j and displacement r j . As the
ecient and precise realisation of such an operator in general cases is outside the scope of the
present work, in our simplied setting, we consider only the four angles θ j ∈ {0°, 45°, 90°, 135°}
and displacements r j such that Tx consists of all row sums, all column sums, and all diagonal
sums of x rewritten as a n1 × n2 matrix. We also change the rst delity term in (5.1) to model,
instead of Gaussian noise, Poisson noise. Finally, we need to force x ≥ 0. That is, our problem is
min
x ∈[0,∞)n1n2
〈Tx , 1〉 − 〈b, log(Tx + c)〉 + β ‖Dx ‖2,1,
where 1 := (1, . . . , 1) ∈ Rk , b ∈ (0,∞)k is the measured data, and c ∈ (0,∞)k is a background
intensity, assumed known. The logarithm is applied componentwise.
Computing the proximal step with respect to the delity term is challenging due to the
structure of T . We therefore write also this term as a conjugate, observing that дj (z) := z −
bj log(z + c j ) has the conjugate д∗j (ϕ j ) = −bj + c j (1 − ϕ j ) + bj log(bj/(1 − ϕ j )). Introducing the
additional upper bound x ≤ 1, this leads to
min
x ∈Rn1n2
max
(ϕ,y )∈Rk×R2n1n2
δ[0,1]n1n2 (x) + 〈(Tx ,Dx), (ϕ,y)〉 −
(
δβB(y) +
k∑
j=1
д∗j (ϕ j )
)
,
Without the additional upper bound, this problem arranged as the prototype problem (1.4)
would have G = δ[0,∞)n1n2 , which has the conjugate G∗ = δ(−∞,0]n1n2 . Although our algorithms
guarantee x i+1 ∈ [0,∞)n1n2 , the conjugate will cause the true (non-Lagrangian) duality gap
(5.2) G˜(x ,y) := G(x) + F (Kx) +G∗(−K∗y) + F ∗(y) ≥ G(x ,y ; x̂ , ŷ)
to be innite in practise. However, we wish to report the true duality gap instead of the La-
grangian duality gap, as it does not depend on knowing a solution (x̂ , ŷ). This is why we have
added the upper bound x ≤ 1. Any greater upper bound would also work, giving a slightly
dierent duality gap.
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5.1 data
We performed the numerical experiments on the rst two of our models on the parrot image (#23)
from the free Kodak image suite photo, depicted in Figure 1a together with the corrupted data
and restored images for the test problems. We also performed some experiments (see Figure 7)
on all 24 images of this image suite. However, the eect of the exact image on the ranking of the
tested algorithms is generally small. The size of all the images is n1 × n2 = 768 × 512. To study
scalability, we also scaled it down to n1 × n2 = 192 × 128 pixels. Together with the dual variable,
the problem dimensions are therefore 768 ·512 ·3 = 1179648 ' 106 and 128 ·128 ·3 = 49152 ≈ 4 ·104.
For the denoising problem we added Gaussian noise with standard deviation 51 (−13.9dB)
to the original test image. To remove the noise, we rst choose β = 0.2 (low regularisation
parameter), and then β = 1 (high regularisation parameter). Following [12], we scale this
parameter by the factor 0.25 for operations on the downscaled image. We also added noise
in the other test problems to avoid inverse crimes [19]. For sparse Fourier inversion, we used
the same level of noise as for denoising. The sparse Fourier inversion experiments are only
performed on the original non-down-scaled image with the regularisation parameter β = 0.1
(sparse Fourier inversion).
For the PET problem, instead of photographs, we use the Shepp–Logan phantom in Figure 2.
This is because the limited number of angles encoded in T (reduction of data to mere 2.3%
for the phantom) would not give a recognisable reconstruction of a more complex image.
Moreover, the phantom is more relevant to the problem in question. As the resolution, we take
n1 × n2 = 256 × 256. To obtain the simulated measurement data b, we apply Poisson noise to
the row, column and diagonal sums in Tx , and then add the background c := 1.
5.2 algorithmic setup
We compare our algorithm (IC-PDPS) to the basic PDPS of [8], and the basic inertial (I-PDPS)
and over-relaxed (R-PDPS) variants from [9]. The latter is essentially the Vu˜–Condat algorithm.
We do not include FISTA and other non-primal-dual algorithms in our comparisons, as of our
example problems, they are easily applied only to TV denoising in its dual form. Similarly, the
basic ADMM [14] requires dicult inversions for our problems. Its more ecient preconditioned
variant [27], on the other hand, is equivalent to the PDPS [4].
We use the same initial choices of τ0 = 9.9/L and σ0 = 0.1/L with L :=
√
8 ≥ ‖D‖ [6] for all
algorithms and the denoising and sparse Fourier inversion model problems. For the PET problem
we take σ0 = 30/L′ and τ0 = 0.033/L′ for an estimate L′ ≥
√
‖T ‖2 + L2. The ratio between τ0
and σ0 has been hand-optimised for the baseline PDPS. For the R-PDPS we take the additional
over-relaxation parameter ρ = 1.5. For the I-PDPS we use xed inertial parameter α = 0.9/3:
according to [9], the sequence of parameters {αi }i ∈N has to be non-decreasing with αi < 1/3.
We also tested the FISTA rule, which did in practise yield better results for TV denoising, but
completely failed for the other problems. Hence we use the provably convergent xed parameter.
The denoising problem is strongly convex with factor γ = 1, so we include results for both the
unaccelerated and accelerated versions of the PDPS and IC-PDPS (Theorems 4.5 and 4.6). We
also apply the rules of Theorem 4.7 to the problem with the primal and dual variables exchanged.
This is denoted ‘dual IC-PDPS’. The R-PDPS and the I-PDPS cannot with provable convergence
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(a) Original (b) Noisy image (c) Denoised
(d) Fourier subsampling mask (e) Zero-lling inversion (f) Sparse Fourier inversion
Figure 1: Input data and reconstructions. The original image is #23 from the free Kodak image
suite, available online at the time of writing at hp://r0k.us/graphics/kodak/. Since
raw data z for the sparse Fourier inversion is not visually informative, (e) displays the
naïve zero-lling inversion F ∗S∗z for the subsampling operator S corresponding to
the spiral mask in (d).
be combined with strong convexity based acceleration: trying to do so was the starting point
of our research. For acceleration we use γ = 0.5 < 1, which is the maximal value for which
the ergodic gap is known to converge at the rate O(1/N 2) for the PDPS (γ = 1 only yields
convergence of the iterates; see [8, 22, 23, 25]). For IC-PDPS γ = 1 is allowed, and provably
yields convergence of the gap, but in practise yields worse results than γ = 0.5.
The IC-PDPS has one further parameter: ϵ ∈ [0, 1). For denoising and sparse Fourier inversion
we generally take ϵ = 0.7, and for PET, ϵ = 0.9. We also report the denoising convergence
behaviour for ϵ = 0.5 and ϵ = 0 in Figure 5.
For our reporting, we computed a target optimal solution x̂ by taking one million iterations
of the basic PDPS. However, the convergence of the basic PDPS for sparse Fourier inversion
appears to be very slow: judging by the gap in Figure 6a, the IC-PDPS converges much faster,
while both the PDPS and I-PDPS atten out. We therefore computed the target solution for
sparse Fourier inversion by taking one million iterations of the IC-PDPS. Note that the target
solution is not used to compute the gap; instead of the Lagrangian duality gap (4.3), we report
true duality gap given in (5.2), as this does not depend on knowing a solution (x̂ , ŷ).
We report the distance to x̂ in decibels 10 log10(‖x i − x̂ ‖2/‖x̂ ‖2), as well as the duality gap,
again in decibels relative to the initial gap as 10 log10(G˜(x i ,y i )2/G˜(x0,y0)2). For the initial
iterates we always took x0 = 0 and y0 = 0. The hardware we used was a MacBook Pro with
16GB RAM and a 2.8 GHz Intel Core i5 CPU. The codes were written in MATLAB+C-MEX.
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(a) Phantom (b) 4-angle reconstruction
Figure 2: Shepp–Logan brain phantom and its reconstruction from simulated 4-angle (0°, 45°,
90°, 135°) positron emission tomography. The 4-angle tomography of a 256× 256 image
consists of 1534 data points, meaning the reconstruction is achieved with just 2.3% of
data.
5.3 results
The results for TV denoising of the downscaled image are in Figure 3, and for the original
image in Figure 4 and Table 1. The latter includes both the high and low values of the regu-
larisation parameter β . For the downscaled experiments we only report the lower value of β .
The comparison for dierent values of ϵ for IC-PDPS is moreover in Figure 5, for the higher
value of β . The results for sparse Fourier inversion are in Figure 6 and Table 4a, and for PET in
Figure 8 and Table 4b. Finally, Figure 7 displays for denoising and sparse Fourier inversion the
minimum and maximum interval for the duality gap over all 24 images in the image suite. We
have excluded R-PDPS from these results to avoid overcrowding; its performance is comparable
to I-PDPS, as can be gleaned from the other gures.
For TV denoising, the unaccelerated IC-PDPS is clearly the worst algorithm, while I-PDPS and
R-PDPS slightly improve upon the basic PDPS. As expected from the O(1/N ) versus O(1/N 2)
convergence rates, all of these methods are signicantly worse than the accelerated PDPS, the
accelerated IC-PDPS, and the accelerated dual IC-PDPS. For the downscaled image and for low
β for the original resolution image, they are all comparable for the gap, but accelerated IC-PDPS
somewhat surprisingly has asymptotically better iterate convergence. Of course, judging by the
timings in Table 1 in particular, the iterations of the IC-PDPS are somewhat more costly, so the
basic accelerated PDPS appears the best choice in this case.
For high β , the results are initially similar, but both variants of the accelerated IC-PDPS are
asymptotically better than the accelerated PDPS. This suggests that the IC-PDPS might perform
better when there is “more work to be done”. This is somewhat conrmed by the results for
sparse Fourier inversion, which is a signicantly more dicult problem than TV denoising.
There the gap convergence performance of IC-PDPS is signicantly better than PDPS or I-PDPS:
according to Table 4a, compared to the PDPS only 75% of the computational time is required to
obtain −35dB gap reduction.
For the PET problem, Figure 8 and Table 4b indicate that IC-PDPS has good gap conver-
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Figure 3: Denoising convergence behaviour for low resolution image.
gence behaviour, taking 30% less time than the PDPS to reach −40dB, but has primal variable
convergence behaviour comparable to the PDPS. This indicates that the IC-PDPS has good
convergence of the dual variable.
From Figure 7 we can see that the exact image does not signicantly alter the rankings of the
algorithms, with IC-PDPS performing signicantly better than the other methods for sparse
Fourier inversion.
5.4 conclusion
While our proposed IC-PDPS does not always improve upon the basic, inertial, and over-relaxed
PDPS, it never does signicantly worse by iteration count. For some problems, such as sparse
Fourier inversion and Positron Emission Tomography, it oers improved performance. Moreover,
we have theoretically guaranteed the O(1/N ) convergence of the Lagrangian gap functional
or the O(1/N 2) convergence of the strong convexity adjusted gap Gγ ,ρ . This is better than the
merely ergodic convergence known of the PDPS and the basic inertial and over-relaxed variants.
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Figure 4: Denoising convergence behaviour.
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