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§1 ¶ ‖
ABSTRACT. We prove Bergman’s theorem [1] on centralizers by
using generic matrices andKontsevich’s quantizationmethod. For
any field k of positive characteristics, set A = k〈x1, . . . , xs〉 be a
free associative algebra, then any centralizer C(f) of nontrivial el-
ement f ∈ A\k is a ring of polynomials on a single variable. We
also prove that there is no commutative subalgebra with transcen-
dent degree ≥ 2 of A.
1. INTRODUTION
Quantization ideas provides a new vision in some classical areas
in mathematics including polynomial automorphisms and Jacobian
conjecture. In the papers [2, 3] , Alexei Kanel Belov andMaximKont-
sevich used antiquantizations for to obtain a proof for to show the
equivalence of the Jacobian conjecture and the Dixmier conjecture.
And P. S. Kolesnikov[4, 5] reproved the famous Makar-Limanov the-
orem on the construction of algebraically closed skew fields by using
formal quantization by using the formal quantization.
In the series of papers[6, 7, 8, 9, 10], V. A. Artamonov discovered
relations of metabelian algebras and the Serre conjecture with quan-
tization. Some of Artamonov’s ideas had been used by U. Umirbaev
[11] for Jacobian conjecture in the case of metabelian algebras. And
in 2007, Umirbaev in his classical paper [12], used metabelian alge-
bras in order to prove the famous Anick conjecture (it was second in-
gredient, the main ingredient was the famous theory of U.Umirbaev
and I.Shestakov).
As to review some classical algebra and algebraic geometry, espe-
cially polynomial automorphisms from quantization point of view
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2seems to be important for us, so in this paper; which we have de-
voted to the Bergman’s theorem on centralizers of free associative al-
gebras via quantization; we obtain the following theoremwith some-
how more general results:
Theorem 1.1. Suppose tr.degk〈A,B〉 = 2, for k is a field with positive
characteristics and A,B are matrices over k.
Consider an arbitrary lifting A and B inMatn(k〈x1, . . . , xs〉[[h]], ∗),
then Aˆ and Bˆ do not commute. Moreover,
(1.1)
1
h
[Aˆ, Bˆ]∗ =


1
h
{λ1, µ1} 0
. . .
0 1
h
{λn, µn}


in the basis such that A and B can be upper diagonalized.
Where for i ∈ {1, . . . , n}, λi and µi are respectively the eigenvalues
of A and B which will make the diagonal elements of the quantized
Aˆ and Bˆ.
Remark 1.2. In theorem 1.1, tr.degk〈A,B〉 = 2 and the independency
of λi’s and µi’s for some i will ensure that the Poisson bracket of λi
and µi is non zero. (In fact because the characteristic polynomial of
A and B are both irreducible, so that’s true for all i.)
But first of all let us to mention the famous Bergman’s theorem:
Theorem 1.3 (The Bergman’s centralizer theorem). The maximum
commutative subalgebra of a free associative algebraA is isomorphic
to the ring of polynomials in one variable.
This theorem already has been proved in [1], but we have to re-
prove it because of its importance for our ideas. And themain reason
for to reprove it is to find its relation with quantization in Kontsevich
sense.
The proof of the theorem 1.3 can be reduced by using the following
steps:
1. Fist suppose we have a commuting, then we can make a reduc-
tion to the generic matrices. And when we make this reduction then
we will have two commuting generic matrices.
Remark 1.4. And in this case by using the fact that when we come
to the quantization of the generic matrices then those matrices are
not allowed just to commute but to have no other relations, because
otherwise we can consider the algebra generic over this ring with
our generators as a generic matrix for every lifting!
2. Let R be the ring of polynomials and A and B matrices over
R and suppose we have generators Xijs and Yijs and a polynomial
over generic matrices.
3Now if we consider not polynomials over generic matrices but in-
stead of Xij and Yij we replace them by quantizations, i.e. not with
elements from polynomial ring R but with elements from quantized
polynomial ring Rˆ, then we will get two matrices which cannot com-
mute if they have relation. And if they do not have relation apart of
commuting, because the theorem 1.1 is not allowed because wework
on a ring of generic matrices and if they in a ring of generic matrices
commute without any relations then when we come to the quanti-
zation then we loose any relation of them and then we can consider
instead of our free generators of free associative algebra, its homo-
morphisms on the algebra of generic matrices to the algebra over
matrices over new quantization.
3. As it comes out by the definition of a generic matrix ring of size
two which is a ring generated by generic matrices of order 2 and set
X1 =
(
X1
11
X1
12
X1
21
X1
22
)
, . . . , Xs =
(
Xs
11
Xs
12
Xs
21
Xs
22
)
;
such that the algebra generated by Xs’s is the algebra of generic
matrices of order 2 and this is a subalgebra of matrix algebra of the
ring of polynomials of 4s variables. So it is the algebra of generic
matrices over the ring of polynomials.
Remark 1.5. If we have free associative algebra over a1, . . . , as, then
wewill have homomorphisms ϕ’s toX1, . . . , Xs from ais and itmeans
that if f and g commute then ϕ(f) and ϕ(g) also commute.
4. Now let us put X lij instead of X
i’s and let us define R :=
k[X lij] and Rˆ; for Rˆ to be the quantization of R. And this means
that if we have free associative polynomial algebras f(a1, . . . , as) and
g(a1, . . . , as) over a1, . . . , as according to the remark 1.5, then we will
get in matrix algebras fˆ(Xˆ1, . . . , Xˆs) and gˆ(Xˆ1, . . . , Xˆs).
In other words, if we suppose the associative algebra k〈X1, . . . , Xs〉
then from the other hand we will haveK〈Mˆ1, . . . , Mˆs〉 for Mˆ
l = (Xˆ lij)
for Xˆ lij from the ring of quantization of the ring R i.e. Rˆ and with
modular h will be matrices over Xij .
5. Now suppose that all the previous steps are satisfying for any n
relations in generic matrices.
Remark 1.6. Here relations are some polynomials Pn.
6. Now suppose for any n and for any f, g as before, we have
Pn(f, g) = 0.
Then for any n1 > n2 we have that Pn1 will contain n2 × n2 non
generic matrices; and because it is known that when it does not have
zero divisors, it means that all of them are irreducible and there is
4minimal relations between generic matrices and then if n1 > n2 then
the relation Pn1 is divisible by Pn2 and hence because of irreducibility
they must coincide on some step which means that they have rela-
tion for all n’s and this provides that they do not have relation at
all!
Because if n is big then all the identities of n×nmatrices and hence
minimum identity has degree n
2
and then the degree of this polyno-
mial if we substitute instead of f and g times maximum degree of
f and g, so if we consider two big matrices then we do not have re-
lations and it means that it is impossible that in a free associative
algebra we do not have relation but in any size of matrices we have
relation!
A contradiction!
And this is the situation which occurs in quantization.
7. And then we need to prove that for n × n polynomials we can-
not have any relations but just free commutative algebra of transcen-
dent degree 2 and then Theorem 1.1 does not allow us to have this,
because of the famous Bergman theorem about centralizers!
8. Now in this step let us look at it from an another point of view:
Consider the quantization ring Rˆ and suppose for all i, j we have
Xˆ lij
∼= X lij mod h in Rˆ, then two matrices Aˆ and Bˆ does not commute
anymore!
Remark 1.7. This is enough for Bergman’s theorem.
Now let’s see how theorem 1.1 implies theorem 1.3.
9. We want to prove that two elements cannot commute.
Suppose we have a free associative algebra k〈X1, . . . , Xs〉 such that
f, g ∈ k〈X1, . . . , Xs〉 and suppose k〈f, g〉 ≃ k[y, z], i.e. they commute
but are algebraically independent.
10. And now if we consider the reduction to the generic matrices:
Then we have k〈Ani
1
, . . . , Anis 〉 for fˆni, gˆni ∈ k〈A
ni
1
, . . . , Anis 〉. And
hence k〈X1, . . . , Xs〉 naturally maps in k〈A
ni
1
, . . . , Anis 〉 and also f, g
maps to fˆni, gˆni respectively and because we had [fni, gni] = 0 so we
will have [fˆni, gˆni] = 0.
11. Now suppose there is relationRni such thatRni(fni , gni) = 0 for
each i. And because the algebra of generic matricesMn is a domain,
then Rni is irreducible. And so for nj > ni if Rni(fni, gni) = 0 then we
5have Rnj (fnj , gnj) = 0 and hence Rnj is divisible by Rni and so we
will have that Rnj = Rni .
12. Now consider an arbitrary relation R such that degR(f, g) = q
for ni > q, then R(f, g) = 0 in associative algebra, otherwise it is
identity because of Levi’s lemma (minimal degree of identity).[15]
And we note that the target is to prove that for f, g and hence for
big ni, k[f
ni, gni] ≃ k[x, y] and this means that for big ni, f
ni and gni
does not produce new relations. And hence if we suppose k[f, g] ≃
k[x, y], then for big n, k[fn, gn] is still isomorphic to k[x, y].
14. Nowwewant to prove that if k[f, g] ≃ k[x, y] then it is also cor-
rect for Xn
1
, · · · , Xns the generators of the algebra of generic matrices
(X lij) for l ∈ {1, . . . , s} and i, j ∈ {1, . . . , n}.
15. And now if we replace X l by X and fˆ , gˆ by f, g respectively,
then from one hand we have that fˆ and gˆ commute because in our
free associative algebra we had that f and g have been commuting
and from the other hand we shall prove that they don’t commute be-
cause of theorem 1.1! And this will provide us again a contradiction!
16. We proved that if f and g commute then tr.degk〈f, g〉 = 1.
Then one can prove according to the Bergman’s centralizer theo-
rem that for some h, f = ϕ(h) and g = ψ(h) for some polynomials ϕ
and ψ.
Remark 1.8. Here again let us mention that our first goal in this ar-
ticle is to show that theorem 1.1 implies the Bergman’s theorem on
centralizers and then to conclude and to prove the direct relation be-
tween the Bergman’s theorem and the Kontsevich quantization in a
classic way!
Remark 1.9. This proof is important because it shows that staff with
quantization are related to some classical results of 70’s from Bergman’s
results on commutative algebras!
2. ALGEBRA OF GENERIC MATRICES
Let A = k〈x1, . . . , xs〉 be a free associative algebra over the ground
field k on the variables x1, x2, . . . , xs.
Definition 2.1. A generic matrix is a matrix whose entries are distinct
commutative indeterminates, and the so called algebra of generic
matrices of orderm is generated by associative genericm×mmatri-
ces.
In order to prove the main results we recall some useful stuffs
about generic matrices.
Consider the ring of generic matrices of the free associative al-
gebra A, Let X1, . . . , Xs be n × n matrices with entries x
v
ij which
6are independent central variables. The subring of the matrix alge-
bra Mn(k[x
v
ij ]) generated by the matrices Xv is called the algebra of
generic matrices[14], which we denote it by R = k〈X1, . . . , Xs〉.
The algebra of generic matrices is prime, and every prime, rela-
tively free, finitely generated associative PI−algebra is isomorphic
to an algebra of generic matrices. And if we include taking traces
as an operator in the signature, then we get the algebra of generic
matrices with trace.
Definition 2.2. A T-ideal is a completely characteristic ideal, i.e., sta-
ble under any endomorphism.
We note that there is a natural homomorphism from the free as-
sociative algebra to this algebra of generic matrix with some kernel
T -ideal:
(2.1) π : k〈x1, . . . , xs〉 → k〈X1, . . . , Xs〉
We will firstly show that any two commuting elements in the free
associative algebra also commute in some algebra of generic matri-
ces.
Lemma 2.3. If we have a commutative subalgebra of transcendent
degree 2 in the free associative algebra, then we also have a commu-
tative subalgebra of transcendent degree two if we consider a reduc-
tion to generic matrices of a big enough order n.
Proof. Assume that f, g are two elements inA generating a commuta-
tive subalgebra of transcendent degree two. Suppose f¯ , g¯ are images
of homomorphism π in R of f and g. If tr.degk[f¯ , g¯] = 1, then there
exist a polynomial Pn(f¯ , g¯) = 0. Recall that in any reduction, if f, g
commute in an algebra, then their images f¯ , g¯ in a factor algebra also
commute. If N > n, then the matrix algebra Mn(k¯) is a factor of
MN (k¯), hence PN (f¯ , g¯) = 0 in Mn. By Amitsur’s theorem (Refer to
[16], Theorem 3.26, p.176), any algebra of generic matrices is a do-
main. Then the subalgebra of generic matrices generated by f¯ , g¯ is
also a domain. Then Pn divides PN , hence coincides. So there exists
a minimal polynomial P , such that P (f¯ , g¯) = 0 for any reduction on
Mn(k¯).
Suppose l = degP (f¯ , g¯) ≤ degP · maxdeg(f, g), consider reduc-
tion to Ml, by Amitsur-Levitzki Theorem[15], P (f, g) 6= 0 in free as-
sociative algebra and its minimal identity of Ml has exactly degree
2l. Hence P (f, g) 6= 0 inMl. Contradiction! 
3. QUANTIZATION
Let f, g be two commuting generic matrices which embedding to
Mn(R) with tr.deg(f, g) = 2, where n ≥ max{deg f, deg g}. Note that
7f, g are not central polynomials, since [f, x] and [g, x] are not identi-
ties because of Amitsur-Levitzki Theorem.
Since the algebra of generic matrix is a domain embedding in a
skew field, so the the minimal polynomial for f (resp. g) is an ir-
reducible polynomial. If f (resp. g) is not central, then eigenvalues
of f (resp. g) are distinct and since the algebra of generic matrices is
a domain by Amitsur’s theorem, then f could be diagonalizable in
some extension S ofR.
This is straightly coming from the result for linear algebra that
any n × n matrix is diagonalizable over the field k if it has n dis-
tinct eigenvalues in k. Note that if f is diagonalizable, then g is also
diagonalizable since they commute.
Consider elements corresponding to f, g in S[[h]] which is a k[[h]]-
module of formal power series with coefficients in S. Let ∗ be formal
deformation[13] of multiplication of S, i.e. a k[[h]]-bilinear map such
that we have
u ∗ v ≡ uv mod hS[[h]]
for all power series u, v ∈ S[[h]]. Hence, the product of two elements
a, b of S is then of the form
a ∗ b = ab+B1(a, b)h+ · · ·+Bn(a, b)h
n + · · ·
for a sequence of k-bilinear maps Bi, after putting B0(a, b) = ab and
we could write
∗ =
∞∑
n=0
Bnh
n.
Then (S, {, }) has free Poisson structure, and there is a natural homo-
morphism q : S → S[[h]]. Note that we have
(3.1)
1
h
([u, v]∗ − [u, v]) ≡ {u, v} mod h
The notation [u, v]∗ is the commutator after quantization which
equals to u ∗ v − v ∗ u. After introduce quantization, we claim that f
(resp. g) is also diagonalizable after quantization,
Lemma3.1. Every genericmatrix with distinct eigenvalues after quan-
tization can be diagonalized over some finite extension S[[h]] via con-
jugation modulus h2. More precisely, let A = A0 + hA1, where A0 has
distinct eigenvalues, then A can be diagonalized over some finite ex-
tension of S[[h]].
Proof. Without loss of generality, suppose A0 is a diagonal generic
matrix with distinct eigenvalues, assume B = E + hT and the conju-
gation inverse B−1 = E − hT , (where E is the identity matrix.) then
we have
(E + hT )(A0 + hA1)(E − hT ) = A0 + h([T,A0] + A1) mod h
2,
8then we just need to solve the equation [T,A0] = −A1.
We suppose that A1 is the matrix with all 0 diagonal elements. Let
T = (tij), A0 = diag{λ1, . . . , λn}, then
[T,A0] = (eijλi − λjeji).
We could determine all elements in T by successive approximation
on modulus h, h2, h3 etc. 
Next we will show that two commuting generic matrices f, g with
tr.deg(f, g) = 2 don’t commute after quantization.
Lemma 3.2. If f, g are two commuting generic matrices f, g with
tr.deg(f, g) = 2, then after quantization the generic matrices repre-
sentations of f, g don’t commute, i.e. 1
h
[fˆ , gˆ]∗ 6= 0 mod h.
Proof. We have showed that fˆ , gˆ could be diagonalized in S[[h]], i.e.
we could write them into specific forms modulus h2 as follows:
fˆ =

λ1 + hδ1 0. . .
0 λn + hδn

+ h

0 ∗. . .
∗ 0


gˆ =

µ1 + hν1 0. . .
0 µn + hνn

+ h

0 ∗. . .
∗ 0


Then we can get after modulus h, we have
1
h
[fˆ ∗ gˆ − gˆ ∗ fˆ ] =


1
h
{λ1, µ1} 0
. . .
0 1
h
{λn, µn}

 + ~λ ∗

0 ∗. . .
∗ 0


−

0 ∗. . .
∗ 0

 ∗ ~λ+

0 ∗. . .
∗ 0

 ∗ ~µ− ~µ ∗

0 ∗. . .
∗ 0


+ h



0 ∗. . .
∗ 0

 ,

0 ∗. . .
∗ 0




Note that all terms have empty diagonal except the first term, and
hence
1
h
[fˆ ∗ gˆ − gˆ ∗ fˆ ] 6= 0 mod h.

94. CONCLUSION
Consider the natural homomorphism q from R to Rˆ, by sending
· 7→ ∗. Then
qπ([f, g]) = q[f¯ , g¯] = [ ˆ¯f, ˆ¯g]∗ = 0
which is contradict to the result that [ ˆ¯f, ˆ¯g]∗ 6= 0 which we just have
showed above. Hence, we finish the proof of our main theorem.
Our main theorem directly implies Bergman’s theorem on central-
izers. Since any centralizer of A is a commutative subalgebra(refer
to [1], Proposition 2.2, p331), hence of transcendental degree 1. So it
is a commutative subalgebra with form k[z] for some z ∈ A.
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