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En este art´ıculo se describen, en forma
resumida, los trabajos de investigacio´n y de-
sarrollo que se esta´n llevando a cabo en la
l´ınea de investigacio´n “Sistemas Inteligentes”
en la problema´tica vinculada a la integracio´n
de tecnolog´ıas de acuerdo dentro de arquitec-
turas de razonamiento pra´ctico, y se abordan
temas vinculados a arquitecturas de agentes
inteligentes, arquitecturas BDI y Procesos de
Decisio´n Markov, mecanismos de votacio´n,
argumentacio´n y negociacio´n.
Palabras clave: sistemas multi-agen-
te, tecnolog´ıas de acuerdo, toma de de-
cisio´n.
Contexto
La l´ınea de investigacio´n “Sistemas In-
teligentes” se centra en la formalizacio´n, di-
sen˜o y desarrollo de agentes computacionales
con capacidades cognitivas de alto nivel. Los
enfoques utilizados en nuestra l´ınea de tra-
bajo, buscan dotar a los agentes inteligentes
con las capacidades necesarias para enfrentar
problemas complejos de la vida real, que in-
volucran ambientes dina´micos, inciertos, li-
mitados en recursos y que son parcialmente
observables. Esta l´ınea de investigacio´n for-
ma parte del proyecto “Nuevas tecnolog´ıas
para el tratamiento integral de datos mul-
timedia”, Proyecto de Investigacio´n consoli-
dado de la Universidad Nacional de San Luis
(UNSL), que se centra en la incorporacio´n de
informacio´n no estructurada (texto, audio,
ima´genes y video) en la resolucio´n de pro-
blemas y la toma de decisiones. Este proyec-
to recibe financiamiento de la UNSL y de
la Comisio´n Europea de Investigacio´n e In-
novacio´n (Marie Curie Actions: FP7-People-
2010-IRSES).
Introduccio´n
Los sistemas computacionales distribui-
dos han evolucionado desde arquitecturas tra-
dicionales basadas en el modelo cliente/ser-
vidor, a enfoques donde las componentes del
sistema exhiben patrones de interaccio´n ma´s
flexibles y elaborados, que incluyen compor-
tamiento pro-activo (basado en objetivos),
mecanismos de negociacio´n, de argumenta-
cio´n, etc. A partir de esta tendencia, gran
parte de las te´cnicas pensadas como meca-
nismos de interaccio´n social de humanos, han
pasado a convertirse en el fundamento de mu-
chos sistemas computacionales donde las com-
ponentes interactu´an utilizando protocolos de
argumentacio´n [12, 2], votacio´n [8, 15, 23],
negociacio´n [18, 14] y mercado [20]. Si bien
estos mecanismos de interaccio´n han sido fre-
cuentemente estudiados por separado, buena
parte de la comunidad cient´ıfica vinculada al
a´rea, ha comenzado a reconocer la importan-
cia de darle un tratamiento integral a estos
enfoques y estudiarlos bajo el “paraguas con-
ceptual” denominado tecnolog´ıas de acuer-
do (en ingle´s, agreement technologies (AT)).
Esta tendencia ha quedado de manifiesto en
el surgimiento de consorcios de investigacio´n
europeos especializados en la tema´tica1 co-
mo as´ı tambie´n en la inclusio´n de Workshops
sobre el tema en las principales conferencias
internacionales.2 Como se reconoce en estos
c´ırculos cient´ıficos, “el acuerdo es uno de los
conceptos sociales que ayuda a los humanos
a desempen˜arse en sus ambientes sociales y
esta´ presente en todas las interacciones hu-
manas. En efecto, sin acuerdos no hay co-
operacio´n y finalmente los sistemas sociales
no pueden emerger. Por lo tanto, el acuerdo
es una componente fundamental y necesaria
en nuestras actividades diarias”. Sin lugar
a dudas, los agentes artificiales inteligentes
(AAI) [19] y los sistemas multi-agente (SMA)
[25, 24] han constituido el marco de trabajo
computacional por excelencia, donde la ma-
yor´ıa de las AT se han investigado y utilizado
en problemas concretos de la vida real.
Un agente es una entidad computacional
auto´noma, virtual (programa) o f´ısica (por
ejemplo un robot), que puede percibir direc-
tamente su entorno a trave´s de algu´n tipo de
sensor y que es capaz de interactuar con ese
entorno utilizando efectores. La principal for-
taleza de los agentes reside en su capacidad
para exhibir un comportamiento flexible, que
en este contexto, refiere a la capacidad de:
Percibir directamente un ambiente di-
na´mico y reaccionar oportunamente a
eventos y condiciones cambiantes (re-
actividad).




sario e iniciar comportamientos dirigi-
dos por un objetivo (pro-actividad).
Interactuar y comunicarse, cuando es
apropiado, con otros agentes artificiales
o humanos (sociabilidad).
Por otra parte, en un SMA un conjunto
de agentes interactu´a para conseguir algu´n
objetivo. Usualmente, en este tipo de siste-
mas, cada agente posee informacio´n incom-
pleta sobre su entorno y sobre s´ı mismo, te-
niendo adema´s capacidades limitadas. El en-
torno es dina´mico y cambiante, vie´ndose afec-
tado por las acciones de todos los agentes.
Por esta razo´n, no puede predecirse con cer-
teza el estado futuro de ese entorno. El con-
trol del sistema es distribuido, los datos esta´n
descentralizados, y la computacio´n es asin-
cro´nica. Las caracter´ısticas mencionadas pre-
viamente, que aumentan la complejidad del
sistema, proveen tambie´n las siguientes ven-
tajas: eficiencia (debido al paralelismo que
se logra al disponer de mu´ltiples agentes),
robustez y confiabilidad (gracias a la redun-
dancia), escalabilidad y reusabilidad.
Proveer a un agente de las capacidades
necesarias para exhibir un comportamiento
flexible, no es una tarea trivial. De hecho,
una de las a´reas de investigacio´n ma´s acti-
va en el a´mbito de agentes ha sido la defini-
cio´n de modelos y arquitecturas de agentes
que intentan dar una respuesta a este pro-
blema. Existen arquitecturas que se han con-
centrado en el aspecto de la reactividad [1, 6]
y otras en cambio que han privilegiado los
mecanismos de deliberacio´n y planificacio´n
necesarios para proveer un comportamiento
pro-activo [16]. Sin embargo, existe actual-
mente un consenso generalizado de que cual-
quier arquitectura realista de agente, deber´ıa
proveer un soporte adecuado para todas es-
tas capacidades. Las arquitecturas h´ıbridas
[10, 11] y las basadas en comportamientos
[15, 17] han intentado lograr un balance ade-
cuado entre reactividad y pro-actividad. Sin
embargo, las arquitecturas que mayor aten-
cio´n han recibido para este propo´sito son las
denominadas arquitecturas BDI [5]. De igual
manera, aquellas personas que se han orien-
tado a los enfoques basados en utilidad, han
tomado a los Procesos de Decisio´n Markov
[3] y los juegos estoca´sticos [4], como los mo-
delos principales para disen˜ar e implementar
los agentes inteligentes.
En todas las arquitecturas mencionadas
previamente, el fin u´ltimo de los procesos in-
ternos y de razonamiento de los agentes, es
seleccionar las acciones que e´ste realizara´ so-
bre su ambiente. En este contexto, estos pro-
cesos orientados hacia las acciones suelen ser
referenciados como de razonamiento pra´cti-
co [25], para diferenciarlo del razonamien-
to teo´rico, que so´lo afecta las creencias del
agente sobre el mundo. Sin embargo, desde
un punto de vista ma´s general, estas propues-
tas tambie´n pueden ser consideradas como
modelos y arquitecturas para la toma de de-
cisiones de agentes inteligentes.
Si bien las tecnolog´ıas de acuerdo han
recibido una atencio´n considerable en el a´rea
de SMA, su aplicacio´n dentro de las arquitec-
turas y modelos de agentes individuales para
la toma de decisiones racional es un a´rea que
no ha recibido, hasta el momento, la nece-
saria atencio´n. Ma´s alla´ de trabajos aislados
sobre el uso de votacio´n en sistemas basa-
dos en comportamiento [15, 17] y algunos es-
fuerzos por incorporar argumentacio´n en ar-
quitecturas BDI [21, 22] existe una falencia
notoria de propuestas tendientes a sistemati-
zar el uso de estas tecnolog´ıas en modelos de
toma decisio´n ya establecidos, como las ar-
quitecturas BDI de razonamiento pra´ctico y
las arquitecturas basadas en utilidades.
Este no es un dato secundario si conside-
ramos que el disen˜o modular de los agentes,
o bien la existencia de mu´ltiples criterios o
preferencias personales que pueden entrar en
conflicto, conducen naturalmente a situacio-
nes que podra´n ser modeladas como un SMA
que funciona “dentro de la cabeza del agente”.
Esta concepcio´n “societaria” de los procesos
mentales internos del agente, ya fue plantea-
da por Minsky [13] en 1986. Pirjanian retoma
esta visio´n en [15] al considerar que dentro de
esta jerarqu´ıa los agentes cumplen dos roles:
como acciones y como mecanismos de selec-
cio´n de accio´n. Con respecto a sus subordina-
dos, un agente es un mecanismo de seleccio´n
de accio´n, y con respecto a su superior, es
una accio´n. En [9], Ferber plantea un enfoque
similar, donde tanto a los agentes como a los
SMA se los considera como organizaciones,
y un agente se constituye en componente de
una organizacio´n de nivel ma´s alto (el SMA),
y a su vez esto se puede generalizar toman-
do a los agentes de nivel n como las compo-
nentes del agente de nivel n + 1, para un n
arbitrario.
Recientemente, ideas similares a las plan-
teadas previamente se han retomado en el
Massachusetts Institute of Technology, al con-
siderar las distintas causas que han hecho que
la Inteligencia Artificial (IA) se haya demo-
rado, o directamente detenido, en cumplir al-
gunos de los objetivos inicialmente plantea-
dos para la disciplina [7]. En esta discusio´n,
se plantea que “lo que esta´ faltando es una
ecolog´ıa de modelos, un sistema que pue-
da resolver problemas de distintas maneras”,
como lo hace la mente. La cr´ıtica a la inves-
tigacio´n en IA, es que hay much´ısimas piezas
que trabajan bien para resolver problemas
particulares, pero la gente ha tratado de
ajustar todas las cosas en alguna de ellas.
Lo que se necesita son maneras de “hacer
sistemas compuestos de muchas piezas” que
trabajan conjuntamente como los distintos
elementos de la mente. “En lugar de buscar
la bala de plata para resolver el problema, es-
tamos considerando un amplio rango de mo-
delos, y probar integrarlos y agregarlos”.
L´ıneas de Investigacio´n y de-
sarrollo
En este contexto, la idea de usar AT pen-
sadas inicialmente para SMA, dentro de los
principales modelos de toma de decisio´n para
agentes individuales, surge naturalmente y
constituye la idea generadora a partir del cual
se derivan los objetivos planteados en la si-
guiente seccio´n.
Respecto a los dos ejes de investigacio´n
planteados previamente: AT, y modelos y ar-
quitecturas de razonamiento pra´ctico, se pue-
de decir que si bien cada uno de ellos ha si-
do investigado por separado con gran profun-
didad en los u´ltimos tiempos, la integracio´n
de mecanismos de acuerdos (votacio´n, argu-
mentacio´n, etc.) dentro de modelos cla´sicos
de toma de decisiones (como los modelos BDI
o los Procesos Markov) no ha recibido a nues-
tro entender, la merecida atencio´n en la in-
vestigacio´n de AAI y ha dado origen, al a´rea
donde se pretende generar las principales con-
tribuciones de esta l´ınea de investigacio´n.
Resultados y objetivos
Las principales motivaciones del grupo sur-
gen de la intencio´n de dar respuestas a las
falencias descriptas previamente, y plantear
contribuciones en el a´rea a partir del cumpli-
miento de los siguientes objetivos:
1. Lograr un entendimiento ma´s profun-
do de los distintos enfoques basados en
AT, para su uso en distintas compo-
nentes y procesos de modelos de ra-
zonamiento pra´ctico como las arquitec-
turas BDI y algoritmos basados en Pro-
cesos de Decisio´n Markov. Este apren-
dizaje deber´ıa incluir la determinacio´n
y comparacio´n de las propiedades for-
males y los aspectos computacionales
que involucran estas te´cnicas.
2. Obtener, mediante un proceso adecua-
do de generalizacio´n, una arquitectura
abstracta para la incorporacio´n de este
tipo de tecnolog´ıas de acuerdos en mo-
delos de toma de decisiones de agentes
inteligentes. Asimismo, mediante la ins-
tanciacio´n e implementacio´n de esta po-
sible arquitectura, ser´ıa conveniente de-
terminar en que´ medida esta propuesta
se adecua a la resolucio´n de problemas
concretos del mundo real que involu-
cren agentes de software y hardware.
Como potenciales dominios de aplica-
cio´n se plantean trabajos con robots
o dispositivos de comunicacio´n mo´viles
(agentes de hardware) y problemas vin-
culados al a´rea deWeb Intelligence [26].
En este contexto, ya se han logrado al-
gunos avances en estos temas, relacionados
al uso de votacio´n en los procesos internos
del agente [8, 23], mientras que en [21, 22]
se desarrollo´ la primera arquitectura concre-
ta de agente que integra al modelo BDI con
servicios Web y razonamiento argumentativo
en un mismo framework.
Formacio´n de Recursos Hu-
manos
Trabajos de tesis vinculados con las te-
ma´ticas descritas previamente:
1 tesis Doctoral en ejecucio´n en co-di-
reccio´n con investigador de la UNS.
1 tesis Doctoral y 1 de Maestr´ıa finali-
zadas.
1 tesis de Maestr´ıa en tra´mite de ins-
cripcio´n.
3 tesis de Licenciatura aprobadas.
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