




















Optimization of Software Model Checking
with Depth-First Heuristic Search
Jun Maeoka
Abstract
Software model checkers can be used to detect failures in software. However, the state space explosion is a
serious problem because the size of the state space of complex software is very large. Various heuristic search
algorithms, which explore the state space in the order of the given priority function, have been proposed to solve
this problem. This research proposes a new heuristic search algorithm called depth-first heuristic search (DFHS),
which performs depth-first search but backtracks at some states that unlikely lead to an error. This paper evaluates
the performance of DFHS with enhanced search engine of Java PathFinder which implements DFHS. Experimental
results show that DFHS performs better than current algorithms in many cases and DFHS has high possibility to
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2 第 1章 はじめに
状態爆発の課題に対して，二つのアプローチによる研究が進められている．一つは，モデルの抽象化等に
より探索状態数を削減することで，モデル検査の持つ全探索網羅の特徴を保ちつつ検証を効率化する手法で



























































ムで不具合を早期に発見できた（比較 1件目は 16プログラムで DFHSが優位，比較 2件目は 14プログラ

















































































4 public class Phi losopherA extends Thread {
5
6 Fork f o r k ;
7 Kni fe kn i f e ;
8
9 public Phi losopherA ( Fork fo rk , Kn i fe kn i f e ) {
10 th is . f o r k = f o r k ;
11 th is . k n i f e = kn i f e ;
12 s t a r t ( ) ;
13 }
14
15 public void run ( ) {
16 synchronized ( f o r k ) {
17 l og ("fork!!" ) ;
18 synchronized ( k n i f e ) {
19 log ("A is eating!!" ) ;










30 public class Phi losopherB extends Thread {
31
32 Fork f o r k ;
33 Kni fe kn i f e ;
34
35 public Phi losopherB ( Fork fo rk , Kn i fe kn i f e ) {
36 th is . f o r k = f o r k ;
37 th is . k n i f e = kn i f e ;
38 s t a r t ( ) ;
39 }
40
41 public void run ( ) {
42 synchronized ( k n i f e ) {
43 l og ("knife!!" ) ;
44 synchronized ( f o r k ) {
45 log ("B is eating!!" ) ;







53 public class Fork { / / フォークを表すリソースクラス
54 }
55










































するような無限長の状態遷移系列を探すアルゴリズムで探索を行う．後述する Nested Depth-First Search
(NDFS)といったアルゴリズムが用いられる．
2.2.2 検証性質の記述
性質を表現する方法として，線形時相論理 (Linear Temporal Logic, LTL) [25]が用いられる．LTLは時間
的に変化する性質を表現することができる．Spin等のモデル検査における性質記述にも広く用いられてい









[ ] ( req  > <> a r r i v e )
LTL式は Büchi オートマトンで表現することが可能である．Büchi オートマトンとは，無限長の入力記
号列に対して受理可能かどうかを表現すオートマトンである．たとえば上述の LTL 式を否定した論理式
のオートマトンは，図 2.3のように表される．原子命題の集合 AP = freq; arrivegからなる無限長の記号列
（例： = ffreqg; freq; arriveg; freqg; freqg; ; ; ; ; g）が Büchiオートマトンの受理状態を無限回通る場合，その
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int multi_value = Verify.random(5); // 0から 4までの値を順次生成する命令






ジションの区切りとして，A1, A2, B1, B2という四つの命令列がトランジションの実行単位となる3．
18
void  method_A () { 
1  synchronized(fork) { 
2    countA++; 
3    log(“I took fork”); 
4    synchronized(knife) { 
5      log(“I am eating”); 
6    } 
7  } 
} 
スレッド A スレッド B
void  method_B () { 
1  synchronized(knife) { 
2    countB++; 
3    log(“I took knife”); 
4    synchronized(fork) { 
5      log(“I am eating”); 
6    } 
7  } 
}





















3JPF では，実際の探索処理は Java のバイトコード単位で実行されるが，わかりやすさのためにソースコードで説明している．
4ここでは，後述する深さ優先探索による手順に基づき説明している．
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する．このようにして，各状態における非決定要因の全組合わせに対して探索を行う．
以上を踏まえて，哲学者の食事プログラムの探索の流れを図 2.8に示す．状態 s1では，スレッド 1，ス
レッド 2の二つの候補があり，本例では，まずスレッド 1を選択する．その先，探索が終了状態に到達す






















































Beam Search: 幅優先探索を基本として，各探索の深さでヒューリスティックの良い状態を k-bestだけ探索
候補として残す方法
モデル検査における状態空空間の探索に対してヒューリスティック探索を適用し，状態爆発に対処しよ
うとする試みが知られている [13, 12, 16, 31]．Edelkamp, Lluch-Lafuente, Leueらによる HSF-SPIN[12]は
Spin[20]にヒューリスティック探索を組み合わせることで，より短い反例の提示を可能とするツールである．







る [29, 27]．Parízek, Lhotákらの手法 [29]は，深さ優先探索処理において，探索の深さによって可変の確率
でランダムにバックトラックする手法である．JPFによる実装において，既存のヒューリスティック手法との
比較で優位な結果を示している．この手法は，(枝刈り関数にランダム関数を使用することにより)我々の提









して，Nested Depth-First Search[7]．および，強連結成分（Strongly Connected Components, SCC）による手
法 [8]の二つが知られている．これらは，いずれも深さ優先探索に基づくアルゴリズムである [34]．





ズムに対して手法を適用した．しかしながら，より効率的な LTL検証も提案されており [15, 9]，将来的に
はこれらに対する提案手法の適用も可能であると考えられる．












































1 dep th_ f i r s t_sea rch :
2 stack Stack = [S0 ]
3 set V i s i t e d = {S0}
4 whi le (S = top ( Stack ) ) != n u l l
5 S ' = get_next_successor (S)
6 i f S ' == n u l l
7 pop ( Stack )
8 else i f i s _e r r o r _ s t a t e (S ' )
9 r epo r t _e r r o r (S ' )
10 r e t u rn
11 else i f not e x i s t s ( V i s i t ed , S ' )
12 add ( V is i t ed , S ' )
















































1 bes t _ f i r s t _ sea r ch :
2 p r i o r i t y_queue Queue = [S0 ]
3 set V i s i t e d = {S0}
4 whi le (S = remove_best (Queue) ) != n u l l
5 whi le S ' = get_next_successors (S) != n u l l
6 i f i s _e r r o r _ s t a t e (S ' )
7 r epo r t _e r r o r (S ' )
8 r e t u rn
9 else i f not e x i s t s ( V i s i t ed , S ' )
10 Hval = h (S ' )
11 i n s e r t (Queue , S ' , Hval )






























































プを探索する，という二つの探索を行う必要がある．Nested Depth-First Search (NDFS)は，LTL検証の実
装で広く用いられるアルゴリズムである．NDFSは，同期積に対して二種類の深さ優先探索を用いて反例を
探索する．リスト 3.3に NDFSの疑似コードを示す． まず受理状態を探すために，一つ目の深さ優先探索









索（Red DFSと呼ぶ）を開始する (17行目)．Red DFSはその受理状態から深さ優先探索を開始し，現在の






上述のように Blue DFSでは，各状態から先の探索を全て終えたのちに，受理状態からの Red DFSを開
始する．この手順によって，Red DFSの探索済み状態を管理する VistedRedを，各受理状態から始まる Red
DFSの間で共有することができ，二重の深さ優先探索であるにも関わらず，計算量を O(n) (nは同期積オー
トマトンの状態数)に抑えることができることを特徴とする．
リスト 3.3: Nested Depth-First Search疑似コード
1 nes ted_depth_ f i r s t_search :
2 stack StackBlue = [ ]
3 set V i s i t edB lue = { }
4 stack StackRed = [ ]
5 set Vis i tedRed = { }
6 blue_dfs (S0)
7
8 sub blue_dfs (S) :
9 i f i s _ e r r o r _ s t a t e (S)
10 r epo r t _e r r o r (S)
11 push ( StackBlue , S)
12 add ( V is i tedB lue , S)
13 f o r each successor S ' o f S
14 i f not e x i s t s ( V is i tedB lue , S ' )
15 blue_dfs (S ' )
16 i f i s_accep tan t_s ta te (S ' )
17 red_dfs (S)
18 pop ( StackBlue )
19
20 sub red_dfs (S) :
21 push ( StackRed , S)
22 add ( Visi tedRed , S)
23 f o r each successor S ' o f S
24 i f e x i s t s ( StackBlue , S ' )
25 r epo r t _e r r o r_cyc l e ( StackBlue+StackRed )
26 else i f not e x i s t s ( Visi tedRed , S ' )
27 red_ndfs (S ' )




















リスト 4.1: DFHSのアルゴリズム (枝刈り機能)
1 dep t h_ f i r s t _heu r i s t i c _ sea r ch :
2 stack Stack = [S0 ]
3 set V i s i t e d = {S0}
4 whi le (S = top ( Stack ) ) != n u l l
5 S ' = get_next_successor (S)
6 i f S ' == n u l l
7 pop ( Stack )
8 else i f i s _e r r o r _ s t a t e (S ' )
9 r epo r t _e r r o r (S ' )
10 r e t u rn
11 else i f not e x i s t s ( V i s i t ed , S ' )
12 add ( V is i t ed , S ' )
13 i f s i ze_o f ( Stack ) > p rede f i ned_dep th_ l im i t
14 i f not c u t o f f _ f u n c t i o n (S ' )
15 push ( Stack ,S ' )
16 else
17 push ( Stack ,S ' )
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図 4.1: 深さ優先ヒューリスティック探索 (DFHS)


























































1 2 1 2 1 2
エッジ上の数字：選択されたスレッドのID 枝刈り部分
図 4.3: NonConsecutiveポリシーのイメージ




























































Random(): ランダムな確率 でバックトラックする．なお，Parízek, Lhotákらの手法 [29]は，DFHSでこ
の Randomポリシーを適用した場合に相当する．プログラムや探索空間に依存せず広く有効なポリシー
であると期待できる．図 4.6に Randomポリシーによる枝刈りの例を示す．各状態において，一定の確

















リスト 4.2 に，枝選択順序最適化機能を含めた DFHS のアルゴリズムを疑似コードで示す．5 行目の
get_next_successor_in_order()がリスト 4.1と異なる．各状態から次状態に遷移する候補として，
get_next_successor_in_order()返される選択順序に従って探索を行う．
リスト 4.2: DFHSのアルゴリズム (枝刈り機能，枝選択順序最適化機能)
1 dep t h_ f i r s t _heu r i s t i c _ sea r ch :
2 stack Stack = [S0 ]
3 set V i s i t e d = {S0}
4 whi le (S = top ( Stack ) ) != n u l l
5 S ' = get_next_successor_ in_order (S)
6 i f S ' == n u l l
7 pop ( Stack )
8 else i f i s _e r r o r _ s t a t e (S ' )
9 r epo r t _e r r o r (S ' )
10 r e t u rn
11 else i f not e x i s t s ( V i s i t ed , S ' )
12 add ( V is i t ed , S ' )
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13 i f s i ze_o f ( Stack ) > p rede f i ned_dep th_ l im i t
14 i f not c u t o f f _ f u n c t i o n (S ' )
15 push ( Stack ,S ' )
16 else
17 push ( Stack ,S ' )
以下に，ソフトウェアモデル検査において枝選択順序最適化を適用する場合のポリシーの例を示す．図

































[ ] ( req  > <>a r r i v e )
これに対して以下のような公平性条件をつけた LTL式を変換した場合は，状態数は 9となる．
( [ ] < > th_enb >[]<> th_run )














1 dep th_ f i r s t _heu r i s t i c_sea rch_ fo r_LTL :
2 stack StackBlue = [ ]
3 set V i s i t edB lue = { }
4 stack StackRed = [ ]
5 set Vis i tedRed = { }
6 blue_dfs (S0)
7
8 sub blue_dfs (S) :
9 i f i s _ e r r o r _ s t a t e (S)
10 r epo r t _e r r o r (S)
11 push ( StackBlue , S)
12 add ( V is i tedB lue , S)
13 i f s i ze_o f ( Stack ) > p rede f i ned_dep th_ l im i t
14 i f not c u t o f f _ f u n c t i o n (S ' )
15 f o r each successor S ' o f S
16 i f not e x i s t s ( V is i tedB lue , S ' )
17 blue_dfs (S ' )
18 i f i s_accep tan t_s ta te (S ' )
19 red_ndfs (S)
20 pop ( StackBlue )
21
22 sub red_ndfs (S) :
23 push ( StackRed , S)
24 add ( Visi tedRed , S)
25 f o r each successor S ' o f S
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26 i f e x i s t s ( StackBlue , S ' ) and isFa i rLoop ( StackBlue+StackRed )
27 r epo r t _e r r o r_cyc l e ( StackBlue+StackRed )
28 else i f not e x i s t s ( Visi tedRed , S ' )
29 red_ndfs (S ' )























1 / * *
2 * Base c lass o f cut o f f f unc t i ons
3 * /
4 public class De fau l tCu tO f fPo l i c yL i s t ene r extends L is tenerAdapter {
5 s ta t i c pr ivate f i n a l JPFLogger log = JPF . getLogger ( De fau l tCu tO f fPo l i c yL i s t ene r . class . getName ( ) ) ;
6
7 i n t cu to f fCount = 0 ;
8 f i n a l pr ivate in t APPLY_CUTOFF_POLICY_DEEPER_THAN_THIS;
9
10 protected Conf ig con f i g ;
11
12 public De fau l tCu tO f fPo l i c yL i s t ene r ( Conf ig con f i g ) {
13 th is . con f i g = con f i g ;




18 public void stateAdvanced ( Search search ) {
19 log . f i n e ("stateAdvanced: " , search . ge tS ta te Id ( ) ) ;




24 private void checkPol icy ( Search search ) {
25 i f ( ! search . suppor tsBackt rack ( ) ) {
26 log . i n f o ("This search engine does not suppport requestBacktrack()." ) ;
27 throw new RuntimeException ("This search engine does not suppport requestBacktrack()." ) ;
28 }
29
30 i f ( search . getDepth ( ) > APPLY_CUTOFF_POLICY_DEEPER_THAN_THIS)
31 {
32 i f ( checkCutof f ( search ) ) {
33 l og . i n f o ("backtrack requested" ) ;
34 search . requestBackt rack ( ) ;





40 / * *
41 * a f unc t i on to check a cut o f f po l i c y
42 * /
43 protected boolean checkCutof f ( Search search ) {









1 / * *
2 * I n t e r l e a v i n g Po l i cy
3 * /
4 @Override
5 public boolean checkCutof f ( BASearch search ) {
6
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7 ThreadInfo [ ] threads = search . getVM ( ) . getLiveThreads ( ) ;
8 i n t runnableCount = 0 ;
9 for ( ThreadInfo th : threads ) {





15 i n t h i s t o r y L im i t = runnableCount   n ;
16
17 Path path = search . getVM ( ) . getPath ( ) ;
18 i n t pathSize = path . s ize ( ) ;
19
20 i f ( pathSize > 5 && h i s t o r y L im i t > 0) {
21 i f ( ( pathSize   h i s t o r y L im i t   1) > 0) {
22 for ( i n t i = pathSize   h i s t o r y L im i t   1; i < pathSize   1; i ++) {
23 i f ( path . get ( i ) . getThreadIndex ( ) == path . get ( pathSize   1) . getThreadIndex ( ) ) {





29 return fa lse ;
30
31 }
NonConsecutive(n): リスト 5.3に示す．同一のスレッドが nで指定された回数，連続で選択された場合に
バックトラックを行う．nは外部設定ファイルで設定する．
リスト 5.3: 枝刈り関数記述例（NonConsecutive）
1 / * *
2 * NonConsecutive Po l i cy
3 * /
4 @Override
5 public boolean checkCutof f ( BASearch search ) {
6 ThreadChoiceFromSet [ ] cgs = search . getVM ( ) . getChoiceGeneratorsOfType ( ThreadChoiceFromSet . class ) ;
7 ChoiceGenerator <?> cur = search . getVM ( ) . getChoiceGenerator ( ) ;
8 i f ( cgs . leng th > APPLY_DEPTH && cur instanceof ThreadChoiceFromSet ) {
9 ThreadChoiceFromSet t c = ( ThreadChoiceFromSet ) cur ;
10 i n t i d = t c . getThreadInfo ( ) . ge t Id ( ) ;
11 for ( i n t i = 0 ; i < n ; i ++) {
12 t c = t c . getPreviousChoiceGeneratorOfType ( ThreadChoiceFromSet . class ) ;
13 i f ( t c == nul l | | t c . getThreadInfo ( ) . ge t Id ( ) != i d ) {
14 return fa lse ;
15 }
16 }
17 return true ;
18 }
19 return fa lse ;
20 }
LessInterleaving(n, m): リスト 5.4に示す．直近 m回の状態遷移中で，インターフィーブの回数が上限値 n
を超えた場合に，バックトラックを行う．n, mは外部設定ファイルで設定する．
リスト 5.4: 枝刈り関数記述例（LessInterleaving）
1 / * *
2 * Less In te r l eav ing Po l i cy
3 * /
4 @Override
5 public boolean checkCutof f ( BASearch search ) {
6 ThreadChoiceFromSet [ ] cs = search . getVM ( ) . getChoiceGeneratorsOfType ( ThreadChoiceFromSet . class ) ;
7 i f ( cs . leng th > APPLY_DEPTH) {
8 i n t inter leaveNum = 0;
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9 i n t cur = cs [ cs . leng th   1 ] . getThreadInfo ( ) . ge t Id ( ) ;
10 i n t l i m i t = cs . leng th > m ? cs . leng th   m : 0;
11 for ( i n t i = cs . leng th   1; i > l i m i t ; i   ) {
12 i n t prev = cs [ i   1 ] . getThreadInfo ( ) . ge t Id ( ) ;
13 asser t cur == cs [ i ] . getThreadInfo ( ) . ge t Id ( ) : "thread interleave check error" ;
14 i f ( prev != cur ) {
15 inter leaveNum++;
16 }
17 cur = prev ;
18 }
19 i f ( inter leaveNum > n ) {
20 log . f i n e ("intnum: " + inter leaveNum + " depth: " + cs . leng th ) ;
21 return true ;
22 }
23 log . f i n e ("intnum: " + inter leaveNum + " depth: " + cs . leng th ) ;
24 }





1 / * *
2 * BlockedNum Po l i cy
3 * /
4 @Override
5 public boolean checkCutof f ( Search search ) {
6 i n t s ize = blockedNum . s ize ( ) ;
7
8 blockedNum . get ( s i ze   1) ;
9 i n t b = blockedNum . get ( s i ze   1) ;
10 boolean c u t o f f = true ;
11 for ( i n t i = 2 ; i <= n ; i ++) {
12 i f ( s i ze   i < 0) {
13 c u t o f f = fa lse ;
14 break ;
15 }
16 i n t bprev = blockedNum . get ( s i ze   i ) ;
17 i f ( bprev < b ) {





23 return c u t o f f ;
24 }




2 * Random Po l i cy
3 * /
4 @Override
5 public boolean checkCutof f ( BASearch search ) {
6 i f ( random . nextDouble ( ) < randomRatio ) {
7 return true ;
8 }
9 return fa lse ;
10 }


























リスト 5.7: 枝選択順序最適化の記述例 (Interleaving)
1 public class In ter leaveBASchedulerFactory extends Defaul tBASchedulerFactory {
2
3 public In ter leaveBASchedulerFactory ( Conf ig conf ig , VM vm, SystemState ss ) {




8 protected ThreadInfo [ ] f i l t e r ( ThreadInfo [ ] l i s t ) {
9 asser t l i s t != nul l ;
10
11 i n t l en = l i s t . l eng th ;
12
13 i f ( len < 2) {
14 return l i s t ;
15 }
16
17 ThreadInfo currentThread = ThreadInfo . getCurrentThread ( ) ;
18
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19 i n t i = 0 ;
20 for ( ThreadInfo t i : l i s t ) {





26 i f ( i < len   1) {
27 System . arraycopy ( l i s t , i + 1 , l i s t , i , len   ( i + 1) ) ;
28 l i s t [ len   1] = currentThread ;
29 }
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リスト 5.8: LTL式の設定例
l t l . formula =
( [ ] < > th_enb1 >[]<> th_run1 )  >
( [ ] < > th_enb2 >[]<> th_run2 )  > [ ] ( req  > <> a r r i v e )









public void elevatorRequested ( ) {
/ / 原子命題の値を変更




public void setFloorNum ( i n t num) {
. . .
/ / 原子命題の値を変更





public void run ( ) {
/ / これを実行するスレッドに対して，動作可能状態，動作状態を表す二つの原子命題を定義する
























二つのスレッドの先頭部分で前項で述べた方法に従い，th_enb1, th_enb2, th_run1, th_run2を定義して
いることを想定する．th_enb1, th_enb2の原子命題で，それぞれのスレッドの動作可能状態を表す．また，
th_run1, th_run2で動作状態（実際に動作した直後に true）を表す．
リスト 5.9: 公平性条件付き LTL式の例
l t l . formula =
( [ ] < > th_enb1 >[]<> th_run1 )  >




リスト 5.10: 公平性条件なし LTL式の例
l t l . formula =
[ ] ( req  > <> a r r i v e )
























するため，3.2節で取り上げた Interleaving(n = 1; 024), MostBlocked, Randomの各優先度算出関数を用いた．
探索候補の状態を保持する優先度付きキューのサイズ制限は JPF実装の既定値である 1,024状態とした2．
これらに対して，DFHS については，枝刈り機能および枝選択順序最適化機能を適用し，4.1 節で取り
上げた Interleaving(n = 2), NonConsecutive(n = 3), LessInterleaving(n = 10, m = ∞), BlockedNum(n = 3),















Account Subtype (n;m) 正常な口座処理と異常な口座処理が並行動作し，口座間
の送金処理を行うプログラム．
データ競合 190





AllocateVector (n;m) 各スレッドが Vectorに対して同時に処理を実行するプロ
グラム．
未捕捉例外 285
Apps (n) 計算を行うタスクが結果を受け渡しするプログラム． デッドロック 183

















DEOS OS (DEOS) のスケジューリングを模擬するプログラム．
抽象化を実施しているので，空間サイズは小さい．
ASSERT違反 2,297




DiningPhil Type2 (n) 上記と同内容で，Type2は，各哲学者がフォークの確保，
食事，フォークの開放を無限回繰り返し実行する．
デッドロック 64
Piper (n) 複数の顧客スレッドが有限の座席を予約するプログラム． デッドロック 131
LinkedList (n) 複数のスレッドから，リンクリストの add, remove 処理
を実施するプログラム．
ASSERT違反 303
LoseNotify(n, m, l) 複数スレッド間で wait, notifyを実行しあうプログラム． デッドロック 108
NestedMonitor Producer, Consumer 二つのスレッドがリソースアクセス
を実施するプログラム．
デッドロック 125




Raxextended (n) 複数スレッドでイベントを送受信するプログラム． ASSERT違反 228




ReadersWriters (n;m) 共有オブジェクトに対して，read, write を行うプログラ
ム．
ASSERT違反 195
SleepingBarber Barber スレッドと Customer スレッド間の競合処理が発
生するプログラム．
デッドロック 155
TwoStage (n;m) Setスレッド，Checkスレッドによるリソース処理を実施． ASSERT違反 137
Wronglock (n;m) 共有リソースに対して，同期処理を実施するプログラム． ASSERT違反 111






















して BlockedNum，Randomに対して Randomを比較した．DFHSの Interleaving, NonConsecutive, Random
については，枝優先最適化のあり，なしの両ケースを比較した．表 6.4に比較結果を示す．この結果が示す
ように，MostBlocked対 BlockedNum以外の比較においては，DFHSが優位となるプログラム数が上回った．
最良優先探索の優先度算出関数が Interleaving, MostBlocked, Randomの 3ポリシーの適用であるため，こ
れらに対して同観点のポリシーであるDFHSの Interleaving, BlockedNum, Randomをそれぞれ比較した結果






4表サイズの都合により，Interleaving, NonConsecutive, LessInterleavingをそれぞれ，Int, NonCon, LessIntと表記している．
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表 6.3: 安全性検証結果 (DFHS)
プログ 表 6.2 DFHS
ラム の (2) (1) (1)+(2)
ベスト DFS/
Int























































































































































































































































































































































































































































































































































































































表 6.4: 最良優先探索と DFHSの同一観点同士の比較結果
比較 結果 (プログラム数)
最良優先探索 DFHS 最良優先探索 DFHS 同等または
優先度算出関数 枝刈り関数 枝選択順序最適化 優位 優位 未発見
Interleaving Interleaving   7 16 2
Interleaving Interleaving Interleaving 5 17 3
Interleaving NonConsecutive   5 17 3
Interleaving NonConsecutive Interleaving 6 15 4
MostBlocked BlockedNum   13 10 2
Random Random   10 14 1
Random Random Random 10 14 1
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図 6.2: 最良優先探索（MostBlocked）に対する DFHS (BlockedNum)の性能比











 従来手法（深さ優先＋最良優先 3ポリシー）対 DFHS（枝選択最適化なし，4ポリシー）
 従来手法（深さ優先＋最良優先 3ポリシー）対 DFHS（枝選択最適化あり，4ポリシー）
(1)深さ優先探索，最良優先探索，DFHSの比較
深さ優先探索に対する最良優先探索およびDFHSの性能を評価する．図 6.4に，深さ優先探索（表 6.2の深
さ優先探索の列）を基準としたときの，最良優先探索（表 6.2の Interleaving, MostBlocked, Randomの 3ポリ
シーで最適であったもの．）およびDFHS（表 6.2の Interleaving, BlockedNum, Randomの 3ポリシーで最適で
あったもの）の効率比を，各プログラムについてグラフ化したものを示す．図 6.4が示すように，最良優先探索
図 6.4: 深さ優先探索に対する最良優先探索および DFHS（枝選択最適化機能なし）の性能比









を 1とした点以外は，図 6.4と同様である．この比較が示すように，25プログラム中 17プログラムについ
て，DFHSが優位な結果を示した．

















図 6.6: 従来技術に対する DFHSの性能比（枝選択最適化機能なし）
図 6.7: 従来技術に対する DFHSの性能比（枝選択最適化機能あり）
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6.2.3 詳細実験





表 6.5: 安全性検証の追加実験結果 (枝刈り機能)
プログラム 深さ優先 最良優先探索 DFHS



































































































































































































































































































































































































































































DiningPhil Type1 10 40,593 8.35
DiningPhil Type1 15 1 12.87
DiningPhil Type2 200 19.23 45.67





Airline 6,1 1 0.02
AlarmClock 4.53 4.95
Reorder 5,5 – –






は，深さ優先探索の効率が非常に悪いケース (3,1), (5,1), (8,1)において，優位 (1)となっている．










Airline, Reorder: 最良優先探索 (Interleaving)が最も優位な結果を示した．DFHS(NonConsecutive)は，深さ
優先探索よりは優位であったが，最良優先探索の結果には至らなかった．




表 6.7: 最大メモリ使用量 (MB)
プログラム 深さ優先 最良優先 DFHS
探索 探索
DiningPhil Type2 500 OOM TO 114
(1,015) (194)
DiningPhil Type2 700 OOM TO 257
(1,015) (168)
Account Subtype 5,5 81 1,015 81














































































































































DiningPhil Type1 15 2,278 0
DiningPhil Type2 200 284,999 181,107
AccountSubtype 5,2 673,308 235,717
AccountSubtype 5,5 1,460,920 782,952
AccountSubtype 8,1 582,812 204,365
AccountSubtype 8,2 4,543,414 3,081,557
Airline 6,1 140 0
AlarmClock 723 0
Reorder 5,5 28,945 4,179
以上の考察について，最良優先探索の探索キュー溢れ回数の観点からも検証する，最良優先探索におい
て，キュー溢れ回数が特徴的なケースについて表 6.8に示す．また，図 6.9にグラフを示す．































プログラム (パラメータ) 内容 不具合の種類 ソース行数































リスト 6.1: Elevatorプログラムの LTL式
( [ ] < > person_enb1 >[]<>person_run1 ) >
( [ ] < > elevator_enb1  >[]<> e leva tor_run1 ) >
[ ] ( push_down1 ><>e l eva to r_a r r i ve1 )
なお，DFHSの公平性最適化機能を適用する場合は，以下のように公平性を表す部分を付加せずに実
行する．以後のアプリも同様である．
リスト 6.2: Elevatorプログラムの LTL式 (公平性条件なし)
[ ] ( push_down1 ><>e l eva to r_a r r i ve1 )
AppleOrange: LTL式は，「Consumerは無限回アップルを取得することができる」，という活性を表現する．
リスト 6.3: AppleOrangeプログラムの LTL式
( [ ] < > Producer_enb0 >[]<>Producer_run0 ) >
( [ ] < > Producer_enb1 >[]<>Producer_run1 ) >
( [ ] < >Consumer_enb0 >[]<>Consumer_run0 ) >
( [ ] < >Consumer_enb1 >[]<>Consumer_run1 ) >
(<>Produced1 >[]<>canEatApple1 )
LockThree: LTL式は，「リソースを無限回取得できること」を表現する．
リスト 6.4: LockThreeプログラムの LTL式
( [ ] < >enb1 >[]<> run1 )  >
( [ ] < >enb2 >[]<> run2 )  >
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LockUnlock: LTL式は，「特定リソースをいつかは取得できること」を表現する．
リスト 6.5: LockUnlockプログラムの LTL式
( [ ] < >enb1 >[]<> run1 ) >
( [ ] < >enb2 >[]<> run2 ) >
( [ ] < >enb3 >[]<> run3 ) >































(1) (1) + (2)
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表 6.11: LTL検証の結果 (公平性最適化適用)
プログラム DFHS
(3) (1) + (3) (1) + (2) + (3)






































































































































































































































表 6.12: NDFSと DFHSの各ポリシー採用時の比較結果
DFHS 結果 (プログラム数)
枝刈り関数 枝選択順序最適化 NDFS優位 DFHS優位 同等または未発見
Interleaving   4 15 9
Interleaving Interleaving 6 16 6
NonConsecutive   4 14 9
NonConsecutive Interleaving 3 11 14
LessInterleaving   3 5 20
LessInterleaving LessInterleaving 3 10 15
Random   12 7 9
Random Random 12 6 10
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図 6.10: NDFSと DFHS各枝刈り関数の比較 (枝選択最適化なし)
図 6.11: NDFSと DFHS各枝刈り関数の比較 (枝選択最適化あり)
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ラム中 21のプログラムについて NDFSより良い結果となっている．このうち 7件については，NDFSでは
タイムアウトまたはメモリオーバーフローによって不具合を発見することができなかったケースである．
図 6.12: NDFSと DFHS (ベストケース，公平性最適化なし)の比較
最後に，公平性最適化の効果について評価する．図 6.13に，公平性最適化を適用しない場合を 1とした
ときの適用した場合の状態数の比を比較したグラフを示す．この結果から，12プログラム中 11プログラム












枝刈り関数を f とすると，次のように定義された最良優先探索手法の優先度算出関数 hを用いて， f を




 d(S ) ( f (S ) = trueのとき)
M   d(S ) ( f (S ) = falseのとき)
ここで，d(S )は状態 S の探索空間における深さを現す．また，Mは定数であり，考えている状態空間の任













の高さを評価するものである．したがって，優先度算出関数 hをベースに，枝刈り関数 f を作成すること
ができる．
通常は，hが立脚している観点 (たとえば「インターリーブが頻繁に発生する」)を抽出して， f として適
切な実装を考えることになるが，機械的に作成することも可能である．例えば，ヒューリスティック値が閾
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値 を超えた場合に探索を打ち切る関数
f (S ) =
8>>>>><>>>>>:




f (S ) =
8>>>>><>>>>>:
true (h(p(S ; n))   h(S ) < のとき)
false そうでないとき
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