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Finite difference method and pseudo-spectral method have been widely used in the numerical
relativity to solve the Einstein equations. As the third major category method to solve partial
differential equations, finite element method is much less used in numerical relativity. In this paper
we design a finite element algorithm to solve the evolution part of the Einstein equations. This
paper is the second one of a systematic investigation of applying adaptive finite element method
to the Einstein equations, especially aim for binary compact objects simulations. The first paper
of this series has been contributed to the constrained part of the Einstein equations for initial
data. Since applying finite element method to the Einstein equations is a big project, we mainly
propose the theoretical framework of a finite element algorithm together with local discontinuous
Galerkin method for the Einstein equations in the current work. In addition, we have tested our
algorithm based on the spherical symmetric spacetime evolution. In order to simplify our numerical
tests, we have reduced the problem to a one-dimensional space problem by taking the advantage of
the spherical symmetry. Our reduced equation system is a new formalism for spherical symmetric
spacetime simulation. Based on our test results, we find that our finite element method can capture
the shock formation which is introduced by numerical error. In contrast, such shock is smoothed
out by numerical dissipation within the finite difference method. We suspect this is the part reason
for that the accuracy of finite element method is higher than finite difference method. At the same
time kinds of formulation parameters setting are also discussed.
I. INTRODUCTION
Regarding to the problem of solving partial differen-
tial equations, there are three categories including finite
difference method, spectral method and finite element
method. Finite difference method is the oldest one. This
is also true to numerical relativity. Among the existing
numerical relativity codes, most of them use finite dif-
ference method [1–4]. Besides finite difference method,
pseudo-spectral method has also been successfully used
in numerical relativity [5–7]. But unfortunately finite el-
ement code for numerical relativity is still missing (but
see [8–10]). Previously we have developed a new finite
element code for numerical relativity, iPHG [11], but it
is only for constraint part of the Einstein equations. It
only works for solving initial data.
On the one hand, numerical relativity has been mature
in the sense that it can be applied to study kinds of phys-
ical phenomena related to strong gravitational field and
highly dynamical spacetime [12, 13]. On the other hand,
numerical relativity still faces some challenges. For ex-
ample, the current gravitational wave form model such as
effective one body numerical relativity (EOBNR) model
[14] is valid only for mass ratio between 1:1 and 1:20.
Such mass ratio range is limited by the numerical rela-
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tivity simulation ability [15]. For finite difference code,
the adaptive mesh refinement is adopted to treat the
multi-scale problem involved in the binary black hole sys-
tem. But the grid numbers on each mesh level limited
the strong parallel scaling ability. In numerical relativ-
ity about 100 × 100 × 100 grid boxes are used. Not too
many cores can be used in the simulation of binary black
hole systems with finite difference code [16]. For pseudo-
spectral code, the parallel scaling ability is much worse
due to the global data change character. But thanks to
the high convergence property, the pseudo-spectral code
does not need too many cores for binary black hole sys-
tem simulations [7]. Unfortunately when mass ratio in-
creases, it is quite hard to tune the pseudo-spectral code
to make it work.
Finite element method can possibly combine the high
convergence property of pseudo-spectral method and the
high parallel scaling property of finite difference method.
This is because the finite element discretization admit the
local data property as finite difference. While in each ele-
ment, high order polynomial function basis and/or spec-
tral function basis can be used, which are similar to spec-
tral method (spectral element method). So it is possible
to use finite element method to treat unsmooth region
with small element (h refinement) and to treat smooth
region with large element but high order basis or spectral
basis (p refinement). For finite difference method, data
have to be transferred between different mesh levels. So
the strong parallelization scalability for finite difference
2method is limited by the size of single mesh. In con-
trast, all elements in finite element method are treated
uniformly. This possibly makes finite element method
admit higher strong parallelization scalability than both
finite difference method and spectral method.
There are two works aimed to develop the finite el-
ement method for numerical relativity already. In [17]
the authors used discontinuous Garlerkin finite element
method to treat general relativistic hydrodynamics. The
authors of [18] used local discontinuous Garlerkin finite
element method at the level of the derivative operator to
treat the BSSN formalism of the Einstein equations [2].
In the current work, we will apply the local discontinu-
ous Garlerkin finite element method at the level of the
differential equations to the Einstein equations. In order
to simply the problem, we only consider one dimensional
space in the current work. Physically we consider spheri-
cal symmetric spacetime. In the next section, we will in-
troduce the Einstein equations formalism used for our lo-
cal discontinuous Garlerkin finite element method. After
that we will present the numerical algorithm in Sec. III.
Then the numerical test results are presented in Sec. IV.
And finally some comments, discussions and conclusions
are given in Sec. V. Besides some detail mathematical
expressions are postponed in the Appendixes.
The Einstein summation convention, i.e. the repeated
super and sub index mean a summation, is adopted
throughout the paper. And the geometrized units with
G = c = 1 is used. We take the notation convention used
in [19, 20]. Latin indices are spatial indices and run from
1 to 3, whereas Greek indices are space-time indices and
run from 0 to 3.
II. THE EVOLUTION SYSTEM WITH
GENERALIZED HARMONIC GAUGE (GHG)
FORMULATION
Due to the spherical symmetry, we can write out the
metric in the following form [21]
gab =


g00 g01 0 0
g01 g11 0 0
0 0 e2Sr2 0
0 0 0 e2Sr2 sin2 θ

 (1)
with coordinate system (t, r, θ, φ). From now on we use
A, B, · · · to run from 0 to 1 (corresponding to t and r),
and use I, J , · · · to run from 2 to 3 (corresponding to θ
and φ). We define new variables
ΠAB ≡ − 1
α
(∂t − βr∂r)gAB, (2)
ΠS ≡ − 1
α
(∂t − βr∂r)S, (3)
ΦAB ≡ ∂rgAB, (4)
ΦS ≡ ∂rS, (5)
where we have used notation lapse α and shift vector
βi = (βr , 0, 0).
Denote the state vector as uµ =
(gAB,ΠAB,ΦAB, S,ΠS ,ΦS)
T , we have the dynam-
ical equations which is reduced from the Einstein
equations [5]
∂tu
µ +Aµν∂ru
ν = Sµ, (6)
with
Aµν =

−(1 + γ1)βr 0 0 0 0 0
−γ1γ2βr −βr αγrr 0 0 0
−γ2α α −βr 0 0 0
0 0 0 −(1 + γ1)βr 0 0
0 0 0 −γ1γ2βr −βr αγrr
0 0 0 −γ2α α −βr


(7)
Sµ =

−αΠAB − γ1βrΦAB
SµΠAB
α[ 12n
CnDΦCDΠAB + γ
rrnCΦrCΦAB − γ2ΦAB]
−αΠS − γ1βrΦS
SµΠS
α[ 12n
CnDΦCDΠS + γ
rrnCΦrCΦS − γ2ΦS ]


,
(8)
with
SµΠAB =2αg
CD
(
γrrΦCAΦDB −ΠCAΠDB − gEFΓACEΓBDF
)− 12αnCnDΠCDΠAB − αnCγrrΠCrΦAB
− 2α[∂(AHB) + gCDΓCAB(γ4CD −HD)− 12γ5 gABgCDΓCCD]
+ αγ0
[
2δC(AnB) − gABnC
]
CC − γ1γ2βrΦAB
− 4α
r2
[γrA(rΦS + 1) + nA(rΠS − nr)][γrB(rΦS + 1) + nB(rΠS − nr)], (9)
SµΠS =− αΦSγrrnAΠAr − α2ΠSnAnBΠAB − γ1γ2βrΦS − 12αγ0nACA
− 2α
r2
gAB[γrA(rΦS + 1) + nA(rΠS − nr)][γrB(rΦS + 1) + nB(rΠS − nr)]
− α
r
gABHA[γ
r
B(rΦS + 1) + nB(rΠS − nr)]
− 2α(Π2S − γrrΦ2S) + 4αr (nrΠS + γrrΦS) + 3r2 (αγrr + βrnr) + αr2 e−2S, (10)
3where HA are the source functions for generalized har-
monic formalism, nA is the unit vector normal to the
spatial slices of constant coordinate time t, ΓA = g
bcΓAbc
are the contracted Christoffel symbol and CA = HA+ΓA
are the constraint functions. The terms multiplied with
γ0,1,2,4,5 are the additional constraint terms beyond orig-
inal Einstein equations [5]. The rule we added them is
the consideration of the structure of the resulted partial
differential equations. We would like to let the equations
symmetrizable, most possibly linearly degenerate, and
constraint damping. More complete equations related to
the formulation for the Einstein equations are presented
in the appendix A and B.
III. NUMERICAL ALGORITHM FOR LOCAL
DISCONTINUOUS GARLERKIN FINITE
ELEMENT METHOD
Our problem equations (6) take the form of Hamilton-
Jacobi-like equations [22]
ut +H(ux) = S(u). (11)
We discretize the computational domain as Ij =
(x
j−
1
2
, x
j+
1
2
), j = 1, ..., N . We denote xj =
1
2 (xj− 12
+
x
j+
1
2
) as the center of the cell Ij and ∆xj = x
j+
1
2
−x
j−
1
2
as the size of the each cell. The numerical solution space
is defined as the piecewise polynomial space where there
is no continuity requirement at the cell interfaces x
j±
1
2
which manifests the property of discontinuous Garlerkin
method.
Regarding to the polynomial we use Legendre polyno-
mials which admits the coefficient of the highest polyno-
mial term 1. Then we can use the Legendre polynomials
to decompose functions in the approximation space as
f(xl) =
kp∑
i=0
fiPi(xl), (12)
where xl ∈ (−1, 1) is the local coordinate for a given
cell. The Legendre polynomials we used are listed in the
Appendix C. The local coordinate is related to the global
coordinate through
xl =
x− x0
∆x/2
, (13)
where x is the global coordinate, x0 is the global coordi-
nate for the center point of the cell, and ∆x is the width
of the cell. These Pis are mutually orthogonal. Based on
this property, we have
fi =
〈f |Pi〉
〈Pi|Pi〉 , (14)
〈f |g〉 ≡
∫ 1
−1
f(xl)g(xl)dxl. (15)
For integration we have
∫
Ij
fdx = ∆x2
∫ 1
−1
kp∑
i=0
fiPidxl = f0∆x, (16)
∫
Ij
f2dx = ∆x2
∫ 1
−1
kp∑
i,j=0
fiPifjPjdxl =
∆x
2
kp∑
i=0
f2i 〈Pi|Pi〉.
(17)
The local discontinuous Garlerkin finite element
method we used includes two steps. Firstly we calcu-
late the derivative ux through solving the equation for
ψ
ux = ψ. (18)
Numerically we have two approximate solutions p1 and
p2 to the above equation as following∫
Ij
p1vdx+
∫
Ij
uvxdx− uj+1
j+
1
2
vj
j+
1
2
+ uj
j−
1
2
vj
j−
1
2
= 0,
(19)∫
Ij
p2vdx+
∫
Ij
uvxdx− uj
j+
1
2
vj
j+
1
2
+ uj−1
j−
1
2
vj
j−
1
2
= 0.
(20)
v is the test function used for finite element method.
uj
j−
1
2
means the value at x = x
j−
1
2
got by the polynomial
expansion within the j-th cell. Then based on p1,2 we
construct the Lax-Friedrichs numerical Hamiltonian
Hˆ(p1, p2) = H(
p1 + p2
2
)− 1
2
ξ(p1 − p2) (21)
where ξ = max
p∈D
|∂H(p)
∂p
| with the relevant domain D.
For a local Lax-Friedrichs scheme, D is defined lo-
cally as D = [min(p1, p2),max(p1, p2)]|Ij , and D =
[min(p1, p2),max(p1, p2)]|Ω with Ω the whole computa-
tional domain for a global Lax-Friedrichs scheme. In
practice we simplify this operation and explicitly take
ξ = 1. Our test results imply this simplification works
well for Einstein equations.
The second step of the local discontinuous Garlerkin
finite element method is calculating ut through∫
Ij
utvdx +
∫
Ij
Hˆ(p1, p2)vdx =
∫
Ij
S(u)vdx. (22)
Then based on the ut we use fourth order Runge-Kutta
method to update u [2]. We have tested the total varia-
tional diminishing third order Runge-Kutta method [23].
Marginal difference shows up compared to the fourth or-
der Runge-Kutta method.
During the evolution, high frequency noise may de-
velop and make the calculation unstable. We can use
a limiter to alleviate the high frequency numerical error.
Our limiter only treat the Garlerkin coefficient of P1. We
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FIG. 1: Convergence behavior for the toy model problem (28). Pk marked in the plots means the highest polynomial order
used in the numerical calculation. Nx is the number of cells.
denote such a coefficient u1. If u1 > 50∆x
2, we update
u1 with following steps
∆uj = uj0 − uj−10 , (23)
a1 = ∆u
j , (24)
a2 = ∆u
j+1, (25)
a3 = min(max(0, a1),max(min(0, a1), u
j
1)), (26)
uj1 = min(max(0, a2),max(min(0, a2), a3)). (27)
We have used uj0 and u
j
1 to denote the coefficients of P0
and P1 respectively for j-th cell.
At the boundary, we add one more buffer cell for
boundary condition treatment. If periodic boundary con-
dition is adopted, the data in the buffer cell takes the
same values as the end cell on the other side. If Dirich-
let boundary condition is adopted, the P0 coefficient is
set according to the Dirichlet boundary condition, while
other polynomial coefficients are set 0. This buffer cell
treatment follows the idea we used in the constraint pre-
serving boundary condition implementation work [24].
So it can be extended straightforwardly for Sommerfeld
boundary condition [2] and constraint preserving bound-
ary condition [5, 6].
Note that our limiter algorithms admits first order
convergence. Besides the limiter our local discontinuous
Garlerkin finite element method admits (k + 1)-th order
convergence where k is the highest order polynomial Pk
used for the function decomposition (proposition 2.1 of
[22]). But this ideal convergence can be achieved only for
smooth problem. Unsmooth function may decrease the
related convergence order. And more, the detail conver-
gence order may affected by the flux factor ξ defined in
(21). This phenomena has been found in previous stud-
ies such as in [25]. For global Lax-Friedrichs scheme, if
the theory expected convergence order is even, the con-
vergence order will not be affected. But if the expected
order is odd, the convergence order may decrease half.
For local Lax-Friedrichs scheme, if the theory expected
convergence order is odd, the convergence order will not
be affected. But if the expected order is even, the con-
vergence order may decrease one.
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FIG. 2: Evolution results of the toy model (29). Nx = 1000 cells and highest polynomial P1 are used. Subplots a, b, c and d
correspond to t = 0, 2.51327, 5.02655 and 7.53982 respectively.
IV. NUMERICAL TEST RESULTS
A. toy model problems
In order to test our numerical algorithm and the major
part of our code, we investigate two toy model problems.
The first one is the simple wave equation
ut + ux = 0,−2pi ≤ x ≤ 2pi (28)
with initial data u(x) = sin(x) and periodic bound-
ary condition. The analytic solution to this toy model
problem is u(t, x) = sin(x − t). This toy problem is
smooth. As expected our numerical solutions show very
good (k + 1)-th order convergence as presented in the
Fig. 1. Here k is the highest order polynomial Pk used
for the function decomposition. In this plot, we have
chosen Nx the number of cells properly. If the Nx is
too large, the round off error will dominate the numeri-
cal solution, so the convergence order will be not clear.
If the Nx is too small, the numerical solution has not
entered the convergence region. We use the Courant-
Friedrichs-Lewy (CFL) rule to determine the time step
∆t = αC minj ∆xj . In general we find the CFL factor
αC should decrease along with the increase of the poly-
nomial order. For example, we use αC = 0.2 for P1 and
P2. But αC = 0.1 is needed for P3 and P4 to make the
numerical calculation stable.
Our second toy model problem is
ut + sin(x)ux = 0,−2pi ≤ x ≤ 2pi (29)
with initial data u(x) = sin(x) and periodic boundary
condition. This toy model problem admits analytic solu-
tion u(t, x) = sin(2 tan−1(e−t tan(x2 ))).
The evolution results with Nx = 1000 uniformly pop-
ulated cells are plotted in Fig. 2. Since the behavior for
x < 0 part is symmetric to the part x > 0, we only
plot x > 0 part. During the numerical evolution, the so-
lution becomes more and more sharp. The sharper and
sharper solution needs higher and higher resolution to do
numerical calculation. Otherwise the numerical error will
increase and convergence will be lost at some time point.
This is what we exactly see in our numerical solutions.
As shown in the plots of Fig. 2. Before t = 5, roughly we
can not distinguish the exact solution and the numerical
solution (shown in the subplot a-c of Fig. 2). But later
the difference becomes larger and larger as shown in the
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FIG. 3: Convergence behavior of the numerical solution of the toy model (29). Nx = 1000, Nx = 500 and Nx = 250 cells are
respectively used. 4 and 16 corresponds to the 2nd order convergence factor respectively for Nx = 500 and Nx = 250. Subplots
a, b, c and d correspond to t = 0.251327, 0.502655, 0.753982 and 1.00531 respectively.
subplot d of Fig. 2.
In order to check the convergence behavior, we have
also done evolutions with Nx = 500 and Nx = 250. The
difference between our numerical solution and the exact
solution is plotted in Fig. 3 for different time. In this
figure we can see very good second order convergence
behavior. Since we have used highest polynomial order
P1, second order convergence is expected. Our numerical
result is completely consistent to the theoretical expec-
tation. In Fig. 4 we plot the L2 norm of the difference
between our numerical solution and the exact solution re-
spect to time. And the convergence behavior is checked
respect to Nx = 1000, Nx = 500 and Nx = 250. For
Nx = 250 the second order convergence can be kept till
t = 1.6. For Nx = 500 the second order convergence be-
havior can be kept till t = 1.8 which is a little bit longer
time. This is consistent to our expectation. Since the
solution becomes sharper and sharper along time, higher
and higher solution is needed to keep warranted conver-
gence. We have tested other polynomial orders. When
the polynomial order becomes higher, the Courant factor
for the time evolution must be set smaller correspond-
ingly to make sure the evolution stable. This is the same
as we have seen in our first toy model.
Our setting ξ = 1 corresponds to global Lax-Friedrichs
scheme for our second toy model problem. We have
tested other order polynomials. For P2, P3 and P4 we
get 2.5, 4 and 4.5 order convergence respectively.
B. Schwarzschild black hole in Kerr-Schild
coordinate
The Schwarzschild metric in Kerr-Schild coordinate
takes the form (c.f., Eq. (26) of [26])
ds2 =− (1− 2M
r
)dt2 − 4M
r
dtdr
+ (1 +
2M
r
)dr2 + r2dθ2 + r2 sin2 θdφ2. (30)
Correspondingly the source function is
Ht = −2M
r2
, (31)
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FIG. 4: The convergence behavior of the L2 norm of the
numerical error corresponding to the Fig. 2. Before about
t = 2 quite good second order convergence can be seen.
Hr = 2
M + r
r2
, (32)
Hθ = cot θ, (33)
Hφ = 0. (34)
We plug these source functions into our dynamical sys-
tem (6). We chose our computational domain 1.7M <
r < 10M . The inner boundary is lightly inside the event
horizon which is similar to the excision treatment for
black hole [27]. At the boundaries, we apply the Dirichlet
boundary condition based on the given metric form (30).
In the Fig. 5 we show the resulted numerical error for
different dynamical variables. In this figure, we have used
highest polynomial P1 to do the evolution. Two resolu-
tions have been tested. Compare the results for the two
different resolutions, we can see clearly first order con-
vergence behavior. One more interesting phenomena can
also be seen. There are two unsmooth regions showup
for Π and Φ variables. One such position locates at the
event horizon r = 2M . The other one locates near out
boundary. During the evolution, the second unsmooth
point will move. Differently the horizon one does not
move. Thanks to our discontinuous Garlerkin method,
the unsmooth behavior can be numerically kept.
The constraint related to our dynamical system (6) can
be divided into three classes [5, 6]. One is the intrinsic
constraint of generalized harmonic formulation CA. The
second class is the one reduced from the dynamical vari-
ables Φ definition. The third class is the higher order
constraint reduced from the evolution. In the current
work we focus on the first class constraint violation. The
corresponding constraint violation is plotted in the Fig. 6.
The constraint violation shows second order convergence.
For comparison usage we have also used finite differ-
ence method to solve the dynamical system (6). We use
the fourth order finite difference stencil as we done in
[2]. The evolution results are plotted in the Fig. 7 which
corresponds to the Fig. 5. Firstly we can see first order
convergence has been got instead of fourth order as the
finite difference order. We suspect this is due to the un-
smooth property of the numerical solution. We have seen
that both finite difference method and the finite element
method show first order convergence. One more point
needed to be pointed out is that there are some high
frequency numerical error near the out boundary. We
suspect this is due to the Dirichlet boundary condition
which is not perfectly consistent to the numerical solu-
tion. But interestingly, this phenomena does not appear
in the finite element evolution case shown in the Fig. 5.
Instead a kink wave is generated from the boundary. Cor-
responding to the Fig. 6 we plot the constraint violation
of the finite difference evolution in the Fig. 8. Compared
to the Fig. 7, we can see the finite element method not
only gives roughly one order smaller constraint violation,
but also the convergence order is higher than finite dif-
ference. The convergence order of constraint violation
for finite element method is 2, while the finite difference
method is 1. We compare the constraint violation con-
vergence behavior in the Fig. 9. Here the L2 norm is
used. Once again we see that the convergence order of
constraint violation for finite element method is 2, while
the finite difference method is 1. This is consistent to the
results of Fig. 6 and Fig. 8.
For the finite difference method, we have used Kreiss-
Oliger dissipation technique to weaken the high frequency
noise. Otherwise such noise shown in the right region of
the Fig. 7 will grow and make the evolution unstable.
Similarly the limiter for the finite element method is also
essential. Without the limiter high frequency noise will
show up around the event horizon r = 2M . In Fig. 10
we compare the long term evolution behavior for different
setting. The L2 norm of the constraint violation is shown
in the plot. The setting γ0 = −γ1 = γ2 = 1, γ4 = γ5 = 12
together with limiter can make the evolution stable. And
the constraint violation can be kept around 3×10−6. The
limiter is important for stability. Otherwise the code may
crash at about 100M . None zero setting of γ0,2 is also
important for stability. But the setting of γ1,4,5 is less
essential for stability.
As analyzed in the Appendix A, the setting γ1 = −1
and γ2 = 0 will make our dynamical system (6) linearly
degenerate. For a linearly degenerated system, shocks
will not form. Our numerical tests do indicate this be-
havior. Corresponding to the Fig. 5, we show the results
for setting γ1 = −1 and γ2 = 0 in the Fig. 11. Comparing
to Fig. 5 and Fig. 11 (especially Φtr near r = 2M), we can
see the resulted variable configures for setting γ1 = −1
and γ2 = 0 are really smooth. But due to the constraint
grows resulted from γ2 = 0, this setting is not stable as
shown in the subplot a of Fig. 10. Simply speaking, lin-
early degenerate property is not necessary to numerical
stability (c.f. the γ1 = 0 case in the subplot a of Fig. 10),
in contrast constraint damping is important to numerical
stability (c.f. the γ2 = 0 case in the subplot a of Fig. 10).
As mentioned above, the setting of γ4,5 is less crucial
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FIG. 5: The numerical error for different variables at t = 9.96M . Results for Nx = 1000 and Nx = 500 are compared. Here
highest polynomial P1 is used. First order convergence behavior which corresponds to the factor 2.2 is apparent. Kerr-Schild
coordinate is used.
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FIG. 6: The constraint violation Ct,r corresponding to the
Fig. 5. Kerr-Schild coordinate is used.
for stability. In order to simplify the constraint evolution
equation (c.f. the Equation (16) of [5]), Hilditch and his
coworkers set γ4 = γ5 =
1
2 . If we ignore the nonlinear
terms and consider only the linear terms related to γ4,5
for the Equation (16) of [5], we can get
Cµ(t) ∼ e(1−2γ4)tCµ(0), e(γ4−γ5)tCµ(0). (35)
In order to let γ4,5 damp the constraint, we need
γ4 <
1
2
, γ5 > γ4. (36)
γ5 = 1, γ4 = 0 belongs to this case, while other tested
cases shown in the subplot b of Fig. 10 do not satisfy
this criteria. But the numerical results indicate that the
settings γ4 = γ5 =
1
2 , γ5 = 0 and γ4 = γ5 = 0 are
several orders better than the setting γ5 = 1, γ4 = 0.
In particular, the setting γ4 = γ5 = 0 is even two times
better than the default setting γ4 = γ5 =
1
2 which is
borrowed from [5]. We suspect this is due to the nonlinear
effect of the formulation equations. More detail analysis
is needed to understand this interesting behavior. That
is out of the scope of current work.
C. Schwarzschild black hole in isotropic coordinate
The Schwarzschild metric in isotropic coordinate takes
the form (c.f., Eq. (1.60) of [28])
ds2 =− (1 −
M
2r
1 + M2r
)2dt2
+ (1 +
M
2r
)4[dr2 + r2(dθ2 + sin2 θdφ2)]. (37)
Correspondingly the source function is
Ht = Hφ = 0, (38)
Hr =
2
r
(1 + M2r )(1 − M2r )
, (39)
Hθ = cot θ. (40)
We plug these source functions into our dynamical system
(6). Note this isotropic coordinate is singular at the event
horizon r = 2M . So we chose our computational domain
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FIG. 7: Finite difference method comparison to the results shown in the Fig. 5. The numerical error for different variables
at t = 9.96M . Results for Nx = 1000 and Nx = 500 are compared. Fourth order finite difference stencil is used. First order
convergence behavior which corresponds to the factor 2 is apparent. Kerr-Schild coordinate is used.
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FIG. 8: The constraint violation Ct,r corresponding to the
Fig. 7 for finite difference evolution. Kerr-Schild coordinate
is used.
2.1M < r < 10M . At the boundaries, we apply the
Dirichlet boundary condition based on the given metric
form (37).
Compared to the Kerr-Schild coordinate case, there
is no shock formation in the current isotropic coordi-
nate case. So the resulted configurations as shown in
the Fig. 12 are smooth compared to the results shown in
the Fig. 5. Correspondingly the convergence behavior is
better. The constraint violation convergence behavior is
similar to the Kerr-Schild coordinate case, as shown in
the Figs. 13 and 14. The long term stability behavior is
similar to the results shown in the Fig. 10. So we do not
plot them any more here.
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Kerr-Schild coordinate is used. FD means ‘Finite Difference’.
D. Schwarzschild black hole in
Painleve-Gullstrand-like (PG) coordinate
The Schwarzschild metric in Painleve-Gullstrand-like
(PG) coordinate takes the form (c.f., Eq. (52) of [29])
ds2 =− (1− 2M
r
)dt2 − 2
√
2M
r
dtdr
10
FIG. 10: Long term evolution behavior for the local discon-
tinuous Garlerkin finite element method. L2 norm of the con-
straint violation
√∫
(C2t +C
2
r )dx is plotted. Kerr-Schild co-
ordinate is used here. The default setting is γ0 = −γ1 = γ2 =
1, γ4 = γ5 =
1
2
together with limiter which is marked with
“default setting”. Other markers indicate the specific setting
respect to the default one.
+ dr2 + r2dθ2 + r2 sin2 θdφ2, (41)
Correspondingly the source function is
Ht = −
√
M
2r
1
r
2M + r
r
, (42)
Hr =
1
r
M + 2r
r
, (43)
Hθ = cot θ, (44)
Hφ = 0. (45)
We plug these source functions into our dynamical system
(6). Like the Kerr-Schild coordinate, the PG coordinate
is also horizon penetrating. So we chose our computa-
tional domain 1.7M < r < 10M . At the boundaries,
we apply the Dirichlet boundary condition based on the
given metric form (41).
Compared to the Kerr-Schild coordinate case, there are
even more shocks appear in the current PG coordinate
case. In the Kerr-Schild coordinate case only Φtr forms
shock. In the current PG coordinate case, Πtr, Πrr, Φtr
and Φrr form shocks near r = 2M . So the resulted config-
urations as shown in the Fig. 15 are more mess compared
to the results shown in the Fig. 5. Correspondingly the
convergence behavior is worse. The constraint violation
convergence behavior is similar to the Kerr-Schild coor-
dinate case, as shown in the Figs. 13 and 14. The long
term stability behavior is similar to the results shown in
the Fig. 10. So we do not plot them more here.
Based on this comparison among three different coor-
dinates, we can conclude gauge choices affect the shock
formation quite a bit in the generalized harmonic gauge
formulation. Assuming spectral method can not treat
shock properly, we suspect this is the possible reason that
it is very hard for spectral code to find a gauge driver for
binary black hole simulation [30, 31].
Finally, we compare the long term evolution behavior
for the three different coordinates. In particular, the long
term constraint violation is plotted in the Fig. 18. Here
the default setting γ0 = −γ1 = γ2 = 1, γ4 = γ5 = 12 to-
gether with limiter is used. At beginning, the constraint
violation for isotropic coordinate is smallest, and the one
for PG coordinate is largest. Interestingly, the constraint
violation for isotropic coordinate becomes the largest one
while the one for PG coordinate becomes smallest one. In
isotropic coordinate the shift vector βi = 0 which results
in zero speed freedom (c.f. the Appendix. A). These zero
speed freedom may make some numerical error pile up.
Consequently the isotropic coordinate results in larger
constraint violation at later evolution time. Similar be-
havior has been found by us before in the comparison of
BSSN formulation and Z4c formulation [24, 32].
V. CONCLUSION AND DISCUSSION
Finite difference and pseudo-spectral methods have
been well studied for Einstein equations. As the third
category method of solving partial differential equations
numerically, finite element method has been paid few at-
tention. But the finite element method may combine the
advantages of both finite difference method and spectral
method. Especially the finite element method may admit
the robust property and good parallel scalability of finite
difference method and the high convergence property of
spectral method.
In [11] we have investigated the finite element method
to solve the constraint equations in numerical relativ-
ity for initial data. The robustness of the finite element
method has been seen there. In the current paper we
move on to investigate the finite element method to solve
the evolution equations in numerical relativity. For the
first time the local discontinuous Galerkin method is pro-
posed for Einstein equations. In order to simplify the
problem for the first study, we focus our attention on
11
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FIG. 11: As the Fig. 5 but for setting γ1 = −1 and γ2 = 0. First order convergence and smooth variable configurations can be
seen. Kerr-Schild coordinate is used.
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FIG. 12: The numerical error for different variables at t = 9.96M . Results for Nx = 1000 and Nx = 500 are compared. Here
highest polynomial P1 is used. First order convergence behavior which corresponds to the factor 2.2 is apparent. Isotropic
coordinate is used.
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FIG. 13: The constraint violation Ct,r corresponding to the
Fig. 12. Isotropic coordinate is used.
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Isotropic coordinate is used. FD means ‘Finite Difference’.
the spherical symmetric spacetime. Correspondingly a
new formulation for such a problem is proposed. Based
on our formulation, detail numerical algorithms includ-
ing the numerical limiter and boundary conditions are
designed.
Numerically we have tested our numerical scheme
against the Schwarzschild black hole spacetime. In par-
ticular, three different gauge conditions including the
Kerr-Schild coordinate, the isotropic coordinate and the
Painleve-Gullstrand-like coordinate are tested. All of
them show stable and well convergent results. Our test
results not only indicate that finite element method is ro-
bust for solving Einstein equations, but also show some
interesting points. Firstly compared to finite difference
method, the finite element method is more accurate
which implies the good convergence advantage of spec-
tral method. In particular, our test results show that
the constraint violation for the finite element method is
more than one order smaller than that of finite difference
method. All three gauge condition cases show the same
result.
Secondly, we find that the finite element method can
capture the shock formation in the numerical solution
automatically. Physically we believe such shock comes
from numerical error. But if such numerical error is not
treated well, it may grow and destroy the numerical sim-
ulation. Comparing the results of finite difference and
finite element methods, we find the numerical dissipa-
tion of finite difference method trying to smooth out the
shock directly. And consequently high frequency noise
develop and less accurate numerical solution is resulted.
In contrast, the finite element method capture the shock
straightforwardly and it can evolve with such kind of
shock. Consequently the numerical error is controlled
in the correspondingly level. One related issue is the
linear degenerate property of the Einstein equation for-
mulation. In order to make the system linear degenerate
parameters setting γ1 = −1 and γ2 = 0 is needed. As
we known, shock formation will not happen for linear
degenerate systems. And our numerical test results do
show this consequence. But the γ2 = 0 setting makes the
system does not admit full constraint damping property.
And consequently the evolution is not stable. In contrast,
constraint damping setting is more important than the
linear degenerate setting for the stable evolution. And
correspondingly the shock formation due to the numeri-
cal error can not be avoided in some sense. The situation
is similar to three dimensional case. Based on our find-
ing, we suspect most gauge drivers within the generalized
harmonic gauge formulation may result in shock forma-
tion due to numerical error. And these shock formation
may kill the numerical solution through spectral method.
We plan to investigate this problem in the near future.
Actually in order to make the finite element method ro-
bust enough in numerical relativity, feasible gauge driver
is important. That will be a key problem of our future
study.
In the current work, we only considered simple bound-
ary conditions. As indicated in our previous work [24],
constraint preserving boundary condition can improve
the numerical accuracy quite a bit. So another impor-
tant problem we need to investigate in the near future is
extending our numerical scheme to including constraint
preserving boundary condition.
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Appendix A: characteristic structure of the
dynamical equation (6)
We have characteristic variables
u0AB = gAB, (A1)
u−AB = γ2gAB −ΠAB +
√
γrrΦAB, (A2)
u+AB = −γ2gAB +ΠAB +
√
γrrΦAB, (A3)
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FIG. 15: The numerical error for different variables at t = 9.96M . Results for Nx = 1000 and Nx = 500 are compared. Here
highest polynomial P1 is used. First order convergence behavior which corresponds to the factor 2.2 is apparent. PG coordinate
is used.
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FIG. 16: The constraint violation Ct,r corresponding to the
Fig. 15. PG coordinate is used.
u0S = S, (A4)
u−S = γ2S −ΠS +
√
γrrΦS , (A5)
u+S = −γ2S +ΠS +
√
γrrΦS . (A6)
And the characteristic variables u0, u+ and u− admit
characteristic speed −(1+γ1)βr , −βr−α√γrr and −βr+
α
√
γrr respectively.
In order to make the system linearly degenerate, we
need γ1 = −1 and γ2 = 0. But the constraint violation
may be damped by γ0,2 through e
−γ0,2t. We concern
constraint damping more than the linearly degenerate.
So we follow previous works such as [5, 6] to set γ0 =
γ2 = 1. And more we follow [5] to set γ4 = γ5 =
1
2 .
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FIG. 17: L2 norm of the constraint violation
√∫
(C2t + C
2
r )dx.
PG coordinate is used. FD means ‘Finite Difference’.
Appendix B: Useful relations for spherical
symmetric spacetime
Based on the metric form (1) the Christoffel symbols
can be written as
ΓABI = ΓAIB = ΓIAB = ΓAθφ = ΓAφθ = 0, (B1)
ΓθAφ = ΓφAθ = ΓθφA = ΓφθA = 0, (B2)
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FIG. 18: Long term evolution behavior comparison for Kerr-
Schild, isotropic and Painleve-Gullstrand-like coordinates.
The L2 norm of the constraint violation
√∫
(C2t + C
2
r )dx is
plotted. The default parameters setting is used.
Γθθθ = Γθθφ = Γθφθ = Γφθθ = Γφφθ = Γφφφ = 0, (B3)
ΓAθθ = −re2S [γrA(rΦS + 1) + nA(rΠS − nr)], (B4)
ΓAφφ = −r sin2 θe2S [γrA(rΦS + 1) + nA(rΠS − nr)],
(B5)
ΓθAθ = re
2S [γrA(rΦS + 1) + nA(rΠS − nr)], (B6)
ΓφAφ = r sin
2 θe2S [γrA(rΦS + 1) + nA(rΠS − nr)],
(B7)
ΓθθA = re
2S [γrA(rΦS + 1) + nA(rΠS − nr)], (B8)
ΓφφA = r sin
2 θe2S [γrA(rΦS + 1) + nA(rΠS − nr)],
(B9)
ΓABC = γ
r
(BΦC)A − 12γrAΦBC + n(BΠC)A − 12nAΠBC ,
(B10)
Γθφφ = −r2 sin θ cos θe2S , (B11)
Γφθφ = r
2 sin θ cos θe2S , (B12)
ΓA = g
BCΓABC − 2
r
[γrA(rΦS + 1) + nA(rΠS − nr)],
(B13)
Γθ = − cot θ, (B14)
Γφ = 0. (B15)
Appendix C: useful relations for Legendre
polynomials
The Legendre polynomials we adopted in the current
work take form
P0 = 1, (C1)
P1 = xl, (C2)
P2 = x
2
l − 13 , (C3)
P3 = x
3
l − 35xl, (C4)
P4 = x
4
l − 67x2l + 335 , (C5)
P5 = x
5
l − 109 x3l + 521xl, (C6)
P6 = x
6
l − 1511x4l + 511x2l − 5231 . (C7)
And their norms are respectively
〈P0|P0〉 = 2, (C8)
〈P1|P1〉 = 23 , (C9)
〈P2|P2〉 = 845 , (C10)
〈P3|P3〉 = 8175 , (C11)
〈P4|P4〉 = 12811025 , (C12)
〈P5|P5〉 = 12843695 , (C13)
〈P6|P6〉 = 512693693 . (C14)
The inner product is defined in the Eq. (15).
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