Abstract -The charge moment method is applied to the analysis of electric fields under EHV transmission lines over irregular terrain.
INTRODUCTION
Concern for the possible effects of the fields near extra-high-voltage (EHV) power transmission lines has resulted in an effort by the U. S. Department of Energy to define both the potential risk and the actual field environment as it presently exists under extra-high voltage (EHV) lines [1] .
In particular, the effects of irregular terrain and vegetation have been observed experimentally in an extensive study by TVA at 2300 sites distributed over a wide variety of terrain types [2] . Initial attempts to correlate the variations in the measured electric fields and the ground surface profile based on a qualitative terrain categorization were only partially successful [3] .
Later, using a charge simulation method, [4] , the TVA researchers were able to determine the major influence of surface irregularity on the electric field [3] in selected cases. However, the charge simulation method requires a very large array of discrete line sources placed judiciously below the surface. In the discussion below, a more convenient and economical method of field calculation is presented: the surface charge moment method.
Moment methods [5, 6, 7] have been used extensively in the analysis of antennas and microstrip transmission lines [8, for example].
These methods overcome two limitations of the charge simulation method:
(1) The surface charge can be modeled by a continuous distribution which resembles more accurately the physical picture. (2) Specified boundary values of the potential can be satisfied on the surface where the charge resides.
Since intuition and experience are not required in the use of the moment method, it can be automatically applied to the analysis of a large body of data. Moment methods can be used to analyze three-dimensional surfaces; however, since the available experimental data was limited to two-dimensional ground surface profiles, this discussion is limited to the application of the charge moment method to a two-dimensional model of the 500-kV transmission line typical of the TVA system.
ELECTRIC FIELDS AND POTENTIALS
At a frequency of 60 Hz, the cross-sectional dimensions of interest are so much 36 T&D 515 20, 1986. smaller than the wavelength that the use of a complex or quasi-static scalar potential, V(x,y), where x and y are transverse coordinates shown in the line geometry depicted in Figure 1 , is entirely adequate for the calculation of the transverse electric field. In addition, the conductivity of the earth is sufficiently large to justify the treatment of the ground as an equipotential conducting surface [11] supporting a complex surface density of charge. The electric field, E(x,y), is equal to the negative of the gradient of the potential, V(x,y). In the region between the line conductors and the ground, the potential satisfies Laplace's equation, subject to the boundary conditions that the potential must attain specified values on all conducting surfaces and that there is no variation in the third dimension. The appropriate boundary values for the potential are as follows: As the field point approaches the (effective) surface of phase 1, 2, and 3, the potential must approach an rms value of 288.7 kV, the phase-to-neutral voltage for 500 kV line-to-line, with phase angles of -120, 0, and 120 degrees, respectively. In addition, the potential must approach zero as the field point approaches all grounded conductors, i.e., at the surface of the two overhead shield conductors and along the ground surface below.
In two dimensions, the potential V(x,y) can be expressed in terms of an integral of the surface charge density, ?S(x,y) C/mn over all conducting surfaces represented in cross section by a multiply-connected contour, C, which includes both the ground profile and the periphery of all elevated conductors [5] -1 V(x,y) = 2Tr E0
C es(x(y))ln R(x,y;x(fy 1) ds, ( 1) where ds' is a source element located at (x',y') on the conducting contour C, and R(x,y;x',y') = [(x -x')2 + (y -y')21/2 (2) is the distance from the source point to the field point. It should be noted that the integral in (1) is improper as R -> 0, i.e., as the field point approaches the conducting boundary. However, its value for piecewise-uniform charge densities over flat strips and cylinders, the elements of interest here, can be readily obtained analytically [5] .
Here, attention is directed to the de- 1/n re =rb (n r/ rb )1/n (4) and n = number of subconductors per bundle, rb = bundle radius, and rc = subconductor radii The calculation of the electric field is now reduced to determining the distribution of the charge density by finding approximate solutions to the integral equation obtained by requiring that equation (1) be satisfied on the conducting boundaries.
SOLUTION BY THE METHOD OF MOMENTS
In the application of the method of moments [5, 6] to the solution of equation (1) for the surface charge density, the conducting contour C must be subdivided into a finite number of elements, Ci, i = 1,2,'.,N, as indicated in Figure 1 . A suitable basis function is then chosen to represent the charge on each element. Assuming that the charge density does not vary too rapidly, and that sufficiently narrow elements are used, a piecewise-constant or pulse function may be used. Thus if the charge density is represented by a uniform charge density Qi on each element (on the cylindrical conductors, Q represents a linear density, on the ground it represents a surface density) then equation (1) 
The solution for the unknown charges, Q j, in (7) tion is unavailable on the profiles p(x,y) for x > 30 m, or for x < -30 m, the known profile was extended horizontally for three 3-m strips and one semi-infinite strip extending from x = +39 m to infinity in either direction. The three finite strips were treated with a uniform charge density, the semi-infinite strips were treated with special basis functions representing the surface charge density of the form
with j = N-1, N-2, and with Xe = 39 m. In this approximation, y' was taken as the elevation of the measured ground surface at the outermost point on each side. With the charge density represented by (9), the coefficients in (6) Developing an efficient field model for application to a large data base involved consideration for both the limited spatial extent of the available observations as well as for the accuracy of the numerical methods.
Since the field observation points were all located within the region -30 < x < 30 m, the CMM model was designed for use only over that region.
To develop a fast CMM model, it was necessary to determine the effect of the width of the discretization corridor, Xe, and the number of finite elements (strips) into which that width is subdivided on the fields calculated within the observation region.
Since This is probably due to the fact that strip width is inversely proportional to the number of strips employed for a fixed discretization boundary. However, as a practical matter, this is of small concern since, as discussed earlier, the actual discretization used for analyzing the available data was dictated by the observation sampling intervals. Considering the data of Table I , it may be concluded that the discretization error inherent in the CMM model is negligible for a practical number of finite elements.
Since the simulated charge method (SCM) has been used previously to predict the effect of irregular terrain [2, 3] , it is of some interest to compare its performance to that of the CMM model in terms of discretization error using the same test case and error measure discussed above. Computer run times (VAX-11/780) for the SCM model exceeded those for the CMM model by a ratio of about 2:1 for the parameter ranges in these model tests. No effort was made to optimize the speed of either computer program, aside from observing good programming practice.
The conclusion is that the SCM model was relatively slower and less accurate than the CMM model. The SCM model was not employed further.
An illustration of the theoretical field distributions encountered in the CMM model development appears in Figure 2 which shows the electric field at an observer height of 1 m under a 500-kV line at a phase height of 12 m and with a phase spacing of 12.2 m computed using the exact image theory and two CMM models, one with 10 8-m strips, one with 20 4-m strips. Plotting only the field points computed over the strip centers, the comparison is obviously excellent. Based on this work, and on the fact that the actual profiles were sampled at 2 and 3-m intervals (2 m interval out to 12 m, 3-m intervals from 12 to 30 m) it was decided that a discretization scheme which used 24 strips of the same widths as the sampling intervals over the observed right-of-way, augmented by 6 additional 3-m strips out to 39 m, should yield an accuracy in the calculated fields consistent with the accuracy of measurement or, perhaps, slightly better.
The goal of this comparison for the level ground plane case was to make certain that the 30-strip CMM model, which was more or less mandated by the measurement program employed, did not introduce any appreciable error for a smooth, level surface. Although a few preliminary results over actual, irregular terrain are presented below, only a careful statistical evaluation of a comparison between measured and calculated fields will ultimately determine the adequacy of the two-dimensional CMM field model.
what skewed from normal, this plot shows that the terrain encountered (much of it in the mountains of Tennessee) exhibited a median RMS deviation of 0.57 m, and a median slope of 8.3%.
Although it should be noted that later efforts uncovered 174 additional sets of double-sided TVA data, this did not materially alter the validity of the conclusions based on these results [10] .
Based on the distribution of the observed terrain in the deviation-slope plane shown in Figure 3 , a theoretical model was devised using a sinusoidally modulated surface with a specified RMS deviation amplitude and average slope. The wavelength, or spatial period, of the surface modulation was taken to be 20 m, a figure selected to give a number of crests and troughs within the confines of the right-of-way. A set of nine such theoretical profiles were selected for testing: three RMS deviations of 0.4, 0.6, and 0.8 m, and three slopes of 4, 8, and 12%. The results of these tests are summarized in Tables III and IV , and one case is illustrated in Figure 4 . For terrain with pronounced slope, or deviation, however, this model did not perform well, nor was it expected to do so. With a high slope (12%) terrain, but still with low deviation (0.4 m), the TGP model, only slightly more complicated, does quite well in comparison to the CMM model. However, as expected, the TGP model did not perform well with high deviations. For example, with a terrain profile with a high slope (12%) and a high deviation (0.8 m) very large discrepancies between the TGP and CMM model results are apparent.
In an attempt to remove the effects of systematic physical parameters from measured fields over irregular terrain, it was decided to investigate a hierarchy of field models to determine their theoretical validity in application to irregular terrain. Since the literature [5] [6] [7] [8] related to the application of the CMM model abundantly testified to its validity, given a sufficiently fine discretization interval, it was decided to use it as a basis for a study of the effect of terrain on the accuracy of fields predicted by (a) image theory assuming a level ground plane, designated LGP model for brevity, and (b) image theory assuming an average, tilted ground plane to fit the profile in a least-squares sense, designated the TGP model. The idea here was to provide line designers with the proper predictive tool for the type of terrain encountered: the LGP model for smooth, level terrain, the TGP model for smooth but sloping terrain, with the CMM model used only where necessary owing to its complexity and the fact that it requires more information about the profile.
This immediately brought up, however, the original problem:
how to characterize the terrain for field effect?
Intuitively, it appears that terrain can be characterized in its effect on the near-surface electric fields primarily by (a) the average slope and (b) the local surface roughness measured by the RMS deviation of the profile from the average plane.
Using 140 measured double-sided terrain profiles, the distribution of the TVA terrain on the deviation-slope plane shown in Figure 3 was obtained. Although some- For low slope, low deviation terrain, Table III shows that the LGP model exhibits an RMS error over the 60 m corridor surveyed of only 8.3%, which is probably acceptable for most purposes. However, if a 10% error is the cutoff for acceptance, the LGP model is an unacceptable method for field prediction in all other terrains listed in Table III . For low deviation terrain at any slope tested the TGP model performed quite well, as shown in Table  IV , with an RMS error of only 8.6% for all low deviation terrains tested.
With significant surface deviation, however, this method also fails the 10% error criterion. The results of these tests clearly demonstrate the need for more sophisticated field models with irregular surfaces. In addition, this study yielded a quantitative measure of terrain effects and model validity. Clearly it can be seen that if one uses a crude model, then the dispersion of the observed fields from those predicted will be strongly terrain dependent. Also, the terrain dependence of this dispersion is systematically reduced as the details of the terrain are incorporated in the field model. 
