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Ability to deduce three-dimensional structure of a protein from its one-dimensional amino acid chain is
a long-standing challenge in structural biology. Accurate structure prediction has enormous application
potential in e.g. drug development and design of novel enzymes. In past this problem has been
studied experimentally (X-ray crystallography, nuclear magnetic resonance imaging) and
computationally by simulating molecular dynamics of protein folding. However, the latter requires
enormous computing resources and the former is expensive and time-consuming.
Direct contact analysis (DCA) is an inference method relying on direct correlations measured from
multiple sequence alignments (MSA) of protein families to predict contacts between amino acids in the
three-dimensional structure of a protein. It solves the 21-state inverse Potts problem of statistical
physics, i.e. given the correlations, what are the interactions between the amino acids of a protein. The
current state of the art in the DCA approach is the plmDCA-algorithm relying on pseudolikelihood
maximization.
In this study the performance of the parallelised asymmetric plmDCA-algorithm is tested on a diverse
set of more than 100 protein families. It is seen that generally for MSA's with more than approximately
2000 sequences plmDCA is able to predict more than half of the 100 top-scoring contacts correctly
with the prediction accuracy increasing almost linearly as a function of the number of sequences.
Parallelisation of plmDCA is also observed to make the algorithm tens of times (depending on the
number of CPU cores used) faster than the previously described serial plmDCA.
Extensions to Potts model taking into account the differences in distributions of gaps and amino acids
in MSA's are investigated. An extension incorporating the position-dependant frequencies of gaps of
length one to Potts model is found to increase the prediction accuracy for short sequences. Further
and more extensive studies are however needed to discover the full potential of this approach.
Protein structure prediction, direct contact analysis, inverse Potts model, pseudolikelihood
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Notation
Throughout this work, all vector and matrix variables are marked in bold let-
ters, for example, h is a vector and J is a matrix. The separation between
vectors and matrices is made clear in the text. Scalar variables are denoted
with normal font. Elements of a vector or a matrix are indicated with sub-
scripts, such as hi or Ji j. A superscript enclosed in parenthesis denotes single
realisation of an ensemble, e.g. σ(b).
Abbreviations
PSP Protein Structure Prediction
CASP Critical Assessment of Techniques for Protein Structure Prediction
DCA Direct Contact Analysis
mpDCA Message Passing DCA
nmfDCA Naive Mean Field DCA
plmDCA Pseudo-likelihood Maximisation DCA
NMR Nuclear Magnetic Resonance
PDB Protein Data Bank
MSA Multiple Sequence Alignment
PFAM Protein Families database
HMM Hidden Markov Model
DI Direct Information
FN Frobenius Norm
MI Mutual Information
CN Corrected Norm
TP-rate True-Positive Rate
Contents
1 Introduction 1
1.1 Protein structures, -families and sequence alignments . . . . . 3
1.1.1 Protein structures . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Protein structure determination and databases . . . . . 7
1.1.3 Sequence alignments . . . . . . . . . . . . . . . . . . 8
1.1.4 PFAM and domain families . . . . . . . . . . . . . . 10
1.2 Of direct and indirect interactions . . . . . . . . . . . . . . . 11
1.3 Maximum-likelihood estimation . . . . . . . . . . . . . . . . 12
1.4 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Potts model . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Maximum entropy distribution makes the least num-
ber of assumptions . . . . . . . . . . . . . . . . . . . 16
1.4.3 Inverse Potts problem . . . . . . . . . . . . . . . . . . 17
1.4.4 Pseudo-likelihood maximisation . . . . . . . . . . . . 19
1.5 Technical details of DCA . . . . . . . . . . . . . . . . . . . . 20
1.5.1 Regularisation . . . . . . . . . . . . . . . . . . . . . 21
1.5.2 Reweighting . . . . . . . . . . . . . . . . . . . . . . 22
1.5.3 Scoring . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5.4 Comparing predictions to PDB-structures . . . . . . . 24
1.6 The parallel plmDCA-algorithm . . . . . . . . . . . . . . . . 25
1.7 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Model development 27
2.1 Rescaling scores for position pairs with large number of gaps
in between . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Gap-state as a hidden variable . . . . . . . . . . . . . . . . . 31
2.3 Adding constraints to the model . . . . . . . . . . . . . . . . 32
2.3.1 Row-wise counting of gaps . . . . . . . . . . . . . . . 32
2.3.2 Column-wise counting of gaps . . . . . . . . . . . . . 35
3 Results 38
3.1 Comparison of serial-, and parallel plmDCA . . . . . . . . . . 38
3.2 Running times . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Extensive plmDCA-testing . . . . . . . . . . . . . . . . . . . 45
3.4 Model comparison . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.1 Rescaling scores . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Gap-state as a hidden variable . . . . . . . . . . . . . 56
3.4.3 Counting gaps . . . . . . . . . . . . . . . . . . . . . 57
4 Conclusions 65
4.1 Comparison of serial-, and parallel plmDCA . . . . . . . . . . 65
4.2 Running times . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Extensive plmDCA-testing . . . . . . . . . . . . . . . . . . . 66
4.4 Model comparison . . . . . . . . . . . . . . . . . . . . . . . 69
5 Future directions 71
A Appendix A 72
A.1 Row-wise counting of gaps . . . . . . . . . . . . . . . . . . . 72
A.2 Column-wise counting of gaps . . . . . . . . . . . . . . . . . 73
B Appendix B 76
C Appendix C 107
1 Introduction
Currently various fields of science face both challenges and opportunities in
opened up possibilities to gather and store vast amounts of data for statistical
analysis. For example, human communication, mobility and migration have
been modelled based on data gathered from sources such as e-mail and smart
phone logs or US census data [1, 2, 3]. Particularly in biology and medicine,
the development of fast sequencing tools of genomes has boosted the research
with the explosion of novel genome wide association studies. These studies
aim, for example, at identifying mutations causing common diseases such
as diabetes or autoimmune diseases [4]. In addition to identifying deleteri-
ous mutations, sequencing has also allowed construction of on-line databases
containing thousands of variants of genes coding individual proteins. Com-
bining the observed variations in the genetic sequence with measured three
dimensional structures of proteins has opened interesting new possibilities in
protein structure prediction (PSP) and protein folding studies.
PSP aims at predicting the three dimensional structures of proteins based
only on their amino acid sequences. It is a multidisciplinary field having en-
gaged scientists from different fields such as biophysics, bioinformatics and
machine learning. The prediction of the whole structure of a protein is such a
large task that it has divided into subtasks like secondary-, or tertiary structure
prediction and residue-residue contact prediction. Progress in PSP is regularly
evaluated in the framework of CASP (Critical Assessment of Techniques for
Protein Structure Prediction) [5], a community-wide experiment performed
every two years, where scientists can compare the performance of their PSP-
techniques. Since its founding in 1994, CASP has evolved to become the
"world championships" in PSP.
Protein structure prediction dates back to 1960’s [6, 7, 8, 9]. The earliest
approaches were largely based on helix-coil transition models introduced by
Zimm and Bragg [10], and Lifson and Roig [11]. Helix-coil models are sim-
ple transition matrix based models similar to, or even identical to, the famous
Ising model [36] of spin glasses. The aim of these simple models was to study
the transition of amino acid chain from a random- to the alpha-helical confor-
mation. Nowadays PSP makes use, for example, neural networks [28]. More
recently, molecular dynamics simulations of protein folding [12] have been
used to mimic the emergence of three dimensional structure from physical
interactions between protein’s constituents and surrounding water molecules.
Molecular dynamics methods can in principle predict protein structures rel-
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atively accurately, but at least for the moment, the computational demands
limit the applicability of these methods to very small proteins only. The most
accurate molecular dynamics approach is ab initio molecular dynamics where
computation of forces is based on quantum mechanics.
Direct contact analysis (DCA) is one approach to PSP utilising the pro-
tein structure databases and the statistical information they contain. Its un-
derlying assumption is that similarity of the three dimensional structures of
proteins that are related by evolutionary ancestry restraints the variability of
their amino acid sequences. The correlations resulting from this can thus be
used to find positions along the amino acid chain that are near each other in
the three dimensional structure of the protein. The idea of relating correla-
tions in the amino acid sequences of proteins to the contacts between amino
acids is not a new one. It has been known for almost 20 years that mere cor-
relation analysis is not sufficient in revealing the actual interactions between
amino acids (e.g. [13, 14, 15]).
Lapedes et. al. [16] were the first ones to introduce, although theoreti-
cally, the idea of learning parameters of a maximum entropy model and using
the strengths of model parameters instead of straightforward correlations to
calculate the true interactions between amino acids. The first practical DCA-
algorithm was described by Weigt et. al. in their 2009 study [17] where a
method of inferring parameters of Potts model [35] from data from a pro-
tein structure database was introduced. Potts model has been the model of
choice also in latter approaches to DCA [18, 19]. Its advantages, in addition
to being theoretically justified by the maximum entropy-principle, are mainly
its simplicity and the availability of several well-studied methods to infer the
parameters of the model. However, utilization of maximum entropy principle
also justifies use of Potts model. It is the maximum entropy model when mea-
suring only the first two moments from the data. The latter development in the
field of DCA after the work of Weigt et. al. has mainly concentrated on learn-
ing the parameters of Potts model faster and/or more accurately instead of
suggesting a different model to capture the interactions between amino acids
along the amino acid chain.
The method of inferring the parameters used in the first DCA-paper [17]
was a message passing-based algorithm (mpDCA). It was later outperformed
both in speed and prediction accuracy by a method based on naive mean-
field inversion (nmfDCA) [18]. The latest development in the field has been
introducing pseudo-likelihood maximisation (plmDCA) [19] as a method of
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inferring the parameters of Potts model with greater accuracy compared to the
previous methods. In this work, my aim is to investigate how certain kind of
extensions of Potts model perform in DCA. I also test the plmDCA algorithm
by Ekeberg et. al [19] more extensively than in the study where it was intro-
duced. Aim of this is to see for what kind of proteins plmDCA produces good
predictions. But before going deeper into details of DCA and the contribution
of this work to the field, I will give a short introduction to concepts and terms
- both biological and mathematical - needed in understanding DCA fully.
1.1 Protein structures, -families and sequence alignments
To understand concepts of protein structure prediction and direct contact anal-
ysis, some background information about the structure and functionality of
proteins is essential. The following section will serve as an introduction for
an uninitiated reader.
1.1.1 Protein structures
Proteins are biological macromolecules consisting of a linear chain of amino
acids. In the context of this work, amino acids can be regarded as Lego-
block-like constituents of proteins. At present, more than 500 amino acids are
known, but only 22 of them appear in natural proteins [20] - the so called pro-
teinogenic amino acids (Table 1). Of these 22 proteinogenic amino acids, only
21 are found in eukaryotes, and 20 of them are directly encoded with universal
genetic code. The exceptional proteinogenic amino acids are selenocysteine
and pyrrolysine, which both are encoded by the normal stop-codon of the ge-
netic code (the codon that normally marks the end of a protein’s translation)
and are translated only when the RNA-molecule carrying the genetic code
has a certain special structure. These two exceptional proteinogenic amino
acids are however very rare. Whenever amino acids, amino acid residues or
just shortly residues are discussed in this work, it is good to keep in mind
that we specifically mean proteinogenic amino acids, and imagine them as
"Lego-blocks" and do not further specify their mutual differences. For a more
detailed description of amino acids, see for example [24].
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Name One letter code Abbreviation
Alanine A Ala
Cysteine C Cys
Aspartic acid D Asp
Glutamic acid E Glu
Phenylalanine F Phe
Glycine G Gly
Histidine H His
Isoleucine I Ile
Lysine K Lys
Leucine L Leu
Methionine M Met
Asparagine N Asn
Pyrrolysine O Pyl
Proline P Pro
Glutamine Q Gln
Arginine R Arg
Serine S Ser
Threonine T Thr
Selenocysteine U Sec
Valine V Val
Tryptophan W Trp
Tyrosine Y Tyr
Table 1: Names and abbreviations of the 22 proteinogenic amino acids [21].
Protein structure is customarily divided into primary-, secondary-, tertiary-
and quaternary structure. Figure 1 illustrates this hierarchy. Primary structure
means the order of amino acids in the amino acid chain, or backbone, of the
protein. Amino acids are linked together by covalent and peptide bonds. The
standard way of describing the primary structure of a protein is to present it
as a string of characters, where each type of an amino acid has its own rep-
resentative letter. For example the primary structure of human myoglobin is
[27]:
MGLSDGEWQLVLNVWGKVEADIPGHGQEVLIRLFKGHPETLEKFD
KFKHLKSEDEMKASEDLKKHGATVLTALGGILKKKGHHEAEIKPL
AQSHATKHKIPVKYLEFISECIIQVLQSKHPGDFGADAQGAMNKA
LELFRKDMASNYKELGFQG
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All proteins have their distinct primary structure, but the primary struc-
ture doesn’t explain how the protein functions. The functional form of a pro-
tein is the folded protein. Folding is a process where the chain finds its three
dimensional comformation corresponding to the free energy minimum at a
given surroundings. This process is mainly driven by the interaction of amino
acids with the surrounding water and the interactions between amino acids
along the amino acid chain [24]. Folding is, qualitatively speaking, easily
described as a process driven by the second law of thermodynamics, stating
that an isolated system spontaneously evolves towards thermodynamic equi-
librium, namely the state of maximum entropy. How exactly this state is
reached is not yet completely clear. As Cyrus Levinthal illustrated in his fa-
mous thought experiment in 1969 [22], for example an amino acid chain of
100 molecules can have 3198 different conformations making it obvious that
the chain does not just randomly find the right conformation when the fold-
ing times of small proteins are measured in seconds (this is known as the
Levinthal’s paradox). The two most popular explanations to this are briefly
discussed later in this section.
A famous postulate in molecular biology, the Anfinsen’s dogma [23],
states that in natural environmental conditions the native structure (the final
folded state of a protein) is unique, stable and kinetically accessible mini-
mum of the free energy. This means that the amino acid sequence completely
determines the conformation of the folded protein. The argument is widely
believed to hold at least for smaller proteins. Thus Anfinsen’s dogma sup-
ports the idea behind DCA - predicting the three dimensional structure based
on the structure of the amino acid chain. It is good to bear in mind that even
if it is reasonable to say (at least for the scope of this work), that each pro-
tein has a unique native conformation, many proteins are capable of changing
their conformation. A fine example is haemoglobin which is responsible for
transporting oxygen from lungs to the tissues [24]. It can bind to four oxy-
gen molecules, and its ability to bind oxygen increases each time it binds
an additional oxygen, and vice versa, releasing one oxygen makes it easier
for the others to escape. Thus the haemoglobin molecule binds oxygen eas-
ily in oxygen-rich lungs and releases oxygen easily in carbon dioxide-rich
peripheral tissues (there are lots of other factors affecting the behaviour of
haemoglobin, but to keep the discussion simple, they are not discussed here).
This change of affinity for oxygen results from changes in haemoglobin con-
formation when it binds to oxygen.
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While the primary structure contains only one dimensional information
of the protein, the other levels describe the folded, three dimensional struc-
ture. Secondary structure refers to regular sub-structures that are common
in many different proteins. Secondary structures are formed as a result of
hydrogen bonding between amino acids in the backbone of the protein and
depending on the amino acids and their order in the backbone, different sec-
ondary structures exist. They can be for example different kinds of helices or
sheets. In the diffusion-collision model of protein folding, it is assumed that
the secondary structures born first and only then are joined together form-
ing tertiary structures. The competing model, nucleation-condensation model
claims both are made simultaneously. Studies indicate it being likely that real
folding is a combination of these two [24].
Tertiary structure consists of different secondary structure units joined
together by non-covalent bonds. Quaternary structure then refers to a complex
of protein molecules that are also held together by non-covalent bonding. The
difference between tertiary- and quaternary structures is that tertiary structure
is composed of a single chain of amino acids, while in quaternary structure
several folded amino acid chains are joined together forming a complex.
The different structure levels are summarised in Figure 1. Figure shows
the usual conventions of illustrating protein structures. Individual amino acid
residues are illustrated with spheres. Secondary structure elements, beta-
sheets and alpha-helices shown in the figure, are usually depicted as their own
units with individual amino acids not shown. The thin cords in secondary-,
and tertiary structures illustrate parts of the chain in random configuration.
Quaternary structure is shown very schematically, mainly emphasising the
point that the haemoglobin molecule consists of four identical tertiary struc-
ture subunits.
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Figure 1: Levels of protein structures. Taken from Wikipedia 10.1.2013.
source:http://en.wikipedia.org/wiki/File:
Main_protein_structure_levels_en.svg
1.1.2 Protein structure determination and databases
The traditional, and by far most utilised technique for protein structure de-
termination is X-ray crystallography. Also NMR-spectroscopy has become
widely used [25]. Experimentally determined protein structures are collected
into an on-line database, Protein Data Bank (PDB), accessible via its member
organisation’s (PDBe, PDBj and RCSB) websites [26]. It is a freely available,
weekly updated database currently containing over 81,000 three dimensional
7
protein structures. This kind of structural data is essential for DCA since it al-
lows an extensive comparison of predicted structures to experimental results.
When comparing prediction results from DCA to X-ray-structures, it is
important to know the precision of the experimental structures - it would make
no sense to compare with images with very low resolution. Luckily this is not
a major problem, since the resolution of most of the PDB X-ray structures is
less than 3 ångstroms, as seen from Figure 2.
Figure 2: The distribution of resolutions of released structures in the PDB (in
ångstroms). The histogram includes structures solved by X-ray or electron
microscopy methods. Histogram is taken from the website of RCSB PDB
26.2.2013.
source:http://www.rcsb.org/pdb/statistics/histogram.do?
mdcat=refine&mditem=ls_d_res_high&minLabel=0&maxLabel=
5&numOfbars=20
1.1.3 Sequence alignments
The unique combination of amino acids along the backbone of a protein dis-
tinguishes it from other proteins. Thus by comparing two or more sequences
one can assign a value to the similarity of the sequences. When aligning is
performed for more than two sequences, it is called multiple sequence align-
ment (MSA). The rationale behind aligning sequences is that alignments re-
veal similar regions of proteins that can result from functional, structural or
evolutionary relationship between the sequences [28]. There exists a vast se-
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lection of algorithmic tools for tackling the problem of aligning sequences -
for example one widely used tool is ClustalX [29] - but going into detail with
them is not relevant for the scope of this work. Instead, an interested reader
may wish to consult for example [30].
Figure 3: An example of an MSA created with ClustalW-program. The orig-
inal description by creator Miguel Andrade: ’Representation of a protein
multiple sequence alignment produced with ClustalW. The sequences are in-
stances of the acidic ribosomal protein P0 homolog (L10E) encoded by the
Rplp0 gene from multiple organisms. The protein sequences were obtained
from SwissProt searching with the gene name. Generated by Miguel Andrade
17:55, 25 February 2006 (UTC) Only the first 90 positions of the alignment
are displayed. The colours represent the amino acid conservation accord-
ing to the properties and distribution of amino acid frequencies in each col-
umn. Note the two completely conserved residues arginine (R) and lysine (K)
marked with an asterisk at the top of the alignment.’. Taken from Wikipedia
29.1.2013
source:http://en.wikipedia.org/wiki/File:
RPLP0_90_ClustalW_aln.gif
An example result of an MSA can be seen in Figure 3. Each row repre-
sents one sequence, and the first column is the identifier of the sequence. The
last column indicates the number of amino acids of the given sequence. The
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actual alignment is visualised with capital letters and dashes. Each distinct
letter represents an amino acid and a dash represents a gap in the alignment.
Gaps result from the fact that sequences are not identical - mutations have
reshaped the amino acid backbones of proteins during evolution. Gaps are
created to an alignment when the algorithm does not find an amino acid from
a certain position of a certain chain it would have expected to be there based
on the other sequences. Thus a gap can result for example from a situation
where a binding site of a protein is not needed anymore and the corresponding
amino acids drop off of the chain during the course of evolution. Determining
the correct positions of gaps is a form of art in itself [30] and is not considered
in this work.
1.1.4 PFAM and domain families
The important consequence of MSA’s is that they can be used to determine the
evolutionary relationships between proteins. This makes it possible to divide
protein domains (domains are functional parts of proteins that are commonly
shared between different proteins) into families whose members are similar,
and probably have a common ancestor. These families and their MSA’s are
freely available from Internet databases such as PFAM [31] currently contain-
ing more than 13 000 domain families each with hundreds to tens of thousands
aligned sequences. This availability of huge amounts of data makes the sta-
tistical approach to direct contact analysis feasible. PFAM is also linked with
UniProt and PDB databases making it possible to inspect information of the
domain architectures and three dimensional structures of PFAM families and
proteins. For many families, also a link to Wikipedia page is available.
In this work, the MSA’s given by PFAM’s own sequence alignment tool
are used as input for DCA. This introduces some restrictions that are good to
keep in mind. The profile Hidden Markov Model (HMM) used to generate the
alignments in PFAM is designed in such a way that it only aligns the matching
states of sequences, and when they are not alignable, it denotes the position
in the corresponding sequence with a gap [32]. Profile HMM’s are not a
topic of this text, but an interested reader may wish to consult for example
[33] for a review. Insert mutations (mutations where one or a few additional
amino acids are added into the sequence by mistake by the RNA-machinery
building the protein), on the other hand are not aligned, and if an amino acid
is recognised as an insert, the column is simply listed into the alignment but
it does not affect the rest of the alignment in any way. Thus an insert in one
10
sequence introduces an additional gap to all other sequences which would
induce bias into the data if inserts would be kept in the data while performing
DCA. Because of this, inserts are removed from the PFAM- alignments before
DCA as was done also in [17, 18, 19].
In order to incorporate more information into the input data of DCA,
one possibility would be to use multiple different MSA’s varying their prop-
erties as was recently done by Skwark et. al. [34]. This is, however, out of
the scope of this work. It is still important to bear in mind that there exists
no universal "best" alignment. The suitability of an alignment depends on the
problem.
1.2 Of direct and indirect interactions
Having a lot of data does not mean that finding interactions would be straight-
forward. Finding correlations from a set of data is simple, but does correlation
imply a real direct interaction? With real-world data, the answer is usually no.
As an example let us imagine we do a research poll where we ask people to
fill in the occasions they have slept with their shoes on and the mornings
they have woken up with a headache. Now let us imagine we measure the
correlation between these two variables and we find out that waking up with
headache correlates with going to bed with ones shoes on. So does sleeping
with shoes on cause headache? Or the other way around? It might be so but
since we want to be cautious, we conduct a new study where we ask people
also to describe what they did during the evening before going to sleep. Sup-
pose we now find that almost every time someone goes to sleep with his/her
shoes on, he/she has been drinking that night. So taking the correlation in the
first study as a mark of causality would have led us to a wrong conclusion
because we were not measuring an essential variable.
Similarly to the example above the MSA’s reflect different kinds of cau-
sations. Namely, there are both direct and indirect interactions between amino
acid residues. In context of DCA, direct interaction between two residues
means that there exists a true interaction between these two residues in the
three dimensional structure of the protein whereas indirect interaction means
that there exists an interaction between two residues that is mediated via one
or several other residues. The main challenge in DCA is to differentiate be-
tween these two kinds of interactions, and thus there is a need for more so-
phisticated tools than mere correlation analysis. The approach used here is
based on assuming an underlying statistical model able to produce the cor-
11
relations one observes from the data. Finding the optimal parameters of the
model then reveal the true, direct interactions.
1.3 Maximum-likelihood estimation
When discussing plmDCA, it is essential to understand maximum-likelihood
estimation and why it is used. It is based on likelihood function, which is a
function of parameters of a statistical model. Likelihood of a set of param-
eter values given some observed outcome equals to probability of the same
observed outcome given the same parameter values. Mathematically this can
be expressed with conditional probability,
L(θ|σ) = P(σ|θ), (1)
where θ are the parameters and σ the outcome. Maximising the value of
likelihood function intuitively speaking means maximising the agreement of
the chosen model with the observed data.
In DCA it is assumed that the samples of data, namely the individual
sequences in an MSA, are independent and identically distributed. This is
an important (and somewhat bold, as will be discussed later) assumption al-
lowing simpler mathematical treatment. Let us now assume there is a set of
independent samples {σb}Bb=1 (sequences from a single MSA). Then the joint
probability density function of all samples given parameters θ is
f (σ(1),σ(2), ...,σ(B)|θ) = f (σ(1)|θ) × f (σ(2)|θ) × ... × f (σ(B)|θ). (2)
Now inserting (2) into (1) gives us the form of likelihood-function for inde-
pendent and identically distributed samples,
L(θ|σ(1),σ(2), ...,σ(B)) =
B∏
b=1
f (σ(b)|θ). (3)
In practice it is often more convenient to work with the logarithm of the like-
lihood function, the so called negative log-likelihood function is defined as
− ln
(
L(θ|σ(1),σ(2), ...,σ(B))
)
= −
B∑
b=1
ln
(
f (σ(b)|θ)
)
. (4)
This is due to the fact that maximising and minimising functions often comes
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down to calculating derivatives, which is computationally easier to perform
on sums than products. Theoretically maximising likelihood, and on the other
hand, log-likelihood yields the same resulting parameters due to natural loga-
rithm being a monotonically increasing function.
1.4 Theory
In this section Il introduce the theoretical tools needed in describing plmDCA.
The general work-flow in direct contact analysis is shown in Figure 4.
Figure 4: Work-flow of the DCA procedure.
The first step is to read in an MSA of homologous proteins. Then some cho-
sen approximate method is used to calculate the equations that allow inferring
the parameters of the model chosen to model the data. In DCA, the model has
so far been the Potts model [35, 17, 18, 19] and the method used to infer the
parameters either message passing-algorithm [17], naive mean-field approx-
imation [18], or pseudo-likelihood maximisation [19]. After an approximate
solution of the model parameters is obtained, the resulting equations need to
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be solved using an appropriate numerical method (e.g. conjugate-gradient).
The final step after obtaining the solutions for parameters is to compute a
score for each interaction in order to compare their strengths. This can be
done for example with direct information (DI) [17, 18] or Frobenius norm
(FN) [19]. In the following I will go through these steps and illustrate how
the mathematics of the problem works.
1.4.1 Potts model
Potts model is a generalisation of Ising model [36] describing a lattice of
classical spins that can each be in one of two states. The generalisation in
Potts model is that the spins can be in one of q states. The Hamiltonian of
Potts model, as originally introduced [35] is
H = −
∑
<i j>
J(θi j), (5)
where the sum runs over neighbouring spins and J is a matrix describing the
strength of interaction between each pair of neighbouring spins on the lattice.
A much studied extension to the original Potts model is to add an external
field h, a vector describing the strength of the field for each position on the
lattice [37]. In the original Potts model, there exists interactions only between
neighbouring spins. A lot of work has later been done on the extension where
all spins are linked to each other via pairwise interactions, and this is the
model used also in DCA [17, 18, 19]. The interpretation of Potts model in
DCA is that each spin represents one position along the amino acid chain
of a protein, and each spin can be in one of 21 states. These states include
all proteinogenic amino acids except selenocysteine and pyrrolysine, and one
state corresponding to a gap in an MSA.
In context of statistical inference it is more convenient to work with
the probability of observing a given spin configuration, than with the Hamil-
tonian. If an amino acid chain is described as a vector of length N, σ =
(σ1, σ2, ..., σN), where each σi is one of the 21 labels for states, the probability
of this chain is
P(σ) =
1
Z
exp
 N∑
i=1
hi(σi) +
N−1∑
i=1
N∑
j=i+1
Ji j(σi, σ j)
 . (6)
Here the Ji j are the coupling strengths between spins i and j and hi is the
strength of the external field at position i on the lattice. The normalisation
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constant Z is the partition function of Potts model summing over all the pos-
sible configurations σ:
Z =
∑
σ
 N∑
i=1
hi(σi) +
N−1∑
i=1
N∑
j=i+1
Ji j(σi, σ j)
 . (7)
In context of DCA, we are interested in one dimensional Potts model where
the number of different states, q = 21, corresponds to the number of 20 most
common proteinogenic amino acids plus one state for gaps in the alignments.
Thus the fields and couplings can be represented as vectors and matrices,
respectively,
hi =

hi,1
hi,2
...
hi,q
, Ji j =

Ji j,11 Ji j,12 . . . Ji j,1q
Ji j,21 Ji j,22 . . . Ji j,2q
...
...
. . .
...
Ji j,q1 Ji j,q2 . . . Ji j,qq
 . (8)
It is good to note the overwhelming number of parameters in Potts
model when applied to DCA. MSA’s for protein domain families in PFAM
are usually from hundreds to thousands of positions long. The number of pa-
rameters for a family increases fast when the sequence length increases as for
every pair of positions there is a q× q-matrix of parameters and in addition to
this the strength of the external field is described by a vector of length q. For
each position there are q + (N − 1)q2 parameters. Number of parameters is
important for the execution speed of the DCA algorithm since maximum like-
lihood as well as maximum pseudo-likelihood methods involve maximisation
of an objective function with respect to all free parameters of the model.
The number of parameters is not, however, the greatest computational
limitation in DCA. When using the exact likelihood maximisation method de-
scribed earlier, the maximisation is conducted for a function that is a product
of probabilities of different spin-configurations (6). This procedure involves
computing the partition function Z, i.e. summing over all the possible spin
configurations. This is a daunting task. For example Potts model describing
an average sized domain family with N = 200 would have 1000! ≈ 8 · 10374
possible distinct sequences. This is exactly the reason why in DCA, and in
general when working with inverse Potts models, one needs to rely on approx-
imate methods for inferring the model parameters. The traditional approach
to solving Potts model among the statistical physicists is the so called mean-
field method [37], which also inspired the naive mean-field inversion used in
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[18]. Although being very fast, the nmfDCA algorithm is outperformed in ac-
curacy by the plmDCA [19]. And as is shown in this work, parallelization of
the pseudo-likelihood maximisation can speed up the calculations decisively.
The pseudo-likelihood maximisation method is introduced shortly, but before
that I will shed more light on the question of why Potts model is actually used
in direct contact analysis.
1.4.2 Maximum entropy distributionmakes the least number of assump-
tions
The famous Occam’s razor states that among competing hypotheses the one
with fewest assumptions should be favoured. So how to select the simplest
possible model describing the MSA’s we are given? E.T. Jaynes showed in
his two articles in 1957 [38, 39], that given m constraints Fk for functions
f (σ(b))k measured from the data (σ can take values σ(b),σ(b), ...,σ(B)) of which
we have some testable information I (in the case of contact prediction this
means that for example it is possible to test if σi in σ is in some given state),
the simplest distribution consistent with the data is the one with the maximal
entropy. Namely the objective is to find a probability distribution P(σ|I) such
that it maximises the entropy S = −∑Bb=1 P(σ(b)) lnP(σ(b)) under constraints
B∑
b=1
P(σ(b)|I) fk(σ(b)) = Fk, (9)
and the normalisation constraint
∑B
b=1 P(σ(b)|I) = 1. Now minimising S using
the method of Lagrange multipliers yields
P(σ(b)|I) = 1
Z(λ1, λ2, ..., λm)
exp
[
λ1 f1(σ(b)) + λ2 f2(σ(b)) + ... + λm fm(σ(b))
]
,
(10)
where Z(λ1, λ2, ..., λm) is the partition function
Z(λ1, λ2, ..., λm) =
B∑
b=1
exp
[
λ1 f1(σ(b)) + λ2 f2(σ(b)) + ... + λm fm(σ(b))
]
.
(11)
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1.4.3 Inverse Potts problem
Let us denote the distributions of individual positions as fi(k), where i is the
position along the amino acid chain and k is the state of the spin (i.e. one
of the amino acids or a gap) and the distributions of position pairs as fi j(k, l)
where i and j stand for position indices and k and l denote the states of spins
in corresponding positions. These are empirical distributions completely de-
termined by the data. In the Introduction I wrote that the main motivation of
using Potts model in DCA is that it is the maximum entropy model when the
only information available is distributions fi(k) and fi j(k, l). In other words,
when constraining our model P(σ) with
P(σi = k) =
∑
σ
P(σ|σi = k) = fi(k),
P(σi = k, σ j = l) =
∑
σ
P(σ|σi = k, σ j = l) = fi j(k, l),
(12)
where the sum runs over all possible σ, and maximising the entropy S =
−∑σ P(σ) lnP(σ) yields the Potts model. The constraints (12) also give an
interpretation to the parameters of Potts model in context of DCA: the h de-
scribe the tendency of certain positions to favour certain amino acids, and
the J describe the strength of interaction between two positions of the chain.
The J thus include both the covalent and peptide bonds stabilising the primary
structure and the non-covalent interactions between amino acid residues that
are responsible for forming the three dimensional structure.
As already stated, different approaches to infer the parameters of Potts
model have been tried previously [17, 18]. In this work I will use pseudo-
likelihood maximisation which has been observed to perform more accurately
than the previous methods [19]. Before deriving the equations that allow solv-
ing the parameters of the model, it is instructive to take a closer look at Equa-
tion (6) again. It is a well-known property of the exponential family distri-
butions (like for example the normal distribution), that they have sufficient
statistics that can describe arbitrary amounts of independent identically dis-
tributed data using a fixed number of values. For example, normal distribution
is fully characterised by its mean and variance. In the case of Potts model, the
sufficient amount of data for describing the model is the distributions fi(k) and
fi j(k, l) [40]. In other words, finding the correct parameters for Potts model
requires only measuring these correlations, which is exactly what is done in
[17] when using the naive mean-field inversion. Strictly speaking, sufficient
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statistics only concerns the case where the model is solved exactly. Some
approximate methods make use of the whole data, and the pseudo-likelihood
maximisation used in this work is one of those. Next, I will derive the negative
log-likelihood function for Potts model, and then show the approximations
made when constructing the negative pseudo-log- likelihood.
Now let us again consider, like in section 1.3, a set of independent se-
quences {σ(b)}Bb=1 from an MSA. If the probability of retrieving a spin con-
figuration σ from Potts model (6) is inserted into the equation for negative
log-likelihood, Equation (13), it gives
nll(h, J) = − 1
B
B∑
b=1
ln
 1Z exp
 N∑
i=1
hi(σ
(b)
i ) +
N−1∑
i=1
N∑
j=i+1
Ji j(σ
(b)
i , σ
(b)
j )


= lnZ − 1
B
B∑
b=1
 N∑
i=1
hi(σ
(b)
i ) +
N−1∑
i=1
N∑
j=i+1
Ji j(σ
(b)
i , σ
(b)
j )

= lnZ −
N∑
i=1
1
B
B∑
b=1
hi(σ
(b)
i ) −
N−1∑
i=1
N∑
j=i+1
1
B
B∑
b=1
Ji j(σ
(b)
i , σ
(b)
j )
= lnZ −
N∑
i=1
q∑
k=1
fi(k)hi(k) −
N−1∑
i=1
N∑
j=i+1
q∑
k=1
q∑
l=1
fi j(k, l)Ji j(k, l).
(13)
The optimal values of parameters are obtained then by minimising nll(h, J)
with respect to h and J. As the negative pseudo log-likelihood function is
differentiable, this means looking for a point where
∂nll
∂hi(k)
= 0
∂nll
∂Ji j(k, l)
= 0.
(14)
Substituting Equation (13) into Equation (15) then yields the final equations
the estimators for parameters h and J have to satisfy,
∂ lnZ
∂hi(k)
− fi(k) = 0
∂ lnZ
∂Ji j(k, l)
− fi j(k, l) = 0.
(15)
From these equations it is clear why the partition function Z has to be ap-
proximated; computing its derivative with respect to each parameter of the
model is far too demanding a task. The approximation used in this work,
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pseudo-likelihood maximisation, is described in the following section.
1.4.4 Pseudo-likelihood maximisation
The standard approximation in pseudo-likelihood [41] is to use the condi-
tional probability of observing one spin in a given state given that the states
of all other spins in that sequence are known,
P(σr = σ
(b)
r |σ\r = σ(b)\r ), (16)
where σ\r = (σ1, ..., σr−1, σr+1, ..., σN) instead of the full probability P(σ =
σ(b)) in (13). An expression for the conditional probability (16) can be derived,
when keeping in mind the assumption of independent samples.
P(σr = σ
(b)
r |σ\r = σ(b)\r ) =
P(σr = σ
(b)
r ,σ\r = σ
(b)
\r )
P(σ\r = σ
(b)
\r )
=
P(σr = σ
(b)
r ,σ\r = σ
(b)
\r )∑q
l=1 P(σ\r = l,σ\r = σ
(b)
\r
.
(17)
Now in (17), all probabilities are probabilities of full state (some σ). This
means that a corresponding probability of a full state in Equation (6) can be
inserted for each probability in (17). The only difference in these probabilities
is the varying σr meaning that the Z, which is identical for all states cancels
out, giving
P(σr = σ
(b)
r |σ\r = σ(b)\r ) =
exp
(
hr(σ
(b)
r ) +
∑N
i=1
i,r
Jri(σ
(b)
r , σ
(b)
i )
)
∑q
l=1 exp
(
hr(l) +
∑N
i=1
i,r
Jri(l, σ
(b)
i )
) . (18)
In Equation (18), to shorten the notation, Jri(l, k) means Jir(k, l) when i < r.
This equation now gives the probability of one position r to have a given
amino acid, and the new "partition function" for this node in the denominator
is much less demanding to compute since it only involves summing over the
fixed number of amino acids. Inserting Equation (18) into Equation (13) gives
the negative conditional log-likelihood of one position along the amino acid
chain,
fr(hr, Jr) = − 1B
B∑
b=1
ln
[
P(σr = σ
(b)
r |σ\r = σ(b)\r )
]
. (19)
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Minimising this optimises only the parameters of node r. Summing
over all nodes gives the final quantity, named negative pseudo-log-likelihood
in [19]:
npll(h, J) =
N∑
r=1
fr(hr, Jr) =
N∑
r=1
− 1
B
B∑
b=1
ln
[
P(σr = σ
(b)
r |σ\r = σ(b)\r )
]
. (20)
1.5 Technical details of DCA
Real-world data has always limitations. To account for this, the DCA pro-
cedure contains more details than mere learning of Potts model. The first
problem is the number of parameters in the model. Since pairs (i, j) and ( j, i)
are considered the same and no self-interactions are taken into account, the
number of coupling parameters Ji j is N(N−1)/2. And when adding to this the
number of parameters hi, meaning the strengths of the external field in each
N positions along the chain and denoting the number of states with q, the final
number of parameters for Potts model equals to Nq+ N(N−1)2 q
2. The number of
parameters can be, however, reduced from this without affecting the physics
by fixing the ground state of energy. In addition to reducing the number of
parameters this has the advantage of making the solution of the model unique,
meaning a distinct parameter set describes a distinct probability distribution
P(σ) making it easier to get any learning algorithm to converge. Our choice
in DCA is to measure the interactions with the last state as a reference level
[18, 19]. Explicitly written this means that we set
Ji j(q, l) = Ji j(k, q) = hi(q) = 0. (21)
After setting the reference level, or fixing the gauge, the number of parameters
we are left with is
N(q − 1) + N(N − 1)
2
(q − 1)2. (22)
However, due to technical details, switching between different gauges
is required during the DCA-procedure. This is because the gauge in Equation
(21) is not the optimal one for the scoring of interactions that we choose to
use. Also the so called regularisation affects the choice of gauge. These
details are discussed and worked out it the remaining part of this section.
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1.5.1 Regularisation
When fitting a model with many parameters to a limited data set, over-fitting
is a frequent problem. One commonly used method to tackle this problem
is called regularisation. It essentially means adding a term to the optimised
function that penalises for too complex models. The idea behind regularisa-
tion is the same as in so called Occam’s razor - among competing hypotheses,
the one that makes the fewest assumptions should be favoured. It is good to
understand that enforcing regularisation actually makes in statistical sense the
resulting parameters fit the data worse than the non-regularised parameters!
The trick is that regularisation should favour a something that is known (or
strongly assumed) to be a quality of a "good" answer. Thus it is possible to
get better results than the data would actually allow. In the case of DCA, the
simplest solution of Potts model would be the one where all hi = Ji j = 0. Thus
in [19], a penalty term punishing large parameter values was used to promote
the sparsity of the solution. In biological language this would mean that so-
lutions where there exists a very many strong connections between different
positions of the amino acid chain penalised.
There is no universal rule dictating the choice of regularisation term.
Instead, the best regularisation term for a problem at hand has to be chosen
so that it favours the parameter values thought to be sensible and also is not
computationally too expensive. Based on this kind of arguments, Ekeberg et.
al. choose the so called l2-regularisation,
Rl2(h, J) = λh
N∑
i=1
‖hi‖22 + λJ
N−1∑
i=1
N∑
j=i+1
‖Ji j‖22, (23)
where
‖hi‖22 =
q∑
k=1
hi(k)2,
‖Ji j‖22 =
q∑
k=1
q∑
l=1
Ji j(k, l)2.
(24)
Using regularisation thus means that instead of minimising mere Equation
(20), the minimisation is conducted for
npll(h, J) + Rl2(h, J). (25)
It is good to note that while having introduced the idea of fixing the
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gauge earlier in the text, we have not fixed the gauge this far. The reason
is that using l2-regularisation, or any strictly convex (for definition of strictly
convex, see for example [43]) regularisation, removes the freedom of full
parametrisation [44]. Intuitively it is actually quite easy to see why this kind
of a regularisation allows omitting the fixing of gauge - the regularisation is
precisely designed to drive the parameters towards the origin of the parameter
space and thus towards a solution that lies there.
To conclude this section, I would still like to stress that the choice of
regularisation term is not absolute. There exists plenty of other possibilities
(for example [52]). The l2-regularisation performs well and is simple, so im-
proving it is not considered in this work.
1.5.2 Reweighting
A central assumption in using Potts model and pseudo-likelihood maximisa-
tion is that the samples, i.e. the individual sequences in an MSA are inde-
pendent realisations from the probability distribution P(σ). A brief look at
almost any MSA in PFAM however reveals that due to close evolutionary re-
lationship between different proteins in a same family, there exists in many
families a considerable body of almost identical sequences. The simplest way
to overcome this problem would obviously be to delete too similar sequences
from the alignment. With this one would however throw away a large set of
data, so a bit more sophisticated approach would be useful.
Morcos et. al. introduced in [18] the idea of sequence reweighting.
Essentially it means that each sequence is multiplied with a weight that is
inversely related to the frequency of similar sequences in a given MSA. Two
sequences are considered similar, if more than a fraction of x (0 < x < 1) of
the positions in their chains are in the same state (one of the amino acids or
a gap). To state this explicitly, each sequence σ(b) is assigned with a weight
wb = 1/mb, where mb is the number of sequences in an MSA that are similar
to σ(b). Using this reweighting, Ekeberg et. al. calculate the frequencies from
MSA’s with
fi(k) =
1
λ + Be f f
(
λ
q
+
B∑
b=1
wbI[σ
(b)
i = k]),
fi(k) =
1
λ + Be f f
(
λ
q2
+
B∑
b=1
wbI[σ
(b)
i = k]I[σ
(b)
j = l]),
(26)
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where Be f f =
∑B
b=1wb is the effective number of sequences, λ is a regular-
isation parameter and I[σ(b)i = k]) is an indicator function taking value 1 if
the amino acid at position i in sequence b is k, and otherwise taking value 0.
Taking this into account, the negative conditional log-likelihood for position
r becomes
fr(hr, Jr) = − 1Be f f
B∑
b=1
wb ln
[
P(σr = σ
(b)
r |σ\r = σ(b)\r )
]
, (27)
which, adding together with the regularisation term, is the final objective func-
tion being minimised separately for each node in parallel plmDCA.
1.5.3 Scoring
Minimising Equation (27) yields a matrix-full of parameters, Ji j, for each posi-
tion along the amino acid chain. In order to determine the predicted strengths
of interactions between different positions, a procedure is needed to transform
that matrix into a scalar. After this, it is straightforward to rank the interac-
tions. As is the case with regularisation, also the choice of scoring function is
somewhat arbitrary. Weigt et. al. [17] used in their pioneering DCA-work the
so called direct information (DI), a more sophisticated version of the tradi-
tional mutual information (MI) only relying on frequencies measured directly
from the data (see for example [42]). However, instead of DI, Ekeberg et. al.
used Frobenius norm (FN) [19]. There is not a clear theoretical reason why
one should favour FN over DI, but the results in [19] indicate that, whatever
the reason, FN seems to perform better in context of DCA, and thus it is also
the scoring function of choice here.
Frobenius norm for matrix Ji j is defined as:
‖Ji j‖2 =
√
q∑
k=1
q∑
l=1
Ji j(k, l)2. (28)
An important, and possibly confusing, notion about FN is that it is not in-
dependent of the choice of gauge. Weigt et. al. [17] note, that the gauge
minimising Equation (28) is
q∑
s=1
Ji j(k, s) =
q∑
s=1
Ji j(s, l) =
q∑
s=1
hi(s) = 0, (29)
which is thus the natural choice of gauge for the model. This introduces a
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problem, since as previously discussed in this section, when using a strictly
convex regularisation, the gauge can not be fixed manually anymore. Thus
after obtaining the estimates for parameters Ji j, a transformation has to be
applied transferring the parameters from the fully parametrised representation
(without constraints) to the representation satisfying Equation (29). It can be
shown that the appropriate transformation is
J′i j(k, l) = Ji j(k, l) − Ji j(:, l) − Ji j(k, :) + Ji j(:, :), (30)
where ":" denotes average over the indicated variable. After the transforma-
tion, the correct FN used for calculating the scores is therefore
FNi j = ‖J′i j‖2 =
√
q∑
k=1
q∑
l=1
J′i j(k, l)2. (31)
It may not be instantly clear why we should choice the gauge min-
imising the norm. The rationale is that when scoring the interactions, no
information that can be represented with the fields h should be included into
couplings J because if part of the Hamiltonian can be described with fields
that part surely does not describe real pairwise interactions between residues.
This is why the choice in [19] of using the gauge in Equation (29) minimising
the
∑
k,l Ji j(k, l)2 is followed here. Essentially it means shifting the maximum
amount of information from couplings to fields.
To further adjust for the phylogenetic bias and insufficient sampling,
Ekeberg et. al. utilise the so called average product correction previously
found to preform well in this task when using MI [45] and l1-norm [46]. This
corrected norm (CN) used to rank the interactions is then
CNi j = FNi j −
FN: jFNi:
FN::
. (32)
1.5.4 Comparing predictions to PDB-structures
Testing the accuracy of a DCA method is done by comparing the predicted
contacts with contacts found from a corresponding X-ray structure from PDB.
Distance between residues in the X-ray structure is measured from the α-
carbons of the amino-acids. This sounds simple, but there are few details
worth mentioning here. A single PDB-structure is always just a one realisa-
tion from a given domain family meaning it is not (usually) of the same length
with the MSA obtained from PFAM. Thus a method is needed to match the
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positions of a PDB-structure and a PFAM-alignment. This matching is actu-
ally conducted via a third database, UNIPROT [47]. UNIPROT is a protein
sequence database whose entries are matched position by position to the en-
tries in PDB by the so called SIFTS-project [48]. This mapping allows link-
ing PFAM-families to corresponding X-ray structures in PDB. Matching be-
tween positions in PDB-, and PFAM-sequences is conducted using the same
algorithm previously used By Ekeberg et. al. [49]. This matching is quite
simply done when the sequence is already matched with the corresponding
PDB-structure. One only needs to skip the positions in PFAM-alignment har-
bouring a gap-state. The algorithm used to relate the indexing of PFAM-
alignments and PDB- structures is available at [50]. To determine which
structures to use when calculating agreement with the predicted contacts, the
HHPred-tool (freely available at [51]) was used to compare the HMM of the
alignment with HMM’s created from the PDB-sequences. The best scoring
structures (smallest E-value) were used in this study with an additional con-
straint that the sequences in PDB and PFAM were required to be identical or
the other needed to be a subsequence of the another.
The final question when comparing predicted and observed contacts is
what is actually the definition of a contact in the X-ray structures? Ekeberg
et. al. studied the histograms of pairwise distances of amino acids in each po-
sition of the chains in 17 PFAM-families and argued that amino acids closer
than 8.5 Å distance from each other in space and further than four positions
apart from each other in the amino acid backbone of the protein should con-
stitute most of the interacting residues we are interested in in DCA. Excluding
amino acids closer than four positions along the chain essentially means dis-
regarding the trivial strong interactions among the neighbouring residues. In
this work, the same restriction is applied.
1.6 The parallel plmDCA-algorithm
The main algorithm used in this work differs somewhat from the one de-
scribed in [19]. In order to parallelise the execution of the most time con-
suming part of the code, namely the minimisation of the negative pseudo log-
likelihood, the minimisation is carried out simultaneously for each position
along the amino acid chain (Equation (27), together with the corresponding
regularisation term) and the sum of the conditional probabilities of each po-
sition along an amino acid chain is calculated only after the minimisation.
This is not the case with the original plmDCA, where the minimisation is
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conducted for the sum of conditional probabilities of all positions. Thus, the
quantity to minimise for each position r separately is
fr(hr, Jr)R = − 1Be f f
B∑
b=1
wb ln
[
P(σr = σ
(b)
r |σ\r = σ(b)\r )
]
+λh‖hr‖22+λJ
N∑
i=1
‖Jri‖22.
(33)
Having noted this, the parallel plmDCA-algorithm is:
1. Reweighting - calculate weights wb = 1/mb for sequences.
2. Minimisation - minimise the conditional probability in Equation (33) for
each position in parallel.
3. Constraints - impose constraints in Equation (29) to the solved couplings
by using Equation (30).
4. Corrected norms - calculate the corrected norms using Equations (31) and
(32).
The parallel plmDCA code is based on plmDCA-code freely available
at [53]. It is a MATLAB-implementation, with the minimisation done by a
versatile optimisation package by Mark Schmidt, also freely available from
his website at [54]. Both the MATLAB-code by M. Ekeberg and the optimi-
sation tool by M. Schmidt need modifying when applying changes described
in the next section, and the modified parts of the code are discussed there
when the need of modifications arises.
1.7 Contribution
The contribution of this work is to explore modifications to Potts model that
could better capture the underlying physical interactions and thus lead to bet-
ter results in predicting contact residues in amino acid chains of proteins. I
will introduce the modifications in Model development-section, and compare
the predictions they give to the results obtained with the plmDCA-algorithm
by Magnus Ekeberg [19], the current best-performing DCA-tool. I will also
show results of plmDCA-simulations extended to a larger set of families than
previously done in [19]. This extension is made possible by parallelization
of the plmDCA-code (performed by Magnus Ekeberg) allowing drastically
shorter running times.
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2 Model development
As the recent DCA-studies have concentrated on finding better methods of in-
ferring parameters of Potts model, here, another approach is adopted. As the
approach of pseudo-likelihood maximisation together with maximum entropy
introduced in context of DCA in [19] is a versatile tool allowing easily mod-
ifications of the model, in this work I turn my attention into finding a model
that would perform better than Potts model while still using pseudo-likelihood
maximisation to infer the parameters of the model.
When starting to seek for alternatives for Potts model, it is first instruc-
tive to take a closer look on assumptions that are made when using Potts
model for DCA. The most obvious one is that Potts model includes interac-
tions only between pairs of amino acids and specifically in such a manner that
all pairs, be they neighbours or far away from each other along the amino acid
chain, are treated equally. Connecting this to the knowledge of the protein
structure revised in Introduction, it means that all the different kinds of inter-
actions between different residues (covalent bonds, peptide bonds, hydrogen
bonds etc.) are summarised into the same coupling matrix. An interesting
idea of separating the nearest neighbour interactions from the longer range
ones in the context of using Potts model to predict protein folding was intro-
duced, already more than twenty years ago in [55]. However, the aim there
was not to use correlations from data to infer the parameters of Potts model
as in DCA, but rather to calculate some thermodynamic properties of protein
folding, such as phase diagrams, assuming amino acid chains can be mod-
elled with Potts model. The idea in [55] was to separate the interactions in
such a way that the external field h would correspond to the interactions re-
sponsible for the primary structure and the pairwise couplings J (now without
nearest neighbour interactions) would be responsible for the tertiary structure
of a protein. An additional coupling term containing only pairwise nearest
neighbour interactions would then be the one responsible for the secondary
structure (this idea of only nearest neighbour interactions determining the sec-
ondary structure dates all the way back to the first helix-coil model introduced
by Zimm and Bragg [10]) more than fifty years ago now. In DCA, the same
effect is achieved by ignoring the nearest neighbour interactions when calcu-
lating the scores.
Another good question is why should only the pairwise interactions be
included into the Hamiltonian of our model? In theory there are no waterproof
reasons for excluding the higher order interactions, but practically speaking
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including interactions between triplets of residues would require both dramat-
ically larger data sets and more computing time. It is however possible to try
to come up with some kind of a restricted three-body interaction that would
not include all the triplets but would be a reasonable compromise between
complexity and adding new information. This is exactly another of the ap-
proaches that is adopted here to better account for the difference of gaps from
the amino acids. In the following I will discuss how gaps are distributed in the
PFAM-alignments and how this information could be used to fine tune Potts
model.
When conducting DCA, one has to make a decision on how to treat
the gaps in MSA’s. In previous works, gaps have been treated in the same
way as the amino acids, simply as one state of the Potts model. Intuitively,
however, this does not sound the right thing to do since gaps are artificial
"states" added to the sequences by the alignment algorithm while amino acids
are real physical entities. Still, gaps are necessary to have for the alignments
to make any sense.
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Figure 5: Histogram of lengths of successive positions occupied by the same
amino acid (blue) versus histogram of lengths of successive positions occu-
pied by a gap. Histograms are calculated by joining histograms of 53 PFAM-
families (Table 2).
It is notable that the distribution of lengths of gaps differs from the
distribution of lengths of runs of repetitions of the same amino acid in the
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sequences in PFAM (Figure 5) - a fact further suggesting that gaps should re-
ceive special treatment. Gaps are also not evenly distributed among the amino
acid chain. On the contrary, there are usually only a few distinct positions that
host the bulk of all gaps. A few examples of this can be seen in Figure 6.
A simple approach to include the gaps to Potts model could be to for
example treat them as a kind of a hidden variable - when reading in the align-
ments, each gap state could be assigned a value corresponding to one of the
"real states" (i.e. amino acids) with probability drawn from a prior distribu-
tion. The simplest prior distribution is of course the uniform distribution, but
also a measured distribution of amino acids from the corresponding family
could be used. Or to be even more accurate, a measured distribution of amino
acids in the given position of alignment in the corresponding family. One can
also count the number of gaps in alignment either row-wise or column-wise
and assign new parameters to optimise the value of these sums. All of these
approaches are described in more detail in the following sections.
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Figure 6: Eight examples of the distribution of gaps of length 1 in PFAM-
alignments. Here, x-axis denotes the position on the amino acid chain and
y-axis the total number of length-1-gaps on a given position in all sequences
in the corresponding family.
At the background it is also all the time assumed that individual se-
quences of a family are independent realisations from the space of all possible
29
sequences. In reality, this is probably not true considering that many MSA’s
from PFAM actually have large amounts of nearly similar sequences, a phe-
nomenon deriving from the evolutionary relationship between the members of
a family. This is, however, already taken into account in recent DCA-studies
by utilising the so called reweighting introduced in [18] and already discussed
in Introduction.
All in all, even though plmDCA performs quite well in predicting the
true contacts between residues [19], the issues described above motivate the
search for even better models. I will start this section by describing a couple
of simple and intuitive approaches to refine the model, and then conclude with
describing how one can systematically extend the model by introducing new
constraints using the principle of maximum entropy.
PFAM-id
PF00001 PF00004 PF00005 PF00006
PF00009 PF00011 PF00012 PF00013
PF00014 PF00016 PF00017 PF00018
PF00025 PF00026 PF00027 PF00028
PF00032 PF00033 PF00035 PF00041
PF00042 PF00043 PF00044 PF00046
PF00056 PF00059 PF00064 PF00069
PF00071 PF00072 PF00073 PF00075
PF00076 PF00077 PF00078 PF00079
PF00081 PF00082 PF00084 PF00085
PF00089 PF00091 PF00092 PF00102
PF00104 PF00105 PF00106 PF00107
PF00108 PF00109 PF00111 PF00112
PF00113
Table 2: The identifiers of the 53 PFAM-families used to produce the gap
histogram in Figure 5.
2.1 Rescaling scores for position pairs with large number
of gaps in between
Before starting to modify the model, it first good to consider a simpler way
to take into account the difference of gaps from other states. In this section I
will describe how one can try to take into account the fact that two positions
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separated only by gaps are in reality neighbours along the amino acid chain.
Thus if a family contains a lot of sequences where there are only gaps between
two positions, this interaction can at least in theory get a high score because
the two positions are nearest neighbours and thus have a very strong coupling.
This means that there is a possibility of misinterpreting interaction between
nearest neighbours along the amino acid backbone as a long-range interaction.
One way to address this is to count the number of sequences where there
are only gaps between two positions i and j, and rescale the scores using this
information. Actually, since in DCA the scores of four nearest neighbours
of any node are not considered, the number of sequences where there is less
than five amino acids between positions i and j, M(g)i j is the quantity calcu-
lated. With this, the scores can be rescaled in various ways. In this work, the
following forms of rescaling are tested:
i) CN(g)i j = CNi j + pM
(g)
i j
ii) CN(g)i j = CNi j +
p
M(g)i j
iii) CN(g)i j = pCNi j,
(34)
where p is an adjustable parameter. The results of this rescaling with varying
value of p applied to scores from [19] are shown in Results-section.
2.2 Gap-state as a hidden variable
A simple first approach to treat gap-states differently from the amino acids
is, as already mentioned above, to draw randomly a state (corresponding to
some amino acid) to replace a gap in an MSA. This modification is easily
implemented since it does not require modification of the actual optimisation
part of the code - the model is still Potts model with only fields h and cou-
plings J - only the number of states is reduced from 21 to 20. Thus the only
modification needed is when reading in the MSA.
Two different ways to assign labels for gaps in the MSA’s are experi-
mented here. The simpler one is just to draw the labels from a uniform dis-
tribution using the unidrnd-function in MATLAB. The second, a bit more
sophisticated approach is to calculate the distribution of amino acids within a
protein family, and to draw the labels for gaps from this empirical distribution.
The advantage of this method should be that this way it would be more likely
to insert amino acids that frequently appear in the proteins of the correspond-
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ing family. This way, inserting amino acids that never appear in a particular
family can also be avoided. The predictions given by the plmDCA with these
modifications are shown in Results-section.
2.3 Adding constraints to the model
The extensions to Potts model introduced previously in this chapter have been
purely intuitive and lacking theoretical justification. A more robust approach
would be to define a function measuring a certain feature of the data, and
use it to constraint the model. Using the machinery of maximum entropy
principle would then yield a maximum entropy distribution consistent also
with this added constraint. How should this function look like in order to
increase prediction accuracy of the model? The form of the function is sure
not clear, but the difference in distribution of lengths of gaps compared to the
distribution of lengths of repetitions of the same amino acid tempt one to try
adding a function that counts gap states. Next I will describe in detail how
this is done for a function counting gaps of length one row-wise, and how this
can be generalised for longer gaps. After this I will show how this can be
done column-wise and what is the difference of these two approaches.
2.3.1 Row-wise counting of gaps
Determining if a given position in the amino acid sequence hosts a gap of
length one requires calculating a three-body interaction-term because the given
σi needs to be a gap, while both σi−1 and σi+1 must not be gaps. A function
calculating gaps of length one would thus be (when denoting the gap state
with label 1)
n1(σ) = I(σ1 = 1)I(σ2 , 1) +
N−1∑
i=2
I(σi−1 , 1)I(σi = 1)I(σi+1 , 1)
+ I(σN−1 , 1)I(σN = 1).
(35)
Now it should be noticed, that this sum includes some terms that are
already included in the Potts model (since Potts model includes already all
pairwise couplings and single-site field strengths). It is straightforward to see
that the terms with two indicator functions are already included in J, namely
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I(σ1 = 1)I(σ2 , 1) gives rise to
q∑
k=2
J12(1, k) and
I(σN−1 , 1)I(σN = 1) gives rise to
q∑
k=2
JN−1N(k, 1).
(36)
The triplet-term is not so obvious. It can be, however, written as
I(σi−1 , 1)I(σi = 1)I(σi+1 , 1)
= [1 − I(σi−1 = 1)] I(σi = 1) [1 − I(σi+1 = 1)]
= I(σi = 1) − I(σi−1 = 1)I(σi = 1) − I(σi = 1)I(σi+1 = 1)
+ I(σi−1 = 1)I(σi = 1)I(σi+1 = 1).
(37)
From this it is easier to identify that the product of three gap-states is the only
novel term here, since
I(σi = 1) gives rise to hi(1),
I(σi−1 = 1)I(σi = 1) gives rise to Ji−1i(1, 1) and
I(σi = 1)I(σi+1 = 1) gives rise to Jii+1(1, 1),
(38)
and denoting the novel term with
n˜1(σ) =
N−1∑
i=2
I(σi−1 = 1)I(σi = 1)I(σi+1 = 1)
≡
N−1∑
i=2
I(σi−1 = σi = σi+1 = 1).
(39)
Thus the maximum entropy distribution consistent with the constraints in
Equation (12) and counting gaps of length one row-wise is then
P(σ) =
1
Z
exp
 N∑
i=1
hi(σi) +
N−1∑
i=1
N∑
j=i+1
Ji j(σi, σ j) + g1n˜1(σ)

≡ 1
Z
exp
(
E(σ) + g1n˜1(σ)
) (40)
where g1 is a new parameter related to the number of gaps of length 1. With
addition of this new term, the conditional probability of finding position r in
state σ(b)r is (when r > 2 and r < N − 1)
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P(σr = σ
(b)
r |σ\r = σ(b)\r ) =
exp(hr(σ
(b)
r ) +
∑N
i=1
i,r
Jri(σ
(b)
r , σ
(b)
i ) + g1[I(σr−2 = σr−1 = σr = 1)+
I(σr−1 = σr = σr+1 = 1) + I(σr = σr+1 = σr+2 = 1)])∑q
l=1 exp(hr(l) +
∑N
i=1
i,r
Jri(l, σ
(b)
i ) + g1[I(σr−2 = σr−1 = l = 1)+
I(σr−1 = l = σr+1 = 1) + I(l = σr+1 = σr+2 = 1)])
.
(41)
Equation 41 differs slightly for the boundaries (positions r = 1 and r = N),
and these boundary terms can be looked up from Appendix A.
Partial derivatives of lnP(σr = σ
(b)
r |σ\r = σ(b)\r ) with respect to parame-
ters h an J do not change following the addition of this new parameter. They
are [56]
∂ lnP(σr = σ
(b)
r ,σ\r = σ
(b)
\r )
∂hr(s)
= I(σ(b)r = s) − P(σr = s,σ\r = σ(b)\r )
∂ lnP(σr = σ
(b)
r ,σ\r = σ
(b)
\r )
∂Jir(k, s)
= I(σ(b)i = k)
[
I(σ(b)r = s) − P(σr = s,σ\r = σ(b)\r )
]
.
(42)
With the derivative with respect to g1 one has to be slightly more careful
since the expression of n˜1(σ) is different at the boundaries (when r < 3 or
r > N − 2). First, for r > 2 and r < N − 1,
∂ lnP(σr = σ
(b)
r ,σ\r = σ
(b)
\r )
∂g1
= I(σr−2 = σr−1 = σr = 1)
+ I(σr−1 = σr = σr+1 = 1) + I(σr = σr+1 = σr+2 = 1)
− ∂
∂g1
ln

q∑
l=1
exp
hr(l) +
N∑
i=1
i
Jri(l, σi) + g1n˜1(σ)


= {I(σr−1 = 1) [I(σr−2 = 1) + I(σr+1 = 1)] + I(σr+1 = 1)I(σr+2 = 1)}[
I(σr = 1) − P(σr = 1,σ\r = σ(b)\r
]
.
(43)
Derivatives at the boundaries differ slightly from this, but as technically there
is nothing different in their derivation, an interested reader can look them up
from the Appendix A.
Counting gaps row-wise is straightforward to generalise to gaps of ar-
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bitrary length. In this work I do not, however, go beyond counting gaps of
length two. The reason for this can be found looking at histogram of gap
lengths in Figure (5) where it is seen that the longer a gap is, the more rare it
is to encounter. Thus it is expectable that if adding these gap-counting terms
have an effect to the results, it will manifest itself already when counting the
most frequent gaps. The function counting gaps of length two is (after remov-
ing the terms already taken into account similarly than above)
n˜2(σ) =
N−2∑
i=2
I(σi−1 = σi = σi+1 = σi+2 = 1). (44)
And thus the probability of finding a given sequence σ is
P(σ) =
1
Z
exp
(
E(σ) + g1n˜1(σ) + g2n˜2(σ)
)
. (45)
The derivatives required in optimising negative pseudo log-likelihood are very
similar to the case of counting only gaps of length one, and are thus not explic-
itly presented here. It is however good to note that the "boundaries" extend
one position further now since n˜2(σ contains a four-site interaction.
2.3.2 Column-wise counting of gaps
Counting gaps column-wise yields more information than row-wise counting.
Row-wise counting only gives information of the average number of gaps in
a sequence while column-wise counting takes into account the relevance of
gaps at each position along the chain. Naturally, if gaps are position depen-
dent, meaning there are certain positions along the chain where it is much
more likely to find a gap than on average at a randomly chosen position,
column-wise counting should yield better results. Examining the position-
dependent probabilities of finding a gap of length one from PFAM-alignments
supports the idea of counting gaps column-wise. In all the 150 first PFAM-
families, there are one or more positions that are significantly more likely to
contain a gap of length one than an average position. A few randomly chosen
examples can be seen in Figure 6.
Making the transition to counting gaps column-wise introduces N − 2
new parameters to the model. This is because the "gap parameter", previously
denoted with g now becomes position-dependent. Thus the function counting
gaps of length one column-wise is (after removing, as described above in the
case of counting gaps row-wise, the two-body terms already included in the
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model)
n˜c1(σ) =
N−1∑
i=2
γ(1)i I(σi−1 = σi = σi+1 = 1), (46)
where γ(1)i is the new gap parameter counting gaps of length one at position
i along the chain. It is worth noticing that instead of N, n˜c1(σ) only intro-
duces N − 2 new parameters. The reason for this is that gaps of length one
at positions 1 and N are already counted by h and J, as can be seen from
Equation (36). Adding this leads to the equation for the probability of finding
a sequence σ
P(σ) =
1
Z
exp
(
E(σ) + n˜c1(σ)
)
. (47)
Similarly to the case of counting gaps row-wise, the conditional probability
of finding finding position r to be in state σ(b)r given that all the other positions
are fixed, is (for r > 2 and r < N − 1)
P(σr = σ
(b)
r |σ\r = σ(b)\r ) =
exp(hr(σ
(b)
r ) +
∑N
i=1
i,r
Jri(σ
(b)
r , σ
(b)
i )+
γ(1)r−1I(σr−2 = σr−1 = σr = 1) + γ
(1)
r I(σr−1 = σr = σr+1 = 1) + γ
(1)
r+1I(σr = σr+1 = σr+2 = 1)∑q
l=1 exp(hr(l) +
∑N
i=1
i,r
Jri(l, σ
(b)
i )+
γ(1)r−1I(σr−2 = σr−1 = l = 1) + γ
(1)
r I(σr−1 = l = σr+1 = 1) + γ
(1)
r+1I(l = σr+1 = σr+2 = 1)
.
(48)
Derivatives with respect to parameters of the model are straightforward to
calculate from Equation (48). Again, the derivatives with respect to h and J
remain identical, while the derivative with respect to γ(1)r becomes (for r > 2
and r < N − 1)
∂
∑N
i=1 lnP(σi = σ
(b)
i |σ\i = σ(b)\i )
∂γ(1)r
=
I(σr−2 = σr−1 = σr = 1)
(
1 − P(σr−1 = 1|σ\r−1 = σ(b)\r−1)
)
+ I(σr−1 = σr = σr+1 = 1)
(
1 − P(σr = 1|σ\r = σ(b)\r )
)
+ I(σr = σr+1 = σr+2 = 1)
(
1 − P(σr+1 = 1|σ\r+1 = σ(b)\r+1)
)
.
(49)
Again, the derivatives for boundaries fall off similarly, and can be found from
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Appendix A.
To complete the expansion of the model to account for column-wise
counting of gaps of length one, a regularisation term for the new parameters
has to be added. The same l2-regularisation is used also for the new parame-
ters transforming the regularisation part of the negative pseudo log-likelihood
in Equation (50) into
Rl2(h, J) = λh
N∑
i=1
‖hi‖22 + λJ
N−1∑
i=1
N∑
j=i+1
‖Ji j‖22 + λγ
N−1∑
i=2
γ2i . (50)
Looking back at Figure 6, adding a gap-counting parameter for each
column makes perfect sense. That is exactly how gaps appear in the data - they
are very much dependent on the position. Still, only N−2 new parameters are
added compared to theN∗q+q2∗N∗(N−1)/2 old ones. What this means is that
the larger N is, the smaller is the difference between Potts model and Potts
model plus these new N−2 parameters. This suggests that the model counting
gaps might perform better with smaller proteins and approach the results of
pure Potts model at larger N. This reasoning however ignores changing the
regularisation parameter values, which might of course alter the behaviour.
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3 Results
To begin with presenting the results, I show a comparison of the contact pre-
diction results of parallel plmDCA to the serial plmDCA used in [19]. This is
done to assure that the parallel code matches the serial one in accuracy and is
therefore feasible for conducting DCA. The rest of the section is arranged in
such a way that first I will show the results of parallel plmDCA-simulations
conducted on a large set of PFAM domain families. This extended study
on the prediction accuracy of plmDCA is needed in determining how well
plmDCA performs on a very general set of MSA’s. After this, I turn my at-
tention into the expanded models described in previous section and compare
their prediction accuracy to Potts model plmDCA.
3.1 Comparison of serial-, and parallel plmDCA
In [19], Ekeberg et. al. used the serial version of plmDCA-code when com-
puting the contact prediction results. Recently, however, Magnus Ekeberg
has released a new version of the plmDCA-code performing the minimisation
of negative pseudo log-likelihood in parallel. The only actual difference be-
tween these two methods is that instead of minimising the sum in Equation
(20) at once, the individual terms in the sum, namely Equation (19) for each
position, are minimised in parallel and the summation is only done after the
minimisation is finished.
Because of this difference, it is not immediately clear that the two meth-
ods should yield the same results. One might imagine that if Equation (19)
has its minimas in very different parts of the parameter space for different po-
sitions, this could prevent reaching the local minimum of Equation (20). To
make sure this is not the case, I run the parallel plmDCA-code for 27 fami-
lies (Table 3) used in [19] and compared the predictions of the two methods.
Results of this comparison can be seen in Figure 7.
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ID PDB-ID\UNIPROT-ID N B
PF00006 2r9v/ATPA_THEMA 215 24808
PF00011 2bol/TSP36_TAESA 102 7150
PF00014 5pti/BPT1_BOVIN 53 3089
PF00017 1o47/SRC_HUMAN 77 4402
PF00018 2hda/YES_HUMAN 48 8992
PF00025 1fzq/ARL3_MOUSE 175 3552
PF00026 3er5/CARP_CRYPA 314 4258
PF00027 3fhi/KAP0_BOVIN 91 17829
PF00028 2o72/CADH1_HUMAN 93 18807
PF00033 1zrt/CYB_RHOCA 188 61850
PF00041 1bqu/IL6RB_HUMAN 85 26171
PF00042 1cp0/MYG_PHYCD 108 3226
PF00043 6gsu/GSTM1_RAT 95 9618
PF00044 1crw G3P_PANVR 151 10193
PF00046 2vi6 NANOG_MOUSE 57 15444
PF00047 3dmm/CD8A_MOUSE 64 1026
PF00056 1a5z/LDH_THEMA 142 9653
PF00059 1lit/REG1A_HUMAN 108 6529
PF00071 5p21/RASH_HUMAN 161 13524
PF00073 2r06/POLG_HRV14 171 22292
PF00076 1g2e/ELAV4_HUMAN 70 31836
PF00081 3bfr/SODM_YEAST 82 5866
PF00084 1elv/C1S_HUMAN 56 9815
PF00085 3gnj/VWF_HUMAN 103 16280
PF00091 2r75/FTSZ_AQUAE 216 15871
PF00092 1atz/VWF_HUMAN 179 5418
PF00105 1gdc/GCR_RAT 70 4841
Table 3: Protein families included in comparison of parallel and serial
plmDCA-codes.
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Figure 7: Comparison of true-positive rates of serial (blue) and parallel (red)
plmDCA implementations. Both results are obtained using the same set of
parameters, namely λJ = λh = 0.01 and rt = 0.2 (equalling to x = 0.8).
Figure 7 is produced in such a fashion that for each point in the x-axis,
the corresponding number of, say ten, best scoring interactions are interpreted
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as contacts. Then these contacts are compared against the contact maps of
true protein structures obtained from PDB. A true-positive rate (TP-rate) of
1.0 means all of the predicted contacts were found also from the real contact
map, and similarly a TP-rate of 0.8 means 80 % of the predicted contacts were
actually real. Figure 7 shows that in some of the families parallel plmDCA
performs better, while in some it is worse than serial plmDCA. The differ-
ences are, however, negligible and it is safe to say that there is no significant
difference in accuracy between the serial and parallel implementations. It is
still worth pointing out that there are some families, where both of the meth-
ods fail completely, namely families PF00073 (picornavirus capsid protein)
and PF00085 (thioredoxin).
3.2 Running times
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Figure 8: Comparison of total running times of asymmetric plmDCA for the
domain families in Table 3 varying the number of CPU’s used. Thick and
dashed black line corresponds to running times of serial symmetric plmDCA.
The running times for parallel plmDCA were obtained by running the algo-
rithm on the Triton-cluster in Aalto University. The hardware specifications
of the cluster nodes used in simulations are:
- 107 compute nodes are HP ProLiant BL465c G6’s, each equipped with 2x
Six-Core AMD Opteron 2435 2.6GHz processors. 80 compute nodes of those
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have 32GB memory, while the others have 64GB memory.
- 118 compute nodes are HP SL390s G7’s, each equipped with 2x Intel Xeon
X5650 2.67GHz (Westmere six-core each). Every SL390s G7 node has 48
GB of memory.
Figure 8 shows the comparison of running times for the domain fami-
lies in Table 3. It shows the total running times for the old, serial plmDCA-
algorithm, and the new parallel version using varying number of CPU cores.
Error bars show one standard deviation for ten runs. Error bars are shown
only for the case of 12 cores to avoid making the figure too complicated. The
small deviation from the mean shows that running times between different
runs with the same input data and parameter values don’t significantly vary.
Figure 8 clearly shows the general trend of decreasing running times when
adding more CPU cores at least up to 24 cores tested here.
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Figure 9: Comparison of reweighting times of asymmetric plmDCA for the
families in 3 varying the number of CPU’s used. Thick and dashed black line
corresponds to reweighting times of serial symmetric plmDCA. Reweighting
part is implemented as a serial code also in asymmetric plmDCA.
Figures 9 and 10 show how the reweighting- and inference times behave
when the number of CPU’s used is varied. Reweighting times are not affected
by adding more cores, remembering that all lines in Figure 10 have error bars
of the same relative magnitude than the dark green line of reweighting times
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on 12 CPU cores has. Inference times on the other hand show the same trend
of decreasing running times when more cores are used that was already seen
from the total running times.
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Figure 10: Comparison of asymmetric plmDCA inference times for the fami-
lies in Table 3 varying the number of CPU’s used. Thick and dashed black line
corresponds to inference times of serial symmetric plmDCA. Inference time
means the time required to find the optimal parameter values with desired ac-
curacy. Inference time measures the time consumed by the parallelised part
of the asymmetric plmDCA-code.
Finally, Figure 11 shows the running times versus the size of the family
(namely, length of the sequence N and number of sequences B and the product
of these two). Based on this (limited) sample, it seems that increasing N
correlates with increasing running time more than increasing B. Inside the
range of N tested here, it seems that the dependency of running time on N is
almost linear.
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Figure 11: Total running times of families in Table 3 as a function of N (top),
B (middle) and NB (bottom). Results are obtained using 12 CPU cores on
Triton-cluster. Error bars correspond to one standard deviation of a sample of
ten individual runs.
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3.3 Extensive plmDCA-testing
To further investigate the performance of plmDCA in contact prediction, a
larger set of families from PFAM was selected. The idea was to run plmDCA
for 150 first families in PFAM (28 of which were already tested in [19]).
The requirement of having an applicable crystal structure in PDB for each
family reduced the total number of families slightly. On the other hand,
some families with PFAM-id higher than 150 are included because some
of the structures used had sequences from multiple families. In total, 148
structure/family-pairs were used. The final set of families used is introduced
in Appendix B with a reference to the structure used. For the families that
were left out from the study, the reason for rejection is also listed in Appendix
B.
True-positive-rates for the families in Tables 10 and 11 in Appendix B
are shown in Figures 12-17. The axes of the figures are the same than earlier
when comparing serial-, and asymmetric plmDCA. The results are obtained
by running parallel plmDCA on Triton-cluster at Aalto University and com-
paring the prediction to the corresponding PDB-structure (Tables 10 and 11).
As a criterion for a contact, the same definition used already in [19] is again
used: physical distance between an amino acid pair should be less than 8.5 Å
and they should have more than four amino acids between each other along
the amino acid chain.
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Figure 12: Asymmetric plmDCA contact prediction results for 28 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
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Figure 13: Asymmetric plmDCA contact prediction results for 28 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
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Figure 14: Asymmetric plmDCA contact prediction results for 28 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
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Figure 15: Asymmetric plmDCA contact prediction results for 28 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
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Figure 16: Asymmetric plmDCA contact prediction results for 28 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
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Figure 17: Asymmetric plmDCA contact prediction results for 8 family-
structure pairs from PFAM and PDB; x-axis denotes the number of strongest
contacts predicted while the values on y-axis tell what fraction of those pre-
dictions was correct (see text for details).
Because of the relatively long running times of the serial plmDCA-
algorithm, only a limited number of smaller families (both with respect to
B and N) were used to asses its performance in [19]. With the faster parallel
implementation, there are no such restrictions for sizes of families anymore.
Thus the selection of families used in this study is more representative and it
was seen interesting to test the average accuracy of plmDCA with this more
diverse set of data. Figure 18 shows a comparison of the average TP-rates
between the 27 families used in [19] and the 148 family-structure-pairs used
in this study. This along with the figures of individual families shows that
the average accuracy of plmDCA drops slightly when sizes of families (both
N and B) have more variation. Moreover, the differences between individ-
ual families can be remarkable. For some families, almost all of the hundred
top-scoring contacts actually exist in the crystal structure (e.g. PF00160 and
PF13603) while for some families the average true-positive rate is as low as
0.1-0.3 (like PF00236 and PF09213).
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Figure 18: Average TP-rates for the 27 families used in [19] (blue) and the
148 family-structure-pairs (Table B). Error bars correspond to one standard
deviation in the TP-rate values over the set of families for the corresponding
number of predicted contacts.
To further asses the impact of the size of the input-alignment to the con-
tact prediction results, average TP-rate of the 100 top-scoring position pairs
was plotted for all the family-structure-pairs in Tables B and B in Appendix
B as a function of length of the chain N, number of samples B and the prod-
uct of these two. These results are shown in Figure 19. It is seen that the
value of B correlates with the average TP-rate - the bigger the value of B,
the higher the average TP-rate although there are some outliers between val-
ues of B = 10000 and B = 100000. There seems not to be a dependency
of the average TP-rate on the value of N at least inside the range tested here
(approximately B = 10-B = 600).
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Figure 19: Average TP-rates for the first 100 predicted contacts as a function
of N (top), B (middle) and N · B (bottom).
An interesting question is how well the scores obtained from asymmet-
ric plmDCA actually separate true contacts from other position pairs. This can
be answered by plotting the scores of all position pairs from families in Tables
10 and 11 in Appendix B as a function of their corresponding score. This plot
is seen in Figure 20 where all position pairs with less than 5 amino acids in
between them have been removed for clarity (because they are regarded as
trivially connected). Red stars correspond to the true contacts according to
the definition that there has to be more than four amino acids between the pair
and the physical distance between the residues must not be more than 8.5 A.
Black dots are the scores for rest of the position pairs. It is seen that actually a
large bulk of the red stars cannot be separated from the background based on
their plmDCA-score. At the same time it is also seen that there are much less
non-contacts than contacts with a score higher than approximately 0.25. This
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illustrates why plmDCA performs so well for many families. A histogram of
scores and distances of all position pairs can be seen in Figure 30 in Appendix
C.
Figure 20: Score from asymmetric plmDCA as a function of real distance for
all position pairs in families from Tables 10 and 11 with more than 4 positions
between them. Red stars correspond to real contacts, defined as pairs that have
more than 4 positions between them and that are separated by no more than
8.5 A.
3.4 Model comparison
3.4.1 Rescaling scores
First I will present the results for rescaling of scores making use of the fact that
amino acids separated only by gaps are nearest neighbours in the real amino
acid chain. Rescaling was conducted for scores from [19] varying the value
of scaling parameter p. Results for the scaling formulas introduced earlier
are shown in Figure 21. It is seen, that with these rather simple rescaling
formulas, the prediction accuracy is only decreased. The only way to get
nearly comparable accuracy with these formulas is to change the scores only
very slightly, which of course gives results closer to the original ones (upper
plot, blue line). Only some p-parameter values are shown here in order to
make the figure easily readable. Other values tested did not result into any
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better outcomes. Parameters used here for plmDCA were rt = 0.2 and λh =
λJ = 0.01.
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Figure 21: Average TP-rates for the first 100 predicted contacts for 26 families
(Table 4) for original symmetric plmDCA (green) and for six different sets of
rescaled scores. Error bars show one standard deviation over the sample of 26
families. In legend s stands for the original score from symmetric plmDCA,
Ng for the number of sequences with only gaps between positions i and j, and
B for the number of sequences in the alignment.
PFAM-id
PF00006 PF00011 PF00013 PF00014
PF00017 PF00025 PF00026 PF00027
PF00028 PF00035 PF00041 PF00043
PF00044 PF00046 PF00056 PF00059
PF00071 PF00073 PF00076 PF00081
PF00084 PF00085 PF00091 PF00092
PF00105 PF00108
Table 4: The identifiers of the 26 PFAM-families used to produce the results
in Figure 21.
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3.4.2 Gap-state as a hidden variable
The two ways to replace gaps in the alignments with real amino acids were
introduced earlier in Model development-section. Here, the results for draw-
ing amino acids from uniform distribution are presented in Figure 22 and
the outcome of drawing amino acids from the measured amino acid distribu-
tion of the corresponding family can be seen in Figure 23. Figure 22 shows
the average TP-rates for families in Table 5. The error bars correspond to
one standard deviation over the sample of families. For each family, the ran-
dom drawing of amino acid labels was repeated 10 times and an average of
the prediction accuracies was calculated. It is imminent that this approach
of replacing gap-states clearly reduces the prediction accuracy of plmDCA.
For both approaches, the input-parameters for plmDCA were rt = 0.2 and
λh = λJ = 0.01.
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Figure 22: Average TP-rates for the first 100 predicted contacts for 17 families
(Table 5) for original symmetric plmDCA (blue) and for symmetric plmDCA
with 20 states when assigning labels to gap-states randomly from uniform
distribution (red). When randomly assigning labels to gap-states, results for
each family were averaged over 10 runs. Error bars correspond to one stan-
dard deviation.
Figure 23 illustrates the performance of the modified plmDCA, where
amino acids are drawn from the measured amino acid frequency distribution
within the corresponding MSA. In the figure, three families are shown as
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an example. For all of them (and also for the rest of families tested), the
prediction accuracy drops significantly for the top-scoring contacts. For some
families, like PF00105 shown here, this method can, however, improve TP-
rate when predicting a large number of contacts (around 50 or more).
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Figure 23: Comparison of original symmetric plmDCA (blue) with symmetric
plmDCA with 20 states (red) and labels to gap-states drawn randomly from
the distribution of amino acids in the corresponding family for three PFAM-
families.
PFAM-id
PF00006 PF00011 PF00012 PF00013
PF00014 PF00016 PF00017 PF00018
PF00025 PF00026 PF00027 PF00028
PF00032 PF00035 PF00041 PF00081
PF00105
Table 5: The identifiers of the 17 PFAM-families used to produce the results
in Figure 22.
3.4.3 Counting gaps
Here I present the results for the three different extended Potts models that
count the number of gaps. First, Figure 24 shows, the average TP-rate for
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families in Table 6 for Potts model (red dashed line) and for the extended
Potts model counting gaps of length 1 column-wise (blue line). Regularisation
parameter for the new parameter g1 is set to zero since varying its value did
not considerably affect the results. Other parameters used were rt = 0.2 and
λh = λJ = 0.01. It is seen that this particular modification does not affect the
prediction accuracy. While for some individual families there are very minor
differences to the predictions of the old model, when averaging over a set of
families, these differences vanish.
Figure 24: Average TP-rates for the first 100 predicted contacts for 11 families
(Table 6) for original symmetric plmDCA (red dashed) and for symmetric
plmDCA with row-wise counting of gaps of length 1 (blue).
PFAM-id
PF00035 PF00041 PF00043 PF00044
PF00046 PF00056 PF00059 PF00071
PF00073 PF00076 PF00105
Table 6: The identifiers of the 11 PFAM-families used to produce the results
in Figure 24.
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Adding a term that counts both gaps of length 1 and 2 already starts
to affect. In Figure 25, a comparison between the average TP-rates of Potts
model and Potts model with counting of gaps of length 1 and 2 shows that
the prediction accuracy of the extended model seems to be slightly better than
the original when predicting a large number of contacts (>60). This is not,
however conclusive with the small sample of 17 families used here, and the
difference fits inside the error bars. Here again the regularisation for both
new parameters was set to zero. Other parameters used were rt = 0.2 and
λh = λJ = 0.01.
0 10 20 30 40 50 60 70 80 90 100
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
1.05
number of predicted contacts
av
er
ag
e 
TP
−r
at
e
 
 
plmDCA
plmDCA + gaps of length 1 & 2
Figure 25: Average TP-rates for the first 100 predicted contacts for 17 families
(Table 7) for original symmetric plmDCA (blue) and for symmetric plmDCA
with row-wise counting of gaps of length 1 and 2 (red). Error bars correspond
to one standard deviation over the sample of 17 families.
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PFAM-id
PF00032 PF00035 PF00041 PF00043
PF00044 PF00046 PF00056 PF00059
PF00071 PF00073 PF00076 PF00081
PF00084 PF00085 PF00091 PF00092
PF00105
Table 7: The identifiers of the 17 PFAM-families used to produce the results
in Figure 25.
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Figure 26: Average TP-rates for the first 100 predicted contacts for families in
Table 8. Blue line refers to results of the original symmetric plmDCA while
red line is the symmetric plmDCA with column-wise counting of gaps. Error
bars correspond to one standard deviation over the set of 25 families.
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First test of the column-wise counting model was to set all the parame-
ters to equal the parameters of plmDCA, namely rt = 0.2, λh = λJ = 0.01 and
set the new regularisation parameter λg = 0.01 to start with. Results of this
for 25 PFAM- families (Table 8) can be seen in Figure 26 that shows the av-
erage TP-rate for these families for both symmetric plmDCA and symmetric
plmDCA with counting the gaps of length one column-wise. It is clear that
counting gaps actually seems to make the results slightly worse even though
the deviation from the mean (error bars show one standard deviation of the
sample) is quite substantial.
The average N for the families used to produce the results in Figure 26
is 108. To see if indeed smaller N is more beneficial for the gap-counting
model, a new set of families was chosen (Table 9) with average N 80. Fig-
ure 27 shows the results for these families with varying λg values. For short
amino acid chains, Potts model with the additional gap-counting term seems
to perform similarly in predicting the strongest contacts while producing bet-
ter predictions after 20-40 top-scoring position pairs. It also seems evident
that 0.01 is not the best regularisation parameter value for g-parameters. For
this set of families it seems that prediction accuracy increases at least up to
λg = 100.
PFAM-id
PF00006 PF00011 PF00014 PF00017
PF00018 PF00025 PF00028 PF00032
PF00035 PF00041 PF00043 PF00044
PF00046 PF00056 PF00059 PF00071
PF00073 PF00076 PF00081 PF00084
PF00085 PF00091 PF00092 PF00105
PF00108
Table 8: The identifiers of the 25 PFAM-families used to produce the results
in Figure 26.
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Figure 27: Average TP-rates for the first 100 predicted contacts for families
in Table 8. The dashed pink curve is the prediction accuracy of original sym-
metric plmDCA, while the other curves refer to accuracies of column-wise
gap-counting model with different λg-values. The other parameters were kept
identical.
PFAM-id
PF00006 PF00008 PF00011 PF00014
PF00017 PF00018 PF00020 PF00028
PF00053(1klo) PF00053(1npe) PF00053(4aqs) PF00058
PF00059 PF00073 PF00096 PF00105
Table 9: The identifiers of the 16 PFAM-families (19 family/structure-pairs)
used to produce the results in Figure 27.
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When studying the effect of adding the term counting gaps column-
wise, surprisingly, there was one family, PF00032, for which the the algorithm
was not able to find the global minimum. This is seen from Figure 28, where
the average TP-rate of 10 runs of symmetric plmDCA with column-wise gap-
counting is plotted with parameters rt = 0.2 and λh = λJ = λg = 0.01. The
error bars again correspond to one standard deviation and show that different
runs converge to different predictions. It is also worth noticing that the runs
with this family all terminated very quickly, only after a few iteration steps,
as the algorithm was stuck with a local minimum. This remarkable deviation
from the asymmetric plmDCA-results was not observed with other families.
For some families there are minor differences between predictions of differ-
ent runs, but the error bars are extremely small (see Appendix C). Figure 29
also shows that the gap-parameter g-values do not correlate with the density
of gaps in the alignment. For other families this correlation is much more
evident, as can be seen from the examples in Figures 33 and 34 in Appendix
C.
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Figure 28: Average TP-rates for family PF00032 for 10 runs both with asym-
metric plmDCA (blue) and asymmetric plmDCA with counting gaps of length
one column-wise. The error bars correspond to one standard deviation. For
asymmetric plmDCA, all runs result into exactly same predictions.
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4 Conclusions
This section is devoted to discussing the results presented in the previous
section. To make the section more readable, it has the same subheadings than
the Results-section above.
4.1 Comparison of serial-, and parallel plmDCA
As is readily seen from Figure 7, changing the order of summing and calcula-
tion of negative pseudo-log likelihood in Equation (20) only minimally alters
the true-positive rates for the 28 families tested. There is some difference be-
tween the curves, but one has to be careful when talking about difference of
the two methods here, since no error bars are presented. It is a convention used
in the previous contact prediction literature that the statistical error of using a
limited sample is not taken into account. However, this error is very real since
the sizes of PFAM-families (see for example Tables 10 and 11 in Appendix
B) are much smaller than the full configuration space of the Potts model used
to model them. Error bars could be produced for example by sampling the
PFAM-families and using different subsamples of a given size (for example
randomly drawing 90% samples from the MSA and averaging the results over
the different runs). With the computational resources and time available and
taking into account the minimal difference between the curves in Figure 7,
it was not thought necessary to conduct this sampling. After testing of 28
families gave very similar results for both methods it is still, however, safe to
conclude that parallelization does not change the prediction results.
4.2 Running times
As expected, parallelization greatly reduces the time required to run plmDCA.
For example running parallel plmDCA on 12 CPU cores is about 15 times
faster than the serial plmDCA. Moreover, up to the 24 cores tested here,
adding more CPU cores improves the running times, but no always by the
same amount between adding more CPU cores (Figure 8). It should be noted
that the results presented here for running times should be regarded more as
estimates of the order of magnitude since no proper averaging over multiple
runs is shown for others than the case of using 12 cores. There is however no
reason to assume the deviation would be much different for other core config-
urations. Thus the error bars in Figure 8 suggest that the run times generally
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do not deviate much from the mean.
Theoretically one could gain more speed using up to N (the length of
the amino acid chain) cores, since no cross talk between the threads is needed
during the inference. As Figure 9 shows, adding more cores obviously does
not affect the reweighting time since that part of the code is not parallelised.
Thus, one would expect that the total speed gain achieved with parallelization
would be less and less the more cores are used. This phenomenon is, how-
ever, not visible here when using 24 cores or less since initially the time taken
by inference is approximately ten times greater than time taken by reweight-
ing. Based on this, parallelising the reweighting probably would not introduce
much speed gain, especially when one can separate reweighting from the rest
of the algorithm and read the reweighting coefficients from a file if running
the inference with different parameter values for the same family.
Total running time of asymmetric plmDCA seems to depend onN rather
than B. The longer the amino acid sequence, the longer it also takes to obtain
the predictions for contacts. It is easy to comprehend why increasing N in-
creases also running time since each new position in the chain adds one new
term to the sum in Equation 20. Based on the speed gain obtained by using
more CPU cores, it is however expected that asymmetric plmDCA runs in a
reasonable time also for quite long proteins assuming one is able to use a high
number of CPU cores in parallel.
4.3 Extensive plmDCA-testing
The main conclusion from Figures 12-18 is that there is a lot of deviation in
prediction accuracy of parallel plmDCA over the set of 148 family/structure
pairs tested here. For some proteins, the predictions match the crystal struc-
tures excellently up to almost hundred first contact, while for some the av-
erage true-positive rate can be as low as 0.2. One obvious reason for this
is that the sizes of families tested are more diverse, and generally small B,
i.e. small sample size seems to correlate with poorer prediction accuracy.
This trend can be seen in Figure 19. Looking at families with B > 2000,
only PF00085 (Thiredoxin family) clearly has an average TP-rate less than
0.5. It is also good to remember the issue of having no error bars that was
already explained when discussing the comparison between serial-, and par-
allel plmDCA results. It is expected that especially for families with small B
the deviation of results between different, say 90% samples from the PFAM-
alignments would be considerable. In the time frame of this study, a proper
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sampling was not possible to conduct.
What is then a sufficient size for a family for plmDCA to predict con-
tacts accurately? This of course depends on how accuracy is defined. Here
I have chosen to measure the average TP-rate of 100 top-scoring contacts
mainly to allow easy comparison to the earlier results in [19]. It is impor-
tant to recognise, however that this is not necessarily the best scoring metric.
Proteins of different sizes (different N) have a different total number of real
contacts meaning that for very small proteins the top 100 contacts may con-
stitute of quite a large portion of the total number of possible connections
between amino acid pairs. This means that for proteins with a small number
of real contacts, the top 100 predicted contacts probably contain more weak
contacts that are more difficult to accurately predict. Thus it might be better
suited to predict a certain fixed portion of contacts that depends on the size
of the protein to make comparisons of prediction accuracy between families
more even.
When plotting the average TP-rate as a function of N (Figure 19, middle
plot), it is more difficult to see any trends. There seems to be no dependency
on N visible using this set of data. This is also supported by the lower plot in
Figure 19, which shows the average TP-rate as a function of NB being very
similar to the average TP-rate as a function of B alone.
It is also interesting to take a closer look on families for which there
are two or more structures in the test set used. There are 19 of these families
of which 16 do not exhibit considerable differences between the prediction
accuracy of different proteins. Three families, namely PF00045, PF00051
and PF00089, are exceptions to this.
In case of PF00045, there are four structures in the dataset, all of which
are predicted moderately accurately, but the structure of human matrix met-
allopeptidase 9 (1itv) has its top ranking contacts more accurately predicted.
The predictions of contacts for the other three structures are almost identically
good in terms of the TP-rates of hundred top scoring contacts. Of the other
three structures, two come from human proteins (gelatinase A, 1ck7 and C-
terminal hemopexin- like domain of collagenase 3, 1pex). The third structure
comes from porcine synovial collagenase (1fbl).
A much bigger difference between prediction accuracy of proteins from
the same family is seen on family PF00051, Kringle domain. Here the av-
erage TP-rate over the hundred top scoring contacts is almost 0.8 for human
tissue plasminogen activator (1pml), while for human urokinase plasminogen
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activator (2fd6), the average TP-rate for hundred top scoring contacts is only
around 0.2. It is unlikely that this would be due to faulty distances in the
PDB-file, since the other families found from the same structure yield good
predictions (PF00021/2fd6 and PF07654/2fd6).
Also the prediction accuracies of the two structures from family PF00089
differ remarkably. While the contacts in human neutrophil elastase (2z7f) are
predicted almost 100% correctly for the first hundred top scoring ones, the
average TP-rate for the other structure from the same family (Glu 18 vari-
ant of turkey ovomucoid inhibitor third domain complexed with streptomyces
griseus proteinase B at PH 6.5, 1sge) is below 0.8.
It seems, based on the families tested here, that it is not guaranteed
that plmDCA predicts the contacts correctly for all families or all proteins
of a certain family. As a general rule of thumb, prediction accuracy starts
to drop when B, the number of samples, drops below approximately 2000.
Nevertheless, there are still proteins for which plmDCA fails with B larger
than this value. In the set of 148 family/structure pairs tested here, these
exceptions are however quite rare and it is not possible to draw conclusions
on the common characteristics of the large families that fail (if any exist).
The same goes for variations in TP-rates inside families. Based on the 19
families for which there were more than one structure in the test set, most of
the predictions inside a common family were similar. The three exceptions
were not enough to draw any conclusions of why the differences are present.
It would require a larger set of structures with preferably tens of proteins from
all families to see how common it is to have large variations inside a family
and if there are any common properties for proteins for which plmDCA fails
to predict the contacts correctly.
It is good to keep in mind the possibility that PDB-structures the predic-
tions are compared to may not necessarily be the native states of the respective
proteins. To acquire an X-ray diffraction pattern for a protein, it needs to be
crystallised into a lattice which surely is quite far from the normal environ-
ment of the protein. Many proteins are also able to change their conformation
(see for example the conformational changes of haemoglobin explained in
the Introduction) which can fool plmDCA to mix some contacts from differ-
ent conformations. These aspects are not taken into account yet, but could be
circumvented for example by coming up with a way to asses the accuracy of
predictions without comparing the results to known 3D-structures or building
mixture models that could account for multiple conformations.
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4.4 Model comparison
The most important conclusion about the different extensions to Potts model
experimented here is that including information about the distribution of gaps
to the model shows some promising results. The simplest approaches to in-
clude information about gaps, namely randomly replacing gap-states with one
of the amino acids or rescaling the scores by counting the number of position
pairs that only have gaps between them were not able to increase prediction
accuracy. In the former case this is expectable since there the amount of infor-
mation in an MSA is actually reduced by replacing gap-states with a random
amino acid-state. The experiments with rescaling can not completely rule
out the possibility of some kind of rescaling actually improving the results,
although it seems unlikely. Neither did extending Potts model to count row-
wise gaps of length 1 not improve predictions, although the set of families for
which it was tested was quite limited, only 11 families. A probable reason for
this being that the one added parameter alone is not able to the the values of
J’s enough.
Figures 25 and 27 both show the same trend that the extended models
perform similarly to Potts model when predicting the few strongest contacts,
but seem to be able to outperform the old model when starting to predict
the weaker contacts (weaker here means contacts obtain lower scores from
plmDCA). This is something that one could easily expect, since the strongest
contacts (highest scores) should naturally be the easiest ones to predict cor-
rectly. Thus fine tuning should start to affect only when predicting the weaker
contacts.
When comparing the results for adding row-wise or column-wise count-
ing of gaps to Potts model, it seems quite clear that column-wise counting is
more promising. This is of course well expected, since column-wise count-
ing also adds information about the position of gaps along the chain while
row-wise counting only yields the average number of gaps in a family. Re-
sults presented here are however not enough to definitely asses if adding gap-
information consistently outperforms plmDCA based on mere Potts model.
To conclude this, a larger set of families should be included into compari-
son, which was not possible to do during the time frame of this work. As the
case of counting gaps row-wise shows, adding also a parameter for gaps of
length 2 improved the predictions noticeably meaning it would be interesting
to try column-wise counting of longer gaps also. After all, the histogram of
gap lengths in Figure 18 shows that for example gaps that are seven positions
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long are still almost as prevalent as gaps whose length is one. This would
require some tedious changes to the code but the equations would generally
look quite similar to the the case of counting only gaps of length one, only
with some additional (and long) multi-body terms added. This is another in-
teresting test that was not possible to conduct within the time frame of this
work.
Figure 27 compared to Figure 26 also supports the notion brought up
at the end of Model development-section that changes in prediction accuracy
when adding a limited number of new parameters to the model should be
better visible for smaller families. Also based on this argument it might be
worth investigating, if adding parameters for longer gaps would increase the
prediction accuracy also for larger MSA’s.
It is also acknowledged, that some of the behaviour of the column-wise
extension can not yet be explained. Namely why it does not always converge
to the same results and why it is not working for family PF00032. To fur-
ther investigate these matters it would be necessary to generate data from the
extended model by Monte Carlo methods and systematically test the algo-
rithm for this data whose structure is known. Further tests with a larger set
of families would also be needed to discover the truly optimal regularisation
parameter values for this model.
To summarise, it seems that the distributions of gaps in the MSA’s con-
tain information that can be used to make plmDCA more accurate. The re-
sults presented here are still not enough to state how much improvement can
be achieved using this approach and thus further testing with more extended
models (counting also longer gaps) and a larger set of regularisation parameter
values would be needed to conclude this line of research.
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5 Future directions
Extending Potts model to include information about distribution of gaps is one
direction of research still left somewhat inconclusive, as the discussion above
clarified. There are, however, also other aspects in DCA needing further at-
tention. Prior to this work, the focus in DCA-related research has mainly been
in trying different optimisation algorithms, of which pseudo-likelihood max-
imisation seems currently the best one. This might still not be the best option
available. Especially the contrastive divergence-algorithm [58] by Hinton has
been successful in the field of machine learning and might provide gain both
in optimisation time and accuracy.
One important and obvious challenge regarding the use of DCA in real-
world applications is how to asses the quality of predictions without compar-
ing to know 3D-structures. This is crucial because the intended use of DCA
and protein structure prediction as whole is to discover structures of proteins
for which there exists no known 3D-structures. It is also not totally clear how
good references the X-ray structures actually are since in order to acquire an
X-ray diffraction pattern one needs to first crystallise the protein, which surely
disturbs the native conformation.
As has probably become clear after reading this thesis, plmDCA con-
tains a lot of additional fine tuning that has an effect to the results. Sequence
reweighting, regularisation and scoring can all be altered without touching
the actual model. For example reweighting at present is implemented quite
crudely and one could probably find better ways to do it than the one used
here. The problem of reweighting can also be approached from another direc-
tion as is done in [34]. There, Skwark et. al. used a large variety of different
MSA’s as an input for plmDCA (and other tools) and observed how this af-
fects the results.
It is also a good question to ask whether the exponential family models
are the best ones to describe the MSA’s. They have been an easy starting point
for DCA since there exists a lot of knowledge in the literature of solving the
inverse problem for exponential models. Potts model is for example not capa-
ble of taking into account the different conformations many proteins exhibit.
As many biologically interesting proteins appear in multiple conformations,
it would be important to device models capable of capturing this behaviour.
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A Appendix A
A.1 Row-wise counting of gaps
Conditional probability of finding position 1 in state σ(b)1 is
P(σ1 = σ
(b)
1 |σ\1 = σ(b)\1 )
=
exp
(
h1(σ
(b)
1 ) +
∑N
i=2 J1i(σ
(b)
1 , σ
(b)
i ) + g1I(σ1 = σ2 = σ3 = 1)
)
∑q
l=1 exp
(
h1(l) +
∑N
i=2 J1i(l, σ
(b)
i ) + g1I(l = σ2 = σ3 = 1)
) , (51)
and the corresponding gradient is
∂ lnP(σ1 = σ
(b)
1 |σ\1 = σ(b)\1 )
∂g1
= I(σ2 = 1)I(σ3 = 1)
[
I(σ1 = 1) − P(σ1 = 1|σ\1 = σ(b)\1 )
]
.
(52)
Conditional probability of finding position 2 in state σ(b)2 is
P(σ2 = σ
(b)
2 |σ\2 = σ(b)\2 )
=
exp
(
h2(σ
(b)
2 ) +
∑N
i=1
i,2
J2i(σ
(b)
2 , σ
(b)
i ) + g1I(σ1 = σ2 = σ3 = 1) + I(σ2 = σ3 = σ4 = 1)
)
∑q
l=1 exp
(
h2(l) +
∑N
i=1
i,2
J2i(l, σ
(b)
i )g1I(σ1 = l = σ3 = 1) + I(l = σ3 = σ4 = 1)
) ,
(53)
and the corresponding gradient is
∂ lnP(σ2 = σ
(b)
2 |σ\2 = σ(b)\2 )
∂g1
= I(σ3 = 1) [I(σ1 = 1) + I(σ4 = 1)]
[
I(σ2 = 1) − P(σ2 = 1|σ\2 = σ(b)\2 )
]
.
(54)
Conditional probability of finding position N − 1 in state σ(b)N−1 is
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P(σN−1 = σ
(b)
N−1|σ\N−1 = σ(b)\N−1)
=
exp(hN−1(σ
(b)
N−1) +
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i=1
i,N−1
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,
(55)
and the corresponding gradient is
∂ lnP(σN−1 = σ
(b)
N−1|σ\N−1 = σ(b)\N−1)
∂g1
= I(σN−2 = 1) [I(σN−3 = 1) + I(σN = 1)]
[
I(σN−1 = 1) − P(σN−1 = 1|σ\N−1 = σ(b)\N−1)
]
.
(56)
And finally, conditional probability of finding position N in state σ(b)N is
P(σN = σ
(b)
N |σ\N = σ(b)\N)
=
exp
(
hN(σ
(b)
N ) +
∑N−1
i=1 JiN(σ
(b)
i , σ
(b)
N ) + g1I(σN−2 = σN−1 = σN = 1)
)
∑q
l=1 exp
(
hN(l) +
∑N−1
i=1 JiN(σ
(b)
i , l) + g1I(l = σN−2 = σN−1 = 1)
) , (57)
and the corresponding gradient is
∂ lnP(σN = σ
(b)
N |σ\N = σ(b)\N)
∂g1
= I(σN−1 = 1)I(σN−2 = 1)
[
I(σN = 1) − P(σN = 1|σ\N = σ(b)\N)
]
.
(58)
When counting also gaps of length two, the equations remain very sim-
ilar. The only differences are the addition of four-body terms corresponding
to parameter g2 and the fact that the boundary area is now larger, covering
nodes 1, 2, 3, N − 1 and N.
A.2 Column-wise counting of gaps
Conditional probability of finding position 1 in state σ(b)1 is
73
P(σ1 = σ
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and there is no corresponding gradient because there are only N − 2 new
parameters (no γ(1)1 or γ
(1)
N ). Conditional probability of finding position 2 in
state σ(b)2 is
P(σ2 = σ
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(60)
and the corresponding gradient is
∂ ln
∑N
i=1 P(σi = σ
(b)
i |σ\i = σ(b)\i )
∂γ(1)2
= I(σ1 = σ2 = σ3 = 1)
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]
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(61)
Conditional probability of finding position N − 1 in state σ(b)N−1 is
P(σN−1 = σ
(b)
N−1|σ\N−1 = σ(b)\N−1)
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,
(62)
and the corresponding gradient is
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And conditional probability of finding position N in state σ(b)N is
P(σN = σ
(b)
N |σ\N = σ(b)\N)
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hN(σ
(b)
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N−1I(l = σN−2 = σN−1 = 1)
) ,
(64)
and there is no corresponding gradient again.
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B Appendix B
Table 10: PFAM-families used in our extended study. For
each family, all comparison structures from PDB used in this
study are mentioned. Short summaries of families are written
based on the information from PFAM.
PFAM-
ID
PDB-ID\UNIPROT-
ID
N B SUMMARY
PF00005 3nh6/ABCB6_HUMAN 118 236979 ATP-binding casette trans-
porter (ABC transporter)
family contains transmem-
brane proteins utilising the
energy from ATP to e.g.
transport biological sub-
stances through membranes.
It is among the most ancient
protein families and proteins
from ABC transporter family
can be found in all animals.
PF00006 2r9v/ATPA_THEMA 215 24808 ATP synthase alpha/beta
family, nucleotide-binding
domain contains the al-
pha and beta subunits of
ATP synthase among other
similar structures. ATP
synthase is an enzyme com-
plex that combines ATP
synthesis/hydrolysis with
transporting protons across
membranes. Not all ATP
synthases contain the alpha
or beta subunits.
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Table 10: continued...
PFAM-
ID
PDB-ID\UNIPROT-
ID
N B SUMMARY
PF00007 1hcn/CGHB_HUMAN 105 874 Cystine-knot domain is found
in numerous proteins across
many species. It is a mo-
tif containing three disulfide
bridges and providing consid-
erable structural stability.
PF00008 1nql/EGF_HUMAN 32 10722 EGF-like domain is mainly
found in animal proteins. It
usually occurs in the extracel-
lular domain of membrane-
bound proteins or in proteins
known to be secreted.
PF00009 3agj/EF1A_AERPE 188 50327 Elongation factor Tu GTP-
binding domain family con-
tains elongation factors, pro-
teins that are used in protein
synthesis in cell.
PF00011 2bol/TSP36_TAESA 102 7150 Hsp20/alpha crystallin fam-
ily contains small heat shock
proteins (chaperones reacting
to environmental stress) and
alpha crystallins which are
found in the lens of the eye
and also have chaperone-like
properties.
PF00012 2qxl/HSP7F_YEAST 602 16178 Hsp 70 protein family con-
tains heat shock proteins of
size approximately 70 kilo-
daltons. Proteins from this
family are found in almost all
living organisms.
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Table 10: continued...
PFAM-
ID
PDB-ID\UNIPROT-
ID
N B SUMMARY
PF00013 1wvn/PCBP1_HUMAN 58 11483 K homology (KH) domain is
present in a wide variety of
nucleic acid-binding proteins.
It binds to either RNA or sin-
gle stranded DNA.
PF00014 5pti/BPT1_BOVIN 53 3089 Kuntitz domain is an impor-
tant functional domain in a
protein that inhibits protein
degrading enzymes. Their
structures are stable also as
standalone peptides.
PF00016 1svd/RBL1_HALNC 309 40119 Ribulose-1,5-bisphosphate
carboxylase oxygenase (Ru-
BisCo), large chain domain
involves the catalytic domain
of RuBisCo, an enzyme in
plants involved in the process
where carbon dioxide is
converted into energy-rich
molecules like glucose.
PF00017 1o47/SRC_HUMAN 77 4402 Src homology 2 (SH2) do-
mains are often found in pro-
teins aiding the transduction
of signal in receptor tyrosine
kinase pathway. They allow
proteins to dock to phospho-
rylated tyrosine residues.
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PF00018 2hda/YES_HUMAN 48 8992 Src homology 3 (SH3) do-
mains exist usually in pro-
teins interacting with other
proteins and mediating as-
sembly of protein complexes.
For example some proteins
involved in signalling path-
way regulating the cytoskele-
ton contain SH3 domains.
PF00019 1waq/GDF5_HUMAN 105 2122 Transforming growth factor
beta superfamily (TGF-β)
containing proteins are
essential in the regulation
of fundamental biologi-
cal processes like tissue
homeostasis, growth and
development, and regulation
of the immune system.
PF00020 2hey/TNR4_HUMAN 39 1256 Tumor necrosis factor recep-
tor (TNFR) is a receptor bind-
ing to tumor necrosis factors
which, as the name suggests,
can cause apoptosis.
PF00021 2fd6/UPAR_HUMAN 77 628 u-PAR/Ly-6 domain (CD59
antigen) is a domain pro-
tecting the cell from the
complement immune system
by inhibiting the formation
of membrane attack complex
(MAC).
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PF00022 1hlu/ACTB_BOVIN 393 11609 Actin is a protein present in
almost all eukaryotic cells.
It forms microfilaments that
are one of the major compo-
nents of cytoskeleton and thin
filaments which are part of
the contracting machinery of
muscle cells.
PF00024 3hms/HGF_HUMAN
2qj4/HGF_MOUSE
2qj2/HGF_HUMAN
81 1535 PAN-domain mediates
protein-protein-, and protein-
carbohydrate interactions.
It is found in diverse set of
proteins.
PF00025 1fzq/ARL3_MOUSE 175 3552 ADP ribosylation factor
(ARF) domain is usually
found in membrane proteins
that function as regulators
of vesicular traffic and actin
remodelling. The domain is
very common in eukaryotic
cells.
PF00026 3er5/CARP_CRYPA 314 4258 Aspartic protease is a fam-
ily of enzymes conducting
catabolism of proteins (prote-
olysis).
PF00027 3fhi/KAP0_BOVIN 91 17829 Cyclic nucleotide-binding
domain is present in proteins
binding important second-
messenger molecules cyclic
adenosine monophosphate
(cAMP) and cyclic guanosine
monophosphate (cGMP).
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PF00028 2o72/CADH1_HUMAN 93 18807 Cadherin domain family pro-
teins contain cadherin re-
peats, extracellular calcium-
binding domains. Cadherins
are transmembrane proteins
that are important in cell ad-
hesion forming junctions that
bind cells together.
PF00030 2bb2/CRBB2_BOVIN 82 1491 Beta/Gamma crystallin do-
main is a separate domain
family from other crystallins.
Like other crystallins, they
are found for example in the
cornea and lens of the eye and
breast cancer tumors.
PF00031 2ch9/CYTF_HUMAN
1yvb/CYT_CHICK
94 1335 Cystatin domain is found in
proteins acting as cysteine
protease inhibitors.
PF00032 1zrt/CYB_RHOCA 102 59991 Cytochrome b(C-
terminal)/b6/petD domain
family contains the C-
terminal end of cytochrome
b, which is part of the respira-
tory chain complex III in the
mithocondrion of eukaryotes
and aerobic prokaryotes.
PF00034 1h32/Q939U4_RHOSU 91 8894 Cytochrome c (cytC) family
proteins function in electron
transfer between molecules.
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PF00035 1o0w/RNC_THEMA 67 5583 Double-stranded RNA bind-
ing motif is found in pro-
teins that bind to double-
stranded RNA. At least some
of the proteins of this fam-
ily bind only specific RNA-
sequences.
PF00040 1ck7/MMP2_HUMAN 42 278 Fibronectin type II domain is
another of the repetitive do-
mains in fibronectins.
PF00041 1bqu/IL6RB_HUMAN 85 26171 Fibronectin type III domain
is found in a wide variety of
extracellular proteins. It is
very common in animals, but
found also in yeast, plant and
bacterial proteins.
PF00043 6gsu/GSTM1_RAT 95 9618 Glutathione S-transferase,
C-terminal domain is one
domain of glutathione S-
transferase (GST) proteins.
GSTs are enzymes that
detoxify and break down
harmful compounds.
PF00044 1crw G3P_PANVR 151 10193 Glyceraldehyde 3-phosphate
dehydrogenase (GAPDH),
NAD binding domain binds
the signalling molecule
nicotinamide adenine dinu-
cleotide (NAD). It is part of
the enzyme GAPDH which is
involved in breaking down of
glucose to energy and carbon.
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PF00045 1itv/MMP9_HUMAN
1fbl/MMP1_PIG
1ck7/MMP2_HUMAN
1pex/MMP13_HUMAN
45 2382 Hemopexin domain is found
in vintronectin that promotes
cell adhesion and spreading
as well as in some matrix-
ins that degrade extracellu-
lar matrix proteins. Fam-
ily is named after its mem-
ber hemopexin-protein which
transports haem to liver.
PF00046 2vi6
NANOG_MOUSE
57 15444 Homeobox domain binds
DNA or RNA ans is com-
mon in transcription factors.
They can bind nucleic acids
both specifically and non-
specifically. Homeobox
domains are found only in
eukaryotic proteins.
PF00047 3dmm/CD8A_MOUSE 64 1026 Immunoglobulin-like do-
mains are probably involved
in protein-protein and
protein-ligand interactions.
They are found in large num-
ber of proteins, for example
in antibodies and receptor
tyrosine kineases.
PF00048 1m8a/CCL20_HUMAN 64 1200 Chemokines are small sig-
nalling proteins found in all
vertebrates, some viruses and
some bacteria.
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PF00049 2zp6/INS_BOVIN
2dsr/IGF1_HUMAN
85 1122 Proteins of In-
sulin/IGF/relaxing family
exhibit a variety of hormonal
activities. As an example,
insulin and insulin-like
growth factors belong into
this family.
PF00051 2fd6/URKO_HUMAN
1pml/TPA_HUMAN
79 1382 Kringle domains appear
in proteins associated with
blood clotting, and on the
other hand, regulation of size
of blood clots.
PF00053 4aqs/LAMB1_MOUSE
1npe/LAMC1_MOUSE
1klo/LAMC1_MOUSE
49 7423 Laminin EGF-like domain
(laminin domains III and IV)
is structurally very close to
EGF-like domain. Laminin
EGF-like domains are found
in laminins, the are major
proteins of the basal lamina
in the extracellular matrix for
most cells and organs.
PF00055 4aqs/LAMB1_MOUSE
2y38/LAMA5_MOUSE
237 572 Laminin N-terminal domain
(laminin domain VI), also
found in laminins.
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PF00056 1a5z/LDH_THEMA 142 9653 Lactate/malate dehydroge-
nase, NAD binding domain is
a family containing a domain
that is present in several dif-
ferent enzymes. Proteins of
the family are present in for
example anaerobic conver-
sion of glucose to pyruvate
or as crystallin in the eyes of
birds and crocodiles.
PF00058 1npe/NID1_MOUSE 42 3678 Low density lipoprotein re-
ceptor domain class B is
present in a similar set of pro-
teins than class A.
PF00059 1lit/REG1A_HUMAN 108 6529 Lectin C-type domain is
found in a variety of proteins.
It is a domain requiring
calcium for binding carbohy-
drates.
PF00061 1fem/RET4_BOVIN 144 1241 Lipocalin/cytosolic fatty-acid
binding protein family con-
tains proteins whose function
is to transport hydrophobic
molecules like steroids and
lipids. Proteins of this fam-
ily are found in some bacte-
ria, vertebrates, invertebrates
and plants.
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PF00062 2goi/SACA3_MOUSE
3b72/LYSC_CHICK
125 814 Glycoside hydrolase family
22 members are enzymes
breaking glycosidic bonds be-
tween carbohydrates. For
example Alpha-lactalbumin,
an essential enzyme in milk
production, belongs into this
family.
PF00064 1a4g/NRAM_INBBE 468 23517 Glycoside hydrolase family
34 is one of the more than 100
different families of glyco-
side hydralases, enzymes that
break large sugar molecules
into smaller units. They are
found in essentially all do-
mains of life.
PF00069 1w98/CDK2_HUMAN
1v0o/CDC2H_PLAFK
260 76695 Protein kinase domain is
found in protein kineases,
which are enzymes respon-
sible for phosphorylation
of proteins. Protein kinase
domain contains the cetalytic
function of protein kinases.
PF00071 5p21/RASH_HUMAN 161 13524 Ras subfamily proteins are
binary molecular switches
controlling intracellular sig-
nalling network. Mutations in
the Ras family are present in
20-30% of all human tumors.
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PF00072 1nxw/Q9S1K0_STREE 112 103231 Response regulator receiver
domain is found in bacte-
rial two-compound signalling
systems where it is the re-
ceiver of the signal.
PF00073 2r06/POLG_HRV14 171 22292 Picornavirus capsid protein
family contains proteins that
constitute the protein shell
of picornaviruses (e.g. po-
liovirus, rhinovirus).
PF00074 3djq/RNS_BOVIN 124 524 Proteins from pancreatic ri-
bonuclease family are found
in certain mammals and rep-
tiles. They are endonucleases
meaning they cleave polynu-
cleotide chains.
PF00076 1g2e/ELAV4_HUMAN 70 31836 RNA recognition motif is
a domain binding single-
stranded RNA. It is found in
many eukaryotic proteins.
PF00081 3bfr/SODM_YEAST 82 5866 Superoxide dismutase family
proteins are enzymes that are
an important part of antiox-
idant defence in almost all
cells exposed to oxygen.
PF00082 3ti7/A5EVD0_DICNV 282 10740 Subtilase family contains cer-
tain kind of proteases, en-
zymes that cleave polypep-
tides. It is currently the sec-
ond largest protease family
and its members are found in
bacteria, viruses and eukary-
otes.
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PF00084 1elv/C1S_HUMAN 56 9815 Selectin family is a family
of cell adhesion molecules
(CAMs). They are transmem-
brane glycoproteins binding
to sugar functional groups.
PF00085 3gnj/VWF_HUMAN 103 16280 Thioredoxin family consti-
tutes of small proteins with
diverse biological functions.
They are involved for exam-
ple in reduction-oxidation re-
actions or in photosynthesis
in plants. Proteins from the
family are present in all living
organisms.
PF00086 2dsr/IBP4_HUMAN 68 1111 Thyroglobulin type-1 repeat
domain is thought to be
involved in controlling the
breaking down of proteins to
polypeptides and amino acids
(i.e. proteolysis).
PF00087 1b41/TXFA2_DENAN
1xt3/CTXA3_NAJAT
63 532 Snake toxin family contains
venomous neurotoxins and
cytotoxins found in saliva of
snakes.
PF00089 2z7f/ELNE_HUMAN
1sge/PRTB_STRGR
220 14719 Trypsin family contains en-
zyme Trypsin, which cleaves
certain kind of peptide bonds
in proteins. Trypsin is present
in digestive systems of many
vertebrates.
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PF00091 2r75/FTSZ_AQUAE 216 15871 Tubulin/FtsZ family, GTPase
domain family proteins are
involved in polymer forma-
tion. The family includes
bacterial Ftsz proteins in-
volved in bacterial cell di-
vision and alpha, beta and
gamma chains of tubulin, the
main component of micro-
tubules in cytoskeleton.
PF00092 1atz/VWF_HUMAN 179 5418 Von Willebrand factor type A
domain is found in various
plasma proteins. The name
comes from the large glyco-
protein von Willebrand factor
whose mutations are involved
in bleeding disorders. The
type A domain is one part of
von Willebrand factor.
PF00096 2wbt/B129_SSV1 23 17325 Zinc finger, C2H2 type
domain is very common in
mammalian transcription
factors. Proteins containing
this domain have a variety
of functions like sequence-
specific DNA-binding and
mediating protein-protein
interactions.
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PF00101 1svd/RBS_HALNC 99 1646 Ribulose-1,5-bisphosphate
carboxylase oxygenase (Ru-
BisCo), small chain domain
is also a part of RuBisCo
(like the large chain), the
most abundant protein on
earth.
PF00105 1gdc/GCR_RAT 70 4841 Zinc finger, C4 type (two do-
mains) family contains do-
mains that are found in nu-
clear receptors. Almost al-
ways, this domain is the DNA
binding domain of the recep-
tor.
PF00106 1hxh/3BHD_COMTE 167 54178 Short-chain dehydrogenase
family contains a large
amount of dehydrogenases,
which are oxidizing enzymes.
PF00107 1y9a/ADH1_ENTHI 130 28021 Zinc-binding dehydrogenase
family also consists of oxi-
dizing enzymes. The zinc-
binding domain is important
in stabilising the structure of
the enzyme.
PF00111 1ayf/ADX_BOVIN 78 11940 2Fe-2S iron-sulfur cluster
binding domain consists of
certain kind of ferredoxins,
iron-sulfur proteins that
mediate electron transfer.
Family also contains various
other metabolic enzymes and
multidomain proteins.
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PF00112 1yvb/Q9N6S8_PLAFA 220 5400 Papain family cysteine pro-
teases include a large variety
of proteins that break proteins
and polypeptides into smaller
polypeptides or amino acids.
PF00114 3jyz/Q8KQ36_PSEAI 108 1150 Pilin (bacterial filament) fam-
ily contains several types of
pilus proteins that are in-
volved in bacterial motility
and transfer of DNA between
bacteria.
PF00116 1cyw/CYOA_ECOLI 120 26503 Cytochrome C oxidase sub-
unit II, periplasmic domain is
one part of the Cytochrome
c odxidase-complex which is
part of the respiratory chain.
It is involved in transfer of
electrons from cytochrome c
to oxygen.
PF00121 3m9y/TPIS_STAAR 244 5529 Two triosephosphate iso-
merase domains constitute
triosephosphate isomerase-
protein which has been found
to exist in a huge number of
organisms including mam-
mals, insects, fungi, plants
and bacteria. It is essential in
energy production.
PF00122 2hc8/COPA_ARCFU 230 20310 E1-E2 ATPase (P-type AT-
Pase) family contains a large
number of ion and lipid
pumps found in bacteria, ar-
chaea and eukaryotes.
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PF00123 3c5t/EXE4_HELSU 28 509 Glucagon/secretin hormone
family contains peptide hor-
mones that regulate activity
of secretin receptor family
G-protein coupled receptors.
Most of the hormones in this
family are expressed in the
intestine or pancreas.
PF00125 3nqu/CENPA_HUMAN
3nqu/H4_HUMAN
75 13782 Core histone
H2A/H2B/H3/H4 family
contains proteins that pack-
age and order DNA into
structural units (nucleo-
somes) in the nucleus of the
eukaryotic cell.
PF00126 1b9m/MODE_ECOLI 60 58047 Bacterial regulatory helix-
turn-helix protein, lysR
family domain is major
DNA-binding domain in
bacteria.
PF00127 1rkr/AZUR1_ALCXX 99 1078 Copper binding proteins,
plastocyanin/azurin family
(blue (type 1) copper domain)
contains small proteins that
bind a single copper atom.
PF00129 3bo8/1A01_HUMAN
3dmm/HA12_MOUSE
179 18270 Class I Histocompatibility
antigen, domains alpha 1 and
2.
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PF00132 2w0w/GLMU_HAEIN 36 51940 Bacterial transferase
hexapeptide (six repeats)
family contains enzymes that
function during the first step
of biosynthesis of lipid A
thought to be responsible for
toxicity of Gram-negative
bacteria.
PF00134 1w98/CCNE1_HUMAN 127 3984 Cyclin, N-terminal domain
forms a part of the proteins
of cyclin family. They con-
trol the progression of cells
through the cell cycle.
PF00135 1b41/ACES_HUMAN 538 5682 Carboxylesterase family con-
tains eykaryotic proteins that
split esters into an acid and an
alcohol.
PF00136 1qht/DPOL_THES9 467 4804 DNA polymerase fam-
ily B contains eukaryotic
and prokaryotic DNA-
polymerases (enzymes that
synthesise DNA from their
nucleotide building blocks).
PF00137 3ud0/ATP9_YEAST 66 7075 ATP-synthase subunit C do-
main is the main subunit of
certain membrane-bound AT-
Pases. Membrane-bound AT-
Pases utilise energy from a
proton gradient, using the flux
of ions across the cell mem-
brane to drive the synthesis of
ATP.
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PF00139 2pht/Q8GSD2_PTEAG 236 1349 Leguminous lectin family is
one of the largest families of
lectins, proteins that bind car-
bohydrates.
PF00141 1pa2/PER53_ARATH 229 5979 Haem peroxidase family pro-
teins are enzymes catalysing
a number of oxidative re-
actions. Haem peroxidases
are found in bacteria, fungi,
plants and animals.
PF00142 1nip/NIFH1_AZOVI 273 17449 4Fe-4S iron sulfur cluster
binding proteins, NifH/frxC
family.
PF00143 1wu3/IFNB_MOUSE 162 689 Interferon alpha/beta do-
main family contains the
alpha-, and beta-domains
of interferons. Interferons
are proteins released from a
host cell when encountering
pathogens. They allow com-
munication between cells and
trigger the immune system to
fight the pathogens.
PF00147 3fib/FIBG_HUMAN 235 3088 Fibrinogen beta and gamma
chains, C-terminal globu-
lar domain is one part of
fibrinogen-protein. It is a
glycoprotein that during the
process of blood clot forma-
tion is transformed into the
clot that covers the wound.
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PF00149 1it6/PP1G_HUMAN 201 21191 Calcineurin-like phospho-
esterase family consists
of diverse set of phospho-
esterases, enzymes catalysing
reactions involving phosphor.
PF00150 4hty/I6PLH5_9BACT 281 2882 Cellulase (glycosyl hydralase
family 5) is one of the
more than 100 glycoside hy-
dralase families. Glycoside
hydralases are enzymes that
break the glycosidic bond
between two carbohydrates
or carbohydrate and a non-
carbohydrate.
Table 11: Additional PFAM-families used in our extended
study (ID>150). For each family, all comparison structures
from PDB used in this study are mentioned. Short sum-
maries of families are written based on the information from
PFAM.
PFAM-
ID
PDB-ID\UNIPROT-
ID
N B SUMMARY
PF00160 2plu/A3FQA7_CRYPI 155 8885 Cyclophilin type peptidyl-
prolyl cis-trans iso-
merase/CLD is a family
of catalysing enzymes found
in all organisms studied this
far. Members of the family
might also play a role in cell
signalling and function as
chaperones.
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PF00179 4a49/UB2D2_HUMAN 139 6106 Ubiquitin-conjugating
enzyme family contains
enzymes that take part in
the degradation process of
proteins that are degraded in
proteasomes.
PF00219 2dsr/IBP4_HUMAN 53 412 Insulin-like growth factor
binding protein (IGFBP)
family is a collection of
proteins that carry hormone
Insulin-like growth factor 1
(IGF-1). IGFBPs lengthen
the half-life of IGF-1 in
tissues.
PF00229 2hey/TNFL4_MOUSE 127 658 TNF (Tumour Necrosis Fac-
tor) family is a family of sig-
nalling proteins, called cy-
tokines, that can cause a cell
to undergo apoptosis.
PF00235 1hlu/PROF1_BOVIN 121 783 Profilin family proteins are
involved in restructuring
of actin-proteins in the
cytoskeleton and thus is
important in processes like
organ development and
wound healing. Profilins are
found in almost all cells in all
eukaryotic organisms.
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PF00236 1hcn/GLHA_HUMAN 96 172 Glycoprotein hormone (go-
nadotropin) family contains
mammalian, and some fish
protein hormones important
in regulating normal growth,
sexual development and re-
production.
PF00413 1fbl/MMP1_PIG 154 1770 Matrixin family contains en-
zymes that cleave peptides.
PF00692 1dut/POL_FIVPE 129 5144 dUTPase family contains hy-
drolysing enzymes, i.e. en-
zymes that cleave chemical
bonds by adding water.
PF00757 1nql/EGFR_HUMAN 149 548 Furin-like cysteine rich re-
gion domain is found in many
eukaryotic proteins that are
involved in signal transduc-
tion.
PF01030 1nql/EGFR_HUMAN 111 1598 Receptor L domain family
contains the ligand-binding
site of growth hormone recep-
tors.
PF01471 1ck7/MMP2_HUMAN 57 6739 Putative peptidoglycan bind-
ing domain is found in many
enzymes in bacterial cell
wall. It has been experimen-
tally shown to bind peptido-
glycans.
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PF02788 1svd/RBL1_HALNC 126 36040 Ribulose bisphosphate car-
boxylase large chain, N-
terminal domain is also a part
of RuBisCo (like the large
and small chains from the
previous table).
PF02793 3c5t/GLP1R_HUMAN
3iol/GLP1R_HUMAN
66 917 Hormone receptor domain is
an extracellular domain found
in many hormone receptors.
PF02861 1ksf/CLPA_ECOLI 53 11437 Clp amino terminal domain
is found in a couple of both
bacterial and eukaryotic pro-
teins. Function of the domain
is uncertain, but it may form a
binding site.
PF02984 1w98/CCNE1_HUMAN 118 1987 Cyclin, C-terminal domain is
part of the cyclin family pro-
teins. Cyclins control the pro-
gression of cells through cell
cycle.
PF03459 1b9m/MODE_ECOLI 64 3871 TOBE domain is found in
ATP-binding casette trans-
porters an it is thought to
be involved in recognition of
small ligands.
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PF03464 3agj/PELO_AERPE 133 797 eRF1 domain 2 is one part
of the so called release fac-
tor eRF1, which terminates
protein biosynthesis. Family
also includes proteins similar
to eRF1 in structure whose
function is not known. Many
of these proteins come from
archaebacteria.
PF03465 3agj/PELO_AERPE 113 819 eRF1 domain 3 is also part of
the release factor eRF1 (see
above).
PF06481 1cyw/CYOA_ECOLI 47 860 COX Aromatic Rich Motif
domain is found in one of the
components (COX2) of the
respiratory complex of plants
during asexual reproduction.
Function of this domain is un-
known.
PF07654 3bo8/B2MG_HUMAN
3bo8/1A01_HUMAN
2fd6/Q52L64_MOUSE
3dmm/HA12_MOUSE
83 11870 Immunoglobulin C1-set do-
main is found almost exclu-
sively from proteins of the
immune system, for example
in T-cell receptors.
PF07686 1ncn/CD86_HUMAN
3dmm/CD8B_MOUSE
114 9254 Immunoglobulin V-set do-
main is also found from pro-
teins of the immune system,
but in addition also in sev-
eral other proteins with vary-
ing functions.
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PF07724 1ksf/CLPA_ECOLI 171 13956 AAA (ATPases Associated
with diverse cellular Activi-
ties) domain family (Cdc48
subfamily) is a varying com-
bination of ATPses, enzymes
that catalyse decomposition
of ATP to ADP in a process
of freeing energy stored in the
bond of a phosphate ion.
PF08240 1y9a/ADH1_ENTHI 109 28934 Alcohol dehydrogenase
GroES-like domain is the
catalytic domain of alcohol
dehydrogenases, enzymes
that break down alcohol
to aldehydes or ketones in
humans and many other
animals. In some bacteria
and yeast, alcohol dehydro-
genases catalyse the opposite
reaction.
PF09067 3n06/PRLR_HUMAN 104 312 Erythropoietin receptor, lig-
and binding domain family
members are proteins that in-
teract with hormone Erythro-
poietin (EPO).
PF09213 1ml0/O41925_MHV68 376 7 M3 is a family of chemokine-
binding (chemical signalling
molecules) proteins found in
viruses.
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PF10431 1ksf/CLPA_ECOLI 81 12969 C-terminal, D2-small do-
main, of ClpB protein, is,
as the name suggests, part
of the protein ClpB which
is an enzyme involved in
disaggregation of proteins
and protein synthesis under
mild stress conditions.
PF11465 2ptt/CD244_MOUSE 108 22 Natural killer cell receptor
2B4 family contains trans-
membrane receptors found
primarily in natural killer
cells. These receptors play
a role in activating natural
killer cells, i.e. making them
toxic to certain cells.
PF12796 1k3z/TF65_MOUSE
1oy3/TF65_MOUSE
89 64466 Ankyrin repeats (3 copies), is
a family containing domains
that have three ankyrin re-
peats (PF00023) joined to-
gether.
PF12804 2w0w/GLMU_HAEIN 179 6414 MobA-like NTP transferase
domain family includes a
variety of domains of nu-
cleoside triphosphate (NTP)
transferases, enzymes trans-
ferring NTP from one com-
pound to another.
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PF13499 5pal/PRVA_TRISE 66 15515 EF-hand domain pair is a
family containing proteins
with a motif of two EF-hand
domains. EF hand-domains
are found in a large collection
of calcium-binding proteins.
PF13581 1l0o/SP2AB_GEOSE
1l0o/O32728_GEOSE
121 3779 Histidine kinase-like ATPase
domain family represents
several ATPase domains
found across different
ATP-binding proteins. Rep-
resentative members of the
family are histidine kinases,
signal transduction proteins
of the cell membrane.
PF13603 2ajg/SYL_ECOLI 185 3286 Leucyl-tRNA synthetase,
Domain 2 forms part of the
Leucyl-tRNA synthetase-
enzyme which catalyses
the joining of nucleic acid
L-leucine to transfer-RNA.
PF13637 3d9h/ASB9_HUMAN 54 4199 Ankyrin repeats (many
copies), is a family of
multiple ankyrin repeats
(PF00023, see previous table)
joined together.
PF13894 2wbt/B129_SSV1 24 14209 C2H2-type zinc finger fam-
ily contains a number of zinc-
finger proteins not included in
family PF00096 (see previous
table).
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PF13920 4a49/CBL_HUMAN
4a49/UB2D2_HUMAN
50 3136 Zinc finger, C3HC4 type is
another zinc-finger protein
family (see PF00096) from
previous table.
There are a couple of reasons for not including some families into this
study. The most obvious ones are that the family lacks any related struc-
tures with the desired resolution (less than 3.0 Å) or that the family has been
removed from PFAM. Most of the excluded families are, however, not in-
cluded due to technical issues related to downloading families and comparing
the sequence of the PDB-structure to the sequence found from the PFAM-
alignment.
For many excluded families, there probably exists a structure allowing
testing against contact predictions. The problem is that with the tools avail-
able, each structure had to be downloaded separately and the sequence com-
pared against the PFAM-sequence to be sure they indeed match. To be on the
safe side, only structures whose sequence matched the PFAM-sequence ex-
actly (or either one was a substring of the other) were included. On top of that,
along the course of the study, a couple of "bugs" surfaced in the Backmapper-
software used to conduct the position mapping between PFAM-alignments
and PDB-structures. Even though Martin Weigt and Bryan Lunt, the authors
of the software, were eager and quick to fix the code, of which I am very
thankful of, this forced me to redo the downloading and testing of structures
a couple of times eating a lot of time. The end result was that no more than
three different structures were tested for any given family, and if after that
still no matching sequence was found from structures, no further attempts to
find structures were made to prioritise use of time. In the following Table B,
for families for which this was the case, the reason for excluding is "Tested
structures did not match the PFAM-sequence".
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Table 12: PFAM-families among the 150 first that were not
used in our study along with the reason for excluding the
family.
PFAM-
ID
REASON FOR EXCLUDING
PF00001 Tested structures did not match the PFAM-sequence (see above for clar-
ification of this).
PF00002 No X-ray structure in PDB with resolution below 3.0 Å.
PF00003 No X-ray structure in PDB with resolution below 3.0 Å.
PF00004 Tested structures did not match the PFAM-sequence.
PF00010 Tested structures did not match the PFAM-sequence.
PF00015 Tested structures did not match the PFAM-sequence.
PF00023 Tested structures did not match the PFAM-sequence.
PF00029 No X-ray structure in PDB with resolution below 3.0 Å
PF00033 Tested structures did not match the PFAM-sequence.
PF00036 Tested structures did not match the PFAM-sequence.
PF00037 Tested structures did not match the PFAM-sequence.
PF00038 Tested structures did not match the PFAM-sequence.
PF00039 Tested structures did not match the PFAM-sequence.
PF00042 Tested structures did not match the PFAM-sequence.
PF00050 Tested structures did not match the PFAM-sequence.
PF00052 No X-ray structure in PDB with resolution below 3.0 Å
PF00054 Tested structures did not match the PFAM-sequence.
PF00057 Tested structures did not match the PFAM-sequence.
PF00060 Tested structures did not match the PFAM-sequence.
PF00063 Tested structures did not match the PFAM-sequence.
PF00064 Tested structures did not match the PFAM-sequence.
PF00065 This family has now been split into two distinct families, meaning there
is no list of corresponding structures available in PFAM.
PF00066 Tested structures did not match the PFAM-sequence.
PF00067 Tested structures did not match the PFAM-sequence.
PF00068 Tested structures did not match the PFAM-sequence.
PF00070 Tested structures did not match the PFAM-sequence.
PF00075 Tested structures did not match the PFAM-sequence.
PF00077 Tested structures did not match the PFAM-sequence.
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Table 12: continued...
PFAM-
ID
REASON FOR EXCLUDING
PF00078 Tested structures did not match the PFAM-sequence.
PF00079 Tested structures did not match the PFAM-sequence.
PF00080 Tested structures did not match the PFAM-sequence.
PF00083 No X-ray structure in PDB with resolution below 3.0 Å.
PF00088 Tested structures did not match the PFAM-sequence.
PF00090 Tested structures did not match the PFAM-sequence.
PF00093 No X-ray structure in PDB with resolution below 3.0 Å.
PF00094 No X-ray structure in PDB with resolution below 3.0 Å.
PF00095 Tested structures did not match the PFAM-sequence.
PF00097 Tested structures did not match the PFAM-sequence.
PF00098 Tested structures did not match the PFAM-sequence.
PF00099 This family has now been removed from PFAM, meaning there is no
list of corresponding structures available.
PF00100 Tested structures did not match the PFAM-sequence.
PF00102 Tested structures did not match the PFAM-sequence.
PF00103 Tested structures did not match the PFAM-sequence.
PF00104 Tested structures did not match the PFAM-sequence.
PF00108 Tested structures did not match the PFAM-sequence.
PF00109 Tested structures did not match the PFAM-sequence.
PF00110 No X-ray structure in PDB with resolution below 3.0 Å.
PF00113 Tested structures did not match the PFAM-sequence.
PF00115 Tested structures did not match the PFAM-sequence.
PF00117 Tested structures did not match the PFAM-sequence.
PF00118 Tested structures did not match the PFAM-sequence.
PF00119 Tested structures did not match the PFAM-sequence.
PF00120 Tested structures did not match the PFAM-sequence.
PF00124 Tested structures did not match the PFAM-sequence.
PF00128 Tested structures did not match the PFAM-sequence.
PF00130 Tested structures did not match the PFAM-sequence.
PF00131 Tested structures did not match the PFAM-sequence.
PF00133 Tested structures did not match the PFAM-sequence.
PF00138 This family has now been removed from PFAM, meaning there is no
list of corresponding structures available.
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Table 12: continued...
PFAM-
ID
REASON FOR EXCLUDING
PF00140 Tested structures did not match the PFAM-sequence.
PF00144 Tested structures did not match the PFAM-sequence.
PF00145 Tested structures did not match the PFAM-sequence.
PF00146 No X-ray structure in PDB with resolution below 3.0 Å.
PF00148 Tested structures did not match the PFAM-sequence.
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C Appendix C
Figure 30: Score from asymmetric plmDCA as a function of real distance for
all position pairs in families from Tables B and B. The separate vertical line
at a couple of øangström distance corresponds to immediate neighbours along
the amino acid chain.
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Figure 31: Average TP-rates for family PF00006 for 10 runs both with asym-
metric plmDCA (blue) and asymmetric plmDCA with counting gaps of length
one column-wise. The error bars correspond to one standard deviation. For
asymmetric plmDCA, all runs result into exactly same predictions.
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Figure 32: Average TP-rates for family PF00017 for 10 runs both with asym-
metric plmDCA (blue) and asymmetric plmDCA with counting gaps of length
one column-wise. The error bars correspond to one standard deviation. For
asymmetric plmDCA, all runs result into exactly same predictions.
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Figure 33: Gap density in alignment (red) and g-parameter values (green)
after inference for PF00011.
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Figure 34: Gap density in alignment (red) and g-parameter values (green)
after inference for PF00028.
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