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El descorazonador resultado de Arrow y sus variantes nos llevan a 
introducir otros planteamientos a un problema que aparentemente estâ 
cerrado si se ataca bajo los supuestos clSsicos. En concreto, en es­
ta memoria introduciremos un tratamiento dentro de la teorla de con- 
juntos difusos del problema de la decisiôn n-personal, sin tener en 
cuenta los factores propios de la teorîa de juegos y equlpos ni de - 
las decisiones secuenciales. Atacaremos pues el problema estâtico —  
sin posibles estrategias.
Las piezas fUndamentales de la decisiôn de grupos son bien conoc^ 
das: el conjunto de alternatives, el conjunto decisor, las preferen- 
cias individuales y la funcidn social. Supondremos que el primero es 
tS descrito exhaustivamente y de manera nîtida (aunque, como dice —  
Dacrey,1979, la difusidad de las alternatives es a veces lo ôptimo) . 
Respecte al conjunto decisor, en general tambiên se supondrâ nîtido, 
aunque se pesen cuando sea necesario sus opiniones (se deben medir - 
sus grados de afectaciôn por el problema general y las alternatives 
concretes; no séria mSs que introducir sendos grados de pertenencia 
al conjunto decisor). Las preferencias, tanto individuales como del 
grupo, habrSn de imponerse relaciones binaries difusas, cuyas propie 
dades generalizanalas de las relaciones nitidas (ver los trabajos de 
Zadeh, Orlovsky, Trilles, Azorin y Pardo).Aunque a nuestro entender 
algunas de taies propiedades se definen usualmente de modo excesiva- 
mente fuerte, que nos llevan a menudo a obtener propiedades no desea 
bles. Por ejemplo, observamos une confusiôn grande acerca de la tran 
sitividad difusa, acerca de la cual se proponen multitud de alterna­
tives (Dubois-Prade, 1980; Zadeh, 1971; Bezdek-Harris, 1978; Trilles, 
etc). Aunque muchas de elles coincidan bajo la hipôtesis de recipro- 
cidad, es significativo que el grado de pertenencia a la relaciôn d^ 
fusa de par (x,x) sea introducido axiomâticamente, y ni siquiera de 
modo generalizado. Habrâ que plantearse la cuestiôn de la necesidad 
de la hipôtesis de reciprocidad, y la cuestiôn de cômo quedan - o de
ill
ben quedar - reflejadas las Indiferenclas difusas. Pero la transiti- 
vidad no es m&s que un tipo de "racionalidad" que se les exige a los 
individuos y al grupo. Y algo perfectamente coherente con la filoso- 
ffa de conjuntos serfa la bûsqueda de grados de racionalidad, para - 
luego poder exigir simplemente un mfnimo.
La funciôn social, que en general asocia a cada perfil de ôrdenes 
de preferencias difusas un orden de preferencias difusas para la so- 
ciedad, admite idéntica crftica respecte a su "racionalidad", pero - 
también se ha de cuestionar si esa ordenaciôn es el objeto persegui- 
do (el problema puede quedar resuelto simplemente con la existencia 
de una alternativa ôptima, o alguna satisfaciente, sin mâs). Campbell, 
por ejemplo, distingue las funciones de preferencia (Arrow) de las - 
soluciones algoritmicas, en varias etapas, que s6lo buscan acercarse 
a un "ôptimo".
En el capitule primero daremos un repaso a resultados clâsicos, - 
siguiendo a Monjardet (1978) en la distinciôn inicial de los diferen 
tes tipos de resultados, que agruparemos en très lineas fundamenta—  
les : las de Blac)c, Arrow y Sen.
El capitule segundo se dedica al problema de la racionalidad como 
propiedad difusa, la cual nos exigirâ una elaboraciôn coherente de la 
difusidad, a la que en general le asignaremos un origen ontolôgico —  
(Azorin, 1981, estructura en cinco las formas fundamentaltes de orig^ 
narse la difusidad). Se definirS la caracteristica difusa (que no es 
el conjunto difuso clSsico) y el espacio de caracteristicâs difusas, 
que no sôlo generalize a NowaKowska, sino que incluye, con variacio- 
nes no sustancîales, las funciones medibles y las variables difusas, 
conceptos que distinguimos para hablar en cada caso de difusidad com­
prehensive y extensive. Definimos también las relaciones de opinién - 
difusas (que tampoco son las de preferencia clâsica), aportando defi- 
niciones coherentes de sus propiedades; en concrete se darS un giro - 
absolute a las nociones dè aciolidad y orden, al concebirlas no nitida 
mente, y se aplicarSn los resultados a la conocida paradoja del azucar,
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Los nueVOs concèptos de relaciôn binaria de opiniôn difusa y de 
aciclidad se aplicarSn en el tercer capitule al problema de la deci- 
siôn de grupos, segün dos metodologias:
- la axiomâtica, donde se obtienen teoremas de existencia bajo —  
condiciones éticas.
- la multicriterio, donde por una parte se estudiarSn las conexio 
nés entre la racionalidad-aciclidad y el consenso-aceptaciôn de la - 
decisiôn; y por otra parte se generalizarS el algoritmo de Siskos et 
al.
Por ûltimo, quiero agradecer al Profesor Sixte Rios Garcia la d^ 
recciôn de esta tesisj^  asl como su ayuda constante.
Madrid, Cünio de 1981
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CAPITULO I
RESULTADOS CLASICOS DE IMPOSIBILIDAD Y POSIBILIDAD
I.I.- La paradoja de Arrow
En su ya clâsico libro "Social Choice and Individual values" (1951, 
y en ediciôn corregida de 1964), Arrow se plantea la existencia de - 
un orden complete entre las alternativas que refleja las preferencias 
sociales, a partir de las preferencias de los individuos del grupo, - 
expresadas segûn ôrdenes completes. La idea era obtener una estructu­
ra "racional" (en el sentido concrete de orden complete) entre las a^ 
ternativas a partir de individuos "racionales" (en idéntico sentido): 
cse derivarâ siempre, un orden complete social a partir de ôrdenes —  
completes individuales?
La informaciôn de entrada Ciiçiut) se supone que présenta en la for­
ma de n relaciones binarias, una por cada decisiôn, y estas n relacio 
nés son la ûnica informaciôn utilizable. Arrow partirâ pues de un con 
junte D = {d,d2 .. d^} de decisores, un conjunto A = {a^a^ .. a^} y - 
alternativas, y un conjunto de relaciones binarias { . v R^},
R^CZ A X A
La informaciôn de salida (output) serâ una nueva relaciôn binaria 
social
R CZ A X A
y a cada una de las n+1 relaciones binarias habrâ que exigirles algu­
nas propiedades que se consideren necesarias para que sean racionales 
en algûn sentido.
He aquî algunas propiedades que podrîamos exigir (Suppes, 195 7, ca 
pîtulo 10):
DEFINICION 1.1.- Sea R (H A x A relaciôn binaria definida en A.
Entonces se dirâ que
i) R es reflexiva si y sôlo si para todo a e A se tiene que
a R a : (a,a) G R, V a G A.
ii) R es simëtrica si y sôlo si para todo par a,b G A se cum-
ple que si
a R b ===>b R a




iv) R es asimétrica si y sôlo si 
a R b ===>b R a
(notâmes por R la negaciôn de R, es decir ;
b R a équivale a (b,a) 0 R).




vi) R es cuasitransitiva si y sôlo si
a R b Â b R a a R c
b R b -1 c R b c R a
vii) R es compositiva si y sôlo si
a R b b R d
==> 3 d tal que 
a R c c R d
viii) R es compléta si y sôlo si
a R b V b R a Va, E G A
En principio nos movemos en el aspecto normative de la decisiôn - 
de grupo, no en el descriptive : se trata de aproximar el aproximar 
el comportamiento de individuos "racionales" en algûn sentido. Arrow 
definirâ esta racionalidad como el establecimiento de lo que se cono 
ce usualmente como un preorden complete u orden débil (relaciôn bina 
ria reflexiva, transitiva y compléta). Exige asl la existencia de —  
n+1 relaciones taies que en n de ellas, a R^ b tiene el significado 
de "el individuel considéra que a es al menos tan buena como b.", —  
dândoles a cada decisor a escoger una entre las siguientes opciones 
para cada par a,b de alternativas :
(1)i prefiere a estrictamente a b :
a b <==> a R^ b b R a
(2)i prefiere b estrictamente a a ; b a.
(3)i es indiferente entre a y b :
a b <==> a Rj b /> b R^ a
(Es interesante senalar que mientras Arrow parte de las preferen­
cias débiles para définir a partir de ellas la indiferencia y la pre­
ferencia estricta, otros autores como Fishburn (1973) toman como pun- 
to de origen la preferencia estricta; la causa de este cambio, sin —  
ninguna trasceUdencia en la elaboraciôn de la preferencia social, es-
tâ en que parece mâs fScll determinar directamente, descrlptivamente, 
hablando, las preferencias estrictas que las débiles).
En general se puede hablar de las Reglas de Decisiôn de Grupo 
(Sen, 1969) :
DEFINICION 1.2.- Una Régla de Decisiôn de grupo es una aplicaciôn —  
que hace corresponder a cada conjunto ordenado de n preferencias in­
dividuales (débiles) una y sôlo una preferencia dêbil social.
(Obsérvese que no estamos todavîa imponiendo ninguna restricciôn 
ética a priori a dichas relaciones binarias de preferencia).
Si el objetivo es entresacar la alternativa socialmente mejor, pa 
rece necesario dar las siguientes definiciones 
(P«attanaik, 1971) :
DEFINICION 1.3.- Dado un subconjunto S CZ A se define el conjunto de 
elecciôn C(S) - Choice Set - como
C(S) = {x e S ,, X R y , V y e s }
Es decir, el conjunto de alternativas en S taies que son al menos 
tan buenas como cualquiera de las demâs alternativas en S.
DEFINICION 1.4.- Dado un subconjunto S CZ a , se define el conjunto ma 
ximal M(S) como
M(S) = (x e S y P X , V y e s }
Es decir, que ningûn elemento de M(S) es preferido estrictamente 
por algûn elemento de S. Y se demuestra entonces la siguiehte propie 
dad :
PROPOSICION 1.1.- Sea R una relaciôn binaria definida en A y un sub-
conjunto S de A. Entonces C(S)CZ M(S) y son Idënticas cuando R corn-' 
pleta sobre S.
Demostraciôn : Supongamos un k 6 C(S) arbitrario. Por définieiôn, te 
nemos que x 6 S y x R y para todo y 6 S, lo cual implica que y P x, 
luego X e M(S). Por otra parte, si suponemos que R es compléta en S, 
sea X e M(S); entonces tendremos que y P x, V y 6 S, pero por ser R 
compléta esto implica que x R y, es decir, x 6 C(S).
Pero es claro que el Conjunto de Elecciôn sôlo da base para la de 
cisiôn, caso de no ser vaclo. Basta considerar el conjunto S formado 
por dos alternativas no comparables para ver que M(S) = S / 0 ,  y no 
sabremos sin embargo cômo escoger alguna de las dos (Pattanaik, 1971) 
Nos interesarân pues las siguientes definiciones:
DEFINICION 1.5.- Dado un subconjunto S de A, una funciôn de elecciôn 
social (S C F) definida sobre S es toda aplicaciôn que define un con
junto de elecciôn no vacîo para cada subconjunto no vacio de S --
(Arrow, 1951).
Y aunque el conjunto de elecciôn tenga mds de una alternativa, '—  
cualquiera de éstas nos serâ vSlida, pues cualquiera de ellas es al 
menos tan buena como las demâs.
DEFINICION 1.6.- Una Funciôn de Decisiôn Social (S D F) es una régla 
de decisiôn de grupo tal que cualquier relaciôn de preferencia social 
de su recorrido (imagen) genera una funciôn de elecciôn social en A.
Es évidente que si R no es reflexiva o no es compléta en A, enton 
ces no puede generar una funciôn de elecciôn social: si existe x 6 A 
tal que x R x es claro que C( {x} ) = 0; y si existen x,y 6 A, x / y
tales que x R y y y R x, entonces de nuevo C({x,y} ) =0. Sin em—  
bargo, la reflexividad y la completitud no son suficientes para ase-
gurar que R genere una S C F ; baste considerar R reflexiva con --
(x P y y y P z y zP x ) ,  intransitiva en esta terna, para que —  
C ( {x,y,z} ) = 0. Volveremos mâs adelante sobre las condiciones de 
existencia de la S C F. Lo que si importa hacer notar es que ha apa- 
recido una condiciôn de racionalidad distinta de las anteriores : la 
reflexividad, transitividad y completitud las propusimos primeramen- 
te como condiciones para que las preferencias queden expresadas "ra- 
cionalmente".
El exigir que los conjuntos de elecciôn sean no vacios desde lue- 
gc es una peticiôn de racionalidad, pero en la linea de la utilidad; 
con la régla de decisiôn social se deben tomar decisiones dentro, —  
claro estâ, de ese conjunto de elecciôn social. Es decir, que asi co 
mo antes haciamos incapië en la racionalidad de los individuos y del 
grupo social; y cabe preguntarse también sobre la racionalidad de la 
régla en si. Por ejemplo, parece razonable permitir que los indivi—  
duos tengan libertad plena de opiniôn (que puedan escoger cualquiera 
de las relaciones de preferencia, que estamos suponiendo preordenes 
completos), y otras restricciones que mâs que de racionalidad serian 
cuestiones acerca dé si la régla es éticamente aceptable o no (Luce- 
Raiffa, 1957 ; Pattanaik, 1971).
Asi, por ejemplo, Arrow buscô condiciones para lo que llamo "fun­
ciones de bienestar social", caso concreto de S D F:
DEFINICION 1.7.- Una Funciôn de Bienestar Social" (S W F) es una re—  
gla (o proceso) tal que a un conjunto de n ôrdenes completos ( uno
por individuo) asigna un orden complete, que refleja la preferencia 
social.
Memos dado aquf el concepto de S W F en la linea de Arrow (1951). 
No corresponde exactamente a la que da Pattanaik (1971). De todas - 
formas, el tërmino S W F  (Social Welfare Function) fue propuesto -- 
por Bergson (1939,1948) y desarrollado primariamente por Samuelson 
(1947). La funciôn de bienestar social de Bergson (o Samuelson) es _ 
una funciôn real que asigna un indice de bienestar social a cada es 
tado de la naturaleza, y lo que presentamos en el capitulo III esta 
rS en parte en esta linea. La S W F de Arrow asigna ordenaciones. Es 
évidente que toda S W F de Bergson détermina una ûnica S W F de Arrow, 
pero no al rêvés.
Una vez establecido que lo que nos interesa, siguiendo a Arrow, —  
son las S W F, procuré Arrow imponer a la régla algunas condiciones - 
éticas o de sensatez para las S W F; adoptando la notaciôn de Arrow;
CONDICION 1* ("dominio no restringido" (*)): El dominio de la régla -
de decisiôn social contiene a todas las combinaciones lôgicas posi--
bles de preôrdenes (ôrden débil) completos individuales.
CONDICION P ("Unanimidad Pareto") ; Para cualouiera x, y 6 A se tiene 
que si x P^ y, Vi, entonces x P y ( si x es preferido a y de manera - 
estricta y unânimemente, entonces la sociedad prefiere estrictamente 
X a y) .
CONDICION 3.- ("Independencia de alternativas irrelevantes"): Sean R
(*) Usamos la terminologia de Sen. Arrcw no puso nombre especial a esta condiciôn.
y R' las relaciones débiles de preferencia social correspondiente a 
(Rÿ .. y {Rj,' .. R^} . Sea S un subconjunto de A y sean C (S) y -
C(S) los conjuntos de elecciôn generados por R y R' respectivamen- 
te, Entonces, si
X R. y <===> X R' y
1 ===> c(S) = C(S)
V x,y e s ,  Vi
(es decir, si los individuos no cambian las relaciones entre elem 
tos de S, los conjuntos de elecciôn de S no varîan).
CONDICION 5.- ("Mo dictadura"): No existe ningûn individuo 1 tal que 
para cualesquiera x,y 6 A tal que x y, entonces el grupo opina —
X P y, independientemente de las ordenaciones de los demâs individuos
El resultado es el conocido ;
TEOREMA 1.1.(de Imposibilidad) : Si S tiene al menos très alternati­
vas y el grupo al menos dos individuos, las condiciones l',P,3 y 5 - 
son incompatibles.
Demostraciôn : Sen (1970 a); la de Arrow es muy oscura.
Se pueden imponer otras condiciones a las S W F, obteniendo otros 
teoremas de Imposibilidad. El expuesto corresponde al de Arrow (teo­
remas 2, pâg. 97 de la ediciôn de 1964). Por ejemplo, la
CONDICION 1 : En el conjunto A existe al menos un subconjunto S de - 
très alternativas tal que para cualouier conjunto ... de orde­
naciones sobre S existe algûn conjunto admisible ... R^ de ordena 
sobre A tal que x y si y sôlo si x y.
Esta condiciôn viene a exigir la existencia de alguna tripleta —  •
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"libre", entre las que admitamos cualauier ordenaciôn; notas que la 
anSloga condiciôn 1' exige, no nue exista al menos una, sino que to 
das las tripletas sean libres. Fpte punto es clave en la historla - 
del Teorema ‘de Imposibilidad, cuya primera versiôn (Arrow, 1951, ca 
pîtulo 5) era incorrecta, como mostrô Blau (1957). Mâs adelante de- 
tallaremos este asunto.
CONDICION 2.- (Asociaciôn Positiva) ; Sea P. y R' las relaciones de
preferencia sociales correspondientes a los conjuntos {Ry ... R^} y 
{R^  ... R^} de ordenaciones individuales, relacionados ambos de la 
siguiente forma : para a y b dos alternativas distintas de X
a R^ b <===> a b
X I^ b ===> X b
X P^ b ===> X P^ b
Entonces, si x P y ==> x P' y, y si x I y ==> x R' y.
0 sea, que si Se hacen modificaciones en las preferencias indivi­
duales a favor de x, su situaciôn en la estructura de preferencias - 
social no empeora.
CONDICION 4.- (Soberanla Ciudadana) Para cualquiera x,y 6 A existe -
un conjunto de ordenaciones individuales para el cual x P y.
CONDICION A .- (Anonimato). Sean {r^.. R^} y {R^  .. R^} dos conjun—
tos de ordenaciones del dominio de una régla de decisiôn de grupo, a 
los que asigna las relaciones débiles de preferencia débil R y R', —  
respectivamente. Se dice que existe anonimato si
11
==> R = R'
= Rj. V i / j,k
CONDICION N .- (Neutralidad). Sean (x,y) y (z,w) dos parejas ordena—
das de alternativas. Se dice que existe neutralidad si para todo in­
dividuo i
a R^ b <==> a R^ b V a,b / x,y,z,w
y adernSs
x R^ a <-=> z R| a
a R^ X <==> a R| z
y R^ a <==> w Rî a
a R^ y <==> a R^ w
V a /  x,y,z,w
y también
X R^ y <==> z R^ w 
y R^ X <==> w Rj^ z
entonces se verifica
X R y <===> z R'w
Por tant?fmientras el anonimato exige que toda permutacién entre 
las ordenaciones de los individuos deje R invariable , evitando cual_ 
quier discrimlnaciôn entre los individuos, la neutralidad asegura —  
que cualquier permutacién entre las alternativas en las preferencias 
individuales produce idéntica permutacién en la ordenaciôn social, e 
vitâtido cualquier discrimlnaciôn entre las alternativas.
Ambas condiciones, asl como la siguiente, se deben a May (1952).
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Èsta nos dice que si originalmente x R y y se hacen modificaciones 
a favor de x, entonces x pasa a ser preferido a y ;
CONDICION RP.- (Responsividad Positiva): Sea (x,y) par ordenado de - 
alternativas. Supongamos que para todos a,b distintos de x es
a R^ b <==> a R| b Vi
X P^ a ==> X Pj^ a V^
X I a ==> X R| a Vi
y que ademâs existe i tal que
X I^ y A X Pj^ y
o bien y P^ x a x  R^ y
Entonces x R y ==> x P y
QONDICION 2'.- Si la régla de decisiôn de grupo da x P y para ciertos 
X e y y cierto conjunto de ordenaciones individuales, y se modifican 
algunas de éstas a favor de x (relative a y), sin modificar la rela—  
ciôn entre ambas en las demâs, entonces la régla sigue asignando x P Y 
(Murakami, 1961) .
CONDICION 5'.- Entre todas las tripletas de alternativas, que satisfa 
cen la condiciôn 1, existe al menos una tal que ningûn individuo es - 
dictador respecte a dicha tripleta (Murakami, 1961).
El origen de estas dos ûltimas condiciones radica en el intente de
Murakami de superar el fallo de Arrow en su primera ediciôn sin modi- 
ficar la condiciôn 1. A la luz del contraejemplo que encontrô Blau se 
verâ claro el porqué de tal exigencia. La condiciôn 2' sôlo se intere 
sa en las comparaciones èntre x e y, mientras que la 2 de Arrow lo ha
ce en todas las comparaciones en las que aparece x : en aquélla las -
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(nodificaciones se hacen mejorando x relativamente a y; Arrow mejora 
la posiciôn de x ante alguna alternativa, en general.Nadie que aoepte 
la condiciôn 2 rechararS la 2', aunque sea mâs fuerte. Anâlogamente 
con la condiciôn 5' y la 5, la sustituciôn es muy razonable.
CONDICION L* ; (Minimo libéralisme) : Existen al menos dos individuos 
i,j taies que cada uno es decisive sobre un par de alternativas : e- 
xisten cuatro alternativas (très de ellas distintas) taies que
X ÿ ==> X P y
y P^ X ==> y P X
z Pj w ==> z P w
w Pj z ==> w P z
CONDICION L ** : Existen al menos dos individuos i,j y dos pares orde 
nados de alternativas distintas (x,y) y (z,w) taies que
X Pj, y ==> X P y
z Pj w ==> z P w
con x,y,z,w todos distintos entre si.
CONDICION il*** : Existen al menos dos individuos i,j y dos pares or- 
denados de alternativas distintas taies que
X Pj^ y ==> X P y
z Pj w ==> z P w
con X / z e y / w.
CONDICION AUI : (Ausencia de Indiferencia Universal).El recorrido de
la régla de decisiôn no estâ formado ûnicamente por la relaciôn de - 
preferencia que asigna indiferencia a cada par de alternativas
14
^Hanson, 1969).
Las très condiciones de libéralisme tratan de defender de algûn mo 
do valores "libérales" en el sentido de que toda persona sea libre de
hacer lo que quiera en algo (L), que al menos haya dos individuos que
lo puedan hacer (L*); estas dos dan libertad ante algûn conjunto de - 
dos alternativas, mientras que L** y L*** generalizan al caso de pare 
jas ordenadas. Es fâcil ver que L implica L*, que L** implica L*** y 
que L* implica L***.
Otras condiciones son variantes de la que hemos llamado Condiciôn 
Pareto :
CONDICION MPC : (Criterio Débil Pareto) :
X P^ y Vi ==> X P y
X Ij^ y Vi ==> X I y
Arrow (1951) propuso que las condiciones 1,2,3,4 y 5 eran incompa­
tibles para S W F, pero Blau (1957) demostrô la invalidez de este re­
sultado, construyendo una régla de decisiôn de grupo que es S W F y 
satisface las cinco condiciones. La clave de dicho contraejemplo estâ 
en que mientras la Condiciôn 1 se refiere a una ûnica tripeta, la con 
diciôn 5 se establece en términos de todas las tripletas. Asl puede - 
existir un "dictador"que no lo es en el conjunto total, pero que lo - 
sea en un subconjunto suyo. En concreto, puede existit una sola tri—  
pleta "libre", y un individuo que se a dictador sôlo sobre esa triple­
ta. Un modo de arreglar el fallo es sustituir la condiciôn 1 por la - 
1', y la filosofla negativa de Arrow se mantiene.
A partir de entonces se han elaborado multitud de Teoremas de Impo
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posibilidad. He aquî una pequena relaciôn para S W F :
TEOREMA 1.2. (Murakami, 1961) : 1,2',3,4 y 5' son incompatibles. 
TEOREMA 1.3. (Arrow, 1964) : 1',3,5 y W P C son incompatibles.
TEOREMA 1.4 (Arrow, 1964) : 1,3,5' y W P C son incompatibles.
TEOREMA 1.5. (Arrow, 1964) : 1',2',3,4 y 5 son incompatibles
TEOREMA 1.6. (Arrow, 1964) : 1',2,3,4 y 5 son incompatibles.
TEOREMA 1.7. (Hanson, 1969) : N,A, AUI,1' y 3 son incompatibles. 
TEOREMA 1.8. (Sen,1970 a); 1',A,N y RP son incompatibles.
TEOREMA 1.9. (Sen, 1070 b) : 1',P y L* son incompatibles.
TEOREMA 1.10. (Sen, 1970 a) : 1',P y L** son incompatibles.
TEOREMA 1.11. (Sen, 1970 a) : 1',P y L*** son incompatibles.
Natùralmente, estos resultados son vSlidos imponiendo la no trivia 
lidad del problema : que el ndmero de individuos sea âl menos dos y - 
el nûmero de alternatives al menos très.
Para ampliar el nûmero de estos resultados de Imposibilidad, ver - 
Fishburn (1973), Sen (1977) y sobre todo Kelly (1978).
Tenemos pues mâs o menos resuelta la respuesta negative al problema 
de decisiôn de grupo, bejo un tratamiento del mSs puro enfoque de la - 
l6gica aristotëlica. Habrâ que buscar entonces respuestas positivas —  
(teoremas de posibilidad y reglas de elecciôn concretes), y parejo a - 
ello irë una critica a las condiciones que hacen posible los teoremas 
de Imposibilidad.
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I.2.- Teoremas de Posibilidad
Los primeros intentos de resolver los problemas de elecciôn en gru 
pos o comités ("cualquier grupo de personas que toman una decisiôn me 
diante una votaciôn”, como lo define Black^ 1958), son en gran medida 
pragmâticos, büsqueda de reglas de votaciôn en el sentido no técnico. 
Asî sé deben destacar a Borda (1733’~1799) , Condorcet (1743’-1794) , 
Laplace (1749-1827), Nanson (1850-1936), Gai ton (18i?i2-1911) y Dodgson 
(1832-1898) , que no utilizan demasiado aparato matemStico. Black, con 
"The Theory of Committees and Elections" (1958) lleva a cabo un magn^ 
fico resumen de esta llnea. Pero una vez que es conocido el enfoque - 
Arrowniano no parece razonable estudiar el problema de la votaciôn —  
sin referirse a él; asî se pueden ver los trabajos de Jacobs (1979) . 
QuizS el libro' de Black hubiese tenido un esquema radicalmente distin 
to de incorporer los resultados de Arrow (1951); de esta ausencia se 
lamenta el propio Black, pero su obra sigue perteneciendo a los clSsi 
cos del tema, al resumir lo llevado a cabo hasta el primer cuarto de 
siglo.
Borda nota que la votaciôn simple puede escoger una alternativa e- 
quivocada. Y pone mSs o menos el siguiente ejemplo : un grupo de 21 - 
individuos con très alternatives A,B,C, résulta que 8 de ellos tienen 
una estructura A > B > C, siete B > C > A y seis C > B > A; entonces 
la votaciôn directe darla una mayorla simple a favor de la alternati­
va A, cuando es la soluciôn menos preferida para trece de los 21 indi^  
viduos. Borda propone un método de las marcas que no es mâs que una - 
ponderaciôn, grados de mérito : ordenSndolos de peor a mejor, cada de 
cisor de unos pesos a, a+b, a+2b, etc. Se suman las puntuaciones de -
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&odos los individuos, y la alternativa con mayor calificaciôn serîa - 
la escogida socialmente. Es trivial ver que el resultado es indepen—  
diente de los valores a y b que se escojan. Asî, en el ejemplo, A ten 
drîa una puntuaciôn (tomando a=b=l) de 37, mientras que B y C bbten—  
drîan 49 y 40 respectivamente, con lo que B serîa la acciôn elegida,
Condorcet propone varios métodos de elecciôn. En su conocido Essai, 
terriblemente oscuro en estos aspectos, élabora un sistema relaciona- 
do con la teorîa de la probabilidad. Cada elector tiene una probabil 
dad V ("vérité") de dar con la decisiôn correcte, y una probabilidad 
e = 1-v ("erreur") de equivocarse (pensar por ejemplo el caso de de—  
clarar a un acusado culpable o inocente; en la elecciôn entre varios 
candidatos este planteamiento no es tan claro). Luego lleva a cabo u- 
na generalizaciôn a varias alternatives.
Lo que sî nos parece interesante es recalcar un factor psicolôgico 
que sugiere el tratamiento de Condorcet con otros posteriores basados 
en las funciones de bienestar social: en su planteamiento subyace la 
existencia de una "verdad" contra una "mentira", o de algo mejor fré­
té a algo peor, socialmente hablando. Cada individuo busca honradamen 
te lo mejor "para todos", y tratando la informaciôn como variables es 
tadîsticas, cada opiniôn podrîa suponerse como una muestra de una po- 
blaciôn Bernouilli de parSmetro p, donde es de esperar que p sëh mayor 
que 0.5, para que sea cierto aquél conveneimiento de que "la mayor -- 
parte de las veces, la mayorîa de las personas no se equivoca". Sin - 
embargo, la utilizaciôn de las S W F -o cualquier otro sistema basado 
en filosofias hedonistas - lo que busca es "agradar", contestar, al - 
mayor nûmero posible de gente, conseguir que el descontento social --
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sea el mînimo posible. Se tratarla de un razonamiento dentro de la 1^ 
nea subjetivista, frente al bbjetivismo del anterior,
Laplace siguiô una idea parecida a la de Borda, que tajnbiên admite 
estrategias de votaciôn que pueden alterar gravemente la decisiôn. De 
ahî que Borda exigiese en alguna ocasiôn la honestidad (My Scheme is 
only intended for honest men", traduce Black).
Dodgson, mas conocido como Lewis Carroll, tiene una serie de cartas
y articules realmente ingeniosos sobre el tema (ver la recopilaciôn en
Black, 1958) .
Galton hace ya referenda a las curvas de preferencia unlmodales 
("single - peaked"), mejor analizadas por Black, Arrow y Fishburn ;
DEFINICION 1.10. Una estructura de preferencia (A,D), con A un conjun- 
to de alternatives y D una n-upla de ôrdenes parciales y completes, se 
dice que es unimodal si y sôlo si existe un orden lineal en A tal que 
para cada i 6 {1,2, .. n} existen X^, Y disjuntes taies que
Xi U Y iU  = A
(a,b) 6 (X^  X y^) (J (Y^  X Z^ ) U (X^  X Z^ ) => a < b
a,b e X^ con a < b ==> b a
a,b e Y^ ==>a b
a,b e con b < a ==> b >i a
(a,b) € (X^  Z^)x Y^ ==> b >j[ a
a < b < c con a - j ^ b y b r - ^ z  ■==> a ~i z
Esta complicada definiciôn, formalizada por Fishburn (1973) a par—  
tir de Black, corresponde al caso en el que las alternatives se pueden 
ordenar de tal modo que las preferencias de todo individuo alcancen su
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mâxlmo en una zona Y^, y son menos preferidas cuanto mâs nos aiejemos 
de esa zona, por cada lado.
Entonces Black demostrô que :
TEOREMA 1.12. Si Todas las preferencias son unimodables, entonces e—  
xiste un conjunto de alternatives tal que todo elemento de él se impo 
ne por mayorîa simple a las alternativas fuera de dicho conjunto, y - 
no se impone a las que estâh dentro.
Black propone que esa indiferencia se décida mediante un présiden­
te ("chairman"). Es évidente que de este modo se esté rechazando la - 
hipétesis de Universalidad de Arrow.
LEMA.- Sea D = (<^ , .. <^ ) una n-upla de ôrdenes parciales estric-
tos sobre un conjunto finito y no vacio a . Entonces (A,D) es unimodal
si y sôlo si existe un orden lineal < en A tal que, para cada - --
i e {1, .. n} existen unos ûnicos a^ ,bj^  6 A con taies que
a) X < y ^  a^ ==> y >i x
b) < X £ bi , a^ < y < b^ ==> x y
c) b^ i y < X ==> y X
d) (x < a^ ô b^ < x), a^ ^  y < b^ ==> y x
e) X < y < z, x ~ ^ y ,  y z ==> x z
Demostraciôn : Fishburn (1973).
TEOREMA 1.13.- Sea A finito y (A,D) unimodal, con < y los a^ y b^ co­
mo en el lema. Sea c^,c^ .. Cg^ una reordenaciôn no decreciente 
(Ci < c^^^) del conjunto formado por todos los a^ y los b^. Entonces 
existe un conjunto no vacio de alternativas taies que ninguna alterna
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tiva de A se impone (estrictamente) a alguna de ellas por el método 
de la mayorîa simple ;
R(A,D) = (x e A „ < X < Cn+i^
(Fishburn, 1973)
COROLARIO.- Sea A finito y (A,D) unimodal con a^ = b^ para cada i. Su 
pongamos la ordenacién a^ < a^ < ...< a^, Entonces
P.(A,D) - (n+1) /2  ^ si n es impar
R(A,D) = {x „ a^y2 < % < ®l+n/2^ ^i n es par
(Black, 1958)
Tenemos asî que suponiendo unas estructuras unimodales, la régla - 
de la mayorîa simple nos permite localizar una mejor estructura alter 
nativa social, en este sentido concreto,
Mâs tratando de encontrar salidas al teorema de imposibilidad, a—  
parte de criticar las condiciones de racionalidad impuestas - sobre - 
lo que se ha escrito mucho - se puede pensar en funciones no del tipo 
S W F, sino S D F. En general sabemos que no toda S W F es S D F, pe­
ro dicha impiicaciôn se verifica cuando el conjunto de alternativas - 
sea finito. Suponiendo eéto, si buscamos alguna S D F, con las condi­
ciones que sean, estarîamos ampliando el conjunto de posibilidades so 
luciones, y cabe entonces la posibilidad de resultados positivos :
TEOREMA 1.14. Hay una S D F que satisface las condiciones l',P, 3 y 5 
para cualquier conjunto finito A.
Lo que nos esté garantizando la S D F es que alguna "mejor" alter-
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nativa estarâ présente en cada subconjunto de alternativas. Estâ cla­
ro que si la preferencia social R es orden dëbil complete, se asegura 
la existencia de una funciôn de elecciôn en A finito; rebajando, tene 
mos que es suficiente para ello que la relaciôn binaria R sea reflex_i 
va, compléta y cuasitransitiva en A (Sen, 1969) , pero la condiciôn ne 
cesaria y suficiente es la Tde la aciclidad, para una R reflexiva y —  
compléta (Sen, 1970 a; Pattanaik, 1971), sobre un conjunto finito A. 
Es obvio que la transitividad es suficiente para A finito, pero no ne 
césario : basta pensar, como propone Sen (1977) en el siguiente ejem­
plo :
X > y .i z ~ X
De especial interës son los estudios sobre reglas de la mayorîa 
(HMD), que han sido exhaustivamente analizadas, llevando al estudio - 
de las ventajas de que el nûmero de decisores sea impar, y de la hipô 
tesis de equiprobabilidad de ciclos, que nosotros désarroilaremos me­
diante difusos (De Meyer y Plott, 1970). Un camino sugerido para esca 
par del teorema de imposibilidad de Arrow, aparté de las manipulacio- 
nes en el dominio y codominio de la funciôn de bienestar, es a travës 
de la clausura transitiva R* de la MMD R (x R* y si y sôlo si existen 
oyXg .. x^ e A taies que x R x^  Rx^ . . . x^ Ry ) , y trabajando con el 
conjunto de elecciôn de R*, de tal modo que se han eliminado los ci—  
clos de preferencias estrictas, aunque su utilizaciôn es muy cuestio- 
nable en el contexte de S W F. La régla de la mayorîa présenta proble 
mas de transitividad (recordar ademâs el clâsico ejemplo de la divi-- 
siôn del pastel, haciendo al pobre mâs pobre).
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TEOREMA 1.15.- Hay una S D F que satisface 1', P*, 3 y D* para cual-' 
quier conjunto finito A (Sen, 1970 a).
Y aunque 1 P sean incompatibles cuando A es infinite (Sen ’ 1970 à), 
este resultado no parece de importancia prâctica. Sin embargo, si im 
ponemos alguna otra condiciôn "deseable", como las siguientes de Sen;
* Propiedad a : X 6 S^C S^ ==> CiS^ ) Cl C{S^ )
* Propiedad g : x, y 6 C(S^) y S^C: ===>
==> X e c(S2 ) <==> y e c(S2 >
Entonces obtenemos otro resultado negative ; las condiciones 1',P, 
3,5 y 6 son incompatibles en el contexte de las S D F, lo cual hace - 
pensar en la necesidad de la propiedad g . Como en la condiciôn g, - 
ya hemos dicho que todas las condiciones han sido sometidas a una cr^ 
tica profunda-, con bibliografia muy extensa, tante en contra como de- 
fendiendo cada una (en el sentido de que no son la causa del teorema 
de Imposibilidad) de las condiciones mâs conflictivas (sobre todo, la 
1' y 3). En este sentido debe consultarse la bibliografia citada por 
Sen (1977), que por otra parte es un magnîfico resumen del estado de 
la cuestiôn.
Destacamos dos teoremas de imposibilidad para S D F, debidos a Gib 
bard y a Mas - Colell y Sonnenschein :
TEOREMA 1.16.- Cualquier S D F que genere una ordenaciôn R cuasitran- 
sitiva y satisfaga 1',3 y P es oligârquica.
Entendiendo por oligarqula la existencia de un ünico grupo de per­
sonas tal que si cualquiera de ellas prefiere x a y, estrictamente, - 
entonces la sociedad debe considerar x al menos tan buena como y.
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Teorema l,17.- Toda s d f que genere una ordenaciôn R cuasitransiti­
va satisfaciendo l',3,P y RP debe ser dictatorial.
Por supuesto, siempre suponiendo el caso no trivial (card(A) ^ 3, 
car (D) ^ 2) .
TEOREMA 1.18.- Sea una S D F satisfaciendo l',3,P y RP con al menos 
cuatro alternativas. Entonces alguien tiene veto.
Sen (1977) utiliza dos criterios de clasificaciôn de los proble—  
mas de agregaciôn que nos ocupan : segûn se trate de agregar intere- 
individuales (I) o juicios individuales (J) , y segûn que el obje
tivo sea llegar a decisiones (D) o juicios de bienestar (W), obte--
niendo de este modo cuatro categorîas bâsicas (ID,JD, IW, JW). El ca 
so W estâ ligado al de optimalidad, y la diferenciaciôn I-J es norma 
tiva y filosôficamente muy importante.
Observâmes tambiên que la S D F parece de algûn modo mâs tendente 
a la Decisiôn que la S W F; en concreto. Sen (1969) define la S D F 
como una régla relacional de elecciôn colectiva (R = f{R^}) que siem 
pre genera una relaciôn binaria R tal que un conjunto de elecciôn es 
no vacio para todo S d  A no vacio. De lo anterior, sabemos que esto 
exige que R sea aclclica, compléta y reflexiva. Cabe entonces elabo- 
rar una teorfa con reglas funcionales de elecciôn social C (.)= f{R^},
que hemos llamado funciones de elecciôn, que asigna un conjunto --
C (S) / 0 a cada S d  A no vacio (def iniciôn 1.5.) . Como ya hemos vi£ 
to, dada una relaciôn binaria R en A se define
C(S,R) = {x / X G S; X R y , V y e S}
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• Anâlogamente se puede définir una relaciôn binaria a partir de 
una régla funcional de elecciôn :
X R^ y <==> 3 S C  X tal que X 6 C(S) , y G S
Herzberger (1973) toma la relaciôn a partir de los pares, de tal 
modo que propone
DEFINICION 1.11.- Se dice que una funciôn de elecciôn es bâsicamente 
binaria si y sôlo si
C(S) = C(S, Rc) W S  ^Ç6
donde R(, es la relaciôn base definida de la forma x Rg y <==:=>
<==> X G C({x,y> )
TEOREMA 1.19.- ^na funciôn de elecciôn social tiene su relaciôn base 
Rc acîclica por tripletas si (condiciôn suficiente) existe x G C(S) - 
tal que x G C X,y , V y G S.Asî, la SCF son basicamente binarias .
Pero es évidente que todos los resultados negativos de las reglas 
relacionales se pueden aplicar a las funciones de elecciôn basicamen 
te binarias. Incluse se pueden trasladar a las funciones de elecciôn 
sin exigir tal caracter1stica : lo que antes se referîa a R, ahora - 
se dirS respecte Rg, de tal modo que toda régla relàciofiada puede —  
considerarse esencialmente funcional, tal que R^ = f ({R^}). En este 
sentido, los resultados relacionales (Arrow,p,e.) son mâs générales 
que los funcionales. Si definimos
CONDICION 3. - (Inde'pendencia) : Para f relacional, si Vx, y G S C_ A -
es X R. y <==> X R'. y
 ^  ^ Vi
X R^ X <==> y R^ X
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entonces f y f j^ R^ j ordenan exactamente igual a S.
Seguimos obteniendo resultados negativos (Sen, 1977, recogiëndolo 
de Blair, Suzumura y Kelly; otros resultados se dan para obtener un 
dictador y el veto) :
TEOREMA 1.20.- Toda régla funcional de elecciôn social con Rg cuasi-
transitiva satisfaciendo 1',3' y P, es oligârquica.
Atendiendo a las categorîas de los problèmes de agregaciôn,Sen pa 
ra, entre otras, las siguientes conclusiones ;
i) El tratamiento clâsico, iniciado por Arrow, parece poco apropia
do para la agregaciôn de intereses (ID,IW), ya que las n-uplas de —  
preferencias individuales son una informaciôn incomplete para el tra­
tamiento del conflicto de intereses. Esto hace secundaria el problema 
de intransitividad de la preferencia social. Por otra parte, como bien 
dice Sen en el artîculo antes citado, Arrow impone una serie de condi_ 
ciones necesarias para que un mecanismo de elecciôn social sea razona 
ble, y nunca las propone como suficientes.
ii) En la agregaciôn de JW se siguen obteniendo resultados negati­
vos con los planteamientos clâsicos, aün debilitando la transitividad 
a aciclidad o aciclidad en tripletas, al considerar bâsica en estos - 
problemas la relaciôn binaria de preferencia social. Por otra parte, 
este caso tiene escaso interës filosôfico. (Sen, 1977).
iii) Para el caso JD la situaciôn es mâs favorable, pero incluso - 
bajo condiciones débiles de consistencia para funciones de elecciôn - 
("choice function, C (.), relaciôn funcional que asigna un conjunto —





de una relaciôn base binaria (Sen, 1977) a la que serîan aplicables 
teoremas de imposibilidad.
Todo lo cual nos debe empujar no hacia el estudio exhaustivo de « 
las condiciones éticas, sino hacia las condiciones de racionalidad; 
en concreto, pensamos, debe cuestionarse la metodologîa usada : la - 
lôgica aristotëlica.
Otros enfoques interesantes del problema de agregaciôn de ordena- 
ciones en nuestros contexte (sin estrategias, en un proceso unietâpjL 
zo y estâtico) son los de Jacobs, Peleg, Opricovj.<3 , Gillet, Hoyer- 
Mayer, Fishburn-Gehrlein, etc, y junto con crîticas a las condicio—  
nés que usualmente se imponen, pueden verse en la bibliografia (ver 
en concreto Sen, 1977) . Destacamos como ûltimo esquema-resumen 11ega 
do a nuestras manos los articules recogidos en el libro "Analyse et 
Agrégation des Preferences" (Batteau et al., 1981), con una revisiôn 
de los métodos de agregaciôn entre los que destacan los basados en - 
têcnicas multicriterio, el anSnilis de ranges (cfr. Kendall) y en el 
anâlisis canônico (cfr. Guibaud) .
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II.I. Deflniciones clâsicas
Si nuestro punto de partida queremos que sea la informaciôn de los 
individuos dada en forma de una relaciôn de preferencia difusa defin^ 
da en el conjunto de las alternativas, debemos comenzar por analizar 
dicha relaciôn.
Zadeh (1971, 1975) estudiô ya las propiedades de las relaciones di^  
fusas, trasladando, una vez definido el concepto de conjunto difuso, 
el concepto de relaciôn binaria de una manera anSloga a como en la —  
teorla nltida se pasa de conjuntos a relaciôn binaria : ya que una re 
laciôn binaria en un conjunto X nîtido es un subconjunto del conjunto 
producto X Ac :X, Zadeh propuso la relaciôn binaria difusa como un sub- 
conjunto difuso de X. XX :
DEFINICION 2.1.1.- Sea X un conjunto de elementos. Un conjunto difuso 
C en X es un conjunto de pares ordenados (x, y^(x) ) con x € X y 
una apiicaciôn o funciôn de grado de pertenencia
: X -----> [0,l]
Lo cual generaliza los conjuntos clâsicos, como bien comprueba 
Kaufman. Entonces, segûn Zadeh :
DEFINICION 2.1.2.- Una relaciôn difusa R en X es un conjunto difuso 
: X X ---- >[o,l]
Las propiedades fueron someramente discutidas en el planteamiento 
inicial de esta memoria. Preguntados acerca de la racionalidad de u- 
na relaciôn difusa de preferencia difusa, ya notamos entonces que a]^  
gunas de esas propiedades no plantean problemas, siendo deseables y
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àdmisibles; sin embargo, apuntamos una gran riqueza de opciones en - 
la llamada "transitividad" (cfr. los trabajos de Kaufman y Dubois- - 
-Prade), asî como ciertos convenios acerca de la diagonal de la llama 
da "matriz de consumo", que pensamos tiene su causa en una indeterm^ 
naciôn conceptual. Se comprueba por una parte que la intransitividad 
clâsica no es en general irracional cuando se présenta en los indivi^ 
duos (sobre este aspecto se han hecho ya bastantes estudios descrip- 
tivos, cuidando especialmente las condiciones psicolôgicas de los en 
cuestados), aunque bajo ciertas hipôtesis sî parece razonable exigir 
la : por ejemplo, cuando se aplican a atributos simples, ya que toda 
intransitividad entre très caracterîsticas se podrâ explicar utili—  
zando dos atributos, con una relaciôn de preferencia transitiva defi^  
nida para cada atribute (cfr. Keeney-Raiffa, 1976 y Roy-Vincke, 1981).
Por otra parte observâmes que, tante para la teorîa clSsica como 
para las difusas de Zadeh, una relaciôn es transitiva o no lo es, —  
mientras que a la hora de la prâctica hay, en ambos planteamientos,
relaciones donde la intransitividad es clamorosa y relaciones no --
transitives pero con menos intransitividad ( en nûmero o en gravedad 
de sus consecuencias : asî a la hora de tomar una decisiôn sôlo nos 
preocupa que existan intransitividades que afecten al conjunto de —  
las alternativas "mejores"). Esto nos hace concebir la "transitivi—  
dad" como un nuevo concepto difuso.
Asignemos a cada relaciôn de preferencia un "grado de transitivi­
dad", lôgico en algûn sentido. Intentaremos définir la transitividad 
como una propiedad (conjunto) difuso, de tal modo que a cada relaciôn 
difusa le asignemos una medida de su transitividad; serîa una aplica-
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eiôn, segûn Zadèh, para ^el conjunto de relaciones difusas ;
^   [0 ,1 ] .
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II.2. Relaciôn binaria de opiniôn difusa. Caracterîstica difusa.
Comencemos analizando la cuestiôn de la indiferencia en las rela­
ciones difusas. Si ^ (x,y) e [0,1] nos mide el grado en que x es pre­
fer ido (estrictamente) a y, entonces habrâ que imponer y«(x,x) =0; si 
la interpretaciôn es una preferencia dëbil en vez de fuerte, enton-'- 
cesyt(x,x) habrâ de valer la unidad. Consultando la bibliografia, ob 
servamos que sobre los valores que han de aparecer en la diagonal de 
la matriz que représenta la relaciôn difusa (Pardo, 1980) no hay una
nimidad, tomândose a menudo y^(x,x) = i . Nos parece que la ûnica sa-
lida sin ambiguedades es introducir un nuevo concepto de relaciôn de 
preferencia difusa que se componga de un grado de preferencia fuerte 
y un grado de similaridad.
DEFINICION 2.2.1.- Una relaciôn de preferencia difusa X sera una —  
aplicaciôn
: X XX ----- >[0,l]’ '
(x,y)----- >(/^j(x,y) >1 .1 ,2,3
tal que y son dos relaciones difusas contrarias (x,y) =
= /^3 (y<x) » Vx,y) y y g^ con una relaciôn difusa tal que y^ (x,x) =1 Vx.
Como precedente de este tratamiento podemos citar, por ejemplo, el 
importante articule de Orlovsky (1978), que introduce las relaciones 
de preferencia estricta y de indiferencia, pero a partir de las rela­
ciones en el sentido de Zadeh. Aqul introducimos ambas relaciones, en
un sentido asimilable a un L - difuso con L = [0,l]^, como informa--
ciôn de entrada. En general, asociamos un conjunto L- difuso A con —  
una funciôn ; X ----> L siendo X el universo en el que A estâ in— ■
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merso (Goguen, 1967). Para que se trate de una relaciôn de preferen­
cia, le hemos impuesto dos propiedades : (x,x)=l y (x,y) (y,x),
condiciôn esta ûltima especialmente importante, ya que introduce una 
estructura caracterîstica dentro de L, una particiôn difusa : m-u^ias 
de conjuntos difusos (A^  .. A^) tal que (x) = 1 para todo x e X
(Dubois - Prade, 1980). MSs adelante profundizaremos en este tema.
DEFINICION 2.2.2.- Se dirS que yu- ; X x X ----> [O, l] ^ es recîproca —
cuando '
3 „
I Tr(x,y) = 1  V (x,y) e X X
r=l
DEFINICION 2.2.3.- Se dirS que una relaciôn binaria 
yt ; X X X ---->[0,l] ^
es de opiniôn difusa si es reflexiva (y.(x,x) = 1) , de contraries 
(y^  (x,y) = y^(y,x) ) y recîproca.
Un caso de especial interës serân las relaciones difusas unimodales;
DEFINICION 2.2.4.- Se dice que una relaciôn binaria de opiniôn difusa 
es unimodal cuando
^ min (y^^^ (x,y) , y^^ (x,y) }
ES decir, cuando no exista ningûn par para el cual 
A/(x,y) > y ^ 2  (x,y) < y^^(x,y) 
situaciôn que no parece muy natural (al menos sugiere un conflicto - 
especial).
Asî, la relaciôn que vamos a utilizar serS una terna de difusos - 
de Zadeh, habiëndonos parecido sin sentido la reciprocidad en el sen
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tldo de Zadeh* Lo coherente con la nueva defIniciôn es encontrar el 
concepto de conjunto difuso que genera el de relaciôn difusa que pro 
ponemos : el primer intento serîa définir un conjunto difuso A como 
una aplicaciôn
/ a : X ------> [0,1]'
de tal modo que un significado no serîa ni el de "grado de pertenen­
cia" ni el de "compatibilidad", que no admiten mâs que dos posicio—  
nés cualitativas (pertenece - no pertenece; compatible - incompati—  
ble). Sin embargo, la nociôn de asociaciôn o correlaciôn admite es­
tas très posiciones : un elemento de X puede tener en parte asocia—  
ciôn positiva con la propiedad representada por el conjunto difuso, 
asociaciôn negativa y un grado de indiferencia.
Por ejemplo, para el espacio
X = {(a,b) „ a,b e A = {-1,0,1} }
y estudiando la "negatividad" como conjunto difuso se podrîa définir 
la aplicaciôn
tal que
y- * X -------> [0,1] ^
(a,b) -■ J (n® de -1 en {a,b} )
(a,b) = -J (n®de 0 en {a,b} )
(a,b) = i (n® de +1 en {a,b> )
ya que la tercera coordenada corresponderîa al concepto contrario al 
estudiado ; el de "positividad".
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Senalamos el pleno sentido que tiene, segûn esta nueva definiciôn, 
el concepto de contrario : hay conceptos difusos yt que llevan aso—  
ciado un conjunto difuso contrario de tal modo que
yt (x) = (y^  (x) , (x) / /^ (x) )
y* (x) = (y^  (x) , y ^2 f /i (x) ) 
y se trata de contrario, no de complementario. Pensamos que esta es 
la diferencia es la que subyace en la crîtica de Dubois - Prade (1980) 
a la justificaciôn clâsica del concepto de "complementer io" difuso - 
(x) = 1 - y^ (x), requerido a menudo para un uso de "contrario".
DEFINICION 2.2.5.- Dado un conjunto difuso sobre X
y  : X  > [0,1] '
X  > (x^Xg X^)
se define su contrario como
ÿ  : X -----> [o,l]
X ------> (x^ X2 x^)
Zadeh no solucionô satisfactoriamente este problema del contrario, 
pero su definiciôn coincidirâ con la aquî dada cuando sea "dicotômi- 
co" en el sentido siguiente ;
DEFINICION 2.2.6.- Se dirâ que un conjunto difuso es dicotômico cuan­
do /^(x) = 0 V X e X
DEFINICION 2.2.7.- Una relaciôn binaria difusa en X % Y es todo conjun 
to difuso en XxY.
DEFINICION 2.2.8.- Una relaciôn binaria difusa en X es cualquier rela
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6i6n difusa en X it X.
DEFINICION 2.2.9.- Una relaciôn binaria difusa en X se dice antlpre- 
flexiva si (x,x) = 0  Vx 6 X.
DEFINICION 2.2.10.- Una relaciôn binaria difusa en X es simétrica si
y  (x,y) = y(y,x) V(x,y) 6 X x X.
DEFINICION 2.2.11.- Una relaciôn binaria difusa en X se dice antisi- 
métrica cuando
(x,y) = 1 ===> X = y
Sin embargo, segûn lo expuesto, se obtiene que mientras la difus^
dad de Zadeh aparece aplicada a los conjuntos, aquî la aplicamos a - 
los conceptos.o caracterîsticas, si bien ya hemos dicho que esto sé­
ria la consideraciôn de n modalidades de esa caracterîstica (cfr.los
trabajos de Farqühar y Blin sobre multiatributes difusos). Asî mien­
tras Zadeh habla del "conjunto de los hombres muv altos", nosotros -
hablaremos de la caracterîstica de la "altura" en los hombres. En e£
te sentido Blin (1977) se refiere a la inprecisiôn conceptual, bâsica 
en Ciencias Sociales y que hace insuficiente la nociôn de grado de - 
credibilidad para la funciôn de pertenencia. Evidentemente cabe pen­
sar que tanto en cuanto toda caracterîstica - incluso cuantitativa, 
como en principio serîa la altura - se puede considerar bajo plan—  
teamiento difusos.
Con estas anotaciones entrâmes de lleno en la consideraciôn de - 
L-difW(sos con L = fô,ll^  con arbitrario, y entre los significados 
que propone Dubois - Prade nos inclinâmes mâs al de "particiôn".
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Un ejemplo interesante es el de "color", considerado como un con 
junto - caracterîstica - difuso de coordenadas - modalidades -, de - 
tal modo que a cada objeto no incolore le correponde la proporciôn - 
que contiene de cada color esencial.
En resumen, distinguimos très conceptos difusos ;
1.- El conjunto difuso A, que serâ el clâsico de Zadeh ;
/\ * ^----- > [0 ,1 ]
2.- La caracterîstica difusa, toda aplicaciôn
: X ------> [0 ,1 ]"
tal que E (x) = 1, y que corresponde a la particiôn difusa —
clâsica. Los multiatributes en este contexte surgirîan como un con
junte ordenado de caracterîsticas difusas.
3.- La relaciôn de opiniôn en X :
y  : X X X  > [0 ,1 ] '
tal que y^ (x,x) = Y /\ (x,y) = (y,x) .
Se podrâ hablar, por ejemplo, de caracterîstica ordenada como aque 
lia con unimodalidad en el sentido de Black, la cual genera trivial- 
mente una relaciôn binaria recîproca y de contraries. La reflexividad 
se entenderâ mâs adelante como un ciclo de orden une, y como tal ci- 
clo servirâ para définir los «- ôrdenes. Notar que distinguimos el —  
orden como propiedad de los elementos de X del orden como propiedad 
difusa.
La reciprocidad corresponde a la completitud nîtida, y se impondrâ 
en principio si no se dice nada en contra.
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II-3.- INTRANSITIVIDAD DIFUSA
Volvamos ahora a nuestro problema inicial, cifrado en la cuestiôn 
de la transitividad. Para ello fijemos una terna de èlementos a,b,c 
e X sobre la que estâ definida una relaciôn de opiniôn difusa :
y  (a,b) = (p^ Pg P 3 )
y  (b,c) = (q^  qg q^)
y  (c,a) = (r 2 r 2 r 3 )
Y observamos dentro de esta terna qué casos representan una intransi-
tividad, notando por T las combinaciones transitivas, por I las in--
transitivas y por I(CT) las intransitivas pero cuasitransitivas : de
los 27 casos, nos encontramos 13 T, 8 I, y 6  ]jtCT) .
Si concedemos a cada uno de estos casos los pesos "naturales" --
(por ejemplo, a l a > b > c > a l e  asignariamos un peso P% '9  ^-t ,etc) ,
podriamos dar la medida de intransitividad siguiente :
I (a,b,cy.c) . Pi2-q^2- ^2 * '^ 32''^ 32- %2 ‘ P2"'^ 2' ^ 2
siendo S^y = S^ + Sy .Se comprueba que I (a,b,c;y ) es la suma —  
de los pesos"naturales" dé los casos intrahSitmvos. Para la cuâsitraA 
sitividad obtendrfamos una medida de ihcuasitransitividad :
ICT (a,b,c;y) = I (a,b,c;y ) - Pi3 '9 2 ' % " ^2 ^^ 13 2 " ^2 ^^2 Fl3
Entonces podemos medir la transitividad y la cuasitransitividad so 
bre una terna a,b,c respectivamente por :
T(a,b,c) = 5^(a,b,c)----- ’
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(yj {a,b,c}  > [0,1]')----->1 - I(a,b,c;p)
CTt-a,b,c} : ^
(y : {a,b,c}  > [o, 1] ' )  > 1 - ICT(a,b,c;vi)
con g y el conjunto de opiniones difusas sobre dicha terna de
elementos. Directamente sacamos la transitividad y cuasitransitivi­
dad de ternas, concibiendo ambos conceptos como conjuntos difusos - 
nltidos (x) = 0 Vx) y reclprocos (Zy^(x) = 1).
DEFINICION 2.3.1.- La transitividad en X= {a,b,c} es un conjunto d£
fuso recfproco y dicotômico
= ^a.b.c)  ' tO'll’
y ------> (1 - I(y),0, I(u) )
DEFINICION 2.3.2.- La cuasitransitividad en X - {a,b,c} es un conjun
to difuso recfproco y dicotômico
CT ' ^(a,b,c) ----" [“'11*
y ---- > (1 - ICT(y),0, ICT(y) )
Aunque se pondrfan introducir los casos cuasitransitivos no tran- 
sitivos dentro de la segunda coordenada, lo cual, siendo intrinsica- 
mente justificable, no complicarla demasiado el tratamiento.
Para obtener el conjunto difuso de la transitividad, dada los 27 






-> [0,l]^ es el conjunto difuso "transitlvl-
dad", tal que Ty*) = (t^yO, t con + t ^  = 1# segûn se ha di—  
cho.
> [0,l]^^ es el conjuntQ difuso "pesyb de ca
SOS", segün la particldn difusa clSsica. Suponlendo dichos casos or 
denados, de tal forma que el vector p de 13 coordenadas corresponde 
a los casos transitivos, y el vector q a los 14 intransitivos. Impo 
nemos de modo natural la reciprocidad :
EPl+Eqi=l
c) R ; [0,lf^ ------ > [0,l]^es el conjunto difuso de représenta
cl6n de la transitivldad, tal que
R (p, q) = ( t 0, 1- 1^ )
Y si imponemos los siguientes axiomas plausibles obtendremos la 
unicidad de R :
AXIOMA RI : R(P^ •• Pi • • Pj • • Pj^ 3 •-q)=R(i^ 2 •-Pi+^. . Pj-E ..Pi3 Q)
R(p q^. • q^.. q^ • • q j • . q^ ^^  )= R(p •.q^+^-•q^-E Pi4 )
AXIOMA R2 : R(Pl •• p^+E ... qj-G ..) > R ( . * « p^ • • • q j • )
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ÀXIOMA R3 Î V [0 ,1 ] ==>3(p, q) tal que R(p, q) = ^
Entonceè :
Propledad 2.3.1. R(p, q) = R* (51P^)
Demostracldn : aplicando sucesivamente Rl :
R ( P l  •• Pj^3 q, •• 9^4) = R(P]^+P2' 0, P 3* * P l3 ^14)""
... = R(E p^, G .. 0,Z q^, G .. G) =
= R(E p^, G ..G, 1-Eq^, G .. G) =
= R* (E P^ )
COROLARIO 1.- : R* (E P^) : [G,1]  > [G,1] es estrictamente cre
ciente (por AXIOMA R2)
COROLARIO 2.- : R (p, Ô) = 1  
R (G, q) = G
( por R3 )
SerS évidente entonces que toda funciôn R* definida de [G, I/2 J - 
en [g, 1 /2 ] biyectiva y creciente genera un conjunto difuso de tran- 
sitividad que example R1,R2 y R3 : basta tomar, para todo t > 1/2 el 
valor R* ( t) = 1 - R* (1 - t) .
Si deseamos la unicidad podemos imponer el
AXIOMA R4 ; R* ( t + e) - R* ( t) = R* ( t’+e) - R* ( t')
TEOREMA 2.3.1. El ûnico conjunto difuso de representaciôn R que ver_i 
fica Rl, R2, R3 y R4 es
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R(p , q) = R* (E P^) =E P^
Demostraclfin; por R4, para todo t y todo e > 0 :
h(2E) = R*(t + 2e )- R*(t) = R* (t+ 2e )- r* (t+E)+ R* (t+E)-R*(t)=
= h (e) + h (e) = 2 h (e)
y en general
h (n e) = n h (e) V n 6  IN
h (e) = h e) = n h(i ê) ===> h E) = ^ h(E) 
luego
h(rE) = r.h(E) V r 6 Q
y por ser h continua
h(x.E) = h(limr^.E ) = lion h(r^.E) = ^ (^ ) ] =
= h(E). limr^ = x.h(E) x = r^< ^
Entonces
R* (t) =R*(t) - R* (0) = h  (t) =t.h (1) = t
ya que R* (1) - R* (0) = h(l) = 1 por los corolarios anteriores.
Caso de suponer 
AXIOMA RO : R(p, 5) = 1
R(5, q) = 0
Rl • R(*.*Pj|^*»Pj»" q^ ••qj^«») — R (. . p^+E . . p j —E « « qj^**\) •. q *^) 
AXIOMA R4 ' : R(p^. . p^+E.. q^  ^ .. q^-E ..) - R( p^ . .p^ .. q^ .) =
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9= R( p| . . .p^+E . .q^ .. q^-e. . )-R(p|. .pj^ . .q^  . . ) > o 
Ve, Vi,j
Tendremos el
TEOREMA 2.3.2. El ûnico conjunto difuso de representaciôn de transi- 
tividad que verifica rO, Rl* y R4' es
R(Pf q) = E
Demostracidn : El axioma Rl' es suficiente para demostrar la propie- 
dad 2.3.1. y obtener as! el corolario 1, pues RS' ==>R2. Como R4' == 
==> R4, la demostraciôn anterior sigue siendo vSlida, aunque el paso 
final esté justificado por RO y no por el corolario 2.-
La asignacidn natural para el conjunto difuso P serfa
P^(a Rj^ b Rj c R^ a) = (a,b) . (b,c) . (c,a)
siendo R^ 6  {1,2,3}. Es trivial que asî definido, E P^ = 1.
Busquemos algûn modo de razonar axiomâticamente esta elecciôn:
sea i el caso a R^ b R^ c R^ a conociéndose la relaciôn binaria de - 
opiniôn :
R2 (b,c) = / ^ 2
t  R3 <c,a) = / ^ 3
AXIOMA PO.- Si = 1 Vk = 1,2,3 ===> P^ = 1
Si = 0 ====> p^ = 0
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AXIOMA Pl.- En cualquiera de las très coordenadas del caso i se t<e 
ne que
Pj(Pjl+E, v^ 2' "1 3 ’ ■ *1 2 ' *13* ■ * ^ 1 2  *13 '
^l'*ll' *12*"' *13* - '’1**11' *12' *13* = Mj3 • *
'’1**11' *12' *13«* - *1**11' *12' *13* = %tt *12 * '
TEOREMA 2.3.3. El ûnico conjunto difuso P de pesos que verifica PO y 
PI es el que asigna
P{y) = (P^)^
con P^ el valor antes definido.
Demostraci6 n: directamente,
*1**11' *12' *13* ' *'mi2*13 '*11 + *1***'*12' *13* =.
' ’' * 1 2  *13 ■ *1 2 ' *13* • * 1 1  '
* *11 • *12 • *1*3'*' *13* ■ *11 *12 *13 • *1 *'** =
• * 1 1  • * 1 2  • *13 c-q-d-
En conclusion, la transitividad es una terna en el conjunto difu­
so T = H . P, de acuerdo con la primera definiciOn dada. AnOlogeunente, 
la cuasitransitividad serâ el conjunto difuso CT = R' o P, con la û- 
nica variaciOn de R', que distingue entre cuasitransitividades (19 - 
casos) y no - cuasitransitividades. Salvo esto, los axiomas exigidos 
serian los mismos, obteniendo evidentemente que la primera coordena- 
da de T(u) es menor o igual que CT(w).
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Pero nuestro problema no es directamente la transitividad de una 
terna, sino la de un conjunto cualquiera. Es mâs : dado un conjunto 
arbitrario, buscaremos ciclos de todo orden. En principio podemos - 
proponer dos medidas de transitividad para un conjunto finito X con 
card (X) =, p > estando asegurado el sentido de la primera (poniendo 
infimo) aunque S sea infinite:
T. (p) = min T (t )
t^ 6  S^(X) ^
"^2 ^ t^ e S^(X) (^ i^
siendo (X) = {t^C X „ card (t^ ) = 3} el conjunto de todas las ter 
nas posibles en X (con tres elementos s6 lo estS definido un ciclo).
Es claro que busca la terna mSs intransitiva, mientras que 
es una media ponderada de las intrasitividades de todas las ternas - 
en X (por ejemplo, f(t^) = 1 /(3 ) V t^). La es criticable tanto - 
en cuanto expresa la situaciOn de una ûnica terna, con lo que mante- 
niendo ese valor como mSximo, la medida del conjunto no es sensible 
a que haya ninguna o mSs intransitividad en el resto de las ternas. 
Pero serS la definicidn a utilizar, por los mismos argumentos que el 
criterio de Wald, aparte de una mayor coherencia con la teoria de d^ 
fusos :
DEFINICION 2.3.2.- Dado el conjunto detelaciones binaries en X, ^ (X) , 
la transi tividad (idem para T^) es un conjunto difuso
: %(X) ------ > [0 ,1 ]’
y -> (Tj^ (y),0, l-T^(y) )
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Dcfinictôn anâloga séria para la cuasitransitividad, con
: T, (ytt I «= min Cl (f )
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II. 4. - Aciclidad difusc.
Considerando la transitividad como una aciclidad de orden 3, 
podrfamos generalizar y hablar de aciclidad de orden kr en un con 
junto ordenado X = Ca^  ... a^) de k elementos o "ciclo" (dos 
ciclos serân iguales cuandp para todo elemento considerado a^ , 
el conjunto de contiguos ^i+1  ^ es el mismo), como un
conjunto difuso A^^= pCfc) .
(ai
con (k) Ck) la generalizacidn trivial del caso de la
transitividad, con estudio y axiomas anSlogos, de tal modo que
Ck) sea reclproco y dicotômico.
La nociôn de cuasiaciclidad de orden k sobre X con cardinal 
k también es trivial, siendo todos difusos en el sentido Zadeh.
Notemos por
(yM. ) = min A^^ (t.) 
' t. es.cx)r
donde (X) son todos los ciclos de cardinal k en X, con car-
fk)dinal card (X) = n > k , y A^ Ct^ )^ esté definido como genera
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lizaclôn trivial de T„ Ct^ î , antes visto. Anâloga-
fkimente se define Ag .
Por otra parte, es évidente que A^^ (t^ J y A^^ Ct^ ) son 
medidas de la reflexividad y de la simetrîa césicas {ciclos de • 
ôrdenes 1 y 2). Entonces, para k^-l , ke/V :
DEFINICION 2.4.1. La aciclidad de orden k en X de cardinal n 
(n^k) es un conjunto difuso
: (R (XI   , [o,l] ^
( A ^ ^ y  ) , 0  ,1 -Aj^) ^ 1 )
(AnSlogo para la cuasiaciclidad de orden k, CA^^^
En concrete, si considérâmes = (x^,Xg ...,x^)* (X), y -
notâmes x^^^= x^ , serS
"A"
siendo RPjJ el conjunto de variaciones, con repeticiôn, de orden 
k, con elementos de {1 ,2 ,3) taies que
b) SI 3 ai Î< 2 =» « {” '2j V
Y RPj^ * el conjunto de variaciones con repeticiôn, de orden 
k, del mismo conjunto verificando que si
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a 3n ** ** =* 3
Es fScil comprobar entonces que, notando por
■ A*'V'=‘n> +
= i - i n  A 2 A'*n+i> 3rr/^3(x„,x^^^) ■
 ^n=j. X
" Y  A<='n''‘n+l> )
PR3PIEDAD 2.4.1.'" yx.es reflexiva (en el sentido de 2.2.1.) si 
y s6lo si ( 1 , 0 , 0 ) .
DEFINICIDN 2.4.2. -K Là aciclidad en X es un conjunto difuso 
^  (X) ------- :— » (0,1] ^
 v(Aj^(^), 0 ,1-A^yx))
donde A^ (^ ) *= min A^^ (y^  1.
(AnSlogo para la cuasiaciclidad y para aciclidades ponderadas 
Ag) . Entonces, tanto con A^  ^como con A^ podemos définir:
DEFINICION 2.4.3.- La caracteritica orden de las relaciones bina­
ries es un difuso
: ^(X) ----- *[0 ,1 ]^
que aplica a cada relaciôn binaria el valor
= (A^(^), 0 ,l-Aj_(/tc))
si yx es reciproca y de contraries, y
/ j ^ ( y u ) = t 0 , 0 , l )
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en otro caso.
Lo cual no es mSs que una distancla (Dubois-Prade, 1980, trata 
con profusidad el tema de las distancias y su relaciôn con los di 
fusos) . Nos hemos inc 1 inado a incluir la reflexividad cofno un ci­
clo mSs (de hecho, un mismo objeto no tiene por qué -descriptiva- 
mente hablando- tener asignado la indiferencia absoluta respecte 
de si mismo cuando êste es presentado en otro tiempo o lugar, con 
circunstancias ffsicas o psicolôgicas distintas). Se podrfan tam- 
biên haber hecho difusas la reciprocidad y la contraposiciôn en ^  
(" The more, the fuzzier", que dicen Dubois-Prade). Por otra parte, 
la cuasiaciclidad generarfa un cuasiorden de forma paralela, pu- 
diendo, como ya se ha indicado, introducir los casos cuasitransit! 
vos no transitivos en la segunda coordenada, que no queda entonces 
constantemente nula.
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U.S.- Ejemplo; parctdoja del azücar.
Como ejemplo, apliquemos la relaciôn de opiniôn difusa a la pa 
radoja bien conocida del grano de azûcar (Luce, 1956; Pattanaik, 
1971).
La preferencia, si el individuo se supone goloso, entre el ca­
fé con N granos, A^, y con N+1 granos serS del tipo
« ( 0  , 1 - E , e )
donde £ > 0  es el grado en el que A^ esté menos azucarado que
y l-£ el grado de indiferencia, muy prôximo a la unidad.
Esta par.adoja justified el uso de las cuasitransitividades clé 
sicas; lo mismo ocurriré aqui, ya que el problema de discernimien 
to subjetivo sigue existiendo: el proceso de comparaciôn sigue 
siendo insensible ante disparidades muy pequenas (ver, respecto a 
este tema, la obra de Krantz et al. "Foundations of Measurement").
En general, £ podrla ser una funciôn de N. Admitiendo una 
condiciôn markoviana para la preferencia entre dos estados no con 
secutivos:
/“ ' ( 0 - fj CM) , 1-fç (M) )
y suponiendo
fg (M+1) / fg. (M) = 1 - f
con la condiciôn f^  (0 ) - 1  nos détermina
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fg (Ml = (1- £
que verifica las propiedades deseables de ser estricteunente lecre 
ciente y que
lim f (Ml = 0 
M-<-
La parade]a tratada con difusos sugiere varies problemas muy in 
teresantes de sensibilidad y medida, AdemSs podemos estudiar la a- 
ciclidad de esta estructura yx • sea un ciclo = (A^  ^i=l n 
N^= , siendo X = (A q , . .. ,A^ j y negative o positive.
Aplicando lo visto, la aciclidad de orden n de X^ seré calculada 
del siguiente mode;
/ l 2 ^ ' ^ t M ^  “ / 2 3 ^ + M ' ^ ^  ~ / 2 ^ ' ^ + M ^  
“ Cl- £
A 12 “ A 23 ^
Y notando
H ^ 2 2  h.
h. > 0 ^
observcimos que todo ciclo de orden n se identifica con la ccndicîôn 
H-G = 0 , luego se comprueba que
A^ (Xj^ ) = A, (G) = 1  - ( (l-£ )^+(l- £ )"-2(l-£ =
= 1  - 2 . { (1 — £ ) (1 - £ )
L ( m-) - min A, (X. ) = min A. (G) = A. (G*) 
 ^ X^C X'*-'^ 0< G < k
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donde G* *= min ( k , -Cln 2 )/(ln (1- £ )) ) .
Evidentemente, si k C^ln 2)/ln (1- £ ) , tendremos que
Aj^ CX) ^ A^C G « - (In 21/ln (1-£ ) ) = 1/2
es la cota minima -que habrîamos podido predecir- de aciclidad 
en este tipo de problema, para toda insensibilidad £ > 0  esco- 
gida.
De todas fotroas adelantamos que no todos los ciclos son igual 
mente probleméticos. Si lo que se pretende es tomar una decisiôn, 
aqui y ahora, entre cuatro alternatives, es claro que las dos si 
tuaciones siguientes son radicalmente distintas;
ai i=2,3,4
bi x^ < i=2,3,4
ya que en el primer caso el ciclo no incluye el elemento x^ ,^ que 
es el ôptimo en el grupo.
Un tratamiento interesante, aunque quizé un poco aiejado de la 
realidad, es el llevado a cabo buscando la probabilidad de que no 
exista un vencedor por mayoria, sobre lo que se deben consulter 
los trabajos de Sen (1970a). Guilbaud (1952), bajo unos plantea- 
mientos bayesianos que conceden igual probabilidad a todas las 
preferencias (clSsicas nitidas) para cada individuo, hizo un pri­
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mer acerCcunientoî Garman y Kanien [1968 ) han comprobado que para 
tres alternativas la probabilidad de que no haya vencedor por ma 
yoria aumenta con el nfbnero de votantes, pero se estabiliza en 
un nûmero inferior al 1%. Nîemi y Weisberg (1968) muestran sin 
embargo la negativa repercusiôn que tiene el aumento de las alter, 
nàtivas. Pero aquella equiprobabilidad no es aceptable de ningûn 
modo. Garman y Kanien hacen otros anélisis bajo distintos supues- 
tos, aunque siempre quedan en pie problemas de determinaciôn em- 
pîrica y de significado de la distribuciôn a priori.
Por otra parte, es claro que un conjunto difuso reclproco que­
da determinado con una matriz ( cuadrada tal que y\j+ /^ji
vale a lo raâs la unidad, de tal modo que 1  - /^^ ij'*' /  ji^  repré­
senta el grado de indiferencia.
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II.6 »- Espacio de una caracterlsttca difusa.
Siguiendo a Nowakowska (1977) se pueden définir distancias en­
tre las caracterlsricas difusas:
d.CM, At’l = sup sup 1/3 (x)- A. Mx) 1 
^ 1 1  X e X i=l,n  ^ '
por ejemplo. Aunque mucho mâs importante serâ construir la estruc­
tura de cada caracterfstica difusa, coherente consigo misma y con 
las définiclones de operaciones entre conjuntos difusos.
Hemos definido la caracterlstica difusa sobre los objetos ele- 
mentales, sobre los que era natural exigir la reciprocidad. Pero 
si pretendemos que se aplique sobre el Slgebra (o (T-âlgebra) en- 
gendrada por esos objetos elementales tendremos que eliminar di- 
cha exigencia; entonces hablaremos de "espacio de una caracterfs- 
tica difusa y. ":
DEFINICION 2.6 .1.- Llamaremos espacio de la caracterlstica difusa 
y. a la terna formada por
( X , a(x) , yx* )
donde y  : X  * [o,l] ^  es la caracterlstica difusa défini xa en X,
(i^ (X) es la topologfa discrets en X y 




Son eviifentes las siguientes propiedades:
a) yJCAljBl = sup Cy^(A),yu|(B) )
b) y  * (A n B) = y  * (A)
c) y*(ALlBl = y*CB)
Esta definiciôn, para n=l, coincide con la de sucesos difusos 
de 2adeh(1968) , que exige que y  sea inedible respecto de OiW 
y el cr-âlgebra Borel en [o,l] .
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II.7.- Espacio de las caracteristicas difusas.
Su construcciôn no parece intuitiva en general;
DEFINICION 2.7.1.— Dada una familla de relaciones difusas de con­
traries
se definen
y ----: X X X ---* [o,l]
H A i
y: Î X X X---" [o,i]
tales que
UA. A
r  (*'^1 ' * <='■''> *3=1,2,3
D a , a .
r  " * 3nf y" j (x,y) )j.j,2 , 3
que son de contraries (aunque no sean reciprocas.a pesar de que los 
A.
y  lo sean).
; Code lo cual es plenamente coherente con la definiciôn anterior 
y las réglas câsicas de conjunto difuso. Asi tenemos un espacio de 
relaciones difusas
( X X X , L = [A^j , (X(L) , y  )
con
y  : ( (X (L ) , X X X ) --- » [0,1] ^
En general, se puede construir con cualquier familia de [0,l]*^ -
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-difusos, siempre y cuando coordenada a coordenada se trate de la
misma difusidad y tenga sentido por tanto la comparaciôn realiza-
da. En concrete, para los conjuntes difusos clâsicos tendremos un
espacio de conjuntos difusos generado por 
A.
y  : X  » [0,1]
ex , L , a(L) , y  : ia(L) ,X)----* [0,1] )
de tal forma que para todo [ je (X(L) son
UB.
’ Cx) « £
j
y  ^ sup y   ^tx)
H B .  B .
y   ^(x) = inf y   ^(x)
Nôtese la diferencia existante entre un conjunto difuso ^deh 
y su correspondiente caracterlstica difusa (reciproca) de comple- 
mentarios (y, 1 - y  ) definida sobre [O, l] ^  , por ejemplo en el 
sentido de lo que séria la inclusiôn en cada caso, diferenciSndo- 
la tambiên de*la definiciôn desarrollada por Trillas, especialmen 
te interesante.
P R OPO SI CI ON  2 . 7 . 1 . -  (B r i C )  ^ ^  ( A | J  B ) n  (A[J C)
^  A r i ( B U C )  ( A f l B )  U  ( A f l C )
Con esta estructura se pueden responder a las preguntas "gra­
des de verificaciôn de una caracterlstica en un conjunto" y "gra 
do de verificaciôn de una serie de caracterlsticas en un elemen- 
td' ; trivialmente, a travês de la composiciôn, el "grado de veri
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ficaciôn de una serie de caracterlsticas en un conjunto"
( X , a  cx) , L , ) , y  )
r
A.
donde para todo B e (X (Xl se definen, para /< : X  * [o,l] :
A.
A  ■= sup sup U Cxl
/ xe B i /
HA. A
yu. (B) = sup inf u (x) 
' xe B i /
A.
Si Ips conjuntos difusos y  ^: X  *[o,l] son de complementa
rios (reclprocos) serân
^i Ay  1 = 1  , y  ^
A, A^
y por tanto existirân relaciones évidentes entre y  (B) y y  (B), 
que serân analizadas mâs adelante, junto conotras operaciones que 
nos cpï*)^ )letarân la estructura.
Subyace en estos planteamientos una diferenciaciôn entre lo que 
podrlamos llamar difusidad extensiva ( X , <X (X) ) y la difusidad 
comprehensiva ( L , Æff, ) ), denominaciôn escogida por el lugar - 
donde realmente se aplica la funciôn de medida de difusidad; como 
dice Blin, la teoria de Suppes (1963) de "medida de creencia" es - 
suficiente para las "ciencias duras" como idea de difuso. Una apli 
caciôn muy interesante es considerar los difusos como medida de la 
posibilidad, como desarrolla îadeh (1978). Ver también el concepto 
de conjuntos vagos de Gentilhomme.
59
La composiciôn de arobas difusîdades es lo que nos da lugar al 
espacio difuso real. Comparemos este espacio de conceptos difusos 
con la estructura de conceptos difusos propuesta por Nowakowska 
(1977), del tipo
( X , G , L , e  , X" )
donde
X es el conjunto bâsico de objetos,
G = ( '*^ 2 ' ' ' j una clase de conjuntos difusos
en X,
L es un conjunto de étiquetas (nombres),
(J) représenta la étiqueta vacia (sin nombre) , y
'f î (X (G)---► L(J® la funciôn de etiquetado, es
decir, la representaciôn linguistlca.
Observâmes lo siguiente;
1.- Hace uso del conjunto bâsico de objetos no difù 
so Cel conjunto de objetos que nos pueden interesar no es extensi 
vamente difuso tanto en cuanto sean reales).
2.- Aparece el âlgebra de las caracterlsticas (con­
juntos difusos), para poder responder a las preguntas asociadas a 
dicho âlgebra.
3.- Lo especifico de esta estructura de Nowakowska 
es su objetivo; asignar conceptos (psicolôgicos en su caso, elemen 
tos de L U ®  ) a partir de esas caracterlsticas elementales de G. 
Esto supone un salto de tercer grado (objetos, caracterlsticas, -
6C
conceptos) qua nosotros no hemos dado en la estructura propuesta, 
aunque su Incorporaciôn sea trivial; G = [
Mowakowsika (1979) abunda en esta estructura, enfocada had a la 
resoluciôn de problemas de medida linguistica para conceptos psi­
colôgicos. Distingue también Nowakowska entre diferentes tipos de 
ambiguedades, y diferencia el problema de asignaciôn ("labeling") 
y de agregaciôn, que es el oue nos interesa en esta memoria.
Comparando por otra parte con otros trabajos dedicados a las o 
peraciones entre conjuntos difusos (que en nuestra estructura son 
caracterlsticas difusas sobre L = [0,1], de dimensiôn 1, mejor - 
llfunadas "propiedades"^ por Nowakowska) , observamos variantes en - 
las definiciones. De especial interés son la uniôn disjunta y la 
composiciôn condicional (con la composiciôn conjuntiva y la dis- 
juntiva, ésta forma el grupo de las tres reglas de tipo II de corn 
posiciôn de proposiciones de Zadeh en el articule "Fuzzy Sets as 
a basis for a Theory of Possibility", donde estân mSs formaliza- 
das) :
DEFINICION 2.7.2.- Dadas A,B propiedades difusas, taies eue 
/^ p^ (xï+/^ {^x) ^  1 V x é X
se define la uniôn disjunta o suma como
A + B  = **----   (0'3l
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Es decir, la medida A-difusa de Sugeno (1974) para X=Oi
Para operaciones que tienen en cuenta la independencia entre 
atributos, consulter por ejemplo el trabajo de Thole et al. (1979). 
Esta operaciôn es propia pues entre propiedades de una misma carac 
teristica ep nuestro sentido (particiôn difusa). Esto nos sugiere 
définir para cada caracterlstica de modalidades disjuntas:
C. = U ci 
 ^ j ^
 ^(x) = 1 V X
j /c:
un âlgebra (X(C^) sobre la que trabajar, con una "+" (C^+C^ es una 
propiedad distinta de la C^Uc^) y una operaciôn (tambiên dis­
tinta de n y tal que
A j  (.k'*' ' -^ jkCi.Ci
es decir, la unidad si j=k y cero en el caso contrario). Asi, pa­
ra todo M,N e <X(C.) tal que M = )> y N = ^  de-
 ^ j e J  ^ keK ^
finimos
" 3 . ^  A : " ’
Y asociadas tendremos las operaciones correspondientes al com-
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piementario, tanto de como de L = j = | : si M “ (J C*
se definen
y  (A) y, I *(Ai = sup sup yp*(x)
M i/I ^ ^  ^ i
y  PI . (A) = sup inf (1 - (x) )
i e 1^ i^  X € A i e I / ^i
y  M y  U . g*, (A) sup sup (1- y  *(x) )
iel'-^'i^ X6 A ie I ^ ^ i
y  Ml (A) = y  (A) = sup inf y,*(x)
4 ? i ^ i  A i / l ^ i
X c A
Y anâlogamente se definen las operaciones restringiéndonos a la 
clase C^:
y ' y ' y
y ademâs
y  m A^) =  ^ (A) = sup ( 1 - >  ~ /^j(x) ) =
/ cl 3. ,V '4
Todo lo cual nos parece que abarca las operaciones lôgicas en­
tre conjuntos difusos, aunque todas ella son composiciôn de las - 
tres bSsicas U , - , y %  , junto con la uniôn y complementarie-
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dad clâslcas:
(x) U et (x)
C*/ M ^
M(x) ^ n %ct (x) - - U c^(x)
Cté M C* e M
M(xi = U -c*(x) = - n e *  
et € M et f M
(X)
M' (x) t= n ettx) = - U -et (x) 
et/M  ^ e*/M
-M (x) = 1 - M(x)
Suponiendo pues que las caracterlsticas e^ = [e^ | son reclpro- 
cas, es decir, suponen una particiôn, las demâs operaciones se 
pueden définir a partir de las tres bâsicas, considerando donde - 
sea preciso recorridos restringidos a m H e^ . Esto supone una es 
tructura previa inspirada en el -glgebra difusa de Element(1980)!
DEFINICION 2.7.3.- Un conjunto [ y  ] : X  * [O ,l] j es un
(T-âlgebra difuso de la caracterlstica i si y s6lo si
Jp tal que
1) Para todo yc ê (A existe uns misma particiôn 
3 = 1  . t cr
3 Je J tal que /<- = ^
P / jej ^
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2) Para toda £ j j g jcij ^on la particiôn.
P
se verifica que
DEFINICIDM 2.7.4..— Se dice que cr = ^  g' es un cT-Sigebra
i€ I
difuso de I caracteristicas difusas si y s6lo si
1) (7^  es un -Slgebra de la caracteristica i
jj. e (T ^  X  ^ (T
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II.ft- Funclones medlbles.
Se dirS entonces que los conjuntos difusos cr son medibles di- 
fusos, y el par ( X , cr ) es un espacio medlble de caracterfsti- 
cas difusas.
PROIOSICION 2.8.1.-
i) Sea (Y , cr 1 un espacio medible de caracteris­
ticas difusas y f: X  *Y funciôn. Entonces f es un <^-
âlgebra difusa.
±i\ Sea CX , cr ) un espacio medible de caracterlsti 
cas difusas, e Y un subconjunto no vaclode X. Entonces
<r/Y = tal que  ^^ }
es un (r-âlgebra difuso en Y. 
Pemostraci6n t
i) es trivial, ya que
■ \ 4 »  — 1f
f'^Csup » sup
iii es un caso particular de i), cosiderando la fun­
ciôn f : X — -— »Y tal que f(y)=y para yt Y, y cero en caso contra
rro.
PR3P0SICI0N 2.8.2. - Sea | / î ^  J j una fcunilia de (T-llgebras
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de I caracteristicas difusas en X. Entonces la intersecciônn cr.
j 6 J J
es un (T-âlgebra de I caracteristicas difusas en X.
Asi se podrâ hablar, para un conjunto arbitrario ex de conjun 
toB difusos, del minimo £r>^lgebra difuso <T (oc ) que contiene a 
dicho oc .
DEFINICION 2.8.1.'' Sean (X, 5^ ) y iY,cr) dos espacios medibles de 
Icaracteristicas difusas.-Una funciôn f: X  »Y es medible di­
fusa cuando f"^ :^ (Y,C“) * (X, 5 ) es tal que f  ^( cr ) (Z Ç  .
PR3PIEDAD 2.8.3.-
i) Sean f: (X, f ) --- - tY, cr ) y g: (Y,cr)---- ' (7,/ )
dos funciones medibles difusas. Entonces la composiciôn
g o  f : (X, S' ) --------- )
es medible difusa.
ii) Sea f: tX, 5 )  *iY,cr) medible difusa y un sub-
espacio de (X,'f ), (Z, 5/Z) . Entonces la restricciôn
f/Z : (Z, 3/ 7) --- » iY,<r )
es medible difusa.
iii) Sea {.Y,<r\ espacio medible difuso y f: X --- *Y
una funciôn. Entonce^ f ^ ( cr ) es la minima (T-Sigebra en X que
hace de f medible difusa.
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iv) Sea cx un cohjunto de conjuntos difusos definidos 
de Y en [o,l] . Entonces f: (X, 3)----» (Y, <r{cx }) es medible difu­
so si y s6lo si f'^(«)ci 3 •
Otras propiedades se pueden obtenez a través de las funciones 
definidas en Element (1980). A este autor le interesa que toda 
funciôn constante sea medible difusa, lo cual le obligarla en es­
te contxto a anadir la hipôtesis de que todo conjunto difuso K 
tal que K(x)=K para todo x, sea Ke S :
FFOPIEDAD 2.8.4.- Sea K: X --'Y funciôn constante (K(x)=K).
Para quo K sea medible difusa es necesario que
: X -- '[o,l] / (x) = yc(0C) j c  5
para todo yc e cr ,
Demostraciôn; serâ medible, por definiciôn, cuando para todo ^  se 
verifique
Cy, A Cy) )„ , V = (x,
y=f (x)
f'^C /^Cy ) Y  sup Cy)) 
/ ^ X /
= C X , y^  (PC) )
De todas formas, y a pesar de sus argumentes (pg.84) no nos pa- 
rece realmente necesaria tal hipôtesis complementaria.
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11.9.- Variables Difusas.
Nahmias (1978), que comienza este articule recordando que no e- 
xiste todavia axiomâtica satisfactoria para describir la difusicfed, 
da una definiciôn de variable difusa que no estS dentro del contex 
to de las funciones medobles, en el senti do de Kleiaent o en el 
nuestro. Se trata, como él mismo afirma, de una nueva definiciôn - 
de conjunto difuso (pg. 98) que juega el mismo papel que la varia­
ble aleatoria en probabilidad. La clave de la diferencia esté en - 
que las funciones medibles difusas trabajan dentro de lo que hemos 
llamado difusJi àd comprehensive (L , ÛL(L)}, mientras que las va­
riables difusas de Nahmias se aplican eh la difusidad extensive 
(X , (5.CX)).
Las ûnicas propiedades absolutamente caracteristicas son la exi 
gencia de que exista al menos un punto con grado de pertenencia 1, 
lo cual impone una filosofia muy concrete, y que OL(X) sea una to 
pologia discrete de subconjuntos de X, y no simplements un (T-Slge 
bra.
DEFINICION 2.9.1. Una variable difusa es toda aplicaciôn 
? = X  .R
DEFINICION 2.9.2. La funciôn de pertenencia de una variable difusa 
^ , que notaremos por , es una aplicaciôn
^  ^  ' /fi --- »[ 0 ,l]
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tal que
(yl = (T I X e X / J(x) = y I
donde cr es una escala definida en OiiX) con las propiedades
siguientes;
i) cr (jï)=0 y CT(X)=1
ii) Para toda colecciôn arbitraria de conjuntos 
fe CllX) , numerable o no,
cr t U A ) - sup (T (A )
X ^ X *
PEOPIEDAD 2.9.-1.- 0  ^ cr(A) *1 , para todo A e CX(X) .
Demostraciôn ; Como X^  AlJ A*^  , entonces
1 = cr (X) " max C cr (A) , (T (A°) )
luego cr (A) < 1. Por otra parte, al ser A=AU 0 ,
cr(A) ■= max ( cr (A) , 0 )
luego (T (A)*> 0.
P R 3P IED A D  2 . 9 . 2 . -  ACT B =» c r (A ) ^ c r (B )  .
Demostraciôn : Trivial considerando C=Bfl y B=A (J C .
Asi la escala cr hace el papel del conjunto difuso bâsico del
que ya hemos hablado en (X, (X(X)), imponiendo que exista algfin e
lemento que estô en ese conjunto nitidamente (que verifique esa 
propiedad plenamente), lo cual en la mayoria de los casos parece 
natural.
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En probabllldad, recordamos, la distribueiôn estS definida so­
bre los conjuntos de la forma (- oo , x ] , lo cual détermina unî-
vocamente una probabilidad en los conjuntos de Borel. Sin embargo 
en el modelo difuso, y debido a la operaciôn supremo, la escala 
cr no quedà determinada unîvocamente por extensiôn a partir de ta 
les intervalos: la funciôn de pertenencia debe obtenerse por ex- 
tensiôn de los conjuntos puntuales; esto nos obliga a considerar 
uniones no numerables, con lo que no es apropiado dotar a (X) 
de una e structura simplemente de cr-Slgebra.
Dada una variable difusa 3 definida en ( X , Oî. (X) , «r ) y
una funciôn g:/?---» Æ  , es claro que g(^): X  es otra
variable difusa sobre el mismo espacio, con
j g( F )=y j = U  j F=u \ =
 ^ / u € g (y)
U  I X c: X / ^  (x)-u i C  (X (X)
u é g (y) /
= sup 4 cr /j=uj = sup_. (u)
U€ g '^ (y) I / ue g ^(y) / ^
que coincide con la definiciôn de la transformaciôn de un conjunto 
difuso dada por Zadeh (1965).
Sean entonces 3 Y \ dos variables difusas. Podemos preguntar 
nos acerca de la variable suma 5^  ~ ^ (por ejemplo, ^ = |nû-
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meros cercanos al 5 j Y  ^  ^|nûmeros cercanos al 15j , para que 
y  = I nûmeros cercanos al 20 j ) :
TBDREMA 2.9.1.- y^^Cz) = su^ rain ( (x) , (z-x) )
Demostraciôn; Se trata de la propiedad' anâloga a la convoluciôn 
de densidades de probabilidad. En efecto:
(zl = (T j Y + ^  = z j = (r|(5’+'^=z)rix^ =
^ ( r ( ( ^ + ^ = z ) n c U  } ) 1
( xe/C  ^ ■' )
= (T il X Cf-X, f + J =zl^ =
= sup (T y  =x, ^  =z-x V =
x«^ l /
= sup rain ( cT |5’=x ] , <T =z-x j ) =
= sup rain ( (x) , (z-x) )
donde en el penûltimo paso hemos utilizado la hipôtesis de que 3 
y  ^ son independientes Ces decir, siguiendo a Nahmias, cuando 
cr ( f =x) n ( t =y) I = min  ^<r ( 3=x) , cr( ^  =y) j , y esto para todo 
par x,y de reales; corresponde evidentemente este concepto al de - 
independencia probabilistica).
Entonces podemos introducir familias de variables difusas con 
resultados anSlogos a los probabilisticos. Por ejemplo, son de es­
pecial interés para expresar las opiniones individualss las basa - 
das en la funciôn de densidad Normal, siraôtricas y unimodales:
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DEFINICION 2.9.3»- Una variable difusa ^es Normal si y sôlo si 
existen a,b e /C , b>0 , taies que
• (x) = exp ( -( )^ ) '^xé/C
■ *EDREMA 2.9.2.- Sean 3 sN(a^,bj,) y  ^z H (a^  ,b2 ) independien­
tes. Entonces
y = 3 + 2 = N (aj^ +a^  , b^+bg)
Demostraciôn; Sea
(x) = min C y^^ (x) , (z-x) )
que es evidentemente unimodal y con mSximo en un x*(z) tal que
y^j(x*(z)) - (z-x* (z) )
es decir, que analizando las dos raices y suponiendo ^2 ^ ^ 1 ' 
cual no quita generalidad:
X* (z) ■= (a^.b2 -(z-a^) .b^-b^.b^. (z-a^-a^) )/(b2 -b^)
luego
y^j (z) = sup min i (x) , (z-x) ) =
= sup g_(x) ^ g (x*(z)) =
X ^ ^
= exp ( -(z-a^-a^)^/(b^+bg)^ )
COROLARIO. - Sea | j i-1 n conjunto de variables difusas in
dependientes y normales de parSmetros {(a.,b.) V y seanf i l l  i~*i/n
I oCj. j ^ reales no nulos. Entonces
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- 5 -  z / i - W ,
es tambiên normal, y de parâmetros Zoc^.a^ y | .b^ .
Si las opiniones de los individuos viniesen expresadas en la 
forma de nümeros difusos en el sentido de Dubois-Prade (caso par 
ticular de la definiciôn 2.9.1., pues serâ un conjunto difuso m 
con funciôn de pertenencia /Æ  ' [ 0,l] continua con mSxi­
mo la unidad y tal que para cualesquiera x,y,z reales taies que 
X ^  y z se verifies que
/'^Cyl » min I
siendo la hipôtesis de continuidad aceptada en orden a la aplica­
ciôn en el contexte nuestro), se puede utilizer el teorema de ex-
tensiôn de îhdeh para agregar dichas opiniones, como alternative
a las técnicas que veremos en el capîtulo III, basSndonos en el 
siguiente resultado general;
TB3REMA 2.9.3.- Dados A,B nûmeros difusos y a,b reales, entonces 
aA+bB es un nûmero difuso:
/“aAibB*'* “ °- {AxB-(x,y)}| =
= sup (T I AxB=(x,y)|
êix+by'^ z ’
- sup min | (T (A=x), (T (B=y) j =
ax+by=z
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con (T la medida de posibilidad.
Si las opiniones son nûmeros difusos, Nahmias propone, para 
su agregaciôn, el nûmero difuso 7 - , con % 1 , que
se adecûa mejor que los modelos segûn planteamientos de probabili 
dad subjetiva:
a) Si considereunos X^ segûn una distribuciôn (probabi­
listica) normal de parSmetro (a,b) , sabemos que ' 2= si- 
gue otra distribuciôn normal, pero distinta (de parâmetros Zc<^.a 
y b. (Zoc^ J ~i/2  ^ en contra de la unanimidad. Sôlo tiene senti­
do este planteamiento si el problems es anSlogo al de estimaciôn 
del parâmetro media poblacional; no reflejarla nunca, bajo tal hi^  
pôtesis, la opiniôn del grupo.
b) Si considérâmes que cada individuo es una estimaciôn
de la funciôn de pertenencia del grupo, y planteamos un mode­
lo y^^ Cyl = (y) + Cy) con |^^(y) j distribuciones norma­
les con propiedades razonables (independencia e igualmonte distri- 
buidas de media nula), solucionarlamos el problems de unanimidad 
anterior, pero en estimador mâximo verosimil de no darla en
general un nûmero difuso.
c) Sin embargo, tenemos que ambos problèmes se solucio- 
nan con la propuesta de Nahmias, segûn la proposiciôn 2.9.2. , pues 
si X^=X son nûmeros difusos normales de parâmetros (a,b), enton­
ces Z = es otra normal de idénticos parâmetros.
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.Claro es que esta propuesta de Nahmias no es mâs que urta apiica 
ciôn directs del prîncipio de extensiôn, dando en este caso la ver 
siôn difusa del estimador clâsico de la media en inferencia. Asf a 
soclamos a
_ n
g C x  I = %  oc .X
el conjunto difuso tal que
y en general, por analogîa, tendrîamos versiones difusas de los
criterios clSsicos (nîtidos), susceptibles de ser axiomatizados.
fjalimias (1979) desarrolla un ejemplo con funciôn de pertenencia 
y distribuciones de probabilidad normales, pero ya senala que el - 
problema general de inferencia difusa es extremadamente complejo, 
no habiôndose desarrollado todavia la base teôrica apropiada. dado 
ademâs que ciertos conceptos difusos (por ejemplo, ho-interacciôn 
o independencia) parecen mâs bien traducciones forzadas del modelo 
probabillstico, con poca evidencia fisica.
En este sentido, siguiendo la llnea de investigaciôn propuesta 
por Blin (1977), es en el que se ha trabajado en esta memoria. "Fu 
zzy,decision-making is still in its early age" (Dubois-Prade, 1980, 
pâgina 277).
Eh resumen: un espacio de caracteristicas difusas se compone de:
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a) Una difusidad ( L , Æ(L) , )  " comprehensiva"
donde (L) es el (T-Slgebra difusa de L - |  ^ j (i) propie­
dades difusas.
b) Una difusidad ( X  , Ct W  , ) ’"ëxtensiva"
donde ÔE(X1 es la topologîa discreta del conjunto de objetos X .
cj Una medida de difusidad yt ; LxX  --- *[o,l] que
por extensiôn se aplicarâ sobre 6£(L)xX y luego sobre el total
a.a*ix acx).
De este modo asociadas a a) se definen las funciones medibles 
difusas, y asociadas a b) las variables difusas; y evidentemente 
como composiciôn de las variables y su funciôn de pertenencia, to­
do conjunto difuso se puede expresar como variable difusa, supo­
niendo -lo cual no es muy restrictivo, incluso natural a menudo-




SOLUCIONES DIFUSAS EN LA DECISION DE GRUPOS
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. Nos enfrentamos, con todo el bagaje anterior, al problema de 
ehcontrar salldas positivas a la decisiôn de grupos. Y lo hare- 
mos: segûn dos enfoques:
:
-T El axiomatico (teoremas de existencia)
X— El multicriterio, donde desarrollaremos un mêto 
do. basado en los trabajos de B. Roy.
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III.1.- Tratamiento axiomâtico.
Consid^remos un proceso de decisiôn unietâpico; siguiendo el es- 
quema présente en la parte anterior de esta memoria, sean
* X = j^ a^ , ..., a^ I el conjunto de alternatives, no di­
fusas, con cardCX) finite.
* D = jdj^ , . . . , dj^  I el conjunto de decisores, nitido 
tambiên, y en pfinpipio finito.
Supongamos que el input o informaciôn de entrada para la deci- - 
siôn es una relaciôn binaria de opiniôn difusa por cada decisor:
I x x x  >[ 0 , 1 ]^
que supondremos reflexivas y con una medida minima de aciclidad:
v i . i  k
Cuando verifique ser reflexiva y con  ^c>c , diremos
que es un oC-orden de opiniôn individual difusa.
DEFINICION 3.1.1.- Un perfil de opiniones difusas de grado oc es - 
una k-upla de oc-ôrdenes de opiniones individuales difusas.
Entonces podemos planteamos la existencia b no de funciones so­
ciales en ëi sentido clâsico (cfr. los trabajos de Arrow y Pardo). 
Notemos por (^(X)CI %(X) el conjunto de todos los o( -Ordenes de 
opiniones difusas. Entonces:
DEFINICION 3.1.2.- Una funciôn social es todo aplicaciôn que asocie 
a cada elemento de un conjunto (X) C  (R. (X) de perfiles de 0-
piniones difusas una opiniôn difusa S (F) € (X), para toda F de
T^"(X) .
Es claro que ademâs de la reflexividad, a S (F) debiera exigirse-
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le un - minimo p  de aciclidad. Si (S (F) ) > ^  , para todo F £ (X)
se hablarâ de funciôn social de grado [3 . El teorema de Arrow clâ-
sico aseguraba la inexistencia de una funciôn social que verificase 
una serie de reStricciones (un tipo de "racionalidad absoluta"). Im 
poniehdo unas propiedades paralelas con el concepto de difusidad 
nos encontraremos con que siempre podremos evitar la irraclonalidad 
abëoluta.
DEFINICION 3.1.3.- A toda funciôn social que verifique las siguien­
tes' propiedades la denominaremos "funciôn de bienestar social":
Cl. ,DQMINIO UNIVERSAL; La funciôn social estS definida para todos 
los posibles perfiles de «--ôrdenes de opiniones difusas:
S : '^ '^'CX)  ----- ' ^  (X)
C2. - ASOClACiON POSITIVA: Dado un perfil F f {P' tal que
S(F) (a^»aj) = t/^L' A  2' 3^
y se.considéra otro perfil F' tal que
F(aj^ ,aj^ ) = F* (aj^ ,aj^ ) V  k,l / i,j
pero.se modifican las intensidades entre a^ y cualquier otra alterna 
tiva aj a favor de a^ en la coordenada t (êsta no disminuye), enton­
ces
S(F<)(a^,ay = (y-', Z"2'/^3)
es tal que
C3,- INDEPENOENCIA^  TERNATEVAS IRRELEVAN *ES: Dado X^^C X , si se
conslderan dos perfiles F y F' taies que
F (a. ,a.) = F' (a. ,a .)
, J  ^ J
para todos a^ ÿ a^ en X^ , entonces
S (F) (a^,ay - S(F’ ) (a^,ay
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para todos a^ y a ^ que pertenezcan a
C4.- SOBERANIA CIUDADANA: Para cada par a^,a^£ X y todo
g [ 0 ,1 ]^ existe un perfil de ôrdenes de opiniones difusas F tal
que
S(F)(a^,a.) = (/"i ./‘2-/^3>
C5.-ID DICTADURA: No existe un individuo d en D tal que si
1'/^2'/^3^
S(F) {a,. ,a^ .) = /^ 2'/^ V
entonces
CFW  . .
1 ]
con si ) y  y
Para reconstruir un teorema équivalente en forma al de Arrow 
cuestionamos si existe alguna funciôn social que asocie a cada con­
junto de k oc-ôrdenes difusos un ^ -orden difuso, verificando estas 
condiciones, en un caso no trivial (con k mayor o igual a dos).
. TEDREMA 3.1.1. - Dadoo<>0, existe al menos una funciôn social defi­
nida sobre las k-uplas de oi -ôrdenes en los (3-tôrdenes (para algûn 
(3 yC 0) y que verif ica C1,C2,C3,C4 y C5.
Demostraciôn; Bastarâ construir una funciôn social tal que nunca - 
pueda dar lugar a un orden de grado cero. Definamos para toda k- - 
upla de oC-ôrdenes (R^, ...,Rj^ ) el siguiente orden difuso:
S (Bj^ , • • • , Pjç (ifj) ) ^ 2  2 3
con ^ Z
y es claro que S cumple los axiomas, estando bien definida, y evi­
dentemente, si [ i son cA-ôrdenes, entonces S(Rj^ , . . . ,R^) es un 
orden (relaciôn binaria de opiniôn difusa reflexiva) con grado de -
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aciclidad todavia no determinado. Pero bajo estas hipôtesis, dado - 
cualquier induvuduo 1 y cualquier X con card (X^)= m , alguno de 
sus*casos aclclicos es de peso no nulo. Es trivial entonces que el 
misirto caso aclclico tiene peso no nulo mediante (T, con lo que serâ 
(Xj^ ) / 0 , como querlamos demostrar.
Aûn asl, notamos el interés que puede tener el ponderar las opi­
niones de los individuos proporcionalmente a sus grados de coheren- 
cia -aciclidad-; estas ponderaciones anularlan la condiciôn C3, 
pues dependen de las demâs preferencias. En concrete:
Pero no sôlo se verif ica que dada una k-upla de d-ôrdenes (oC > 0) 
existe una régla que no es 1-clclica en ningûn caso, sino que es 
trivial demostrar que el Infimo de los (3 es distinto de cero, ha- 
ciendo uso de la hipôtesis de que card (X) era finito.
Hemos propuesto, como es évidente, la variante lôgica de la ré­
gla de la mayorla, esquivando el efecto Condorcet como irracionali—  
dad absoluta; la irraclonalidad entendida como ciclidad deja paso al 
concepto de "conflictividad", y quizâ mâs correcte en este contexte 
al de entropîa de la agregaciôn.
Asl pues, tenemos un teorema de existencia de funciones sociales 
de algûn grado p>0, para cualquier 0 exigido en el input (opi- - 
niones personales). Si no se verifies la unicidad se plantearla un 
problema de optimizaciôn (buscar S tal que su minimo grado sea mâxi- 
mo, pôr ejemplo, y analizar dicho conjunto optimal), que parece na - 
tural intentar resolver mediante el uso de otro criterio (unanimidad, 
entropla del grupo agregado), lo cual nos sugiere un tratamiento
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multicriterio, que veremos en su momento.
Pero es évidente que dicha unicidad no se verifica; por ejemplo, 
tomando como base
(T (i f j )  ^(T ^ (i, j ) t=l,3
e imponiendo la segunda coordenada de tal forma que la suma de las 
très sea la unidad, la nueva régla verifica también las cinco con­
diciones. Se tratarîa entonces de buscar una régla tal que la mâxi 
ma ciclidad posible sea minima, y en su defecto, que esté a una 
distancia subj etivamente pequena del Infimo.
Mas, de igual modo a como Blau encontrô un contraejemplo al pri 
mer teorema de imposibilidad propuesto por Arrow, con esas condi­
ciones no queda eliminada la posibilidad de existencia de " dictado 
res" que solucionan localmente las inconsistencias, es decir, indi 
viduos que rebajen la ciclidad de la régla del grupo mediante su 
imposiciôn: pesando mâs la opiniôn de un individuo concreto, es 
claro que se acota el grado de ciclidad posible, por ejemplo défi- 
niendo ^
Ri
se cumplen los cinco axiomas, y si y  es un oC-orden, entonces,
para cualquier S > 0 podemos encontrar un m(t ) tal que si m m ( t ) 
entonces la régla es de grado cx “ £ , al ponderar cada vez -
mâs algo aclclico en esa medida.
TEOREMA 3.1.2.- Dado un £>0 ( 5 ) , existe al menos una funciôn
social definida sobre las k-upla s de <?C-ôrdenes en los ( ot - £ )-Orde 
nés y que verifica los axiomas C1,C2,C3,C4 y C5.
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Wô parece muy ético, stn embargo,, solucionar todos los problema s 
dejanûo que casl décida un individuo. Notamos en lo expuesto que el 
concëpto de "dictador" es otro difuso, pues se es dictador con mayor
o menor fuerza. Asignemos a cada régla régla F una aplicaciôn
^ : D  V [ 0 ,1 ]
difuso Zadeh que determine el grado en el que cada decisor es dicta­
dor; •
DEFTNIC3DN 3.1.4.- Se dice que un individuo d en D es un ^-dictador 
sobr.e el par (a^,a^) en D para una régla F dada, y en la coordenada
t si .
coh .,
siendo [0,l] el mâximo valor que verifica esta condiciôn.
Anâlogo para el veto (cfr. los trabajos de Blau y Deb):
DEFINICION 3.1.5. Se dicé que un individuo d tiene un }f-veto sobre 
(a^;ay si
y  t ^ 1 - (1-y^) . ^
con^ el mâximo de los que verifican esta condiciôn, y como antes, 
sean cuales sean los perfiles de los demâs individuos.
PR3POSICION 3.1.1.- La condiciôn C5 implica la no existencia de nin­
gûn 1-dictador.
Entendiendo por ^-dictador aquêl que lo es sobre cada par (anâ-
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logo y -veto) en las très coordenadas.
PR3POSIC3DN 3.1.2.- Si existe en D un individuo ^-dictador ( ^-ve­
to) , entonces cada individuo en D distinto de él tiene a lo mâs un 
(1- ^  ) -veto. (Anâlogamente, es (1- gT )-dictador) .
Un problema séria fijar una cota superior 3 para alguna (0 ambas) 
caracteristicas y buscar funciones sociales con la mayor aciclidad 
posible. De todas formas, el trabajar con la condiciôn C5 difusa, 
como estamos haciendo, sugiere intentar lo équivalente con las otras 
condiciones (ver, por ejemplo, Blin(1976) sobre la condiciôn C3).
DEFINICION 3.1.6.- Se dirâ que un individuo d e D es / -decisive 
si es -dictador y tiene un ^T-veto.
Parece deseable que este valor sea ^ = 1/k si card(D)=k, al mis 
mo tiempo que se verifica esta propiedad de proporcionalidad en los 
grupos: o’  ^ hace de todo individuo (l/(k^) )-decisive, con lo que
se podria hablar de opresiôn social sobre cada individuo, en el sen­
tido de que la decisividad individual es menor que el valor proper- 
cional. Si tenemos G CI D con card (G)= g, se dirâ que G es (iT-de 
cisivo cuando
îT.y.® y  D é 1 -d-yjj.3^ para todo t
sean cuales sean los perfiles en D-G, y para todo par comparado.
CONDICION C5' : Todo conjunto GC D con card (G) = g, es 
g/k -decisive.
Es claro que la funciôn social citada basada en CT^  verifica Cl, 
C2, C3, C4, y C5. Todas las condiciones del tratamiento claSico ad-
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mi ten una versiôn de este tipo, obteniëndose resultados anâlogos. 
Por."ejemplo, tendrtamos un teorema de existencia basado sn el teore 
ma de Sen sobre las condiciones clâsicas 1', A, N y RP, ahora con 
Cl, C2 y
CONDICION A.x- Dados d, d'« D y dos perfiles de opinions difusas 
F=- I Rf I , y F * I R^ j- , tales que
R^ = R^ V i j/ d,d*
^d = ^d'
"d'"
Entonces S(F) = S (F ).
CONDICION N .- Dadas dos alternativas i, j g X y dos perfiles de opi­
niones difusas F = [ Rj^ j y F = [ R* ) tales que
R, R*
y  ^Ca.,a^) = y
^1, k ..^ 1y  (3j,a^) = y  (a.,a^)
es la ûnica diferencia existante entre ellos (para todo t) , entonces 
S(F)(a^,a^) = S(F*)(a^,a^)
es la ûnica diferencia entre S(F) y S(F*).
Las réglas del tipo cr^ para t=l,3 y para t=2 el
valor calculado, aglutinan el peso en la indiferencia scial, lo cual 
aporta la posibilidad de disminuir la aciclidad en algûrcaso, pero 
no en general (por ejemplo, si (7^ (a^,ay=l, (T^  (a^  ,a^ ) I, y ademâs
(T ^ (a^,a^)-0.9). Serla una buena técnica para trabajar on cuasiaci- 
clidades (de este modo se corresponde con lo que Sen halenominado
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" impurezae").
Paba obtener la unioidad en la funciôn social basada en la que 
hemos dado en llamar proporcional bastarâ exigir alguna condiciôn 
de linealidad: que 0^  sôlo depends de los a través de una -
funciôn 0~ independiente de t, tal que a un increnento h (en una 
cualquiera de sus coordenadas) le corresponde un incremento L .h, 
con L constante. Es evi^nte que se verifica en este caso la unanimi 
dad (si todos los individuos tienen el mismo perfil de preferencia 
la sociedad tiene ese perfil) y de sustituciôn (si 9  todos los miem 
bros de un subgrupo se les cambia su perfil por la agregaciôn de 
este subgrupo, la agregaciôn del grupo total no se modifica).
Asl es claro que, como dlcen Fung y Fu, los modelos de agregaci­
ôn de grupos persiguen reducir la excesiva subjetividad de los in­
dividuos aislados.
Fung-Fu (1975) , por otra parte, tratando formaImente cada indi­
viduo como un criterio (el problema de decisiôn de grupos es un ca­
so particular de los problemas multicriterio), asigna a cada deci­
sor un L-difuso sobre el conjunto de las alternativas, de tal forma 
que y ^ ) representaria el grado de preferencia de Ja acciôn 
para el decisor d (quizâ mejor deba interpretarse como "grado de a- 
ceptaciôh*), exigiendo a L determinadas propiedades que, desde luego 
verifica el intervalo [o,l] , aunque L no necesarlamente ha de ser 
acotado.
La axiomâtica de Fung-Fu se basa en la agregaciôn como operaciôn
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binaria "®" en L de tal modo que représenta la agregaciôn
de los conjuntos difusos yBg, y que es a su vez otro dlfuso:
B^» Bg : X  ' [0,1]
X ----
Fung y Eu proponen los siguientes axiomes Ces claro que en el a- 
xioma II subyace una condiciôn de anonimato, y el I es el orden li­
neal en L ) :
roiiTCNUIDAD: La operacion binaria " es continua en la topo] ogia
de L.
mNO TDHICIDAD: Si B^ " B ® y B g ^ B ^ C g  son taies que
A l ' * ’  ^ A j ' * ’
entonces
Cx)
Abj'*’ > A 2
IDENPO TENCIA; B^® B^ B^ (unanimidad)
0)NMU 'lA HVIDAD.t. B^ ® B^ ■= B^  ®  B^
ASOCIAUVIDAD; B^  ®  (B^  ®  ) = (B^.®B^) ®  B^
Dr» tal modo que la agregacion de très o mâs preferencias se hace 
inductivaraente:
®1*®2 ... ®®m * •••
■ '10RIJMA 3.1.3.- (Fung-Fu, 1975): Sea T. y satisfaciendo los axlo
mas anteriores. Entonces las ûnicas ope innés para "(8> " son las sigui­
entes :
89
a) a®b ~ miri (a,b) u agregaciôn pesimista
b) a®b = max la,b) o agregacion optimxsta
c) Kxiste oc 6 I, tal que
a ® b  = max la, b) si a,b é c<
a ® b  = minia.bj si a,b
a ® b  == en caso contrario.
Se pueden obtener entonces las unicidades de la regia optimista 
o de la pesimista, sustituyendo el axioma de monotonicidad por el 
axioma slguiente, respectivamente en cada caso:
OP HMISM3 : Existe o«.e L y una cota supei ior 1" de L tal que 
(3 < X « 1 1 ® X = 1
PESIMISMD : Existe « e L y una cota inferior "O'" de L tal que
0 < X < ot r=p 0 ®x - 0
Asl, con el axioma de pesimismo -y los dem^s- queda justificado 
el principio minimax, que escoçe como mejor accidn x* tal que
M(a*l - sup min A  (a) 
/ X i==l. . .m ' 1
siendo X el conjunto de alternatives y m el ndmero de decisotcs. 
Notar que el valor (a) représenta ]a admisibilidad asignada por
a la acciôn a, con lo que la base de la decisidn no es una rela 
ci6 n de preferencia (ver el capitulo dedicado al tratamiento multi- 
criterio) y por otra parte, el concéder a la accidn a un valor 
min yAg la) significarla concéder a cada individuo un 1 -veto y una 
0 -dictadura.
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Tebdremos que llevar a cabo alguna modificacl6 n para aplicar la 
idea de Fung-Fu en este contexte. La clave estarâ en conslderar, - 
junto con los valores a agregar, los "pesos" je dichos valores, 
siendo fScil introducir axiomas para asegurar que la agregacidn s6  
lo depende de dichas cantlêfedes. Daremos una modificacidn de la o- 
peraciôn de agregaciôn que no supondrS en principio el anonimato,
pero que nos permitirS representar las funciones de decisidn social
que nos interesan:
EEPINICION 3.1.7.- Una operaciôn de agregaciôn de opiniones difusas 
se défine sobre los pares de grupos de D y asigna a cada par de op^ 
nionés difusas tse supone pues una condiciôn de dominio universal) 
una opiniôn del grupo uniôn:
®  : ^  *
siendo 7T\ = (Rcx) x ^  (D) y tal que para todo par de grupos (ele-
merttos de las partes de D) disjuntos es
(F^,G^) X (F^fGg) —^  (F^@ Fg , G ^ U G j )
con . asociativa y conmutativa, y ® continua.
Podria parecer natural, sobre todo para simplificar el tratamien 
to, exigir un axioma de agregaciôn por coordenadas, segûn el cual - 
se agreguen por una lado cada preferencia estricta y por otro las - 
indiférencias, notando ademâs cada una por ®  ^  , que por otra par
te depende de los grupos que se estên agregando.
91






para { l,m | 5/ [ i, j .
El objetivo serâ el estudio de agregaciones
F, F_
(yw -^(a^,aj) , G^) x (a^,a^) , G^)
F. F
 ---» ^(a^,a^)© y< (a^,aj) , G^U G^)
con "©" dependiendo en un principio tanto de G^ como de G^ , que 
aunque se han supuesto disjuntos (Gj^ fl G^ = #), la generalizaciôn
es trivial. ?al operaciôn también se ha supuesto conmutativa s61o 
en el sentido requerido por la operaciôn " ® ", y es évidente su a 
sociatividad.
Por otra parte, de suponer el anonimato y la sustituciôn, es fS 
cil ver que " depende de G y  G^ sôlo a travês de sus cardina­
les (notar que de darse la condiciôn de soberania ciudadana, gene- 
ralizaciôn trivial de la vista en el planteamiento no difuso, los 
axiomas de sustituciôn y unanimidad son équivalentes, dSndose siem 
pre la implicaciôn de ésta sobre aquélla).
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CONBICION DE ANONIMA"D : Sean y F^ los perfiles de un grupo
G Cl p ÿ de dos individuos en D-G tales que F^ = F^. Entonces
■ (Fj , { j } ) ® (F^  , G)
y . '
(F- , {i} ) « (Fg , G)
tienén idêntica su primera coordenada.
observâmes que de exigir la agregaciôn por coordenadas, el cri- 
terip del teorema 3.1.3. -sea la versiôn optimista o la pesimista- 
no es consistente, pues la suma de las très coordenadas no séria, 
en general, la unidad.
LEMA. - Sea "®" la operaciôn de agregaciôn de grupos, verif icando 
las pondiciones
i) Alternativas irrelevantes 
... ai Anonimato
iii) Neutralidad
Entonces "® " queda univocamente determinado por un conjunto de o- 
peraciones binarias '
: [0 ,1 ]^ X [0 ,l]^----- ' [0 ,l] 3
papa-k = 2,3,...card(D), y taies que sean compatibles con la aso- 
ciatividàd requerida a "® ".
Demostraciôn; por la asociatividad de ® , es claro que inductiva
mente podemos obtener la agregaciôn de todo par de grupos, teniôn- 
dola- definida sobre las estricciones que agregan un subgrupo G con
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un Individuo fuera de êl. Por el anonimato esta agregaciôn no depen 
de de guiênes formen G y ese individuo aislado, sino sôlo de cuSn- 
tos sean: card(D)= k-1 (a lo sumo depende de esto; la asociatividad 
del teorema 3.1.3. impone la independencia incluso respecto de este 
cardinal). Es decir, basta estudiar
^ ^  CX) X $  (X)  ' $  (X)
pero por el axioma de alternativas irrelevantes es suficiente deter 
minar los valores de
(a^,aj) (a^,aj) = ^^(a^,a^)
que agrega la opiniôn sobre el par (a^,a^) de un individuo y un gru 
po de k-1 personas distintas de aquél, con k tomando valores entre 
2 y card (D) .
Ademâs, al tratarse de opiniones difusas, cada terna yc (a^  ^,a^  ) 
queda descrita por el par formado por dos cualesquiera de sus coor­
denadas , y como sabemos que
serâ suficiente, dada la condidiôn de neutralidad, définir la fun- 
kciôn @ tal como dice el enunciado del lema.
Incluso es suficiente el conocimiento de su primera proyecciôn 
© ,  tal que verifique




^  (a^,aj) 1 =^^(a^,a^)
con •
= ®i(y<l(a^,a^) , y lt ( a ^. a ^  )) 
o bien la determinaciôn de la suma de las dos primeras coordenadas,
Iç
que podemos notar a partir de ahora por ® 2 *
Oambiën hemos visto que, si îf^  es el veto y ^ ^  es la dicta 
dura, de un grupo de cardinal k, entonces, para t=l,2,3, ha de ser
A Ï   ^ - )"i-AÏ ’ '
, min (d- ^k-l'AÏ ^l' A t ’^
intervalo que contiene al
[min t^  '
PR3P0SICI0N 3.1.3.- Bajo el mismo contexte del lema anterior, si 
es la dictadura de un grupo de cardinal k, entonces ha de ser, para 
todo's i+j=k,
!T? s 1
+ %; < 1
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Demostraciôn; Por lo anterior, serâ necesario, para que exista al­
guna soluciôn, que sea
Max max A 1
mâximo que toma el valor  ^^  ^^ , con lo que queda demostrado.
De suponer la proporciona1idad (aditividad de los valores indi- 
viduales hasta logrâr ^^=1 , con anonimato), serâ  ^^  = 1.
Apoyândonos, como hemos visto, en que los indices de dictadura 
imponen resttlCciones sobre los Indices de veto posibles^ y recipro 
camente, es fâcil comprobar que ha de ser
s 1 -
asegurândonos de que tienen sentido los intervalos de definiciôn - 
(son no vacios).
PH3P0SICI0N 3.1.4.-» Sea verif icando i) , ii) , iii) y ademâs
iv) unanimidad por coordenadas 
v) asociaciôn positiva
Entonces:
a) Se verifica la agregaciôn por coordenadas
b) Si estân definidos los ^-vetos (o dictaduras) de 
grupos de cardinal i dentro de grupos de cardinal j (que denotamos 
por  ^i/j ' con j >i), entonces
fi/i ” ^i/k- fk/1 V l<k< j
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L'a clave de la demo s traciôn estâ en la simetris de " © " y la aso 
ciatividad de "® . Obsérvese que
. ®^(x,y)€ [max( ï J^.x,  ^ '
min( 1- , 1- ^Ï-IA’*’ ^1-lA’^
implica
®^{l-x , 1-y) = 1 - ®^(x,y) é
€ Jmax( yJ/jçCl-x) , '
• mind- f^°/j^ (l-x) , 1 - ^I_iA+ ^ 1 -lA^^'^^U
C0R3LARI0. - Determinados | ^ l A  ^ ' para todo k, entonces
• i^/i ’ îi, ^k/(k+ii ’ ' ^1/i! V 1 < j
PJDPIEDAD 3.1.5.- Si se verifican las condiciones i)., ii), iii),
iv) .y v) , entonces
©^(x,y) = 1 - ®|[(l-x,l-y)
La demostraciôn es trivial considerando la agregaciôn
(x,0,1-x) e ^  (y,0,l-y)
y aplicar la proposiciôn anterior.
“EOREMA 3.1.4.- Toda operaciôn de agregaciôn verif icando i) ,
ii), iii), iv) y v), y tal que tenga definidos unos ^^y^-vetos y
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y y ^ yj^-dictaduras, viene caracterizado univocamente por una apll- 
caclôn continua
a 1 : [o,i] X [0,1] --- .[0,1]
que verifica
a) x*>x , y* > y =^®^{x*,z) è ®^(x,z) 
®^(z,y*) à ® j(z,y*)
V z
b) ®J(x,y)f [maxCïJ/k*^ '  ^ '
min(l-  ^1 -lA^ ^  1 -lA'^^l
con ^A'^)A ~  ^^lA^ ^  ^ ^1/ (k-1) ^ ambos extremos alcan
zables para algûn x,y .
c) ®^Cx,y) = 1 - ®l[(l-x,l-y)
d) ®^{x,x) = X
k kDemostraciôn; Es claro que para toda ® existe una ® ^  verifi-
cando estas propiedades, y ademâs ûnica. Tambiôn es claro que si u-
na tal © ^  las verifica, la © que déterminâmes haciendo coinci-
dir e 5  - ® J y tomando veriflca la conmu-
tatividad, continuidad y ademâs i), ii), iii) y iv). Quedarla por 
comprobar la asociatividad y los vetos y dictaduras,' utilizando para 
elle la extensiôn évidente.
TEOREMA 3 .1 .5 .' En las condiciones i), ii), iii), iv) y v), si es-
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tân definIdas las decisividades de forma que
1^/k = Ï^a  " ^Îa  " ^  " 1^-lA
(con la mSxima decisividad asociada) entonces la ûnica régla de aso 
ciaciôn es la determinada por
®J(x,y) - A a '* A iA ' ^
Demostraciôn: supongamos que existen x,y taies que
®J(x,y)>
(anSlogo si menor estricto, ya que si existen x',y' con
iJ(x',yM < «i/ij.x' + A . i /k -Y'l A  1-iA'
es claro que ® ^  (1-oc',.1-y * ) cumplen lo primero, por la propiedad 
3.1.5.). Supongamos que x < y (por la unanimidad no pueden ser i- 
guales). Entonces considérâmes
(x , y-oc , 1-ty) ® ^  (y f 0 , 1-y)
$ 2 (y-x, 0) = 1 - ®![(x,y) - © ^  (1-y, 1-y) <
 ^ 1  - < *1 A ' *  ^  °
* lA-
de tal modo que se infringe la  ^ -dictadura en la segunda coorde 
nada (de suponer el menor estricto se infringiria, de modo paralelo, 
el ïj^ yj^ -veto) .
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PROPIEDAD 3.1.6.- Si estân definidas ^-decisividades ( -vetos d 
ÿ -dictaduras) taies que
A a  " ^ ' ^i-aA V k » 2
entonces ha de ser
*^ 1 A  '
’i/3 ” l/j
La demostraciôn se puede hacer por induceiôn, apoySndose en el 
hecho de que por la asociatividad ha de verificarse
^ 1 /k " ^i/(i+l) V k ^ 2
y entonces es trivial comprobar que :
CPPDLAR3D t Bajo las condiciones i), ii), iii), iv), v) y vi), la û 
nica régla de asociaciôn es la que asigna a cada par de alternativas 
y cada k-upla de opiniones difusas la opiniôn social
® * 1/^ t I t=l,2,3’i>l,...k ■ */‘ t ’t=l,2,3
r t -  ^  A Ï  -donde
El resultado anSlogo a las reglas clSsicas podria venir dado por 
el siguiente teorema (recordemos que el mâximo y el minimo en todas 
las coordenadas es inconsistente):
HPREMA 3.1.6.- Bajo las condiciones i), ii), iii) y
iv*) unanimidad en la primera coordenada ( y por tanto
J.00
en la tercera)
V *)  asociaciôn positiva en la primera coordenada (y 
en la tercera.).
vi*) estâ definido un veto ^ = 1  , para todo k, 
sobre la primera coordenada (y por tanto en la tercera)
Entonces la ûnica régla compatible es la determinada por
® ^Cx,y) = min (x,y)
o lo que es équivalente, por
® ^ , 2 tx,y) max (x,y)
Demostraciôn; el paso clave estâ en que si x>y , por v*) y iv*) 
ha de ser
® 2 (x,y) » ®^(y,y) = y
siendo évidente la contradicciôn de suponer el menor estricto, por 
la condiciôn vi*).
Là equivalencia propuesta es fâcil de comprobar, recordando que
® 1 , 2  = 1  - ® g(l-x,l-y) =
= 1  - min(l-x,l-y) = max(x,y)
y es ademâs évidente que el imponer un 1 -veto sobre la primera y - 
tercera coordenada équivale a imponer una 1 -dictadura ( ï ^ yj^  = 1 ) 
sobre la segunda coordenada (indiferencia).
De este modo, a partir de la agregaciôn obtenida siguiendo aigu
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na de las cixiomSticas, plausibles para el grupo decisor, puede ela- 
borarse el proceso de elecciôn de una alternativa social, siguiendo 
cualqulera de los métodos que vereraos en la siguiente secciôn (solu 
c iones mîniiDO--consensuales, o en la lînea de Orlovsky, Roy, etc. )
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I il. •2.- TBratamlento multicrlterio.
'Expondremos en este apartado el enfoque estrictamente multicrite 
rio de la decisiôn de grupos, aplicando a este problems algunas va­
riantes de técnicas ya conocidas (Opricovic, Orlovsky, Roy, Siskos, 
etc;')
Es de resaltar que, como dice Blin (1977), la multiplicidad de - 
los criterios de pertenencia (recuérdese el ejemplo de los colores) 
esfcS en la raiz misma del concepto de conjunto difuso. Y no sôlo es 
to, -sino que existe un isomorfismo entre la clase de los conjuntos 
difusos y los procedimientos multicrlterio (cada criterio es una or 
denàciôn, y a un grupo de criterios se le asigna otra ordenaciôn). 
Los problemas que surgen de la multiplicidad de evaluaciôn de cri­
terios (que a su vez se pueden dividir en subcriterios, segûn jerar 
quîas analizadas por Saaty, por ejemplo) son intrînseccunente proble 
mas dé conjuntos difusos (tipo clSsico de -lédeh y en general de Go- 
guen), y muchas de las técnicas usadas no son mâs que métodos de 
conslderar versiones difusas del problema. En este punto, senala 
Blinj se podrSn generar nuevos métodos, mediante tal metodologfa, - 
baséndose en los procedimientos clâsicos multicrlterio, teniendo 
siempre en cuenta al consumidor en la elaboraciôn de dicha versiôn 
dif usa (" fuzzifying" ) y las estimaciones necesarias.
En el mismo artîculo, Blin distingue entre las estimaciones obje- 
tivas (basad^ en una mêtrica) y las subjetivas (ambas han sido uti 
lizadas en diferentes momentos a lo largo de la memoria), y critica
103
la nociôn de eficiencia clSsica en el sentido ya expuesto de que se 
necesita otro criterio para escoger entre las solueiones eficientes, 
y porque ademâs élimina de los planteamientos posteriores alternat! 
vas que en la prâctica pueden ser utilizadas en el proceso corapleto 
de decisiôn.
Lo trivial (Blin, 1977) es interpreter cada criterio como un vo­
tante y determinar el conjunto difuso de soluciones eficientes:
DEFINICION 3.2.1." (Optimalidad Pareto): es eficiente si y sôlo
R'si no existe jL tal que
para todo criterio j, con alguna desigualdad estricta.
El grado de pertenencia (en el sentido Zadeh) al conjunto eficien 
te vendrâ dado en nuestro caso por
(/^^) - Min ( fg(^^) , f^y^^) )
ya que parece natural tener dos criterios: uno que mida la tranqui- 
lidad social (consenso, entropla, f )^ junto con el de racionalidad 
(aciclidad, f^).
Puede ser conveniente en algûn caso asignar pesos A ^  con la con 
diciôn Aq+ 1 , a cada f  ^ en las lîneas propue s tas por
Blin en dicho artîculo, o las de Opricovic. Yager (1978) propone o- 
tro tratsuniento, con pesos en las potencias, pero lo mâs sencillo, -
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aunque muy crlticble, séria
Max ^ 2  A . .f . (A 
i=0 ,l ^
Là nociôn de consenso estS Intimamente ligada a las (nedldas de 
difusidad, nitidez y entropla (De Luca-Termini, 1972,1979; Dubois- 
Prade, 1980; Bezdek-Spillman-Spillman,1978), siendo évidente su re 
laciôn con la nitidez de k-'particiones difusas. La matriz de consen 
so à la que se refieren muchos textos es la ordenaciôn social, de 
donde, a partir de su traza, se proponen las medidas clSsicas de - 
consenso. Asl mismo, en el libro de Dubois-Prade vienen abundantes 
referencias sobre el tema, resaltando los trabajos de Ragade sobre 
el consenso secuencial; aunque sea siempre un "consenso" con distin 
to sentido del de "tensiôn social" aqui expuesto, es por supuesto 
aplicable en este contexte, pudiendo utilizarlo como tercer crite­
rio en la decisiôn del grupo.
Suponiendo las preferencias individuales dadas en forma de opi­
niones difusas ( L * [o,lj^ ) podemos en principio proponer como 
medida de nuestro consenso (estabilidad de una opiniôn frente a las 
opiniones del grupo) cualquier distancia basada en las métricas L^, 
que nos medirSn de algûn modo el grado de tensiôn social para las 
opiniones individuales \^ ^|i=l k ^ opiniôn social ^ .





( \h k ) = (Vn). Z I  max d (R R)
' / j=i,n 1 =1 ,k  ^ ^
con n=m. (m-1 ) el nûmero de pares ordenador que se comparan y m el 
nûmero de alternativas. Ambas medidas se proponen suponiendo que - 
las diferencias de opiniôn en las segundas coordenadas no provocan 
tensiôn social alguna.
Evidentemente, quien invalide la aciclidad como criterio, busca 
rS 8 in mSs las ordenaciones que minimicen (basta que sea a una di£ 
tancia suficientemente pequena de dicho minimo)
R.
O bien
min Yp ( A  A ®  >
para algûn p (como antes puede ser finito o infinite) para luego a 
plicar algûn critrio que nos sirva para tomar la decisiôn ûltima, 
que es lo que usualmente interesa:
PROPOSICION 3.2.1.- Para p=2 y p= ^ , las opiniones mSximo-consen- 
suales son, respectivamente.
yA j(j) = (1 /k) . ^  l^(j)
A  ?(] ) = y ( max /t ^(j) + min Ac ^  (j) )
/  ^  ^ i=l,k/ i=l,k/
a partir de las cuales se obtienen, como ya se ha indicado, las
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opiniones complétas ^ .
Pero manteniendo los dos criterios nos encontraunos que el pro- 
blemâ de programaciôn con restricciones
R.
min Tp C ^ j ' )
sujétp a
3 V k
quo nos asegura una cierta aciclidad, aunque posible mediante los 
algoritmos clSsicos, es compleja (cfr. Seif et al., 1980; Kacprzyk, 
1978/ y Dyson, 1980, sobre programaciôn difusa).
Opricovic (1981) aporta un algoritmo que desde luego es aplica­
ble à nuestro problema bicriterio:
io'A®' ' i - V' Zy >
con p fijo, y
= A(ytc.^ )
(auncjue quizâs sea mâs razonables tomar una suma ponderada de las 
aciclidades,
con el conjunto de pesos [p^j "razonables" de algûn modo, como 
que sea una sucesiôn monôtona decreciente con limite cero).




fj = max f . ( /w-^):*
 ^ y R   ^/
(en nuestro caso, n=2 , y f*=^ l para todo i) .
En general, y también en nuestro problema, es francamente dif1- 
cil que F* sea soluciôn factible. Se define, bajo cada métrica L^:
R(y:^, p) = ( Ç  ( fŸ - fj. (yc^ ) )P
y a partir de ello el conjunto de soluciones de compromise:
= I F^ (p) = arg min R ( p )  , 14 p ^  |^c
Es claro que para p=l la soluciôn de compromise estâ basada en 
la estrategia que maximiza la utilidad del grupo, y para p= en 
la estrategia minimax.
Se define la soluciôn pésima F de coordenadas
f^ = min f^(y<^) i=0 ,...,n
y la pseudométrica
i ' r " . p ) -  t ^  -  i l l
cuya maximizaciôn nos aporta el conjunto de soluciones denominadas 
"subsidiarias" , F^ (p) , 1  ( p ^ .
Parece intuitive que la soluciôn de consenso se encuentre entre 
F^(o°) y Fg(oo ), de coordenadas, respectivamente.
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Entonces Opricovic propone minimizar la distancia alideâl des- 
plazado, que define como




lo cual nos détermina un nuevo conjunto de soluciones de compromi­
se (con p variando desde uno hasta infinite, Incluyendo éste). La 
mlnimizaciôn ha de realizarse bajo las restricciones
f^Cyt^) ^ min ( "“ ) rf (i- ) ) i=l,n
4 ft ^
•Debido a las propiedades que lleva asociadas, asl como su signi 
ficado intuitive, se sugiere trabajar con p= <" preferiblemente.
Y para nuestro caso, hemos de considerar como soluciones factibles 




Mas como nuestro problema bicriterio es asimétrico, en el senti
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do de que la aciclidad se aplica sobre la opiniôn social sôlamente, 
el factor consenso debe ser de algûn modo prioritario. La acotaciôn 
de tal Indice, propuesta anteriormente, es una soluciôn, pero en la 
prâctica -y ésta es la critica mâs importante a Arrow y a la acicli 
dad global- lo que se busca es una soluciôn (en general satisfacien 
te; cfr. los trabajos de Simon y Rios-Rios) dentro de un conjunto 
especial (admisible, satisfaciente), y ya hicimos notar que no to- 
dos los ciclos (inconsistencias, irraciorialidades) eran igualmente 
problemâticos, por tanto.
Asl planteado, nos despreocuparaos, como objetivo, de la construe 
ciôn de una relaciôn de opiniôn social para tomar ûnicamente una de 
cisiôn, escoger una alternativa.
Ahora cada alternativa vendrâ caracterizada por un par : Un grado 
por el que séria aceptada (pertenencia difusa al conjunto "admisi­
ble") y otro de conflictividad (el correspondiente a la medida en 
que le afecta la aciclidad). Lo primero se elaborarla, como antes, 
directamente a partir de las preferencias individuales. Lo segundo 
séria el grado minimo de aciclidad de todos los ciclos que contie- 
nen a dicha alternativa concreta, en la opiniôn social estimada.
Aunque las inconsistencias se puedan tratar mediante programa­
ciôn dinâmica, nada mâs natural, segûn lo expuesto, que construir 
una estructura de dominancia difusa (Orlovsky, 1978) , que detalla- 
remos un poco mâs adelante.
La cuestiôn es que incluso con esta soluciôn seguimos exigiendo
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una "ra c iona1 i zacI6 n global" previa, que es mâs que dlscutlble si 
el problema es de decisiôn puro (una alternativa a escoger).
ëiskos et al. presentan en la reuniôn del Multicriteria Decision 
Aid de Madrid 1981 un trabajo basado en las publicaclones de B. Roy 
(por ejemplo, ver Roy, 1978) sobre los métodos ELECTRE, y que éla­
bora un algoritmo para la construcciôn de una estructura de domina- 
ciôn apoyândose directamente en las preferencias individuales. Con 
divérsas modificaciones, aplicaremos tal método a la k-upla de opi­
niones difusas.
El concepto clave se halla en la relaciôn de "outranking" (que 
podemos traducir como "subordenaciôn"). la cual, en pocas palabras 
es ûna relaciôn que no sôlo indica cuândo hay preferencia estricta 
o indiferencia entre dos alternativas, sino cuândo hay problemas de 
comparabilidad, en el sentido concreto de Roy (en un aspecto una 
alternativa es incomparablemente mejor que otra, mientras que en o- 
tro aspecto ocurre exactamente lo contrario, de tal modo que al te­
ner en cuenta eunbos aspectos no se pueden ordenar las dos alterna­
tivas) .
Supongamos como siempre un conjunto finito X de acciones y el 
♦
conjunto de decisores, también finito, que jugarân la misma funciôn 
que los criterios en los trabajos de Roy.
Sean { }  ponderaciones para cada individuo (la suma de todas 
ellas ha de ser la unidad), que bajo la hipôtesis de anonimato serân
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todas iguales. Suponiendo definida la relaciôn de opiniôn para los 
individuos
{ ( t ^ t = l , 2 , 3  } i
formamos la relaciôn, que no es propiamente de subordinaciôn, ya 
que en las opiniones individuales habiamos admitido que no existian 
fenômenos de incoraparabilidad:
q^ : X X X - — *[0 ,1 ]
q^(a,b) = y/^^(a,b) + ytg (a,b)
con lo que la funciôn de côncordancia séria 
C : X X X----*[0 ,1]
C(a,b) = p^.q^(a,b)
Y definiendo la funciôn de discordancia en el sentido clâsico:
: X X X ----‘[0 ,1 ]
con
- D^(a,b) = 1  si b es incomparablemente mejor que a para 
el individuo i. Entonces éste no admite que a desplace 
socialmente a b, y evidentemente ha de ser y^(a,b)=1 .
- D^(a,b) = 0 cuando.no hay problemas de incomparabili- 
dad a favor de b.




Se construye entonces una relaciôn de "outranking" o subordina- 
ciôn :
d : X X X  * [0 ,1 ]
d(a,b) =
C (a,b) si (a,b) < CCa,b) V  i
1-D. (a,b) 
C(a,b).n --- -^---- en caso contrario
j 1-C(a,b)
con el producto hecho a lo largo de los individuos j taies que 
Dj (a,b) > C(a,b)
Era de esperar que las discordancias rebajasen el grado de sub­
ordenaciôn, que a priori toma el valor de la concordancia.
La nueva relaciôn "d" es efectivamente de subordenaciôn, al ad- 
mitir las très posiciones exigidas:
- a desplaza a b (b estâ subordinado a a) cuândo
d(a,b) > d(b,a)
a es " indif erente a b cuândo '
d(a,b) = d(b,a) > 0
- existe incoraparabilidad (en el sentido de Roy) 
cuândo
d Ca,b) = d (b,a) = 0
Y siguiendo a Orlovsky se puede définir la estructura de domina- 
ciôn, pasando por la relaciôn de dominaciôn:
±13
d^(a,b) = max ( 0 , |d (a,b)-d (b,a)| )
b
(a) = max d (b,a)
que serâ el grado en que la acciôn a estâ dominada 0  rlovsky traba- 
ja con la funciôn de no-dominancia, lôgicamente
(a) ■= 1  (a)
y la presentaciôn de los resultados es paralela). Entonces se trata 
de locallzar el corrjunto de alternatives menos dominada s :
 ^a* tal que m i n ( a )  = ^^(a*)j
Pero se observa que existe una nueva causa de conflicto, no debi 
do a la relaciôn de las alternatives entre si como era la discordan 
cia anterior, sino por ser alguna alternative inaceptable per se 
-de forma difusa- para algûn individuo (el conjunto de soluciones - 
admisibles es difuso). Sea entonces una funciôn de admisibilidad o 
de veto:
: X ---*[o,l]
que asigna a cada alternative el valor cero si tal alternative es 
totalmente aceptable (aunque haya otras mejores y peores), la uni 
dad si es totalmente inaceptable, y valores entre (0 ,1 ) en el resto 
de los casos intermedios.
AnSlogamente a , definimos entonces
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yc^(a) si V^(a) ^yt^(a) yi
D T T  l - V y nl-(l-/c"(a) ) .Tl ---1-  si V. (a)>yvf (a)
/ j l-^°(a) . J /
o grado en que la acciôn a estâ vetada . De este modo nos interesa- 
riart las alternatives menos dominadas en este sentido, es decir, a- 
quéllas con mayor grado de pertenencia al conjunto admisible:
I a* tal que min yu'^ (a) = yt^(a*) }
(evidentemente, con esta tëcnica todo individuo tiene idéntica capa- 
cidàd de veto, ejercida a través de , pero se podrian ponderer 
con sendos Coeficientes en la potencia de los cocientes en la expre- 
siôn de ) .
Si aceptamos la filosofla de las soluciones satisfacientes de Si­
mon, nos interesarân las alternatives "suficientemente" cercanas al 
ôptimo teôrico, y al conjunto
= I a* tal que ytt*^(a*)= sup yt^(a) j C: X
(con yw^(a) = 1  - (a) ) se le denominarâ maximal no dominado
(con veto). El conjunto de alternatives nitidamente no dominadas 
("Unfuzzy NV" ) serâ
,UNV _ i._i  .*■’>»/_*» _ 1 ) ^  jç=  ^a* tal que yt^^(a*) = 1  j
Y desde luego que se han de exigir condiciones de coherencia entre
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los dlfusos que se han necesitado; por ejemplo:
D^(a,b)=l =* q^(b,a)=l
q^(a,b)=l ==> D^(a,b)'=0
q^(a,b)>=0 —  ^ D^Cb,a)=0
q^(a,b) > q^ (b,aj V^(b)^V^(a)
Otros trabajos, aparte de los ya cltados, y que aportan una mayor 
vlsiôn global de las técnicas multicriterio, cara a ser modificadas 
para su aplicaciôn en este contexte, son Hwang-Masud (1979) y Starr- 
- feleny (1979), ambos con êunplia bxbliografla.
JJ.6
I Pi) Hi) K) (vii
Concordancla
Subordinaci6 n
d : X X X ---* [0,1]
Relaciën Dominaciôn
d : X X X [0,1]
Estructura Dominaciôn
; X X X [0,1]
-------------ï




Conjunto Alternatives menos Dominadas
I a* tal que yu^(a*)= min (a) j
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