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Abstract
Some known results about EP matrices are studied in the setting of a finite dimensional
inner product space over R or C. A characterization of semigroups of EP linear maps is given.
The results obtained are generalized for bounded EP operators on Hilbert spaces. © 2000
Elsevier Science Inc. All rights reserved.
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1. EP linear transformations
EPr matrices were introduced by Schwerdtfeger [8] as complex square matrices
of rank r satisfying certain conditions concerning columns and rows. In his first
paper [7] on EPr matrices Pearl reformulated this condition in a simpler form: a
matrix A of rank r is an EPr matrix if N(A) = N(A∗). Here A∗ denotes the con-
jugate transpose of A and N(A) the null space of A. Later on, the definition was
changed [4] a little bit as a consequence of the first theorem in [2]: a matrix A is
an EP matrix if R(A) = R(A∗) where R stands for the range (the column space).
From the characterizations in [7] it is evident that the defining property is not only
a characteristic of a matrix but is also an essential property of the endomorphism it
represents. Our first goal here is to emphasize this fact. We note in passing that EP
matrices are called range-Hermitian in [1, p. 163], and can be defined as matrices
that commute with its Moore–Penrose inverse, as stated in [3, p. 74], where a lot of
equivalent characterizations are given.
E-mail address: gorazd.lesnjak@uni-mb.si (G. Lešnjak).
1This work was supported by the Ministry of Science and Technology of Slovenia.
0024-3795/00/$ - see front matter ( 2000 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 9 2 - 5
110 G. Lešnjak / Linear Algebra and its Applications 304 (2000) 109–118
Let us fix some notational conventions: by X we shall denote a finite dimensional
inner product space over R or C. We shall write L(X) for the algebra of all linear
transformations of X and A∗, R(A) andN(A) for the adjoint of A ∈L(X), its range
and null space, respectively. Although all direct sums in our note will be orthogonal
(and denoted by ⊥⊕) we shall stress this property whenever we feel this is needed for
better understanding.
Definition 1.1. An endomorphism A of X is an EP linear transformation if R(A∗)
= R(A).
We shall denote the class of all EP endomorphisms of X by EP(X). It contains
(the group of) all invertible endomorphisms of X and the class of all normal linear
transformations of X. Our next proposition makes the equivalence of the definitions
mentioned above clear in the case when X = Cn with the usual inner product. In a
slightly different formulation it has been already given in [7,3].
Proposition 1.2. A in L(X) is an EP linear transformation if and only if X
= R(A) ⊥⊕ N(A).
Proof. Just combine the identity R(A∗) = N(A)⊥ and Definition 1.1 . 
Generally, not every matrix of an EP linear map is an EP matrix, as can be seen
in the thesis of Katz (see [5]). However, this will not happen if we take the standard
basis in Cn equipped with the usual inner product. For EP matrices a much more
useful version of the next corollary is valid [3]: an EP matrix is unitarily similar to
diag(T , 0) =
[
T 0
0 0
]
with T invertible.
Corollary 1.3. Let A ∈ EP(X). Then A|R(A) is invertible. Moreover, relative to any
basis pair for R(A) and N(A), the matrix representing A with respect to their union
(in this order) has the form diag(T , 0), with T being invertible.
It is well known [4] that for an EP matrix A we haveR(A2) = R(A). This implies
that the ranks of A2 and A are the same and thus A has the group inverse A#. This
property was exploited in [4] to give the solution of a problem that has been open
for many years, namely to find a necessary and sufficient condition for the product
of two EP matrices to be of the same kind. In the case when ranks of A, B and AB
are equal some partial results were given in [5,2]. The main result in [4] could be
described as the matrix version of the following.
Proposition 1.4. Let A and B belong to EP(X). Their composition AB is an EP lin-
ear transformation if and only if R(B) is an A-invariant and R(A) is a B∗-invariant
subspace of X.
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Proof. Suppose first that AB is an EP endomorphism. Then AR(B) = R(AB)
= R((AB)∗) = R(B∗A∗) ⊆ R(B∗) = R(B). By symmetry, B∗A∗ = (AB)∗ is EP,
thus B∗R(A) = B∗(R(A∗)) ⊆ R(A∗) = R(A).
For the other direction let us first prove that AR(B) ⊆ R(B) implies R(AB)
= R(A) ∩ R(B). It is clear that R(AB) ⊆ R(A) ∩ R(B) and that R(A) ∩ R(B) is
A-invariant. From Proposition 1.2 we know that A|R(A) is one-one which in finite
dimensions gives surjectivity. The invertibility ofA|R(A) then implies the invertibility
of A|(R(A)∩R(B)). This means that for each y in R(A) ∩ R(B) there exists a unique u
∈ R(A) ∩ R(B) such that Au = y. But then there exists an element x ∈ X such that
ABx = Au = y. Therefore, R(A) ∩ R(B) ⊆ R(AB).
In the same way, we get R((AB)∗) = R(B∗A∗) = R(B∗) ∩ R(A∗) using the
B∗-invariance of R(A) = R(A∗). The defining property of EP transformations then
finishes the job. 
The conditions obtained will be written simply as AR(B) ⊆ R(B) and B∗R(A)
⊆ R(A). In the proof we have seen that they imply R(AB) = R(A) ∩ R(B). This
equality makes [2, Theorem 3] evident: product of two EP matrices of rank r is an
EP matrix of the same rank iff R(A) = R(B).
Let us mention that the “only if” direction of the above proposition can be proved
also by using a part of the proof of Lemma 5 in [4]. Quite recently, a new proof
was given by Koliha [6]. An even simpler proof has been found by Hartwig (e-mail
correspondence).
Proposition 1.4 gives us the opportunity to extend the result in [5] stating that the
product of two commuting EP matrices is an EP matrix.
Corollary 1.5. Let A and B belong to EP(X). Then R(AB) = R(BA) and N(AB)
= N(BA) imply AB ∈ EP(X).
Proof. AR(B)=R(AB)=R(BA)⊆R(B) and B∗R(A)=B∗R(A∗)=R((AB)∗)
= N(AB)⊥ = N(BA)⊥ = R((BA)∗) ⊆ R(A∗) = R(A). 
2. Semigroups of EP(X)
The following simple consequence of Proposition 1.4 is the key to the description
of semigroups in EP(X).
Lemma 2.1. Let A and B in EP(X) be such that AB is an EP linear transformation.
Then BN(A) ⊆ N(A).
Proof. Choose any x ∈ X and any y ∈ N(A). It follows from B∗R(A) ⊆ R(A)
= N(A)⊥ that 〈Ax,By〉 = 〈B∗Ax, y〉 = 0. Hence, By is orthogonal to R(A) and
therefore, it belongs to N(A). 
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Suppose A and B in EP(X) are such that AB and BA both belong to EP(X).
Then R(B) and N(B) reduce A and the same is true with the roles interchanged.
Representing A with respect to the union of any bases of R(B) and N(B) (in this
order) we get a matrix of the form diag (S, T ).
Obviously, S and T are EP matrices (see also [4]). For the sake of completness
we verify that R(A|R(B)) = R((A|R(B))∗) and R(A|N(B)) = R((A|N(B))∗). First,
we write Z for the subspace involved. Any y ∈ R(A|Z) belongs to R(A) = R(A∗),
hence there exist x and z in X such that y = Ax = A∗z. But z = z1 + z2 with unique
vectors z1 ∈ Z and z2 ∈ Z⊥. From y ∈ R(A|Z) ⊆ Z and the invariance of Z and Z⊥
under A∗ it follows that y = A∗z = A∗z1. Thus, R(A|Z) ⊆ R((A|Z)∗).
Fix Y = R(B) as a subspace invariant under A and B. Substituting A|Y for B
and B|Y for A in the above considerations, we get the decomposition R(B) = Y
= R(A|Y )
⊥⊕ N(A|Y ) = R(AB)
⊥⊕ N(A|Y ) = (R(A) ∩ R(B))
⊥⊕ (N(A) ∩ R(B)).
Proceeding analogously in the case of N(B) we finally arrive at the following de-
scription. Given any bases ofR(A) ∩ R(B), N(A) ∩ R(B), R(A) ∩N(B) andN(A)
∩N(B) the matrices representing A and B with respect to the union of these bases (in
the order given) can be written as diag(A1, 0, A3, 0) and diag(B1, B2, 0, 0), respect-
ively. Here, all nonzero blocks are invertible. Some blocks may be missing, of course.
For example, if B is invertible and A /= 0 is singular, these matrices are 2× 2 block
matrices. Remember that invariant subspaces involved are pairwise orthogonal. Now
we are ready for the description of semigroups in EP(X).
Theorem 2.2. A subset A of L(X) is a semigroup in EP(X) if and only if there
exist k ∈ N and pairwise orthogonal nonzero subspaces Xj, j = 1, 2, . . . , k, in X
such that
1. X = ⊥⊕j Xj ,
2. subspaces Xj, j = 1, 2, . . . , k, are invariant under all elements ofA,
3. for each j ∈ {1, 2, . . . , k} nonzero restrictions A|Xj ,A ∈A, form a semigroup
of invertible elements in L(Xj ).
Proof. First, suppose that A is a semigroup in EP(X). We skip (trivial) cases
when A \ {0} is a (possibly empty) subset of I(X), the group of all invertible
linear transformations of X. Hence, take a nonzero singular A ∈A and recall that
X = R(A) ⊥⊕ N(A). Both subspaces are nonzero and invariant under all elements
in A. The restrictions of elements in A to them are EP linear maps of underlying
subspaces. If there is an element B in A with nonzero singular restriction to R(A)
we continue with R(A) ∩ R(B)(= R(AB)) instead of R(A). In the case when all
nonzero restrictions to R(A) are invertible write X1 for R(A) and proceed with X⊥1
in the place of X.
The space X is finite dimensional hence after some such steps no further decom-
position is possible. Now we haveX = ⊥⊕j Xj with all subspaces being nonzero and
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invariant under all elements of A. Let Y be any of these invariant subspaces. For
each A ∈A either Y ⊆ R(A) or Y ⊆ N(A). Together with A|YB|Y = (AB)|Y for
A and B in A this implies that nonzero restrictions of elements in A to an invariant
subspace Xj are invertible and form a semigroup.
The reverse implication is an immediate consequence of the definitions. 
The decomposition in the above theorem need not be unique.
Example. The set
A =
{
diag
(
0,
[
1 n
0 1
])
, n ∈ N
}
is (perhaps the simplest) nontrivial semigroup of EP matrices.
In the case of (complex) square matrices with the usual involution we have:
Corollary 2.3. All elements of a semigroup of EP matrices are simultaneously (unit-
arily) block diagonalizable.
Let us now turn to the question of maximal semigroups of EP linear transforma-
tions.
Let Xj , j = 1, 2, . . . , k, be nonzero pairwise orthogonal subspaces of X with
X = ⊥⊕j Xj . Further, suppose that for each j 6 k we have a nonemptyAj ⊆L(Xj ).
For each x ∈ X and all j there exist unique xj ∈ Xj such that x =∑j xj . This allows
us to identify elements of
∏
jAj = {(A1, A2, . . . , Ak), Aj ∈Aj } with linear
maps of X : (A1, A2, . . . , Ak)x =∑j Ajxj and, consequently, to write ∏jAj⊆L(X).
LetB = {Bα, α ∈ A},with Bα = diag(B(1)α , . . . , B(k)α ), where for each j we have
{B(j)α , α ∈ A} = {0} ∪I(Xj ). In view of Theorem 2.2 it is clear that B is a semig-
roup in EP(X). We shall verify that it is maximal in EP(X) with respect to the set
inclusion.
Let C be a semigroup in EP(X) containingB. The reasoning preceding Theorem
2.2 implies that all subspaces Xj are invariant under all elements in C. Moreover, if
A ∈ C\B there exists j 6 k such that Xj = Yj
⊥⊕ Zj nontrivially with Yj ⊆ R(A)
and Zj ⊆ N(A). It follows that these two subspaces are invariant under all elements
ofB and hence, under all elements of I(Xj ) which is impossible.
Proposition 2.4 shows that all maximal semigroups in EP(X) are of the form
described above.
Proposition 2.4. A semigroupA in EP(X) is maximal (in EP(X) with respect to the
set inclusion) if and only if there exists an A-invariant orthogonal decomposition
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X = ⊥⊕j Xj with nonzero summands such that A =∏j ({0} ∪I(Xj )). Moreover,
such decomposition is unique.
Proof. Let A be a maximal semigroup in EP(X) and X = ⊥⊕j Xj a decomposition
given by Theorem 2.2. The same theorem implies that for each j we have A|Xj
⊆ {0} ∪I(Xj ).
First, we show that the maximality ofA in EP(X) implies equality for all j. Take
any B ∈L(X) such that all subspaces Xj are invariant under B with B|Xj being 0
or invertible. The orthogonality of subspaces implies that B ∈ EP(X). Also, for each
A ∈A both AB and BA are in EP(X). Hence, the semigroup generated by B and all
elements of A is a semigroup of EP(X). Then B ∈A by maximality, and we have
A ⊆∏j ({0} ∪I(Xj )). Now, the maximality of both sides implies equality and,
consequently, uniqueness of decomposition. 
3. EP linear operators on Hilbert spaces
We show that some of the above results on EP linear maps can be generalized to
the setting of Hilbert spaces almost word by word.
LetH be an infinite dimensional Hilbert space over R or C andB(H) the algebra
of all bounded linear operators on H. For an operator A in B(H) it is well known
that N(A)⊥ = R(A∗). This is the key tool to verify the following fact.
Proposition 3.1. Let H be a Hilbert space and A ∈ B(H). The assertions below
are equivalent:
(a) R(A) = R(A∗),
(b) H = N(A) ⊥⊕ R(A),
(c) N(A) = N(A∗).
Let us point out that while the first and the last assertions are symmetric with
respect to ∗, the middle one involves A only.
Definition 3.2. A ∈ B(H) is an EP operator onH if R(A) = R(A∗).
The class of all EP operators on a Hilbert space H will be denoted by EP (H).
Besides the zero operator it contains all invertible and all normal operators. As in the
finite dimensional case one can deduce
Corollary 3.3. For any A in EP(H) the restriction T = A|R(A) is injective and
has a dense range (in R(A)). The representation of A with respect to H = R(A) ⊥⊕
N(A) is given by
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T 0
0 0
]
.
Also, R(A) = R(A2) = R(Ak) = R((Ak)∗) for all k ∈ N which further implies
that all powers of A belong to EP(H).
The natural analogue of Proposition 1.4 characterizing those pairs of EP operators
whose product in the given order is an EP operator does not hold in general as the
following example demonstrates.
Example. Let H be the space l2(N) of all square summable complex sequences
with the canonical complete orthonormal system {ek , k ∈ N}. Let X be the closure of
the linear span of {e2n, n ∈ N}. Define A by Ae1 = e2, Ae2n = e2n+2 , n ∈ N and
Ae2n+1 = e2n−1 , n ∈ N. Let B be the orthogonal projection onto X. It is not hard
to verify that A is a unitary operator (A−1 = A∗). Also B is hermitian (B = B∗) and
then both belong to EP(H) . Moreover, AR(B) ⊂ R(B) and B∗R(A) = B∗(H) =
BH = X ⊂H = R(A). As e2 is orthogonal to R(AB) and to N(AB) it follows
that AB does not belong to EP(H).
Thus, in Hilbert spaces the modified conditions R(B) is A invariant and R(A) is
B∗ invariant, are not sufficient to give us AB ∈ EP(H). On the other hand, these
conditions remain neccessary. Indeed we have:
Proposition 3.4. Let A,B and AB belong to EP(H). Then R(B) is an A-invariant
and R(A) is a B∗-invariant subspace ofH.
Proof. We begin by showingAR(B) = AR(B). We always haveAR(B) ⊆ AR(B)
which impliesAR(B) ⊆ AR(B). To prove the reverse inclusion take any x ∈ AR(B).
For each positive ε there exists t ∈ R(B) such that ‖x − At‖ < ε/2. Also, there
exists h ∈H such that ‖t − Bh‖ < ε/(2‖A‖). Therefore, ‖x − ABh‖ 6 ‖x − At‖
+ ‖At − ABh‖ < ε. Thus, x ∈ R(AB) = AR(B).
Now, AR(B) ⊆ AR(B) = AR(B) = R(AB) = R((AB)∗) ⊆ R(B) and, simil-
arly, B∗R(A) ⊆ R(A). 
When exploring semigroups of EP operators, with factors A and B being in EP(H)
we have both products AB and BA in EP(H). If such is the case, even more can be
concluded.
Lemma 3.5. LetA,B,AB and BA belong to EP(H). ThenR(AB) = R(A) ∩ R(B).
Proof. From the previous proposition we know that R(AB) ⊆ R(A) ∩ R(B). All
subspaces are closed thus we can pick an element x ∈ R(A) ∩ R(B) that is
orthogonal to R(AB) = N(AB)⊥. Hence, ABx = 0 which yields Bx ∈ N(A). On
116 G. Lešnjak / Linear Algebra and its Applications 304 (2000) 109–118
other hand, BA ∈ EP(H) implies BR(A) ⊆ R(A) by the proposition above. Thus
Bx ∈ R(A)which by the basic property of A shows thatBx = 0. But now x ∈ N(B)
and x ∈ R(B) which leads us to x = 0. 
The symmetry of conditions implies R(BA) = R(A) ∩ R(B). Together with the
definition of EP operators this gives a result which replaces Proposition 1.4.
Proposition 3.6. Let A and B belong to EP(H). Then AB and BA are EP oper-
ators if and only if R(AB) = R(A) ∩ R(B) = R(BA), in which case R((AB)∗) =
R(AB) = R(BA) = R((BA)∗).
Proof. The reverse implication is merely the definition of EP operators combined
with the defining properties of A and B. 
The result of Lemma 2.1 holds also in Hilbert spaces with only minor modific-
ation in the proof which in this case rests on Proposition 3.4. Next, we combine
BN(A) ⊆ N(A) with Proposition 3.6 to show that if A,B,AB and BA all belong to
EP(H), then H = N(A) ⊥⊕ R(A) is an orthogonal B-invariant decomposition. The
restrictions of B to R(A) and N(A) respectively, are EP operators on the underlying
(Hilbert) spaces. Thus we have an analogous operator matrix representations of A and
B as in the finite dimensional spaces with nonzero entries being bounded operators
that are injective and have ranges that are dense in the appropriate closed subspaces.
Finally, this gives us the possibility to generalize Theorem 2.2 to a Hilbert space
setting.
Theorem 3.7. Let H be a Hilbert space. A subset A of EP(H) is a semigroup in
EP(H) if and only if there exists a family Xλ, λ ∈ K, of pairwise orthogonal closed
subspaces ofH, satisfying
1. H =⊥⊕λ∈K Xλ,
2. all these subspaces are invariant under all elements ofA,
3. for each λ ∈ K nonzero restrictions A|Xλ,A ∈A, form a semigroup of injective
elements in B(Xλ) with ranges that are dense in Xλ.
Proof. Suppose we have a semigroup A of EP operators on H. We may suppose
thatA\{0} is nonempty. If the closed subspaceZ =⋂A∈AN(A), which is certainly
invariant under all elements ofA, is nontrivial we restrict ourselves to its (closed) or-
thogonal complement. Thus without any loss of generality we may and will suppose
that Z = {0}.
Let T be the set of all A-invariant orthogonal decompositions of H into closed
subspaces, i. e. the set of all families {Yα; α ∈ I, H =
⊥⊕α∈I Yα, Yα is an A-invariant
orthogonal closed subspace of H for all A ∈A}. Certainly, this set is nonempty.
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Moreover, we introduce a partial order in T: for F and G in T we define F 6 G
if the later is a refinement of the first, i.e. if for each element X of F there exists
a subfamily GX ⊆ G with the sum of its subspaces equal to X. Now let V be any
chain in T. The family of all nonzero intersections of subspaces in all members of
the chain forms an upper bound for this chain (the intersections of closed embedded
invariant subspaces are closed and invariant, their sum is orthogonal and equal to
H). Zorn’s lemma now implies the existence of a maximal family in T which we
denote by M.
Evidently, this family satisfies the first two requirements. Hence, it remains to
check the assertion about restrictions on subspaces inM. If there exist a closed sub-
space Y inM and an operator A in A such that T = A|Y is nonzero with R(T ) /= Y
then we get a nontrivial orthogonal decomposition Y = R(T ) ⊥⊕ N(T ) with both
subspaces being invariant under each member of A. Hence, there exists an ortho-
gonal decomposition of H which belongs to T and is finer than M. Thus, for each
subspace in M all nonzero restrictions are injective and have ranges that are dense
in the subspace.
The reverse implication is trivial. 
Also, the characterization of semigroups that are maximal in EP(H) with respect
to set inclusion is basically the same as in the finite dimensional case. Natural candid-
ates are semigroups of the following kind: if an orthogonal decomposition {Xλ, λ ∈
K} ofH is given, letA ⊆∏λ∈K({0} ∪B(Xλ)) =S consist of all (Aλ)λ∈K inS for
which there exists a positive M such that ‖Aλ‖ < M for all λ ∈ K and each nonzero
Aλ is injective with a range that is dense in Xλ. Then A is a semigroup of EP(H),
the extra condition giving us boundedness of its elements. The maximality of A is
checked in the usual way.
The proof of the fact that every maximal semigroup in EP(H) is of this kind is
similar to the proof of Proposition 2.4 and is therefore omitted.
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