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Abstract
Evaluating the intersection of two rational parameterized algebraic surfaces is an important problem in solid modeling.
In this paper, we make use of some generalized matrix based representations of parameterized surfaces in order to
represent the intersection curve of two such surfaces as the zero set of a matrix determinant. As a consequence,
we extend to a dramatically larger class of rational parameterized surfaces, the applicability of a general approach
to the surface/surface intersection problem due to J. Canny and D. Manocha. In this way, we obtain compact and
efficient representations of intersection curves allowing to reduce some geometric operations on such curves to matrix
operations using results from linear algebra.
1. Introduction
Computing the intersection between two parameterized algebraic surfaces is a fundamental task in Computer
Aided Geometric Design. Several methods and approaches have been developed for that purpose. Some of them
are based on the use of matrix representations of the objects because they allow to transform geometric operations
on the intersection curve into matrix operations. This approach seems to have been first introduced by J. Canny and
D. Manocha in their paper [16]. Roughly speaking, it consists in representing the implicit equation of one of the
two surfaces as the determinant of a certain matrix, necessarily square. Then, instead of using this implicit equation,
the matrix itself is used as a representation of this first parameterized surface and then a matrix representation of the
intersection curve is easily obtained by substituting the implicit variables with the parameterization of the second
surface.
As far as we know, this matrix based approach and all its successive improvements (see e.g. [13, 18]), have
only been developed by using square matrices for representing parameterized surfaces. These matrices are obtained
either as resultant matrices, which is the case for instance in [16], or as matrices filled with some syzygies of a
parameterization. This second class of matrices is known under the name of the moving quadrics method (see [19, 12,
9]). It turns out that only some particular surface parameterizations, namely the parameterizations without base points
(i.e. that are well defined over all their parameter space) can be represented by such matrices (with the exception of the
matrices given in [9]). This absence of base points is definitely a very strong constraint in the context of applications
in solid modeling. It is hence the main limitation of applicability of the Canny-Manocha matrix based approach to the
surface/surface intersection problem that is nevertheless an interesting compromise to provide an efficient, robust and
accurate solution to this problem (see [16]). The goal of this paper is to overcome this limitation.
Recently, new matrix representations of parameterized algebraic surfaces have been introduced in [11, 7, 6].
These matrices are filled with syzygies of a parameterization in the same spirit as the moving quadrics method, but
with the difference that they are non-square matrices. However they are still representation matrices because they are
generically full rank matrices and their rank drop exactly on the surface (this is a direct generalization of a matrix
determinant to non-square matrices). The main advantage of using these representation matrices is that they exist for
a significantly larger class of parameterizations, in particular for most of parameterizations having base points (see
[11, 7, 8, 6] for details).
In this paper, we will introduce the use of these more general matrix representations in the context of the surface/
surface intersection problem. By doing this, a new difficulty appears because we will have to manipulate pencils of
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matrices1 that are non-square, whereas in the classical Canny-Manocha approach the intersection curve is directly
represented as a matrix determinant. It turns out that most techniques and algorithms that allow to determine the
intersection curve with its exact topology need an implicit equation of this curve. Therefore, it is necessary to extract
such an equation from a non-square matrix representation of this curve. For that purpose, instead of proceeding in
a naive way by computing a greatest common divisor of several minors, we develop an algorithm based on matrix
operations to extract from the non-square pencil of matrices all the information we need under the form of a pencil of
square matrices. We will here follow the work of V. N. Kublanovskaya on what is called the ∆W − 1 decomposition
algorithm [14].
The paper is organized as follows. In Section 2, we briefly define and review the matrix representations of a
parametrized surface that we will use in the sequel. In Section 3, we deal with the surface/surface intersection problem.
In particular, we show how to reduce the computation of the intersection curve of two parameterized surfaces to the
determination of the spectrum of a bivariate pencil of matrices. Then, in Section 4 we propose a method, based on
the ∆W − 1 decomposition of V. N. Kublanovskaya, that allows us to extract the regular part corresponding to the
one-dimensional eigenvalues of such a bivariate pencil of matrices. The paper ends with some illustrative examples.
This work is a follow-up of a more general research program whose goal is to show that non-square matrix
representations of algebraic curves and surfaces can be used in the place of square matrix representations with the
advantage of being available for a dramatically larger class of parameterizations. Thus, in [2] the curve/surface
intersection problem has been addressed and the space curve/space curve intersection problem is treated in [5]. As a
natural continuation, we deal with the surface/surface intersection problem in this paper. This work is part of the PhD
thesis of the second author [1].
For simplicity, throughout the paper the ground field will be an algebraically closed field, typically the field of
complex numbers C. However, mention that most of the results in Section 2, notably the matrix-based representations
of surfaces we will introduce, could be given over an arbitrary infinite field.
2. Matrix based implicit representations of parameterized surfaces
Given a parameterized algebraic surface, we briefly recall from [11, 7] how to build a matrix that represents this




(s : t : u) 7→ ( f1 : f2 : f3 : f4)(s, t, u)
of a surface S such that gcd( f1, . . . , f4) ∈ C \ {0}. Set d := deg( fi) ≥ 1, i = 1, 2, 3, 4 and denote by x, y, z,w the
homogeneous coordinates of the projective space P3C. Notice that s, t, u are the homogeneous parameters of the
surface S and that an affine parameterization of S can be obtained by ”inverting” one of these parameters; for instance,















The implicit equation of S is a homogeneous polynomial S (x, y, z,w) ∈ C[x, y, z,w] of smallest degree such that
S ( f1, f2, f3, f4) = 0 (observe that it is defined up to multiplication by a nonzero element in C). It is well known that
the quantity deg(S) deg(φ) is equal to d2 minus the number of common roots of f1, f2, f3, f4 in P2C, that are called
base points of the parameterization φ, counted with suitable multiplicities (see for instance [11, Theorem 2.5] for
more details). The notation deg(S) stands for the degree of the surface S that is nothing but the degree of the implicit
equation of S. The notation deg(φ) stands for the degree of the parameterization φ (co-restricted to S) that, roughly
1Recall that given two m × n matrices A and B, a (linear) pencil of matrices is a matrix-valued function A + λB which is defined over C.
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speaking, measures the number of times the surface S is drawn by the parameterization φ. More precisely, deg(φ) is
equal to the number of pre-images of a general point on S by the parameterization φ.
For all non negative integer ν, we build a matrix M(φ)ν as follows. Consider the set L(φ)ν of polynomials of the
form
a1(s, t, u)x + a2(s, t, u)y + a3(s, t, u)z + a4(s, t, u)w
such that
• ai(s, t, u) ∈ C[s, t, u] is homogeneous of degree ν for all i = 1, . . . , 4,
•
∑4
i=1 ai(s, t, u) fi(s, t, u) ≡ 0 in C[s, t, u].
The set L(φ)ν has a natural structure of C-vector space of finite dimension because each polynomial ai(s, t, u) is






with canonical basis the set of monomials {sν, sν−1t, · · · , uν}. So, denote by L(1), . . . , L(nν) a
basis of the C-vector space L(φ)ν; it can be computed by solving a single linear system whose indeterminates are the
coefficients of the polynomials ai(s, t, u), i = 1, 2, 3, 4. The matrix M(φ)ν is then by definition the matrix of coefficients
of L(1), . . . , L(nν) as homogeneous polynomials of degree ν in the variables s, t, u. In other words, we have the equality
of matrices: [




L(1) L(2) · · · L(nν)
]
.
Notice that we have chosen for simplicity the monomial basis for the C-vector space of homogeneous polynomials of
degree ν in s,t,u. However, any other choice, for instance the Bernstein basis, can be made without affecting the result
that we will state in the rest of this paper.
For all integer ν ≥ 2d − 2, the matrix M(φ)ν is said to be a representation matrix of φ because it satisfies the
following properties under the assumption that the base points of φ, if any, form locally a complete intersection,
which means that at each base point, the ideal of polynomials ( f1, f2, f3, f4) can be generated by two equations (see
[11, Definition 4.8] for more details):
• The entries of M(φ)ν are linear forms in C[x, y, z,w].





rows (which is nothing but the dimension of the C-vector space of homogeneous
polynomials of degree ν in three variables, here s, t, u) and possesses at least as much columns as rows.






• When specializing M(φ)ν at a given point P ∈ P3C, its rank drops if and only if P belongs to S.





-minors of M(φ)ν is equal to the implicit equation of S raised to the
power deg(φ).
From a computational point of view, the matrix M(φ)ν with the smallest possible value of ν has to be chosen. It is
rarely a square matrix. Also, notice that the last property given above is never used for computations; our aim is to
keep the matrix M(φ)ν as an implicit representation of S in place of its implicit equation.
There are many results that lead to enlarge the above family of matrices and to make it available in other contexts.
Since a detailed overview of these results is not the purpose of this paper, we just recall them shortly with appropriate
references to the literature:
• The hypothesis on the base points of φ can be relaxed. If the base points are locally almost complete intersection,
meaning that they are locally given by three (and not two) equations, then the above family of matrices can still
be constructed and provide a matrix representation of the surface S plus a certain product of hyperplanes that
can be described from the parameterization φ. In addition, the bound 2d − 2 for the integer ν can be decreased.
See [7, 11].
3
• In our setting, φ parameterizes what is called a triangular Bezier patch. It turns out that a similar family of
matrices M(φ)ν can be built for parameterizations of tensor product surfaces, and even for any parameterization
whose parameter space is a projective toric variety (triangular and tensor product surfaces are particular cases
of parameterizations whose parameter space is a projective toric variety). We refer the interested reader to
[10, 4, 3].
• To build the matrices M(φ)ν we used what is called moving planes, that is to say syzygies of the parameterization
φ. It is actually possible to build another family of matrices by taking into account moving quadrics, i.e. syzygies
associated to the square of the ideal generated by the parameterization of φ. In this way, we get a family
containing smaller matrices whose entries are either linear or quadratic forms in C[x, y, z,w]. In some sense,
they generalize the matrices given in [12] and [9]. See [6].
3. Representation of the intersection curve
With the results presented in Section 2, we can generalize the Canny-Manocha method for representing the inter-
section curve between two parameterized algebraic surfaces [16]. Indeed, the matrix based approach used by J. Canny
and D. Manocha requires the existence of square matrix representations of parameterized algebraic surfaces. Here-
after, we will relax this limitation by using the matrix representations given in Section 2. Moreover, in Section 4 we
will develop linear algebra techniques in order to obtain the intersection curve as a determinant matrix, exactly as in
[16]. In this way, the output of our algorithm will be compatible with the determination of the exact topology of the
intersection curve by means of several techniques, for instance [16] or more recently [17], that make use of an implicit
equation.
Suppose given two parameterized algebraic surfaces S1 and S2. A standard problem in non linear computational
geometry is to determine the set S1 ∩ S2 ⊂ P3C which is a curve in P
3
C providing S1 and S2 are two distinct surfaces.
As we explained in Section 2, if the parameterization of S1 has locally complete intersection base points then one
can build a representation matrix of S1 that we will denote by M(x, y, z,w). Let
Ψ : P2C → P
3
C : (s : t : u) 7→ (a(s, t, u) : b(s, t, u) : c(s, t, u) : d(s, t, u))
be a parameterization of S2 where a(s, t, u), b(s, t, u), c(s, t, u), d(s, t, u) are homogeneous polynomials of the same
degree and without common factor in C[s, t, u]. By substituting in the representation matrix M(x, y, z,w) the variables
x, y, z,w by the homogeneous polynomials a(s, t, u), b(s, t, u), c(s, t, u), d(s, t, u) respectively, we get the matrix
M(s, t, u) := M(Ψ(s, t, u)) = M(a(s, t, u), b(s, t, u), c(s, t, u), d(s, t, u)).
From the properties of the representation matrix M(x, y, z,w), we known that M(s, t, u) has maximal rank ρ (ρ is the
number of rows of M and M has at least as much columns as rows). Moreover, for all point (s0 : t0 : u0) ∈ P2 we have
rank(M(s0 : t0 : u0)) < ρ if and only if

Ψ(s0, t0, u0) ∈ S1 ∩ S2
or
(s0 : t0 : u0) is a base point of Ψ.
(1)
Indeed, by property of the representation matrix M(x, y, z,w), we know that the rank of M drops at the point Ψ(s0, t0, u0),
providing this later is well defined, if and only if Ψ(s0, t0, u0) ∈ S1. If Ψ(s0, t0, u0) is not well defined, or in other words
if (s0 : t0 : u0) is a base point of Ψ, then the matrix M(Ψ(s0 : t0 : u0)) is equal to the null matrix since all the entries
of M are linear forms in x, y, z,w, and therefore its rank drops.
Define the spectrum of the matrix M(s, t, u) as the set{
(s0 : t0 : u0) ∈ P2 such that rank(M(s0 : t0 : u0)) < ρ
}
.
Then, the equivalence (1) shows that the spectrum of M(s, t, u) yields the intersection locus of S1 ∩ S2 plus the base
points of the parameterization Ψ of S2. The following result shows that the base points of Ψ has not to be removed
from the spectrum of M(s, t, u) that this later actually gives exactly the information we need to obtain the intersection
locus S1 ∩ S2.
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Theorem 1. The spectrum of the matrix M(s, t, u) is an algebraic curve in P2, which means that it is equal to the
zero locus of a homogeneous polynomial in C[s, t, u]. In particular, there are no isolated points in the spectrum of
M(s, t, u).
Proof. By property of the representation matrix M(x, y, z,w), we know that the ideal generated by the ρ-minors of
M(x, y, z,w), denoted detρ M(x, y, z,w), is supported on the hypersurface S1. In other words, the algebraic variety
associated to detρ M(x, y, z,w) is exactly S1.
Now, since the substitution of x, y, z,w by Ψ(s, t, u) commutes with the formation of the determinantal ideals, more
precisely
detρ(M(s, t, u)) = detρ (M(Ψ(s, t, u))) =
(
detρ M(x, y, z,w)
)
(Ψ(s, t, u)),
we deduce detρ(M(s, t, u)) is supported on the algebraic curve obtained by substituting x, y, z,w by Ψ(s, t, u) in an
implicit equation of S1. We conclude the proof by noting that the spectrum of M(s, t, u) is by definition supported on
the algebraic variety associated to the ideal detρ(M(s, t, u)).
Remark 1. If the parameterization of S1 has base points that are almost complete intersection, then the above results
still hold but in the equivalence (1) and in the proof of Theorem 1, the surface S1 has to be replaced with (S1 ∪p Hp)
where Hp is a hyperplane which is associated to a base point p of the parameterization of S1 which is not a complete
intersection.
The algebraic curve C ∈ P2 in this theorem is a representation of the intersection set S1 ∩ S2 because the pa-
rameterization Ψ induces a rational map from C to S1 ∩ S2. Therefore, the computation of an equation of the curve
C allows to write down an explicit parameterization of the intersection locus S1 ∩ S2. In [16], such an equation is
directly obtained as a determinant matrix because they restrict their study to the class of parameterized surfaces S1
that admit a square representation matrix. In our setting, since we handle a much more larger class of parameterized
surfaces, we get non-square matrices. The purpose of the next section is therefore to describe an algorithm that allows
to reduce these non-square matrices to square matrices by linear algebra methods. Then, in Section 5 we will state the
resulting algorithm and illustrate it with some detailed examples. But before moving on, let us end this section with
the following interesting geometric consequence of Theorem 1.
Corollary 1. For any parameterized surface S1 as above, the algebraic curve describing the spectrum of the matrix
M(s, t, u) will always goes through the base points of the parameterization Ψ of S2.
4. Reduction of a bivariate pencil of matrices
As a consequence of Theorem 1, if we use matrix representations to deal with the surface/surface intersection
problem, we will end up at some point with a pencil of bivariate and non-square matrices that represents the intersec-
tion curve (after dehomogenization). Therefore, in order to be able to handle this intersection curve, for instance to
determine its exact topology, it is necessary to extract a pencil of bivariate and square matrices that yields a matrix
representation of the intersection curve as a matrix determinant. For that purpose, we develop an algorithm based on
the remarkable work of V. N. Kublanovskaya [14].
4.1. The spectrum of a bivariate polynomial matrix
Let M(s, t) be a matrix of size m × n depending on the two variables s and t. The spectrum of M(s, t) is defined as
the set
{(s0, t0) ∈ C × C : rank(M(s0, t0)) < ρ}
where ρ := rank M(s, t). Denote by M j1,..., jρi1,...,iρ the matrix obtained from M(s, t) by taking the ρ rows of index i1, ..., iρ,
and the ρ columns of index j1, ..., jρ, where 1 ≤ i1 < ... < iρ ≤ m and 1 ≤ j1 < ... < jρ ≤ n. The spectrum of M(s, t) is
exactly the set of common roots of all the algebraic equations
det M j1,..., jρi1,...,iρ = 0, 1 ≤ i1 < ... < iρ ≤ m, 1 ≤ j1 < ... < jρ ≤ n. (2)
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The one-dimensional and zero-dimensional algebraic components of the system of algebraic equations (2) determine
respectively the one-dimensional and zero-dimensional eigenvalues of the matrix M(s, t). We recall that the one-
dimensional eigenvalues (also called eigencurves) form the continuous part of the spectrum of M(s, t) which can be
described by an algebraic equation in the parameters s and t. The zero-dimensional eigenvalues form the discrete part
of the spectrum of M(s, t).
4.2. Linearization of a bivariate polynomial matrix
Suppose given an m×n-matrix M(s, t) = (ai, j(s, t)) with polynomial entries ai, j(s, t) ∈ C[s, t]. It can be equivalently
written as a polynomial in s whose coefficients are m × n-matrices with entries in C[t]. If d = maxi, j{degs(ai, j(s, t))}
then set
M(s, t) = Md(t)sd + Md−1(t)sd−1 + . . . + M0(t)
where Mi(t) ∈ C[t]m×n for all i = 0, . . . , d.
Definition 1. The generalized companion matrices A(t), B(t) of the matrix M(s, t) are the matrices with coefficients
in C[t] of size ((d − 1)m + n) × dm that are given by
A(t) =

0 Im . . . . . . 0






0 0 . . . . . . Im
Mt0(t) M
t






Im 0 . . . . . . 0






0 0 . . . Im 0
0 0 . . . . . . −Mtd(t)

,
where Im stands for the identity matrix of size m and Mti (t) stands for the transpose of the matrix Mi(t).
These companion matrices allows to linearize the polynomial matrix M(s, t) in the sense that there exists two
unimodular matrices E(s, t) et F(s, t) with coefficients in C[s, t] and of size dm and (d−1)m + n respectively, such that
E(s, t) (A(t) − sB(t)) F(s, t) =




In particular, a straightforward computation shows that for all s ∈ C and v ∈ C[t]m we have







It is important to notice that (3) implies that the computation of the spectrum of the polynomial matrix M(s, t) can
be reduced to the computation of the spectrum of the polynomial matrix A(t) − sB(t) which has the advantage to be
linear in the variable s.
4.3. The ∆W − 1 decomposition
Hereafter, we present an algorithm due to V. N. Kublanovskaya and which is called the ∆W − 1 decomposition.
Given an univariate polynomial matrix M(t), this decomposition transforms M(t) into the form [∆(t), 0] by columns
operations, where ∆(t) is a polynomial matrix of full column rank and 0 is a zero block-matrix. Notice that such a
transformation is classical for matrices with coefficients in C by using LU-decomposition for instance (see e.g. [2] in
a similar setting), but for a polynomial matrix this task is much more complicated.
In what follows, we give the ∆W − 1 decomposition which is due to V. N. Kublanovskaya [14]. Anyway, we will
provide a detailed presentation and a sketch of proof because this algorithm is very hard to follow directly from [14].
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Suppose given an univariate polynomial matrix M(t) of size m × n and write it under the form
M(t) =[Ms,1, 0, 0, . . . , 0]ts + [Ms−1,1,Ms−1,2, 0, . . . , 0]ts−1 + · · · (4)
+[Ms−p+2,1, . . . ,Ms−p+2,p−1, 0]ts−p+2 + [Ms−p+1,1, · · · ,Ms−p+1,p−1,Ms−p+1,p]ts−p+1
+[Ms−p,1, . . . ,Ms−p,p−1,Ms−p,p]ts−p + · · · + [M0,1,M0,2, . . . ,M0,p]




t j = n and the notation 0 stands for a zero block-matrix of appropriate size.
Lemma 1. Suppose given an univariate polynomial matrix M(t) of size m×n and an integer p such that 1 ≤ p ≤ s+1
and (4) holds. If the matrix M = [Ms1,Ms−1,2, . . . ,Ms−p+1,p] is of full column rank then the matrix M(t) is of full
column rank.
Proof. Suppose that the matrix M(t) is not of full column rank. Then, there exists a polynomial vector F(t) ∈ C[t]n×1,
F(t) , 0 such that M(t)F(t) = 0. Denoting by k the maximum of the degree of the entries of F(t), we can write
F(t) = Fktk + Fk−1tk−1 + . . . + F0
where Fi = (Fi,1, Fi,2, . . . , Fi,n)t ∈ Cn×1, for all i = 0, 1, . . . , k and Fk , 0. From the equality
M(t)F(t) = 0 =
(









[Ms,1, 0, 0, . . . , 0]Fk−2 + [Ms−1,1,Ms−1,2, 0, . . . , 0]Fk−1 + [Ms−2,1,Ms−2,2,Ms−2,3, . . . , 0]Fk
)
ts+k−2
+ · · · + [M0,1,M0,2, . . . ,M0,p]F0
we deduce that the coefficients with respect to the variable t of the matrix M(t)F(t) are null matrices. Moreover, recall
that the matrix M = [Ms,1,Ms−1,2, . . . ,Ms−p+1,p] is of full column rank by assumption. So, looking at the coefficient
of ts+k, we obtain that necessarily
Fk,1 = Fk,2 = . . . = Fk,t1 = 0.
Looking now at the coefficient of ts+k−1, we obtain that necessarily
Fk−1,1 = Fk−1,2 = . . . = Fk−1,t1 = 0 and Fk,t1+1 = Fk,t1+2 = . . . = Fk,t1+t2 = 0.
Continuing this way step by step, we finally arrive at the conclusion that Fk has to be the null vector and hence get a
contradiction.
Corollary 2. Let
M(t) = tsMs + ts−1Ms−1 + . . . + M0
be an univariate polynomial matrix of size m × n. If Ms is of full column rank then M(t) is of full column rank.
Proof. Apply Lemma 1 where the decomposition (4) is taken with p = 1.
We are now ready to describe the ∆W − 1 decomposition algorithm. We suppose given an univariate polynomial
matrix M(t) of size m × n, of rank ρ and of degree s ≥ 1. We write it as
M(t) = tsMs + ts−1Ms−1 + . . . + M0
where M0,M1, . . . ,Ms are matrices with entries in C. The ∆W − 1 decomposition consists in computing two polyno-
mial matrices W(t) and ∆(t) of size n × n and m × ρ respectively, such that
M(t)W(t) = [∆(t), 0] (5)
with the properties that W(t) is unimodular and that ∆(t) if of full column rank and of degree less or equal to s. The
notation 0 stands here for the null matrix of size m×(n−ρ). The following algorithm computes two sequences of poly-
nomial matrices M0(t) = M(t),M1(t), . . . ,Ml(t) and W1(t), . . . ,Wl(t) such that Ml(t) = [∆(t), 0], Wk(t) is unimodular
and Mk(t) = Mk−1(t)Wk(t) for all k = 1, 2, . . . , l.
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Step 1. Construct an auxiliary matrix N1 as follows.
(i) If all the columns of Ms are nonzero then N1 := Ms. Otherwise, Ms contains some zero columns. By performing
column permutations, we can transform Ms into M∗s := [M̄s,1, 0] where M̄s,1 is the nonzero columns of Ms of
size m× t1. This transformation is then applied to the matrices Mq for all q = 0, . . . , s− 1, which is transformed
into M∗q := [Mq,1,Mq,2], where Mq,1,Mq,2 are of size m × t1 and m × (n − t1) respectively.
(ii) If all the columns of Ms−1,2 are nonzero, then
N1 := [M̄s,1,Ms−1,2].
Otherwise, the columns of the matrices Mq,2 for all q = 0, . . . , s−1, can be permuted to get M∗s−1,2 := [M̄s−1,2, 0]
where M̄s−1,2 is the nonzero columns of Ms−1,2 of size m × t2 and M∗q,2 := [Mq,2,Mq,3], q = 0, . . . , s − 2. The
matrices Mq,2,Mq,3 are of size m × t2 and m × (n − t1 − t2) respectively.
(iii) if all the columns of Ms−2,3 are nonzero, then
N1 := [M̄s,1, M̄s−1,2,Ms−2,3].
Otherwise, the above process will be repeated and it terminates after p ≤ s + 1 steps with a matrix
N1 := [M̄s,1, M̄s−1,2, M̄s−2,3, . . . , M̄s−p+2,p−1,Ms−p+1,p]




(iv) If p < s + 1, then all the columns of N1 are nonzero. If p = s + 1, the last columns of N1 may be zero columns.
In this case, we can reduce the matrix M(t) by deleting zero columns and thus get a polynomial matrix M′(t) of
smaller size, say m × n1, n1 ≤ n. We get
N1 := [ M̄s1︸︷︷︸
t1
, M̄s−1,2︸ ︷︷ ︸
t2
, . . . , M̄s−p+2,p−1︸      ︷︷      ︸
tp−1






ti = n1 and all the columns of N1 are nonzero columns.
Step 2. If N1 is of full column rank, then ∆(t) = M′(t) because M′(t) is of full column rank (Lemma 1). The algorithm
stops here. Otherwise, find an n1× (n1− r1) matrix T1 whose columns form a basis of the right null space of the matrix
N1 (r1 := rank N1).
Step 3. The matrix T1 is transformed into a lower triangular matrix L1 of size n1×h1, h1 ≥ n1− r1, without permuting
rows. The matrix L1 is such that its columns contain a basis of the null space of the matrix N1 and possibly some
columns of the identity matrix. The process to get the matrix L1 from T1 can be described in the following way.
In the case the leading minor of size n1 − r1 of the matrix T1 is not equal to zero, we obtain L1 of size n1 × (n1 − r1)
by performing a Gaussian elimination by columns. In the case the leading minor of size n1 − r1 of matrix T1 is equal
to zero, we also perform a Gaussian elimination by columns and proceed as follows: if the first entry on the diagonal
is nonzero then do nothing, otherwise insert a column on the left having a 1 at the first position and zero elsewhere.
Then, if the second entry on the diagonal is non-zero do nothing, otherwise insert a column between the first and
second column with a 1 at the second position and zero elsewhere. We continue like this and thus insert a column




. . . 0 . . . 0
∗
. . . 0 0
. . . . . .
. . . 0
. . . . . . . . .
. . .
. . . . . . . . . . . .
∗ ∗ ∗ ∗

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where all the elements on the diagonal are nonzero.
For the following steps, we will assume for simplicity that L1 is of size n1 × (n1 − r1). Notice that if h1 > n1 − r1,
we only have to replace hereafter the number n1 − r1 with h1 and the identity matrix Ir1 with In1−h1 .
The matrix L1 can written in block-matrices as follows:









L1,1 0 . . . . . . 0



















where Li,i, i = 1, 2, . . . , k−1 are nonsingular lower triangular matrices of size ti× ti and Lp,k is a lower triangular
matrix of size tk × (n1 − r1 − δk−1), so that t′k = n1 − r1 − δk−1, and of full column rank.








L1,1 0 . . . . . . 0
















where Li,i, i = 1, 2, . . . , p−1 are nonsingular lower triangular matrices of size ti× ti and Lpp is a lower triangular
matrix of size tp × (n1 − r1 − δp−1), so that t′p = n1 − r1 − δp−1, and of full column rank.
Step 4. Construct a left triangular unimodular n1 × n1 matrix W (1)(t) as follows
(i) If L1 is of the form (6) then
W (1)(t) =

L1,1 0 . . . . . . 0











tp−1Lp,1 tp−2Lp,2 . . . tp−kLp,k Ir1

where Ir1 is the identity matrix of size r1.
(ii) If L1 is of the form (7) then
W (1)(t) =

L1,1 0 . . . . . . . . . 0












tp−2Lp−1,1 tp−3Lp−1,2 . . . Lp−1,p−1 0 0
tp−1Lp,1 tp−2Lp,2 . . . tLp,p−1 Lp,p Ir1

where Ir1 is the identity matrix of size r1.
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Then, we define the unimodular polynomial matrix
W1(t) =
W (1)(t) if n = n1,diagonal{W (1)(t), In−n1 } if n > n1.
Step 5. Compute the matrix
M1(t) = M0(t)Ω1W1(t) = M10 + tM
1
1 + . . . + t
s1 M1s1
where s1 ≤ s and Ω1 is a permutation matrix corresponding to the first step of this algorithm.
Step 6. Starting with j = 1, we repeat the steps (1)-(5) for the matrix M j(t) until we find a matrix Ml+1(t) of full
column rank. Then, we get the ∆W − 1 decomposition
Ml(t) = M(t)W(t) = [∆(t), 0]
where W(t) = Ω
l∏
i=1
ΩiWi(t) is an n× n unimodular polynomial matrix, ∆(t) is a polynomial matrix of full column rank
and Ω is a permutation matrix corresponding to a last Gaussian elimination by columns.
Sketch of proof of the ∆W − 1 decomposition algorithm. First, we see that the choice of the unimodular matrices Wi(t)
does not increase the degree of the matrix M(t) under transformation. Thus, the degree of ∆(t) is not greater than the
degree of M(t).
Second, at each loop k of the algorithm, the transformations eliminate (nk − rk) > 0 vector coefficients at the
greatest degree in t of the columns of the polynomial matrix Mk−1(t), this for all k = 1, 2, . . . , l + 1. Therefore, after
a finite number of steps, the resulting matrix will have zero columns and its size can be reduced by deleting these
zero columns, so that nk < nk−1. The matrices Mk(t) and Mk−1(t) have at least rk identical columns whose vector
coefficients at the greatest degree are linearly independent. Thus, rk+1 ≥ rk. Therefore, the number (nk − rk) decreases
in a finite number of steps of the algorithm and finally, after the loop number l we get nl+1 − rl+1 = 0 and the algorithm
stops here.
Finally, the matrix ∆(t) can be written under the form
∆(t) =[∆̄s,1, 0, 0, . . . , 0]ts + [∆s−1,1, ∆̄s−1,2, 0, . . . , 0]ts−1 + . . .
+[∆s−p+2,1, . . . , ∆̄s−p+2,p−1, 0]ts−p+2 + [∆s−p+1,1, . . . ,∆s−p+1,p−1, ∆̄s−p+1,p]ts−p+1
+[∆s−p,1, . . . ,∆s−p,p−1,∆s−p,p]ts−p + . . . + [∆0,1,∆0,2, . . . ,∆0,p].
By construction, the matrix Nl+1 = [∆̄s,1, ∆̄s−1,2, . . . , ∆̄s−p+1,p] is of full column rank. By Lemma 1, we deduce that
∆(t) is of full column rank. .
Example 1. Let M(t) be an univariate polynomial matrix
M(t) :=

2t2 + 3t + 1 t + 1 2t2 + 2t
1 5t2 −5t2 + 1
2t + 1 3 2t − 2
t t 0





















Since all the columns of the matrix M2 are nonzero columns, we set N1 := M2 and then the null space of N1 is given
by L1 := [1,−1,−1]t. So we form the matrix
W (1)(t) =





M1(t) = M(t)W (1)(t) =

0 t + 1 2t2 + 2t
0 5t2 −5t2 + 1
0 3 2t − 2
0 t 0
 .
The coefficient matrix of greatest degree of the matrix
∆(t) :=

t + 1 2t2 + 2t
5t2 −5t2 + 1
3 2t − 2
t 0







It is of full column rank and hence, by Corollary 2, we deduce that the matrix ∆(t) is of full column rank.
Example 2. Let M(t) be the univariate polynomial matrix
M(t) :=
 −t 0 t
2 1 + t3
0 −t −1 + t3 −t2
t2 1 + t3 t 0
 = M3t3 + M2t2 + M1t + M0.
where
M3 =
 0 0 0 10 0 1 00 1 0 0
 ,M2 =
 0 0 1 00 0 0 −11 0 0 0
 ,M1 =
 −1 0 0 00 −1 0 00 0 1 0
 ,M0 =
 0 0 0 10 0 −1 00 1 0 0
 .
Since the first column of the matrix M3 is null, we permute the first column and the fourth column of M3 and obtain
M∗3 =
 1 0 0 00 0 1 00 1 0 0
 ,
and consequently the coefficient matrices M2,M1,M0 are also permuted under the form
M∗2 =
 0 0 1 0−1 0 0 00 0 0 1
 ,M∗1 =
 0 0 0 −10 −1 0 00 0 1 0
 ,M∗0 =
 1 0 0 00 0 −1 00 1 0 0
 .
Thus N1 :=
 1 0 0 00 0 1 00 1 0 1
. As the null space of N1 is generated by [0, 1, 0,−1]t, we get the matrix
W (1)(t) :=

1 0 0 0
0 1 0 0
0 0 1 0
0 −t 0 1
 .
Denote by P(m, n, k) the square matrix of size k × k obtained by permuting the columns number m with the column
number n. We have
M1(t) := M(t)P(1, 4, 4)W (1)(t) =
 1 + t
3 t2 t2 −t
−t2 −t −1 + t3 0
0 1 t t2
 .
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Repeating the above procedure to the polynomial matrix M1(t) , we obtain the matrix
N2 :=
 1 0 1 00 1 0 00 0 0 1

and find that its null space is generated by [1, 0,−1, 0]t. Thus,
W (2)(t) :=

1 0 0 0
0 1 0 0
−t 0 1 0
0 0 0 1

and hence
M2(t) := M1(t)P(2, 3, 4)W (2)(t) =
 t
2 1 t2 −t
−1 + t3 0 −t 0
t −t 1 t2
 .
Repeating the above procedure to the matrix M2(t), we obtain the matrix
W (3)(t) :=

1 0 0 0
0 1 0 0
0 0 1 0
0 t 0 1

and therefore
M3(t) := M2(t)P(1, 2, 4)P(2, 4, 4)W (3)(t) :=
 t
2 0 t2 1
−1 + t3 0 −t 0






−1 + t3 −t 0
t 1 −t
 =
 0 0 01 0 00 0 0
 t3 +
 1 1 00 0 00 0 0
 t2 +
 0 0 00 −1 01 0 −1
 t +
 0 0 1−1 0 00 1 0

is of full column rank because the matrix
 0 1 01 0 00 0 −1
 is of full column rank by Lemma 1.
Remark 2. A Maple experimental program to perform the ∆W − 1 decomposition of an univariate polynomial matrix
have been implemented and is freely available at the URL: http://cgi.di.uoa.gr/~thanglb/.
4.4. The algorithm for extracting the regular part of a non square bivariate pencil of matrices
In the rest of this section, we provide an algorithm that extracts the continuous spectrum from a linearized bivariate
pencil of matrices. We first state the main theorem and then give the algorithm.
Theorem 2 ([14, 15]). A m × n-pencil of polynomial matrices M(s, t) = A(t) − sB(t) is equivalent to a pencil of the
following form  M1,1(s, t) 0 0M2,1(s, t) M2,2(s, t) 0M3,1(s, t) M3,2(s, t) M3,3(s, t)
 (8)
where
• the pencil M2,2(s, t) is a regular pencil that corresponds to the continuous spectrum of M(s, t),
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• the pencil M1,1(s, t) is of full row rank and determines the one-dimensional eigenvalues of the form (0, t),
• the pencil M3,3(s, t) is of full column rank and determines the one-dimensional eigenvalues of the form (∞, t),
• the union of the discrete spectrum of the pencil M1,1(s, t) and M3,3(s, t) coincides with the discrete spectrum of
M(s, t).
We now describe an algorithm for constructing a pencil of the form (8). Set ρ = rank A(t), A1,1(t) = A(t) and
B1,1(t) = B(t).
Step 1.
i) Transform A1,1(t) into the form [∆0(t), 0] by the ∆W − 1 decomposition, that means
A1,1(t)Q0(t) = [∆0(t), 0]
where Q0(t) is an unimodular matrix. Then, compute



























has full column rank. We have
P0(t)(A1,1(t) − sB1,1(t))Q0(t) =
(
A2,1(t) − sB2,1(t) −sB̄1,1(t)
A2,2(t) − sB2,2(t) 0
)
.
iii) By permuting rows, we obtain the matrix
PP0(t)(A1,1(t) − sB1,1(t))Q0(t) =
(
A2,2(t) − sB2,2(t) 0
A2,1(t) − sB2,1(t) −sB̄1,1(t)
)
where P is a permutation matrix.
Step 2. If the matrix A2,2(t) is not of full column rank, we repeat the Step 1 for the pencil A2,2(t) − sB2,2(t) until, after
k repetitions, we get a matrix Ak+1,k+1(t) which is of full column rank. Thus, we obtain the pencil
P(t)M(s, t)Q(t) =
(
Ak+1,k+1(t) − sBk+1,k+1(t) 0
Ak+1,k(t) − sBk+1,k(t) M3,3(t)
)
where P(t),Q(t) are unimodular matrices.
If the pencil of the m1 × n1 matrix Ak+1,k+1(t) − sBk+1,k+1(t) is not a regular pencil, in particular it is not a square
matrix and not of full row rank, then we repeat the above procedure to the transposed pencil Atk+1,k+1(t) − sB
t
k+1,k+1(t).
The steps consist in the following operations. Set Ã1,1(t) = Ak+1,k+1(t), B̃1,1(t) = Bk+1,k+1(t).
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i) Transform the transposed matrix B̃t1,1(t) into the form [∆̃0(t), 0], that means





where Q̃0(t) is an unimodular matrix and ρ̃ = rank B̃t1,1(t). Then, compute





where B̃2(t) = ∆̃t0(t).





where Ā1,1(t) is a ρ̃ × q̃ matrix of full column rank. At the end of ii), the pencil Ã1,1(t) − sB̃1,1(t) is represented
under the form
Qt0(t)(Ã1,1(t) − sB̃1,1(t))P̃0(t) =
(




iii) By permuting columns, we obtain the matrix
Qt0(t)(Ã1,1(t) − sB̃1,1(t))P̃0(t)C =
(
Ã2,2(t) − sB̃2,2(t) Ã2,1(t) − sB̃2,1(t)
0 Ā1,1(t)
)
where C is a permutation matrix.
If the matrix B̃2,2(t) is not of full row rank, we repeat the above procedure to the pencil Ã2,2(t) − sB̃2,2(t), say
l times, until the matrix B̃l+1,l+1(t) is of full row rank. In this way, we obtain the regular pencil Ãl+1,l+1(t) −
sB̃l+1,l+1(t).
At the end, we obtain the following pencil which is equivalent to M(s, t):
P(t)M(s, t)Q(t) =
 M1,1(s, t) 0 0M2,1(s, t) M2,2(s, t) 0M3,1(s, t) M3,2(s, t) M3,3(s, t)

where P(t),Q(t) are unimodular matrices.
The pencil M2,2(t) = Ãl+1,l+1(t) − sB̃l+1,l+1(t) is regular. The pencil
M1,1(t) =

Āl,l(t) Ãl,l−1(t) − sB̃l,l−1(t) . . . Ãl,1(t) − sB̃l,1(t)




0 . . . 0 Ā1,1(t)

is of full column rank and its spectrum does not contain any part of the continuous spectrum of M(s, t), except
for the one-dimensional eigenvalue of the form (∞, t). The pencil
M3,3(s, t) =

−sB̄k,k(t) 0 0 . . . 0
Ak−1,k(t) − sBk−1,k(t) −sB̄k−1,k−1(t) 0 . . . 0
...
...
. . . . . .
...
A1,k(t) − sB1,k(t) A1,k−1(t) − sB1,k−1(t) A1,k−2(t) − sB1,k−2(t) . . . −sB̄1,1(t)

is of full row rank and its spectrum does not contain any part of the continuous spectrum of M(s, t), except for
the one-dimensional eigenvalue of the form (0, t).
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Sketch of proof of Theorem 2
At the Step 1-i) of the algorithm, we can separate Q0(t) = [Q0,1(t),Q0,2(t)] where
A(t)Q0,1(t) = ∆0(t) and A(t)Q0,2(t) = 0.
Therefore, the columns of Q0,2(t) form a basis of right polynomial solutions of A(t) and the finite spectrum of ∆0(t)







P0,1(t)B2(t) = B̄1,1(t) and P0,2(t)B2(t) = 0.
The rows of P0,2(t) form a basis of left polynomial solutions of B2(t) and the finite spectrum of B̄1,1(t) coincides with
the finite spectrum of B2(t). From
P0(t)(A(t) − sB(t))Q0(t) =
(
A2,1(t) − sB2,1(t) −sB̄1,1(t)
A2,2(t) − sB2,2(t) 0
)
,
we deduce that the two subspaces Q0,1(t) and Pt0,2(t) form a pair of reducing subspaces (for instance, see [15, 20]) for
the pencil M(s, t) = A(t) − sB(t). By [15, Theorem 3.2], the union of the corresponding spectral characteristics of the
blocks −sB̄1,1(t) and A2,2(t) − sB2,2(t) gives the whole spectrum and the right and left minimal indices with respect to
s of the original pencil M(s, t). For more details, we refer the interested reader to [14, 15, 20]. 
Before giving an illustrative example, mention that it is also possible to give algorithms to extract the discrete
spectrum of a linearized pencil of polynomial matrices. However, as we will not need it to treat the surface/surface
intersection problem, we refer the interested reader to [14, 15] or [1].
Example 3. Suppose given the bivariate linearized pencil of matrices M(s, t) = A(s) − tB(s) where
A(s) =
 −s
3 −s2 s2 0
s 0 1 0
−s2 − s + 1 −s − 1 s 1
 , B(s) =
 −s
2 − s −s − 1 s + 1 0
s + 1 1 1 0
1 + 2s 2 −1 1
 .
Applying the algorithm, we can compute unimodular polynomial matrices
P0(s) :=
 0 −1 10 2s 1 − 2s1 0 0
 , Q0(s) :=

0 0 0 −1
0 0 1 2s
1 0 1 s
0 1 0 s + 1

such that
A1(s) := P0(s)A(s)Q0(s) =
 −1 + s 1 −2 03s − 2s2 1 − 2s −1 + 4s 0
s2 0 0 0

and
B1(s) := P0(s)B(s)Q0(s) =
 −2 1 −1 1−1 + 4s 1 − 2s 1 + 2s 0
s + 1 0 0 0
 .
Therefore, we obtain the matrices
A2(s) :=
(





−1 + 4s 1 − 2s 1 + 2s
s + 1 0 0
)
.











A3(s) := P1(s)A2(s)Q1(s) =
(




B3(s) := P1(s)A2(s)Q1(s) =
(
−1 + 4s 32 − s 4 − 12s + 8s
2
s + 1 0 0
)
.
At last, we can transform the pencil of matrices M(s, t) into the pencil −1 + s 1 −2 03s − 2s2 12 0 0
s2 0 0 0
 − t
 −2 1 −1 1−1 + 4s 32 − s 4 − 12s + 8s2 0
s + 1 0 0 0












2 − s 4 − 12s + 8s
2 0
)
is of full row rank and determines the discrete spectrum of M(s, t). Hence, the one-dimensional eigenvalue of M(s, t)
is given by the zero locus of s2 − t(s + 1) = 0 and we can easily see that the zero-dimensional eigenvalue of M(s, t) is
given by the pair (s, t) = (1, 1).
Remark 3. A Maple experimental program corresponding to the above algorithm have been implemented and is freely
available at the URL: http://cgi.di.uoa.gr/~thanglb/.
5. Algorithm and illustrative examples
Let us take again the setting and notation of Section 3. As a consequence of Theorem 1, the points in S1 ∩ S2
that are associated to points (s : t : u) ∈ P2 such that u , 0, are in correspondence with the spectrum of M(s, t, 1)
and moreover, this spectrum is one-dimensional, it has no discrete component. Therefore, we can apply the results of
Section 4 and we get the following algorithm:
Algorithm 1: Matrix representation of an intersection curve
Input: Two parameterized algebraic surfaces S 1 and S 2 such that the parameterization of S 1 has local
complete intersection base points.
Output: The intersection curve S 1 ∩ S 2 represented as a matrix determinant.
1. Compute a matrix representation of S 1, say M(x, y, z,w) – see Section 2.
2. Substitute x, y, z,w by the parameterization of S 2 in the matrix M to get a matrix M(s, t) (set u = 1).
3. Compute the generalized companion matrices A(s) and B(s) associated to M(s, t) – see Section 4.
4. Return the regular pencil of matrices M1(s, t) = A1(s) − tB1(s) – see Section 4.
In comparison with [16], our algorithm returns a result of the same type: a determinant matrix representation
of the intersection curve, but the class of parameterizations of surfaces for which step 1 can be performed is here
dramatically extended. We end this paper by giving some illustrative examples.
5.1. Intersection of a sphere and a Steiner surface
Let S1 be the sphere that we parameterized by
φ1 : P2 → P3 : (s : t : u) 7→ (s2 + t2 + u2 : 2su : 2st : s2 − t2 − u2)
and let S2 be the Steiner surface parametrized by
φ2 : P2 → P3 : (s : t : u) 7→ (s2 + t2 + u2 : tu : su : st).
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The computation of a matrix representation of the sphere S1 yields −y 0 z x + w0 −y −x + w −zz x + w y 0
 .
Therefore, the intersection locus S1 ∩ S2 is in correspondence with the spectrum of the polynomial matrix
M(s, t, u) =
 −tu 0 su s
2 + t2 + u2 + st
0 −tu −s2 − t2 − u2 + st −su
su s2 + t2 + u2 + st tu 0
 .
In order to apply our reduction algorithm on this matrix, we need to dehomogenize; for instance we choose here u = 1
(notice that the case u = 0 could also be treated as a curve/surface intersection problem as it is explained in [2]). So,
we want to compute the spectrum of
M(s, t) =
 −t 0 s s
2 + t2 + 1 + st
0 −t −s2 − t2 − 1 + st −s
s s2 + t2 + 1 + st t 0
 .










0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 s −1 0 0
0 0 s2 + 1 0 −1 s
s −s2 − 1 0 0 s 1










1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 −1 0 0

.
From the fact that the polynomial matrix A(s) is of full column rank, we can apply the algorithm given in Section 4.4
for the pencil At(s) − tBt(s) and obtain the pencil A1(s) − tB1(s) where
A1(s) =

1 −s3 0 0 0 0 0
0 0 0 1 0 0 0
−s2 1 0 0 0 0 0
−s(s2 + 1) + s2 0 1 0 0 0 0
s + s2 0 −1 1 0 0 0




0 0 1 −s 0 s 1
0 0 0 0 0 −1 0
s2 0 −1 1 0 0 0
s3 1 −s s 0 0 0
1 0 0 0 0 0 0
−s2 s −1 0 0 0 0

.
The regular part of the pencil At(s) − tBt(s) is then
M1(s, t) =

−s2 1 0 0
−s(s2 + 1) + s2 0 1 0
s + s2 0 −1 1
1 − s2 + s3 1 s 0
 − t

s2 0 −1 1
s3 1 −s s
1 0 0 0
−s2 s −1 0
 .
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It gives a determinant matrix representation of the intersection curve. Thus, we could compute det(M1(s, t)) = −(s2t2+
s2 + s4 + t4 + t2 + 1) which is the equation of the curve that parameterizes S1 ∩ S2 through the regular map φ2.
Before moving to the next example, let us mention on this example how it is possible to determine if a given point
in the projective space belongs to S1 ∩ S2. Suppose given a point P ∈ P3, for instance P = (3 : 2 : 2 : 1). We would
like to check whether P belongs to the intersection S1 ∩ S2. To do this, we can form matrix representations for both
S1 and S2 and check their rank. Indeed, here we get
M(S1) :=
 0 y x + w z−z −x + w −y 0x + w z 0 −y
 , M(S2) :=

0 0 −y w z 0 0 −y y
0 −y 0 −x y 0 −y z 0
0 0 0 w 0 0 z 0 y
−y 0 w y −x −y 0 0 0
0 w 0 0 0 z 0 0 −x
w 0 0 0 z 0 0 0 y

,
and evaluating the matrix M(S1) and M(S2) at the point P we obtain the matrices
M(S1)(P) =
 0 2 4 2−2 −2 −2 04 2 0 −2
 , M(S2)(P) =

0 0 −2 1 2 0 0 −2 2
0 −2 0 −3 2 0 −2 2 0
0 0 0 1 0 0 2 0 2
−2 0 1 2 −3 −2 0 0 0
0 1 0 0 0 2 0 0 −3
1 0 0 0 2 0 0 0 2

.
Since M(S1)(P) has rank 2 and M(S2)(P) has rank 6, we deduce that P is a smooth point on the sphere S1 but P does
not belong to the Steiner surface S2, so P < S1 ∩ S2.
5.2. Intersection of a sphere and a surface of degree 3
As in the previous example, we start with the sphere S 1 parameterized by
φ1 : P2 → P3 : (s : t : u) 7→ (s2 + t2 + u2 : 2su : 2st : s2 − t2 − u2)
and admitting the matrix representation
M(x, y, z,w) :=
 −y 0 z x + w0 −y −x + w −zz x + w y 0
 .
We want to determine the intersection between S 1 and the surface S 2 parameterized by
φ2 : P2 → P3 : (s : t : u) 7→ (s3 + t3 : stu : su2 + tu2 : u3).
S2 is a surface of degree 3. As in the previous example, to determine the intersection of S1 and S2 we will compute
the spectrum of the polynomial matrix
M(s, t, u) =
 −stu 0 su
2 + tu2 s3 + t3 + u3
0 −stu −s3 − t3 + u3 −su2 − tu2
su2 + tu2 s3 + t3 + u3 st 0
 .
By dehomogenizing with respect to the variable u, we consider
M(s, t) =
 −st 0 s + t s
3 + t3 + 1
0 −st −s3 − t3 + 1 −s − t
s + t s3 + t3 + 1 st 0
 .
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We have M(s, t) = M3t3 + M2t2 + M1t + M0 and the generalized companion matrices of M(s, t) are
A(s) =
 0 I3 00 0 I3Mt0 Mt1 Mt2
 =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 s −s 0 1 0 0 0
0 0 s3 + 1 0 −s 0 0 0 0
s −s3 + 1 0 1 0 s 0 0 0




 I3 0 00 I3 00 0 −Mt3
 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 −1 0 0

.




1 0 s 0 1 0
−s3 + 1 0 1 0 0 0
−s3 + 1 0 0 −s 0 0
2s 0 0 1 s 0
0 0 0 0 0 1




0 0 1 0 0 0
0 1 0 −1 0 0
s3 1 0 0 0 0
−s2 0 s 0 1 0
1 0 0 0 0 0
0 0 0 0 0 1

.
We get a curve of degree 6, as expected since it is the result on the intersection of a surface of degree 2 and a surface
of degree 3. We could compute det(M1(s, t)) = −s6 − 2s3t3 + t2s2 + s2 + 2st − t6 + t2 + 1 that is the equation of the
curve C (see Figure 1) that parameterizes S1 ∩ S2 (see Figure 2) through the regular map φ2. Notice that there are
many methods to draw the intersection curve S1 ∩ S2 from the parametric curve C through the regular map φ2; see for
example [17].
Figure 1: The plane curve C corresponding with S1 ∩ S2
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(a) (b) (c)
Figure 2: Intersection of the sphere S1 and the surface S2
5.3. Intersection of a Steiner surface and a cubic surface
We start with the Steiner surface S 1 parameterized by
φ1 : P2 → P3 : (s : t : u) 7→ (s2 + t2 + u2 : tu : st : su)
which admits the matrix representation
M(x, y, z,w) :=

−x 0 −y 0 −y y 0 z 0
y −y 0 w 0 −x −y 0 0
0 0 w 0 0 0 z 0 −x
w 0 0 −y 0 z 0 −y y
0 w 0 0 0 z 0 0 y
w 0 0 0 z 0 0 0 y

.
We want to study the intersection between S 1 and the cubic surface S 2 parameterized by
φ2 : P2 → P3 : (s : t : u) 7→ (s3 + t3 : stu : su2 + tu2 : u3).
As in the previous example, to determine the intersection between S1 and S2 we will compute the spectrum of the
polynomial matrix
M(s, t, u) =

−s3 − t3 0 −stu 0 −stu stu 0 su2 + tu2 0
stu −stu 0 u3 0 −s3 − t3 −stu 0 0
0 0 u3 0 0 0 su2 + tu2 0 −s3 − t3
u3 0 0 −stu 0 su2 + tu2 0 −stu stu
0 u3 0 0 0 su2 + tu2 0 0 stu
u3 0 0 0 su2 + tu2 0 0 0 stu

.
By dehomogenizing with respect to the variable u, we consider
M(s, t) =

−s3 − t3 0 −st 0 −st st 0 s + t 0
st −st 0 1 0 −s3 − t3 −st 0 0
0 0 1 0 0 0 s + t 0 −s3 − t3
1 0 0 −st 0 s + t 0 −st st
0 1 0 0 0 s + t 0 0 st
1 0 0 0 s + t 0 0 0 st

.
Writing M(s, t) under the form M(s, t) = M3t3 + M2t2 + M1t + M0, we obtain the generalized companion matrices of
M(s, t):
A(s) =
 0 I6 00 0 I6Mt0 Mt1 Mt2
 , B(s) =
 I6 0 00 I6 00 0 −Mt3
 .
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s 0 1 1 0 0 0 0 0 0 0 0
0 0 s 0 0 0 0 0 0 0 0 0
s 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
s 0 0 0 0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0




−s2 1 0 0 0 −s 0 0 s 0 0 0
s3 s s4 1 0 0 s3 0 s2 0 0 0
0 0 s 0 −1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1
1 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 1 0 0 0 0
s 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

.
Its yields a plane curve of degree 6 whose implicit equation is det(M1(s, t)) = t2 + 2st + s2t2 + 2s3t3 − st5 + s2 − ts5.
This plane curve parameterizes S1 ∩ S2 through the regular map φ2.
6. Conclusion
Given two parameterized surfaces, this paper proposes a new method for computing an equation of a plane curve
that is in correspondence with the intersection space curve of these two surfaces for very general parameterizations.
This operation is the first step of the whole treatment of the intersection of two parameterized surfaces following an
approach that has been introduced by Canny and Manocha [16]. Our results allow to remove the strong assumptions
that was necessary to require on the surface parameterizations, making this approach applicable for two general surface
parameterizations. In a future work, we plan to study the computational complexity of this algorithm which is difficult
to determine because of the reduction of pencil of matrices based on Kublanovskaya decomposition.
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[11] Laurent Busé and Jean-Pierre Jouanolou. On the closed image of a rational map and the implicitization problem. J. Algebra, 265(1):312–357,
2003.
[12] David Cox, Ronald Goldman, and Ming Zhang. On the validity of implicitization by moving quadrics of rational surfaces with no base points.
J. Symbolic Comput., 29(3):419–440, 2000.
[13] Mario Fioravanti, Laureano Gonzalez-Vega, and Ioana Necula. Computing the intersection of two ruled surfaces by using a new algebraic
approach. Journal of Symbolic Computation, 41(11):1187–1205, November 2006.
[14] V.N. Kublanovskaya. Methods and algorithm of solving spectral problems for polynomial matrices and rational matrix. Journal of Mathe-
matical Sciences, 96(3):3085–3287, 1999.
21
[15] V.N. Kublanovskaya and V.B. Khazanov. Spectral problems for pencils of polynomial matrices. methods and algorithms v. Journal of
Mathematical Sciences, 79(3):1048–1076, 1996.
[16] Dinesh Manocha and John Canny. A new approach for surface intersection. In Proceedings of the first ACM symposium on Solid modeling
foundations and CAD/CAM applications, pages 209–219, Austin, Texas, United States, 1991. ACM.
[17] A. Mantzaflaris and B. Mourrain. A subdivision approach to planar semi -algebraic sets. In Proceedings of the 6th international Conference
GMP, Castro Urdiales, Spain, pages 104–123, June 2010.
[18] Liyong Shen, Jin-San Cheng, and Xiaohong Jia. Homeomorphic approximation of the intersection curve of two rational surfaces. Preprint
arXiv:1203.0442 available at http://arxiv.org/abs/1203.0442.
[19] T.W. Sederberg and F. Chen. Implicitization using moving curves and surfaces. In Proceedings of SIGGRAPH, volume 29, pages 301–308,
1995.
[20] G. W. Stewart. On the sensitivity of the eigenvalue problems ax = λbx. SIAM J. Numer. Anal. 9, 4:669–689, 1972.
22
