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Abstract
This paper is devoted to Young measure solutions of a class of forward–backward diffusion equa-
tions. Inspired by the idea from a recent work of Demoulini, we first discuss the regular case by
introducing the Young measure solutions and prove the existence for such solutions, and then ap-
proximate the extreme case by the approach of regularization and establish the existence of Young
measure solutions in the class of functions with bounded variation.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we consider the first initial-boundary value problem of the following
forward–backward diffusion equation
∂u
∂t
= div q(∇u), (x, t) ∈QT , (1.1)
u(x, t)= 0, (x, t) ∈ ∂Ω × (0, T ), (1.2)
u(x,0)= u0(x), x ∈Ω, (1.3)
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q =∇ϕ, ϕ ∈C1(RN), and ϕ and q satisfy the structure conditions(
λ|A|1+δ − 1)+  ϕ(A)Λ|A|1+δ + 1, ∀A ∈RN, (1.4)
and ∣∣q(A)∣∣Λ|A|δ, ∀A ∈RN, (1.5)
for some 0 < λΛ, 0 δ  1, where s+ = max{s,0}.
Without convexity assumption of ϕ, Eq. (1.1) is in fact of forward–backward type.
Moreover, the equation may also have degeneracy and singularity. In fact, ϕ(A) is per-
mitted to identically equal to zero on the set {A ∈ RN : |A|1+δ  1/λ}. The function ϕ
is also permitted to be some function like ϕ(A) = |A|1+δ with 0 < δ < 1, and Eq. (1.1)
becomes the p-Laplacian equation (fast diffusion case)
∂u
∂t
= div(|∇u|p−2∇u)
with p = 1+ δ ∈ (1,2), which is singular at the points where ∇u= 0. However, what we
are interested in is the diffusion equations with more singularities. In fact, we only assume
that ϕ belongs to C1(RN) and satisfies the structure condition (1.4) without convexity.
Even if ϕ belongs to C2(RN), the Hessian matrix of ϕ may not be positive definite, even
be neither nonnegative definite nor nonpositive definite. So Eq. (1.1) may be of forward–
backward type. In addition, we point out that a special case of Eq. (1.1) with δ = 0 is the
mathematical model of phase transition
∂u
∂t
= div ∇u√
1+ |∇u|2 .
In the past years, the study of the equation is mostly devoted to classical solutions (see,
e.g., [18–20]). For this special equation, what we obtain will reveal another aspects for the
existence, namely, the existence of discontinuous solutions. We note that the equation is
strongly degenerate at the discontinuous points of such solutions.
As usual, for the existence of solutions of Eq. (1.1), the natural way is to construct a
suitable sequence of approximate solutions and complete the relative limit processes as in
the study of other kind of singular diffusion equations. However, it is difficult to construct
the required sequence of approximate solutions, because Eq. (1.1) may be degenerate, sin-
gular, and forward–backward. Firstly, we could not use the method of parabolic regular-
ization which is used to study degenerate parabolic equations extensively, since Eq. (1.1)
is forward–backward. Secondly, we could not use the theory of elliptic equations to study
the existence of solutions of time difference equations either, because the time difference
equations may also be forward–backward. On the other hand, even if we have constructed
a sequence of approximate solutions, we can only obtain the weak convergence of the gra-
dients of the approximate solutions which does not imply that the compositions of q with
the gradients of the approximate solutions are weak convergent in the common sense. So
we must define the composition of q with the gradients of solutions reasonably. It was
Demoulini [2] who first investigated the case δ = 1. She used Young measures to define
the compositions of q with the gradients of solutions reasonably and overcame the diffi-
culties induced by the degeneracy, singularity and the forward–backward type of Eq. (1.1)
J. Yin, C. Wang / J. Math. Anal. Appl. 279 (2003) 659–683 661and proved the existence of the Young measure solutions to problem (1.1)–(1.3). In addi-
tion, she proved the uniqueness of the Young measure solution to problem (1.1)–(1.3) and
studied some properties of the Young measure solutions.
The purpose of the present paper is to discuss the existence of solutions to problem
(1.1)–(1.3). The exact results have been presented in a short research announcement in [1],
and here we will present a detailed and much complicated proof of the results. To make the
long paper readable, we would like to give the basic idea first. Since ϕ is not assumed to
be convex, classical solutions to Eq. (1.1) do not exist in general. Similar to the case δ = 1,
the key step is to define the composition of q with ∇u reasonably and complete the relative
limit processes of approximate solutions. Inspired by the method used by Demoulini [2],
we consider Young measure solutions of Eq. (1.1). When 0< δ < 1, we define a solution u
in a suitable Sobolev space and a gradient Young measure ν = (νx,t )(x,t)∈QT generated by
the spatial gradients of a sequence in the same space to satisfy∫∫
QT
(
〈ν, q〉 · ∇ζ + ∂u
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ), (1.6)
∇u(x, t)= 〈νx,t , id〉 a.e. (x, t) ∈QT , (1.7)
〈νx,t , q · id〉 = 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT , (1.8)
where id is the unit mapping in RN ,
〈ν, q〉 =
∫
RN
q(A)dν(A), 〈ν, id〉 =
∫
RN
Adν(A),
〈ν, q · id〉 =
∫
RN
q(A) ·Adν(A).
As for δ = 0, since the bounded sequence of functions in W 1,1 may not be weak pre-
compact, we can only define a solution u in BV space and a biting Young measure ν =
(νx,t )(x,t)∈QT (so is a gradient Young measure) generated by the spatial gradients of a
sequence in W 1,1 space such that (1.6) holds and (1.7) holds in the sense of measure.
(1.8) does not hold in general but it can be changed to
〈νx,t , q · id〉 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT . (1.9)
We say (1.8) and (1.9) are independence properties, namely that q and id are independent
with respect to the gradient Young measure ν.
In the case 0 < δ < 1, we use the approach similar to Demoulini [2] to establish the
existence of Young measure solutions to problem (1.1)–(1.3). The difference lies in that the
minimizing sequence is not in Hilbert space H 10 (Ω) but in Banach space W
1,1+δ
0 (Ω) and
the gradients of approximate solutions are in non-Hilbert space L1+δ(QT ). So it is difficult
for us to complete the limit process of approximate solutions and the relative approximate
gradient Young measures and prove the independence property (1.8). As for the case δ = 0,
we should study a suitable sequence of minimizing functionals in W 1,10 (Ω) since ϕ is of
linear growth. There is no weak precompactness for the bounded sequence of functions
662 J. Yin, C. Wang / J. Math. Anal. Appl. 279 (2003) 659–683in W 1,10 (Ω) yet, so we could not prove the existence of the minimum of the minimizing
functionals by using the similar method as in the case 0 < δ < 1. For this reason, we use the
“regularization” method, namely that we regard the solutions of time difference equations
which we obtain in the case of 0 < δ < 1 as an approximate sequence and try to establish
the uniform estimates in δ and complete the necessary limit processes. The limit processes
are not only about the approximate solutions but also about the relative approximate Young
measures, so we must overcome some technical difficulties.
This paper is organized as follows. We first present the definition of Young measures,
gradient Young measures, biting Young measures, and some auxiliary lemmas in Section 2.
In Section 3 we introduce the definition of solutions of (1.1)–(1.3) for 0< δ < 1 and prove
the existence of solutions. Finally in Section 4, we discuss the extreme case δ = 0 and prove
the existence of solutions and give an important application of the result. Of course, we are
very interested in the investigation of properties of Young measure solutions. However,
we have to leave the discoveries to our subsequence papers, owing to the limitation of the
contents.
2. Preliminaries
We use C0(Rd) to denote the closure of continuous functions on Rd with compact
supports. The dual of C0(Rd) can be identified with the space M(Rd) of signed Radon
measures with finite mass via the pairing
〈ν,f 〉 =
∫
Rd
f dνx.
Let D ⊂ Rn be a measurable set of finite measure. A map ν :D →M(Rd) is called
weakly∗ measurable if the functions x → ∫
Rd
f dνx are measurable for all f ∈ C0(Rd),
where νx = ν(x).
Lemma 2.1 (Fundamental theorem on Young measure). Let zj :D → Rd (j  1) be a
sequence of measurable functions. Then there exists a subsequence {zjk }∞k=1 and a weakly∗
measurable map ν :D→M(Rd) such that the following holds:
(i) ν(x) 0, ‖ν(x)‖M(Rd) =
∫
Rd
dνx  1 a.e. x ∈D;
(ii) For all f ∈C0(Rd ), f (zjk (x)) converges weakly∗ to
∫
Rd
f dνx in L∞(D);
(iii) Furthermore one has∥∥ν(x)∥∥M(Rd) = 1 a.e. x ∈D
if and only if the sequence does not escape to infinity, namely,
lim
M→+∞ supk1
meas
{
x ∈D: ∣∣zjk (x)∣∣M}= 0.
Definition 2.1. The map ν :D→M(Rd) in Lemma 2.1 is called the Young measure on
R
d generated by the sequence {zjk }.
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Ep0 (Rd )=
{
ϕ ∈ C(Rd ): lim|A|→+∞
|ϕ(A)|
1+ |A|p exists
}
.
As noted in [4], the space Ep0 (Rd) is a separable Banach space with the norm
‖ψ‖Ep0 = sup
A∈Rd
|ψ(A)|
1+ |A|p .
We define
Ep(Rd )=
{
ϕ ∈ C(Rd ): sup
A∈Rd
|ϕ(A)|
1+ |A|p <+∞
}
,
which is an inseparable space in the above norm.
Definition 2.2. Let p  1. A Young measure ν = (νx)x∈D on Rd is called a W 1,p(D)-
gradient Young measure if
(i) x ∈ D → ∫
Rd
f dνx ∈ R is a Lebesgue measurable function for all f bounded
continuous on Rd;
(ii) There is a sequence of functions {uk}∞k=1 ⊂ W 1,p(D) for which the representation
formula
lim
k→∞
∫
E
ψ
(∇uk(x))dx = ∫
E
〈νx,ψ〉dx (2.1)
holds for all measurable E ⊂D and all ψ ∈ Ep0 (Rd ), where 〈νx,ψ〉 =
∫
Rd
ψ dνx .
We also say ν the W 1,p(D)-gradient Young measure generated by {∇uk}∞k=1 and
{∇uk}∞k=1 the W 1,p(D)-gradient generating sequence of ν. In addition, the representation
formula (2.1) also holds for ψ ∈ Ep(Rd). By Lemma 2.1(iii) we see that∥∥ν(x)∥∥M(Rd) = 1 a.e. x ∈D.
Definition 2.3. Let {zk}∞k=1 ⊂ L1(D) and z ∈ L1(D). We say that {zk}∞k=1 converges to
z in the biting sense if there is a decreasing sequence of subsets Ej+1 ⊂ Ej of D with
limj→∞ meas(Ej )= 0 such that {zk}∞k=1 converges weakly to z in L1(D \Ej) for all j .
Definition 2.4. Let p  1. A Young measure ν = (νx)x∈D on Rd is called a W 1,p(D)-
biting Young measure if there is a sequence {zk}∞k=1 ⊂ Lp(D) and z ∈ L1(D) such that
{|zk|p}∞k=1 converges to z and {ψ(zk(x))}∞k=1 converges to 〈νx,ψ〉 in the biting sense for
all ψ ∈ Ep0 (Rd ) (or Ep(Rd)).
We also say ν the W 1,p(D)-biting Young measure generated by {zk}∞k=1 and {zk}∞k=1
the W 1,p(D)-biting generating sequence of ν. By Lemma 2.1(iii) we see that∥∥ν(x)∥∥ d = 1 a.e. x ∈D.M(R )
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Young measures as described in the following lemma.
Lemma 2.2. Let ν = (νx)x∈D be a Young measure onRd . Then ν = (νx)x∈D is a W 1,p(D)-
gradient Young measure if and only if
(i) There exists u ∈W 1,p(D) such that
∇u(x)=
∫
Rd
Adνx(A) a.e. x ∈D;
(ii) Jensen’s inequality
ψ
(∇u(x)) ∫
Rd
ψ(A)dνx(A)
holds for all ψ ∈ Ep(Rd ) continuous, quasiconvex, and bounded below;
(iii) The function
x →
∫
Rd
|A|p dνx(A)
is in L1(D).
Remark 2.1. The authors also note that as a consequence the W 1,p-biting Young measures
are the same as the W 1,p-gradient Young measures (but the sequences that will give rise to
the measure as a gradient Young measure differ from the ones that generate it as a biting
Young measure).
We give the following two lemmas. The proofs can be found in [2,3].
Lemma 2.3. Suppose f ∈ Ep(Rd ), for some p  1, is quasiconvex and bounded below and
let {uk}∞k=1 converge weakly to u in W 1,p(D). Then:
(i) For all measurable E ⊂D,∫
E
f (∇u) dx  lim
k→∞
∫
E
f (∇uk) dx;
(ii) If, in addition,
lim
k→∞
∫
D
f (∇uk) dx =
∫
D
f (∇u) dx,
then {f (∇uk)}∞k=1 are weakly sequentially precompact in L1(D) and the sequence
converges weakly to f (∇u).
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c|A|p − 1)+  f (A) C|A|p + 1
for 0 < c  C. Let ν be generated by the gradients {∇uk}∞k=1. Then ν is a W 1,p(D)-
gradient Young measure.
We now state and prove a result on the sequences of gradient-generated Young mea-
sures.
Lemma 2.5. Let 1  p < 2. Suppose that {να = (ναx )x∈D}α>0 is a family of W 1,p(D)-
gradient Young measures and each is generated by {∇uα,m}∞m=1, where uα,m is in W 1,p(D)
uniformly bounded in α and m. Then there exist a subsequence of {να}α>0, denoted by
{ναi }∞i=1, and a W 1,p(D)-gradient Young measure ν such that
(i) {ναi }∞i=1 converges weakly∗ to ν in L∞(D;M(Rd)), namely, {〈ναi ,ψ〉}∞i=1 converges
weakly∗ to 〈ν,ψ〉 in L∞(D) for all ψ ∈C0(Rd );
(ii) For 1  q < p, {ναi }∞i=1 converges weakly to ν in L1(D; (Eq0 (Rd))′), namely,
{〈ναi ,ψ〉}∞i=1 converges weakly to 〈ν,ψ〉 in L∞(D) for all ψ ∈ Eq0 (Rd);
(iii) {ναi }∞i=1 converges to ν in L1(D; (Ep0 (Rd))′) in the biting sense, namely, ∀ψ ∈
Ep0 (Rd), {〈ναi ,ψ〉}∞i=1 converges to 〈ν,ψ〉 in the biting sense.
Proof. First, it is straightforward to see that {να}α>0 is bounded in the space L∞(D;
M(Rd)), which implies that there exist a subsequence of {να}α>0, denoted by {ναi }∞i=1,
and a W 1,p(D)-gradient Young measure ν such that {ναi }∞i=1 converges weakly∗ to ν in
L∞(D;M(Rd)).
Next, we show that {〈ναi ,ψ〉}∞i=1 converges to 〈ν,ψ〉 in L1(D) for all ψ ∈ Eq0 (Rd ). For
k  1, set
θk(A)=


1, |A| k,
k + 1− |A|, k < |A|< k + 1,
0, |A| k + 1.
Let η ∈ L∞(D). Define
ψk(A)=ψ(A)θk(A).
We get that∣∣∣∣∣
∫
D
〈ναi ,ψ〉η dx −
∫
D
〈ν,ψ〉η dx
∣∣∣∣∣
 ‖η‖L∞(D)
∫
D
∣∣〈ναi ,ψ −ψk〉∣∣dx +
∣∣∣∣∣
∫
D
(〈ναi ,ψk〉 − 〈ν,ψk〉)η dx
∣∣∣∣∣
+ ‖η‖L∞(D)
∫
D
∣∣〈ν,ψ −ψk〉∣∣dx
= I+ II+ III
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m→∞
∫
{x: |∇uαi ,m|k}
∣∣ψ(∇uαi ,m)∣∣dx
 ‖η‖L∞(D)‖ψ‖Eq0 (Rd) limm→∞
∫
{x: |∇uαi ,m|k}
(
1+ |∇uαi ,m|q)dx.
Noticing that 1 q < p and that
lim
k→∞ supi,m1
meas
{
x: |∇uαi ,m| k}= 0,
we get that I converges to 0 as k→∞ uniformly in i . It is easy to see that limi→∞ II = 0
for all k  1. For III, assume ψ  0. Then 0  ψk ↗ ψ pointwise and so 〈ν,ψ − ψk〉
converges to 0. For general ψ , let ψ = ψ+ − ψ− and use the monotone convergence of
ψ+θk and ψ−θk . For any ε > 0, we choose k  1 such that I+ III< ε/2. For this k, there
is i0  1 such that II < ε/2 for all i > i0. This implies that
lim
i→∞
∫
D
〈ναi ,ψ〉η dx =
∫
D
〈ν,ψ〉η dx.
Now we produce a generating sequence of the W 1,q (D)-gradient Young measure ν for
1  q < p. Let {ψn}∞n=1 be a dense subsequence of Eq0 (Rd). From the above discussion
we see that for all n  1, {ψn(∇uαi ,m)}∞m=1 converges weakly to 〈ναi ,ψn〉 in L1(D)
and {〈ναi ,ψn〉}∞i=1 converges weakly to 〈ν,ψn〉 in L1(D). Let {Ej }∞j=1 be a sequence
of measurable subsets of D satisfying that for any measurable E ⊂D and ε > 0, there is
j  1 such that meas(E \Ej)+ meas(Ej \E) < ε. The existence of {Ej }∞j=1 is obvious.
For n= 1 and any i  1, we choose a positive integer τ1(i) such that∣∣∣∣∣
∫
Ej
ψ1(∇uαi ,m) dx −
∫
Ej
〈ναi ,ψ1〉dx
∣∣∣∣∣< 1i
holds for all j  i when m τ1(i). For n= 2 and any i  1, we choose a positive integer
τ2(i) τ1(i) such that∣∣∣∣∣
∫
Ej
ψ2(∇uαi ,m) dx −
∫
Ej
〈ναi ,ψ2〉dx
∣∣∣∣∣< 1i
holds for all j  i when m τ2(i). Suppose that we have chosen τn(i) τn−1(i) (i  1)
for n 2 such that∣∣∣∣∣
∫
E
ψn(∇uαi,m) dx −
∫
E
〈ναi ,ψn〉dx
∣∣∣∣∣< 1ij j
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τn+1(i) τn(i) such that∣∣∣∣∣
∫
Ej
ψn+1(∇uαi,m) dx −
∫
Ej
〈ναi ,ψn+1〉dx
∣∣∣∣∣< 1i
holds for all j  i when m τn+1(i). Let {ui = uαi,τi (i)}∞i=1 be a diagonal subsequence of
{uαi,τn(i)}∞i,n=1. Then for any measurable E ⊂D,
lim
i→∞
∫
E
ψn(∇ui) dx =
∫
E
〈ν,ψn〉dx, ∀n 1.
Now we show that the representation formula holds for all measurable E ⊂D and all
ψ ∈ Eq0 (Rd). It is easy to see that∣∣∣∣∣
∫
E
ψ(∇ui) dx −
∫
E
〈ν,ψ〉dx
∣∣∣∣∣

∫
E
∣∣ψ(∇ui)−ψn(∇ui)∣∣dx
+
∣∣∣∣∣
∫
E
ψn(∇ui) dx −
∫
E
〈ν,ψn〉dx
∣∣∣∣∣+
∫
E
∣∣〈ν,ψn −ψ〉∣∣ dx
= I+ II+ III.
For each term we see that
I ‖ψ −ψn‖Eq0 (Rd)
∫
D
(
1+ |∇ui |q)dx,
lim
i→∞ II= 0, ∀n 1,
and
III ‖ψ −ψn‖Eq0 (Rd)
∫
D
〈
ν,1+ | id |q 〉dx.
Therefore,
lim
i→∞
∫
E
ψ(∇ui) dx =
∫
E
〈ν,ψ〉dx.
So ν is a W 1,q(D)-gradient Young measure generated by {∇ui}∞i=1.
Finally, we extend ν to (Ep0 (Rd))′ and show that it is a W 1,p(D)-biting Young measure
which implies that it is a W 1,p(D)-gradient Young measure. From the assumption
sup
∥∥〈ναi , | id |p〉∥∥
L1(D) <+∞
i1
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(not relabeled) of {〈ναi , | id |p〉}∞i=1, namely, there is a decreasing sequence of subsets
Ej+1 ⊂ Ej of D with limj→∞ meas(Ej ) = 0 such that for all j  1, {〈ναi , | id |p〉}∞i=1
converges weakly to 〈ν, | id |p〉 in L1(D \ Ej). We can show that for all ψ ∈ Ep0 (Rd )
and all j  1, {〈ναi ,ψ〉}∞i=1 converges weakly in L1(D \ Ej), namely, {〈ναi ,ψ〉}∞i=1
converges in the biting sense. We define this biting limit by 〈ν,ψ〉. Noticing that for all
ψ ∈ Ep0 (Rd), {ψ(∇uαi ,m)}∞m=1 converges weakly to 〈ναi ,ψ〉 in L1(D) and {〈ναi ,ψ〉}∞i=1
converges to 〈ν,ψ〉 in the biting sense, similar to the above discussion, we can extract a
diagonal subsequence of {uαi,m}∞i,m=1, denoted by {ui}∞i=1, such that for all ψ ∈ Ep0 (Rd),
{ψ(∇ui)}∞i=1 converges to 〈ν,ψ〉 in the biting sense. In particular, {|∇ui |p}∞i=1 converges
to 〈ν, | id |p〉 in the biting sense. So ν is a W 1,p(D)-biting Young measure generated by
{∇ui}∞i=1 and the proof is complete. ✷
3. The regular case 0< δ < 1
In this section, we consider the regular case of problem (1.1)–(1.3), namely, 0 < δ < 1.
Let ϕ∗∗ denote the convexification of ϕ, namely,
ϕ∗∗(A)= sup{f (A): f  ϕ, f convex}.
Since ϕ ∈ C1(RN), ϕ∗∗ ∈ C1(RN) is convex. Set
p =∇ϕ∗∗.
We note that q = p on the set {A ∈ RN : ϕ(A)= ϕ∗∗(A)}, and that ϕ∗∗ and p satisfy the
same structure conditions as ϕ and q , respectively.
Definition 3.1. We say u ∈ L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ) is the Young measure solu-
tion of problem (1.1)–(1.3) if ∂u/∂t ∈ L2(QT ) and there exists a W 1,1+δ(QT )-gradient
Young measure on RN ν = (νx,t )(x,t)∈QT such that∫∫
QT
(
〈ν, q〉 · ∇ζ + ∂u
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ), (3.1)
∇u(x, t)= 〈νx,t , id〉 a.e. (x, t) ∈QT , (3.2)
〈νx,t , q · id〉 = 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT , (3.3)
suppνx,t ⊂
{
A ∈RN : ϕ(A)= ϕ∗∗(A)} a.e. (x, t) ∈QT , (3.4)
and
u(x,0)= u0(x), x ∈Ω, (3.5)
in the sense of trace.
Theorem 3.1. Let u0 ∈W 1,1+δ0 (Ω) ∩ L∞(Ω). Then problem (1.1)–(1.3) admits at least
one Young measure solution.
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Step 1. We consider the functionals defined on W 1,1+δ0 (Ω)
Φh(v;uh,j−1)=
∫
Ω
{
ϕ(∇v)+ 1
2h
(v − uh,j−1)2
}
dx, v ∈W 1,1+δ0 (Ω),
and
Φ∗∗h (v;uh,j−1)=
∫
Ω
{
ϕ∗∗(∇v)+ 1
2h
(v − uh,j−1)2
}
dx, v ∈W 1,1+δ0 (Ω),
where 0 < h < 1, uh,0 = u0, j is an integer and 1 j  T/h+ 1. By relaxation theorem
(cf. [7]), we get that
inf
{
Φh(v;uh,j−1): v ∈W 1,1+δ0 (Ω)
}= inf{Φ∗∗h (v;uh,j−1): v ∈W 1,1+δ0 (Ω)}.
Let {uh,j,k}∞k=1 ⊂W 1,1+δ0 (Ω) be a minimizing sequence of Φh and Φ∗∗h . Therefore,
lim
k→∞
∫
Ω
ϕ∗∗(∇uh,j,k) dx = lim
k→∞
∫
Ω
ϕ(∇uh,j,k) dx (3.6)
and, as k sufficiently large,
‖uh,j,k‖L∞(Ω)  ‖uh,j−1‖L∞(Ω) + 2−j ,∫
Ω
ϕ∗∗(∇uh,j,k) dx Φ∗∗h (uh,j,k;uh,j−1)Φ∗∗h (uh,j−1;uh,j−1)+ 2−j
=
∫
Ω
ϕ∗∗(∇uh,j−1) dx + 2−j .
By the growth condition we see that {uh,j,k}∞k=1 is bounded in W 1,1+δ0 (Ω)∩L∞(Ω). Let
‖uh,j,k‖W 1,1+δ(Ω) + ‖uh,j,k‖L∞(Ω) M1,
whereM1 is a constant independent of δ, h, j , and k. Hence there exist uh,j ∈W 1,1+δ0 (Ω)∩
L∞(Ω) and a subsequence of {uh,j,k}∞k=1, denoted also by itself, such that {uh,j,k}∞k=1
converges to uh,j weakly in W 1,1+δ0 (Ω) and strongly in L1+δ(Ω), and
‖uh,j‖W 1,1+δ(Ω) +‖uh,j‖L∞(Ω) M1.
By Lemma 2.3, we get that∫
Ω
ϕ∗∗(∇uh,j ) dx = lim
k→∞
∫
Ω
ϕ∗∗(∇uh,j,k) dx. (3.7)
Thus uh,j is a minimum of Φ∗∗(v;uh,j−1) andh
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∫
Ω
ϕ∗∗(∇uh,j−1) dx

∫
Ω
(
Λ|∇uh,j−1|1+δ + 1)dx ΛM1+δ1 +meas(Ω)
Λ(M1 + 1)2 +meas(Ω).
Let νh,j = (νh,jx )x∈Ω be the Young measure generated by {∇uh,j,k}∞k=1. By Lemma 2.4
νh,j is a W 1,1+δ(Ω)-gradient Young measure. Therefore,∫
Ω
〈νh,j , ϕ∗∗〉dx = lim
k→∞
∫
Ω
ϕ∗∗(∇uh,j,k) dx
= lim
k→∞
∫
Ω
ϕ(∇uh,j,k) dx =
∫
Ω
〈νh,j , ϕ〉dx.
Noticing that ϕ∗∗  ϕ, we see that
suppνh,jx ⊂
{
A ∈RN : ϕ(A)= ϕ∗∗(A)} a.e. x ∈Ω. (3.8)
Now we deduce the equilibrium equation. Let ξ ∈ C∞0 (Ω), −1 < ε < 1. Then there
exists C > 0 such that
ϕ∗∗(A+ ε∇ξ) C(1+ |A|1+δ).
By Lemma 2.3 and Definition 2.2, we see that
Φ∗∗h (uh,j ;uh,j−1)Φ∗∗h (uh,j + εξ;uh,j−1)
=
∫
Ω
ϕ∗∗(∇uh,j + ε∇ξ) dx + 1
2h
∫
Ω
(uh,j + εξ − uh,j−1)2 dx
 lim
k→∞
∫
Ω
ϕ∗∗(∇uh,j,k + ε∇ξ) dx + 1
2h
∫
Ω
(uh,j + εξ − uh,j−1)2 dx
=
∫
Ω
∫
RN
ϕ∗∗(A+ ε∇ξ) dνh,jx (A) dx + 12h
∫
Ω
(uh,j + εξ − uh,j−1)2 dx,
which implies the equilibrium equation∫
Ω
{
〈νh,j , p〉 · ∇ξ + 1
h
(uh,j − uh,j−1)ξ
}
dx = 0, ∀ξ ∈C∞0 (Ω).
Taking Gâteaux derivative of Φ∗∗h (· ;uh,j−1) at uh,j , we get that∫ {
p(νh,j ) · ∇ξ + 1
h
(uh,j − uh,j−1)ξ
}
dx = 0, ∀ξ ∈C∞0 (Ω).Ω
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ν
h,j
x , q
〉= 〈νh,jx , p〉= p(∇uh,j (x)) a.e. x ∈Ω, (3.9)∫
Ω
{
〈νh,j , q〉 · ∇ξ + 1
h
(uh,j − uh,j−1)ξ
}
dx = 0, ∀ξ ∈C∞0 (Ω), (3.10)
and we get the estimate
∥∥〈νh,j , q〉∥∥
L(1+δ)/δ(Ω) =
∥∥ p(∇uh,j )∥∥
L(1+δ)/δ(Ω) Λ
( ∫
Ω
|∇uh,j |1+δ dx
)δ/(1+δ)
Λ‖uh,j‖δ
W 1,1+δ(Ω) Λ(M1 + 1).
Let χh,j be the indicator function of [hj,h(j + 1)) and
λh,j (t)=
{
t/h− j, t ∈ [hj,h(j + 1)),
0, otherwise.
Define
uh(x, t)=
∑
0jT/h
χh,j (t)
{
uh,j (x)+ λh,j (t)(uh,j+1(x)− uh,j (x))},
νh = (νhx,t)(x,t)∈QT = ∑
0jT/h
χh,j (t)ν
h,j
x .
Then
uh(x, t) ∈L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ),
νh ∈L1(QT ; (E1+δ0 (RN))′)∩L∞((0, T ); (E1+δ0 (RN))′),
uh(x,0)= u0(x) a.e. x ∈Ω,
sup
0tT
‖uh‖W 1,1+δ(Ω) + ‖uh‖L∞(QT ) M1.
By (3.10),∫
Ω
(
〈νh, q〉 · ∇ξ + ∂u
h
∂t
ξ
)
dx = 0, ∀ξ ∈C∞0 (Ω) a.e. t ∈ [0, T ],
which implies that∫∫
QT
(
〈νh, q〉 · ∇ζ + ∂u
h
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ). (3.11)
From the direct calculation we see that∥∥〈νhx,t , q〉∥∥L(1+δ)/δ(QT )  T sup ∥∥〈νh,jx , q〉∥∥L(1+δ)/δ(Ω) ΛT (M1 + 1).0jT/h
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∂uh(x, t)
∂t
= 1
h
∑
0jT/h
χh,j (t)
(
uh,j+1(x)− uh,j (x))
∈ L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ),
∂uh/∂t can be chosen as test function in (3.11). Thus∫∫
QT
{
〈νh, q〉 · ∇ ∂u
h
∂t
+
(
∂uh
∂t
)2}
dx dt = 0.
Therefore,∫∫
QT
(
∂uh
∂t
)2
dx dt =−
∫∫
QT
〈νh, q〉 · ∇ ∂u
h
∂t
dx dt
=−
∑
0jT/h
∫∫
QT
χh,j (t)〈νh, q〉 · ∂(∇u
h)
∂t
dx dt
=−
∑
0jT/h
∫∫
QT
χh,j (t)
∂(〈νh, q〉 · ∇uh)
∂t
dx dt
=−
∫
Ω
〈
νhx,T , q
〉 · ∇uh(x,T ) dx + ∫
Ω
〈
νhx,0, q
〉 · ∇uh(x,0) dx

∥∥〈νhx,T , q〉∥∥L(1+δ)/δ(Ω)∥∥∇uh(x,T )∥∥L1+δ(Ω)
+ ∥∥〈νhx,0, q〉∥∥L(1+δ)/δ(Ω)∥∥∇uh(x,0)∥∥L1+δ(Ω)
 2Λ(M1 + 1)M1,
which implies that∥∥∥∥∂uh∂t
∥∥∥∥
L2(QT )
 2(Λ+ 1)(M1 + 1).
For k  1, set
wh,k(x, t)=
∑
0jT/h
χh,j (t)uh,j,k(x).
Then {wh,k}∞k=1 ⊂ L∞((0, T );W 1,1+δ0 (Ω)) ∩ L∞(QT ), {∇wh,k}∞k=1 is the W 1,1+δ(QT )-
gradient generating sequence of ν and
sup
0tT
‖wh,k‖W 1,1+δ(Ω) + ‖wh,k‖L∞(QT ) M1.
Step 2. From the arguments of Step 1, we see that {uh}0<h<1 is bounded in L∞((0, T );
W
1,1+δ
(Ω)) ∩ L∞(QT ), {∂uh/∂t}0<h<1 is bounded in L2(QT ), {〈νh, q〉}0<h<1 is0
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bounds are independent of δ and h. LetM2 be uniform bounds. By weak compactness there
exist u ∈ L∞((0, T );W 1,1+δ0 (Ω)) ∩ L∞(QT ) with ∂u/∂t ∈ L2(QT ) and a subsequence
of {uh}0<h<1, denoted by {uhm}∞m=1, such that {uhm}∞m=1 converges to u weakly in
L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ) and strongly in L1+δ(QT ), {∂uhm/∂t}∞m=1 converges
weakly to ∂u/∂t in L2(QT ). From
uh(x,0)= u0(x), x ∈Ω,
we see that (3.5) holds, namely,
u(x,0)= u0(x), x ∈Ω.
By Lemma 2.5 there exist a subsequence (not relabeled) of {νhm}∞m=1 and a W 1,1+δ(QT )-
gradient Young measure ν ∈ L∞((0, T ); (E1+δ(RN))′) such that {νhm}∞m=1 converges
to ν weakly in L1(QT ; (E10 (RN))′), weakly∗ in L∞(QT ;M(RN)), and in L∞(QT ;
(E1+δ0 (RN))′) in the biting sense, namely, there is a decreasing sequence of subsets
Ej+1 ⊂ Ej of QT with limj→∞ meas(Ej ) = 0 such that 〈νhm,ψ〉 converges weakly to
〈ν,ψ〉 in L1(D \Ej) for all ψ ∈ E1+δ0 (Rd) and all j  1. Therefore,∫∫
QT
(
〈ν, q〉 · ∇ζ + ∂u
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ). (3.12)
By (3.8) we obtain (3.4), namely,
suppνx,t ⊂
{
A ∈RN : ϕ(A)= ϕ∗∗(A)} a.e. (x, t) ∈QT .
By Lemma 2.5 and the weak sequential precompactness of L∞(R+;W 1,1+δ0 (Ω)) ∩
L∞(QT ), there exist w ∈ L∞(R+;W 1,1+δ0 (Ω)) ∩ L∞(QT ) and a diagonal subsequence
of {whm,k}∞m,k=1, denoted by {wm =whm,km}∞m=1, such that
sup
0jT/hm
‖uhm,j,km − uhm,j‖L2(Ω)  hm
and {∇wm}∞m=1 is the W 1,1(QT )-biting generating sequence of ν, and {wm}∞m=1 converges
to w weakly in L∞(R+;W 1,1+δ0 (Ω)) ∩ L∞(QT ) and strongly in L1+δ(QT ). Thus
{wm}∞m=1 ⊂ L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ), and
sup
0tT
‖wm‖W 1,1+δ (Ω) + ‖wm‖L∞(QT ) M1, ∇w = 〈ν, id〉.
Step 3. We first prove that
u(x, t)=w(x, t) a.e. (x, t) ∈QT .
By definition,
uh(x, t)=
∑
0jT/h
χh,j (t)
{
uh,j (x)+ λh,j (t)(uh,j+1(x)− uh,j (x))},
wh,k(x, t)=
∑
χh,j (t)uh,j,k(x).0jT/h
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QT
∣∣uhm(x, t)−whm,km(x, t)∣∣2 dx dt
 2
∑
0jT/hm
( ∫∫
QT
∣∣χhm,j (t)λhm,j (t)(uhm,j+1(x)− uhm,j (x))∣∣2 dx dt
+
∫∫
QT
∣∣χhm,j (t)(uhm,j (x)− uhm,j,km(x))∣∣2 dx dt
)
 2hm
∑
0jT/hm
( ∫
Ω
∣∣uhm,j+1(x)− uhm,j (x)∣∣2 dx
+
∫
Ω
∣∣uhm,j (x)− uhm,j,km(x)∣∣2 dx
)
 2hm
∑
0jT/hm
(
2hmΦ∗∗hm(u
hm,j+1;uhm,j )+ ‖uhm,j,km − uhm,j‖2
L2(Ω)
)
 2T sup
0jT/hm
(
2hmΦ∗∗hm(u
hm,j+1;uhm,j )+‖uhm,j,km − uhm,j‖2
L2(Ω)
)
 4hmT
(
Λ(M1 + 1)2 +meas(Ω)
)+ 2h2mT → 0 (m→ 0).
Since {uhm}∞m=1 converges to u in L1+δ(QT ) and {whm,km}∞m=1 converges to w in
L1+δ(QT ), we see that
u(x, t)=w(x, t) a.e. (x, t) ∈QT .
So
∇u= 〈ν, id〉,
namely, (3.2) holds. For k  1, set
vh(x, t)=
∑
0jT/h
χh,j (t)uh,j (x).
Then vh(x, t) is uniformly bounded in h in L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ) and
∇vh = 〈νh, id〉.
Similar to the above arguments, we also get that {vhm}∞m=1 converges to u in L1+δ(QT ).
Now we prove (3.3). For all ξ ∈W 1,1+δ0 (Ω), we see that
lim
k→∞
∫
Ω
{
p(∇uh,j,k) · ∇ξ + 1
h
(uh,j − uh,j−1)ξ
}
dx
=
∫ {
〈νh,j , p〉 · ∇ξ + 1
h
(uh,j − uh,j−1)ξ
}
dxΩ
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lim
k→∞
∣∣∣∣∣
∫
Ω
( p(∇uh,j,k)− 〈νh,j , p〉) · (∇uh,j,k −∇uh,j ) dx
∣∣∣∣∣
= lim
k→∞
∣∣∣∣∣
∫
Ω
uh,j,k − uh,j
h
(uh,j,k − uh,j ) dx
∣∣∣∣∣ 1h limk→∞‖uh,j,k − uh,j‖2L2(Ω) = 0.
Since p(∇uh,j,k) · ∇uh,j,k converges weakly to 〈νh,j , p · id〉 in L1(Ω), p(∇uh,j,k)
converges weakly to 〈νh,j , q〉 in L(1+δ)/δ(Ω), ∇uh,j,k converges weakly to 〈νh,j , id〉 in
L1+δ(Ω) as k tends to infinity, we get that〈
ν
h,j
x , p · id
〉= 〈νh,jx , p〉 · 〈νh,jx , id〉 a.e. x ∈Ω.
Thus (3.8) implies that〈
ν
h,j
x , q · id
〉= 〈νh,jx , q〉 · 〈νh,jx , id〉 a.e. x ∈Ω.
By the definition of νh we see that〈
νhx,t , q · id
〉= 〈νhx,t , q〉 · 〈νhx,t , id〉 a.e. (x, t) ∈QT .
From the arguments of Step 2 we see that 〈νhmx,t , q · id〉 converges to 〈νx,t , q · id〉 in the
biting sense, 〈νhmx,t , q〉 converges weakly to 〈νx,t , q〉 in L(1+δ)/δ(QT ), 〈νhmx,t , id〉 converges
weakly to 〈νx,t , id〉 in L1+δ(QT ) as m tends to infinity. Thus for all η ∈ C∞0 (QT ), (3.11)
and (3.12) imply that∣∣∣∣∣
∫∫
QT
(〈νhm, q〉 − 〈ν, q〉) · 〈νhm, id〉η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(〈νhm, q〉 − 〈ν, q〉) · ∇(vhmη) dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT
vhm
(〈νhm, q〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣
=
∣∣∣∣∣
∫∫
QT
(
∂uhm
∂t
− ∂u
∂t
)
vhmη dx dt
∣∣∣∣∣+
∣∣∣∣∣
∫∫
QT
vhm
(〈νhm, q〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(
∂uhm
∂t
− ∂u
∂t
)
uηdx dt
∣∣∣∣∣+
∣∣∣∣∣
∫∫
QT
(
∂uhm
∂t
− ∂u
∂t
)
(vhm − u)η dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
u
(〈νhm, q〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣
QT
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∣∣∣∣∣
∫∫
QT
(vhm − u)(〈νhm, q〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣→ 0 (m→∞).
Therefore,∣∣∣∣∣
∫∫
QT
(〈νhm, q〉 · 〈νhm, id〉 − 〈ν, q〉 · 〈ν, id〉)η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(〈νhm, q〉 − 〈ν, q〉) · 〈νhm, id〉η dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT
〈ν, q〉 · (〈νhm, id〉 − 〈ν, id〉)η dx dt
∣∣∣∣∣→ 0 (m→∞).
So 〈νhmx,t , q〉 · 〈νhmx,t , id〉 converges to 〈νx,t , q〉 · 〈νx,t , id〉 in L1(QT ). Since 〈νhmx,t , q · id〉
converges to 〈νx,t , q · id〉 in the biting sense, we get that
〈νx,t , q · id〉 = 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT \Ej , ∀j  1.
Since 〈νx,t , q · id〉 ∈ L1(QT ), we see that
〈νx,t , q · id〉 = 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT .
Therefore, u is the desired Young measure solution of problem (1.1)–(1.3). The proof of
the theorem is complete. ✷
Remark 3.1. Let u be the Young measure solution of problem (1.1)–(1.3) obtained in the
proof of Theorem 3.1. Then from the proof we see that there exists a constantM depending
only on ‖u0‖W 1,1+δ(Ω), ‖u0‖L∞(Ω), λ, Λ, and meas(Ω) but independent of δ and T such
that
‖u‖
L∞((0,T );W 1,1+δ0 (Ω)) + ‖u‖L∞(QT ) M,
∥∥∥∥∂u∂t
∥∥∥∥
L2(QT )
M,
namely, u ∈L∞(R+;W 1,1+δ0 (Ω))∩L∞(Q∞), ∂u/∂t ∈ L2(Q∞), where Q∞ =Ω ×R+.
4. The singular case δ = 0
In this section, we consider the singular case of problem (1.1)–(1.3), namely, δ = 0.
Moreover, we assume that there exist a sequence {ϕδ}0<δ<1 ⊂ C1(RN) and C0 > 0 such
that {qδ = ∇ϕδ}0<δ<1 locally and uniformly converges to q in RN . For all δ ∈ (0,1), ϕδ
and qδ satisfy the structure conditions(
λ|A|1+δ − 1)+  ϕδ(A)Λ|A|1+δ + 1, ∀A ∈RN,
and ∣∣qδ(A)∣∣Λ|A|δ, ∀A ∈RN .
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qδ(A) · id(A) q(A) · id(A), ∀A ∈
{
A ∈RN : |A| C0
}
,{
A ∈RN : ϕδ(A)= ϕ∗∗δ (A)
}⊂ {A ∈RN : ϕ(A)= ϕ∗∗(A)},
where ϕ∗∗δ denotes the convexification of ϕδ and ϕ∗∗ denotes the convexification of ϕ.
Definition 4.1. We say u ∈ L∞((0, T );BV (Ω))∩L∞(QT ) is the Young measure solution
of problem (1.1)–(1.3) if ∂u/∂t ∈ L2(QT ) and there exists a W 1,1(QT )-gradient Young
measure on RN ν = (νx,t )(x,t)∈QT such that∫∫
QT
(
〈ν, q〉 · ∇ζ + ∂u
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ), (4.1)
∇u(x, t)= 〈νx,t , id〉 a.e. (x, t) ∈QT (4.2)
in the sense of measure,
〈νx,t , q · id〉 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT , (4.3)
suppνx,t ⊂
{
A ∈RN : ϕ(A)= ϕ∗∗(A)} a.e. (x, t) ∈QT , (4.4)
u(x, t)= 0, (x, t) ∈ ∂Ω × [0, T ], (4.5)
and
u(x,0)= u0(x), x ∈Ω, (4.6)
in the sense of trace.
Theorem 4.1. Let u0 ∈BV (Ω)∩L∞(Ω) and
u0(x)= 0, x ∈ ∂Ω,
in the sense of trace. Then problem (1.1)–(1.3) admits at least one Young measure solution.
Proof. For all δ ∈ (0,1), we choose uδ0 ∈ C∞0 (Ω) such that ‖uδ0‖L∞(Ω) and ‖∇uδ0‖L1(Ω)
are uniformly bounded in δ, and {uδ0}0<δ<1 converges to u0 in L1(Ω). Let uδ be the
Young measure solution of problem (1.1)–(1.3) with the initial data uδ0 with respect to the
W 1,1+δ(QT )-gradient Young measures νδ generated by the sequence {∇wδ,k}∞k=1, which
we obtained in the proof of Theorem 3.1. We see that
uδ ∈ L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ), ∂uδ∂t ∈L2(QT ),
νδ ∈ L∞((0, T ); (E1+δ0 (RN))′), 〈νδ, qδ〉 ∈ L(1+δ)/δ(QT ),
wδ,k ∈ L∞((0, T );W 1,1+δ0 (Ω))∩L∞(QT ),
and there exists a constant M0 depending only on ‖uδ0‖W 1,1+δ(Ω), ‖uδ0‖L∞(Ω), λ, Λ, and
meas(Ω) but independent of δ such that
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L∞((0,T );W 1,1+δ0 (Ω)) + ‖u
δ‖L∞(QT ) M0,
∥∥∥∥∂uδ∂t
∥∥∥∥
L2(QT )
M0,
‖νδ‖
L∞((0,T );(E1+δ0 (RN))′) M0,
∥∥〈νδ, qδ〉∥∥L(1+δ)/δ(QT ) M0,
sup
0tT
‖wδ,k‖W 1,1+δ(Ω) + ‖wδ,k‖L∞(QT ) M0.
So there exist u ∈ L∞((0, T );BV (Ω)) ∩ L∞(QT ) with ∂u/∂t ∈ L2(QT ) and a subse-
quence of {uδ}0<δ<1, denoted by {uδm}∞m=1, such that {uδm}∞m=1 converges to u in L1(QT )
and {∂uδm/∂t}∞m=1 converges weakly to ∂u/∂t in L2(QT ). By Lemma 2.5 there exist
a W 1,1(QT )-gradient Young measure ν ∈ L∞((0, T ); (E10 (RN))′) and a subsequence of
{νδm}∞m=1, denoted by itself, such that {νδm}∞m=1 converges weakly∗ to ν in L∞(QT ;
M(RN)), and {νδm}∞m=1 converges to ν in E10 (Rd ) in the biting sense, namely, there is
a decreasing sequence of subsets Ej+1 ⊂Ej of QT with limj→∞ meas(Ej )= 0 such that
〈νδm,ψ〉 converges weakly to 〈ν,ψ〉 in L1(QT \ Ej) for all ψ ∈ E10 (Rd) and all j  1.
By (3.4) we get that
suppνδx,t ⊂
{
A ∈RN : ϕδ(A)= ϕ∗∗δ (A)
}⊂ {A ∈RN : ϕ(A)= ϕ∗∗(A)},
which implies (4.4). By Lemma 2.5 there exist w ∈ L∞((0, T );BV (Ω)) and a subse-
quence of {wδm,k}∞m,k=1, denoted by {wk}∞k=1, such that {wk}∞k=1 converges to w in L1(QT )
and {∇wk}∞k=1 is theW 1,1(QT )-biting generating sequence of ν, namely, there is a decreas-
ing sequence of subsets Gj+1 ⊂Gj of QT with limj→∞ meas(Gj )= 0 such that 〈νδm,ψ〉
converges weakly to 〈ν,ψ〉 in L1(QT \Gj) for all ψ ∈ E10 (Rd) and all j  1.
To prove (4.1), we first prove that {〈νδm, qδm〉}∞m=1 converges weakly to 〈ν, q〉 in
L1(QT ). For i  1, define
θ i(A)=


1, |A| i,
i + 1− |A|, i  |A| i + 1,
0, |A| i + 1.
Let η ∈ L∞(QT ;RN). Then∣∣∣∣∣
∫∫
QT
(〈νδ, qδ〉 − 〈νδ, q〉) · η dx dt
∣∣∣∣∣
 ‖η‖L∞(QT )
∫∫
QT
∣∣〈νδ, (1− θ i)(qδ − q)〉∣∣dx dt +
∣∣∣∣∣
∫∫
QT
〈
νδ, θ i(qδ − q)
〉 · η dx dt
∣∣∣∣∣
= I+ II.
I ‖η‖L∞(QT ) lim
k→∞
∫∫
{(x,t): |∇wδ,k |i}
∣∣qδ(∇wδ,k)− q(∇wδ,k)∣∣dx dt
 2Λ‖η‖L∞(QT ) lim
k→∞
∫∫
δ,k
|∇wδ,k|δ dx dt.
{(x,t): |∇w |i}
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lim
i→∞meas
{
(x, t): |∇wδ,k| i}= 0,
we see that I tends uniformly to 0 in δ as i→∞. For II, we get that
II ‖η‖L∞(QT )
∥∥θ i(qδ − q)∥∥L∞(QT )
∫∫
QT
〈νδ,1〉dx dt
= ‖η‖L∞(QT )
∥∥θ i(qδ − q)∥∥L∞(QT )meas(QT ).
So
lim
δ→0+
∫∫
QT
〈νδ, qδ − q〉 · η dx dt = 0.
Therefore,∣∣∣∣∣
∫∫
QT
〈νδm, qδm〉 · η dx dt −
∫∫
QT
〈ν, q〉 · η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(〈νδm, qδm〉 − 〈νδm, q〉) · η dx dt
∣∣∣∣∣+
∣∣∣∣∣
∫∫
QT
(〈νδm, q〉 − 〈ν, q〉) · η dx dt
∣∣∣∣∣
→ 0 (m→∞).
So {〈νδm, qδm〉}∞m=1 converges weakly to 〈ν, q〉 in L1(QT ). Thus (4.1) holds, namely,∫∫
QT
(
〈ν, q〉 · ∇ζ + ∂u
∂t
ζ
)
dx dt = 0, ∀ζ ∈ C∞0 (QT ).
Since {wk}∞k=1 converges to w in L1(QT ), we get that for all η ∈C∞0 (QT \Gj ;RN),
lim
k→∞
( ∫∫
QT \Gj
η · ∇wk dx dt −
∫∫
QT \Gj
η · ∇wdx dt
)
= lim
k→∞
∫∫
QT \Gj
(w−wk)divη dx dt = 0.
Thus for all j  1,
∇w = 〈ν, id〉 in QT \Gj
in the sense of measure. Let G=⋂∞j=1Gj . Then meas(G)= 0 and
∇w = 〈ν, id〉 in QT \G
in the sense of measure. Similar to the proof of Theorem 3.1, we get that
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Thus (4.2) holds, namely,
∇u(x, t)= 〈νx,t , id〉 a.e. (x, t) ∈QT
in the sense of measure.
We now prove (4.3). For all η ∈ C∞0 (QT ), we get that∣∣∣∣∣
∫∫
QT
(〈νδm, qδm〉 − 〈ν, q〉) · 〈νδm, id〉η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(〈νδm, qδm〉 − 〈ν, q〉) · ∇(uδmη) dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT
uδm
(〈νδm, qδm〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣
=
∣∣∣∣∣
∫∫
QT
(
∂uδm
∂t
− ∂u
∂t
)
uδmη dx dt
∣∣∣∣+
∣∣∣∣∣
∫∫
QT
uδm
(〈νδm, qδm〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT
(
∂uδm
∂t
− ∂u
∂t
)
uηdx dt
∣∣∣∣∣+
∣∣∣∣∣
∫∫
QT
(
∂uδm
∂t
− ∂u
∂t
)
(uδm − u)η dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT
u
(〈νδm, qδm〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT
(uδm − u)(〈νδm, qδm〉 − 〈ν, q〉) · ∇η dx dt
∣∣∣∣∣→ 0 (m→∞).
Since 〈νδmx,t , id〉 converges to 〈νx,t , id〉 in the biting sense, we see that for all j  1 and all
η ∈ C∞0 (QT \Ej),∣∣∣∣∣
∫∫
QT \Ej
(〈νδm, qδm〉 · 〈νδm, id〉 − 〈ν, q〉 · 〈ν, id〉)η dx dt
∣∣∣∣∣

∣∣∣∣∣
∫∫
QT \Ej
(〈νδm, qδm〉 − 〈ν, q〉) · 〈νδm, id〉η dx dt
∣∣∣∣∣
+
∣∣∣∣∣
∫∫
QT \Ej
(〈νδm, id〉 − 〈ν, id〉) · 〈ν, q〉η dx dt
∣∣∣∣∣→ 0 (m→∞).
Thus for all j  1,
lim
〈
ν
δm
x,t , qδm · id
〉= 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT \Ej .
m→∞
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QT
〈νδm, qδm · id〉η dx dt −
∫∫
QT
〈ν, q · id〉η dx dt
=
( ∫∫
QT
〈
νδm, θ i(qδm · id)
〉
η dx dt −
∫∫
QT
〈
ν, θ i(q · id)〉η dx dt
)
+
( ∫∫
QT
〈
νδm, (1− θ i)(qδm · id)
〉
η dx dt −
∫∫
QT
〈
ν, (1− θ i)(q · id)〉η dx dt
)
= I+ II.
Because θ i(qδm · id) converge uniformly to θ i(q · id) in RN , we see that∣∣∣∣∣
∫∫
QT
〈
νδm, θ i(qδm · id)
〉
η dx dt −
∫∫
QT
〈
νδm, θ i(q · id)〉η dx dt
∣∣∣∣∣
 ‖η‖L∞(QT )
∥∥θ i(qδm · id)− θ i(q · id)∥∥L∞(QT )
∫∫
QT
〈νδm,1〉dx dt
= ‖η‖L∞(QT )
∥∥θ i(qδm · id)− θ i(q · id)∥∥L∞(QT ) meas(QT )→ 0 (m→∞).
Hence
lim
m→∞ I= limm→∞
( ∫∫
QT
〈
νδm, θ i(qδm · id)
〉
η dx dt −
∫∫
QT
〈
νδm, θ i(q · id)〉η dx dt
)
+ lim
m→∞
( ∫∫
QT
〈
νδm, θ i(q · id)〉η dx dt − ∫∫
QT
〈
ν, θ i(q · id)〉η dx dt
)
= 0.
By (1− θ i)(qδm · id) (1− θ i)(q · id), we get that
lim
m→∞ II limm→∞
( ∫∫
QT
〈
νδm, (1− θ i)(q · id)〉η dx dt − ∫∫
QT
〈
ν, (1− θ i)(q · id)〉η dx dt
)
= 0.
Thus
lim
m→∞
∫∫
QT
〈νδm, qδm · id〉η dx dt 
∫∫
QT
〈ν, q · id〉η dx dt.
By the arbitrariness of 0 η ∈ C∞0 (QT \Ej), we see that
lim
〈
ν
δm
x,t , qδm · id
〉
 〈νx,t , q · id〉 a.e. (x, t) ∈QT \Ej .m→∞
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〈νx,t , q · id〉 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT \Ej .
Since 〈νx,t , q · id〉, 〈νx,t , q〉 · 〈νx,t , id〉 ∈ L1(QT ), we see that
〈νx,t , q · id〉 〈νx,t , q〉 · 〈νx,t , id〉 a.e. (x, t) ∈QT .
So (4.3) holds. Inspecting the limit process, we obtain (4.5) and (4.6) easily. Thus u is
the desired Young measure solution of problem (1.1)–(1.3). The proof of the theorem is
complete. ✷
Remark 4.1. Let u be the Young measure solution of problem (1.1)–(1.3) obtained
in the proof of Theorem 4.1. Then from the proof and Remark 3.1 we see that there
exists a constant M depending only on ‖u0‖BV (Ω), ‖u0‖L∞(Ω), λ, Λ, and meas(Ω) but
independent of T such that
‖u‖L∞((0,T );BV (Ω)) + ‖uδ‖L∞(QT ) M,
∥∥∥∥∂u∂t
∥∥∥∥
L2(QT )
M,
namely, u ∈ L∞(R+;BV (Ω))∩L∞(Q∞), ∂u/∂t ∈ L2(Q∞), where Q∞ =Ω ×R+.
Finally we apply Theorem 4.1 to the first initial-boundary value problem
∂u
∂t
= div ∇u√
1+ |∇u|2 , (x, t) ∈QT , (4.7)
u(x, t)= 0, (x, t) ∈ ∂Ω × (0, T ), (4.8)
u(x,0)= u0(x), x ∈Ω. (4.9)
In fact, (4.7)–(4.9) is a special case of (1.1)–(1.3) with δ = 0, namely, the case of ϕ(A)=√
1+ |A|2. In this case q(A)=A/√1+ |A|2. For 0< δ < 1, let
ϕδ(A)=
√
1+ 1
1+ δ |A|
2(1+δ), qδ(A)=∇ϕδ(A)= |A|
2δ√
1+ 11+δ |A|2(1+δ)
A.
Then ϕ,ϕδ ∈C1(RN) are quasiconvex. The structure conditions
|A| ϕ(A) |A| + 1, ∣∣q(A)∣∣ 1
and
1
2
|A|1+δ  ϕδ(A) |A|1+δ + 1,
∣∣qδ(A)∣∣ 2|A|δ
hold. Moreover, {qδ}0<δ<1 locally and uniformly converges to q in RN , and
qδ(A) · id(A) q(A) · id(A), ∀A ∈
{
A ∈RN : |A| 1}.
Therefore, for problem (4.7)–(4.9), the result of Theorem 4.1 is also true.
Remark 4.2. There are more applications about the above results, which will be investi-
gated extensively in our subsequence papers.
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