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Abstract 
Social cues (e.g., gender, age) are important design features of chatbots. However, 
choosing a social cue design is challenging. Although much research has empirically 
investigated social cues, chatbot engineers have difficulties to access this knowledge. 
Descriptive knowledge is usually embedded in research articles and difficult to apply as 
prescriptive knowledge. To address this challenge, we propose a chatbot social cue 
configuration system that supports chatbot engineers to access descriptive knowledge in 
order to make justified social cue design decisions (i.e., grounded in empirical research). 
We derive two design principles that describe how to extract and transform descriptive 
knowledge into a prescriptive and machine-executable representation. In addition, we 
evaluate the prototypical instantiations in an exploratory focus group and at two 
practitioner symposia. Our research addresses a contemporary problem and contributes 
with a generalizable concept to support researchers as well as practitioners to leverage 
existing descriptive knowledge in the design of artifacts. 
Keywords: configuration system, chatbot, social cue, descriptive knowledge, prescriptive 
knowledge, design science research 
Introduction 
Conversational agents (CAs) are currently a popular technology in research and practice (Gartner 2018). 
CAs are software-based systems that enable users to interact with information and communications 
technologies through the use of text- and speech-based natural language (Dale 2016). In addition to popular 
speech-based CAs such as Amazon’s Alexa or Apple’s Siri, many companies deployed text-based CAs on 
their websites, in social media, or enterprise applications. Text-based CAs are often referred to as chatbots 
as they communicate via text messages (i.e., chat) in an autonomous manner (i.e., bot) (Dale 2016; McTear 
2017). Chatbots are available 24 hours a day, 7 days a week, run cost effectively, and are used in various 
domains such as in medical-advisory, customer service, or work collaboration (Følstad and Brandtzæg 
2017; Gartner 2018). However, the acceptance of chatbots is growing more slowly than expected 
(Brandtzaeg and Følstad 2018). Many human-chatbot interactions do not feel natural and many chatbots 
have already disappeared from the market (Brandtzaeg and Følstad 2018; Mimoun et al. 2012). The reasons 
for these failures are manifold. The design of natural dialogues remains a major challenge, as many 
unforeseen variables influence natural language interactions. However, not only poor dialog capabilities 
are reasons for chatbot failures. Various verbal (e.g., small talk), visual (e.g., avatar), or invisible (e.g. 
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response time) cues of chatbots can lead to either positive or negative user reactions (Feine et al. 2019a). 
Since these cues trigger similar social reactions as in interpersonal communication, scholars often refer to 
these cues as social cues (Feine et al. 2019a). 
Choosing an appropriate social cue design for a chatbot is a difficult and complex challenge (Følstad and 
Brandtzæg 2017). For example, the famous IKEA chatbot called Anna integrated many social cues such as 
smiling, small talk, and an attractive female visual appearance. The chatbot engineers made Anna appear 
very human-like (Brandtzaeg and Følstad 2018). However, the extensive implementation of social cues in 
this specific way influenced several users to primarily talk about the visual appearance of Anna instead of 
asking product related questions. As this was not the main objective, IKEA retired Anna in 2016 
(Brandtzaeg and Følstad 2018). Despite this failure, it is not always wrong to implement multiple social 
cues. For a fitness coach chatbot, for example, research has shown that conversational strategies such as 
small talk, praise, and self-disclosure as well as the implementation of several nonverbal social cues (i.e., 
hand gestures, eyebrow raises, gaze cues, posture shifts, head nods) had a positive impact on the chatbot’s 
long-term success (Bickmore and Picard 2005). Thus, users are generally more satisfied if a chatbot’s social 
cue design fits to the context and task of an interaction (Brandtzaeg and Følstad 2018; Fogg 2002). 
Moreover, different user groups (e.g., differences in gender, age, cultural origin) have different preferences 
for a specific chatbot social cue design (Følstad and Brandtzæg 2017). Existing chatbots, however, “are 
typically set up following a one-size-fits-all approach” (Følstad and Brandtzæg 2017, p. 41). Regardless of 
the individual situation and characteristics of the user, everyone receives a similar message and interacts 
with the same chatbot (from a design perspective). Consequently, there is a high likelihood that a certain 
social cue design is not optimally fitting to the user, task, and context of a human-chatbot interaction (Fogg 
2002). This misfit is a challenge for organizations that intend to implement a chatbot for their customer 
service or sales. 
To address this challenge, chatbot engineers can rely on various support tools such as chatbot mockup tools, 
chatbot UI design tools, but also on several high-level design guidelines (Kharkovyna 2018; McTear 2017). 
Moreover, considerable research investigated social cues of spoken dialog systems, voice user interfaces, 
embodied conversational agents, as well as chatbots since the 1960s (McTear 2017). However, current (tool) 
support to access and use descriptive knowledge (i.e., published in the form of experimental studies) in the 
design of an artifact is rather limited. As a consequence, chatbot engineers often do not leverage the existing 
body of knowledge and thus, “are in danger of re-inventing the wheel” (McTear 2017, p. 46). Therefore, 
our objective is to design a chatbot social cue configuration system that supports chatbot engineers to build 
on descriptive knowledge in order to make justified social cue design decisions (i.e., grounded in existing 
empirical research). However, it is not well understood how to extract and store existing descriptive 
knowledge about social cues as a foundation to design a social cue configuration system. Henceforth, we 
address the following research question:  
How to design a chatbot social cue configuration system in order to support chatbot engineers in making 
justified social cue design decisions? 
To answer this research question, we follow a design science research (DSR) approach, because it is useful 
to address a real-world challenge (i.e. support chatbot designers in making justified chatbot social cue 
decisions) through the iterative creation and evaluation of the proposed software artifact (i.e. chatbot social 
cue configuration system) with the respective users (i.e. chatbot engineers). Our research addresses a 
contemporary problem of chatbot engineers and contributes with a concept to support researchers as well 
as practitioners to access and leverage existing descriptive knowledge in the design of artifacts. More 
specifically, we derive two design principles that describe how to extract and transform descriptive 
knowledge from empirical research into a prescriptive and machine-executable representation. In addition, 
we demonstrate the instantiation of the proposed design in the form of a chatbot social cue configuration 
system and evaluate the design in an exploratory focus group as well as at two practitioner symposia. 
Conceptual Foundations 
Chatbots are Social Actors 
Chatbots are software-based systems designed to communicate via natural language (Dale 2016). Although 
the naming of these agents is under constant discussion (e.g., CA, chatbot, chatterbot, digital assistant), the 
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main purpose stays the same, namely chatting with a human in order to achieve some purpose (e.g., retrieve 
information, use a service) (Dale 2016). Many companies have recently identified chatbots as a key interface 
to enhance user experience (Dale 2016). Examples range from booking chatbots of Domino’s and Taco Bell 
(Følstad and Brandtzæg 2017) to various chatbots hosted on Facebook Messenger and to several chatbots 
that are used and investigated in customer service (Feine et al. 2019b; Gnewuch et al. 2017). Gartner even 
forecasts that 25% of all customer service operations will integrate chatbots by 2020 (Gartner 2018). 
When designing chatbots, it becomes important to mind that users react socially towards computers that 
use natural language interfaces (i.e., treat the computer as a relevant social entity) (Nass and Moon 2000). 
For example, studies have shown that users apply gender stereotypes towards a chatbot based on its 
appearance (Brahnam and Angeli 2012) and voice (Nass and Moon 2000). Others showed that humans 
judge a chatbot’s politeness based on its choice of words (Mayer et al. 2006) and predict a chatbot’s 
personality based on its language strength, interaction order, and expressed confidence level (Nass et al. 
1995). Furthermore, users are more satisfied if a chatbot delays its response in a natural manner (Gnewuch 
et al. 2018) and rate the chatbot differently depending on its naming and linguistic style (Araujo 2018). To 
describe these phenomena, Nass and colleagues have introduced the Computer are Social Actors (CASA) 
paradigm which states that human-computer interaction is fundamentally social and natural (Nass et al. 
1994; Nass and Moon 2000). Social reactions are always triggered whenever the computer exhibits a certain 
amount of cues that are associated with cues that are used in everyday interpersonal communication (e.g., 
use of natural language, smiling, small talk) (Nass and Moon 2000). Since these cues trigger emotional, 
cognitive, or behavioral reactions similar to those reactions normally experienced during interpersonal 
communication (Krämer 2005), scholar refer to these cues often as social cues (Feine et al. 2019a). Since 
chatbots by definition inhere a key characteristic of interpersonal communication (i.e., use of natural 
language), they always elicit some social behavior. As a consequence, chatbots should not only be designed 
to be functional, but also to act social (Feine et al. 2019a). This is essential as an inadequate social cue design 
can lead to irritated or angry users (Fogg 2002), can diminish the satisfaction of a chatbot (Diederich et al. 
2019a), and can finally result in its rejection (Mimoun et al. 2012). 
To create an appropriate chatbot social cue design, chatbot engineers must consider several influencing 
factors that determine how users react to social cues of a chatbot (see Table 1 for a non-exhaustive overview) 
(Nass and Moon 2000). For example, research has shown that users perceive small talk of a chatbot 
differently according to their cultural background (Endrass et al. 2010), prefer visual appearances of 
chatbots that correspond to task related gender stereotypes (Forlizzi et al. 2007), and prefer interactions 
with a formal looking chatbot in a banking context but not in an entertainment context (McBreen 2002). 
Therefore, it is highly important to consider several influences in the design of a chatbot in order to trigger 
a desired user reaction and to avoid possible backfiring effects. 
Table 1. Exemplary Factors Influencing User Reactions Towards a Social Cue Design 
Social Cue (Design Characteristics) Influencing Factor (Characteristics) 
User Reactions Towards 
Social Cues 
Reference 
Clothing (formal/ informal) Interaction context (banking/ 
entertainment/ travel) 
Impact on attitude 
towards chatbot 
McBreen (2002) 
Clothing (casual dress/ conservative 
dress),  
Degree of human-likeness (cartoon/ 
animal),  
Age (young/ old) 
Product type (professional product/ 
casual product) 
Impact on preferences Keeling et al. (2004) 
Politeness of statements (guarded 
suggestions/ commands) 
Computing experience of user 
(novice/ expert) 
Impact on perceived 
politeness 
Mayer et al. (2006) 
Small talk behavior (many topic shifts/ 
sequential topics) 
Cultural origin of user (Asian/ 
Western) 
Impact on chatbot 
evaluation 
Endrass et al. (2010) 
Ethnicity (Caucasian, African 
American, Asian) 
Ethnicity of user (same as chatbot/ 
different than chatbot) 
Impact on preferences Cowell and Stanney 
(2005) 
Ethnicity (Caucasian, Asian) Ethnicity of user (same as chatbot/ 
different than chatbot) 
Impact on user’s social 
experience 
Qiu and Benbasat (2010) 
Degree of human-likeness (human-like/ 
disembodied) 
Age of user (18-26/ >45 years) Impact on trust Pak et al. (2012) 
Gender (male/ female) Topic of conversation (stereotypically 
female topic/ stereotypically male topic) 
Impact on perceived 
competence 
Nass and Moon (2000) 
Gender (male/ female) Context (information/ entertainment/ 
education/ finance/ healthcare) 
Impact on user 
satisfaction score 
Forlizzi et al. (2007) 
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Gender (male/ female) Product gender (male/ female) Impact on credibility and 
competence 
Beldad et al. (2016) 
Gender (male/ female) Gender of user (male/ female) Impact on leaning 
performance and effort 
Kraemer et al. (2016) 
Jokes (sexual humor/ ‘nonsense’ humor/ 
general jokes) 
Language proficiency of user (high/ 
low) 
Impact on joke evaluation Braslavski et al. (2018) 
Strength of language (assertive/ 
submissive),  
Interaction order (first/ last),  
Confidence (self-confident/ self-doubting) 
Dominance of user (dominant/ 
submissive) 
Impact on user 
satisfaction  
Nass et al. (1995) 
Strength of language (confident 
assertions/ questions and suggestions), 
Postures (wide/close body postures) 
Extroversion of user (extroverted/ 
introverted) 
Impact on perceived fun 
and likeability 
Isbister and Nass (2000) 
Chatbot Development Platforms 
Chatbot engineers can use several platforms to develop and host chatbot solutions (Diederich et al. 2019b). 
These chatbot development platforms vary according to their technical complexity, analytical features, and 
degree of standardization (Diederich et al. 2019b). Major technology providers such as IBM, Microsoft, or 
Google offer various functionalities to develop chatbots (e.g., natural language understanding solutions, 
speech- and text-based user interfaces, and multi-platform support). Beside the big technological players, 
many start-ups offer solutions to develop domain specific chatbots (e.g., ManyChat) as well as provide 
libraries for natural language understanding (e.g., Rasa). In addition, chatbot engineers can leverage crowd 
sourcing approaches for authoring chatbot scripts (Huang et al. 2017), text generators for creating chatbot 
dialogs (Klopfenstein et al. 2019), as well as frameworks to define test cases (Treml 2018). 
Beside the technical support to develop and host chatbot solutions, some chatbot platforms also support 
the design of a limited set of social cues. For example, Google’s platform Dialogflow enables chatbot 
engineers to add small talk capabilities to a chatbot including courtesy, emotions, and greetings. In 
addition, Microsoft integrated the personality chat module into their Azure bot service which enables 
chatbot engineers to include small talk capabilities in accordance with a distinct personality (i.e., 
professional, friendly, humorous). In addition, many platforms enable chatbot engineers to alter social cues 
such as avatars, naming, or the font of a chatbot, as well as to implement and modify buttons and hero cards 
(Diederich et al. 2019a). However, there is limited tool support that helps chatbot engineers to make chatbot 
social cue design decision for a specific interaction context (McTear 2017). Instead, many tools enable 
chatbot engineers to create chatbot mockups in order to test and revise early versions of a chatbot without 
writing one line of code. Popular mockup tools are Botmock, BotFrame, or Botsociety (Kharkovyna 2018). 
These mockup tools enable the user to design interaction flows, revise dialogs, and modify several social 
cues such as avatars, names, response times, or backgrounds. Moreover, some mockup tools are specialized 
only on the chatbot’s user interface. For example, Layer provides a conversation design kit that includes a 
collection of conversational user interface screens for Sketch (Layer 2019). However, none of these support 
tools provide explicit chatbot social cue design recommendations for specific types of chatbots and account 
for different influencing factors of a human-chatbot interaction such as the context and task. Similarly, 
many online articles are published that provide high-level social cue design advices (e.g., “don't sound like 
a robot”) (McTear 2017). However, these guidelines are unfortunately not easy to operationalize and often 
do not leverage existing empirical research findings. 
Design Science Research Project 
Our research aims to design and evaluate a chatbot social cue configuration system that supports chatbot 
engineers to access descriptive knowledge in order to make justified social cue design decisions. In this 
paper, we report a design cycle following the DSR framework of Kuechler and Vaishnavi (2008).  
Awareness of problem: we started the design cycle by investigating the underlying needs and problems 
of the relevant stakeholders (i.e., chatbot engineers) in the chatbot social cue design process (Maedche et 
al. 2019). To reveal contemporary real-world situations from people in organizations, qualitative interview 
studies are an established research method (Myers 2009). We selected chatbot engineers that either 
develop chatbots as well as product owners that are responsible for the development of chatbots within a 
company. We conducted a series of ten semi-structured expert interviews with chatbot engineers from eight 
companies in Europe which exceeds the suitable number of eight experts suggested by Myers (2009). 
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Demographics, company domains, and the interviewees’ roles are outlined in Table 2 (note that F.1/F.2 and 
H.1/H.2 are working at the same company in different departments).  
Table 2. Interviewed Chatbot Engineers 
ID Profession Company Domain Working Experience With Chatbots Age 
A.1 Chatbot Business Development Chatbot Service Provider 3 years 35 
B.1 Chatbot Developer Chatbot Service Provider 3 years 39 
C.1 Chatbot Developer Chatbot Service Provider 1.5 years 23 
D.1 Chatbot Developer IT Service Provider 1 year 24 
E.1 Digital Service Consultant IT Service Provider 2 years 39 
F.1 Chatbot Project Manager Telecommunication 2 years 47 
F.2 Digital Service Manager Telecommunication 2 years 27 
G.1 Chatbot Product Owner Energy Provider 1.5 years 50 
H.1 Chatbot Developer Manufacturer 0.75 year 22 
H.2 Chatbot Developer Manufacturer 1 year 26 
Before conducing the interviews, we developed an interview guideline including opening and several open-
ended questions (Myers 2009). The opening questions asked for consent, demographics, profession, and 
experience in the development of chatbots. The open-ended questions addressed the challenges that emerge 
throughout the design process of a chatbot. Each interview session was conducted over the phone, was 
audio recorded, and lasted on average 29 minutes (SD=9.861). After we conducted the interviews, all audio 
recordings were imported in MAXQDA and transcribed into text (in total 67 pages). Subsequently, we 
followed a previously agreed two-step coding approach (Zhang 2017). First, statements of the interviews 
were coded into first order-concepts and subsequently aggregated into second-order concepts (Zhang 
2017). The first order concepts relate to all statements that address challenges in the chatbot social cue 
design process. Two example statements are “it really takes much time to search and collect design 
knowledge” and “I need to collect the knowledge for designing the chatbot from many different sources”. 
In the second step of the coding approach, we grouped all statements into second-order themes describing 
the same overarching challenge (Zhang 2017). For example, both previous statements refer to the challenge 
of distributed chatbot social cue design knowledge. Therefore, we combined them under the label “scattered 
social cue design knowledge”. After labeling and aggregating all statements, we were able to identify 
relevant challenges in the chatbot social cue design process.  
Suggestion: subsequently, we address the identified challenges and proposed requirements that describe 
the goals, scope, and boundaries of our to be designed software artifact (Gregor and Jones 2007). In order 
to derive requirements, we followed the requirement articulation template of Rupp (2014). Based on the 
requirements, we referred to established literature and derived design principles for the design of our 
software artifact following the suggestions of Chandra et al. (2015).  
Development: in the development phase, we instantiated the proposed design principles. Subsequently, 
we developed a prototypical chatbot social cue configuration system using the prototyping tool Axure RP 
8.1.3 in order to evaluate the proposed concept with the respective users. 
Evaluation: in the evaluation phase, we pursued a human risk and effectiveness evaluation strategy in 
order to evaluate our prototype (Venable et al. 2016). We chose this evaluation strategy, as the major design 
risk of the chatbot social cue configuration system is user-oriented (Venable et al. 2016). Therefore, we 
assessed whether the system really supports chatbot engineers in making justified social cue design 
decisions and whether it reduces the risk of making inappropriate design decisions (Venable et al. 2016). 
We evaluated the prototype by conducting an exploratory focus group workshop with chatbot engineers 
(Tremblay et al. 2010). The focus group included five participants from a Swiss-German IT service provider 
that develops chatbot solutions. The selected company is suitable to validate the prototype as they do both, 
develop chatbot solutions based on commercial technologies as well as consult companies during their 
chatbot development projects. In total, three female and two male participants with an average age of 35.2 
years (SD=11.39), an average working experience of 9.7 years (SD=11.61), and an average chatbot 
development experience of 1.5 years (SD=0.447) participated in the workshops. We demonstrated the 
prototype and asked the participants to evaluate the design by using a SWOT analysis (i.e., strength, 
weaknesses, opportunities, threats of our proposed design). The complete workshop was audio recorded, 
one of the authors moderated, and another one took notes.  
Validate research relevance to practice: finally, we extended the evaluation phase to further validate 
the research relevance to practice (Rosemann and Vessey 2008). By doing so, we can assess whether 
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potential users of the system would actually use and internalize the research findings. Therefore, we 
followed the approach of Rosemann and Vessey (2008) and assessed the applicability of our research. In 
addition, we followed the approach of Ho and Lim (2018) and assessed the applicability of our research at 
two practitioner symposia in order to receive feedback from a variety of potential users. Therefore, we 
presented a revised web version of our chatbot social cue configuration system prototype to participants 
from practice and academia at two yearly practitioner symposia in Germany. Both symposia focus on 
usability, user experience, and on new and innovative user interfaces such as chatbots. At both symposia, 
we demonstrated how the system can be used to make justified chatbot social cue design decisions for a 
particular scenario and then assessed the applicability of the system (Rosemann and Vessey 2008). To 
collect the demographics (N1=71, N2=74) and all quantitative data during the symposia, we used 
Mentimeter (www.mentimeter.com) which is an online audience response system that allows participants 
to share their opinions and thoughts conveniently via their smartphones. We assessed the three dimensions 
of relevance that are critical for practitioners to internalize research findings, namely importance, 
accessibility, and suitability of the artifact (Rosemann and Vessey 2008). Therefore, we used established 
scales following Klein et al. (2006) on a five-point sematic differential (i.e., (1) not at all – (5) without any 
doubt). In addition, we assessed the practitioner’s intention to use the system (“I intent to use the chatbot 
social cue configuration system to design chatbots”) on a ten-point semantic differential (i.e., (1) not agree 
– (10) agree) (Ajzen 2006) and we also assessed the net promoter score (NPS) (“how likely is it that you 
recommend the system to a colleague”) on a ten-point semantic differential (i.e., (1) not at all likely - (10) 
extremely likely) (Reichheld 2004). Moreover, we engaged in an open discussion during the presentations 
and in personal discussions after the presentations (Ho and Lim 2018).  
Designing a Chatbot Social Cue Configuration System 
Awareness of Problem 
After we had analyzed the ten semi-structured expert interviews, we identified four key challenges (C1-C4) 
that chatbot engineers face when making chatbot social cue design decisions. First, several chatbot 
engineers reported that they have to select within a large range of different social cues which makes design 
decisions very complex (C1). One product owner mentioned, “You have to select from the whole complexity 
of the human communication system and you have to make many decisions.” Another chatbot engineer 
said, “Everything that exists in the UI can be personalized: you can select the colors, change the fonts, 
logos, avatars, and much more, so basically you can personalize almost everything.” Second, many 
stakeholders are involved in the chatbot social cue design process leading to diverging expectations and 
various competing ideas on how to make the correct design decision (C2). However, these decisions are 
often not grounded on research findings or user testing. Instead, they only adapt to the corporate identity. 
One chatbot developer mentioned, “There are many ideas how a design can work or how it has to look 
like. But this is always biased as we are chatbot developers and there are always some design ideas which 
are irrelevant or wrong for the real user.” One chatbot solution provider stated, “Companies often face the 
challenge that they do not know how to convey their content in a conversational interaction, but they give 
us many strict rules and guidelines that we must follow.” Third, chatbot engineers have to account for 
several influencing factors in order to decide on the final social cue design (C3). One interviewee stated, 
“Chatbots can be young, dynamic, funny, friendly, but many chatbots do not need these features.” Another 
one stated, “There are people who find it creepy when they talk to a computer and the avatar looks and 
talks like a human. But there are others who find it very interesting when a computer seems very human-
like. How the decision should be made? You probably can't say in general; it really depends.” Fourth, 
chatbot social cue design knowledge is scattered across various sources and difficult to access (C4). Chatbot 
engineers inform their design based on best practices, workshops, guidelines from the internet, and insights 
from scientific literature. One interviewee mentioned, “It really takes much time to search and collect 
design knowledge.” Another one stated, “I need to collect the knowledge for designing the chatbot from 
many different sources,” and thus, one interviewee mentioned, “A more collated platform would have 
helped me especially in the beginning of my job.”  
Suggestion 
To address the identified challenges, we suggested to design a system that reduces decision complexity 
within the large selection of potential social cue design characteristics (C1) and reduces deviations in design 
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expectations (C2). In this context, research on decision aids and decision support systems (DSS) showed 
that these systems improve decision quality and reduce decision complexity (Al-Natour and Benbasat 2009; 
Limayem and DeSanctis 2000). Moreover, decisional guidance (i.e., enrichment of decision models that 
direct decision makers towards successful structuring and execution of model components) has shown to 
support group decisions making (Limayem and DeSanctis 2000). Consequently, a chatbot social cue 
configuration system should provide chatbot engineers with decisional guidance to recommend social cue 
designs that trigger a desired user reaction (R1). Additionally, a chatbot social cue configuration system 
should simplify access to existing knowledge (C4). This is from utmost importance, as decision quality 
strongly depends on the quality of the available information (Sauter 2014). To ensure that decisions are 
justified (i.e., grounded in existing empirical research), a chatbot social cue configuration system should 
store descriptive social cue knowledge from scientific publications (R2). Moreover, the system should help 
chatbot engineers to account for various influencing factors that impact the user reactions towards a chatbot 
social cue design (C3). In this context, Catrambone et al. (2004) propose to account for eleven features of 
the user and additional eleven features of the context and task, which makes a chatbot social cue design 
decision highly complex. To reduce the decision complexity, a chatbot social cue configuration system 
should account for all potential influencing factors and then provide a suitable social cue design 
recommendation (R3). Moreover, a chatbot social cue configuration system should collate scattered chatbot 
social cue design knowledge (C4). However, a typical knowledge management problem is the difficulty to 
access and extract knowledge that is captured in unstructured text-based data such as in scientific 
publications (C4) (Davenport et al. 1998). In this context, various communities (e.g., knowledge 
engineering, description logics, logic-based databases) investigated approaches to structure and capture 
knowledge in a machine-executable representation for decades (Berners-Lee et al. 2001). As a consequence, 
a chatbot social cue configuration system should store the existing knowledge in a machine-executable 
representation in order to reduce difficulties in applying it in the design of a chatbot (R4).  
Based on the articulated requirements, we propose two design principles. First, a system should be capable 
to support chatbot engineers in making justified social cue design decision (R1) that are based on existing 
empirically-grounded knowledge (R2) and account for different influencing factors (i.e., variations in user, 
task, and context) of a human-chatbot interaction (R3). Therefore, we propose that a configuration system 
should store all relevant knowledge pieces from the descriptive knowledge base that are necessary to make 
prescriptive social cue design recommendations. To identify these knowledge pieces, we follow the 
suggestions of Chandra et al. (2015) who propose to include three knowledge pieces (KPs) to articulate 
purposeful prescriptive knowledge. These include (KP1) information about the properties making an action 
possible, (KP2) boundary conditions for when it applies, and (KP3) the actions made possible through the 
artifact. By extracting these information, we can define actionable prescriptive design knowledge in the 
form of prescriptive design rules (Baskerville and Pries-Heje 2014). These prescriptive design rules can 
capture relevant knowledge in order to achieve a desired outcome under some uncertainty (e.g., to achieve 
X and you believe you are in Y, then design the social cue like Z) (Baskerville and Pries-Heje 2014). Thus, 
we derive the following DP: (DP1) a chatbot social cue configuration system should provide theory grounded 
social cue design recommendations based on prescriptive design rules in order to support chatbot engineers 
to make justified social cue design decisions. To address R2 and R4, we propose to simplify access to the 
existing knowledge by leveraging computing resources (Berners-Lee et al. 2001). Therefore, we need to 
store descriptive knowledge in a machine-executable expression of meanings and concepts (Berners-Lee et 
al. 2001). In this context, ontologies are considered as an important enabler to establish a shared 
understanding as well as to enable sharing, interoperability, and (re-)use of knowledge (Staab and Studer 
2009). Ontologies are conceptual models that provide a controlled vocabulary to describe a set of concepts 
and relations of a domain (Staab and Studer 2009). Based on the ontological conceptualization, a 
knowledge base is a repository that links classes in the ontology to individual instances. Since, ontological 
approaches have been successfully applied in many domains, we derive the following DP: (DP2) a chatbot 
social cue configuration system should store prescriptive design rules in a machine-executable 
representation using ontologies and a knowledge base in order to enable sharing, interoperability, and       
(re-)use of descriptive social cue knowledge. 
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Development 
To instantiate both design principles in the form of a software artifact that supports chatbot engineers in 
making justified social cue design decisions, we followed a three-step development approach (Feine et al. 
2019c). Both steps are outlined in more detail below.  
In the first development step, we transformed descriptive knowledge from scientific publications into 
prescriptive design rules (implementing DP1). To do so, we identified an initial set of descriptive social cue 
knowledge by applying a predefined search term (i.e., chatbots synonyms AND social cue synonyms) to 
three databases (i.e., EBSCOhost, Web of Science, IEEEexplore). We revealed an initial list of 92 relevant 
publications that investigate user reactions towards specific social cue designs (see Feine et al. 2019a). 
Subsequently, we extracted relevant knowledge pieces that are relevant in order to define prescriptive social 
cue design rules following the suggestions of Chandra et al. (2015). Therefore, we extracted three relevant 
knowledge pieces, namely (KP1) social cue design characteristics, (KP2) influencing factors, and (KP3) the 
corresponding user reactions. Two examples that demonstrate how to extract the relevant knowledge pieces 
in order to derive prescriptive design rules are displayed in Figure 1 (Feine et al. 2019c). In the first example, 
McBreen (2002) investigates (KP1) one social cue design (i.e., clothing) influenced by (KP2) three different 
interaction contexts (e.g., banking, entertainment, travel) in order to (KP3) investigate the corresponding 
user reactions towards the chatbot (i.e., attitude towards chatbot). Based on this research, we were able to 
derive prescriptive design rules on how to select the clothing of a chatbot depending on the interaction 
context (e.g., in a banking context design clothing of chatbot formal in order to trigger a positive attitude 
towards the chatbot). In the second example, Nass et al. (1995) showed that a (KP1) specific set of social 
cues (i.e., interaction order, confidence level, strength of language) lead users to assume that the chatbot 
possesses a specific personality (i.e., extroverted, introverted). Depending on the (KP2) personality of the 
users (i.e., extroverted, introverted), (KP3) they are more or less satisfied with a chatbot. Thus, we derived 
the prescriptive design rules that the design of the interaction order, confidence level, and strength of 
language should match the personality of the user to maximize satisfaction. 
 
 
 
Figure 1. Exemplary Prescriptive Design Rule Development 
By following this approach, we iteratively derived a list of (KP1) 48 distinct social cues, (KP2) 18 influencing 
factors, and (KP3) 192 investigated user reactions towards specific social cue designs. To create an 
impression about the complexity of manually making a social cue design decision, Table 3 displays the 
prescriptive design rules that result in a positive user reaction for selecting the design of only one social cue, 
namely the gender of a chatbot.  
Table 3. Prescriptive Design Rules for Selecting the Gender of a Chatbot 
Social Cue: Design 
Characteristic (KP1)  
Influencing Factor: Characteristic 
 (KP2) 
User Reaction Towards Social Cue (KP3) Reference 
Gender: female Conversation topic: stereotypical female 
topic 
Positive impact on informative rating Nass and Moon (2000) 
Gender: male Conversation topic: stereotypical male topic Positive impact on informative rating Nass and Moon (2000) 
Gender: male Feedback type: positive and negative 
evaluation 
Positive impact on perceived friendliness Nass and Moon (2000) 
Gender: female Frustration of user: high due to errors Increases impact of affective excuses to 
reduce frustration 
Hone (2006) 
Gender: male Chatbot role: stereotypical male jobs Positive impact on satisfaction score Forlizzi et al. (2007) 
Gender: female Chatbot role: stereotypical female jobs Positive impact on satisfaction score Forlizzi et al. (2007) 
Gender: female Chatbot role: Q&A agent Positive impact on comfort, confidence, 
and enjoyment 
Niculescu et al. (2010) 
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Gender: male Chatbot role: job interview Higher perceived power, trust, and 
expertise 
Nunamaker et al. (2011) 
Gender: female Chatbot role: job interview Higher perceived likeability Nunamaker et al. (2011) 
Gender: male Platform: website Less attribution of negative stereotypes Brahnam and Angeli 
(2012) 
Gender: male User Gender: female 
Chatbot role: tutor bot 
Positive impact on learning performance 
and effort 
Kraemer et al. (2016) 
Gender: female User Gender: male 
Chatbot role: tutor bot 
Positive impact on learning performance 
and effort 
Kraemer et al. (2016) 
Gender: male Chatbot role: tutor bot; 
Feedback type: negative 
Positive impact on learning performance Hayashi (2016) 
Gender: female Chatbot role: tutor bot;  
Feedback type: positive 
Positive impact on learning performance Hayashi (2016) 
Gender: female Context: sales;  
Product gender: female 
Positive belief in the credibility of advice 
and competence of agent 
Beldad et al. (2016) 
Gender: male Context: sales;  
Product gender: male 
Positive belief in the credibility of advice 
and competence of agent 
Beldad et al. (2016) 
Gender: female Chatbot role: job interview 
User Personality: agreeable & trusting users 
Higher willingness to listen to chatbot 
persona 
Li et al. (2017) 
Gender: male Chatbot role: job interview 
Personality: extraverted & neurotic users 
Reduces the probability that the user 
inflates himself 
Li et al. (2017) 
In the second development step, we stored the prescriptive design rules in a machine-executable 
representation using ontologies and a knowledge base in order to enable sharing, interoperability, and       
(re-)use of knowledge (implementing DP2). We followed established guidelines (Ostrowski et al. 2014) and 
defined the classes of the domain (i.e., (KP1) social cue, (KP2) influencing factor, (KP3) user reaction). Next, 
we defined subclasses for each identified social cue design (e.g., chatbot clothing, chatbot gender), 
influencing factor (e.g., user age, task complexity, context domain), and user reaction (e.g., attitude towards 
the chatbot, user satisfaction). Finally, we defined properties that describe attributes of instances of the 
classes and the relations to other instances (i.e., has social cue, has influencing factor, and has user 
reaction). In the next step, we developed a knowledge base by creating several instances that capture the 
empirical study findings. Therefore, we reviewed each prescriptive design rules and identified instances of 
each rule by reviewing the defined knowledge pieces (e.g., clothing: formal; context: banking, attitude 
towards the chatbot: positive). Next, we defined instances of the prescriptive design rule class, each of which 
holds specific properties concerning a particular rule (e.g., rule 1 has clothing formal, has context banking, 
and has a positive attitude towards the chatbot). Based on this, we were able to query the instantiated 
knowledge base in order to list all prescriptive design rules that fulfill a specific configuration condition. 
For example, select all social cue design characteristics from the knowledge base where the context 
characteristic is banking and the attitude towards the chatbot is positive. The resulting output includes all 
social cue design characteristics that meet the query conditions (e.g., chatbot clothing should be formal 
according to rule 1 and chatbot age should be old according to rule 3). However, it must be noted that the 
resulting design recommendations can contain conflicts as they might violate disjoint assumptions (e.g., 
rule 4 proposes the chatbot gender to be male whereas rule 5 proposes a female chatbot name). In such a 
case, researchers need to resolve the conflicts manually by reviewing the publications from which the 
prescriptive design rules originated.  
Subsequently, we used the machine-executable representation of prescriptive design rules to develop a social 
cue configuration system that supports chatbot engineers in making justified social cue design decisions. The 
configuration system enables chatbot engineers to configure all influencing factors of a possible human-
chatbot interaction and subsequently provides prescriptive social cue design recommendations. Screenshots 
of the chatbot configuration system are displayed in Figure 2. The chatbot social cue configuration system 
follows a four-step configuration process and in the fifth step recommends social cue designs (see process 
steps in Figure 2). In the first step, the system enables the chatbot engineers to configure a desired goal of the 
chatbot social cue design. In the next three steps, the chatbot engineers configure all relevant influencing 
factors of the human-chatbot interaction regarding the user, task, and context. All potential configuration 
options are based on the instantiated knowledge base (see configuration options). In the fifth step, the 
configuration system queries the knowledge base and provides prescriptive design recommendations (see 
social cue design recommendations). In addition, the system displays conflicts in the social cue design 
recommendations in case different studies found contradictory results or exclude each other due to disjoint 
assumptions (see references and conflicts). Moreover, the system is able to display the references of a rule and 
to show design examples for each social cue design characteristic. 
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Figure 2. Social Cue Configuration System 
Focus Group Evaluation 
The exploratory focus group evaluation lasted in total 90 minutes. The moderator launched the chatbot 
social cue configuration prototype and used the system to retrieve social cue design recommendations for 
two scenarios. In both scenarios, a chatbot engineer was supposed to design a chatbot for a particular 
stakeholder. Next, we asked the participants to evaluate the design of the prototype by conducting a SWOT 
analysis. We handed out colored cards, gave time to formulate thoughts and ideas, and then had an open 
discussion for each category of the SWOT analysis. After the focus group, we analyzed the feedback using 
the audio recording, written notes, and colored cards on the whiteboard. The feedback from the SWOT 
analysis is summarized in Figure 3 and explained in more detailed below.  
Strengths Weaknesses 
• Provides guidance and decision support in designing social 
cues of a chatbot 
• Helps to understand the interaction mechanisms, 
influencing factors, and dependencies of social cue design 
decisions 
• Enables and supports the development of personalized 
chatbots 
• No transparency in the social cue design recommendation 
process 
• Conflicting social cue design recommendations are difficult 
to understand and resolve 
Opportunities Threats 
• Enhances customer experience due to a more grounded 
social cue design 
• Forces you to make targeted social cue design decisions for 
a specific user, task, and context  
• Engages other stakeholders in the chatbot social cue design 
process 
• Relevant and important social cues are missing 
• System proposes wrong social cue design 
• Chatbot gets over-customized and excludes potential user 
groups 
• High maintenance effort to update knowledge base and 
decision rules 
Figure 3. Summary of the SWOT Analysis of the Focus Group 
Strengths: Overall, participants had a positive impression and stated that such a social cue configuration 
system is useful. One participant mentioned, “It provides some kind of guidance. It gives you an idea about 
all criteria you should think about.” Moreover, one participant stated, “You simply get the design elements 
which makes it more easily, and definitely faster to get a decision.” Therefore, “if you know your user and 
your goal, it is not about playing with different social cue designs. It is more about finding the right ones 
faster”. In addition, participants argued that it helps to understand mechanisms and dependencies of social 
cue design decisions. One participant mentioned, “From a developer perspective it gives you a better idea 
to understand how things interact and depend on each other as you have the opportunity to change single 
dimensions and see the outcome.” Thus, “I know which parameters impact my bot design and determine 
the user experience.” Finally, a participant mentioned, “I like that there were a lot of different options to 
Process steps
References and 
conflicts
Social cue design 
recommendations
Configuration 
options
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craft the image of the user and define the outcome of the bot.” Therefore, it enables you to “develop 
customized bots that you wouldn't normally have thought of”. 
Opportunities: Participants argued that the greatest opportunity of the system is to create social cue 
design decisions that are based on existing empirically-grounded knowledge. One participant mentioned, 
“The biggest opportunity is to hopefully create a better user experience. And then you get better KPIs and 
better results.” Moreover, another participant liked that “this system gives credibility” and another added, 
“it makes clear that maybe you should think about having two chatbots for different target groups or 
personas. And it is not because I am saying this, but it is the result of the tool”. Moreover, participants 
stated that the system encourages you to think about relevant influencing factors as it “it forces you to be 
targeted, it forces you to think about the interaction environments […], it forces you to find the right cue 
combinations”. Lastly, participants acknowledged that the prototype provides a clear design guideline that 
also helps chatbot engineers to engage other stakeholders in the design process.  
Weaknesses: The participants explained that one of the biggest weaknesses of the system is the lack of 
transparency in the social cue design recommendations. One participant mentioned, “At the moment it is 
some kind of a black box. You do not know why it chose this and not that design.” Consequently, one 
participant complaint, “I cannot be sure if all cues are covered, because it is not transparent” and another 
argued, “I do not know when all these studies were done. Is it five years ago? Are they still up to date?” 
Because of the missing transparency, participants had difficulties to understand “why there were some 
design conflicts”. Therefore, one participant recommended, “If I have conflicts in my social cue design, I 
do not know which cue I should choose in the current design. It would be great to have some advice, that 
you better use this social cue than this one based on some studies.”  
Threats: The major threat of a chatbot social cue configuration system is that some relevant and important 
social cues might not be covered but “you have the feeling that the system covered everything”. Moreover, 
participants warned that the system could suggest wrong social cue designs. In this case, “no cues are better 
than the wrong ones, […] because what is when your assumptions are wrong, or your goal is wrong? 
Then you have a bot that is really not successful”. In addition, one participant warned, “there might be a 
threat of over customization” as a chatbot social cue design might be too specific for a certain user group. 
In this case, “you do not cover the other 30% which are not your core target group”. Finally, participants 
mentioned that the configuration system is only useful when the knowledge base is constantly up-to-date. 
However, “it is a long-term project to manage the whole tool, because you constantly need to update the 
references, since science and technologies are moving forward very fast”. 
Validate Research Relevance to Practice 
Subsequently, we evaluated the research relevance to practice in order to retrieve feedback of a more diverse 
set of potential users at two practitioner symposia. To present our system, we incorporated the feedback 
from the focus group and developed a revised social cue configuration system that builds on the same 
knowledge base (see Figure 4). We developed the revised system as a Java web application and deployed it 
on a Tomcat web server.  
During the development of the web application, we accounted for the lack of transparency in the provided 
design recommendations. Therefore, we followed research that reports similar user reactions to system-
based recommendations (Al-Natour and Benbasat 2009; Limayem and DeSanctis 2000). Although 
decisional guidance positively affects outcomes such as the decision quality and decision confidence 
(Limayem and DeSanctis 2000), system-based recommendations are generally met with some resistance 
(Giboney et al. 2015). To address this, researchers showed that explanations improve performance and 
learning (Gregor and Benbasat 1999) and improve the usability of such as system in group interactions 
(Limayem and DeSanctis 2000). Adapting these findings and concepts to our research context, we 
identified the need to provide more explanations for each design recommendation. Consequently, we 
addressed this shortcoming in the web application. The web application outlines which influencing factor 
and study have led to a specific social cue design recommendation. In addition, the web application provides 
explanations by offering a social cue description view (i.e., detailed information about a social cue) and a 
publication view (i.e., full text link and links to other investigated social cues in the paper).  
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Figure 4. Social Cue Configuration System (Web Application) 
After presenting and discussing the revised social cue configuration system at two practitioner symposia, 
we collected real-time feedback using Mentimeter. 71 participants shared their demographic information 
during the presentations and 74 at the second symposium (i.e., participation in the complete survey was 
voluntary). From the 71 (74) participants, 61% (77%) were professional practitioners, 15% (0%) were 
researchers, and 24% (23%) university students. 21% (70%) reported that they have no experience in the 
design of chatbots, 56% (19%) reported that they have intermediate chatbot design experience, and 23% 
(11%) reported that they are experienced chatbot designers. The results are displayed in Table 4. The mean 
results of the three evaluation criteria relevant for the applicability assessment (Rosemann and Vessey 
2008) were all higher than the mean of the scales (i.e., 3.0) (Klein et al. 2006). Finally, the mean NPS was 
above 7.2, meaning that the respondents at both symposia can be classified to be at least passively satisfied 
(Reichheld 2004).  
Table 4. Results of Applicability Assessment at Two Practitioner Symposia 
Symposium Importance [0,5] Applicability [0,5] Accessibility [0,5] NPS [0,10] Intention to use [0,10] 
1 (N=71) 4.13 (SD=0.91) 4.1 (SD=0.89) 4.38 (SD= 0.87) 8.14 (SD= 2.67) 7.23 (SD=2.93) 
2 (N=74) 4.17 (SD=1.01) 3.87 (SD=1.08) 3.37 (SD=1.15) 8.82 (SD=1.64) 8.42 (SD=1.96) 
In the open discussion, several participants shared the importance of making more justified chatbot social 
cue design decisions. Moreover, some participants stated that such a system will help them to discuss design 
decisions with different company departments and explicitly addressed the need for such a system. 
Consequently, the applicability assessment revealed that potential users of the system judge the social cue 
configuration system as relevant to practice.  
Discussion 
In this paper, we followed a DSR approach and proposed a concept that supports chatbot engineers to make 
justified social cue design decisions (i.e., grounded in empirical research). In particular, we proposed and 
instantiated two design principles to evaluate the proposed concept as well as the underlying design. The 
exploratory focus group evaluation of the first prototype indicated that the proposed design is useful and 
supportive. Subsequently, we addressed weaknesses and threats of the first evaluation and developed a 
Publication View
Configuration of Influencing 
Factors
Prescriptive Design Rules
Social Cue Description View
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second revised prototype as a web application. Therefore, we followed the suggestion of several scholars 
(Gregor and Benbasat 1999; Limayem and DeSanctis 2000) and increased the transparency of a social cue 
design recommendation in order to reduce resistance against recommendations of knowledge based 
systems. In the subsequent applicability assessment at two practitioner symposia, we demonstrated the 
functional feasibility of the (revised) system. We retrieved positive feedback regarding the importance, 
accessibility, and suitability of the research to the needs of practice (Rosemann and Vessey 2008). Overall, 
our DSR project contributes with an evaluated concept describing how to support chatbot engineers in 
making justified chatbot social cue design decisions. We contribute with two design principles in order to 
extract and transform descriptive knowledge from empirical research into a machine-executable 
prescriptive representation. Therefore, we support chatbot engineers to avoid “re-inventing the wheel” (p. 
46) when making chatbot social cue design decisions (McTear 2017). 
Moreover, our proposed concept cannot only be applied in the chatbot social cue design but can be further 
generalized to address a broader class of problem that is persistent in several research domains, namely the 
difficulty to access and extract descriptive knowledge (which is hidden in unstructured text-based data) and 
apply it in the design of artifacts (Feine et al. 2019c). To apply the proposed concept in other research 
contexts, researchers and practitioners need to extract the knowledge pieces (KP1-3) relevant to define 
purposeful prescriptive design rules (DP1) and subsequently need to transform them into a machine-
executable representation (DP2). Then they can use the configuration system and access the newly 
developed knowledge base. For example, Reinecke and Bernstein (2013) showed that certain levels of 
information density on a website (KP1) are perceived differently depending on the user’s cultural origin 
(KP2) and result in diverse user preferences (KP3). After identifying these three knowledge pieces, it is 
possible to derive prescriptive design rules (DP1) (i.e. how to adapt the information density of a website to 
the cultural origin of a user). After conceptualizing the prescriptive design rules in the ontology and 
instantiating the knowledge base of the configuration system (DP2), users of the system (e.g., website 
designers) can query the system (e.g., show all website design characteristics that match the user 
preferences of a specific cultural origin) and receive design recommendations (e.g., information density of 
website should be high). This enables researchers as well as practitioners to efficiently access, query, and 
(re-)use existing descriptive knowledge for the design of adaptive websites. Thus, both design principles are 
generalizable to other contexts and thus, can be used to re(-use) existing descriptive knowledge. Figure 5 
illustrates the system architecture of such a generic configuration system in order to leverage existing 
descriptive knowledge in the design of an artifact. 
   
Figure 5. Generic Architecture for Designing Configuration Systems using Descriptive Knowledge   
Finally, there are some limitations that should be considered. First, future research is mandatory to 
demonstrate the proof-of-value and the actual proof-of-use of such a system (Nunamaker et al. 2015). 
Therefore, we already released the chatbot social cue configuration web application to the public in order 
to retrieve feedback from real-world users. Second, we only evaluated the design of our system in one focus 
group workshop with participants from one company. Consequently, the results may be biased as 
employees of one company often behave similarly. To counteract this bias, we already assessed the design 
with a larger and more diverse sample at two practitioner symposia. However, both evaluations rely on 
qualitative studies which are highly contextual and thus, lack replicability and generalizability 
(Bhattacherjee 2012). In addition, the applied methods may be affected by response biases such as demand 
User can access descriptive knowledge via a configuration system in order to 
retrieve theory grounded design recommendations
4
DP2: store prescriptive design rules in a machine-executable representation3
Design Rules
[KP1: design characteristic,  
KP2: influencing factor, 
KP3: user reaction]
DP1: transform descriptive knowledge into prescriptive design rules 2
Unstructured descriptive knowledge in the form of empirical studies1
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characteristics or social desirability bias (i.e., participants adjusted their responses in relation to what they 
perceived to be our expectations) (Dell et al. 2012). As a consequence, future research should re-evaluate 
the system also using experiments in order to increase the replicability and generalizability of the proposed 
design (Venkatesh et al. 2013). Third, the proposed design (formulated in the two DPs) does not account 
for causality. The proposed design only aggregates empirical cause-and-effect relationships without 
questioning the underlying theoretical assumptions (Durand and Vaara 2009). Thus, the design does not 
“identify the causal claims upon which proposed design principles or theories are founded” (Hovorka and 
Gregor 2010 ,p. 8). As a consequence, a revised design should automatically account for construct identities 
in order to capture the underlying theoretical foundations of a publication (Larsen and Bong 2016). Fourth, 
the exiting knowledge base in the form of prescriptive social cue design rules is static and only mirrors a 
current snapshot of existing descriptive knowledge. Since research is constantly evolving, it is from 
importance to constantly update the knowledge base. Therefore, future research is needed to automatically 
populate the knowledge base. A promising solution might be to leverage the historical interaction data 
between users and chatbots by leveraging machine learning algorithms in order to enhance the design rules 
on an individual level. This can further lead to more personalized chatbot social cue designs. Fifth, the social 
cue design recommendations do not account for ethical as well as legal implications. However, it is 
important that a chatbot social cue configuration system outlines whether a social cue design is ethical 
justifiable and/or legally permitted in order to support chatbot engineers to mind ethical and legal concerns.  
Conclusion 
In this research project, we address a contemporary problem of chatbot engineers and contributes with a 
concept to support chatbot engineers in making justified chatbot social cue design decisions (i.e., grounded 
in existing empirical research). More specifically, we derive two DPs that describe how to extract and 
transform descriptive knowledge from empirical research into a machine-executable prescriptive 
representation. We instantiate both design principles and develop two prototypes in order to evaluate the 
proposed concept. The prototypes are based on descriptive social cue knowledge and provide chatbot 
engineers with prescriptive social cue design recommendations. We evaluated the first prototype by 
conducting a focus group workshop with chatbot engineers and subsequently validated the second revised 
prototype at two practitioner symposia regarding its relevance to practice. Summed up, our research 
supports chatbot engineers and researchers to access the valuable descriptive knowledge base and leverage 
it in the design of artifacts. 
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