Positive real odd matrix functions, often referred to as positive real lossless matrix functions, play an important role in many applications in multi-port electrical systems. In this paper we present closer analogues to some of the known results for the scalar, one-port, case in the multi-port setting. Specifically, we determine necessary and sufficient conditions for the well studied partial fraction formula to represent functions in the class of positive real odd matrix functions, and explicit minimal state space realization formulas for the inverse (admittance) of a function in this class, which itself is also a positive real odd matrix function. Doing so, enables us to provide a partial analogue of the poles-zero interlacing behavior from the scalar case.
Introduction
The research on positive real odd functions (PRO for short), often also called positive real lossless functions, got spearheaded by the pioneering work in electrical engineering of Foster [12] , Cauer [7] and Brunce [5] , once it was observed by Foster that this class of functions appears as the impedances (and their admittances) of lumped one-port electrical circuits generated by inductances and capacitors; see also [17, 3, 1] . One of the main results of Foster [12] is the seminal canonical form for one-port reactance functions, namely f is in PRO if and only if it has the form f (z) = a 0 z + s k=1 a k z z 2 + ω 2 k , a 0 ≥ 0, a k , ω k ≥ 0, k = 1, . . . , s.
(1.1)
In words, all poles are on iR ∪ {∞}, simple, come in complex conjugate pairs (apart from 0 and ∞) and have positive residues. This implies that the zeros of f interlace the poles on iR, and, as a consequence, the involution (or admittances) 1/f is also in PRO. In particular, PRO is a convex invertible cone, i.e., a convex cone which is closed under inversion. Matrix-valued PRO functions appear when multi-port electrical systems built from inductances, capacitors and gyrators are considered, and they have been studied intensely for many decades, leading to a vast literature on this topic, cf., [17, 1] for references and a discussion of the classical work and [4, 10, 19] for some more recent results. In this setting, for an integer m ≥ 0 we write PRO m for the class of m × m rational matrix functions F so that Re(F (z)) ≥ 0, for Re(z) > 0, F (t) ∈ R m×m for t ∈ R, − F (z) = F (−z) * for z not a pole of F .
(1.2)
Here for any square matrix K, with K ≥ 0 (K ≤ 0) we indicate that K is positive (negative) semidefinite, while for matrices K, L, K ≥ L should be interpreted as K − L ≥ 0. The last condition in (1.2) , stating the F is odd on R, is equivalent to Im(F (z)) = 0 for z ∈ iR, not a pole of F , which gives the connection with lossless systems. It is easy to prove from the defining conditions (1.2) that PRO m is also a convex invertible cone, with invertibility in the form of involution, i.e., F −1 (z) := F (z) −1 in case det F (z) ≡ 0. The matrix form of the partial fraction expansion (1.1) has also been studied extensively, cf., [17, 1] , and takes the form
where ω j ∈ R + , Q, R, Q j , R j ∈ R m×m with Q, Q j ≥ 0 and R, R j skew-symmetric. However, not all functions F of this form are in PRO m , and we have not been able to find in the literature precise conditions on the parameters in (1.3) which guarantee that F is in PRO m . In Theorem 3.1 below we identify the remaining condition to be − ω j Q j ≤ iR j ≤ ω j Q j , j = 1, . . . , s.
(1.4)
Although various successful approaches to the positive real lossless synthesis problems have been obtained, see Remark 3.2 below, these do not seem to rely on a condition of the form (1.3), but rather seem to use the fact that F is in PRO m directly. Using minimal state space realization formulas for the class PRO m collected in Section 2, we show that adding (1.4) provides necessary and sufficient conditions for (1.3) to be a characterization of PRO m , in part, by a concrete construction of a minimal realization for a function F of the form (1.3) satisfying (1.4) . The main part of the paper, however, involves the convex invertible cone structure of PRO m , more specifically, the fact that PRO m is closed under inversion. This is not difficult to prove from (1.2), however, in Section 4 we present explicit formulas for minimal state space realizations of F −1 , of the types presented in Section 2, based on given state space realizations for F ; see Theorems 4.5 and 4.6 below. One of the advantages of this direct approach is that it enables us to analyse the pole-zero structure of functions in PRO m by comparing eigenvalues of the state matrices of the realizations of F and F −1 . This leads to a partial analogue of the pole-zero interlacing property in the scalar case, which is presented in the final section, see Theorem 5.4. In particular, we obtain that between two subsequent poles of F ∈ PRO m on iR zeros can occur with multiplicities that add up to at most m, and likewise between two zeros. Different from the scalar case, however, independent of zeros (poles) occurring between two subsequent poles (zeros) it can also happen that a zero (pole) occurs at one or both of the two poles (zeros), as poles and zeros can occur at the same point.
Finally, we point out here that some of the results that we derive here have been presented in the proceedings paper [15] , without proof, except for an alternative, less constructive proof of the sufficiency part of Theorem 3.1.
Transfer function representations of PRO m functions
The main result in this section (Theorem 2.1) appears to be well known, and is included mainly because it is required for our further analysis of PRO m functions in the remainder of this paper. We could not find the precise statement in the literature, hence, for completeness, we indicated below how it can be obtained from some known results in e.g. [19] . 
Recall here that the pair (A, B) in Theorem 2.1 is called controllable when the matrix [ B AB ··· A n−1 B ] has full row rank. Equivalently, the pair (B T , A T ) = (B T , −A) is observable. As a result, the state space realization (2.1) is minimal, so that the eigenvalues of A correspond with the finite poles of F , multiplicities taken into account. For the basic theory of state space models, and in particular the notions of controllability, observability and minimality, we refer to [22] .
Proof of Theorem 2.1. The transfer function characterization of PRO m via (2.1) with conditions (2.2) follows from [1] , see also [19] . Indeed, by Proposition 7 in [19] F is positive real (first two conditions in (1.2)) if and only if its strictly polynomial part is of the form zM with M ≥ 0 and its proper part is also positive real. It is then clear that F in PRO m is equivalent to F (z) = zM + F 0 (z) with F 0 in PRO m and proper. For the proper part F 0 one can apply the Positive Real Lemma for proper, positive real, lossless functions [19, Theorem 8] , applying a state space similarity in case the solution X to the Lur'e equations ((5) in [19] with K = 0 and J = 0) is not equal to the identity matrix. Recall here that lossless is a different terminology for the odd-property in PRO m .
From the previous theorem, we easily get a descriptor characterization in Weierstrass form. See [11] and [16] for the basic theory of descriptor systems and realizations, as well as various advanced topics. 
3)
where we set q = rank M and factor M = K T K with K ∈ R q×m , and
4)
with M, D ∈ R m×m , B ∈ R n×m and A ∈ R n×n matrices satisfying (2.2).
The proof follows by direct computation and is left to the interested reader. Again, we include this result as it plays an important role in the sequel.
Since the state matrix A in (2.1) is skew-symmetric, it is clear that no Jordan blocks of size larger than one can appear, which is also expressed in the form of the Foster representation. Hence, it makes more sense to define the multiplicity of a pole ω = ∞ of a function F ∈ PRO m to be the dimension of the eigenspace of ω as an eigenvalue of the state matrix A in the minimal realization of Theorem 2.1, while the multiplicity of ∞ as a pole of F is defined as rank M . In this way, the multiplicities of the finite poles add up to the McMillan degree of the proper part of F , i.e., to the minimal state space dimension. The zeros of F are then defined to be the poles of F −1 in case det F (z) ≡ 0, and their multiplicities are the multiplicities of the corresponding poles of F −1 .
Next we show that the multiplicities of the poles cannot exceed m. Proof. Following Theorem 2.1, let ω 1 , ..., ω s be the non-zero eigenvalues of A on iR + with multiplicities k 1 , ..., k s . There exists an orthogonal matrix U so that
with the 0 in the last block diagonal entry indicating a block zero matrix of size (n − 2k) × (n − 2k). Now decompose U T B accordingly as
Since (A, B) is a controllable pair, it follows that
which is true only if rank B = n − 2k. Thus n − 2k ≤ m. This proves that the multiplicity of 0 as a pole of F is at most m. Again from the controllability of the pair (A, B), it also follows for any 1 ≤ j ≤ s that
Since A 2 j = −ω 2 j I 2kj , it follows for n = 2(r + 1) that
and for n = 2r + 1 that
Thus 2k j = rank B j A j B j and from B j A j B j ∈ R 2kj ×2m it follows that k j ≤ m for every 1 ≤ j ≤ s. Lastly, the multiplicity of ∞ as a pole of F is given by rank M ≤ m.
Since zeros are poles of F −1 , the next corollary follows immediately.
Corollary 2.4. For F ∈ PRO m every zero on iR, ∞ included, has a multiplicity of at most m.
The Foster representation
In this section we prove the Foster representation formula for functions in PRO m , that is, we prove the following theorem.
where
The observation that functions in PRO m admit a Foster representation (3.1), as the natural analogue of the scalar representation (1.1), already appears in many classical texts, e.g., Chapter 7 in [17] and Chapter 9 in [1] , but without the precise condition 3.2 required for the reverse direction claim. We have also not encountered condition 3.2 in more recent papers on positive real (odd or lossless) functions, e.g., [4, 6, 23, 25, 2, 20] . In both [17, 1] significant attention is given to the reverse direction, in the context of the impedance synthesis problem, but via different approaches. In [17, pp. 206-212] an intricate recursive procedure is applied, while in [1, Section 9.3] it is used that any minimal realization of a function in PRO m must satisfy a KYP equality from the corresponding bounded real lemma. To the best of our knowledge, condition (3.2) has not appeared in the literature before (apart from the proceeding paper [15] where we announced it).
Proof of necessity part of Theorem 3.1. We first proof the necessity of (3.1) and (3.2). Let F ∈ PRO m . Then F admits a representation as in (2.1) with A, B, M, D real matrices satisfying (2.2). We may assume n is even, at the expense of loosing controllability. Indeed, if n is odd, one can simply add a zero row at the bottom of B and extend A with a zero row at the bottom and zero column at the right, this does not affect the validity of (2.1) and only the controllability in (2.2) falls away. Since A = −A T is a real matrix, all nonzero eigenvalues are on iR and come in complex conjugate pairs, while dim Ker A is also even, since n is even. Let iω 1 , . . . , iω s be the eigenvalues on iR + . If ω j = 0, then let k j be the pole-multiplicity of iω j , while k j = (dim Ker A)/2 if ω j = 0. Then 2 s j=1 k j = n. Also, there exists an orthogonal matrix U so that
Hence (3.1) holds. For j = 1, . . . , s, Q, Q j ≥ 0 and R, R j are skew-symmetric, since A j is skew-symmetric for each j. Furthermore, we have −ω j I 2kj ≤ iA j ≤ ω j I 2kj , which provides (3.2) after multiplying by B j on the right and B T j on the left.
For our proof of the sufficiency of (3.1) and (3.2) we require the following lemma. We note here that in [15] a shorter, though less constructive, proof of the sufficiency of (3.1) and (3.2) was given, using the convex invertible cone structure of PRO m . The advantage of the proof given here is that it enables us to explicitly construct a realization as in Theorem 2.1 starting from the Foster representation formula (3.1).
Then there exists an integer q ≥ 0 and B ∈ R 2q×m so that
and (A, B) is a controllable pair.
Proof. Throughout the proof, for any matrix C we define
3) implies that Ker Q ⊂ Ker R and ran R ⊂ ran Q. Therefore, we have
Moreover, S 0 is skew-symmetric and (3.3) implies −ωI p ≤ iS 0 ≤ ωI p . In particular, the eigenvalues of S 0 come in complex conjugate pairs (iα, −iα) with α ∈ [0, ω], except possibly 0 which may have odd multiplicity.
We first consider the case that p is even, say p = 2k. Then there exists an
Note that A 1 can be obtained by compressing A 1 to the rows and columns indexed by 1, . . . , 2l, 2l 
with for j = 1, . . . , l and s = l + 1, . . . , q we define
By construction {b T 1 , . . . , b T 2k } forms a set of linearly independent vectors. Hence if the matrix (3.6) were to have linearly dependent columns, they must be among the columns indexed by 2l + 2, 2l + 4, . . . , 2q. However, this can also not occur, since η l+1 , . . . , η 2k = 0 and {b T 2l+1 , . . . , b T 2k } is a set of linearly independent vectors. This shows that [
B 1 ] has full row rank, provided q ≥ 1. In case q = 0, controllability is trivial. Hence we find that the pair (A, B) is controllable.
Finally, we consider the case where p = rank (Q) is odd, say 2k + 1. The above procedure can be followed with a few modifications. We have
, hence we add 2 × 2 diagonal blocks Λ ω and I 2 , respectively. Next define A 1 = U T A 2 U and extend B 1 = U T 0 B 0 to B 1 as in (3.5) except that B 1 now has b 2k+1 and 0 as its last two rows. It is easy to see that A 2 = W T AW holds for some permutation matrix W and A as in (3.4) where now q = l + 2(k − l) + 1. Following the remainder of the proof for the case where rank (Q) is even, with B = W U B 1 , we see that (3.4) holds and that (A, B) is controllable, because ( A 1 , B 1 ) is controllable. For the latter, note that b 1 , . . . , b 2k+1 are linearly independent vectors and in the above matrix
after the modification of the present paragraph the two
are added leading to a new
that still has full column rank.
Proof of sufficiency part of Theorem 3.1. Using the previous lemma, we now show how a realization as in Theorem 2.1 of a F ∈ PRO m can be obtained from its Foster representation. Hence, assume F ∈ PRO m is given by (3.1)-(3.2). Without loss of generality ω j = ω k if j = k. For j = 1, . . . , s apply the factorization from
. It is clear from the above computation that F in (3.1) is also given by (2.1) with this choice of M , D, A and B. To see that the pair (A, B) is controllable, note that
Clearly, for λ = ±iω j , for j = 1, . . . , s, the matrix has full row rank. For λ = iω j or λ = −iω j the (k, k) block entries for k = j are still invertible, since ω j = ω k , and the rows in the j-th block row are independent because (A j , B j ) is a controllable pair. Hence (A, B) is a controllable pair, as claimed.
Remark 3.4. Apart from a concrete procedure to determine a minimal realization for F explicitly from the Foster representation, the above proof also shows how the pole-multiplicities can be computed. For the pole at ∞ it is clear its multiplicity is rank Q. Fix a finite pole iω j and let R j and Q j be as in (3.1) . In this case, the multiplicity of ω j in not necessarily equal to rank Q j , but rather the size of the matrix A j obtained from the construction of Lemma 3.3. Set p j = rank Q j and determine a factorization Q j = B T 0,j B 0,j with B j,0 ∈ R pj ×m , which is unique up to multiplication with a p j × p j unitary matrix. Set S j := (B + 0,j ) T R j B + 0,j , with B + 0,j the Moore-Penrose right-inverse of B 0,j . Then S j is skew-symmetric and all eigenvalues of S j on iR + are bounded by iω j . Let l j be the number of eigenvalues equal to iω j . Then the pole-multiplicity of ω j is equal to l j + 2(p j /2 − l j ) in case p j is even and l j + 2((p j + 1)/2 − l j ) in case p j is odd.
Inversion
Since PRO m is a convex invertible cone, for a function F ∈ PRO m , it follows that F −1 is also in PRO m , provided F is invertible, i.e., det F (z) ≡ 0. In this section, we determine when F ∈ PRO m is invertible and provide realization formulas for its inverse, of the form as in Section 2, in case F is invertible. Throughout this section we shall assume F is given in the transfer function form of Theorem 2.1, that is,
By the inversion result for descriptor systems from [18] , we obtain the following characterization for invertibility of F and of its inverse. Proposition 4.1. Let F ∈ PRO m be given by (4.1)-(4.2). Then for any z ∈ C we have
Moreover, in that case we have
Proof. From (4.1)-(4.2) one obtains the descriptor realization form (2.3)-(2.4), where q = rank M and K ∈ R q×m is so that K T K = M . By the inversion formula for descriptor systems from Theorem 3.1 in [18] it follows that
and det F (z) ≡ 0 precisely when the 4 × 4 block matrix is invertible. Since the right lower 2 × 2 block −I zI 0 −I is invertible for all z, it follows that the above inverse exists if and only if the Schur complement with respect to this 2 × 2 block:
is invertible. Via the standard Schur complement inversion formula, cf., [24] , one now obtains that
which proves our claim.
Next we provide an easily verifiable criteria to determine when det F (z) ≡ 0. Proof. For the necessity, just note that Ker ( A| Ker E ) is contained in Ker (z E − A) for all z ∈ C. So it remains to prove sufficiency. Assume Ker ( A| Ker E ) = {0}.
Using that E is positive semidefinite and A skew-symmetric, we now obtain that with respect to the decomposition R k = Z 1 ⊕ Z 2 ⊕ Z 3 ⊕ Z 4 , the matrices E and A have the following form 
Since A 14 is invertible, and hence A T 14 is invertible, we obtain that z E − A is invertible if and only if
Taking the Schur complement with respect to −A 33 we see that invertibility of this 2 × 2 block matrix is equivalent to invertibility of the Schur complement 
The realization (4.4) will in general not be minimal, and hence some of the poles of the resolvent may not be poles of F −1 , or the multiplicities may be inflated. To obtain a minimal realization, we decompose the matrices M , D and B with respect to the decomposition of R m given by R m = X 1 ⊕ X 2 ⊕ X 3 , with with M 1 and D 22 invertible. In particular, M 1 is positive definite and D 22 is invertible and real, skew-symmetric, so that X 2 must have even dimension. We set
As an intermediate step towards our main result, we present a minimal descriptor realization for F −1 which is not in Weierstrass form yet. For this purpose, consider linear maps K 1 and Ξ so that
(4.7)
Note that K 1 is invertible and Ξ orthogonal. Further, define .7). Assume 10) and the descriptor realization (4.9) of F −1 is minimal.
Proof. Set
and note that T 1 is invertible. A straightforward computation shows that
Since D 22 is invertible, it follows that z E inv − A inv is invertible if and only if zI−A −B B T zM+D is invertible. Applying this transformation to the formula for F −1 in (4.4) we obtain that
Hence, we established (4.9). It remains to prove that this descriptor realization is minimal. By Theorem 6.2 from [13] the descriptor realization (4.9) is minimal if and only if the following five conditions are met:
Since A T inv = − A inv and E T inv = E inv , conditions (iii) and (iv) follow from (i) and (ii), hence it suffices to verify (i), (ii) and (v). From the formulas of E inv and B inv it is clear that rank [ Einv Binv ] = n+m 1 +rank Ξ = n+m 1 +m 3 , since Ξ is a orthogonal map, hence (ii) holds. Also,
Thus (v) is also satisfied, and it remains to prove (i). First note that B) is assumed to be a controllable pair. Using the invertible matrix T 1 defined above we note that
Hence, rank [ z Einv− Ainv Binv ] = m + m 1 + m 3 , as desired.
We are now ready to present the minimal Weierstrass realization for F −1 . Then a minimal Weierstrass descriptor realization of the inverse of F is given by
where we define
and where
Proof 
A direct computation, using B T Γ = 0 and Υ T B B + = Υ T P Im B = Υ T , shows that the matrices A inv and E inv given by (4.10) satisfy
33 Ξ T , since Ξ is unitary. Furthermore, one can compute that
Using these identities it follows that
and a further computation shows that
Therefore, we have
So we arrive at (4.11) by noting that
Minimality of the realization (4.11) follows directly from the minimality of (4.9).
Note that the descriptor realization for F −1 of Theorem 4.5 precisely has the form of the realization in Theorem 2.2. Reversing the argument in Section 2, we also obtain a realization of the type in Theorem 2.1. 
Poles and zeros of PRO m functions
In the scalar case, i.e., m = 1, the poles and zeros of functions in PRO interlace on the imaginary axis. This follows easily from the Foster representation (1.1) for PRO. For m > 1 the situation is more complicated, yet still a (partial) analogue of the scalar result can be obtained. We shall assume F ∈ PRO m is given by the realization formula of Theorem 2.1 so that F −1 admits a realization as in Theorem 4.6. Recall that the zeros of F are defined as the poles of F −1 , hence, for finite zeros, as the eigenvalues of A inv with multiplicities equal to the dimensions of the corresponding eigen spaces. Hence, for finite poles and zeros one has to analyse the spectrum of A inv , in relation to the spectrum of A. At ∞ the situation is reasonably straightforward, the pole-multiplicity of F is given by rank M while the zero-multiplicity of F is equal to rank M inv = rank Φ 33 = rank B = m 3 . There are three steps from A to A inv that influence the eigenvalues: In general, all three steps can occur. However, for m = 1, step (i) cannot occur, since m 2 must be even, but both steps (ii) and (iii) can occur separately, but not the combination of the two, hence there are only two cases to analyse. For m = 2 the situation is already more complicated, step (i) can occur, but not together with steps (ii) and (iii), however steps (ii) and (iii) can happen separately, but also together, leading to four cases. In [15] we included an analysis of the various cases that occur for m = 1 and m = 2.
Here we present a partial analogue of the results in [15] for the general case. This requires some variational principles for eigenvalues of Hermitian matrices, which can be found in Sections 4.2 and 4.3 of [14] . For the readers convenience we include the results here. Given a Hermitian matrix H ∈ C k×k we order the eigenvalues in increasing order, λ 1 (H) ≤ λ 2 (H) ≤ · · · ≤ λ k (H), multiplicities taken into account. For simplicity of the statement of our results, we also define λ j (H) = −∞ for j < 1 and λ j (H) = ∞ for j > k.
Theorem 5.1 (Weyl's Inequality, Theorem 4.3.7 in [14] ). Let M, N ∈ C m×m be Hermitian. Then for all integers j, k > 0 we have
When the number of positive and negative eigenvalues of the perturbation N are known, we have the following result. Proof. If r + = m or r − = m, then N is positive definite or negative definite, respectively, and the validity of the claim follows from Theorem 4 in [21] . Hence assume r + = m and r − = m. For j = 0 it is easily verified that the inequalities hold. Let j > 0. Note that λ k (N ) ≤ 0 when k ≤ m − r + . Therefore, using (5.1) with k = m − r + , we have This proves the first pair of inequalities. For the second set of inequalities, apply the same argument with M and N replaced by M + N and −N , respectively, noting that −N has r + negative eigenvalues and r − positive eigenvalues, multiplicities taken into account. Using the above results, we can prove the following result for the poles and zeros of functions in PRO m .
Theorem 5.4. Let F ∈ PRO m be given by a minimal state space realization (4.1)-(4.2), so that F −1 has a minimal state space realization as in Theorem 4.6. Then for any integer j ≥ 0 we have λ j− m 2 2 −m3 (iA inv ) ≤ λ j (iA) ≤ λ j+1 (iA) ≤ λ j+ m 2 2 +m1+1 (iA inv ), λ j− m 2 2 −m1 (iA) ≤ λ j (iA inv ) ≤ λ j+1 (iA inv ) ≤ λ j+ m 2 2 +m3+1 (iA).
(5.4)
In particular, if 0 ≤ ω j < ω j+1 are such that iω j and iω j+1 are subsequent poles of F , then in the interval (iω j , iω j+1 ) on iR F can have zeros whose multiplicities do not add up to more than m. Moreover, if 0 ≤ ν j < ν j+1 are such that iν j and iν j+1 are subsequent zeros of F , then in the interval (iν j , iν j+1 ) on iR F can have poles whose multiplicities do not add up to more than m.
We should remark here, that, unlike in the scalar case, for m > 1 it is possible that poles and zeros of F ∈ PRO m occur at the same point on iR. Hence, as in the theorem, if iω j and iω j+1 are subsequent poles of F , then zeros with a multiplicities adding up to at most m can occur between iω j and iω j+1 , but the theorem does not exclude the possibility that F also has zeros at iω j and iω j+1 .
Proof of Theorem 5.4. Let A, A, A and A inv be as in steps (i)-(iii) above. Then iA, i A, i A and iA inv are Hermitian, hence with eigenvalues on R which are mirrored in 0 because the matrices A, A, A and A inv are real skew-symmetric. Also, the perturbation Λ := −B 2 D −1 22 B T 2 in step (i) is real skew-symmetric and has a rank of at most m 2 so that iΛ has at most m 2 /2 positive eigenvalues and at most m 2 /2 negative eigenvalues. Therefore, by Corollary 5.2 we have λ j− m 2 2 (i A) ≤ λ j (iA) and λ j+1 (iA) ≤ λ j+ m 2 2 +1 (i A). Since A = A ⋆ ⋆ ⋆ ∈ R (n+m1)×(n+m1) , we can apply Theorem 5.3 to obtain λ j− m 2 2 (i A) ≤ λ j− m 2 2 (i A) and λ j+ m 2 2 +1 (i A) ≤ λ j+ m 2 2 +m1+1 (i A). Furthermore, after a change of basis, we can write A = [ Ainv ⋆ ⋆ ⋆ ] with A of size (n + m 1 ) × (n + m 1 ) and A inv of size (n + m 1 − m 3 ) × (n + m 1 − m 3 ). Hence, again applying Theorem 5.3 we obtain λ j− m 2 2 −m3 (iA inv ) ≤ λ j− m 2 2 (i A) and λ j+ m 2 2 +m1+1 (i A) ≤ λ j+ m 2 2 +m1+1 (iA inv ). Putting these inequalities together we find that λ j− m 2 2 −m3 (iA inv ) ≤ λ j− m 2 2 (i A) ≤ λ j− m 2 2 (i A) ≤ λ j (iA) and λ j+1 (iA) ≤ λ j+ m 2 2 +1 (i A) ≤ λ j+ m 2 2 +m1+1 (i A) ≤ λ j+ m 2 2 +m1+1 (iA inv ). Hence we proved the first set of inequalities in (5.4) . The second set of inequalities in (5.4) follows by a similar analysis, reversing the construction from A to A inv .
Note that it may happen that the perturbation Λ = −B 2 D −1 22 B T 2 has rank 2d < m 2 . In this case, the proof shows that the inequalities in (5.4) can be improved by replacing m 2 /2 by d.
We conclude this paper with an example illustrating the pole-zero properties of PRO m functions.
