[1] Anthropogenic increases in atmospheric carbon dioxide (CO 2 ) concentrations may affect vegetation distribution both directly through changes in photosynthesis and wateruse efficiency, and indirectly through CO 2 -induced climate change. Using an equilibrium vegetation model (BIOME4) driven by a regional climate model (RegCM2.5), we tested the sensitivity of vegetation in the western United States, a topographically complex region, to the direct, indirect, and combined effects of doubled preindustrial atmospheric CO 2 concentrations. Those sensitivities were quantified using the kappa statistic. Simulated vegetation in the western United States was sensitive to changes in atmospheric CO 2 concentrations, with woody biome types replacing less woody types throughout the domain. The simulated vegetation was also sensitive to climatic effects, particularly at high elevations, due to both warming throughout the domain and decreased precipitation in key mountain regions such as the Sierra Nevada of California and the Cascade and Blue Mountains of Oregon. Significantly, when the direct effects of CO 2 on vegetation were tested in combination with the indirect effects of CO 2 -induced climate change, new vegetation patterns were created that were not seen in either of the individual cases. This result indicates that climatic and nonclimatic effects must be considered in tandem when assessing the potential impacts of elevated CO 2 levels.
Introduction
[2] Atmospheric carbon dioxide (CO 2 ) concentrations are projected to increase through this century and to reach twice their preindustrial levels between 2050 and 2100 [Intergovernmental Panel on Climate Change Working Group I (IPCC), 2001]. Such increases in greenhouse gas (GHG) concentrations are expected to cause global warming of 1.4°t o 5.8°C over the next century [IPCC, 2001] . Although other anthropogenic changes, such as in land use and sulfate-aerosol concentrations, have had and will continue to have a significant effect on the Earth system, the climatic forcing due to anthropogenic GHG emissions represents the largest combination of rate and magnitude of global change since the Last Glacial Maximum [Jackson and Overpeck, 2000] .
[3] Although anthropogenic elevation of GHG levels is a global phenomenon, climatic changes associated with this global change are certain to vary at the regional scale [Giorgi et al., 1998; Walther et al., 2002] . Additionally, the ecological and economic impacts associated with CO 2 -induced climate change will also vary at the regional scale. Indeed, climatic changes over the past half century have already been observed to impact the phenology, distribution, and ecological interactions of organisms across the globe, with significant regional variation in those impacts [Parmesan and Yohe, 2003; Root et al., 2003; Walther et al., 2002] . It is therefore imperative that assessments of the ecological consequences of future climate changes be based on climate projections that are responsive to regional variations in climate sensitivity [Snyder et al., 2002; Thompson et al., 1998 ].
[4] It has been proposed that ecotypes for which global warming poses the greatest risk are those in topographically complex regions [Parmesan et al., 2000; Schoenherr, 1992; Walther et al., 2002] . Previous efforts to evaluate the sensitivity of regional ecosystems to future CO 2 emissions have used future CO 2 -induced climate-change scenarios simulated by general circulation models (GCMs) [e.g., Peterson et al., 2002; Shafer et al., 2001; Sykes et al., 1999] . Climate in topographically complex regions is strongly influenced by topographic heterogeneity [Schmitz and Mullen, 1996; Schoenherr, 1992] , but regional topographic complexity is poorly resolved at GCM resolutions (see Figure 1 ). In order to capture complicated physical responses to future changes in atmospheric CO 2 concentrations, such as potential changes in regional atmospheric circulation, assessment of the ecological sensitivity of topographically complex regions requires a method that includes a more realistic representation of regional topography.
[5] One such method uses simple downscaling of GCM output to generate mesoscale and microscale estimates of future climate [e.g., Bartlein et al., 1997; Shafer et al., 2001] . A second method uses a regional climate model (RCM) coupled to a GCM [Thompson et al., 1998] . In this paper we use the latter method to test regional climate sensitivity to GHG emissions. RCMs offer improved resolution of regional topography, as well as finer-scale parameterizations of cloud and surface physics, thereby producing more robust estimates of regional climate sensitivity than is possible at GCM resolutions [e.g., Giorgi et al., 2001; Snyder et al., 2002] . Additionally, because RCMs are dynamically based, they offer quantitatively different representations of mean climate, climate variability and seasonality than do empirical downscaling techniques [Mearns et al., 1999] . For an evaluation of RCM performance in simulating current climate and climate change, see Giorgi et al. [2001] .
[6] This study focuses on the sensitivity of regional vegetation patterns to a doubling of preindustrial atmospheric CO 2 levels. Anthropogenic increases in atmospheric CO 2 concentrations may affect vegetation distribution both directly, such as through changes in photosynthesis and wateruse efficiency, and indirectly, such as through CO 2 -induced climate change. How these mechanisms may interact to affect the distribution of vegetation (and thereby ecosystems) on the landscape remains uncertain. Experimental [Gill et al., 2002; Joel et al., 2001] and observational [Fang and Chen, 2001; Joos et al., 2002; Knapp et al., 2001] techniques have shown that anthropogenic elevation of atmospheric CO 2 levels leads directly to changes in plant biomass, distribution, and community structure. Likewise, periods of past climate change similar in magnitude to those expected in the future have been accompanied by regional and continental scale plant migrations [e.g., Jolly et al., 1998; Overpeck et al., 1992] , as well as by wholesale community level reorganizations [Jackson and Overpeck, 2000; Overpeck et al., 1992] . The net impact on plant communities due to the direct and indirect effects of Figure 1 . (opposite) Topography in (a) the NCAR CCM3.6.6 atmospheric general circulation model (T42 resolution) and (b) the RegCM2.5 regional climate model (40-km resolution) for the RegCM2.5 domain reported here. Regional topography in CCM3.6.6 is dramatically smoothed, with high elevations centered over the Rocky Mountains and sloping uniformly to the Pacific coast. RegCM2.5 improves resolution of important features such as the Sierra Nevada in California, the Gulf of California in northern Mexico, the Great Basin in Nevada and Utah, and the Absaroka Mountains in northwest Wyoming. elevated CO 2 levels will vary regionally based upon, among other factors, how changes in global atmospheric CO 2 concentrations affect specific regional climates.
[7] The geographic focus of this study is the western United States, a topographically, climatically and ecologically diverse region [Kuchler, 1964; Schoenherr, 1992] . For example, the region includes the Sierra Nevada, which average as much as 225 cm of precipitation per year, and the adjacent White Mountains and Owens Valley, which average as little as 14 cm of precipitation annually [Schoenherr, 1992] . The western United States also include the mediterranean-type climate and ecosystems of California, as well as the monsoon region of the Southwest. Much of the ecological diversity of the region is a result of climatic diversity, which is in turn due in large part to the region's topographic complexity [Schmitz and Mullen, 1996; Schoenherr, 1992] . This ecological and physiographic heterogeneity of the western United States makes it an excellent case for testing regional vegetation sensitivity to global change.
Models
[8] We employed three numerical models of Earth system processes: the RegCM2.5 regional climate model [Giorgi and Shields, 1999; Snyder et al., 2002] , the National Center for Atmospheric Research (NCAR) Community Climate Model (CCM3.6.6) atmosphere general circulation model (AGCM) [Kiehl et al., 1998 ], and the BIOME4 equilibrium vegetation model (EVM) [Kaplan, 2001] . RegCM2.5 is an updated version of the Penn State/NCAR MM4 weather model modified for use as a climate model. The atmospheric component of RegCM2.5 employs 14 vertical levels and is coupled to the BATS land surface model [Dickinson et al., 1993] . The RegCM2.5 simulations used here are described by Snyder et al. [2002] (Figure 1 ). RegCM2.5 simulations were driven by twice-daily input of temperature, pressure, humidity, wind, orography, and surface geopotential data from CCM3.6.6 global climate simulations. CCM3.6.6 was run coupled to the NCAR Land Surface Model (LSM) [Bonan, 1998 ] and employed 18 vertical atmospheric levels at T42 horizontal resolution.
[9] BIOME4 is an EVM driven by variable inputs of mean monthly temperature, precipitation and percent possible sunshine, annual absolute minimum temperature, soil water holding capacity, and a soil percolation index. The model calculates a variety of variables, such as net primary productivity (NPP) and leaf area index (LAI), for each of 13 plant functional types (PFTs) (e.g., evergreen needleleaf tree, deciduous broadleaf tree, evergreen shrub) that are simulated for the climate and soil conditions at each grid point, given the prescribed global atmospheric CO 2 concentration. The dominant and subdominant PFTs determine the equilibrium biome at each grid point. BIOME4 was run on a 0.5°Â 0.5°geographical grid with two soil layers in the vertical.
Methods
[10] The methods used for generating the climate and vegetation model output are shown in Table 1 . In the 1xCO 2 case, CCM3.6.6 and RegCM2.5 were run with an atmospheric CO 2 concentration of 280 ppmv. In the 2xCO 2 case, CCM3.6.6 and RegCM2.5 were run with an atmospheric CO 2 concentration of 560 ppmv, testing the sensitivity of regional climate in the western United States to the doubling of preindustrial atmospheric CO 2 concentrations. The results of these two climate simulations were used as input data for simulating vegetation with BIOME4. All climate model runs used climatological sea surface temperatures (SSTs) calculated in equilibrium with either preindustrial (1xCO 2 ) or doubled preindustrial (2xCO 2 ) atmospheric CO 2 concentrations [Snyder et al., 2002] . Atmospheric CO 2 concentration and the associated equilibrium SSTs were the only boundary conditions changed between the 1xCO 2 and 2xCO 2 cases, meaning that feedbacks, such as those between the atmosphere and the land surface, were not tested. CCM3.6.6 simulations were run for 22 model years, with the final 18 years of the simulation used to drive RegCM2.5. The RegCM2.5 simulations were run for 18 model years, with the average of the final 15 years of the simulations used to drive BIOME4, which employs a single-time equilibrium calculation.
[11] In the Control case (Table 1) , vegetation in the western United States was simulated using modern observed climate and soils data sets (W. Cramer, personal communication, 1998) [Food and Agriculture Organization, 1995] and preindustrial CO 2 levels. The CO 2 -Alone case tested the sensitivity of regional vegetation to the effects of doubled atmospheric CO 2 levels by varying the CO 2 level in [12] This method of changing atmospheric CO 2 concentration and climate input separately and in tandem in BIOME4 is a means to test the relative sensitivity of vegetation to these different forcings. Doubling atmospheric CO 2 concentrations without altering the baseline climate, as in the CO 2 -Alone case, is not a ''realistic'' prescription. However, this approach of systematically testing the potential response of vegetation to changes in individual environmental variables and comparing those responses with the combined effects of changes in multiple variables is necessary to identify the synergistic effects that may occur as a result of simultaneous changes in multiple environmental variables.
[13] Methods for testing vegetation sensitivity to climate change using simulated climate anomalies followed Kutzbach et al. [1998] . Results of the 2xCO 2 and 1xCO 2 cases were interpolated to the BIOME4 grid and the differences between the two cases for each BIOME4 climate input variable were added to the modern observed values from (W. Cramer, personal communication, 1998) (Table 1) . Because this ''anomaly technique'' relies on RCM sensitivity to doubled preindustrial CO 2 concentrations, we expect the simulated future regional climate used to drive BIOME4 to be more reliable when using this technique than when using the absolute results of the 2xCO 2 case.
[14] Previous studies [e.g., de Noblet-Ducoudre et al., 2000; Harrison et al., 1998; Kutzbach et al., 1998 ] have used GCM climate anomalies to drive the EVM. Because of the higher horizontal resolution of an RCM, RCM-simulated climate anomalies are more spatially heterogeneous than those simulated by a GCM. This spatial heterogeneity allows for a more realistic range in anomaly magnitudes and, for areas of high relief, more accurately reflects the actual heterogeneity of the regional topography and land cover.
[15] Soils data for all BIOME4 runs were derived from FAO (1995) . For all BIOME4 figures and calculations, output from a marginal buffer zone of eight RegCM2.5 grid cells was discarded.
Statistical Methods

Confusion Matrix
[16] The confusion matrix was used to compare the results of the various vegetation simulations, following Williams et al. [1998] . The confusion matrix accounts for the biome classification at each grid point in each of the two cases being compared, with row indices corresponding to the control case and column indices corresponding to the experimental case. The total value of any given entry in the confusion matrix represents the number of grid points that were classified as the row type in the control case and as the column type in the experimental case. Thus grid points in which the simulated vegetation is the same in both cases are counted on the main diagonal, and all mismatches between the two simulated vegetation maps are counted off the main diagonal [Williams et al., 1998] . If the two maps are completely identical, all numbers in the confusion matrix will fall on the main diagonal, whereas if the two maps share no points in common, all numbers will fall off the main diagonal. Additionally, when reading across an individual row, entries represent the number of grid points converted from the individual row type in the control case to each of the column types in the experimental case. Likewise, when reading down an individual column, entries represent the number of grid points converted from each of the row types in the control case to the individual column type in the experimental case.
Kappa Statistic
[17] The kappa statistic has been used to quantitatively compare categorical data sets, particularly vegetation and land cover maps [e.g., Bakkenes et al., 2002; Pontius et al., 2001; Williams et al., 1998 ]. We used the kappa statistic to test the agreement between the vegetation simulations, following the methods of Williams et al. [1998] . The kappa statistic, K, uses a confusion matrix, A, to measure the overall agreement between two vegetation maps,
where A confusion matrix comparing the two maps; p o AEa ii /n = observed proportion of agreement; p e AEr i c i /n 2 = proportion of agreement expected by chance; a ii individual entries on the main diagonal of A; r i total entries in each row i of A; c i total entries in each column i of A; n total number of sites. Kappa scores for each vegetation type can also be computed,
[18] The sensitivity of vegetation to an experimental prescription varies inversely with the kappa score quantifying the agreement between the control simulation and each of the experimental cases. Low overall kappa scores imply high overall vegetation sensitivity to the experimental prescription, while high overall scores imply relatively low sensitivity. The same is true for individual biome types, as those with higher kappa scores are relatively less sensitive than those with lower scores, and vice versa. Rating of agreement between maps followed Williams et al. [1998] : K < 0.4 = poor agreement; 0.4 < K < 0.55 = fair agreement; 0.55 < K < 0.70 = good agreement; 0.70 < K < 0.85 = very good agreement; and K > 0.85 = excellent agreement. We used this rating system also as a measure of vegetation sensitivity to the experimental prescription (i.e., change from the control case): K < 0.4 = very high sensitivity; 0.4 < K < 0.55 = high sensitivity; 0.55 < K < 0.70 = moderate sensitivity; 0.70 < K < 0.85 = low sensitivity; and K >0.85 = very low sensitivity.
[19] Disagreement between two maps, which implies sensitivity to the experimental prescription, can be caused by an increase, decrease or shift in the areal coverage of one or more biomes within the experimental domain. While the kappa score is an excellent diagnostic of differences between maps, it reveals nothing about the cause of the disagreement, either between two maps overall, or for individual biome types. Thus the confusion matrices from which the kappa scores were calculated and the simulated vegetation maps from which the confusion matrices were built may be used to clarify the simulated response of the vegetation to the various experimental prescriptions. The confusion matrices indicate the simulated vegetation conversions that created the vegetation sensitivity quantified by the kappa statistic, while the simulated vegetation maps identify the locations of those conversions in geographic space. Analyzing the kappa scores, confusion matrices, and simulated vegetation maps in tandem helps to identify potential changes in regional vegetation patterns under conditions of anthropogenic global change.
Results
Baseline Climate
[20] Given a twentieth-century observed climatology, BIOME4 is able to simulate the broad patterns of global potential vegetation fairly well [Kaplan, 2001] . Results of the Control case (Figure 2a ) illustrate that BIOME4 also captures many of the important features of vegetation distributions in the western United States [Kuchler, 1964; Olson et al., 1983; Ramankutty and Foley, 1999] , when allowance is made for the relatively coarse resolution of the observed climatology. BIOME4 simulates temperate conifer forest on the coasts of Oregon and northern and central California, temperate grassland and temperate sclerophyll woodland in central California, and temperate xerophytic shrubland on the southern California coast. Inland, BIOME4 captures the cool conifer forest, taiga/montane forest, and open conifer woodland that characterize the vegetation of the Sierra Nevada. BIOME4 also simulates the temperate xerophytic shrubland, temperate grassland, and taiga/montane forest of southern Idaho, as well as the desert and temperate xerophytic shrubland of inland southern California and Arizona, the eastern Sierra Nevada, and the Great Basin. Although the overall accuracy of the vegetation simulations for the western United States is relatively good, there are also parts of the region where the model is less accurate. For example, the model overestimates the extent of cool mixed forest in eastern Oregon and eastern Nevada and underestimates the area of temperate xerophytic shrubland in these regions. (Table 3) . However, exceptions did occur, as cool mixed forest was converted to temperate grassland. These changes in biome distribution were spread broadly across the domain (Figure 2b ). Replacement of temperate grassland with temperate xerophytic shrubland was focused in central California, while replacement of temperate xerophytic shrubland with temperate conifer forest occurred primarily in central and southern Arizona. Conversion of open conifer woodland to temperate conifer forest occurred throughout the domain, and replacement of cool mixed forest with temperate grassland and cold mixed forest was focused in northeast Nevada and the Blue Mountains of central Oregon.
Direct Effects of
Kappa Scores
[22] The overall agreement between the Control and CO 2 -Alone cases was 0.40, which is the cutoff between very high and high sensitivity (Table 2) . Barren (1.00) and desert (0.81) showed very low sensitivity between the two data sets, and warm mixed forest (0.70), tropical xerophytic shrubland (0.67), shrub tundra (0.67), and temperate sclerophyll woodland (0.62) showed moderate sensitivity. Deciduous taiga/montane forest (0.49), evergreen taiga/ montane forest (0.45), cool conifer forest (0.45), and temperate xerophytic shrubland (0.43) showed high sensitivity between the Control and CO 2 -Alone cases, while the remaining biomes showed very high sensitivity (Table 2) .
Confusion Matrix
[23] Table 3 compares the results of the Control and CO 2 -Alone cases. Open conifer woodland showed agreement at only 1 grid point, primarily due to conversion of open conifer woodland to temperate conifer forest (26 grid points). Only 10 grid points originally occupied by temperate grassland remained so in the CO 2 -Alone case, while 51 were converted to temperate grassland from cool mixed forest and 42 from temperate xerophytic shrubland. Most of the cool mixed forest was replaced in the CO 2 -Alone case, with 55 points converted to cold mixed forest and 51 to temperate grassland. Lastly, 80 points were converted to temperate conifer forest, primarily from temperate xerophytic shrubland (32 grid points), open conifer woodland (26), and temperate grassland (18).
Simulated Vegetation Map
[24] Replacement of open conifer woodland with temperate conifer forest occurred throughout the domain, while conversion of desert to open conifer woodland occurred primarily in the Great Basin of Nevada (Figure 2b ). Conversion of temperate grassland to temperate xerophytic shrubland was focused in central California, while conversion to temperate conifer forest took place primarily in the northern part of the domain. Temperate grassland replacement of temperate xerophytic shrubland occurred primarily across Utah and northern Arizona, while conversion of cool mixed forest to temperate grassland and cold mixed forest occurred evenly across Utah, Nevada, Idaho, and the interior of Oregon.
[25] Apart from 1 grid point in central Oregon, all points outside of California occupied by cool conifer forest in the Control case were converted to cold mixed forest in the CO 2 -Alone case. Of those points within California occupied by cool conifer forest in the Control case, all but one (cold mixed forest) remained occupied by cool conifer forest in the CO 2 -Alone case. Finally, conversion of temperate xerophytic shrubland to temperate [26] Overall, the simulated vegetation was highly sensitive to the experimental prescription of the Climate-Alone case (K = 0.40) ( Table 2 ). This sensitivity was characterized primarily by a shift to biome types suited to warmer, and often drier, environments, such as the conversion of cool mixed forest to temperate grassland, temperate xerophytic shrubland, and open conifer woodland (Table 4) . Likewise, cool conifer forest was replaced by cool mixed forest, temperate xerophytic shrubland and open conifer woodland, and both deciduous and evergreen taiga/montane forest were converted to cool conifer forest, cold mixed forest, and cool mixed forest. Most of these simulated vegetation changes occurred at high elevations, particularly the replacement of cool and cold forest types with open conifer woodland, temperate xerophytic shrubland, and temperate grassland (Figure 2c ).
Kappa Scores
[27] The overall agreement between the results of the Control and Climate-Alone cases was 0.40, which again is the cutoff between very high and high sensitivity ( Table 2) . Barren (1.00) and warm mixed forest (0.93) showed very low sensitivity between the two cases, and desert (0.78) showed low sensitivity. Temperate sclerophyll woodland (0.66) and temperate conifer forest (0.62) showed moderate sensitivity to the simulated 2xCO 2 climate, while temperate xerophytic shrubland (0.49) showed high sensitivity. All other biome types showed very high sensitivity between the Control and Climate-Alone cases (Table 2) .
Confusion Matrix
[28] Boldface entries fall on the main diagonal and represent grid points in which the simulated vegetation was the same in the two cases. Other entries fall off of the main diagonal and represent the total number of grid points that were converted from a given biome type in the Control case to the corresponding biome type in the CO 2 -Alone case. TeDF = temperate deciduous forest, TeCF = temperate conifer forest, WMF = warm mixed forest, ClMF = cool mixed forest, CdMF = cold mixed forest, ETMF = evergreen taiga/montane forest, DTMF = deciduous taiga/montane forest, TrXS = tropical xerophytic shrubland, TeXS = temperate xerophytic shrubland, TeSW = temperate sclerophyll woodland, TeBS = temperate broadleaved savanna, OCW = open conifer woodland, TeG = temperate grassland, Des = desert, ShTu = shrub tundra, and Bar = barren. (60), with open conifer woodland replacing cool mixed forest (32 points) in the Climate-Alone case. Lastly, because of conversion to cool and cold forest types, taiga/montane forest was removed almost entirely from the domain.
Simulated Vegetation Map
[29] Conversion of cool conifer forest to cool mixed forest occurred throughout the domain (Figure 2c ). Additionally, conversion of cool conifer forest to open conifer woodland was concentrated in the Sierra Nevada and conversion of cool conifer forest to temperate xerophytic shrubland was concentrated in eastern Idaho and central Utah. Conversion of evergreen and deciduous taiga/montane forest to cool conifer forest, cool mixed forest, and cold mixed forest took place in Idaho and Montana, in the northeast corner of the study region, as well as in the Sierra Nevada. Replacement of cool mixed forest by temperate xerophytic shrubland was focused in eastern Nevada, and replacement of cool mixed forest by open conifer woodland occurred in the Sierra Nevada, northeast California, and eastern Oregon. Conversion of cool mixed forest to temperate grassland occurred primarily in the Blue Mountains of Oregon, while conversion of temperate xerophytic shrubland to temperate grassland was distributed throughout the domain.
Combined Effects of Elevated CO 2 and Climate
Change 5.4.1. Summary
[30] Overall, the simulated vegetation was highly sensitive to the combined effects of elevated CO 2 and climate change prescribed in the CO 2 + Climate case, with sensitivity as measured by the kappa statistic greater than in either of the other two cases (K = 0.27) ( Table 2 ). All but three biome types (barren, desert, and warm mixed forest) showed very high sensitivity to the experimental prescription (Table 5) , as changes created by elevated CO 2 levels (Figure 2d ). Temperate grassland was replaced almost entirely along the Pacific coast, but expanded dramatically in the northeast quadrant of the domain. Likewise, the range of open conifer woodland shifted to fall almost exclusively east of the Sierra Nevada, Modoc Plateau, and Cascade Mountains, while expansion of temperate xerophytic shrubland occurred primarily in California and northeast Nevada.
Kappa Scores
[31] The overall sensitivity between the Control and CO 2 + Climate cases was very high (K = 0.27) ( Table 2) . Again, barren (1.00) and desert (0.80) showed very low sensitivity, while warm mixed forest (0.55) fell at the cutoff between high and moderate sensitivity. The remaining vegetation types showed very high sensitivity between the two data sets (Table 2) .
Confusion Matrix
[32] (8), and open conifer woodland (3).
Simulated Vegetation Map
[33] Replacement of cool conifer forest with cool mixed forest occurred primarily across Oregon, while replacement with temperate grassland occurred in the northeast corner of the domain (Figure 2d ). Conversion of cool mixed forest to temperate conifer forest was focused in northeast California and central Oregon, conversion to temperate xerophytic shrubland in northeast Nevada, and conversion to temperate grassland in Utah, Idaho, and southern Oregon. Conversion of open conifer woodland to temperate conifer forest occurred primarily in the Sierra Nevada and northern California while replacement of temperate xerophytic shrubland with open conifer woodland spread from northern Arizona through western Utah and eastern Nevada to southern Oregon. Conversion of evergreen and deciduous taiga/montane forest again was focused in the northeast corner of the domain.
[34] Replacement of temperate grassland with temperate conifer forest occurred throughout the domain, while replacement of temperate grassland with temperate xerophytic shrubland was again focused in central California. Conversion of temperate xerophytic shrubland to temperate grassland was scattered mostly through Utah, Idaho, and southern Oregon. Conversion to temperate conifer forest from temperate xerophytic shrubland occurred primarily in Arizona and Utah. Replacement of temperate xerophytic shrubland with temperate sclerophyll woodland also took place in southern Arizona, while conversion to temperate sclerophyll woodland from temperate grassland was centered just inland along the central and south coast of California.
Discussion
[35] The vegetation changes simulated in each of the three experiments are large and would have significant ecological impacts if they were to occur on the landscape. It is important to note, however, that the simulated conversions of one vegetation type to another are not presented here as predictions of actual vegetation changes that will occur at particular locations in the western United States in the future. Vegetation responses to the combined effects of climate and atmospheric CO 2 changes are very complex, and climate and vegetation models are not yet able to predict future climate-vegetation interactions with certainty, although the models continue to be improved. Vegetation response to future climate and atmospheric CO 2 changes will be determined by a number of important processes, including competition among species, nutrient availability, and changes in the magnitude and frequency of disturbance events, such as fire, none of which are simulated in this study. Our purpose here, however, is to examine the relative sensitivity of vegetation response to changes in climate and atmospheric CO 2 concentrations. Thus our focus is not on the accuracy of the simulation of any one vegetation type, but on the potential processes driving the simulated conversions of one vegetation type to another.
[36] At the regional scale, the low overall kappa score comparing the Control and CO 2 -Alone cases (K = 0.40) implies high overall regional vegetation sensitivity to the direct effects of elevated atmospheric CO 2 levels. Much of this regional sensitivity resulted from the simulated replacement of less woody vegetation types by more woody types. For example, the very high sensitivity of open conifer woodland in the CO 2 -Alone case resulted from the conversion of desert to open conifer woodland and the conversion of open conifer woodland to temperate conifer forest, the latter of which also combined with the conversion of temperate xerophytic shrubland to temperate conifer forest to create the very high sensitivity of temperate conifer forest in the CO 2 -Alone case. Likewise, the very high sensitivity of temperate grassland to direct CO 2 effects was due in large part to the conversion of temperate grassland to temperate xerophytic shrubland, temperate conifer forest, and temperate sclerophyll woodland.
[37] This simulated increase in standing carbon independent of CO 2 -induced climate change is consistent with the fertilization effect of increased atmospheric CO 2 concentrations [Amthor, 1995] . In addition, the simulated expansion of woody vegetation types in the CO 2 -Alone case occurred largely in arid regions of the Southwest and the Great Basin, as would be expected if increases in water-use efficiency resulting from elevated ambient CO 2 concentrations allowed vegetation to overcome low moisture availability in these areas [Amthor, 1995; Polley, 1997] . There are, however, a number of caveats that accompany these simulated vegetation responses to changes in atmospheric CO 2 . For instance, empirical studies show that species will respond individualistically to increased atmospheric CO 2 concentrations [e.g., Smith et al., 2000] , and that the response of a species may vary with age [e.g., Tissue et al., 1999] . Individualistic species responses are generalized in BIOME4, which simulates vegetation distribution at the level of PFTs. Not only does each of these PFTs represent a number of species, but these PFTs are also simulated in equilibrium with environmental conditions, muting the potential role of age-variable responses. As a result, inclusion of individualistic species responses to elevated CO 2 could substantially alter the results presented here.
[38] Additionally, many physical processes will likely interact to affect vegetation responses to increases in CO 2 concentrations. Specifically, empirical studies show that factors such as nutrient cycling feedbacks, species interactions, and photosynthetic down-regulation may limit vegetation responses to increased CO 2 [Berendse et al., 2001; Huxman et al., 1998; Joel et al., 2001; Shaw et al., 2002; Smith et al., 2000] . For instance, while elevated CO 2 has been shown to increase NPP independently, it has also been shown to limit gains in NPP when applied in concert with increased temperature, precipitation, and nitrogen deposition [Shaw et al., 2002] . Additionally, elevated CO 2 levels have been shown to simultaneously increase photosynthetic rates and decrease nitrogen availability [Gill et al., 2002] , illustrating the potential importance of negative feedbacks on the CO 2 response through nutrient cycling. Further, the effects of nutrient interactions can be influenced by local species interactions [Berendse et al., 2001] , and, while its effects may be mitigated by drought status, photosynthetic down-regulation does play a role in limiting plant response to elevated CO 2 [Huxman et al., 1998 ]. Because important interactions such as these are not explicitly modeled by BIOME4, the simulated vegetation changes for the CO 2 -Alone case (and the CO 2 + Climate case) likely overestimate vegetation response to changes in CO 2 concentrations. Thus the simulated results should be interpreted as indicating the potential direction of vegetation response to changes in CO 2 concentrations (e.g., the simulated expansion of woody vegetation types), with the recognition that the actual response will be mediated by many different factors and that this mediation will ultimately determine the distribution of vegetation on the landscape.
[39] In the Climate-Alone case, sensitive biome types were those that responded to climate changes induced by doubling atmospheric CO 2 concentrations in the RegCM2.5 run. Most of the vegetation sensitivity of the Climate-Alone case was a result of simulated biome changes at high elevations. The Sierra Nevada of California, the Modoc Plateau of Oregon, California, and Nevada, the Blue Mountains of Oregon, the Great Basin of eastern Nevada, and the Sawtooth and Lemhi Mountains of central Idaho all showed very high sensitivity to climate changes in the Climate-Alone case. For example, in the central Idaho mountains, evergreen and deciduous montane forest types were converted to lower elevation cool and cold forest types in the Climate-Alone case. This contraction of high elevation forests is an anticipated response to increased temperatures such as those simulated by RegCM2.5 in the 2xCO 2 case (Figure 3) . Additionally, throughout the interior of the domain there was a simulated conversion of forest vegetation types to nonforest woodland, shrubland, and grassland types in the Climate-Alone case. This transition to more open, xerophytic vegetation would be expected under the simulated decreased spring and summer precipitation ( Figure 4 ) and increased spring and summer temperatures (Figure 3 ) simulated by RegCM2.5 for this area.
[40] Nonetheless, it is important to note that not all changes simulated in the Climate-Alone case were driven by simulated increases in regional temperatures. In particular, replacement of cool mixed forest in eastern Nevada by temperate xerophytic shrubland was associated with a decrease in annual absolute minimum temperature of 3°C ( Figure 5 ), which occurred in contrast to the domain-wide increase in monthly average surface temperature. This decrease in absolute minimum temperatures may be due to simulated changes in regional circulation features under increased atmospheric CO 2 conditions that could create colder absolute minimum temperatures relative to present conditions in some areas. Determining the processes controlling the simulation of these colder temperatures will be the focus of future research.
[41] The simulated vegetation responses to the combined effects of climate and atmospheric CO 2 changes seen in the CO 2 + Climate case are of particular importance, as that case best anticipates the conditions that may occur in the next century [IPCC, 2001; Snyder et al., 2002] . Some of the simulated vegetation patterns in the CO 2 -Alone and Climate-Alone cases were preserved in the CO 2 + Climate case, while other vegetation patterns appeared only in the CO 2 + Climate case. For instance, the simulated conversions of temperate grassland to temperate xerophytic shrubland in central California and of temperate xerophytic shrubland to temperate conifer forest in Arizona in response to elevated CO 2 in the CO 2 -Alone case were also seen in the CO 2 + Climate case, indicating that these vegetation types in these areas may be more sensitive to increased CO 2 availability than to CO 2 -induced climate change. Similarly, the replacement of cool mixed forest in eastern Nevada with temperate xerophytic shrubland and temperate grassland in the Climate-Alone case persisted in the CO 2 + Climate case, indicating that the decrease in annual absolute minimum temperature in the 2xCO 2 case overwhelmed the direct effects of doubling atmospheric CO 2 concentrations.
[42] However, there were also several unique vegetation patterns that appeared only in the CO 2 + Climate case. Most notable was the eastern expansion of temperate conifer forest in Oregon and northern California. While woody vegetation types were largely maintained in these areas in the CO 2 -Alone case and a shift toward biome types characteristic of warmer, drier environments was simulated in the Climate-Alone case, a completely new pattern appeared in the CO 2 + Climate case, when both effects were included in the BIOME4 simulation. Additionally, novel vegetation patterns were simulated in southern California, where decreased rainy season precipitation in the CO 2 + Climate case (especially in March) (Figure 4 ) limited the effects seen in the CO 2 -Alone case. For example, several of the grid points that were converted to temperate conifer forest in the CO 2 -Alone case were instead converted to temperate sclerophyll woodland in the CO 2 + Climate case. Vegetation changes such as this could occur in the CO 2 + Climate case if increases in water-use efficiency allowing temperate conifer forest to expand in the CO 2 -Alone case were not enough to overcome the sensitivity to the drier conditions imposed by the 2xCO 2 climate.
[43] In large part because of the novel vegetation patterns of the CO 2 + Climate case, simulated vegetation was more sensitive overall to the combined effects of climate and elevated atmospheric CO 2 concentrations (K = 0.27) than to either the direct or indirect effects alone (K = 0.40 for each), a pattern that was also seen for many individual biome types. Temperate conifer forest, warm mixed forest, cool mixed forest, cold mixed forest, evergreen taiga/montane forest, tropical xerophytic shrubland, and temperate xerophytic shrubland all showed greater sensitivity to the combined effects of elevated CO 2 than to either of the individual effects. Additionally, more individual vegetation types showed very high sensitivity in the CO 2 + Climate case (15) than in either of the other two experimental cases (7 in the CO 2 -Alone case and 11 in the Climate-Alone case), and more types showed very low, low or moderate sensitivity in the CO 2 -Alone (6) and Climate-Alone (5) cases than in the CO 2 + Climate case (2). These relative sensitivities suggest that the climatic and nonclimatic effects of elevated CO 2 will have a greater overall impact on regional vegetation in combination than individually. Likewise, the combined effects will have a greater impact on many individual biome types, demonstrated most strikingly by the simulated expansion of temperate conifer forest in the Pacific Northwest in the CO 2 + Climate case.
[44] Because regional sensitivity to global environmental change can be determined in large part by the sensitivities of the most prominent biome types on the landscape, it is important to consider not only those biome types that show the greatest sensitivity to the experimental prescriptions, but also those that cover the largest areas within the region of interest. The three most abundant biome types in the Control case were temperate xerophytic shrubland (174 of 718 grid points, or 24.2%), cool mixed forest (145, or 20.2%), and desert (136, or 18.9%). Cool mixed forest was the most sensitive of these three types, as well as one of the most sensitive overall, essentially disappearing from the domain in all three cases. Temperate xerophytic shrubland showed high sensitivity in both the CO 2 -Alone and ClimateAlone cases, and very high sensitivity in the CO 2 + Climate case. In all three experimental cases, this sensitivity was due both to the replacement and expansion of temperate xerophytic shrubland throughout the domain. Last, the desert biome type showed marked stability under all experimental conditions. Desert sensitivity between the control and experimental cases was low for all three of the experimental prescriptions, with the kappa scores very close for all three (CO 2 -Alone = 0.81, Climate-Alone = 0.78, CO 2 + Climate = 0.80). The high kappa scores imply low sensitivity of desert in the western United States to elevated atmospheric CO 2 concentrations. While some desert was replaced in all three cases, the areas of desert in the Control case, centered in the Southwest and Great Basin, remained essentially intact. This simulated stability could occur if increased water-use efficiency from elevated CO 2 was insufficient to overcome the lack of effective moisture in those areas of the domain. Soil conditions could also be a factor in maintaining the stability of desert vegetation where existing soil conditions are unsuitable for the establishment of other vegetation types.
[45] Examining the simulated changes for the vegetation types that cover the largest areas of the domain in conjunction with the vegetation types simulated to be the most sensitive clarifies whether the potential regional impacts of global change will be due to the contraction or expansion of prominent vegetation types. In this instance, within a single experimental domain, one prominent biome type disappeared almost entirely (cool mixed forest), one maintained essentially the same distribution (desert), and one contracted in some areas, expanded in some, and maintained its range in others (temperate xerophytic shrubland). The high overall vegetation sensitivity to elevated atmospheric CO 2 levels was thereby due in large part to the simulated sensitivity of two of the region's most prominent biome types, but was also mitigated by the stability of the third. Taken together, these results suggest that the potential impacts of anthropogenic global environmental change will be highly variable even at the subregional scale, as conditions become less hospitable for particular vegetation types in some areas, more hospitable in others, and in some areas do not change at all. The effects of global change must therefore be studied and considered at global, regional, and local scales, with an emphasis not only on how environmental conditions will change, but also on how existing ecosystems will respond to those changes.
Conclusions
[46] Anthropogenic elevation of atmospheric CO 2 levels will affect global and regional vegetation distribution through the combined effects of the direct physiological effects of CO 2 and the indirect effects of CO 2 -induced climate change, with topographically diverse regions expected to be particularly vulnerable. We used an equilibrium vegetation model driven by a high-resolution regional climate model to test the sensitivity of vegetation in a topographically complex region to the direct, indirect, and combined effects of doubled preindustrial atmospheric CO 2 concentrations, quantifying these sensitivities with the kappa statistic. Vegetation in the western United States was sensitive to changes in atmospheric CO 2 concentrations, with more woody biome types replacing less woody types throughout the domain when only atmospheric CO 2 concentrations were changed in the CO 2 -Alone experiment. Vegetation was also sensitive to indirect climatic effects, particularly at high elevations, due both to warming throughout the domain and to decreased precipitation in key mountain regions such as the Sierra Nevada and the Blue Mountains of Oregon. However, these patterns changed when the two prescriptions were used in combination, creating sensitivities not seen in either of the individual cases and indicating that climatic and non-climatic effects must be considered in tandem when assessing the potential impacts of elevated CO 2 levels on vegetation.
[47] Furthermore, the fact that mountainous areas of the domain showed particular vegetation sensitivity to CO 2 -induced climate change highlights the importance of generating future climate scenarios with high-resolution climate models when testing ecological sensitivity in topographically complex regions. Because this is the first attempt at such an assessment using an equilibrium vegetation model coupled to a regional climate model, further work is necessary. First, the techniques for making such assessments must be further developed, including the development of finer-scale vegetation modeling techniques and the further incorporation of complex ecological processes into vegetation models. Second, further work is needed to quantify potential biophysical feedbacks between CO 2 -induced vegetation change and the regional climate system. These and other efforts will help to assess the variable impacts of global change on particularly vulnerable regions. The results presented here represent an important step in assessing quantitatively the potential impacts of global anthropogenic CO 2 emissions on vegetation distribution in topographically, climatically, and ecologically complex regions. 
