ABSTRACT Crowd counting is a challenging task due to the influence of various factors, such as scene transformation, complex crowd distribution, uneven illumination, and occlusion. To overcome such problems, scale-adaptive convolutional neural network (SaCNN) used a convolutional neural network to obtain high-quality crowd density map estimation and integrate the density map to get the estimated headcount. To obtain better performance on crowd counting, an improved crowd counting method based on SaCNN was proposed in this paper. The spread parameter, i.e., the standard variance, of geometry-adaptive Gaussian kernel used in SaCNN was optimized to generate a higher quality ground truth density map for training. The absolute count loss with weight 4e-5 was used to jointly optimize with the density map loss to improve the network generalization ability for crowd scenes with few pedestrians. Also, a random cropping method was applied to improve the diversity of training samples to enhance network generalization ability. The experimental results upon ShanghaiTech public dataset showed that the proposed method can obtain more accurate and more robust results on crowd counting than those of SaCNN.
I. INTRODUCTION
Crowd counting aims to estimate the number of pedestrians in a crowd scene while obtaining the crowd density. The crowd would be out of control easily when the crowd density exceeds a certain threshold [1] and public security would be threatened seriously. Therefore, research on crowd counting is significant for the security domain and is widely used in the video monitoring, traffic monitoring, urban planning and construction. It is also a component of object segmentation [2] , [3] , the behavior analysis [4] , [5] , object tracking [6] , [7] , the scene perceiving [8] , [9] , anomaly detection [10] , [11] , and other related tasks. It could be the basis of high-level cognitive ability [12] . As other computer vision problems, crowd counting faces many challenges, such as occlusion, uneven population distribution, uneven illumination, scale and perspective changes, and complex scene changes. The complexity of the task and its practical
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significance have attracted more and more attention from researchers. In addition, the crowd counting methods can be easily transferred to other tasks of computer vision, such as cell counting under the microscope [13] , [14] , vehicle counting [15] , and environmental investigation [16] .
Compared with the detection-based methods for crowd counting, which usually use the sliding window to detect each pedestrian and count the number of pedestrian [17] , [18] , the regression-based methods are popular and well performed for crowd counting on high-density crowd and severe occlusion scenes [19] - [21] . For the regressionbased methods, the incipient researchers proposed to learn the direct mapping between low-level features and the crowd count extracted from local image blocks [19] , [20] . However, such direct regression-based crowd counting methods ignored the important spatial information. In 2010, Lempitsky and Zisserman [19] proposed to learn the linear mapping between local features of image blocks and their corresponding density maps, which included spatial information. Then, the total number of objects in the region could be obtained by integrating any area in the density map. In 2015, Pham et al. [20] proposed to learn the nonlinear mapping between local features of image blocks and density maps. In 2016, Wang and Zou [14] proposed a fast density estimation method based on subspace learning for the inefficient computational complexity of the existing crowd density estimation methods. In the same year, inspired by high-dimensional features in other research fields, such as face recognition, Xu and Qiu [21] , proposed a method to improve the performance of crowd count estimation by using more abundant feature sets. The random forest was adopted as the regression model since the incipient Gaussian process regression or ridge regression was too complex to deal with high-dimensional features.
In recent years, convolutional neural network has achieved great success in many computer vision tasks, which inspired researchers to use convolutional neural network to learn nonlinear functions from crowd images to its density maps or corresponding counts. In 2015, Wang et al. [22] firstly applied convolutional neural network to the crowd counting task by using Alexnet architecture [23] . The full connection layer of 4,096 neurons was replaced by the layer with only one neuron to estimate the number of pedestrians in the crowd image. However, this method can only be used for crowd count estimation, and the density distribution information of the image cannot be obtained. Fu et al. [24] proposed to divide the crowd density into five grades: super high density, high density, medium density, low density and very low density. They estimated the density level of the crowd by referring to the multi-scale convolutional neural network proposed by Sermanet et al. [25] , [26] . Zhang et al. [27] believed that the performance of the existing methods decreases sharply when they were applied to new scenes different from the training dataset. In order to overcome this problem, a data-driven method was proposed to fine-tune the pre-trained CNN model with the training data to adapt to the unknown application scenarios. However, this method is largely dependent on accurate perspectives and requires a large amount of training data. In 2016, Zhang et al. [28] proposed a multi-column CNN (MCNN) by constructing a network which contained three columns with filters of different size (large, medium and small). It is adaptive to the changes caused by the image resolution, perspective or pedestrian head size. However, it is difficult for network training due to cumbersome training process and too many parameters. In 2017, Sam et al. [29] proposed a Switching CNN, which trained the returnees by using a particular set of image patches of training data according to different crowd density in the image. Zhang and Shi [30] proposed scale-adaptive CNN (SaCNN) to estimate the crowd density map and integrate the density map to get an estimated head count, which got state-of-theart performance for crowd counting in 2017. In SaCNN, the geometry-adaptive Gaussian kernel was optimized to generate high-quality ground truth density map for training. Also, the density map and relative crowd count loss functions were used for joint optimization.
To obtain better performance on crowd counting, an improved crowd counting method based on SaCNN was proposed in this paper. The spread parameter, i.e., the standard variance, of geometry-adaptive Gaussian kernel was optimized to generate higher-quality ground truth density map. An absolute count loss with weight 4e-5 was used to jointly optimize with density map loss to improve the network generalization ability on crowd scenes with few pedestrians. Also, the original images were cropped to images of 256×256 randomly to improve the diversity of training samples, which may enhance the network generalization ability.
In general, the main contributions of our work include:
(1) By analyzing the parameter setting used in SaCNN for head size estimation with geometry-adaptive Gaussian kernel, it was found that the head size estimation resulted in lager error on relatively sparse scene, which may influence the quality of ground truth density map and reduce the accuracy of crowd counting. Therefore, the standard variance of geometry-adaptive Gaussian kernel was optimized to obtain more accurate head size estimation as well as higher quality ground truth density map.
(2) The absolute count loss function was used to jointly optimize with density map loss to improve the network generalization ability on crowd scenes with few pedestrians.
(3) The experiments conducted on ShanghaiTech public dataset demonstrated that our improved SaCNN achieved superior performance to the original SaCNN.
This paper is organized as follows. In Section II, SaCNN is introduced in detail. Section III presents the improved SaCNN for crowd counting, while Section IV performs the experiments and analyzes the results. The final conclusions are presented in Section V.
II. INTRODUCTION ON SACNN
In SaCNN [30] , the crowd image was mapped to the corresponding density map and then the density map was integrated to obtain the crowd count. In this section, SaCNN was introduced in detail, including generation of the ground truth density map, the architecture and implementation.
A. GENERATION OF THE GROUND TRUTH DENSITY MAP
In SaCNN, a geometry-adaptive Gaussian kernel was used to generate the high-quality ground truth density map for training.
Suppose there is a pedestrian head at the pixel x i , represented by a delta function δ(x − x i ). The delta function should be converted into a continuous density function with Gaussian kernel G σ for network training. Considering the perspective transformation in the scenes, the head sizes are inconsistent. The average distance of the head from its k neighbors was used to estimate of the geometric distortion to obtain high-quality density map. For a given head coordinatex i , the distances from k nearest neighbors are
Therefore, the continuous density function with geometry-adaptive Gaussian kernel can be represented as:
where N represents the total head count in a crowd image and the spread parameter σ i represents the standard variance of geometry-adaptive Gaussian kernel, which depends on the average distance from the k (In Ref. 28 , k was set to be 2) nearest neighbors of each head coordinate and the coefficient β (In Ref. 28 , it was set to be 0.3).
Also, for a crowd scene with relatively sparse crowd distribution, the distance between some pedestrians and other pedestrians is far, which leads to large error. Therefore, the size of the head (the kernel size of Gaussian kernel) needs to be limited within 100 pixels for each pedestrian (when
B. ARCHITECTURE
The architecture of SaCNN is shown in Fig. 1 , which includes the network and the loss functions. The network of SaCNN was designed by referring to VGG [31] . The first 5 sets of convolutional blocks in VGG were retained, and the downsampling coefficient was 8. In order to fuse the feature maps of conv5 3 and conv6 1 , the step size of pool 5 was set to be 1 and a deconvolution operation was adopted to upsample the fusing features to 1/8 of the original image. Then, cross-layer fusion of Conv4 3 and the deconvolution feature maps were used. The number of feature maps were gradually reduced by the Conv7 1 and Conv7 2 convolutional layers. Finally, a convolutional layer with 1 × 1 filter was used to obtain the density map, which may be integrated to obtain the head count estimation.
A density map loss function and a relative count loss function were used to jointly train network in SaCNN.
The density map loss function is represented as:
where θ is the set of parameters to be learned in the network, M is the total number of training images, X i is the input image, and D i is the corresponding ground truth density map.
The Euclidean distance is applied to each pixel, and then accumulated.
The relative count loss function was used to obtain a high quality crowd density distribution for accurate crowd counting, which can be represented as:
where F y (X i ; θ) is the estimated head count obtained by integrating, and Y i is the ground truth head count.
C. IMPLEMENTATION
In SaCNN, for original training dataset, a random crop method was used to crop 9 patches from each image to augment training images. Each patch was 1/4 size of the original image. The stochastic gradient descent (SGD) optimizer was used for training. The learning rate started from 1e-6 and decays to 1e-8 with multistep policy. Momentum was 0.9 and batch size was 1.
III. THE IMPROVED SACNN FOR CROWD COUNTING
The method proposed in this paper was based on SaCNN, while the parameter setting of geometry-adaptive Gaussian kernel, the loss functions and the implementation were improved. In this section, the improvements will be introduced in detail.
A. GENERATION OF GROUND TRUTH DENSITY MAP OF THE IMPROVED SACNN
The quality of ground truth density map is significant for CNN-based method to train the model such as SaCNN. The geometry-adaptive Gaussian kernel of generating ground truth density map for training in SaCNN is efficient. However, both of the kernel sizes, which represent the estimated size of head, and the spread parameter setting, which determines the precision of the estimated size of head, may affect the quality of ground truth density map. By analyzing the parameter setting of geometry-adaptive Gaussian kernel in SaCNN for generating ground truth density map, we found that the average distance from the k nearest neighbors to estimate the head size for each pedestrian VOLUME 7, 2019 was not suitable for sparse crowd scene, even though the head size was limited within 100 pixels. As shown in Fig. 2 (the bounding boxes represented the estimated head sizes), the estimated head size in dense crowd sense was proper. For example, for small head size due to perspective transformation, the average distance from the k nearest neighbors was also small. However, it is not suitable for sparse crowd scene. As shown in Fig. 3 (the bounding boxes represented the estimated head sizes), the estimated head size was slightly bigger which caused a fairly bigger error between the estimation and the ground truth, and further affected the quality of the generated ground truth density map.
Therefore, we tried to optimize the maximum limitation of the size of head (that is, the limitation of d i ) and the spread parameter σ (standard variance) of the Gaussian kernel for estimating the size of head. Unfortunately, with experiments, we did not find another proper setting for the limitation of d i .
However, a proper setting of the spread parameter σ of the Gaussian kernel was found. The spread parameter σ describes the dispersion degree of the Gaussian probability distribution. With larger value of σ , the distribution is more dispersed, while with the smaller value of σ , the distribution is more concentrated. Thus, the value of σ should be optimized to be smaller properly to make the probability distribution more concentrated in the central region. As shown in Eq. 1, σ depends on both the coefficient β and d i . According to our experiments, by setting the maximum limitation of d i to be identical to that of SaCNN, while setting the coefficient β to be 0.12, the best performance would be achieved. Fig. 4 showed the architecture used in this paper. Comparing our architecture with that of SaCNN in Fig. 1 , it can be seen that: (1) The same network is used in the two architectures; (2) Both of the density map loss function and the count loss function are used in the two architectures to optimize the network; (3) However, the count loss functions used the SaCNN architecture and our improved SaCNN are different. The head count loss function used in SaCNN is relative count loss function as Eq. 3 shown, while the head count loss function used in our improved SaCNN is absolute count loss, which is represented as Eq. 4. where F y (X i ; θ) is the estimated head count obtained by integrating, and Y i is the ground truth head count. By using absolute count loss with weight 4e-5 instead of relative count loss, and combining it with the density map loss for joint training, the network generalization ability on crowd scenes with few pedestrians was improved.
B. ARCHITECTURE OF THE IMPROVED SACNN
L Y (θ) = 1 M M i=1 F y (X i ; θ) − Y i 2 (4)
C. IMPLEMENTATION OF THE IMPROVED SACNN
In order to improve the diversity of training samples to enhance the network generalization ability, a random crop method was used to crop the patch from original training dataset image for each iteration during training. Since the height and width of the input image should be multiple of 8, the cropped image block size was fixed to 256 × 256, while the cropping position was random. The momentum optimizer was used for training. The initial learning rate was set to be 1e-5 and momentum was set to be 0.9. The learning rate started from 1e-5 and decayed to 1e-8 with uniform equal interval change policy. The momentum and bath size followed as those in SaCNN.
IV. EXPERIMENTS
The implementation of experiments was based on the Caffe framework provided by the Berkeley Center for Vision and Learning (BCVL). The computer used for experiments was with Intel (R) Xeon CPU E5-2683 v3 @ 2.00Ghz, while the GPU was NVIDIA TESLA K80. The experimental platform was equipped with 64-bit ubuntu14.04, Anaconda3.4, CUDA Toolkit8.0 and Opencv2.7.0.
A. DATASET
The experiments were conducted on the challenging ShanghaiTech dataset [14] , which not only has different density levels, but also has different complex scenes, such as different scales and different perspective distortions. The ShanghaiTech dataset consists of two parts: Part A and Part B, totally including 1,198 images and 330,165 labeled heads. Part A includes 482 images randomly selected from the Internet. The images in Part B were taken from street photographs in Shanghai. Compared with Part B, Part A includes the images with higher density. In our experiments, both of these two parts were divided into the training set and the test set. 300 and 182 images in Part A were used for training and testing, respectively, while 400 and 316 images in Part B were used for training and testing, respectively.
B. EVALUATION METRICS
The mean absolute error (MAE) and mean square error (MSE) were used to evaluate the performance on crowd counting [26] - [28] . MAE reflects the accuracy of the prediction and MSE reflects the robustness of the prediction. The definitions are as follows: where M is the number of test images, z i andẑ i represent the ground truth head count and the estimated head count in the ith image, respectively. With smaller values of MAE and MSE, the performance will be better.
C. RESULTS AND ANALYSIS
The proposed method was compared with MCNN [28] , Switching-CNN [29] and SaCNN [30] . The experimental results were shown in Table 2 . According to while MAE and MSE are only 11.03 and 18.55 for Part B, respectively. All of the results of our improved SaCNN are better than the compared methods, which indicates that our improved SaCNN is better for estimation accuracy and has stronger robustness. Fig. 5 shows the ground truth head count and the estimated head count of 182 test images for Part A. Fig. 6 shows the ground truth head count and the estimated head count of 316 test images for Part B. The line charts with data markers were used to show the result for each test image which were sorted in ascending order according to the values of ground truth. Among them, the blue line marked with diamond represents the ground truth head count; the orange line marked with square represents the estimated head count; the gray line marked with triangle represents the deviation between estimated head count and ground truth head count. It can be seen from Fig. 5 and Fig. 6 that our method can be adaptive to different density levels effectively, and the estimation results of most images are accurate.
However, further analysis on the results for Part A and Part B (refer to Fig. 5 and Fig. 6) shows that, large estimation errors are more likely to occur for high density crowd images. When the number of pedestrians exceeds about 600, the estimation performance of the model will decrease and result in a large error. Also, the estimated head count is often lower than the ground truth. We analyzed it and found that the different density levels (a large number of training image samples at low density level, while a few training image samples at high density level) in training set of Part A make the testing results tend to be at low density level, which could be served as one of our future work to improve the performance on crowd counting. Fig.7 and Fig. 8 showed some experimental results on the testing set of Part A and Part B, which include the test image, ground truth density map/ground truth head count and estimated density map/estimated head count, respectively. It can be seen from the ground truth density map and estimated density map that our method can well indicate the crowd distribution in the image whether it is a dense scene or a relatively sparse scene, while the estimated head count is very close to the ground truth head count.
V. CONCLUSIONS
In this paper, an improved crowd counting method based on scale-adaptive convolutional neural network (SaCNN) was proposed to solve the crowd counting and density estimation problems in dense scenes. Based on the research and analysis of SaCNN, its data preprocessing, the loss function and other aspects were optimized to obtain better performance on crowd counting. The parameter settings of geometryadaptive Gaussian kernel were optimized to generate the higher-quality ground truth density map, which was used to estimate the crowd count. The training images were cropped randomly during each iteration to improve the diversity of training samples. An absolute count loss with weight 4e-5 was used to jointly optimize with density map loss to improve the network generalization ability on crowd scenes with few pedestrians. Experimental results showed that the method proposed in this paper can be adaptive to different scenes and crowd density levels, and showed better crowd counting accuracy and robustness.
Based on the analysis of the existing methods and our experimental results, we believe that: (1) The method of dense connection to enhance the reusability and propagation of lowlevel features is beneficial to further improve the accuracy of crowd counting and density estimation; (2) The proper setting for the maximum limitation of the size of the head, which is used in the generation of ground truth density map, will be helpful to generate a high-quality density map; (3) The image semantic segmentation and high resolution reconstruction work will be feasible ways for crows counting, such as using dilated convolutional operation to increase receptive field without pooling; (4) Training on a dataset with more images may obtain better results. All of these will be the focuses of our future work. 
