Introduction
The equivalence (Cartier duality) between the category of topologically flat formal k-groups and the category of flat bialgebras has been treated as a duality of continuous vector spaces (of functions) [G, Exposé VII B by P. Gabriel, 2.2.1] . This is owing to the fact that the reflexivity of vector spaces of infinite dimension does not hold if one does not provide them with a certain topology and does not consider the continuous dual. In this paper we obtain this duality without providing the vector spaces of functions with a topology.
Let R be a commutative ring with unit. It is natural to consider R-modules as R-module functors in the following way: if M is an R-module, let M be the Rmodule functor defined by M(S) := M ⊗ R S for every R-algebra S which belongs to the category C R of R-algebras. Now, if M is a functor of R-modules, its dual M * can be defined in a natural way as the functor of R-modules defined M * (S) := Hom S (M |S , S) . In this work we will prove that the functor defined by an R-module is reflexive: M ∼ → M * * , even in the case of R being a ring. We call the functors M * R-module schemes and if they are R-algebra functors too, we will say they are R-algebra schemes. In section 2 we study and characterize the vector space schemes (2.3, 2.17) and we characterize when the module scheme closure of an R-module functor M is equal to M * * (2.8, 2.9). P. Gabriel [G, Exposé VII B , 1.3.5] proved that the category of topologically flat formal R-varieties is equivalent to to the category of flat cocommutative Rcoalgebras, where R is a pseudocompact ring. We prove (4.2) that the category of R-algebra schemes is equivalent to the category of R-coalgebras, where R is a ring.
From this perspective, on the theory of algebraic groups and their representations R-module schemes appear in a necessary way, as also do R-algebra schemes as linear envelopes of groups. Let G = Spec A be an R-group and let G · be the functor of points of G, i.e., G · (S) = Hom R−sch (Spec S, G) for all S ∈ C R , and let RG · be the "linear envelope of G · " (see section 3). We prove that the R-algebra scheme closure of RG · is the R-algebra scheme A * (3.3, 5.4) and the category of G-modules is equal to the category of A * -modules (5.5). So, the theory of linear representations of a group G = Spec A is a particular case of the theory of A * -modules (5. 7, 5.8, 6.4, etc) . Moreover, there is a bijective correspondence between the R-rational points of A * and the multiplicative characters of G (5.6). When R is an algebraically closed field and G is smooth we prove that the completion of RG · by its ideal functors of finite codimension is also A * (3.5, 5.9).
Definition 1.5. Given a commutative R-algebra A, we define the functor (Spec A)
· to be (Spec A) · (S) = Hom R−alg (A, S) for each commutative R-algebra S. This functor will be called the functor of points of Spec A.
By Yoneda's lemma (see [E, Appendix A5.3] ), Hom func ((Spec A) · , M) = M(A).
Given an R-module M , we will denote by S · R M the symmetric algebra of M . Let us recall the next well-known lemma (see [D, II, §1, 2.1] or [G, If a morphism M * → M * is surjective then the associated morphism M → M is injective and it has a retraction. Let us consider the R-algebra S := R ⊕ M , where e 1 · e 2 = 0 for all e 1 , e 2 ∈ M . Let w ∈ M * (S) = Hom R (M, S) be defined by w(e) := e. Then, there exists a w ∈ Hom R (M , S) such that w (e) = e for all e ∈ M . If π : S → M is the natural projection, then π • w is a retraction of the morphism M → M .
Let us recall the Formula of adjoint functors.
Definition 1.14. Let us consider the inclusion of categories
Let us give a direct proof of the following theorem, although it can be obtained from [B, 8.4,8.5 ] after many precisions and complicated technical terms. Theorem 1.15 (Formula of adjoint functors). Let M be an R-module functor and let N be an S-module functor. Then it holds that
By composition with the morphisms N(S ⊗ S ) → N(S ), we have the morphisms w S : M(S ) → N(S ), which in their turn define w ∈ Hom S (i * M, N). Now we shall show that w → φ and φ → w are mutually inverse. Given w ∈ Hom S (i * M, N) we have φ ∈ Hom R (M, i * N). Let us prove that the latter defines w again. We have the following diagram, where S is an S-algebra,
The composite morphism p • w S⊗S • i = p • φ S is that assigned to φ, and coincides with w S since the whole diagram is commutative.
Given φ ∈ Hom R (M, i * N) we have w ∈ Hom S (i * M, N). Let us see that the latter defines φ. We have the following diagram, where R is an R-algebra,
The composite morphism w S⊗R •r assigned to w agrees with φ R , since p•j = Id and the whole diagram is commutative.
For simplicity of notation, given a functor M we will sometimes write w ∈ M instead of w ∈ M(S). 
The aim is to prove that this morphism is injective and its image is ⊕ i Hom K (M i , M) .
Then there exists a K-algebra S and elements f i ∈ M i (S) such that w((f i ) i ) = 0, and composing with the morphisms φ :
To prove that Imj M) , because in that case we will have
we have to prove that there exists at most a finite subset of indices i such that w |M i = 0. Let us suppose that this is not true, i.e., that there exists a set of indices i n , where n ∈ N, and K- 
It is easy to see that w(m r ) = h r (w(m i r )) = 0. Therefore, we get a linear formw : 
2. Characterizations of vector space schemes.
Let R be a commutative ring with unit and let K be a commutative field. 
Proof. From the adjoint functor formula, given a commutative K-algebra S, we have that
However, S = ⊕ i∈I K and the property that M satisfies by hypothesis means that
We can now rephrase this result in terms of direct limits. The definition that we work with is taken from [E, Appendix 6] . 
Definition 2.4. Given an R-module functor M, we shall say thatM is the Rmodule scheme closure of M ifM is an R-module scheme and
AsM is defined to be the representant on the category of R-module schemes of the functor Hom R (M, −) it is unique up to isomorphisms, and there exists a canonical morphism M →M corresponding to the identity morphismM →M .
Lemma 2.6. Let M, N be functors of R-modules. Then
Proof.
Unfortunately, the R-module scheme closure of an R-module functor M is not stable under base change.
Proposition 2.9. The R-module scheme closure of an R-module functor M is stable under base change if and only if M * is a quasi-coherent R-module.
n , which in particular is a quasi-coherent R-module:
If we denote by⊗ the tensorial product in the category of R-module schemes then M *
Moreover,⊗ commutes with inverse limits:
Henceforward, we shall only work with functors of K-vector spaces.
Proposition 2.11. The morphism M → M * * is injective if and only if the morphism M →M is injective.
Proof. Let us prove the necessary condition. Given
. Given a commutative S-algebra T , if one writes T = ⊕K · e i , one notices that
* * is injective, this means that s = 0, i.e., the morphism M →M is injective.
For the sufficient condition, we consider the morphism
Lastly, we will show another characterization of K-vector space schemes by means of complete reflexive functors. First, we need some technical results before Definition 2.14.
Proposition 2.12.
(
is injective if and only if the morphism
M * → M(K) * is injective. (2) The morphism M * (K) → M(K) *
is injective if and only if for every quasicoherent vector space V the image of any
Inversely, let V be the image of the morphism M(K) → V and consider
Corollary 2.13. Let M be a reflexive functor and let V be a K-vector space. Then the image of any
Then by Proposition 2.12 the proof is complete.
Definition 2.14. Given a K-vector space functor M such that the image of any
The direct limit of quasi-coherent vector spaces, in the category of K-vector space functors, is a quasi-coherent vector space. Therefore, the inverse limit of K-vector space schemes is a K-vector space scheme. HenceM is a K-vector space scheme, namely,M := (lim
Proof. By the reflexivity theorem, the coherent cokernels of V * correspond to the subspaces V ⊂ V of finite dimension. Hence, Proof. First, let us suppose that V is a finite-dimensional space. Observe that the dual of an inverse limit of K-vector space schemes is equal to the direct limit of the quasi-coherent dual vector spaces, (lim 
It is clear that for every R-module functor M it holds that
Since every morphism of R-algebras A → S is in particular R-linear, we have a morphism of functors φ : X · → A * , where the morphism between schemes is given by the natural epimorphism of R-algebras S
Hence, RX · * = A and taking duals A * = RX · * * 2.8
= RX · . 
Theorem 3.4. If X = Spec A is an R-scheme and M is a reflexive R-module functor, then the morphism
Proof. Firstly, we have
which is the isomorphism to compose with φ. Secondly, since A = ⊕R ⊆ R we get
Theorem 3.5. Let us suppose that the only function a ∈ A of the K-scheme X = Spec A that is null on every K-rational point is the zero function a = 0. Then, it holds that KX · = A * .
Proof. By hypothesis the morphism KX
* is injective, hence we are under the hypothesis of Definition 2.14 and Proposition 2.12. Therefore, by Proposition 2.16
Maybe it is more natural the definition
Proposition 3.6. It holds
(1) It is a consequence of the equalities
(2),(3) They are consequences of (1). 
Proof. Observe that Hom
Giving an R-algebra functor structure on a scheme A * is equivalent to giving the morphism of multiplication A * ⊗ A * → A * and the unit R → A * , so that the diagrams that state distributive, associative and the like properties are commutative. This is equivalent to giving morphisms A → A ⊗ A, A → R which endow A with a coalgebra structure with counit.
Notation 4.3. From now on, in this and next sections, A
* denotes an R-algebra scheme.
Definition 4.4. Let M be an R-module functor and let A be an R-algebra functor. We say that M is an A-module if there exists a morphism of R-algebra functors A → End R (M) .
We will say that an R-module M is an A-module if M is an A-module.
Giving a structure of A * -module on M is equivalent to the existence of a morphism A * ⊗ M → M verifying the obvious properties, which is equivalent to the existence of a morphism M → A ⊗ M verifying the obvious properties, since
By these equivalences, if we have the morphism
If w is the general linear form, i.e.,
If A * is an algebra scheme, then A is in a natural way a right and left A * -module as it follows:
where a ∈ A, w, w ∈ A * . We shall say that A is the regular A * -module. Given an R-submodule M ⊂ M we will say that M → M is a cuasicoherent submodule. Proof. Given a finitely generated
, is an A * -submodule (respectively a right and left A * -submodule) of M that is a finitely generated R-module. Proof. A is a direct limit of its finitely generated R-submodules M i ⊂ A. Then by Proposition 4.7 it is a direct limit of its right and left A * -submodules N i that are finitely generated R-modules.
Remark 4.8. In particular, an A * -module M is a K-vector space of finite dimension if and only if is a finitely-generated
The kernels of the morphisms A * → N * i are bilateral ideal schemes
and it is a finite R-algebra, by Lemma 4.5. Dually, we obtain the morphisms N i → B * i → A. Taking direct limit we obtain the sequence A → lim
Hence, lim
5. Closure of an algebra functor. 
Proof. By Lemma 2.6, Example 2.10 and Proposition 2.8 it holds for every Rmodule functor
If we consider N 1 =M, it follows easily that the structure of algebra of M define a structure of algebra onM. Finally, if we consider N 1 = N, we see at once that
Remark 5.4. In particular, 
In this section, from now on, A will be an algebra functor such that the image of any K-linear morphism A → V is a quasi-coherent subspace of V, for example, if A is a reflexive K-vector space functor. First let us suppose that B * is a finite K-algebra scheme. Every morphism of K-algebra functors A → B * has as kernel an I i , then it factors through A/I i , then through A . Inversely, let us see that every morphism A → B * factors through A/I i :
where * = holds because B is a finite-dimensional K-vector space.
In the general case, Proof.
(1) If I i → A is a bilateral ideal functor such that A/I i is a coherent K-vector space, then the epimorphism A → A/I i factors throughÃ and hence the morphismÃ → A/I i is surjective. IfĨ i →Ã is a bilateral ideal functor such thatÃ/Ĩ i is a coherent Kvector space, then the image of the morphism A →Ã/Ĩ i is an algebra scheme, therefore the induced morphismÃ →Ã/Ĩ i values on that image. In conclusion, the morphism A →Ã/Ĩ i is surjective. Now (1) follows easily. (2) By the last argument, the composite morphismĀ →Ã →Ã/Ĩ i is surjective.
The inverse limit of such surjections is surjective, because dually the direct limit of injections of quasi-coherent vector spaces is an injection. Then the morphismĀ →Ã is surjective.
Theorem 5.11. Let A be a K-algebra functor such thatĀ is a K-algebra functor and A →Ā is a morphism of K-algebra functors. ThenĀ =Ã.
Proof. The morphism of K-algebra functors A →Ā factors through a morphism i :Ã →Ā. The morphism of K-algebra functors A →Ã is a K-linear morphism, then it factors through a morphism j :Ā →Ã. As i • j :Ā →Ā is the identity morphism on A, i • j = Id. Then the morphism j is injective and, since it is surjective by the previous proposition, this proves thatĀ =Ã. 
for every coalgebra B.
Given a commutative K-algebra A and a closed point x ∈ Spec A, if we consider it as an ideal of A we will write m x for it. 
Proof.
(1) If A/I is a finite K-algebra, then Spec(A/I) correspond to a finite number of closed points of Spec A, {x 1 , . . . , x n }, and there exists an m ∈ N such that (m 
is an A * -submodule of M * and to take the module scheme closure is stable under base change, i.e., given a morphism of rings
(1) The image of the morphism of A * -modules I * 
is an A * -module and the module scheme closure is stable under base change. is an epimorphism, then there exist isomorphisms φ j : Proof. The maximal semisimple submodule is the sum of every semisimple submodule. As well there exist simple submodules, since given 0 = e ∈ V , this e is contained in a finite-dimensional A * -module, which contains simple A * -submodules. 
or equivalently,
Proposition 6.13. Let V be an A * -module and let I * be the radical of A * . Let V 1 be the maximal semisimple submodule of V , then
Proof. By base change it is enough to prove that
for every w ∈ V * and i ∈ I * , it follows that e ∈ V holds that e(V * · I * ) = 0 if and only if e ∈ V 1 .
The functor F (V ) := V 1 from the category of A * -modules to the category of A *
M -modules is a left exact functor represented by
. Inductively we deduce that
Again, as in Proposition 6.13, we obtain that 
Proposition 6.15. Let V be an A * -module. Then Proof. In the natural chain
is an equality when V n = V by Proposition 6.9. Because V is of finite dimension the equality V = V n must be true for some n ∈ N. Therefore I * n · V = 0. 
(1) Every e ∈ V is included in a finite-dimensional A * -submodule V of V . Therefore, there exists a n ∈ N such that I * n e = 0. Then V = lim (
taking duals and remembering that
2) (1) must be applied to the cokernels. (3) If the morphism G I * V * → G I * V * is an isomorphism, then so is the morphism between the completions, which coincide with the vector space schemes themselves by Theorem 6.17 (2).
If V is an A * -module of finite dimension we define the character associated to
where h w is the homotethy on V of factor w ∈ A * and tr h w is the trace of such linear endomorphism. But the trace of h w : V → V is the same as the trace of the K) . It is also easy to prove that subschemes and quotients of a basic algebra scheme (respectively local and basic) are basic (respectively local and basic).
Corollary 6.25. Subgroups, quotients, direct products of triangulable (respectively unipotent) groups are triangulable (respectively unipotent) groups.
We shall say that X ⊂ A * is a dense subset in A * if the minimum vector space subscheme of A * that contains X is A * . Dually, X is dense in A * if the only a ∈ A such that a(x) = 0 for all x ∈ X is a = 0. (1) If A * is local then x − χ(x) belongs to the kernel of χ, which is the radical of A * . Let us see the inverse. Let V be a simple A * -module and let φ : A * → End K (V) be the natural epimorphism. Given an x ∈ X, as x − χ(x) belongs to the radical of A * it holds that φ(x − χ(x)) is nilpotent, then χ V (x − χ(x)) = 0. Therefore χ V (x) = nχ(x), where n = dim K V . Then χ V = nχ because X is dense in A * . From here it follows that V = K and χ V = χ. In conclusion, A * is local. 
