Introduction
In this lecture note, we review reformulation of the bijection of Kerov-KirillovReshetikhin [KKR] (and extension due to [KR] , see also [KSS] ) φ : Paths −→ Rigged Configurations in terms of the crystal bases theory [K] and its application to the periodic box-ball systems following [S2] and [KS3] .
The bijection φ was originally introduced in order to show the so-called X = M formula (see [O, S4] for reviews) by using its statistic preserving property. Recently, another application of the bijection φ to the box-ball systems [TS, T] was found [KOSTY] . In this context, the bijection φ plays the role of the inverse scattering formalism [GGKM, AC] for the box-ball systems.
The original definition of the bijection φ is described by purely combinatorial language such as box adding or removing procedures. Purpose of this note is to clarify what the representation theoretic origin of the bijection φ is. Motivated by the connection with the box-ball systems, consider the following isomorphism under the affine combinatorial R:
where u l ∈ B l is the highest element and u ′ l ∈ B l , b k , b ′ k ∈ B λ k . This is nothing but time evolution of the box-ball systems [HHIKTT, FOY] . Then, E l here is related to shape of the rigged configuration (see Eq. (8)) and it is the conserved quantity of the box-ball systems introduced in [FOY] . By using this property, we introduce a table containing purely algebraic data (local energy distribution) from which we can read off which letter 2 of path belongs to which row of the rigged configuration. As the result, we can reconstruct the map φ by using purely representation theoretic procedure. Recently, the formalism is extended to general elements of tensor products of the Kirillov-Reshetikhin crystals of sl n type [S3] . Again, this is achieved by extension of Eq.(8) . This shows that the formalism here is quite natural.
The plan of this note is as follows. In Section 2, we prepare minimal foundations of crystal theory. In Section 3, we define the local energy distribution. In Section 4, we present our main result. In Section 5, we explain some of applications of our formalism for the box-ball system with periodic boundary condition [YT, YYT] along with review of the inverse scattering formalism for the periodic box-ball system [KTT] . In Appendix, we consider tensor product of highest paths in terms of the rigged configurations.
2 Combinatorial R and energy function Crystal. Let B k be the crystal of k-fold symmetric powers of the vector (or natural) representation of U q (sl 2 ). As the set, it is
We usually identify elements of B k as the semi-standard Young tableaux
i.e., the number of letters i contained in a tableau is x i . For example, the highest element u l ∈ B l is u l = (l, 0) = 111 · · · 1 . For two crystals B k and B l of U q (sl 2 ), one can define the tensor product
.e. a unique map which commutes with actions of the Kashiwara operatorsẽ i ,f i . We call this map combinatorial R and usually write the map R simply by ≃. We call elements of tensor product of crystals paths.
Affinization. Consider the affinization of the crystal B [KMN 2 ]. As the set, it is
Integers
we can lift the above definition of the combinatorial R as follows:
where
is the combinatorial R defined in the above.
Explicit expressions. There is piecewise linear formula to obtain the combinatorial R and the energy function [HHIKTT] . This is suitable for computer programming. For the affine combinatorial R :
where we have expressed x = (x 1 , x 2 ), y = (y 1 , y 2 ),x = (x 1 ,x 2 ) andỹ = (ỹ 1 ,ỹ 2 ). All indices i should be considered as i ∈ Z/2Z. There is another graphical method due to Nakayashiki-Yamada [NY] (see [S5] for generalizations). It is useful when we are going to prove mathematical statements.
Local energy distribution
We express the isomorphism a⊗b 1 ≃ b ′ 1 ⊗a ′ (with the energy function e 1 := H(a⊗b 1 )) by the following vertex diagram:
Definition 3.1 (1) For a given path
We define E 0,j = 0 for all 1 ≤ j ≤ L. We also use the notation E l := L j=1 E l,j which coincides with the conserved quantity in [FOY] .
Definition 3.3 The local energy distribution is a table containing (E l,j − E l−1,j = 0, 1) at the position (l, j), i.e., at the l th row and the j th column.
Results

Statement
be an arbitrary path. b can be highest weight or non-highest weight. Set N = E 1 (b). We determine the pair of numbers (µ 1 , r 1 ), (µ 2 , r 2 ), · · · , (µ N , r N ) by the following procedure from
Step 1 to Step 4. Then the resulting (λ, (µ, r)) coincides with the (unrestricted) rigged configuration φ(b).
1. Draw the local energy distribution for b.
2. Starting from the rightmost 1 in the l = 1 st row, pick one 1 from each successive row. The one in the (l + 1) th row must be weakly right of the one selected in the l th row. If there is no such 1 in the (l + 1) th row, the position of the lastly picked 1 is called (µ 1 , j 1 ). Change all selected 1 into 0.
Repeat
Step 2 for (N − 1) times to further determine (µ 2 , j 2 ), · · · , (µ N , j N ) thereby making all 1 into 0.
4. Determine r 1 , · · · , r N by
Sketch of proof. The key formula is
The rest is combinatorial arguments whose details we left to [S2] . In order to depict the rigged configurations, we usually use Young diagrammatic expression whose rows have lengths µ 1 , · · · , µ N , and we put integers r 1 , · · · , r N on the right of rows µ 1 , · · · , µ N , respectively. Integers r k are called riggings corresponding to µ k . The letters 1 in the local energy distribution precisely records combinatorial procedure of φ, i.e., letter 1 at l th row, k th column of the local energy distribution corresponds to box addition to l th column of some row of rigged configuration.
The groups µ i obtained here represent solitons (moving at velocity µ i with respect to T ∞ ) contained in a path. In fact, we have the following property [KOSTY] . 
Then, corresponding to T l (b), we have
For the proof, see Proposition 2.6 of [KOSTY] (see also Proposition 2.3 of [S2] ). with respect to rank of sl n and, owing to this property, it is substantially used in [KSY] . However, our formalism seems to have different origin from [S1] , since it can be generalized [S3] to wider class of representations
In this generalization, the procedure is done almost separately with respect to the rank.
Example
Consider the following path:
Corresponding to Step 1, the local energy distribution is given by the following table (j stands for column coordinate of the table).
1111 11 2 1122 1222 1 2 122
Step 2 and Step 3, letters 1 contained in the above table are found to be classified into 3 groups, as indicated in the following table.
From the above table, we see that the cardinalities of groups 1, 2 and 3 are 2, 1 and 6, respectively. Also, in the above table, positions of (µ 1 , j 1 ), (µ 2 , j 2 ) and (µ 3 , j 3 ) are indicated by asterisks. Their explicit locations are (µ 1 , j 1 ) = (2, 8), (µ 2 , j 2 ) = (1, 5) and (µ 3 , j 3 ) = (6, 8).
Now we evaluate riggings r i according to Eq.(7).
= (2 + 2 + 1 + 2 + 2 + 1 + 1) + 1 − 2(0 + 0 + 1 + 1 + 1 + 0 + 1 + 1) = 2,
= (4 + 2 + 1 + 4 + 4 + 1 + 1) + 2 − 2(0 + 0 + 1 + 2 + 3 + 0 + 1 + 2) = 1.
Therefore we obtain (µ 1 , r 1 ) = (2, 2), (µ 2 , r 2 ) = (1, 1) and (µ 3 , r 3 ) = (6, 1). This coincides with the calculation based on the original combinatorial definition of the map φ.
5 Application to periodic box-ball system
Definition
In this section, we consider application of Theorem 4.1 to the periodic box-ball system (pBBS). Many part of this section is contained in [KTT, KS1] . We exclusively treat sl 2 type path b of the form b ∈ B ⊗L 1 . The pBBS is the BBS with periodic boundary condition and its definition rely on the following fact.
Then we have
For the proof, see Proposition 2.1 of [KTT] and the comment following it. 
There are three solitons with amplitudes 3, 2 and 1 traveling to the right.
Basic procedures
In the rest of the note, we exclusively consider the path b ∈ B ⊗L 1 where number of 2 is equal to or less than that of 1 . The other case follows from this case by virtue of Proposition 2.3 of [KTT] . In order to analyze the pBBS by using Theorem 4.1, we follow the following procedures.
1. Instead of using u l , use v l of Eq.(12) to calculate the local energy distribution.
We express energy function appearing here asĒ l,j andĒ l = jĒ l,j . See the following diagram:
2. Pick one of the lowest 1. Pick 1 in lth row which is weakly left of the already selected 1 in (l+1)th row. If there is no such 1, return to the rightmost column and search 1. We can always find seam of a path due to the following simple property and Proposition A.2. The b + in this lemma can be used in Step 3 of the above procedure. Consider the path b ⊗n + and calculate the local energy distribution using u l (not v l ). Combining Eq.(13) and the argument used in Proposition A.2, we can show that the local energy distribution is n times repetition of that of b + . Proposition 5.6 For any l ∈ Z ≥1 , the action variable ofT l (b) is equal to that of b.
Action variables
Sketch of proof. Follows from the relationĒ
which is the consequence of the Yang-Baxter relation for the affine crystals. See Theorem 2.2 of [KTT] for more details. 
Definition of the angle variables
Notations
We fix some notations used in the following arguments. Let b + be a highest element of B ⊗L 1 and the corresponding rigged configuration be
Denote the multiplicity of k in (µ i ) N i=1 by m k , and the riggings corresponding to length k rows by J
Let the distinct lengths of rows of (µ i ) be k 1 < k 2 < · · · < k s . We denote the set of distinct lengths of rows of (µ i ) as H = {k 1 , . . . , k s }. Finally, we define the set of all possible riggings as follows:
We sometimes omit L of Rig L (µ) such as Rig(µ). Here integer p k is called the vacancy number defined by
In the present setting, we have 0 ≤ p ks < p k s−1 < · · · < p k 1 (positivity 0 ≤ p k i follows from the fact that b + is highest weight, and other inequalities < follow from the shape of the quantum space (1 L )).
Extension of riggings
First we give motivations for extension of riggings. From Proposition A.2, the rigged configuration corresponding to b ⊗n + have n × m k rows of length k, and the associated riggings takes the form
In view of this observation, we define extension of riggings
by the relation J
This ι(J) can be considered as an element of the following set
We also defineJ
Slide σ l and equivalence relation
On the extended riggings, we define the following important operations.
Definition 5.7 For l ∈ Z ≥1 , we define σ l :J k →J k by
We define abelian group A by
We call an element of A slide.
We naturally define σ l onJ by
Definition 5.8 We define equivalence relation ≃ between J, K ∈J by the following condition:
We have the following standard form with respect to the above ≃.
Proposition 5.9 For anyJ ∈J (µ), there exist d ∈ Z and J ∈ Rig(µ) such that J ≃ ι(J) + d.
Sketch of proof.
There is a general algorithm to derive the standard form. Basis of the algorithm is the relation p k i > 0 (2 ≤ i ≤ s). See Lemma 3.9 of [KTT] for more details.
Interpretation of σ l
By using Theorem 4.1, we can give interpretation of slide σ l in terms of the bijection φ. Suppose we have two expressions p =T
with highest paths p + and p ′ + . Let the rigged configuration corresponding to p + (resp. p
If the difference between p + and p ′ + is solitons of lengths l 1 , . . . , l s , then we have
Hence
This follows from direct calculation using Eq.(7).
Example 5.10 Consider the path p = 221221112221111 and p ′ = 111222111122122 (omitting ⊗ and frames of tableaux, p =T 5 1 (p ′ )). Then the local energy distribution takes the following form (all letters 0 are suppressed): 2 2 1 2 2 1 1 1 2 2 2 1 1 1 1
We are setting d = 0, d ′ = 5, l 1 = 3 and l 2 = 1 (vacancy numbers are p 3 = 1 and p 1 = 9). Here rigged configurations are Remark 5.12 The procedure in Definition 5.11 uniquely determines the angle variable, despite the non-uniqueness of (d, b + ) in Step 1.
The following is the main theorem of [KTT] .
Theorem 5.13 Let the angle variable corresponding to b be J
Ultradiscrete Riemann theta function
In this section, we assume that all solitons have distinct lengths µ 1 < µ 2 < · · · < µ g . More general case including solitons with same length can be treated similarly (see [KS2] ). Define ultradiscrete Riemann theta function as follows:
Here A is the symmetric positive definite g ×g integer matrix appearing in the string center equation [KN] :
Here p i is the vacancy number. We introduce the vectors
Again, consider the highest path b + obtained by b =T
Definition 5.14 For 1 ≤ k ≤ L and r = 0, 1, we define the ultradiscrete tau function as follows:
Theorem 5.15 Under the above settings, the state p is expressed as
, where
Proof of this assertion uses Proposition A.2 and the main result of [KSY] . See [KS1] . Note that this result itself is independent to Theorem 5.13. Combining this and Theorem 5.13, we solve the initial value problem of the pBBS.
A Tensor product of highest paths
In the appendix, we clarify special property of tensor product of highest paths which gives the basis for the inverse scattering formalism of pBBS. To begin with, we recall famous characterization of highest paths. 
In order to prove the following assertion, we need to look at the original combinatorial description of the map φ in addition to Theorem 4.1. For description of the combinatorial algorithm of φ, see, e.g., Appendix A of [KTT] or Appendix C of [KSY] . Here we summarize basic definitions which will be used in the proof. Consider the rigged configuration (λ i )
. We call λ quantum space and (l, I) configuration. Then the vacancy number p k for k > 0 is defined by
The row l j is called singular if the corresponding rigging I j is equal to the vacancy number p l j for the row l j , i.e., p l j = I j . Finally, we call quantity p l j − I j corigging. It is known that p l j ≥ I j for all (l j , I j ).
In the following, we have to consider paths of the form q ⊗ r where q is arbitrary highest path and r is highest path of the form r ∈ B ⊗M 1 . The basic points of the combinatorial procedure of φ in this setting are the following. First of all, recall that the combinatorial procedure proceeds recursively from the left of path to the right. So we assume that we have done the procedure on q and we exclusively consider the combinatorial procedure on r. To be more precise, suppose that we have constructed the rigged configuration corresponding to q ⊗ r [k] where r [k] is the first k components of r. Then we are going to construct the rigged configuration corresponding to q ⊗ r [k+1] according to 1 or 2 of (k + 1)th factor of r. In both cases, we add one row of length one to the quantum space of the rigged configuration corresponding to q ⊗ r [k] . For 2 , we add one box to the longest singular row of configuration or, if there is no singular row, we add one row of length one to the configuration. The riggings for q ⊗ r [k+1] are the same as those for q ⊗ r [k] except the rigging of row of configuration that is different from q ⊗ r [k] . We set the latter rigging equal to the vacancy number (computed with the data of the rigged configuration for q ⊗ r [k+1] ) for the corresponding row. Proposition A.2 Given two highest paths q and r as follows:
Suppose that their rigged configurations are φ(q) = (λ, (l, I)) and φ(r) = (µ, (m, K)).
Then the rigged configuration of the highest path q ⊗ r is given by φ(q ⊗ r) = (λ ∪ µ, (l ∪ m, I ∪ K ′ )), where
is given by
and (l∪m, I ∪K ′ ) means the union of (l, I) and (m, K ′ ) as multi-sets of rows assigned with rigging.p j is the vacancy number for (λ, (l, I)).
