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1 　はじめに
ネットワーク設計問題は，ノードおよび容量をもつアーク候補からなる
ネットワークと，ネットワーク上を流れる多品種の需要量が与えられた
ときに，ネットワークのデザイン費用とフロー費用の合計が最小となる
アークの選択と各品種のフローの経路を求める問題である．これは，通信
ネットワークの設計や輸送・配送ネットワークの設計など，幅広い分野
で応用されている問題（Magnanti et al. 1986）であり，多くのサーベイ
（Balakrishnan et al. 1997, Costa 2005, Crainic 2003, Gendron et al. 1997, 
Magnanti and Wong 1984, Minoux 1989, Wong 1984, 1985, Yaghini and 
Rahbar 2012）がまとめられている．また，この問題はNP- 困難な問題で
あることが知られている（Magnanti and Wong 1984）．
一般的な容量制約をもつネットワーク設計問題は，各品種の需要が既知
として与えられている．しかし，現実的には，需要は不確実なものである場
合が多い．このような需要の不確実性を取り扱った問題は，確率的な容量制
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約をもつネットワーク設計問題やロバストネス性を考慮した容量制約をもつ
ネットワーク設計問題とよばれている．ロバストネス性は，需要の変動に対
するネットワークの頑強性，すなわち様々な需要変動に対して適切に処理で
きる設計を行うことを意味している．ロバストネス性を考慮した容量制約を
もつネットワーク設計問題では，多くのシナリオを設定し，これらのシナリ
オに対して，平均的に優れたネットワーク設計を行うシナリオ解析が行われ
ている．シナリオ解析は，不確実性要因に対処するための複数の異なる条件
を設定したインスタンスであるシナリオを用意し，これらのシナリオに対し
て解析を行う手法である．このような問題を，シナリオ解析を用いたロバス
トネス性を考慮した容量制約をもつネットワーク設計問題（SCND）とよぶ．
これまでに数多くのロバストネスあるいは確率的ネットワーク設計問
題の研究がなされており，サービスネットワーク設計問題に対するネット
ワーク構造とネットワークフローの2段階モデル（Lium et al. 2009, Crainic 
et al. 2011） や不確実需要下における多段階エシュロン在庫を含むサプラ
イチェーンネットワーク問題に対する研究（A. Alonso-Ayuso et al. 2003,
Bidhandi and Yusuﬀ 2011） 等がある．ロバストネス性や確率的ネットワー
ク設計問題に対して，シナリオを用いた解析（Tsiakis et al. 2001, Hoyland
and Wallace 2001, Smith et al. 2004）やサンプリングに基づいた静的シナリ
オを用いた標本平均近似法を用いた研究（Santoso et al. 2005，Azaron et al.
2008，Schütz et al. 2009） がある．
静的なシナリオが与えられた場合，ネットワーク設計問題はこれらのシ
ナリオを含む大規模な静的な最適化問題として捉えることができる．近年
では，CPLEXや Gurobi といった商用の最適化ソルバーが改良され，あ
る程度の規模の最適化問題を高速に最適に解くことができるようになっ
てきている．しかしながら，多数のシナリオを含む大規模なインスタンス
の場合は，直接的に最適化ソルバーで解くことは困難である．このため，
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Lagrange 緩和等を用いて全体の問題をシナリオ毎の問題に分解すること
による，分枝固定法やプログレッシブヘッジに基づいたメタヒューリス
ティクス解法（Schütz et al. 2009, Crainic et al. 2011, 2014） が示されている．
一方，メタヒューリスティクスに代表されるネットワーク設計問題に対
する近年の研究では，精度の高い解の算出が議論の中心となっている．一
般に，メタヒューリスティクス解法では，精度の高い解を算出するために
は多くの計算時間を必要としている．しかし，実用的な問題ではノード
数，アーク数や品種数が膨大なものとなることから，適度な精度の解を
算出する高速な解法の開発が必要となっている．さらには，様々なシナリ
オに柔軟に対応できるネットワーク設計を目的とするロバスト性を考慮
したネットワーク設計問題や不確実性を考慮したネットワーク設計問題
では，多くのシナリオやデータに対する膨大なネットワーク設計問題を繰
り返し解くことが必要となることから，大規模なネットワーク設計問題
を短時間で解を算出できる高速な解法の開発が望まれている．容量制約の
ないネットワーク設計問題に対する高速解法として，貪欲法であるデリー
ト法が知られている．Minoux （1989）はこの貪欲法を改良した解法を示
し，片山（2010）はMinoux の貪欲法を改良した解法を提案している．片
山（2015）は容量制約をもつネットワーク設計問題に貪欲法を応用し，容
量スケーリング法を用いることによって早期にアーク候補を絞り，貪欲法
と最適化ソルバーを組み合わせたことにより，高速でかつ精度の高い解を
算出できる解法を提案している．
本研究では，需要が不確実，すなわち需要のシナリオとその発生確率が
与えられたもとで，ロバストネス性を考慮した容量制約のあるネットワー
ク設計問題 SCNDを取り扱う．SCNDに対して高速な貪欲法を用いた近
似解法を提案し，さらには容量スケーリング法や限定した分枝限定法を組
合せた高速な近似解法を提案する．
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2 　SCNDの定式化
ノード集合をN，アーク候補集合をA，品種の集合をKとする．アー
ク（i, j）を選択するか否かを表すデザイン変数を yij とし，アーク（i, j）
の容量をCij，デザイン費用を fij とし，アーク（i, j）上の品種 kの単位当
たりのフロー費用を ckij とする．また，パス pがアーク（i, j） を含むとき
1，そうでないとき 0である定数をδpij とする．続いて，対象とするシナ
リオ集合を Sとし，シナリオ sの発生確率を es とする．シナリオ sにお
ける品種 kの取り得るパス集合をPks とし，全体のパス集合をPとする．
また，シナリオ sに対する品種 kのパス pのフロー量であるシナリオパス
フロー変数を xksp とし，シナリオ sにおける品種 kの需要量を d
ks とする．
このとき，アーク集合A，パス集合P，シナリオ集合 Sに対して，シ
ナリオパスフロー変数を用いた SCNDの定式化 SCNDP（A, P, S） は，次
のように表される．
（SCNDP（A, P, S））
min Σ Σ
（i, j）∈A
Σ
（i, j）∈A
Σ
p∈Pkss∈S
Σ
k∈K
f ij y ij＋e s c ijks x pksδijp ⑴　
subject to
＝Σ
p∈Pks
x p d
ksks ∀k∈K, s∈S
Σ
p∈Pks
Σ
k∈K
C ij y ijx pksδijp ∀（i, j）∈A, s∈S ⑶　
Σ
p∈Pks
d ks y ijx pksδijp ∀（i, j）∈A, k∈K, s∈S ⑷　
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0x pks ∀p∈Pks, k∈K, s∈S ⑸　
y ij∈｛0, 1｝　∀（i, j）∈A ⑹　
⑴式は，デザイン費用とフロー費用の期待値の和であり，これを最小化
することを表す．フロー費用は，各シナリオの発生確率とフロー費用の積
の和である期待値として捉えている．⑵式は，シナリオ sの品種 kのシナ
リオパスフロー量の和はシナリオ sにおける需要量になることを表す需要
保存式である．⑶式の左辺はシナリオ sにおけるアーク（i, j）上のフロー
量の合計であり，右辺はアーク（i, j）が選択されるときにCij，選択され
ないとき 0となるシナリオとアークごとの容量制約式である．⑷式の左辺
はシナリオ sにおけるアーク（i, j）上の品種 kのシナリオパスフロー量の
合計であり，右辺はアーク（i, j）が選択されるときに dks，選択されない
とき 0となるシナリオ，品種とアークごとの強制制約式である．⑸式はシ
ナリオパスフローの非負制約，⑹式はデザイン変数の0－1条件である．
SCNDには， 2種類の変数，デザイン変数 yとシナリオフロー変数 xが
含まれる．そこで，デザイン変数 yが 1となるアークを選択する問題，す
なわち全体のアーク候補集合からアーク集合を選択するネットワーク構造
に関する問題と，ネットワーク構造が確定したネットワーク上でフローを
求める多品種フロー問題の 2段階の問題として，SCNDを考える．
すべてのデザイン変数が固定された SCNDを考える．このとき，yij＝
1 である選択されたアーク集合をA
―
とする．選択されたアーク集合がA
―
に確定した問題は，シナリオごとの問題に分離することができ，それぞれ
の問題はA
―
からなるネットワーク上の多品種フロー問題となり，これら
を解くことにより各シナリオに対するフロー費用を求めることができる．
ここで，アーク集合Aの部分集合A
―
に対するシナリオ sの多品種フロー
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問題をMCFs（A
―
）とし，MCFs（A
―
）の最適目的関数値であるシナリオ sに
おけるフロー費用をφs（A
―
）とおく．シナリオ sにおけるアーク（i, j）上
の品種 kのフロー量を表すシナリオアークフロー変数を xksij とし，品種 k
の始点をOks，終点をDks とする．また，N+n（A
―
）はアークA
―
からなるネッ
トワーク上でノード nから出るアーク集合，N－n（A
―
）はアークA
―
からなる
ネットワーク上でノード nに入るアーク集合である．
シナリオアークフロー変数を用いた SCNDの定式化 SCNDA （A, S） は，
次のように表すことができる．
（SCNDA（A. S））
minΣ Σ
（i, j）∈A s∈S
（A）∀A⊆A f ij＋e
s φs ⑺　
subject to
（MCFs（A
―
））, s∈S）
ΣΣ
k∈K（i, j）∈A
（A）＝minφs c ijk x ijks ⑻　
subject to
Σ ∀n∈N, k∈K
i∈Nn＋（A）
－
－dks if n＝Oks
d ks if n＝Dks
0 ohterwise
＝x inks Σ
i∈Nn－（A）
x njks｛ ⑼　
Σ
k∈K
x ijks C ij ∀（i, j）∈A ⑽　
∀k∈K, （i, j）∈A0 x ijks d ks ⑾　
⑺式は，選択されたアーク集合A
―
に含まれるアークのデザイン費用と
A
―
に対するシナリオ sのフロー費用の期待値の和であり，これを最小化す
ることを表す．⑻式は，選択されたアーク集合A
―
に対するシナリオごと
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の総フロー費用であり，これを最小化することを表す．⑼式は，ノード n
における流入量と流出量の差が，ノード nが品種 kの始点Oks であれば－
dks，終点Dks であれば dks，その他のノードであれば 0となることを表す
フロー保存式である．⑽式の左辺はアーク（i, j）上のフロー量の合計で
あり，これが容量Cij 以下となる容量制約式である．⑾式はシナリオアー
クフロー変数の上限と非負制約である．
3 　貪欲法
容量制約をもつネットワーク設計問題に対して，片山（2015）が高速な
貪欲法を提案している．ここでは，シナリオアークフローによる定式化
SCNDA（A, S）に対してこの貪欲法を適用する．
この貪欲法は，最も目的関数値が減少するようなアークを順次削除す
るデリート法を基本としている．選択するアークを決めると，SCNDA
（A, S）はシナリオごとの多品種フロー問題に分割できる．始めに，す
べてのネットワーク上のアークに対して，それぞれのアークを削除した
ネットワークにおけるシナリオごとの多品種フロー問題MCFs（A）を解き，
これらからアークを削除したときの目的関数値の減少量の期待値を求める．
続いて，目的関数値の減少量の期待値が最大であるアークを削除する操作
を繰り返す．
1本のアークを削除するとネットワークの構造が変わるため，本来であ
れば残っているすべてのアークに対して，このアークを削除したネット
ワークにおけるシナリオごとの多品種フロー問題を再度解き，アークを削
除したときの目的関数値の減少量の期待値を求め直すことが必要となる．
しかし，これでは計算量が膨大なものとなる．そこで，各アークを削除し
たときの目的関数値の減少量の期待値は，現時点で減少量が最大ではない
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アークでは前回の目的関数値の減少量の期待値をそのまま利用し，減少量
が最大のアークについてのみ減少量の期待値を厳密に再計算する．この値
が依然アークの中で最大であればこのアークを削除し，そうでなければこ
のアークの減少量の期待値の更新だけを行う．この方法により，目的関数
値の減少量の期待値の算出回数を大幅に削減することができる．
貪欲法のアルゴリズムをAlgorithm1に示す．ψij はアーク（i, j） を削除
したときの目的関数値の減少量の期待値であり，Lは減少量の期待値が
正であるアークの集合である．また， πは Lに含まれるアークの中でψij
の最大値，（i＊, j＊）はψij が最大であるアークである．アーク（i
＊, j＊）
を Lから取り出した後，アーク（i＊, j＊）についてψi*j * を再計算する．こ
の値がLに含まれるアークの減少量の期待値の中で最大値以上であれば
アーク（i＊, j＊）を削除し，そうでなければLに戻す．
このアルゴリズムでは，アーク集合Aにおける目的関数値の減少量の
初期の計算回数はO（｜A｜）であり，それ以降はアーク（i, j）が実際に削
除の対象となる場合に限り目的関数値の減少量を計算するだけである．こ
のため，多品種フロー問題を解く回数は最悪の場合にはO（｜A｜2）である
が，経験的にはO（｜A｜） となる．
4 　容量スケーリング法と限定した分枝限定法
前節で示した貪欲法は，効率的に近似解を算出できる可能性がある．こ
の解法では，ネットワークから特定のアークを削除したときの目的関数値
の減少量を基準とし，減少量の大きい順にアークを削除していくことが
手順となる．大規模なネットワーク上で品種数や需要量の少ない問題に対
して，アーク集合Aからなるネットワーク上で多品種フロー問題を解い
た場合には，大半のアーク上のフロー量は 0となることが予想される．フ
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ロー量が 0であるアークを削除しても，目的関数の減少量はそのアークの
デザイン費用のみであることから，フロー量が 0でかつデザイン費用の高
いアークから優先的に削除される可能性がある．このため，これらのアー
クが多数最適解に含まれる場合では，得られる近似解の精度が大きく悪化
する可能性が高くなる．一方，貪欲法が効率的であるとは言っても，アー
ク数の多い問題では非常に多くの多品種フロー問題を繰り返し解く必要が
ある．これらの問題を解決するために，初期ネットワークに対して容量ス
ケーリング法を適用し，事前に近似解に含まれる可能性の高いアークに絞
ることにする．
容量スケーリング法は，線形緩和問題を解き，そのデザイン変数解の
値に従ってアーク容量を変化させ， 0または 1のデザイン変数解を導出す
るものである．容量スケーリングを行うことによりアーク容量が減少す
るために，多数のアーク上にフローが分散することになる．また，少な
い繰り返し回数で多くのデザイン変数が 0に収束することも知られてい
る（Katayama 2015）．そこで，アーク集合Aに対して容量スケーリング
法を適用し， 0に収束しないデザイン変数のみを選定し，これらのアーク
のみを貪欲法の対象にする．この前処理により，わずかな計算量で多くの
アークを除外することができることになり，効率的に問題規模を縮小す
ることが可能となる．もちろん， 0に収束したデザイン変数が最適解にお
いて 1である可能性があり，最適解を排除する可能性があることに注意す
る．なお，すべての変数が 0または 1に収束するためには多くの計算時間
が必要なため， 0に収束しないデザイン変数が一定数以下となったら容量
スケーリングを終了し，これらのデザイン変数に対応するアークを貪欲法
の対象となるアーク候補集合に限定する．
容量スケーリング法では，定式化 SCNDP（A, P, S）を利用する．
SCNDP（A, P, S）において，⑶式にあるアーク容量をClij とし，⑹式の
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上限である 1を Cij/C
l
ij， 0 を下限に置き換えた線形緩和問題を SCNDPL
（A, P, S, C l）とする．なお，l は容量スケーリングの繰り返し回数である．
（SCNDPL（A, P, S, C l））
min min Σ Σ
（i, j）∈A
Σ
（i, j）∈A
Σ
p∈Pkss∈S
Σ
k∈K
f ij y ij＋e s c ijks x pksδijp ⑿　
subject to
＝Σ
p∈Pks
x p d
ksks ∀k∈K, s∈S
Σ
p∈Pks
Σ
k∈K
C ij y ijx pks lδijp ∀（i, j）∈A, s∈S ⒁　
Σ
p∈Pks
d ks y ijx pksδijp ∀（i, j）∈A, k∈K, s∈S ⒂　
0x pks ∀p∈Pks, k∈K, s∈S ⒃　
l ∀（i, j）∈Ay ij C ij/C ij ⒄　
l－1 回目の繰り返しである SCNDPL（A, P, S, C l－1）のデザイン変数解
を y～ とすると，l 回目のアーク容量を次のように変更する．
l：＝ ＋（1－λ）yijC ij l－1λCij l－1C ij
～ ⒅　
ここで， はスケーリングパラメータであり， 0から 1の間の定数である．
SCNDP（A, P, S） や SCNDA（A, S） は組合せ最適化問題であるため，大
規模な問題を最適に解くことは困難である．一方，SCNDPL（A, P, S, C l）
はパスやアークが限定された線形計画問題であるため，ある程度の規模の
問題であればMIP ソルバーを用いて解くことができる．
容量スケーリング法のアルゴリズムをAlgorithm2に示す．εは収束判
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定基準，ITEmin は容量スケールの最小繰り返し回数，ITEmax は容量スケー
ルの最大繰り返し回数である．また，ArcNumは収束していないアーク
数の上限値であり，収束していないアーク数がArcNum以下となった場
合，容量スケーリングを終了する．なお，パスフローを用いた定式化では，
必要なパスを生成する列生成法と必要な強制制約式を生成する行生成法を
用いる．容量スケーリング法ならび列生成法と行生成法の詳細については，
Katayama et al. （2009） を参照のこと．
容量スケーリング法を適用した結果，容量スケーリングをしたネット
ワーク上におけるパスフロー変数および対応する強制制約式が生成される．
生成されたパスの集合をP
～
（∈P）とおき， 0に収束しないデザイン変数
に対するアーク集合をA
～
とする．このとき，アーク集合A
～
とパス集合P
～
で構成される問題は SCNDP（A
～
, P
～
, S）となる．A
～
と P
～
はそれぞれAと P
の部分集合であるため，SCNDP（A
～
, P
～
, S） の最適解は SCNDP（A, P, S）
の近似解，最適値は SCNDP（A
～
, P
～
, S）の上界値となる．
SCNDP（A
～
, P
～
, S）を最適または近似的に解くことによって，SCNDA（A, 
S）の近似解を求めることができる．本来の SCNDA（A, S）に比べると，
SCNDP（A
～
, P
～
, S）の規模は相対的に小さいため，最適化ソルバーの分枝
限定法を用いると短時間で SCNDP（A
～
, P
～
, S）の最適解を算出できる可能
性がある．もちろん，短時間で最適解を算出できる保証はないため，計算
時間の上限値を設定して，SCNDP（A
～
, P
～
, S）を解くことにする．この方
法を限定した分枝限定法とよぶ．
SCNDP（A
～
, P
～
, S） はパス変数が限定されているため，A
～
に対する厳密
な問題 SCNDP（A
～
, P, S）と比べると，最適解に含まれるすべてのパスが
含まれていない可能性があり，SCNDP（A
～
, P
～
, S）の目的関数値は SCNDP
（A
～
, P, S）の目的関数値よりも大きな値となる．そこで，SCNDP（A
～
, P
～
, S）
で得られたアーク集合A
～
を用いたMCFs（A
～
）を解くことによってφs（A
～
）
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を求め，SCNDA（A, S）の目的関数値を算出する．これは，SCNDP（A
～
, 
P
～
, S）ではパス変数が限定されており，MCFs（A
～
）を用いた方がより良い
目的関数値を得られる可能性があるためである．
また，スケーリングを行う以前の容量がCl＝Cである線形緩和解にお
いて，正となるデザイン変数の数が少数でArcNum以下である場合には，
これらのデザイン変数をもつアークも貪欲法のための事前に限定したアー
ク候補集合に含め，限定分枝限定法の対象となるアークの範囲を増加させ
ることにする．
全体のアルゴリズムをAlgorithm3に示す．始めに容量スケーリング法
でパスを生成しかつ対象アークを限定し，容量スケーリング法により限定
されたアーク集合とパス集合を用いて限定された分枝限定法により近似解
を算出する．続いて，貪欲法を用いて近似解を算出する．なお，容量ス
ケーリング法および限定された分枝限定法にはパスフローを用いた定式
化 SCNDPを用い，貪欲法にはアークフローを用いた定式化 SCNPAを用
いることに注意する．アークフローを用いた定式化 SCNPAを用いるのは，
フロー問題のみを解く場合には，アークフローを用いた定式化がより高速
に解けるためである．
5 　おわりに
本研究では，需要が不確実，すなわち需要のシナリオとその発生確率が
与えられたもとで，ロバストネス性を考慮した容量制約のあるネットワー
ク設計問題 SCNDに対して，高速な貪欲法を提案し，さらに容量スケー
リング法ならびに限定された分枝限定法を組合せた解法を提案した．今後
の課題として，ベンチマーク問題を用いた数値実験による従来の解法との
比較や現実問題への適用が挙げられる．
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なお，本研究は科学研究費基盤研究Ｃ（課題番号25350454） による成果
の一部である．
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Algorithm 1: Greedy Algorithm(A)
L ← ();
ψij ← 0;
for s ∈ S do
Solve MCF s(A);
Get φs(A);
for (i, j) ∈ A do
Solve MCF s(A\{(i, j)});
if MCF s(A\{(i, j)}) is feasible then
Get φs(A\{(i, j)});
ψij ← ψij + es{φs(A¯)− φs(A\{(i, j)})};
else
ψij ← 0;
break;
end
end
for (i, j) ∈ A do
if ψij > 0 then L.push((i, j));
end
A¯ ← A;
if |L| > 0 then π ← max(i,j)∈L ψij ;
while |L| > 0 and π > 0 do
(i∗, j∗) ← arg max
(i,j)∈L
ψij ;
L.pop((i∗, j∗));
ψi∗,j∗ ← 0;
for s ∈ S do
Solve MCF s(A¯\{(i∗, j∗)});
if MCF s(A¯\{(i∗, j∗)}) is feasible then
Get φs(A¯\{(i∗, j∗)});
ψi∗j∗ ← ψi∗j∗ + es{φs(A¯)− φs(A¯\{(i∗, j∗)})};
else
ψi∗j∗ ← 0;
break;
end
if ψi∗j∗ ≥ π then
A¯ ← A¯\{(i, j)};
else
L.push((i∗, j∗));
if |L| > 0 then π ← max(i,j)∈L ψij ;
end
Get φ(A¯);
UBMG ← φ(A¯);
Return A¯, UBMG;
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Algorithm 2: Capacity Scaling(A)
Set P¯ɼλ, , ITEmin, ITEmax, ArcNum;
Solve CNDPL(A,C));
Get the solution y˜ of CNDPL(A,C);
Add paths to P¯ by Column Genaration;
Aˆ ← ();
Get AN which is the number of arcs such that yij > ;
if AN < ArcNum then
for (i, j) ∈ A do
if y˜ij >  then
Aˆ.push((i, j));
end
end
end
C1 ← C; l ← 1;
repeat
Solve CNDPL(A,C l);
Get the solution y˜ of (CNDPL(A,C l));
Add paths to P¯ by Column Genaration;
A¯ ← ();
for (i, j) ∈ A do
C lij ← λC l−1ij y˜ij + (1− λ)C l−1ij ;
if y˜ij >  then
A¯.push((i, j));
Aˆ.push((i, j));
end
end
until l ≥ ITEmin and |A¯| ≤ ArcNum, or l ≥ ITEmax
Return A¯,Aˆ,P¯ ;
Algorithm 3: Combined Algorithm
Set A;
A¯,Aˆ,P¯ ← Capacity Scaling(A);
Solve CNDP (Aˆ, P¯ ) and get A˜ which is the selected arc set;
Get φ(A˜);
UBBB ← φ(A˜);
A¯, UBMG ← Greedy Algorithm(A¯);
UB ← min(UBBB, UBMG);
Return A¯, UB;
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SCN , P, S, C);
SCND , P, S, C);
SCND , P, S, Cl);
S L(A, P, S, Cl);
SCN L(Â, P

, S); and get A˜ whic is the selected arc set;
