The branchpoint element is required for the first lariat-forming reaction in splicing.
RESULTS

Machine-learning model for human branchpoint element detection
We first designed and trained a machine-learning algorithm, termed branchpointer, using experimentally-derived gene annotations [5] to predict potential human splicing branchpoints. To constrain the genome search space and limit unbalancing of classes during training and testing of models, we restricted training to 18-44 nt upstream of 3' SS annotations, where approximately 90% of known human branchpoints are located [ Figure 1A ].
We generated training and testing datasets using the 52,800 high confidence mapped branchpoints residing within this region as true-positives. To generate a true-negative nucleotide set, we selected intronic regions containing a high confidence branchpoint, and omitted any nucleotide sites with any level of evidence from the experimentally-derived annotations [5] . This selection provided a negative-set of 933,739 nucleotide sites [ Figure 1B ]. Next, we randomly partitioned 12,800 positive branchpoints and 256,000 negative sites from our dataset to comprise a testing set for subsequent evaluation of model performance. The remaining sites were used to train the branchpointer model, a stacked support vector machine (SVM) and a gradient boosting machine (GBM) ensemble.
Previous motifs constructed from a limited amount of data have been used to predict branchpoint sites using a position weight matrix [8] . While this corresponds well to the U2/U12 binding capability of the sequence, other factors are known to influence branchpoint selection including SS definition and the poly-pyrimidine tract (PPT). By incorporating these along with sequence identity [ Figure 1C ], we were able to rank these encoded features by their relative importance to the SVM and GBM models. The most significant model features comprise the adenine nucleotide at the potential branchpoint site and the uracil at -2nt relative to the branchpoint [ Figure 1D ]. These two invariable nucleotides are unique in not undergoing wobble-base pair interactions with the U2 snRNA [5] . Distances to other cis-splicing elements, including 3' SSs, PPT, annotated 5'exon, and annotated 3'exon were also highly ranked, indicating the relative contribution of gene architecture in branchpoint definition.
Notably, features derived from sequence identities at other nucleotides surrounding the tested site -although not as highly ranked -were important for optimisation of overall model performance, supporting evidence that splicing relies on the interplay of cis elements to define exon boundaries [2, 9] .
We assessed the diagnostic performance of branchpointer with the testing dataset, returning a receiver operator characteristic (ROC) showing an area under the curve (AUC) of 0.941 [ Figure 1E ], and a precision-recall AUC of 0.617. Due to an unbalanced number of testing positives and negatives, we additionally assessed branchpointer classification performance using the sensitivity, precision, and F1 ratio. Optimal discriminatory class probability for classification was found to be 0.50, with the maximum F1 ratio value of 0.590 [ Figure 1F , S1], sensitivity of 0.607, and precision of 0.575. This was found to outperform both currently available methods for branchpoint prediction, and sole use of the UNA motif within the branchpoint window [ Table 1 , Figure 1E 
Branchpoint annotations in the human genome
We applied branchpointer to identify branchpoints in all introns in human gene annotations (GENCODEv24 comprehensive human annotation) [10] . Requiring a minimal probability score of 0.5, we are able to annotate an additional 319,143 branchpoints in 189,795 introns [ Figure 2C ]. This identified a branchpoint element in 85% of tested introns. The remaining introns likely have branchpoints outside the tested branchpoint window; or due to a combination of weak or rare features, are assigned scores lower than our optimal cut-off. Notably, branchpoint annotations are unbiased towards gene type and expression levels, with similar proportions of highly-and lowlyexpressed, coding and noncoding genes being annotated [ Figure 2D , S4]. In addition to the potential to predict branchpoints in non-or lowly-expressed transcripts, we are also able to predict instances where multiple branchpoints are encoded within an intron, but may not necessarily be utilised
[ Figure 2C ].
Branchpoints at alternatively spliced exons
We noted that a major fraction (51%) of introns contained more than one branchpoint. These introns are typically shorter than introns with a single branchpoint (Wilcoxon signed-rank, p = 1.48e-163) [ Figure S5A ]. This trend is also present in the experimentally defined branchpoints, indicating it is not a factor of the window size excluding distal branchpoints [ Figure S6 ], and is observed for both protein coding and long noncoding RNA genes, but not most pseudogene classes [ Figure S7 ]. Introns with multiple branchpoints are also associated with both higher exon expression (Wilcoxon signedrank, p = 5.00e-08) and intron conservation (Wilcoxon signed-rank, p = 3.82e-21), possibly providing greater mutational redundancy in cases where correct splicing of a transcript is essential [ Figure   S5B , S5C] [11] . Additionally, common variants are less frequent at branchpoints where alternative branchpoints are not encoded within an intron [ Figure 3A ]. Although there is no significant association with exon skipping (chi-squared, p = 0.13), gene biotype (chi-squared, p = 0.07), or intron biotype (chi-squared, p = 0.09), branchpoint multiplicity is associated with a greater number of annotated alternative 5' exons [ Figure 3B ] and a greater diversity of 5' SS strength [ Figure 3C ]. This association suggests that multiplicity may also allow more diverse pairing of the 5' SS and the branchpoint during lariat formation. The strength of splicing elements has previously been correlated with alternative splicing, with strong elements promoting constitutive splicing, and weak elements allowing competition and alternative splicing [12] . Although we were able to observe this correlation at skipped exons for both the 3' and 5' SS strength, branchpoint strength at skipped exons is comparable to that of constitutively spliced exons, suggesting strength of branchpoints does not play a major role in exon skipping [ Figure S8 ].
Human variation at branchpoint sites
Mutations that affect splicing elements can abolish splicing patterns and impact gene expression [13] . To explore the impact of branchpoint mutation on human disease, we searched for ClinVar [14] and GTEx [15, 16] SNPs that occurred at annotated branchpoints. As a result, we found five ClinVar SNPs annotated in OMIM [17] that are predicted to delete branchpoints [ Table 2 ]. An additional 248
SNPs had similar predicted effects on branchpoint architecture (see Methods), the majority of which appear to delete branchpoints [Supplementary Table 2 ]. Supporting this prediction, a C-to-T mutation in intron 1 of Fech was found to both decrease the strength of the original branchpoint and create a new competing weak branchpoint [ Figure 4A -C], and has been previously shown to cause aberrant exon exclusion [18] .
Although there is a relative depletion of branchpoint-affecting common variants, we identified 3870
SNPs as creating and/or deleting a branchpoint [ Supplementary Table 3 ]. Unlike disease-associated variants, common variants are less frequent in introns with a single annotated branchpoint than in those with multiple branchpoints [ Figure 3A , S9]. Over 20% of branchpoint-altering SNPs in the GTEx catalogue were also associated with an expression quantitative trait loci (eQTL), suggesting that disruption of branchpoint architecture by common (non-disease causing) variants can alter gene expression. This may occur through post-transcriptional regulatory mechanisms like NMD decreasing expression of incorrectly spliced isoforms [19] , and may explain the small number of branchpoints (< 2%) associated with splicing quantitative trait loci (sQTLs). 
Branchpoint annotations in model organisms
Given its critical role as a basal element in the splicing reaction, branchpoints elements are conserved in the vertebrate lineage [5] . We also applied the branchpointer model to identify branchpoint elements in other model organisms. 
DISCUSSION
Machine learning is becoming increasingly applied to genomic data, particularly in cases where features are sequence encoded, and thus should be predictable primarily through sequence elements [7] . Splice sites can be readily identified annotated and discovered from exon-exon junction spanning reads from RNA-seq data when the genomic sequence is known [10, 20] . This has enabled a sufficiently large catalogue of splice sites to be generated, suitable for training complex ML algorithms [6] . However, annotation of branchpoints currently requires sequencing the intron lariat, and as such, branchpoint catalogues are much smaller. The lack of sufficiently large datasets oversimplified what is now known to be a highly complex and redundant code in humans [5] , resulting in multiple biased methods for branchpoint identification [8, 21] . Our approach, using the most comprehensive map of experimentally defined branchpoints and ML methodologies is therefore able to capture much more of this complexity, resulting in the most comprehensive and accurate annotation of branchpoints to date.
In the majority of introns, multiple branchpoints are encoded. As branchpoints are an essential element in the splicing of pre-mRNA, a major role of multiplicity may be to provide redundancy in the case of intronic mutations. Multiplicity occurs more often in short, highly expressed, and conserved introns -correlates of genes essential for normal functions in cells [11, 22, 23] . This may enable faster splicing or mutational redundancy in these important genes. While multiplicity may have a minor role in alternative splicing by promoting alternative 5' SS usage, we found no significant association with exon skipping events.
Unlike exonic variants, intronic variants can be poorly annotated due to lack of accurate models of intronic sequence elements [24] . We were able to attribute hundreds of clinically associated SNPs with changes in branchpoint architecture. Most of these have not been characterised as affecting branchpoints previously, although all that had and were within the branchpoint window were detected [17] . Disease-associated variants are less frequent and common variants more frequent at branchpoints than splice sites, again indicative that genetic redundancy can act as a buffer to prevent potentially damaging effects of branchpoint deletion.
Genetic variation that impacts RNA splicing can cause disease [25] . However, variations in splicing (sQTLs) are commonly overlooked, as computational tools are typically not sensitive enough to detect most changes in splicing patterns [16, 26] . The incorporation of the provided branchpoint annotations in variant identification pipelines provides an additional means to detect potentially damaging variants and inform mechanistic interpretation. With the increasing accessibility to whole genome sequencing in a diagnostic setting there is a growing interest in interpreting noncoding regions of the genome, which are captured but largely discarded in interpretation. Utilisation of accurate branchpoint annotation in clinical interpretation provides a ready opportunity to raise diagnostic yields in whole genome sequencing testing laboratories and sets the stage for future studies to systematically decipher the human genome.
CONCLUSIONS
We developed a machine-learning model of human splicing branchpoints, which substantially outperforms previous methods for annotation. This model is unbiased to gene type and expression, resulting in the most comprehensive and reliable annotation of branchpoints to date. We found branchpoints are mechanistically distinct from splice sites in terms of their impact on alternative splicing, and multiplicity of branchpoints displays a stronger role in encoding redundancy. Finally, we have made annotations for human and other model species available to the research community (https://osf.io/hrqvq/) [27] to allow future investigations into the biology of this genetic element.
METHODS
Dataset generation
Annotated branchpoints from Mercer et al. [5] with a single mismatch were used to generate a training set of branchpoints. Introns in Gencode v12 [10] 
Feature engineering
Nucleotide identity surrounding each location (-5 to +5) was found and converted to a set of dummy variables. Distances to the first 5 canonical AG dinucleotides downstream were calculated. PPTs were defined as strings of sequences starting and ending with a pyrimidine (C/T) and extended until the string consisted of <80% pyrimidines. The PPT for each location was defined as the longest identified PPT between the location and the 3' exon. Distance to PPT was defined as the distance to from the location to the 3' end of the PPT. Distance to exon 2 was the distance from the location to the associated 3' exon. Distance to exon 1 was the distance from the location to the nearest 5' exon on the same strand.
Model training and testing
Prior to model training, variables were centred and scaled using the preProcess function from "caret" [28] . SVM models were generated using the "kernlab" package [29] , using a "rbfdot" kernel, automatic kpar value and an initial C value of 2. GBM models were generated using the 'gbm' method contained within caret. In all cases, classification models were generated which in addition to outputting predicted class could assign a probability to each predicted class. Class probabilities referred to in text are probability of the positive class BP (branchpoint). Probability of the negative class N (not branchpoint) were not used, but is calculated as 1-p(BP). The final stacked model was generated by separating positives and negatives into three subsets -training SVM (20,000BP/120,000N), training GBM (20,000BP/120,000N), and testing (12800BP, 256,000N ). First, a SVM was trained using optimized parameters (see below) on the SVM training subset. The SVM model was then applied to the GBM training and the testing subset, outputting BP class probabilities. A GBM model was then trained on the GBM training dataset, with SVM derived BP class probabilities as an additional feature. Performance for both the initial SVM model and the stacked model were evaluated on the testing subset using ROCR [30] and PRROC [31] for ROC and precision-recall curves, and caret::confusionMatrix for classification performance statistics.
The testing dataset was also used to evaluate the performance of branchpointer compared to the HSF branchpoint sequence analysis [8] , SVM-BP-finder [21] and use of the canonical UNA motif. As HSF assigns scores on motifs alone, all possible eightmer motifs were submitted to the HSF webserver (www.umd.be/HSF3/HSF.html) using "Branch point sequence analysis". A table of all eightmers and their assigned score is available in Supplementary Table 1 . Intronic sequences containing testing sites covering 100nt from the associated 3' exon were tested using the web server for SVM-BP-finder (http://regulatorygenomics.upf.edu/Software/SVM_BP/). Non-UNA motif containing sites were not assigned a score by SVM-BP-finder, so a dummy score less than the minimum score was assigned. As with branchpointer, optimal discriminatory scores were designated as the score that produced the highest F1 ratio for classification of the testing dataset.
Optimization of training parameters
Performance for each model was initially assessed using a balanced measure of sensitivity and recall -the F1 ratio. Each model was tested on a datasets with a positive to negative ratio of 1:20, which approximates the currently known number of branchpoints within the 18-44nt intron window.
Optimal training positive to negative ratios were found by training multiple SVM models on 1000 true positives and varying numbers of true negatives. Optimal C-value for SVM models was found by training models on 5000 positives and 30,000 negatives with varying C values. Feature selection was performed using recursive feature elimination (caret::rfe) with 10-fold cross validation on data subsets containing 2000 positives and 12000 negatives. Following recursive feature elimination variables were sorted in order of importance, and sequentially removed to train a SVM model.
Performance of each set of variables was then evaluated on a separate testing subset of the data comprised of 10000 positives and 20,000 negatives. Optimal features were defined as those producing the highest F1 ratio.
Application to Gencode annotations
Introns within the Gencode annotations (v12, v19 and v24) were defined as outlined in "Dataset
Generation". In all introns each nucleotide 18-44nt upstream of the associated 3' exon was taken and feature values computed. Exon biotype was defined as the biotype of the parent gene. Intron size was defined as the shortest distance between the 3' exon and an annotated 5' exon from the same parent gene.
Model performance
Model performance metrics were evaluated on the testing data subset. We used caret to calculate sensitivity, positive predictive value, accuracy and balanced accuracy of the model as a classifier using cut-off values ranging from 0.01 to 0.99. F1 ratio was calculated manually using the positive predictive value and sensitivity. To compare model performance to SVM-BP-finder, we generated 100nt sequences from all introns within the testing dataset, and submitted these to the SVM-BPfinder webserver for analysis. Only sites contained within the testing dataset were used to compare performance. To compare model performance with HSF, we submitted all possible heptamers to the HSF web tool, and matched these with testing data heptamers. Precision-recall and ROC curves were calculated using PRROC [32] .
Conservation phyloP 100 way conservation for the hg38 genome was downloaded from UCSC [33, 34] . Intron conservation was calculated as the mean value from the 50 nucleotides within an intron up to the 3' splice site.
Branchpoint strength
Branchpoint strength was calculated as in Mercer et al. [5] . Binding energy of the eightmer surrounding the branchpoint site (-5 to +3) excluding the site to the U2 motif GUGUAGUA was calculated using Rfold from the ViennaRNA suite [35] .
Splice site strength
Splice site strength was calculated using the MaxEntScan score5ss and score3ss tools [36] with the maximum entropy model score as output.
RNA Sequencing
RNA-seq data from ENCODE K562 cell lines (https://www.encodeproject.org/experiments/ENCSR696YIB/) were trimmed using Trimgalore!, aligned to hg38 using STAR [37] and exon counts from normalised DEXSeq [38] .
Alternative splicing annotation
Gencodev19 exon annotations were filtered for groups of three sequential exons with either evidence of exon skipping and inclusion (skipped) or strict constitutive splicing (control). Splice junction reads counts were downloaded from GTEx (version 6) [15, 16] and used to further refine exon sets for those with evidence of both exon inclusion (>10 junction reads from the middle exon to both the downstream and upstream exon) and skipping (>10 junction reads from upstream to downstream exon), and those with evidence of constitutive splicing only (zero junction reads from upstream to downstream exon and >10 junction reads from the middle exon to both the downstream and upstream exon).
Variants
Variants from ClinVar [14] were download on 06/11/2016, and filtered for single nucleotide variants in the GRCh38 assembly. Genotyped and imputed variants were obtained from the GTEx version 6 release (http://gtexportal.org/home/datasets). GTEx splicing QTLs and expression QTLs were obtained from the version 3 and the version 6 data analyses respectively. Variants were filtered for those contained within introns and branchpointer was used to assess the effects of SNPs. OMIM [17] SNP variant entries containing "branchpoint" or "branch point", were manually searched for instances where descriptions of the variants referred to either a potential or known effect on a branchpoint. We considered a SNP as potentially altering branchpoint architecture of an intron when at least one branchpoint was created or deleted. Creation and deletion were defined as a change in branchpointer probability score greater than 0.2 causing the score to be greater or less than the optimal discriminatory score threshold respectively.
Branchpoint prediction in non-human species
Genome sequence and annotation files for Mus musculus were downloaded from GENCODE (vM10), and for all other species, annotations were downloaded from Ensembl (Release 85). Branchpoints were predicted in all introns using branchpointer. ATAAT GCCTTTCTTTT  T  TTCCAGCAT  C  G  C  T  C  A  T AG AG 
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