This paper introduces an efficient data handling architecture for small satellites based on the design of the data handling system of QSAT. QSAT is the satellite which is being developed in Kyushu University together with other universities and local industries. The development concept of the data handling system of QSAT is straightforward, flexible, and reliable. Along with the concept, the hardware and software of the system is being developed. The architecture of the system is a distributed Linear type, using CAN communications as an internal data bus. For hardware, we developed a "Control Board" which is an electric circuit board including the CPU and several useful interfaces. At the same time, we develop the operating system specialized for the distributed system. The operating system is named Quartet2 and it is a simple real-time system that reacts to triggers from the hardware. With the combination of the developed hardware and software, an efficient and robust data handling architecture has been achieved.
Introduction
In the past few decades, small satellite projects in universities or local industries have arisen as a subject of research and challenge. Most of them are triggered by factors, such as higher cost performance of small satellites, development speed, innovations in electronics, and some of them are for purely educational purposes. Also, the trend encourages the local industries to get involved in space activities.
As part of this trend, the project of QSAT was initiated in 2006 in the Space Systems Dynamics Laboratory (SSDL) at Kyushu University in Fukuoka, Japan. The project is a preceding project of an experimental satellite which is being developed in SSDL. The satellite bus consists mainly of Commercial-Off-The-Shelf (COTS) units to cut down its cost. The QSAT bus is being developed in collaboration with the Fukuoka Institute of Technology and industries throughout Japan.
The mission objective of QSAT is to deepen our understanding of spacecraft charging. Charging can cause significant damage and anomalies on spacecraft. To prevent a satellite from reaching hazardous levels of charging, we must obtain a better comprehension of the phenomena physically and scientifically. Therefore, the primary mission of QSAT is to investigate the magnetic field variations caused by Field-Aligned Currents (FACs) and plasma densities during magnetic storms and sub-storms. The selected mission payload instruments are the 3-axis fluxgate magnetometer, the High frequency Probe and the Langmuir Probe. The magnetometer is for the geomagnetic field measurements and two types of probes are for the measurements of plasma density and satellite potential. Fig. 1 shows a schematic overview of the QSAT mission. The uniqueness of this mission is the parallel measurements of the geomagnetic field and the potential of the satellite at the same time. Throughout the mission, we may make new discoveries related to the phenomena of spacecraft charging.
As shown in Fig. 1 , in the polar region of the Earth, two types of FAC are always flowing in and out. QSAT will pass through this region and measures the precise variation of the geomagnetic field and satellite potential.
The objective of this study is to acquire new technical expertise in small satellite development through the design of the data handling subsystem for QSAT. It includes the design of the hardware and software, the interfaces between the hardware and software functions, as well as the data handling sequences.
Another objective of QSAT is the in-flight validation of the satellite bus mainly constructed using COTS units. Furthermore, we have the ambition to establish a multi-mission satellite bus system based on the QSAT bus. 
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QSAT Overview
Before describing the data handling architecture, we provide the key features of QSAT. The satellite bus is integrated using COTS units and other relevant information is summarized in Fig. 2 １) .
The size of the satellite is about 50 cm square and 30 cm tall. The power generated by the solar cells is 14 W. The main structure is made of CFRP with aluminum honey-comb to reduce weight. One of the unique aspects of the QSAT spacecraft is its separation mechanism. We are developing a non-pyrotechnical separation system using the Marman-band concept. In addition, QSAT has a 1.5 m long extension boom which is used for the attitude stabilization with the effect of gravity gradient. On the top of the boom, the mission magnetometer and the Langmuir probe is located. The other probe, High-Frequency probe is on the wake side of the satellite structure.
Data Handling Architecture
Design Options
In the data handling system architectures, there are two different options, the centralized and the distributed. The centralized architecture is typically governed and driven by a main processor with non-smart peripheral units. In contrast, each unit in the distributed architecture has processors to operate the elements and to communicate with other units.
The computing architecture design of QSAT is selected from the following three options; Star, Ring, and Linear. Their design structures are shown in Fig. 3 .
The Star architecture consists of a central processing unit that is directly connected with dedicated links to every other unit. This approach often leads to large wiring harnesses and a dependency of the central unit's hardware/software on the design of the peripheral units.
In a Ring architecture, the units are linked in a closed chain with communications both in hardware and software. Typically, it is operated by a "token" which is passed from one unit to the next unit. The Ring architecture leads to small wiring harnesses, but may suffer from fatal system error with a single unit failure.
Linear is a distributed computing architecture consisting of a standardized, linear data bus to which all units are connected. It often leads to small wiring harnesses and all the units are free to be switched on or off from the data bus.
There is also an architecture called Hybrid. It occurs when one or more instances of the architectures mentioned above are used to link different processors within a single system. This concept is often employed when the inter-processor communication requirements are satisfied with a mixture of the different architectures shown in Fig. 3 2) .
The architecture of the computing system refers to the physical and logical framework of the system components. It determines the path of internal data transfer and the size of the wiring harness. Thus, the architecture has to be selected corresponding to the objective of the mission and the constraints in terms of size and weight 3) .
Functional Requirement
The operations phases of the QSAT are defined in Fig. 4 . The required functions in each phase are shown in Fig. 5 . There are four phases throughout the entire mission of QSAT; Activation, Control and Communication, Science Mission and Safety Mode. After the activation phase, the Safety Mode is available at any time, but it can only be shifted to the Control and Communication phase.
The Activation phase is for the initialization of the subsystems in QSAT. It includes the start-up of communications with the ground station and the boom extension. After the separation from the launcher, each unit is woken up by a signal from the Main Control Unit (MCU). Furthermore, the MCU stores and delivers the initialization parameters for all other units. We can make each unit to have those parameters, but to simplify the information path, we decided to leave this task to the MCU.
The Control and Communication phase consists of collecting and monitoring of House Keeping Data (HKD), attitude control, and the downlink of the mission data. It is one of the unique aspects in a distributed system that different unit can be in charge of data formatting; the HKD is formatted in the MCU, but, the science measurement data is formatted in the Mission Payload Unit (MPU). Collection and storage of the science data is required in the Science Mission phase. From the orbital environment, the confirm storage of the science mission data is the most important task in this phase. The acquired data is formatted in the MPU and stored in the Tele-Communication Unit (TCU).
The Safety Mode is divided into three sub modes with respect to the functions and the levels of the emergencies. They are Reprogramming, Recovery, and Battery Charge. In each sub mode of the Safety Mode, the whole system concentrates on its task that only the units involved in the function are active and other units are in Software Standby or Power Down.
An overview of the data handling subsystem is described in section 4.2, see Fig. 6 .
Data Handling System
Selected Concept for QSAT
With the requirement of a simple, flexible and reliable data handling architecture, we decided to employ the design of the distributed Linear structure. The outline of the QSAT data handling system is given in the Table 3 . The H8/2638 is a commercially available Central Processing Unit (CPU), which we use as the OBC for each unit. It supports several useful interfaces including Controller Area Network (CAN) communications, RS232C serial communications, and has a built-in Analog/Digital convertor. In this concept, all the subsystems are smart and connected by the linear data bus of the CAN system. CAN is a powerful communication protocol that it is remarkably tolerant to communication errors. This is because of the error elimination strategy in the CAN standard itself 4) where data will re-sent if there are any error detections. Thus, the CAN system is an optimal data bus for distributed system due to its high data rate and the tolerance for communication errors.
The Advantages of this concept are;  Higher development efficiency by modularization  Expandability  Flexibility for redundancy  Simple operating system The efficiency in data handling, especially in terms of weight and volume, is perhaps lower in the distributed architecture compared to the centralized. However, we can achieve a conclusive and fast distributed computing system concept with the implementation of the CAN communication. Furthermore, it enables us to install a straightforward and easy-to-use real-time operating system. "Quartet2" is the operating system which is being developed by SSDL and modified for the QSAT data handling system in cooperation the Institute for Kyushu Pioneers of Space (i-QPS). The real-time system is a system which, sequentially, handles the tasks and requirements from the hardware and the software.
In addition, from the development point of view, the most attractive aspect of the concept is the modularization. It allows independent tests and verifications for each unit in the stages of development and integration. This is practical and fascinating especially for the projects in universities.
With the utilization of the distributed Linear architecture, the system can have a considerable amount of flexibility. Also, the distributed computing architecture promotes the resource sharing among the components, units, and even satellites.
However, one thing we have to keep in mind is that the Linear architecture requires a well-designed communication protocol governing the processors and enabling them to communicate over the data bus. Because of this requirement, the CAN communications in Quartet2 system is modified in packet communications and we extended the data amount in one communication cycle. The rate of the data transfer and its data volume can be controlled in the Quartet2 with a change of specific parameters.
Overview of QSAT Data Handling System
From the selected concept of the data handling system, the system diagram of QSAT is defined as shown in Fig. 6 . Every unit consists of a set of one "Control Board" and several "Local Boards". In order to shorten the schedule and cost for development, the control boards have the same configurations and specifications for all units. On the other hand, the local board is unique for each unit and it contains the sensor elements with the necessary peripheral circuits, Analog/Digital convertors, and additional memories. The details of the Control Board are described in the next section.
The data handling units of QSAT are;  Main Control Unit (MCU)  Mission Management Unit (MMU)  Tele-Communication Unit (TCU)  Sensor Unit A/B (SU)  Actuator Unit (AU)  Mission Payload Unit (MPU) All these units are smart, which means that they all have an OBC, and each unit is modularized with respect to its specific function. The in-orbit operations will be controlled by the OBC's in each of the units. Therefore, we have developed an adequate operating system for OBC's including the device drivers. The HKD and science mission data are transmitted through the data bus. In the QSAT data handling system, each unit has to report its HKD to the MCU. Furthermore, the MCU will monitor the health status of the satellite. Especially, the information about the battery charge status has the highest priority. All the units except for MCU and TCU will be in Software Standby during the battery charge mode. The IRQ is the Interrupt Request signal, which is the signal of prefix number that requires a specific processing to CPU. The H8/2638 supports six lines of IRQ and they are used for commanding the change of the satellite configuration.
Hardware Design and Interface
Control Board
For the desired data handling system, we developed an electric circuit board called Control Board. This board contains CPU with peripheral circuit and all the hardware interfaces in the QSAT data handling system is located, see Fig. 7 . All the interfaces needed for the ground tests are assembled in one side of the control board which is to ease the harnessing in the ground tests and integration of the satellite bus. The specification of control board is shown in Table 2 . Power in QSAT unit is delivered with DC 12V that is defined with the purpose of a steady power supply. Thus, control board has a power interface including the DC/DC convertor to step down from 12V to 5V. FLASH2 is the interface of the program writing mechanism, which is the product of Hokuto Denshi Co. Ltd. Together with interfaces for RS232C serial and Reset switch, it is designed for the ground tests. Details of extended memory board with reprogramming function are in next section.
The developed control board has two ports of CAN interface. This is for the Hardware-In-the-Loop (HIL) simulation in next stage of ground tests. Also, we may use them as a redundancy for the CAN communication line.
Reprogramming Function
From the experience in the development of Engineering Model, the need for the reprogramming function has arisen. Therefore, we designed the new control board with the interface for extra memories. This interface includes address decoder with switching circuit.
At this stage, reprogramming function will be implemented in MMU. The tasks for the MMU are reprogramming, attitude determination, and mission management. Other units in QSAT have local boards which contains the sensor elements. On the other hand, MMU has an extended memory board with two SRAMs and two EEPROMs, instead of a local board. These SRAMs are for the attitude calculation and EEPROMs are for the storage of the program files. Following figure shows the control board with extended memory board 
Operating System
The operating system Quartet2 is being developed in cooperation with a local company i-QPS. Along with the design concept, Quartet2 is a simple real-time system. It includes the fundamental device drivers which are CAN communications, serial communications, and a built-in A/D convertor. Those instruments are literally the root of the data handling system. Therefore, each device drive function is available without initialization or special function calls.
Basic Structure
As a real-time operating system, the processing flows in accordance with the watch function, which monitors the triggers that come from outside the OBC. Thus, the system of Quartet2 is designed to make the CPU wait for the events to come up in the continuous loop. The events to monitor in watch are defined with arbitrary combination of the events in Table 3 , such as "CLOCK and TIMER" or "RXR, RCR, and ADC". The events in Table 3 are defined as standard constants and other specific events are allowed to be defined, such as XADC event for the external A/D convertor device driver class. After the detection of more than one of the events, the processing needed for those events will be carried out.
There is one issue that we have to consider in the development of sequences. Several events can be watched at the same time but one CPU is able to handle only one task at a time. On the other hand, we can resolve this issue by allocating different tasks to each unit. This is one of the advantages of a distributed architecture.
Main Program and Functions
The project file of Quartet2 consists of the main program file, system files, and a group of subsidiary files which include mathematical sub-functions and device driver class declarations. The process in the main function of Quartet2 is only to call for the quartet function which initializes the Quartet2 system. Then, it proceeds to the State that is defined as a user program. Fig. 9 shows an example of the program flow.
State is also a function in which we define the processes using watch functions and it helps to describe the real-time systems. It enables us to simplify the definition of the Finite-State Machine (FSM). The FSM is a model which describes the behavior of the system as a transition between a number of defined states. Therefore, the Quartet2 system proceeds with switching one active state to the other, where the procedure of state transition has been provided in one of the system files.
When we switch from one State to another, we make a call for NewState function. This function just switches the pointer of the State to what we want to be done. It is not an exaggeration to say that the Quartet2 system is based on the three functions; watch, State, and NewState.
All the State functions in Quartet2 system are of equal rank. The transition of the State is performed simply by the change of a pointer. Hence, each required function in each phase has its own State. This is far simpler than the functions which have hierarchical relations. With this simple functional structure in the Quartet2 system, we can construct an ideal sequence which satisfies the requirements from the mission and the subsystems.
Response Time for Events
There is one constraint in the response time in the Quartet2 system that should be mentioned. Because Quartet2 is a non-preemptive system, it can not handle sudden events that are not under active consideration. As a result, the response time to an event depends on the active process at that time. The system is unable to react to the new unexpected event in the following conditions;  While performing a function apart from the watch function  Handling a certain event in a loop of watch function Thus, the most time-requiring process governs the response time in the Quartet2 system. To put it the other way round, we can achieve an appropriate response time and sequence by designing the proper software scheduling.
Other Functions and Class  CLOCK and TIMER
We can leverage the event with a time resolution of 1 milli-second in the Quartet2 system. The crystal oscillator on the control board provides the timing and it can create 1 milli-second with no time-lag. The function of CLOCK generates the CLOCK event in every specific period. The period is defined as a parameter of the function in the order of milli-second in the Quartet2 system files. On the other hand, the TIMER function generates only one TIMER event after the defined period. In addition, the time counter in the CPU restarts with the change of the period for CLOCK or TIMER during a cycle. CAN communications is the core of the data handling system of QSAT. To support the CAN communications in Quartet2, we installed a packet format. There are two types of ID's in the record to classify the data, Unit ID (UID) and Data ID (DID). But, those IDs are not necessarily related to a specific hardware or unit. This means that a unit can use several UID's or, in contrast, several units can use the same UID. However, there is arbitration when some units generate transmission signals at the same time and the one who has the smallest UID wins the arbitration. Furthermore, the one who has the smallest DID wins if the UID was the same.
The transmission and reception of the CAN communications data is monitored by the watch function. There are functions for data set, transmission, reception, and data read in CAN communications. The data in the transmission buffer will be divided into a number of packets when the data exceeds 8 bytes. The HKD and science mission data are delivered through the CAN-Bus using those functions. Table 4 shows the features of the communication protocol of QSAT.  Serial Communication with PC The communication in RS232C (serial) is in the text form. This is because the serial communications interface is mainly used for debugging of the software and for communications inside the MPU. Also, this is the only protocol during the launch standby. The highest data rate of the communications is defined by the clock frequency and we can select a lower data rate if needed.
Apart from the functions in CAN, there are also functions for data set, transmission, reception, and data read in serial communications. However, the transmission and reception of the serial communications is also monitored by the watch function. In addition, we define functions for the character string edit, which is for user-friendliness and for the data structuring.  Built-in A/D convertor The H8/2638 has 12 channels of 10-bit resolution built-in A/D convertor and the Quartet2 supports its interfaces required. This A/D convertor is designed to acquire the surface temperature of the elements in each unit. We have to modify the number of the channels to use and the parameter to specify the size of the buffer in one of the Quartet2 system files.  Xadc Class This is the device driver class for the external A/D convertor MAX197. It is a 12-bit resolution A/D convertor and it has 8 channels of input and output. MAX197 is used for the sensors data acquisitions. This class can drive up to 5 devices of MAX197 in parallel. For each device, each control bit and data port can be defined independently. As for the built-in A/D convertor, we have to modify the number of devices and channels used in each device in the Quartet2 system files. Furthermore, the input condition can be selected for each channel depending on the output status of the sensor element.
Conclusions
Through the study of the design of the data handling architecture in QSAT, we arrive at following conclusions.
 Reliable distributed data handling system is achieved with the implementation of CAN communications  The proposed data handling architecture has sufficient flexibility for future applications and modifications  The developed operating system Quartet2 is specialized for the control of a distributed computing system  The highly efficient data handling architecture for small satellites is achieved by the combination of hardware and software Based on the results of this study, we have future plans. By embedding the common functions of QSAT as part of Quartet2, we aim to establish it as a general small satellite control system. The functions of data acquisition through an external A/D convertor, and HKD monitoring will be incorporated as common elements of the system.
