This paper addresses a structural design problem in control systems, and explicitly takes into consideration the possible application to large-scale systems. More precisely, we aim to determine and characterize the minimum number of manipulated state variables ensuring structural controllability of switched linear continuous-time systems. Towards this goal, we provide a new necessary and sufficient condition that leverages both graph-theoretic and algebraic properties required to ensure feasibility of the solutions. With this new condition, we show that a solution can be determined by an efficient procedure, i.e., polynomial in the number of state variables. In addition, we also discuss the switching signal properties that ensure structural controllability and the computational complexity of determining these sequences. In particular, we show that determining the minimum number of modes that a switching signal requires to ensure structural controllability is NP-hard.
matrices are either unknown or zero [14] . This assumption copes with scenarios where the system parameters are difficult to identify and obtained with a certain approximation error.
Thus, structural properties that are independent of a specific value of unknown parameters are of particular interest. Subsequently, a switched linear system is said to be structurally controllable if one can find a set of values for the unknown parameters such that the corresponding switched linear system is controllable in the classical sense [14] . Whereas in [14] necessary and sufficient conditions to characterize the structural controllability were provided, due to economic constraints we aim to determine and characterize the smallest subset of actuated state variables yielding structural controllability.
The problem of determining the smallest subset of state variables yielding controllability is commonly referred to as minimum controllability problem, and it was studied in the context of linear time-invariant systems in [15] , [25] . Recently, the minimum controllability problem has also been explored under additional energy constraints, in particular, metrics that depend on the controllability Grammian, see [3] , [4] , [12] , [17] , [26] , [29] . Alternatively, if we aim to achieve structural controllability, we refer to the problem as structural minimum controllability problem. This problem has been fully addressed in the context of linear-time invariant systems in [19] for homogeneous costs; and the computational complexity analyzed for several classes of systems in [1] . In the current manuscript, we extend these results to the case of switched linear continuous-time systems. Notice that whereas in [1] , [19] graph-theoretic properties of structural controllability rely in directed graphs interpretations of the system, these no longer hold to characterize structural controllability of structural switched linear continuous-time systems, see [14] for details. In particular, the analysis of structural controllability of structural switched linear continuous-time systems cannot be reduced to the analysis of a structured linear system. Consequently, in this paper we provide a systematic approach that leverages the combination of graph-theoretic and algebraic conditions to obtain and characterize the solutions to the structural minimal controllability problem for structural switched linear continuous-time system.
The current work also differs from [23] , [24] , where the structural minimum controllability problem aimed to ensure structural controllability for each mode of the switched continuoustime linear system; note that this conservative notion contrasts with the controllability definition considered in the present manuscript. In [20] the structural minimal controllability problem for linear time-invariant systems was considered under heterogenous cost, i.e., the variables actuated can incur in different costs. In particular, in [20] this problem is shown to be poly-nomially solvable, and in [16] , the computational complexity was improved when binary costs are considered. More recently, in [22] the problem was extended to the case where a state variable has a cost that depends on the input that actuates it, hence, leading to a multiple heterogenous cost scenario. Alternatively, the problem of determining the minimum number of actuators from a given collection of possible actuator-state configurations was shown to be (in general) NP-hard [18] . Notwithstanding, in [21] it was shown that the same problem can be polynomially solvable when the dynamic matrix is irreducible.
The main contributions of this paper are fourfold: (i) we provide a new necessary and sufficient condition that leverages both graph-theoretic and algebraic properties required to ensure structural controllability of switching linear continuous-time systems; (ii) we characterize the solutions to the structural minimum controllability problem for switched linear continuous-time systems. In particular, we characterize dedicated solutions, i.e., an actuator can only actuate a single state variable, and minimal solutions, i.e., the minimum number of actuators actuating the minimum number of state variables; (iii) we propose an algorithm that leverages both graph-theoretic and algebraic properties of structural controllability of switching linear continuous-time systems to determine a solution in (mn) α , where n denotes the number of state variables, m denotes the number of modes of the switching linear continuous-time system, and α < 2.373 is the exponent of the n × n matrix multiplication; and (iv) we provide new insights on how the switching sequences affect the controllability of a structural switching linear continuous-time system. In particular, we show that determining the minimum collection of nodes in a sequence of modes ensuring structural controllability is NP-hard.
The rest of the paper is organized as follows: Section II provides the formal statement of the problem addressed in this paper. Next, Section III reviews some concepts, introduces key results in structural systems theory and establishes their relations to graph-theoretic constructs.
In Section IV, we present the main results. Next, we present an illustrative example in Section V.
Finally, Section VI concludes the paper and discusses avenues for further research.
II. PROBLEM STATEMENT
In this section, we formally introduce the structural minimum controllability problem for switched linear continuous-time systems. June 10, 2016 DRAFT Consider the following switched linear continuous-time systeṁ
where σ : R + → M ≡ {1, . . . , m} is a switching signal, x(t) ∈ R n the state of the system at the instance of time t, and u(t) ∈ R n represents the piecewise continuous input signal. In the sequel, we identify (1) by the pair (A σ(t) , B σ(t) ), that contains m modes with subsystems
. . , m}, and σ(t) = i implies that the ith subsystem (A i , B i ) is active at time instance t. Further, the switched linear continuous-time system (1) is said to be controllable (or equivalently, (A σ(t) , B σ(t) ) is controllable) if for any initial state x(0) = x 0 , and a desired state x d , there exists a time instance t f > 0, a switching signal σ : [0, t f ) → M and an input
This notion of controllability enables the analysis of switching systems where we either have access to 'common' transitions and knowledge of the existing modes of the switching system, or the cases where the controller is equipped with supervisory capabilities enabling the system to switch between modes.
Due to economic constraints, one is interested in deploying the minimum actuation capabilities that enable the controllability of the system, which can be captured by the following optimization problem. Given the switched linear continuous-time system (1), we aim to determine the sparsest
for the different m modes required to ensure controllability, as a solution to the following optimization problem:
where M 0 is the zero (quasi) norm, i.e., it counts the number of non-zeros entries in matrix M . Unfortunately, this problem is NP-hard even when m = 1, see [15] for details.
Furthermore, the parameters associated with the linear time-invariant modes are often accurately known, which motivates the use of structural system theory [8] . Structural linear systems are linear parameterized systems with a given structure, i.e., the entries of the state space matrix are either free parameters or fixed zeros. LetĀ σ(t) ∈ {0, 1} n×n denote the zero/nonzero structure or structural pattern of the system matrix A σ(t) , whereasB σ(t) ∈ {0, 1} n×p is the structural pattern of the input matrix B σ(t) . More precisely, an entry in these matrices is zero if the corresponding entry in the system matrices is equal to zero, and described by an arbitrary parameter (denoted by one) otherwise. Therefore, a pair (Ā σ(t) ,B σ(t) ) is said to be structurally controllable if there exists a pair (A σ(t) , B σ(t) ) respecting the structure of (Ā σ(t) ,B σ(t) ), i.e., same locations of zeros and nonzeros, such that (A σ(t) , B σ(t) ) is controllable. Further, it can be shown that if a pair (A σ(t) , B σ(t) ) is structurally controllable, then almost all (with respect to the Lebesgue measure) pairs with the same structure as (Ā σ(t) ,B σ(t) ) are controllable [14] . In essence, structural controllability is a property of the structure of the pair (Ā σ(t) ,B σ(t) ) and not of the specific numerical values.
Subsequently, the structural minimum controllability problem for switched linear continuoustime systems problem can be stated as follows: P 1 Given the structure of the matrices of the switched linear system in (1), i.e., {Ā i } m i=1 , we aim to determine the sparsest collection of input matrices {B * i } m i=1 required to ensure its structural controllability, i.e., that is the solution to the following problem:
Notice that a solution to P 1 may consist ofB i with columns with all entries are equal to zero, which can be disregarded when considering the deployment of the inputs required to actuate the system. In addition, in the worst case scenario, we obtain structural controllability by taking the identity matrix as the input matrix, which justifies the dimensions chosen for the solution search space. Furthermore, some solutions may comprise at most one nonzero entry in each column; in other words, solutions in which each input actuates at most one state variable. These inputs are referred to as dedicated inputs, and they correspond to the columns of the input matrixB i with exactly one nonzero entry. Additionally, if a solution
is such that all its nonzero columns consist of exactly one nonzero entry, it is referred to as a dedicated solution, otherwise it is referred to as a non-dedicated solution.
Finally, note that the solution procedure for P 1 also addresses the corresponding structural observability output matrix design problem by invoking the duality between observability and controllability in linear time-invariant systems for each mode of the switching linear continuoustime system [10] .
III. PRELIMINARIES AND TERMINOLOGY
In this section, we review some notions of controllability of switched linear continuous-time systems, and their counterpart using structural systems theory [8] .
To assess the controllability for switched linear continuous-time systems consider the following definitions.
Definition 1 ([14]
). The controllability matrix for switched linear continuous-time system as described in (1) is given by
Additionally, we have the following result.
Theorem 1 ([14]). The system described by (1) is controllable if and only if
Now, we associate with the pair
, referred to as the system digraph, with vertex set V i and edge set E i , where
n } represents the state and input vertices, respectively. In addition,
represents the state edges and input edges, respectively. Similarly, we can define a state digraph D( and right vertex set does not belong to an edge in a maximum matching, we then refer to it a rightand left-unmatched vertex, respectively. Additionally, we can consider weights associated with the edges in a bipartite graph to obtain a weighted bipartite graph
where w : E C,R → R. Subsequently, we can consider the problem of determining the maximum matching with the minimum sum of the weights, that we refer to as the minimum weight maximum matching. The minimum weight maximum matching can be generally solvable in
, where α < 2.373 is the exponent of the n × n matrix multiplication [9] .
In addition, a digraph
Finally, a strongly connected component (SCC) is a maximal subgraph (there is no other subgraph, containing it, with the same property)
there exists a path from u to v and from v to u. We can create a directed acyclic graph (DAG)
by visualizing each SCC as a virtual node, where there is a directed edge between vertices belonging to two SCCs if and only if there exists a directed edge connecting the corresponding SCCs in the digraph D = (V, E), the original digraph. The DAG associated with D(Ā) can be computed efficiently in O(|V| + |E|) [6] . The SCCs in the DAG may be further categorized as follows: an SCC is non-top linked if it has no incoming edge to its vertices from the vertices of another SCC.
Finally, consider a m 1 × m 2 matrixM , and let
then the generic rank (g-rank) ofM is given by g-rank(M ) = max
rank(P ).
Now, we revisit necessary and sufficient conditions for the structural controllability of switched linear continuous-time systems.
Theorem 2 ([14]). A switched linear continuous-time system (1) is structurally controllable if
and only if the following two conditions hold:
We note that whereas verifying if the conditions in Theorem 2 hold can be done efficiently [14] , designing the sequence of sparsest input matrices such that those conditions yield is a more challenging problem. In fact, a greedy strategy may consist in sequently try to ensure each condition. Nonetheless, optimality of such strategies cannot (in general) be ensured. Therefore, one should resort to such strategies only when the problem at hand is computationally intractable, for instance, NP-hard. In this paper, we will show that P 1 can be polynomially solvable by leveraging both graph-theoretic and algebraic characterizations of the conditions in Theorem 2 captured by the following results. 
IV. MAIN RESULTS
In this section, we present the main results of this paper. More specifically, we characterize all the solutions to P 1 . This goal is achieved in three steps. First, we determine a dedicated solution that enables structural controllability by performing actuation into a single mode, i.e.,
we determine a dedicated solutionB * such thatB * 1 =B andB * i = 0 for i = 2, . . . , m ensures structural controllability of (Ā σ(t) ,B * σ(t) ) (see Algorithm 1 whose correctness is provided in Theorem 4). Second, we describe in Theorem 5 the non-dedicated solutionsB * 1 , andB * i = 0 for i = 2, . . . , m, which can be obtained from the dedicated solutionsB * . In the last step, in Theorem 6, we consider the former characterization to describe all possible solutions to P 1 .
Finally, we present a discussion of results regarding the switching signals required to ensure structural controllability of (Ā σ(t) ,B * σ(t) ). In particular, we show that determining the minimum sequence of modes in such switching is NP-hard.
We start by leveraging graph-theoretic and algebraic conditions presented in Lemma 1 and Lemma 2, to rewrite Theorem 2 as follows. The conditions provided in Theorem 3 can now be used to obtain a dedicated solution to P 1 . More specifically, we propose Algorithm 1 to obtain B such thatB 1 =B andB i = 0 for all i = 2, . . . , m is a dedicated solution to P 1 . Towards this goal, Algorithm 1 consists of a two-step algorithm that determines the smallest collection of state variables required to ensure both conditions in Theorem 3. In the first step, it find the set containing the maximum collection of state variables that simultaneously contribute to satisfy both conditions in Theorem 3. We show that this set can be obtained by considering a MWMM on a weighted bipartite graph. 
Step 2. Consider a weighted bipartite graph B ([Ā 1 , . . . ,Ā m ,S]) = (C, R, E C,R ), whereS is a n × β matrix andS i,j = 1 if x i ∈ N T j , and the column vertices be re-labeled as follows: the columns ofĀ i are indexed by {c n } × R be equal to zero, and the weight on the edges e ∈ {s 1 , . . . , s β } × R be equal to one.
Step 3. Let M be the maximum matching incurring in the minimum cost of the weighted bipartite graph presented in Step 2.
Step 4. Take J = {i : (s j , r i ) ∈ M , j ∈ {1, . . . , β}}, i.e., the row vertices associated with S that belong to the edges in the MWMM M (i.e., those with weight one). In addition, let J = {1, . . . , n} \ {i ∈ {1, . . . , n} : (c k j , r i ) ∈ M , k ∈ {1, . . . , m}, j ∈ {1, . . . , n}}, and J contains the index of a single state variable from each non-top linked SCC N T p , with p ∈ {1, . . . , β} \ J .
Step 5. Set J = J ∪ J ∪ J . Remark 1. We notice that if the structural switching linear continuous-time system only possesses one mode, then it boils down to a structural linear time-invariant, and the characterizations obtained in [19] can be retrieved. Contrarily to the approach presented in [19] that is motivated by the graph-theoretic characterization of the system digraph, Algorithm 1 requires both graph-theoretic and algebraic characterizations, since graph-theoretic properties for structural switching linear continuous-time system are quite diverse from those known for structural linear time-invariant, see [14] for details.
•
Next, we characterize all the possible sparsest matrices that are solutions to P 1 when a single node is actuated.
Theorem 5. Given J , J and J as in Algorithm 1, thenB *
where O(I) is the n×n matrix with exactly one non-zero entry in row indexed in J and zeros otherwise, andB * i = 0 for i = 2, . . . , m is a solution to P 1 .
Proof:
The proof follows by noticing that both conditions of Theorem 3 hold. Condition (ii) in Theorem 3 holds because a maximum matching of B ([Ā 1 , . . . ,Ā m , D(J ∪ J )]), is also a maximum matching of B ([Ā 1 , . . . ,Ā m ,B] ). Therefore, since the maximum matching of the former has size n, the latter also has size n. Finally, we provide the most general characterization of the sparsest input matrices that are solution to P 1 . is the n × n matrix with exactly one non-zero entry in row indexed in J and zeros otherwise. In other words, there might exist different switching signals ensuring structural controllability of the switching linear continuous-time systems, and these can be partially captured by the minimum weighted maximum matchings. Furthermore, it is possible to characterize which edges belong to any maximum matching [5] , which implies that those modes need to be part of any sequence of modes among which the system transitions. Therefore, these modes should be considered as part of the design proposed in Theorem 3. In other words, the designer should consider to deploy actuation capabilities in the modes that are strictly required in a sequence to ensure structural controllability, i.e., at these modes, the input matrices should be non-zero.
Finally, we notice that determining the minimum sequence of modes a switching signal among which the system should transition to ensure structural controllability is NP-hard. Formally, consider the following problem.
P 2 Given a structurally controllable (Ā σ(t) ,B σ(t) ), determine the minimum number of modes m that a switching signal σ(t) should consider to attain structural controllability.
• Theorem 7. Problem P 2 is NP-hard.
Proof: Consider the well known NP-hard problem, the set covering problem, that can be stated as follows: given a universe of elements U = {1, . . . , n} and a collection of subsets {S j } m j=1
with S j ⊂ U, determine the subcollection {S j } j∈I that contains U, where I ⊂ {1, . . . , m} and there is no other I such that |I | < |I| satisfying the same conditions.
In order to show that P 2 is NP-hard, we need to polynomially reduce the set covering problem to P 2 (see [6] for an introduction on the topic). As a consequence, a solution to P 2 enables the reconstruction of a solution to the set covering problem, which implies that finding a solution to P 2 is at least as difficult as finding a solution to the set covering problem. Towards this goal, we associate with each mode of the switching system a subset S i , and we assume that any mode suffices to ensure condition (ii) in Theorem 3; more specifically, we assume that Under the present construction, it is not difficult to realize that any solution to P 2 consists in finding the smallest subcollection of modes such that the system digraph D(Ā,B), wherē A = ∨ i∈I * A i and I * denotes the indices of the modes that contain a directed spanning tree rooted in an input. Therefore, it follows that there exists a collection of edges producing such tree, which implies that there exist a collection of sets {S i } i∈I * that covers U, and the result follows. Hereafter, we aim to determining the sparsest configuration of inputs that renders the system structurally controllable, i.e., a solution to P 1 . To this end, we consider Algorithm 1 (whose correctness and computational complexity are provided in Theorem 4). In addition, the weights associated with the edges in B([Ā 1 ,Ā 2 ,Ā 3 ,S]) are as follows: the edges that contain the vertices c 13 and c 14 have unitary weight (depicted by the blue edges in Figure 1-(e) ), and all other edges incur in zero weight (depicted by the black edges in Figure 1 -(e)). At Step 3 in Algorithm 1, the MWMM is represented by the collection of red edges in Figure 1 -(h), which implies that J = {2}, J = {3} and J = {4}. In other words, an additional state variable is required to be actuated, i.e., x 3 .
VI. CONCLUSIONS AND FURTHER RESEARCH
In this brief paper, we provides a new necessary and sufficient condition that leverages both graph-theoretic and algebraic properties required to ensure structural controllability of switching linear continuous-time systems. With this condition we characterize the solutions to the structural minimum controllability problem for switched linear continuous-time systems. Further, we provided an efficient algorithm that determines a solution to the problem. Finally, we provides new insights on how the switching sequences affect the controllability of a structural switching linear continuous-time system. In particular, we show that determining the minimum collection of nodes in a sequence of modes ensuring structural controllability is NP-hard. Future research will focus on considering different actuation cost per state variables, actuators and possible switching sequences. Additionally, it would be interesting to address the sparsest feedback patterns that ensure the switched linear system to ensure stabilizability.
