Abstract. Collaborative filtering recommendation algorithm is key technologies of personalized recommendation system, as the serious data sparsity of rated items, the traditional collaborative filtering algorithms only depending on users data cannot achieve satisfactory recommended quality, an improved collaborative filtering recommendation algorithm based on the similarity of user ratings and item attributes is proposed. The experimental results based on Movie Lens dataset show that the improved hybrid collaborative filtering recommendation algorithm obtains the better recommendation accuracy than traditional similarity calculation method.
Introduction
With the rapid development of the Internet and e-commerce systems, the problem of the overload information has cropped up. In order to solve the current problem of overload information on the Internet, many large e-commerce sites use the various forms of recommendation system in varying degrees [1] . The common recommendation algorithm contains: the recommendation based on content, collaborative filtering recommendation, the recommended based on knowledge, the recommendation based on network structure and the mixed recommend [2] .Collaborative filtering (CF) is considered one of the most successful and widely used personalized technologies.
Its core idea is based on the user rating to the item to find the similarity between users, to find the most similar neighbor user with the target user, and then use the score of the neighbor to the item to predict the preferences of target user to the item, and then find the produce item [3] . However, the traditional collaborative filtering technology has the problems such as sparse data, cold start and the ability of extension and other issues affecting the quality of recommendation.
For the recommended quality problems exist in the traditional user-based collaborative filtering algorithm , the researchers analysis it by the user and item information, from another point of view to reduce problems caused by spare data, the main methods contain multidimensional reduction method, the item-based collaborative filtering and intelligent Agent methods. Sarwar, who use the singular value decomposition (SVD) method to reduce the dimension of user-item rating matrix to obtain a relative dense data [4] , in order to solve the sparsity problem of collaborative filtering, by using concept hierarchy and community filtering thought, new consumer profile is built, and the connotative relation between items is found [5] . It alleviates the sparseness of consumers' rating data, helps users find right neighbors and get better recommendations.
The above method can ease of data sparseness problem from different angles, but did not accurately get the user's interest, and so cannot be expected to recommend. Therefore, we propose an improved collaborative filtering recommendation algorithm based on the similarity of user ratings and item attributes.
The Adjusted Collaborative Filtering Algorithm

Item attributes similarity
As a result of the traditional collaborative filtering techniques only consider the user -item rating matrix data, it is easy to affect by sparse data, eventually lead to recommend the result is not accurate [6] . Therefore, this literature considering the influence of the item attributes to recommendation.
The information of item attributes is generally represented by a vector. For example, the attribute information about an item can be expressed as P = {P1, P2, ..., Pk},hij indicates whether the item has the property p, if there was 1, and 0 otherwise [7] . One item can have a variety of properties. It was showed as Table 1 . Calculated by the previous item attributes similarity formula finds I1 and I2 and I3 have the same attribute similarity, but, in fact, the attribute similarity of I1 and I2 is higher than I3 and I1. Therefore, this study considers the item similarity is affected by the uncommon attributes. Get the Eq. 1 of attribute similarity between the two items:
(1) Therein Eq. 1, N represents all the number of item attributes, represents the number of attributes belong I a , I b together, represents the number of attributes neither belong to I a , or I b .
Hybrid Collaborative Filtering Algorithm
In order to combine the similarity with Rating and item attributes, the paper introduces the weighting factor w to control user ratings and the item attributes. The range of w is [0, 1]. In this study, the similarity of the score measured by Correlation of Pearson. Set U as users set of I a and I b scored together, then Get the Eq. 2 of attribute similarity between the two items: (2) Therein, R u , I a is the score of user u to item I a , R u , I b is the score of user u to item Ib. Then, the similarity between the two items can be expressed by the Eq. 3.
(3)
Then set the highest similarity items as the neighbor sets M of the target item Ia. according to neighbors can predict the score which user u to ungraded item Ia are as the Eq. 4.
(4)
Results and Discussion
Experimental Data
The data were provided by the United States Group Lens Team Movie Lens dataset, Movie Lens is an opportunity for study of Web recommendation system, for receiving user ratings of the film and provide the recommendation list. Data set contains 943 users to 1682 films to make a total of 100000 scores, each user at least 20 films for the score, ratings range from 1 to 5. Each film has its own respective categories, used as the film's property to obtain project attribute similarity. Sparse level of the data set is: 1 -100000 / (943 × 1682) = 0.93695, from that particular sparse. We select 80% of the experimental data as the training set, 20% of the test set.
Evaluation Index
The evaluation criteria of the quality of recommended system include statistical accuracy metrics and decision support precision measurement of two ways [8] . Usually used in the former method of Mean Absolute Error (Mean Absolute Error, MAE) measurement. MAE is forecast by the target user ratings and target users to compare the actual score, to the degree of deviation between the two to represent the effect of the accuracy of recommendation. MAE smaller value indicates higher prediction accuracy, the better the quality recommended. MAE calculation formula can be expressed as Eq. 5. (5) Where n is the number of projects the target user ratings, ri, j is the user's actual score, pi, j is the prediction score of recommended system.
Experimental Design and Results Analysis
In this experiment, Set the w value from 0 to 1, every increase of 0.1, then observe the changes in the value of MAE, thus recommended that the impact on system performance. The experimental results can be shown in Fig. 1 , w is 0.9 recommended best [9] .
In order to verify the proposed hybrid similarity score based on user and project properties collaborative filtering algorithm is effective [10] , with the user-based collaborative filtering (user-based CF) and Item-based collaborative filtering (Item-based CF) as contrast, comparing the MAE value; the number of neighbor set to from 10 to 50, interval of 10, the weight w is set to 0.9. The result of the experiment can be shown in table2, comparison chart shown in Fig. 1 As can be seen from the below of figure 3 , for different number of neighbors, the improved hybrid collaborative filtering algorithms achieved the smallest value of MAE. This can instruct that the instruction of the information of item attribute, to some extent alleviated the problems caused by data sparseness, then pushing the recommended quality.
Fig. 1. The experimental contrast data
Conclusion
The rating of data sparsity cannot guarantee real-time and recommended data quality problems of collaborative filtering algorithm under circumstances [11] . This study introduces the Project properties, using the similarity score and the project attributes similarity weighted combination of approaches, to reduce the impact of the recommendation system of the sparsity of data, for improving the quality recommended and reducing the error. The experimental results show that the new algorithm can effectively improve the recommendation quality [12] , and it can be extended in the recommended site.
