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Waves traveling through random media exhibit random focusing that leads to extremely high
wave intensities even in the absence of nonlinearities. Although such extreme events are present
in a wide variety of physical systems and the statistics of the highest waves is important for their
analysis and forecast, it remains poorly understood in particular in the regime where the waves are
highest. We suggest a new approach that greatly simplifies the mathematical analysis and calculate
the scaling and the distribution of the highest waves valid for a wide range of parameters.
Extremely high waves can occur in virtually all sys-
tems in which waves travel through a complex medium.
This holds in particular for wave propagation in media
that can be considered as random, and includes phenom-
ena such as the formation of freak or rogue waves in the
ocean and the focusing of tsunamis [1–5], the branching
of electron flows in semiconductor devices [6–9], extreme
sound waves in the ocean [10–12], rogue light waves [13–
15], as well as the formation of so-called hot spots and
branching in microwaves [16, 17]. Despite tremendous
theoretical and experimental efforts over the last decades
(see e.g. the reviews [18–22]), however, the distribution of
the highest waves remains elusive and the precise mech-
anism for their creation under debate.
The formation of extreme waves has attracted atten-
tion from a broad range of researchers over many decades.
A main difficulty in characterizing the distribution of
these extreme events is due to the multiple processes in-
volved in their formation. In the simplest model pio-
neered by Longuet-Higgins, extreme waves arise as ac-
cidentally coincident coherent superpositions of plane
waves, whose probability (due to the central limit theo-
rem) follows the tail of a Gaussian distribution [23]. The
latter disagrees, however, with the much higher prob-
ability with which extreme wave amplitudes have been
observed empirically, e.g. in all of the systems mentioned
above. A further ingredient in many wave systems, e.g. in
water waves, are nonlinearities in the wave equations,
which can locally increase the wave height. However, ex-
treme waves can also be observed in systems that are
very well described by linear wave equations, leading to
the conjecture that nonlinear effects merely further in-
crease the effect of a process already present in linear
wave equations. The most general mechanism generating
heavy tails in the intensity distribution of linear waves is
focusing by the collective effect of a correlated random
medium leading to a branching of the wave flow [6]. It
occurs ubiquitously, as it is caused even by very weak
disorder, which cannot be avoided in almost all real sys-
tems and originates, e.g., from donors in semiconductor
nanostructures or from the intersection of currents in the
ocean. The random focusing of the waves is the effect
of the corresponding ray (or classical) dynamics and is
known to lead to extremely high ray densities at focal
points or lines, the caustics [24–26]. As it is known that
the extreme waves generated in this way are much more
frequent than expected from the above Gaussian tails, it
is crucial to mathematically quantify and predict their
incidence. The complex dynamics of the rays, e.g. the
interplay of chaotic stretching and folding at the wave-
front with the geometric singularities of the caustics and
the intricate nature of diffraction and interference of the
correlated random wave patterns, however, have so far
defied attempts to derive the full distribution of the wave
intensities in branched flows, and to establish the exact
character of its heavy tail. To understand and describe
the nature of linear rogue waves, we therefore take a new
approach concentrating on the most pressing question:
How high are the highest waves? More precisely, we want
to study the highest waves in a cross-section of arbitrary
but fixed length perpendicular to the main flow direction
of the waves.
In this Letter, we present an approach that maps the
complex dynamics of the waves in the random medium
to the simpler problem of an initially distorted wavefront
that then travels through free space. By comparing rel-
evant quantities in these two cases, we can derive a dis-
tribution for the extreme waves in systems governed by
linear wave dynamics which is universal for a large class
of random media, thus solving an important fundamental
problem in understanding and predicting such events in
a wide range of physical systems.
The central panel of Fig. 1 illustrates the formation
of a branched flow and the associated occurrence of ex-
treme waves. We study linear wave propagation by us-
ing the paradigmatic case of quantum mechanical waves
described by the time-independent Schrödinger equation
propagating in a two-dimensional weak random medium
modeled as a Gaussian random field. Starting from a
monochromatic unidirectional plane wave source, strong
intensity fluctuations appear at a characteristic length-
scale well below the mean free path. Generalizations of
this initial condition have been studied e.g. in [5, 27]. The
regime studied here is usually classified as the regime of
strong fluctuations which emphasizes the high probabil-
ity of extreme events occurring. It is most easily char-
2acterized by the variance of the squared wave heights or
intensities [17], which is much higher than in the weak
fluctuation regime close to the wave source or the regime
of saturated intensity fluctuations, where the distribution
of the intensities is exponential (Rayleigh’s law) [23, 26]
(see upper panel of Fig. 1).
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Figure 1: The formation of extreme waves in a random
medium. (center panel): Illustration of a wave flow (gray
scale) through a weak random medium (color), starting from
an initially plane wave. Darker shades of gray correspond to
higher flow intensity. The standard deviation of the random
potential is 10% of the energy of the flow, and the wavelength
is 5% of the correlation length of the potential, ℓc. The image
shows an extract of a larger simulation with periodic bound-
ary conditions on top and bottom, and absorbing boundary
conditions on the left and right. (top panel): The variance
of the intensities averaged over 100 realizations of the ran-
dom medium as a function of the distance from the source. A
high variance of the wave intensity corresponds to the occur-
rence of extreme events. (bottom panel): Two sections of the
wave amplitudes at the locations indicated by arrows in the
central panel. The amplitude is normalized to the standard
deviation of the fluctuations in the saturated regime far away
from the source (thick black dashed lines). Wave amplitudes
of up to 10 times of this standard deviation can be observed.
The probability to observe such an event in random waves
according to Rayleigh’s law would be smaller than 10−20.
In all of the applications mentioned above, the random
medium is typically modeled as a Gaussian random field
V (r), where r is a position vector, and whose properties
are defined by its isotropic spatial correlation function
c(r) = 〈V (r′ + r)V (r′)〉. The medium is assumed to
have a spatial correlation length ℓc and a dimensionless
amplitude relative to the kinetic energy of the flow, ǫ.
The crucial wave parameter is the wavelength λ, which
we assume to be smaller than the typical scale of the
random medium ℓc. This is a prerequisite for the waves
to be able to resolve the structure of the random medium
and therefore for focusing to occur.
The central question of this work is to understand
whether there is a universal mathematical description for
the distribution of extreme waves in different randomme-
dia and how the influence of the medium parameters ǫ
and ℓc as well as the wavelength λ is reflected in the dis-
tribution. Our main conjecture is that the extreme waves
occur at locations where the waves are focused, which in
two dimensions happens generically at a fold line, which
is known from e.g. the aberration of an imperfect lens
in optics. It should then suffice to understand the wave
dynamics and its dependence on the system parameters
in the close vicinity of the focal lines, where the wave
structure has a generic interference and diffraction pat-
tern that can be understood using diffraction integrals
[24, 28].
The diffraction integral yielding the wave pattern per-
pendicular to a fold line has been derived in the frame-
work of catastrophe optics [24, 28], and is given by
J(ξ) =
∫
∞
−∞
dy0 e
−i k φ(ξ,y0) (1)
where k = 2π/λ is the wave number, ξ = y/R a di-
mensionless spatial coordinate perpendicular to the fold
line rescaled by the distance R from the source, and
φ(ξ, y0) =
1
3αy
3
0+ξ y0 is the normal form of the fold caus-
tic, which can be interpreted as the optical path length
from the source to the observation point. The parame-
ter α with units of inverse length squared describes the
shape of the fold and will be treated in more detail below.
Expression (1) can be derived by assuming a uniform
medium and a wave propagating in x-direction with an
initial waveform slightly deformed from the plane wave,
which, because of its initial curvature, focuses at a cer-
tain distance from the source. A suitably curved initial
wavefront that produces the normal form of the optical
path φ(ξ, y0) given above is described by its deviation
f(y0) from a straight line at t = 0 (such that x0 = f(y0)
at t = 0) and is given by f(y0) =
y2
0
2R +
1
3αy
3
0 . Assuming
the normal form and initial condition given above, it can
be shown that the expression for the wave function across
a fold is given by [28]
ψ(ξ) =
(
2πk
iR
)1/2
(kα)
−1/3
eikRAi
(
k2/3α−1/3ξ
)
, (2)
where Ai denotes the Airy function of the first kind. We
will use the prefactor of this dimensionless wave func-
tion to calculate the scaling of the highest waves without
having to integrate over a spatial coordinate.
The normal form φ(ξ, y0) is an expression for the char-
acteristic variation of the optical path length of the rays
that form the fold caustic. In our case, however, this vari-
ation of the optical path length is due to the fluctuations
of the medium and not due to the shape of the initial
wavefront. The next step is therefore to develop a way of
relating the local parameter α to the global properties of
3the random wave flow, and thus to the stochastic proper-
ties of the medium. This is illustrated in Fig. 2 and can
be carried out by examining the velocity profile of the ray
bundle generated by φ. First, we observe that in the ran-
dom medium the distance R to the focal region is given
by the average propagation distance to a focal line or
caustic, i.e. R = xc. Furthermore, since the rays are or-
thogonal to the wavefront, the velocity in the transverse
y-direction is given by vy = −∂yf(y) = −y/xc−αy2. We
set the initial velocity in the longitudinal direction, v0, to
unity and express all velocities in units of this, thus mak-
ing vy dimensionless. At the caustics (which are turning
points), the velocity has an extremum, which is obtained
at y∗ = −(2αxc)−1. Plugging this into the expression
for the velocity we obtain a typical velocity of the rays
at the caustics of vtyp = vy(y
∗) = (4αx2c)
−1. Thus the
parameter α describing the shape of the caustic is related
to the properties of the random medium through
α = (4vtypx
2
c)
−1. (3)
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Figure 2: Mapping the complex dynamics of the propaga-
tion in the random medium to the simpler problem of an ini-
tially curved wavefront propagating through free space. (a)
An initially plane ray bundle propagating through a random
medium develops a fold caustic, with typical transverse ve-
locity vtyp. (b) In a situation mimicking the random ray
propagation, a ray bundle emanating perpendicularly to an
initially curved wavefront described by a deviation f(y0) from
the plane initial condition along the initial y0-axis propagates
through free space (see text for details). The path length
corresponding to f(y0) is given by φ(ξ, y0). By matching the
velocities vtyp of the ray bundles in both cases the local caustic
parameter α can be related to the parameters of the stochastic
medium.
The typical velocity vtyp and the typical distance to a
caustic xc at which this velocity should be evaluated can
be obtained from a stochastic model of the ray propaga-
tion associated with the waves as follows.
Assuming that the random medium is weak, the ray
equations can be reduced to one-dimensional equations
describing the dynamics in the transverse direction, with
the propagation in the longitudinal direction now playing
the role of time (paraxial approximation). Also, the ran-
dom potential V (r) can be approximated as uncorrelated
Gaussian white noise of appropriate strength σ, such that
the ray equations become (with the particle mass set to
unity) y˙/v0 = vy and v˙y = σ ζ(t) with 〈ζ(t)ζ(t′)〉 =
δ(t− t′). The prefactor of the noise term, σ, now encodes
the properties of the random medium and can be calcu-
lated from its correlation function c(r) = 〈V (r′+r)V (r′)〉
as σ2 = v−30
∫
∞
−∞
dx∂yyc(x, y)
∣∣
y=0
[12, 29, 30], where the
initial velocity v0 is kept for dimensional clarity, but since
it is equal to unity in the paraxial approximation, will be
dropped from now on.
Since all moments of the random processes y and vy
can easily be calculated, they can serve as estimates for
the quantities vtyp and xc. The typical time to the first
caustics can be calculated assuming that they occur when
the fluctuations of the rays in the transverse direction are
on the order of the correlation length of the potential,
i.e. 〈y2(tc)〉 ∼ σ2t3c/3 ∼ ℓ2c which results in a scaling
of tc ∼ ǫ−2/3ℓc [25] in accordance with more detailed
calculations [29, 30]. This is the typical time and in the
paraxial approximation also the distance the rays travel
until the first focal points are reached. We note that
in weak random media this happens on a shorter length
scale than the mean free path, which scales as ǫ−2ℓc. As
the simplest estimate for the typical transverse velocity
of the rays in the region where the extreme waves are
expected, we assume a scaling as vtyp =
√
〈v2(tc)〉 ∼√
2σ2tc ∼ ǫ2/3.
Using Eqs. (2) and (3), the scaling of the wave inten-
sities at the fold, Ifold, takes the form
Ifold =
∣∣ψ2fold(λ, ǫ, ℓc)∣∣ = c (λ/ℓc)−1/3ǫ2/9 (4)
where c is a universal constant that can later be absorbed
in the full distribution. We note that the fact that the
scaling depends on the relative wavelength λ/ℓc is quite
intuitive considering that ℓc defines the spatial scale of
the problem. We also note that the interesting scaling
of 2/9 with the strength of the random potential was,
although not stated explicitly and using a different ap-
proach, anticipated by Kaplan [25] for the more restricted
case of the intensity of the branches that can just be re-
solved for a given wavelength. Having linked the global
flow properties determined by the parameters of the ran-
dom medium with the local structure of the focal regions,
which results in the scaling laws of Eq. (4), we can now
turn to the actual distribution of the extreme waves.
At an arbitrary but, in proportion to xc, fixed distance
from the source within the strong fluctuation regime, we
divide the flow intensities along a line transverse to the
flow into sections of a few correlation lengths and, for
each section, obtain the maximum intensity Imax. The
precise number of correlation lengths is not important,
the interval only has to be long enough so that it typically
covers at least one branch, i.e. one focal region. For the
4simulation used here we assume a Gaussian correlation
function for the random potential, expecting, however,
our results to also hold for different correlation functions
because of the universality of the branch statistics [30].
Since for Gaussian correlated potentials there is on av-
erage approximately one focal region per six correlation
lengths [30], we here take the maximum over ten cor-
relation lengths to ensure that in most sections there is
an extreme wave. We note that although there are not
a large number of caustics across which each maximum
is taken, there is, in each bin, a large number of inde-
pendent intensity fluctuations which are the result of the
focusing and interference of different parts of the wave-
front which have traveled across different regions of the
random medium. Therefore, the maximum is taken over
many independent realizations of intensities and can be
expected to follow an extreme value distribution, as will
be confirmed by our numerical results below. Addition-
ally, we have confirmed that our results hold if a differ-
ent number of correlation lengths is used and also that it
holds for different distances from the source in the strong
fluctuation regime.
Since the focal points cause a heavy-tailed intensity
profile, the appropriate extreme value distribution is the
Fréchet distribution [31, 32]. Thus, the full cumulative
probability distribution of the maximum wave heights is
given by
P (I/[λ−1/3ℓ1/3c ǫ
2/9] ≤ Imax) = e−[(Imax−m)/s]
−a
(5)
where the location, scale and shape parameters m, s and
a are numerical constants independent of the random
medium and only have to be measured once numerically.
We confirm our results with detailed numerical simula-
tions of wave flows and media with a wide range of pa-
rameters λ, ǫ and ℓc. Fig. 3 shows the numerical results
of the distribution of the heights of the extreme waves
for different sets of parameters. The datasets are his-
tograms of the maximum wave heights across ten correla-
tion lengths obtained from 200 realizations of the random
potential (each extending on the order of a hundred cor-
relation lengths) for each parameter set. The histograms
are plotted together with an appropriate Fréchet distri-
bution with parameters a = 62.5, m = −95.2, s = 101.3.
We note that the Fréchet distribution describes the data
very well, validating our assumptions of the independence
of the individual maxima as well as the assumption that
they are drawn from an underlying heavy-tailed distribu-
tion. Most importantly, we furthermore observe a strik-
ing data collapse when the data is scaled according to
Eq. (4) confirming the full universal distribution derived
in Eq. (5). As can be expected from the derivation above,
the prediction is particularly accurate for the highest
waves, i.e. in the tail of the distribution. Interestingly,
we have observed the parameter values of the Fréchet dis-
tribution to be remarkably constant in the whole strong
fluctuation region indicated in Fig. 1, even though even-
tually the parameters will have to change with propaga-
tion distance, as the regime of exponentially distributed
intensities is approached.
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Figure 3: Distribution of extreme waves. (a) Unscaled dis-
tributions for different wavelengths λ and different parame-
ters of the random medium, ǫ (standard deviation) and ℓc
(correlation length). The left inset displays curves for fixed
medium parameters but varying wavelengths, while the right
inset shows curves for varying medium parameters at a con-
stant wavelength. (b) The same curves, but rescaled accord-
ing to Eq. (5), together with the distribution, Eq. (5) (dashed
line). The inset shows the same curves in a double-logarithmic
plot.
In conclusion, we have obtained the scaling behav-
ior and the distribution of extreme waves in a random
medium by analyzing the local wave profile at focal re-
gions and by linking this to stochastic properties of the
flow. We expect our results to be applicable in the anal-
ysis and prediction of extreme waves in a wide range of
physical systems. Moreover, the results serve as a base-
line for disentangling and estimating the effect of non-
linearities on extreme wave heights, and an extension of
the method could directly include nonlinear effects. The
methodology presented here also presents a viable route
for analyzing further properties of branched flows and,
more generally, wave propagation in random media.
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