We study the jug problem in its most general form: given a set of jugs of fixed capacities, find out which quantities are measurable, and provide upper and lower bounds on the number of steps necessary for measurements.
Introduction
Suppose we are given n initially empty jugs, each with a specified positive integer capacity c i ; we can assume without loss of generality that c = (c 1 , c 2 , . . . , c n ) is an ordered vector (i.e., c 1 ≤ c 2 ≤ · · · ≤ c n ), fixed from now onwards. We can perform three elementary operations (or steps) on the jugs, viz.:
(1) ↓i : fill the i -th jug (up to its capacity); (2) i ↑: empty the i -th jug; (3) i → j : completely pour the content of the i -th jug into the j -th jug (i = j ); at the end of this operation the i -th jug is empty or the j -th jug is full.
These operations can be formally described as follows. Let O denote the set of elementary operations; a state is a vector s ∈ N n , where s i denotes the amount contained in jug i . The next-state function δ : N n × O → N n is defined as follows:
(1) δ(s, ↓i ) = (s 1 , . . . , s i−1 , c i , s i+1 , . . . , s n ); (2) δ(s, i ↑) = (s 1 , . . . , s i−1 , 0, s i+1 , . . . , s n );
(3) δ(s, i → j ) = (t 1 , . . . , t n ), where t k = s k for all k ∈ {i, j }, t i = max{0, s i − (c j − s j )} and t j = min{c j , s i + s j }. For sake of completeness, we define i →i to be the operation with no effect.
An algorithm is a finite sequence of elementary operations; we extend the function δ to algorithms σ ∈ O * in the usual way, that is, δ(s, ε) = s and δ(s, σ o) = δ(δ(s, σ ), o). A quantity x ∈ N is measurable (via the algorithm σ ) iff one of the components of δ(0, σ ) is equal to x. The set of quantities that are measurable using the capacities in c is denoted by M(c).
What is measurable?
For every A ⊆ Z, let A denote the subgroup of (Z, +) generated by A (which is just the cyclic subgroup generated by gcd A). Given x ∈ c 1 , . . . , c n , there exists (possibly more than) one vector x = (x 1 , . . . , x n ) ∈ Z n such that x = x · c = i x i c i ; any such vector x will be called a representation of x (with respect to c). We shall denote by x 1 the ℓ 1 -norm of x, that is,
We shall now give an algorithm for measuring a quantity x ∈ c 1 , . . . , c n ∩ [0, c n ]; the algorithm depends on a representation x = (x 1 , . . . , x n ) for x, and it can be recursively defined as follows:
(1) if x = 0 then (x) is the empty algorithm ε; (2) if there exists an index i such that x i > 0 and
(4) otherwise, let i and j be any indices such that x i > 0 and x j < 0; then (x) is
Note that is defined nondeterministically, but it is trivial to obtain a deterministic version of it. We now show that is indeed correct.
(i) (x) is well defined; (ii) the algorithm (x) performs at most 
PROOF. (i).
First of all, note that every recursive call to reduces x 1 by one in cases (2) and (3), or by two in case (4), so recursion is well founded. Moreover, if cases (1)-(3) fail, then at least one index i satisfies x i > 0 (for otherwise x < 0) and one index j satisfies x j < 0 (for otherwise condition (2) would hold), so we end up in case (4) , and the algorithm is defined for every x.
We have to show that the condition 0 ≤ x · c ≤ c n is satisfied in the recursive calls to . The inequality is certainly true for cases (2) and (3). As for case (4), we must show that x + c j − c i ∈ [0, c n ]: if x + c j − c i < 0 then x + c j < c i ≤ c n , and this is impossible-since x j < 0, we would be in case (3); if x + c j − c i > c n then x − c i > c n − c j ≥ 0, and this is impossible-since x i > 0, we would be in case (2) .
(ii). Straightforward: in cases (2) and (3), we apply recursively to a vector whose norm is reduced by one at least, and then we perform two additional operations; in case (4), the norm is reduced by two at least, and we perform five additional operations.
(iii). By induction on x 1 . If x 1 = 0, the result is trivial. For the inductive step, we distinguish three cases:
• In case (2), we have
• In case (3), we have
• In case (4), we have
, we obtain the following sequence of states:
, we can state our first result as follows:
The complexity of measurement
In this section we want to obtain upper and lower bounds for the complexity of measurement. For instance, Lemma 1 contains more information than Theorem 2-it states also that measurement can be achieved in at most The map µ enjoys a number of properties (in fact, it is almost 2 a norm): Lemma 3 Let x, y ∈ c 1 , . . . , c n and h ∈ Z. Then:
PROOF. We prove just the third claim (the other ones being straightforward). If x and y are representations of x and y, respectively, we have (x+ y)·c = x ·c+ y·c = x + y; so x + y is a representation of x + y. Thus
¾
Armed with this new definition, we are now able to state our first upper bound, which immediately follows from Lemma 1:
Theorem 4 Every x ∈ M(c) can be measured in at most
Life would be too easy if by ingenuity we could measure every quantity in M(c) using a very small number of steps. But this is not true: we are going to show that at least 1 2 µ(x) steps are needed for measuring x (so the bound of the previous theorem is optimal up to a small multiplicative constant).
Lemma 5 Let o be an elementary operation, and s, s ′ be two states such that
PROOF. Let σ be an algorithm that measures x, that is, δ(0, σ ) = s and s i = x for some i . The claim is proved observing that 
An upper bound for µ
The bound of Theorem 4 is not particularly meaningful, so we would like to give an explicit upper bound for µ. Let a ∈ N n , b ∈ N m be the coefficients of the linear homogeneous Diophantine equation i a i y i − j b j z j = 0 in the indeterminates y ∈ N n , z ∈ N m and call S(a, b) the submonoid of N n+m of all its solutions, that is,
is the set of all nontrivial solutions that are minimal with respect to the componentwise ordering (see [1] ).
Lemma 7 ([4])
The monoid S(a, b) is generated by S min (a, b), which is of finite cardinality; for every solution ( y, z) ∈ S min (a, b), y 1 ≤ max j b j and z 1 ≤ max i a i .
As a consequence, it is possible to prove the following Theorem 8 Let x ∈ c 1 , . . . , c n ; then µ(x) < max{2c n , c n +|x|}/ gcd(c 1 , . . . , c n ).
PROOF. Assume without loss of generality that x > 0 and consider an arbitrary representation x of x.
(in the indeterminates y i , z j , w) has a solution with w = 1 (just set y i = x i for i ∈ I , z j = −x j for j ∈ J ). In force of the previous lemma, there is a minimal
Adding memberwise these inequalities we obtain the result. ¾
It is interesting to remark that µ induces a distance between natural numbers, by the standard definition d(x, y) = µ(x − y) (when x is not in c 1 , . . . , c n , µ(x) is infinite). This distance has a graph-theoretical interpretation-it is the distance between x and y in the undirected Cayley graph Ŵ of Z with respect to c 1 , . . . , c n ; thus, the upper bound of the previous theorem provides upper bounds for the distances of Ŵ as well. Moreover, it allows us to give an upper bound for measurement that does not involve µ:
Corollary 9 Every x ∈ M(c) can be measured in at most 5c n / gcd(c 1 , . . . , c n ) steps.
Real capacities and density
It is not difficult to check that Theorem 2 holds also when the capacities c i are positive real numbers 3 , and c 1 , . . . , c n denotes the subgroup of (R, +) generated by c 1 , . . . , with arbitrary precision (of course, in the real world one could never measure a quantity as suggested below-the mistakenly spilled water would largely exceed the measurement error!). In analogy with the discrete case, we can define µ ε (x) = min |x·c−x|≤ε
3 As a matter of fact, the algorithm can even be used when the capacities are taken from an arbitrary ordered group. Moreover, the characterization is true (with obvious modifications) even when the set of jugs is infinite.
for 
PROOF.
Only the lower bound needs a proof. Note that if |x − a| ≤ ε, with a ∈ M(c), then µ ε (x) ≤ µ 0 (a) and Lemma 5 remains true if µ is replaced with µ 0 . Hence, using the same notation as in the proof of Theorem 6, µ ε (x) ≤ µ 0 (s i ), which is less than twice the number of steps of the algorithm measuring a = s i . ¾ Bounding µ ε is of course much more difficult than bounding µ. We shall limit ourselves to the case in which ξ belongs to a very particular set: to this purpose, we need introduce some notations, definitions and lemmata from number theory. Let a 0 , a 1 , a 2 , . . . , a N be integers such that a i > 0 for all i > 0. Define the simple (finite) continued fraction of partial quotients a 0 , . . . , a N as follows
Let now p −1 = 1, q −1 = 0, p 0 = a 0 , q 0 = 1 and define, for n = 0, 1, . . . , N − 1, the convergents p n+1 = a n+1 p n + p n−1 and q n+1 = a n+1 q n + q n−1 .
It can be easily shown [2, Theorems 149 and 157] that gcd( p n , q n ) = 1 and 
and say that an irrational ξ has bounded partial quotients if K (ξ ) < ∞; moreover, we let = {ξ ∈ R | K (ξ ) < ∞ }. It can be shown that although has Lebesgue measure zero (hence it is totally disconnected), it has Hausdorff-Besicovitch dimension one, so it is a "most fractal" set (for a thorough discussion of these and other related issues, see [6] ).
We start with our first lemma concerning continued fraction expansion:
. . ] ∈ \ Q be a positive irrational number with bounded partial quotients and convergents p n , q n . Then, for all n ∈ N it holds that
is the golden ratio, and F n is the n-th Fibonacci number.
We prove the upper bound for p n by induction on n (the proof for q n is analogous).
and we obtain the required result. For the lower bound, we have
Using this lemma, we prove a special version (providing also an upper bound for the value of convergents) of Theorem 171 of [2] . Note that, since F n is the integer closest to φ n / √ 5, we have F log φ (
≥ n.
PROOF. Let n = log φ ( √ 5M
+1 . An easy calculation leads to the stated result. ¾
We then obtain the following special version of Kronecker's Theorem:
Theorem 14 Let ξ ∈ \ Q, α ∈ R and N > 0. There exist n, p ∈ Z such that n ≥ N ,
PROOF. By Lemma 13, there exist r, q ∈ Z coprime, with q ≥ 2N , such that
and |r |+|q| ≤ ⌈ξ +1⌉φ
. Let Q be (one of the two) integers that are closer to qα; then |qα − Q| ≤ 1/2. Since r and q are coprime, Q may be expressed as Q = vr − uq for some v, u ∈ Z, and we may assume that |v| ≤ q/2. Note that uq = vr − Q and thus
Letting n = q + v and p = r + u, we obtain
Hence 2/q ≤ n/3, and we obtain the required bound. Finally, |n| + | p| ≤ |q| + |v| + |r | + |u|
and the bound on |r | + |q| gives the result. ¾
We now turn the previous theorem into an upper bound for µ ε :
Theorem 15 Let c ∈ R n and assume c j /c i = ξ for some irrational ξ ∈ \ Q with bounded partial quotients. Then, for each x ∈ R and each ε > 0
PROOF. Let N = 3c i /ε and α = x/c i . By Theorem 14, we find n, p ∈ Z such that n ≥ N ,
The previous result can be obviously combined with Theorem 11 to obtain an upper bound for the number of steps required to measure x ∈ [0, c n ] with precision ε.
The special case c = (1, φ)
When ξ is the golden ratio (whose expansion is easily shown to be [1, 1, 1, . . . ]), we have K (φ) = 1 and thus the upper bound of Theorem 11, using Theorem 15, has the form
for appropriate constants κ 1 and κ 2 . The fact that φ is so well suited to measurement can be immediately related to its usefulness in multiplicative hashing [3] . Every point of the sequence {tφ} = tφ − ⌊tφ⌋ on the unit interval bisects (following the golden ratio) one of the longest intervals not containing previous points [7] , that is, the sequence is "most uniformly distributed" (more precisely, this is true of φ −1 , but {tφ −1 } = {tφ}). This property can be used to provide a lower bound for the case c = (1, φ).
Lemma 16 At least one of the intervals determined on the unit interval by the set of points
} has length greater than
PROOF. The point {kφ} bisects following the golden ratio one of the longest intervals determined by {{tφ} | 0 ≤ t < k } on the unit interval, and new lengths appear only when k is a Fibonacci number (see [3] for a full discussion). Since each bisection possibly reduces an interval by a factor of 1 − φ −1 = φ −2 , all intervals determined by {{tφ} | 0 ≤ t < F n+1 } have at least length φ −2n (the same holds for the other set of points). Hence, the statement can be easily obtained observing that the union of the two sets must leave at least one segment of length greater than 1 2 φ −2n (no point of a set can exactly bisect an interval determined by the other set). ¾ Lemma 17 For all n > 0 there exists x ∈ (0, 1) such that for all p, t ∈ Z with |t| < n, it holds
, by the previous lemma the set of points
least one interval of length greater than
Choosing x as its middle point, we have the thesis. ¾
Now we can state a lower bound for µ ε :
Theorem 18 For every ε ∈ (0, 1) there exists an x ∈ (0, 1) such that
PROOF. Let n = φ/(2 √ 5ε) ; then, by the previous lemma, a simple substitution shows that there exists x ∈ (0, 1) such that for all p, t ∈ Z with |t| < n it holds |tφ + p − x| > ε. Thus, for every x ∈ Z 2 such that |c · x − x| ≤ ε we have |x 2 | ≥ n. Moreover, |x 1 + x 2 φ| ≤ ε + x ≤ 2 and thus |x 1 | ≥ |x 2 |φ − 2, so
In other words, for some x ∈ (0, 1) (in fact, on some positive measure subset of [0, 1]) µ ε has a lower bound of the form
with constant κ ≈ 1.
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