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ABSTRACT 
Let K be a cone in Rn, K* the polar cone. A n x n-matrix A is called quasi- 
monotone with respect to K, if 
xsK ;r 3g,~K*, p # 0, (q, 4 = 0, (~8 Ax) > 0. 
It is shown, that several properties are equivalent with this, especially the monotonicity 
of exp(tA) for all t > 0. This was already shown by Schneider-Vidyasagar, here we 
give a new approach by considering the differential equation x’(l) = Ax(t), x(O) E K. 
Two open questions in [5] are settled. We then consider irreducible quasimonotone 
matrices and show that most of the usual properties of irreducible monotone matrices 
hold also for this class. In the last section it is shown, that the connections between 
A quasimonotone and exp(tA) monotone are special cases of differential inequalities 
for initial value problems in partially ordered topological vector spaces. The concept 
“quasimonotone, ” introduced here in a similar manner as by Volkmann, is not only 
sufficient, but proves also to be essentially necessary for inequalities of this type. 
1. EINLEITUNG 
Es sei A eine reelle s x n-Matrix, K ein Kegel in X = Rn. Die Mono- 
tonie von exp(tA), t > 0 kann offenbar so gedeutet werden: 
Die L6sung x(t) der Anfangswertaufgabe 
x’(t) = Ax(t) 
x(0) = xg 
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verlauft fur x0 E K fur t > 0 ganz in K. Das ist sicher dann der Fall, wenn 
jede LGsungskurve den Kegelrand nur von a&en nach innen durchqueren 
kann. Diese Bedingung kann formuliert werden als 
UEK - {O}, q,EK” - {O}, (p, .u) = 0 3 (r& Azt) > 0. 
Fur die tibliche komponentenweise Halbordnung wurde sie in [S] und fur 
Kreiskegel in [Z] untersucht. Fiir allgemeine Kegel wurden diese und 
ahnliche Bedingungen von Schneider und M. Vidyasagar in [5] betrachtet 
und deren Verbindung zur Monotonie von exp(til) aufgedeckt, ohne 
allerdings den Zusammenhang mit der Differentialgleichung zu erwahnen. 
Die Diskussion dieses Zusammenhangs, der such noch in weit all- 
gemeinerem Rahmen besteht, ist ein Schwerpunkt dieser Arbeit. Aus 
diesem Grunde sol1 such der zentrale Begriff ,,cross-positive“ in [5] hier 
mit ,,quasimonoton“ tibersetzt werden, siehe [4], [9] und [12]. 
In der vorliegenden Arbeit werden, nach Vorbereitungen in Abschnitt 
2, im dritten Abschnitt einige aquivalente Bedingungen fur die Quasi- 
monotonie angegeben, die teils neu, teils gegentiber [5] neu bewiesen sind. 
AuBerdem werden zwei in [5] ausgesprochene Vermutungen bewiesen 
und Erganzungen gebracht. 
Im vierten Abschnitt werden die Eigenschaften irreduzibler quasi- 
monotoner Matrizen untersucht. 
Im letzten Abschnitt wird der Begriff der Quasimonotonie such fur 
Funktionen, die einen halbgeordneten topologischen Vektorraum X in 
sich abbilden, eingeftihrt. Die Definition ist etwas schwacher als die, die 
jtingst von Volkmann [12] gegeben wurde. 
Fur die Anfangswertaufgabe 
d[w] = u’ - f(t, u) = 0, zL(O) = %I, 
wo f(t, x) quasimonoton beziiglich x ist, werden Differentialungleichungen 
der Form 
d[u] < d[v] in (0, a, 40) -c 40), 
* u(t) < u(t) in [0, T] 
hergeleitet, fur X = Rn daraus die Existenz von Minimal- und Maximal- 
lbsungen gefolgert und allgemein gezeigt, daB unter gewissen Zusatz- 
voraussetzungen aus Ungleichungen der obigen Form (mit < anstelle 
von <) die Quasimonotonie von f folgt. 
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2. DEFINITIONEN UND HILFSMITTEL 
Es sei X = Rn mit dem gewijhnlichen Skalarprodukt ( , ) und der 
euklidischen Norm I/ / 1. 
Eine Menge K C X mit 
(a) aKC K, a > 0, (b) K+KcK, (c) K = R, 
(d) K B {- K} = (01, (e) 2 # +, (1.1) 
heiBt Kegel. Dabei ist R der AbschluB und I? die Menge der inneren 
Punkte von K. Sei i = K - 2 der Rand von K und I? = K - (0). Die 
Menge 
K* = (cp E X, (p, 24) > 0 fur alle 24 E K} 
hat ebenfalls die Eigenschaften 1 (a) - 1 (e) und heif3t daher der adjungierte 
Kegel. Es gilt 
K ZZ (K”)” 
24 E g 0 (cp, 24) > 0 fur alle 92 E R* 
24 E ri u (9,~) = 0 fur ein ~1 E R*. 
Die von K erzeugte Halbordnung wird mit < bezeichnet : 
x<yoy-XEK. 
Ebenso benutzen wir die Bezeichnung x < y fiir y - x E I?. Sei A eine 
reelle n x pz-Matrix mit Spektrum a(A). Es sei p(A) = max{lI,l, ii E o(A)} 
der Spektralradius und 
[(A) = {max Re A, il E o(A)} 
A heil3t monoton beztiglich K, wenn A(K) C K, und strikt monoton, wenn 
A(i?)CI?. 
A heiljt quasimonoton beztiglich K, wenn gilt 
xgK * 3r@Z*, (% 4 = 0, (@ A4 3 0. 
A heiBt streng quasimonoton beztiglich K, wenn gilt 
XE K - (0) a 3g,d+, (cp> 4 = 0, (v, -4%) > 0. 
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Aus [5] tibernehmen wir die Bezeichnung 17(K) bzw. n+(K) fur die Menge 
der monotonen bzw. strikt monotonen Matrizen. Ebenso seien Z(K) 
bzw. Z’(K) die Menge der quasimonotonen bzw. streng quasimonotonen 
Matrizen. AuBerdem wird noch die Menge 
D,(K) = {A - PI, A E17(K), /J E R} 
(I = Einheitsmatrix) benutzt. 
3. QUASIMONOTONIE BE1 MATRIZEN 
Grundlegend ist 
SATZ 1. Sei u > 0. Fiir eine Matrix A sind folgende Bedingungen 
iiquivalent : 
(1) A ist quasimonoton. 
(2) exp(tA) ED(K) fiir alle t > 0. 
(3) x E K, v E K*, (p, %) = 0 3 (9, Ax) > 0. 
(4) A E~~I(K). 
(5) Fiir 3, > [(A) ist (11 - A)-” ED(K). 
BEMERKUNG. In [5] wird A ,,cross-positive“ genannt, wenn Eigen- 
schaft (3) gilt. ES wird dort die Aquivalenz von (a), (3) und (4) gezeigt. 
Beweis. (1) 3 (2): Sei x,, E i-, e E R, 6 > 0 und x(t) die Losung der 
Anfangswertaufgabe 
x’(t) = Ax(t) + de, x(0) = xg. 
Es gebe 0 < t, mit x(&J E K, x(t) E K fur 0 < t < to. Wegen (1) gibt es 
q E A* mit (q, x(Q) = 0, (9, Ax(Q) > 0. Fur k(t) = (p, x(t)) gilt also 
h(t) 3 0 in [0, to], h(t,) = 0. Es folgt h’(t,) < 0. 
Andererseits ist k’(t,) = (p, x’(t,,)) = (CJJ, Ax@,) + 6e) > 0. Es folgt, 
daB x(t) E k fur alle t > 0 ist. Da x(t) fur festes t stetig von x0 und 6 
abhangt, erhalt man daraus: 1st x’(t) = Ax(t), x(O) = x0 E K, so ist 
x(t) = exp(tA)x, in K ftir alle t 2 0. Es ist also exp(td) E n(K) fur t > 0. 
(2) =P (3): Sei x E K, y E K*, (y, x) = 0. 1st x(t) die LBsung von 
z’(t) = Ai( x(O) = x, so ist nach (2) x(t) E K, also ist fur alle t > 0: 
h(t) = (p, x(t)) 3 0, h(O) = 0. Mithin ist h’(O) 3 0. Es ist aber gerade 
h’(0) = (V, x’(0)) = (P, Ax). 
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(3) * (4) : Siehe [5]. 
(4) => (5) : Sei A = B 2 PI, B en(K). Aus 2 > l(A) folgt J. + ,U > 
E(B) = p(B). Daher konvergiert die Binomialreihe 
(- l)“B”(A + /+Y, 
Weil alle Koeffizienten nichtnegativ sind, ist der Grenzwert 
[I - (2 + ,u-~B]-” = (A + /@&?I - A)-” ELM. 
Also ist (21 - A)-* ~17(K). Aus Stetigkeitsgriinden gilt dies such fiir 
A EUi(K). 
(5) => (1) : Es folgt durch Ersetzen von il > 0, il > [(A) durch t = 1-l: 
(I - tA)-l E U(K) fur t > 0, 1 - @(A) > 0. Sei x E K. Es gibt q E K* 
mit (q, x) = 0. Sei h(t) = (q, (I - tA)-“x). Dann ist h(O) = 0, h(t) 2 0 
fur t > 0, also 0 < h’(O) = a(~, Ax). Q.E.D. 
Mit einem ahnlichen Beweisansatz la& sich die vierte Vermutung 
in [5] beweisen. 
SATZ 2. Ist A streng quasimonoton, so ist exp(tA) EII+(K) fiir t > 0. 
Beweis. Es gebe im Gegenteil x,, E K, t, > 0 und y = exp(t,A)x,, E k. 
Da exp(tA) nichtsingular ist, ist y # 0. Es gibt daher v E k* mit (q, y) = 0 
und (v, A y) > 0. Da fur t 3 0 exp(tA)x, E K ist, ist h(t) = (pl, exp(tA)x,,) > 0, 
aber h(t,) = 0, also k’(t,) < 0. Das widerspricht h’(t,,) = (p, Ay) > 0. 
BEMERKUNG. 1st A E,Z”, so hat also exp(A) genau einen Eigenwert 
maximalen Betrages. Daher hat A genau einen Eigenwert mit Realteil 
E(A). Damit ist such die Vermutung 3 in [5] bewiesen. 
4. IRREDUZIBILITaT UND QUASIMONOTONIE 
SeiKeinKegelinX=Rn. ZuyEKseiL,dervon{x:O<x<y} 
aufgespannte lineare Teilraum. Es gilt 
y = 0 0 L, = (01, 
n 
y~Kc_L,=X. 
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Eine Matrix A heiBt irreduzibel beziiglich K, wenn gilt 
A(&) C L, * L, = (0) oder L, = X. 
Fur monotones A stimmt diese Definition mit der von Vandergraft in [7] 
eingeftihrten und such in [5] benutzten tiberein. Es zeigt sich jedoch im 
folgenden, da3 die Beschrankung auf monotones A nicht notig ist, sondern 
daB bereits die quasimonotonen irreduziblen Matrizen die tiblichen Eigen- 
schaften besitzen. 
SAT2 3. Sei A quasimonoton. Dann sind folgen.de Eigenschaften 
iquivalent : 
(1) A ist irreduzibel beziiglich K. 
(2) il > l(A) * (II - A)-~EII+(K). 
(3) A besitzt keinen Eigenvektor in l?. 
(4) exp(tA) ist irreduzibel fiir alle t > 0 bis auf hijchstens abzghlbar 
viele Ausnahmepunkte. 
Beweis. (1) * (2): Nach Satz l(5) ist fur 1 > [(A) (II - A)-l E 
IT(K). 1st (2) falsch, so gibt es Y > E(A), ZCE i mit (~1 - A)u = v, 
v E I?. Sei p > v. Dann ist w = (~1 - A)u = (p - v)u + v, also w E K. 
Sei pl E &*, (y, U) = 0, so folgt 0 < (p, v) = v(p, W) - (9, Au) < 0, daher 
ist (v, v) = 0 und (p, w) = 0, also w E i. 1st nun 0 < z < w, so ist 
0 < (~1 - A)-lz < (~1 - A)- lw = u = (p - v)-‘(w - v) < (/,4 - v)-lw, 
d. h. (~1 - A)-l(L,J C L,. Da diese Abbildung bijektiv ist, folgt A(L,) C 
L,. A ist also nicht irreduzibel. 
(2) * (3): trivial. 
(3) 5 (1): Sei t > 0 so gewahlt, daf3 fur ill, 1s E a(A), jiI # AZ au& 
exp(tili) # exp(t&) ist. Dann ist jeder Eigenvektor von exp(tA) such 
Eigenvektor von A. 
1st (1) falsch, so gibt es L, # {0}, # X mit A(L,) CL,. Daher gilt 
exp(tA)(L, n K) c L, Cl K. Also existiert in L, fl KC K ein Eigenvektor 
von exp(tA) und damit von A. Q.E.D. 
Die Aquivalenz von (3) und (4) t IS in [5, Lemma 81 bewiesen worden 
und hier nur der Vollstandigkeit halber angeftihrt. Fur den Beweis von 
Satz 4 benijtigen wir 
LEMMA 1. Sei A E Z(K). Dann ist A irreduzibel beziiglich K genau 
dann, wenn A* irredztzibel beziiglich K* ist. 
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Beweis. Satz l(3) zeigt, da0 A* E Z(K*) ist. Es genii@ daher zu 
zeigen : 1st A E Z(K), A irreduzibel beziiglich K, so ist A* irreduzibel 
beztiglich K*. 
Sei A* nicht irreduzibel beztiglich K*. Nach Satz 3(3) existiert 
IEK”, Z#O, A*Z=,&. Sei xE1Ti’, (Z,x)=O. Dann ist fur 1> 
5(A) 3 FL 
0 = ((A - ,u)-II, X) = ((A1 - A*)-II, x) = (I, (II - A)-%). 
Das widerspricht (U - A)-1 EIT+(K). Q.E.D. 
Satz 4 zeigt, dal3 die tiblichen Eigenschaften des Spektrums irreduzibler 
monotoner Matrizen [7, 81 bereits bei quasimonotonen irreduziblen 
Matrizen vorliegen. 
SATZ 4. Sei A E L’(K) irreduzibel. Dann gilt 
(1) [(A) ist einfacher Eigenwert von A. 
(2) Der einzige Eigenvektor zzt E(A) lie& in I?. 
(3) A hat keinen anderen Eigenvektor in K. 
Beweis. Satz l(2) zeigt, dal3 l(A) Eigenwert von A ist und ein 
Eigenvektor z zu E(A) in K liegt. Satz 3(3) zeigt z E i. Daher hat der 
Nullraum von A - t(A)1 die Dimension eins. Dieselben iiberlegungen 
ergeben unter Berticksichtigung von Lemma 1 die Existenz von q E R*, 
A*pl = E(A)P. Insbesondere ist (q, z) > 0. Daher hat die Gleichung 
Ax = [(A)% + z keine Losung, es gibt keine Hauptvektoren zweiter 
Stufe, [(A) ist einfach. Da (y, x) = 0 fur alle Eigenvektoren x zu Eigen- 
werten # f(A) ist und da (9, x) > 0 fur alle x E R ist, kann es keine 
weiteren Eigenvektoren in K geben. 
BEMERKUNG. Mit Hilfe von 
LEMMA 2. A E ,Y(K) > A ist irreduzibel beztiglich K 
impliziert Satz 4 sofort Satz 7 in [5]. 
Beweis zlon Lemma 2. Andernfalls gibt es x E i, x # 0 mit A@,) C L,. 
1st y E K*, (y, x) = 0, so ist fur 0 < v < x 0 < (v, v) < (y, x) = 0, also 
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(p, v) = 0. Damit ist (p?, ZJ) = 0 fur alle w E L,. Es folgt insbesondere 
(y, Ax) = 0, ein Widerspruch zu A EZ’(K). 
BEMERKUNG. Lemma 2 ist sicher nicht umkehrbar. Es gibt namlich 
quasimonotone irreduzible Matrizen (Beispiel 2 in [5]), die mehrere 
Eigenwerte mit Realteil t(A) besitzen. Die auf Satz 2 folgende Bemerkung 
zeigt, da8 diese nicht in Z’(K) liegen. Selbst die Bedingung ,,A E.&Y), 
irreduzibel, Re 1 < [(A) fur il E o(A), 1 # E(A)“ impliziert nicht A E,Y(K), 
wie Gegenbeispiele zeigen. 
Nach Satz 2 ist exp(tA) strikt monoton fur t > 0, wenn A in Z’(K) 
liegt. Diese Voraussetzung ist sicher zu stark. Erwunscht ist eine Charak- 
terisierung aller dieser Matrizen. Satz 5 ist als ein Schritt zu diesem Ziel 
anzusehen. 
SATZ 5. Sei A E Z(K). Dann sind iiquivalent : 
(1) Es gibt t > 0 mit exp(tA) ~17+(K). 
(2) A ist irreduzibel beziiglich K. [(A) ist der einzige Eigenwert von A 
mit Realteil t(A). 
Beweis. (1) 3 (2): Da exp(tA) keinen Eigenvektor in 2 besitzt, gilt 
dies such fur A, nach Satz 3(3) ist A irreduzibel. Da exp(tA) genau einen 
einfachen Eigenwert maximalen Betrages besitzt, hat A nur einen Eigen- 
wert mit maximalem Realteil. 
(2) a (1): Ohne Einschrankung sei [(A) = 0. 1st z E j? der zu 0 ge- 
hijrige Eigenvektor von A und 9 E j?* der entsprechende Eigenvektor 
von A*, so kijnnen wir (pl, Z) = 1 annehmen. A bildet den Teilraum L = 
(I - zq)X in sich ab und besitzt dort nur Eigenwerte mit negativem 
Realteil, der Spektralradius von exp(A) ist also kleiner als eins. Es gibt 
daher eine Vektornorm v auf L und eine Zahl q, 0 < q < 1 mit 
v[exp(A)(I - ~~4~1 < qv[V - ~~4~1~ ZCGX 
[3, S. 461. v kann auf ganz X fortgesetzt werden. Da z E i, gibt es E > 0 
mit {v:v(z-v)<e}Cg. Wegen 9~ 8* ist H = {x E K, (q, x) = l> 
beschrankt, etwa V(U) < M fur u E H. 1st K so gewahlt, dal3 2qkM < E ist, 
so ist fur u E H 
v[exp(kA)u - z] = v[exp(kA)ti - exp(kA)z(q, zl)] 
= v[exp(kA)(I - zy)u] < qkv[(I - zq~)u] 
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= q%(u - z) < 2Mqk ,( F. 
Es ist also exp(KA)zl E i fur u E H und damit fur alle u E K. Q.E.D. 
BEMERKUNG. 1st 17,(K) abgeschlossen, so zieht (siehe [5, Prop. 11) 
die Bedingung (2) exp(tA) en+(K) bereits fur alle t > 0 nach sich. Das 
folgende Korollar zeigt, da3 diese Implikation such fiir den Lorentzkegel 
gilt, bei dem n,(K) nicht abgeschlossen ist. Dagegen hat W. Walter ein 
Beispiel eines Kegels K und einer Matrix A im R3 angegeben (private 
Mitteilung), wo Bedingung (2) vorliegt, aber exp(td) erst fur grol3es t in 
17+(K) ist. 
KOROLLAR. Sei K der Lorentzkegel 
A E ii’(K) erfiille die Bedingung (2) zlon Satz 5. Dunn ist exp(tA) E II+(K) 
fiir alle t > 0. 
Beweis. Es gilt offenbar 
n 
x E I? 0 Xl2 - 2 xi2 > 0, Xl > 0. 
i=2 
1st die Behauptung falsch, so gibt es t,, > 0 und x,, E R mit exp(t,,A)x, E I?. 
Da exp(tA)I? c k fur alle t > 0, verlauft die Kurve x(t) = exp(tA&, 
0 < t < to ganz in i. In x(t) = [xl(t), . ., x,(t)] sind die x,(t) tiberall 
konvergente Potenzreihen in t, daher ist xl(t)2 - c xi(t)2 eine Potenzreihe, 
die fur 0 < t < to verschwindet. Sie verschwindet also fur alle t. Das 
widerspricht Satz 5, wonach fur groBe t x(t) E I? ist. Q.E.D. 
5. QUASIMONOTONIE UND DIFFERENTIALUNGLEICHUNGEN IN 
HALBGEORDNETEN TOPOLOGISCHEN VEKTORRKUMEN 
Im folgenden wird gezeigt, daB das Hauptergebnis von Abschnitt (3), 
der Zusammenhang der Quasimonotonie von A und der Monotonie von 
exp(tA), als Spezialfall allgemeiner Satze tiber Differentialungleichungen 
bei quasimonotonen Differentialgleichungen in halbgeordneten Vektor- 
raumen erscheint. 
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Sei X ein topologischer Vektorraum, halbgeordnet durch einen Kegel 
K, d. h. eine Menge K C X, die die Axiome (1.1) erftillt. 
Sei X* der Banachraum der stetigen linearen Funktionale auf X und 
K* = (9 E X*, (pl, x) 3 0 fur alle x E K}. 
DEFINITION. Eine Funktion g: G c X --f X hei/% quasimonoton be- 
ziiglich K, zejenn gilt 
x,y~G,y-xxl?~Spei?* mit (y,y-xx) =O, 
DEFINITION. Sei T > 0, GC [0, T] x X. f: G - X hei/lt quasimonoton, 
menn f(t, x) beziiglich x fiir jedes t E [0, T] quasimonoton ist. 
Fiir X = Rn, f(t, x) = Ax stimmt diese Definition mit der in Abschnitt 
2 gegebenen iiberein. Sie stellt eine Abschwachung der in [la] gegebenen 
Definition von ,,quasimonoton” dar, wo gefordert wird 
x,y~G, y--xgK, p,~l;r”, (v,y-xx) =0 
* (% g(y) - g(4) > 0. 
Esseinunf:GC[O,T] x X+Xund 
4vl(t) = v’(t) - f[k @)I. 
Dabei wird im folgenden stets stillschweigend vorausgesetzt, daB die rechte 
Seite sinnvoll ist, d. h. daB v(t) bei t differenzierbar ist und [t, v(t)] E G ist. 
Der folgende Satz wird in [12] mit der dort benutzten ,,Quasimonotonie“ 
bewiesen, gilt jedoch such in unserem Falle. Der Vollstandigkeit halber 
sei der kurze Beweis hier angeftihrt. 
SATZ 6. Sei f qztasimonoton, u(t), v(t): [O, T] - X. Dann gilt 
40) < v(O) 
4ul(t) -c 4vl(t) in (0, Tl 3 w(t) < u(t) in [0, T]. 
Beweis. Andernfalls gibt es t, > 0 mit v(to) - a(to) E K, v(t) - u(t) EI? 
in [0, to). Da f quasimonoton ist, gibt es 9 E &* mit (p, v(t,J - u(Q) = 0, 
(9A f[toB v(to)l - f[fo>.“(to)l) 3 0. 
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h(t) = (pl, v(t) - u(t)) ist positiv in [0, to), h(t,) = 0. Daher 
0 > h’(&,) = (q, v’(&,) - I’) > (q> /[&I, G,)l - f[kt> 4441) 3 0. Q.EJ'. 
Aus Satz 6 kann man im Falle X = R”, indem man dem iiblichen 
Vorgehen bei der komponentenweisen Halbordnung folgt [9, S. 671, 
[4, S. 25ff.1, die Existenz von Minimal- und Maximallosungen herleiten. 
SATZ 7 (ohne Beweis). Sei X = Rn, e E K, f quasimonoton und stetig. 
Dann gibt es eine Minima&sung u*(t) wad eine Maximalliisung v*(t) der 
Aufgabe 
d[wl(t) = 0, O<t<T, w(O) = 17, (5.1) 
d. h. u*, v* l&en (5.1) und je& L6sung der Aufgabe (5.1) erfiillt u*(t) < 
u(t) < v*(t) im gemeinsamen Existenzbereich. u*(t) bzw. v*(t) kann durch 
Liisungen von 
d[u] = - 6e, u(0) = ^/I - 6e, 
d[v] = de, v(O) = 7 + 6e, 
mit 6 > 0 gleichmiifiig approximiert werden. 
Es seien u*(t) und v*(t) auf [0, T] definiert. Dann gilt weiterhin 
dlwl(4 3 0 in (0, Tl, ~(0) 3 7 > w(t) 3 u*(t) in [0, T], 
d[wl(t) < 0 in (0, Tl, w(O) < 7 =s- w(t) < i*(t) in [0, T]. 
Ist .zudem die Aufga%e 
d[ul(t) = g(t), u(0) = 2.40 
fiir jedes stetige g(t) und jedes u0 eindeutig Msbar, so gilt 
4ul < 4vl in (0, Tl, u(O) < v(0) 3 u(t) < v(t) in [0, T]. (5.2) 
BEMERKUNG. Neben dem klassischen Fall K = K, = {x = (x1,. . . , x,), 
xi 3 0) sind in Satz 7 such die Ergebnisse von Burton-Whyburn [l] 
(siehe such [4, S. Zlff.]) enthalten. Sie entsprechen dem Kegel K, = 
{x, xi < 0 fur i E I, xi > 0 fur i 4 I}. Dabei ist 1 C (1,. . . , n}. 
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Ftir f(t, x) = Ax entspricht (5.2) gerade der Monotonie von exp(tA), 
t > 0. Satz 7 entspricht also der Implikation (1) + (2) in Satz 1. 
Unter welchen Zusatzvoraussetzungen (5.2) such in allgemeineren 
Raumen gilt, ist in [12, Satz 21 untersucht worden. Es sol1 hier nur noch 
gezeigt werden, da6 ftir (5.2) die Quasimonotonie notwendig ist. Das 
entspricht in Satz 1 der Implikation (2) + (1). Beim Beweis von Satz 8 
werden Ideen von Szarski [B], der ein ahnliches Ergebnis ftir X = Rn, 
K = K, bewies, verwendet. 
SATZ8. Seif:Gc[O,T] xX+X. FiirO~z<T,(z,x)~Gbesitze 
die Anfangswertaufgabe d[w] = 0, w(z) = x eine Liisu~g in einer Rechts- 
umgebung von t. 
Fiir jedes 0 < t < T umd E > 0 mit t + E < T gelte 
d[u] = d[v] = 0 in [t, t + E] 
44 < 44 i 
s- 24(t) < v(t) in [t, t + E]. 
Dunn ist f quasimonoton in [0, T). 
Beweis. Es wird die starkere Aussage 
(% Y - 4 = 0 3 (VP f(T> Y) - fb> 4) 2 0 
hergeleitet. 
Ftir die Losungen u(t), v(t) der Aufgaben W(T) = x, d[u] = 0, v(z) = y, 
d[v] = 0, die etwa in [t, T + E] existieren, gilt nach Voraussetzung u(t) < 
v(t) in [t, r + E]. Mit h(t) = (q~, v(t) - u(t)) ist h(z) = 0, h(t) 3 0 in 
[t, t + E], also 
0 < h’(r) = (pl, n’(r) - u’(r)) = (9), f[t, 441 - f[z, 441) 
= (w fb> Y) - f(T> 4). Q.E.D. 
BEISPIEL. Im Fall X = R2, K = K, = (x = (x1, x,), lxgl < axI} er- 
rechnet man leicht, dal3 f(t, x) = [fl(t, x), fz(t, x)] genau dann quasimonoton 
ist, wenn 
fl(k 4 - fl(k Y) 3 If& 4 - f& Y)I 
ftir t 3 0 und xi - yr = aIx2 - y21 ist. So ist das System 
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Yl’ = 4(4Yl + %(4Y2 + a3(41 
Y2’ = bl@)Y, + b4)Yz + b3(4 
genau dann quasimonoton, wenn 
fiir t > 0 ist. 
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