One of the main difficulties in applying modern control theories for designing robust controllers for linear uncertain plants is the lack of adequate models describing structured physical model uncertainties. We present a systematic approach for the generation of uncertainty models described by linear fractional transformations 
Introduction
To apply robust control design methodologies or to perform robustness analysis it is important to have adequate descriptions of model uncertainties. An important class of modeling uncertainties are the real parametric uncertainties present in virtually every physical model. Nonlinear parametric uncertain models (PUMs) are often given in the form (1)
t ) = f ( X ( t ) , t h P)
Y(t) = 9(x(t)7 4% P), where x , U , y are the state-, input-and output-vectors respectively, and p is a vector of model parameters. Such models which explicitly depend on the real physical parameters in p are well suited for nonlinear simulations and parametric studies (e.g., worst-case parameter analysis). 
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can be replaced by polynomial or rational approximations. Furthermore, t o account for dependencies of the entries of the system matrices on particular equilibrium points (or trim conditions), it is possible t o enlarge the parameter vector p by adding to it some components of the equilibrium point vectors.
The linear rational PUM of form (2) can be converted to a so-called linear fractional transformation (LFT) model, which is the required uncertainty representation to be used within modern linear robust control design methodologies like p-synthesis [16] . This conversion is essentially a multidimensional (n-D) state space realization problem. Since this problem is not even theoretically completely solved, there are no general procedures to compute minimal n-D realizations. In practice, ad-hoc procedures involving a lot of heuristic are used to construct L F T models and often the resulting LFT models have orders which are too high to be of practical use. Therefore, generating low order LFT models and reducing the order of LFT models are issues of paramount importance for the successful usage of modern synthesis techniques as p-analysis and p-synthesis.
In this paper we present a systematic approach for generation of lower order uncertainty models described by LFTs starting from linear PUMs of form (2). Furthermore, we describe recently developed symbolic and numerical software tools for generation and reduction of LFT models. The core of our software is a symbolic computation library implemented in Maple to generate low order LFT models. This is complemented by several numerical MATLAB-tools for order reduction of LFT models. These latter tools are based on robust numerical software available in the control library SLICOT [5] . We present three examples of increasing complexities illustrating the capabilities of the new software on basis of the linear PUM of the
This model was used in the GARTEUR robust flight control benchmark problem [ l l ] .
Generation of low order LFT models
In what follows we sketch very briefly the approach to convert a parametric description of a linear system of t.he form (2) into an LFT-based uncertainty descrip- 
(3)
Since all elements of matrices A, B , C and D are rational functions in parameters p i , i = 1 , . . . , q, the structured parametric uncertainties at the components level can be transformed into structured parametric uncertainties at the level of system matrices by using the basic coupling formulas for LFT models [lo] . Specifically, products, sums, divisions of individual variables, can be directly represented by series, parallel or feedback couplings of the corresponding elementary LFTs of form (3). The same is true for the corresponding operations with more general rationally dependent parametric expressions. Finally, elementary matrix constructs like row and column concatenations, or diagonal stacking are immediately expressible by equivalent LFT constructs. Thus, for all system matrices, LFT uncertainty models can be readily generated using elementary LFT operations. where Ao, Bo, CO and DO are the nominal system matrices (for all bi set to zero). The order of the LFT uncertainty description of the system ( 2 ) is n A = E:==, n,, where ni is the order of the block in A corresponding to the uncertain parameter p i .
X sxstematic procedure to generate LFT-based uncertainty descriptions has been described in [12] . However, the LFT models obtained by using the accompanying MATLAB tools relying on this approach (the Pub1 Toolbox), have typically very large orders and numerically sensitive order reductions are necessary to be performed both during LFT generation as well as after obtaining the LFT model. The interlaced symbolic and numeric manipulations are hazardous since they involve many tolerance dependent rank decisions. A single erroneous rank decision could lead to useless 'results. In what follows we discuss several enhancements of the approach of [12] with the help of symbolic manipulations of rational functions and we describe alternative order reduction tools for LFT models which successfully complement the symbolic computations.
Since the construction of minimal order LFT descriptions of rational functions or matrices (i.e.. with least nn) is theoretically still open, we concentrated our efforts on implementing n-D realization methods which tend to minimize the orders of generated LFTs. The basic computation in our approach is the low order realization of multivariate polynomials and rational functions. For polynomials, it is easy to see that the minimal order of LFT realization is directly related to the minimal number of operations (additions and multiplications) required to evaluate the polynomial. Two approaches have been considered for generating low order LFTs for polynomials. The first approach exploits common expressions in polynomials and thus provides an "optimal" algorithm to evaluate a multivariate polynomial with the "least" number of operations. The implementation of this approach suffers from the fact that operations with constants are also counted, and thus the method does not always ensure the least operation count. The second approach is along the lines of methods used in [6] to evaluate multivariate polpnornials using nested Horner schemes. In man?; cases. the Horner scheme leads to less operations than the optimization method, and thus to lower order LFTs. Frequently, these methods are able to generate LFT realizations which are almost minimal. The construction of LFT realizations of rational functions amounts to generate low order LFT realizations for the quotient of numerator and denominator polynomials. To ensure low order realizations of rational functions, symbolic partial order reduction can be additionally performed (see below).
The above approach ensures basically that individual elements of system matrices are realized with almost minimal order LFTs. However, the assembled LFTs for the whole matrices can be of much higher order than the minimal realization because of possible common expressions among the matrix elements. Thus, our approach could be complemented at matrix level by additional heuristic as proposed in [7] , [4] , [SI to extract common expressions in the underlying system matrices or to arrive at factored or additively decomposed expressions. All these methods often lead to substantially lower order LFT realizations, because the source of non-minimality in the generated LFTs is in most cases of structural nature.
Order reduction of LFT models is important to obtain lower order LFT realizations if the original realization is not minimal. For a recent survey of existent methods see [2] . . 4 possible numerical approach is the exact model reduction technique for LFT systems as proposed in [3] . This procedure extends the exact Balance & Truncate (B&T) model reduction approach of 1-D discrete systems to n-D systems. From computational point of view it involves the seeking of minimum rank non-negative definite block diagonal solutions of two Lyapunov-type linear matrix inequalitres (LMIs) . It is presently questionable if this approach can be turned into an efficient procedure to derive minimal realizations of LFT descriptions, since no efficient procedures exist to find singular structured solutions of large LMIs. On the other side, this approach can be potentially employed to generate lower order LFT approximations by using balancing related multi-dimensional truncation techniques [3].
An effective alternative approach for exact order reduction of high order LFTs is to use block-diagonal similarity transformation matrices of the form T = diag [ T I , . . . , Tq 1, which commute with the uncertainty structure of A (i.e. TA = AT), to remove uncontrollable/unobservable parts. Recently, a minimal realization procedure based on n-D controllability/observability forms has been proposed in [9] . This approach appears to be well suited to be turned into a reliable numerical procedure. Significant reductions of order can often also be often by using sequential 1-D reduction techniques based on orthogonal controllability/observability canonical forms computed separately for each block of 1 [12] . .Alternatively, sequential 1-D order reduction procedures for standard discretetime systems can be employed to obtain approximate low order LFT models. The numerical examples presented in this paper confirm the potential usefulness of this approach in obtaining low order approximate LFT models.
One additional particular aspect worth to be mentioned in this context is the possibility to exploit that frequently the S11 matrix in the resulting LFT description (4) has most of its eigenvalues equal to zero (all eigenvalues are equal to zero if S ( p ) is a polynomial matrix in p ) . Since many of these eigenvalues are uncontrollable or unobservable, a special order reduction procedure can be devised to remove in a first step only those uncontrollable/unobservable eigenvalues which are zero. This can be done easily by using numerical singular value decompositions on the block rows/columns of the LFT realization or even symbolic LU-like rank revealing decompositions. Since not all locally uncontrollable/unobservable zero eigenvalues can be removed in this way, the procedure, although effective in practice, does not always provide the maximum achievable reduction.
Software Tools
A library of basic functions for symbolic generation and manipulation of LFT models, called l f t l i b , has been implemented in the computer algebra language Maple. The operations are performed on LFT objects which can be either a parametric matrix or an LFT model defined by a quadruple of matrices and a variables list. Thus all matrix-matrix, matrix-LFT and LFT-LFT operations can be performed transparently using the same basic functions. The functions allow the generation and manipulation of symbolic LFT models. The main advantage of this feature is the possibility to construct LFT realizations only for subsets of parameters. This allows the usage of a unique original model even if different uncertain parameter sets are considered. This feature also supports experiments for an incremental generation of LFT models, by successively generating LFT realizations for distinct subsets of uncertain parameters. In contrast, approaches based on MATLAB (e.g., the PUM-software [12] ) always require the definition of the complete uncertain parameter set and the specification of numerical values for the rest of parameters, since the manipulated LFT descriptions always have to be numerical. The most basic function of the library generates an LFT model for a multivariate polynomial, converted previously to a special form by an expression evaluation function. This conversion can be done either by the common subexpression optimization function optimize or by the conversion function convert (with the horner flag set to obtain a nested Horner-form of multivariate polynomials). The expression evaluations scheme to be employed as well as the option for order reduction can be specified by the user with help of global variables. The effects of these options on obtaining lower order LFT models is illustrated in Example 1 of the next section.
The general approach which we pursued for implementing numerical software for order reduction of LFT models was to ensure: (1) high efficiency by exploiting structural features of the problem, (2) numerical robustness by preventing unnecessary failures, (3) enhanced numerical accuracy by using numerical reliable algorithms, and (4) increased user-friendlyness by using an appropriate computational environment. the discrete-time B&T approach for order reduction using enhanced accuracy square-root and balancingfree algorithms [14] . The usage of this latter approach allows to compute approximate LFT models in a similar fashion as in the case of standard systems.
Essential for the application of numerical techniques based on computing numerically sensitive controllability staircase forms or even on balancing related model reduction techniques is that the underlying LFT models are well-scaled. It is important to emphasize that the LFT models resulting from symbolic manipulations have often a very wide range of values. For instance, the norms of matrices of LFT realizations in the examples of the next section were sometimes as high as lo3' or even higher. It is clear that without adequate scaling procedures all numerical computations on these models are hopeless. The MATLAB-based scaling procedure available in the Control Toolbox was not able to achieve significant norm reductions and therefore the numerical reduction of LFT models was not possible. In contrast, with the SLICOT-based mex-functions it was possible to reduce the norm of all underlying matrices in the LFT realizations below 10. This spectacular reduction of numerical ranges allowed to obtain very accurate results even for very high order LFT models.
Examples
In this section we present several examples illustrating the generation of LFT uncertainty models. All employed symbolic models are available as Maple codes on the web'. These results show that the use of symbolic preprocessing functions optimize and convert (with horner option) allows a substantial reduction of the initial orders of generated LFTs. In combination with partial order reduction. this reduction is particularly effective and leads to a more than 10 times reduction of the orders of the symbolically generated LFTs.
The least achieved block orders starting from the last two entries in the above Example 2. This is a typical example illustrating the generation of locally valid LFT models for a realistic, but the relatively simple nonlinear aircraft model RCAM [ll] . The linear PUM model has been obtained by symbolic linearization of the nonlinear RCAM in symmetric longitudinal flight. The set of uncertain parameters is the same as in Example 1 and the same uncertainty normalization ( 5 ) has been used. The initial LFT realization of the system matrix S(p) obtained using symbolic realization with optimize and with partial order reductions has the block structure {42,8,10,56} and total order n~ = 126. Numerical 1-D order reduction led to a reduced LFT model with a block structure {8,6,8,23} and na = 45. A lower order model has been obtained by using n-D order reduction leading to an LFT model with block structure {8,4,4,18} and n~ = 34. By using the discrete B&T model reduction technique with a tolerance of 0.01 on the Hankel singular values an LFT model with block structure {6,3,3,8} and n A = 20 has been obtained. Monte-Carlo analysis indicates a .Ol% agreement of the approximate LFT model with the original system matrix S(p). It is interesting to note that for this model, the original LFT model generated with the method of [12] has order larger than 200. Example 3. This example relies on the linear parametric model in [15] generated for the RCAM. This model has a substantially increased complexity because of additional parameter fitting performed on individual elements of system matrices. The purpose of this fitting was to extend the validity of the linear PUM over the whole flight envelope of RCAM. The initial LFT realization of the system matrix S ( p ) obtained using symbolic realization with optimize and with partial order reductions has the block structure {85,29,9,223} and order n~ = 346. Numerical 1-D order reduction led to a reduced LFT model with block structure {29,28,8,104} and n~ = 169. A lower order model has been obtained by using n-D order reduction leading to an LFT model with block structure {29,19,3,68} and n~ = 121. By using the discrete B&T model reduction technique with a tolerance of 0.001 on the Hankel singular values an LFT model with block structure {26,22,7,51} and na = 106 has been obtained. Monte-Carlo analysis indicates a .0005% agreement of the approximate LFT model with the original system matrix S ( p ) .
Conclusions
We presented an overview of low order LFT generation for parametric uncertain linear models. Due to lack of general minimal realization procedures for n-D systems, ad-hoc methods based on symbolic LFT realization methods as well as on reliable numerical order reduction tools are essential for obtaining low order LFT models. A collection of symbolic Maple-based and numeric MATLAB-based software tools has been implemented which allows the generation of low order LFT models. Realistic aircraft model examples illustrated the capabilities of this software to solve high complexity practical problems.
The symbolic approach for LFT generation has important advantages. Since all computations are performed symbolically (floating-point numbers are r e p resented exactly in rational form), there is no accuracy loss during generating the LFT models. Further, symbolic LFT models with respect to a subset of parameters can be easily constructed. Finally, symbolic manipulation techniques open clear perspectives to further improve the LFT generation process by including more involved techniques at the level of whole matrices, like extracting common row/column expressions or using multivariate factorization/decomposition techniques.
Numerical tools are also necessary to further reduce the order of generated LFT models or even to generate approximate low order LFT models. Since the order of realistic LFT models is usually relatively high, the numerical software must be robust and accurate. Moreover, of fundamental importance for employing numerical sequential 1-D or n-D order reduction software is the need for good LFT scaling software. The proposed approach relying on using reliable numerical software implemented in FORTRAN within the userfriendly environment MATLAB is a very promising way to efficiently solve complex computational problems for systems, like the generation of low order LFTbased physical uncertainty models.
