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Abst ract - - ln  this paper, a large system with a symmetric and essentially (2, 2)-band matrix is 
reformulated as the product of two banded matrices for the purpose of obtaining a solution of a linear 
system more efficiently. An  error term for the approximate solution is justified in the spirit of the 
work by Yan and Chung [1]. 
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1. INTRODUCTION 
To provide a linear system for discussion, consider finding a discrete approximation for the solu- 
tion of the ordinary differential equation CODE) 
y" = f (x ,  y), Yo = Ya, Yto = Y~a. (1) 
A discrete solution may be formulated by introducing a partition of [0, a] with points xi = ih, 
i = 0(1)N and with fixed positive step h. 
A well-known method for solving ODEs, the Numerov method, may be used to obtain a discrete 
system which takes the form 
B-1 jy  = h2F(x,  Y ) .  (2) 
The matrices B and J are symmetric tridiagonal N -  1 x N-  1 with B = {(1/12), (10/12), (1/12)} 
and J = {1, -2,  1}. Y is a vector whose components are the approximations to the exact solution 
at points in the partition. In equation (2), B-1 J  is a full matrix and the problem was reposed 
in [2] in the form 
CY = -h2F(x ,Y ) ,  (3) 
where C is a (2, 2)-band symmetric matrix with rows j for j = 2(1)N - 2 defined by {(1/12), 
(-16/12),(30/12),(-16/12),(1/12)}, and rows j, j = 1, N -1  are determined using auxiliary con- 
ditions with weights {(29/12), (-16/12), (1/12)} and {(1/12), (-16/12), (29/12)}, respectively, 
for a second-order ODE with boundary conditions given by Yo = YN = A. This discrete solution 
required the introduction of auxiliary conditions to complete the problem. 
In general, a numerical method for solving a second-order ODE is defined by a pair of polyno- 
mials (p, a) referred to as the characteristic polynomials of the method. For Numerov's method, 
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p(z)  = Z 2 -- 2Z + 1 and a(z) = (I/12)(z 2 + 10z + I). For equation (1) with its boundary conditions, 
using Numerov as the basis of the discrete method gives rise to 
J Y  = h2BF(x ,  Y ) .  
In the spirit of the work by Chawla and Katti [2], consider the five-step method defined by 
p(z)  = z 4 - 16z 3 + 30z 2 - 16z + 1 and a(z)  = -12z  2. This method is explicitly given by 
Yn+2 - 16yn+l + 30yn - 16yn_l + Yn-2 = -12h2y~. (4) 
For our problem, two additional conditions are required to obtain approximations to the solu- 
tion y(x).  These auxiliary conditions are determined in light of the given boundary conditions 
and to give a symmetric oefficient matrix. They are added as the first and last equations in the 
system. Further, equations (2) and N - 2 are modified to remove Y0 and YN, respectively. The 
coefficient matrix for the resulting system takes the form 
__45 -16  1 1 ___17 
2 2 
31 30 -16 1 1 
2 
~2 1 -16 30 -16 1 
C ~ • 
1 -16  30 - - -  
17 1 1 -16 45 
2 2 
with (F (x ,  Y) = (T1, T2, f3,. •., fN -3 ,  T3, Ta)T). We note that modifications to equation (2) and 
N - 2 were made to provide fourth-order approximations and to remove Y0 from the equation. 
The values on the right are defined by 
233 , ~ 26 53 ii 
7'i = ~ Yl - .-.-. Y~' - ~-~ Y'N-2 + -~ YN-I, 
5 y~,+ 146y~,_ 2 5 ,, 
T2 = - 144 I-~ ~ Y'N-2 -- ~ YN-,, 
5 Y~¢-1 + 146 2 y~,_ 5 
T3 -- - 144 1-~ Y~-2 + ~'~ ~ Y~, 
233 ,I 38 26 , 
T4 = -~ YN-I -- -~-~ Y'~-2 -- ~'~ Y2 + 
Approximations for Y0 and YN Can be obtained by using equation (4) with n = 2 and n -- N - 2, 
respectively, after the system is solved. 
By substituting exact values into the system, we get 
CYE = -h~F(YE)  + T (h) ,  
where YE represents the vector of exact values and T(h)  denotes a vector of truncation er- 
rors tk(h).  From [2], we have 
h a 
tk(h)  = -~ y~: + O (hS) , k = 3,. . . ,N  - 3, 
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and for our system's auxiliary equations, we can easily determine that 
~83 87 h4 ~ (4) tl(h)= h4y~ 4)+~ _1+o(h5), 
t2(h) -- 833 h4 ° (4) ~8 h4" (4) + 0 (h 5) "~ Y2 - -  "" YN-2  
833 h4 ° (4) 7 h4y(4 ) t~_~(h) = -~- ~,~_~ - ~ + o (hs), 
tN-l(h) ~-4 (4) 87 h4y~4) = , y, ,_,  + ~ + o (h~). 
Finally, using the Sherman-Morrison formula (see [3, p. 113]), write D as the matrix 
1 T 
D=C-T~UV , 
where 
1 0 .. .  0 0 
U=-  0 0 .. .  0 1 
0 0 .. .  0 0 
and 
0 0 0 .. .  0 1 +k0 0 
.5 0 0 . . .  0 0 .5+k l  
V T = 
.5 + kl 0 0 .. .  0 0 .5 
0 1 +k0 0 .. .  0 0 0 
The constants ko and kl will be defined in the next section. 
Thus, in this paper, we shall consider solving the linear system 
Dx = k, 
where k is a constant vector. 
2. REFORMULATING THE MATRIX  
Consider the matrices $1 and $2 defined by 
-1  2 -1  
-1  2 
k0 -1  
and 
-1  14 -1  
S2 =1 : . 
-1  14  -1  
kl - i  14 
Both $1 and $2 are Toeplitz matrices. When k0 = 0, $I is the J matrix of the Numerov method. 
When ko = -1,  the matrix is a symmetric tridiagonal circulant matrix. For $2, when kl = -1,  
we have a diagonally dominant circulant and symmetric matrix. 
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By comparing the product SIS 2 to D, we set 
-13 
kokl = - -  
2 ' 
-17  
2kl + 14k0 = -~--, 
and from the two sets of solution points, we select the values kl = ( -17 - v/172 + 2912)/8 and 
k0 = ( -13)/2kl .  Hence, we can write 
D = S1S2.  
DEFINITION 1. A is said to be a monotone matr ix  i f  AZ  > 0 implies that Z > O. 
DEFINITION 2. Let W = (1, 2, . . . ,  n). A matr ix  A = (aij) is said to be reducible i f  it is possible 
to write W = S U T with S N T = ¢ (S and T nonempty),  such that aij = 0 for i 6 S and j 6 T. 
Otherwise, A is said to be irreducible. 
Monotone matrices are nonsingular. In addition, we note the following two results taken 
from [4]. 
THEOREM 1. A tridiagonai matr ix  A = (a~j) is irreducible i f  and only i f  ai.~-i ~ O, i = 2(1)n 
and ai.i+l ~ 0, i = l(1)n - 1. 
PROOF. See [4, p. 359]. 
THEOREM 2. Let the matr ix  A = (aij) be irreducible and satisfy the conditions 
1. a 0<_0,  i C j, i , j  = l(1)n, 
n j" _> 0, i = l(1)n, 
2. Ea i j  
j=l ] " > O, for at least one i. 
Then A is monotone. 
PROOF. See, [4, p. 360]. 
Theorem 2 provides a readily applicable sufficient condition for A to be monotone. Thus, it 
follows for our choice of kl, that $2 is monotone, and hence, invertible. The matrix $1 can be 
written in the form 
~1 ~ J - uvT ,  
where u = (1,0,0, . . .  ,0,0, 1) T and v T = (0,0,0, . . .  ,0,0,k0). This is in the form of the Sherman- 
Morrison formula and the inverse of J exists and is well known (see [4, p. 363]). It follows that 
the inverse of $1 exists. 
For the problem-type being considered, two distinct approaches are considered for solution. 
METHOD A. The problem is written in the form 
Dx = k, 
and the symmetric (2, 2)-band coefficient matrix D is LU decomposed. Counting the opera- 
tions needed to solve the system, 18n operations are required to decompose the matrix, and an 
additional 18n are needed for the forward and backward substitution process. 
METHOD B. The problem is written in the form 
S1S2x = k. 
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Method B employs two applications of LU  decomposition. Denote the LU  decomposition of SI 
by LIUI and note that $2 is the matrix 
14 -1  k__~l 
12 12 12 
-1 14 -1 
12 12 12 
$2 = • 
-1 14 -1 
12 12 12 
kl -1 14 
12 12 12 
Let 7 = (-1/12),/3 = (14/12), ab = -1, and a-b  = d, where d = (/3/'7) • Then with c 1 = kl/12, 
we may write 
s2 = ~s~ + , (5) 
1 . - .  0 
where 
d 1 
82 ~ • ° 
1 d 
1 
Prom [1], S~ has an LU decomposition given by 
1 ) 
-b  1 
L~.~ " 
-b  1 
-b  1 
and 
/ 1/ a 1 a 
where we chose b such that b 2 + bd + 1 = 0 and Ib[ < 1. The solution employs two applications of 
LU decomposition. We must first solve Slz = k, and then solve S2x = z. It is the second system 
which is of interest here, as the first system is solved by regular LU decomposition. The second 
system has Idl = 14, which makes it of particular interest. 
Starting with (5), we can write 
s~.=' = ~s~='  - (~b=', - ~1=" ) e~ + ~l= ' ,e . ,  (6) 
where el = (1,0, . . . ,  0) T, Vn ~- (0 , . . . ,  0, 1) T, and x' is the solution of S~x' = (1/?)z. From [1], 
we recall that b 2 -t- bd + 1 = 0 and let p = (b, b2,.. . ,  b t, 0 , . . . ,  0) T. Then, 
1S2p= ( -1 ,O , . . . , -b '+ l ,b t ,O , . . . ,O ,  ~)  T 
clb = --el -- bt+let + btet+l + - -en .  
"7 
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For the reverse form of p, we let q -- (0 , . . . ,  0, bt , . . . ,  b) T, so that 
clb 
1 S2q - - -e l  - en + b t (en-t - ben-t+1) •
7 "Y 
Define u = (1/7)(p + (c ibh)q)  and v = (1/7)((Clb/,,/) p + q). From these two vectors, we 
can obtain expressions for S2u and S2v in terms of el, en, et, et+l, en-t ,  and en-t+l. Consider 
approximating x with ~ given by 
= _ __ XIV . (clb/~/) 2 - 1 xn 
Multiplying through by $2, we get an expression in terms of el, en, et, et+l ,en-t ,  and en-t+l.  
Substituting the expression for S2x' from (6) and noting that "/S~x' = z, we can write 
7b t 
S2~-  z = 
(Clb/")') 2 - 1 
(C I~2Dx#~ ( (C lx '  -bx~) elb Clx#~ 4- t ,T )  " --4-.y "y , )e ._ ,  
-b4 ) c, + TXl )e.-,+l 
Having made the choice Ib[ < I, let 
2 c21 b m----max{ ~-- I - ( (~-) -1) ,b  h ,.),2-t- ~" II-b2'} • 
Then, 
3,b t
IIS2~ - z l l  < m l l x ' l l  • 
- (clbl"/) 2 - 1 
From [I] (see Lemma I, p. 206), Iix'H < I/([d I - l)Hz/711. It follows that 
I IS2~ - zll _< (C lb l~/ )  2 _ m llzll. 
With this bound, if for example, we required that I IS2~- ~11 < ~llzll, then r must be chosen such 
that 
log(r) + log (Idl- 2) + log ((clbl"[) 2 - ]" i ~ log(m) 
t(r) > 
log (Ibl) 
Finally, we can write the equation for the approximation as 
~:X, 1 ((0_.1.1X, bXrl) (p4-Clb ) Clx, fClb )) 
(Clbl~) 2- 1 t \ '7 " T q 4- ~ 1 t T p 4- q ' 
and simplify to give us 
( ) ) )) z}=x '  1 (C lx ,  + -1  bx' 1 p+ , _bx '  1 c lb+c_. lx ,  1 q . @,b/~)  2 - l) \ ~ n ~ -~- 
From this, it is easily seen that approximately 4t operations are required to evaluate 5. 
For Method B, the steps in the solution are: 
1. LU decompose S, = L1U1 and S~ = L2,U2,, 
2. solve L1UlZ = k, 
3. solve L2,U2,x' = z and let 
~----x' 1 ((_~ , ((.~)2 ) ~1) ((-~ #1) elb e, ~1) ) - -4 - - -X  q .  (clb 2_1  x,~+ -1  bx p+ x,~ "7 7 
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The decomposition of $I into its LU  factors requires 9n operations and solving the system with 
backward and forward substitutions requires an additional 9n operations. The LU decomposition 
associated with the second system solution requires only a few calculations and the remainder 
of the solution requires about 5n + 4t operations. In total, the operation count is approximately 
23n + 4t. 
REMARKS. Note that the coefficient matrix being considered came from a method which is 
based on a fourth-order approximation scheme for solving an ordinary differential equation with 
boundary conditions. In particular, we note that Idl = 14 for Method B, from which t is easily 
determined epending on the choice of the tolerance r. 
If Method A is used to solve a nonlinear problem, then the repeat application would require an 
additional 18n operations per iterate. For Method B, the repeat application cost is approximately 
14n + 4t per iterate. Thus, Method B offers a cost advantage per iterate, as well as for the initial 
application. 
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