Abstract-An evolutionary algorithm is used to search for iterated function systems (IFS) that can encode black and white images. As the number of maps of the IFS that encodes an image cannot be known in advance, a variable-length genotype is used to represent candidate solutions. Accordingly, feasibility conditions of the maps are introduced, and special genetic operators that maintain and control their feasibility are defined. In addition, several similarity measures are used to define different fitness functions for experimentation. The performance of the proposed methods is tested on a set of binary images, and experimental results are reported.
I. INTRODUCTION

I
MAGE compression is one of the most active fields of research because it can reduce the costs of storage and transmission of images over the Internet. Image or data compression [19] , in general, is an optimization problem where the aim is to find the shortest description of some given data that satisfies certain quality constraints. Fractal image compression [10] , based on fractal geometry, has been found to be one of the most promising compression techniques [1] , [3] .
In fractal compression [2] , an "object" is viewed as the attractor of (iterating) a collection of contractive maps defined over a complete metric space. Several approaches have been used to search for iterated function systems (IFS) to encode images, or more exactly, to search for the parameters that define such maps. These methods include the use of discrete cosine transforms [27] , wavelet transforms [25] , [26] , heuristics [23] , and partitioned IFS [10] . Evolutionary algorithms have also been used to perform fractal image compression [5] , [11] , [15] , [18] , [21] . For example, a genetic algorithm was used to evolve fixed-size one-dimensional affine iterated function systems [5] . More recently, a genetic algorithm was used to find partitions which encode gray-scale images using partitioned iterated function systems [21] .
In this paper, the effectiveness of an evolutionary algorithm is investigated by incorporating some dynamical system strategies to find the maps of IFS's that can encode black and white (BW) images. This evolutionary algorithm uses a variable-length genotype representation, i.e., each IFS is represented as a list of maps, and a map is represented as a set of real parameters. Special genetic operators that maintain and control the feasibility of the individuals in the population are adopted. A fitness function is defined that measures the similarity between the attractor and the image that penalizes a large number of maps and high contractivity factors.
The rest of the paper is organized as follows. In Section II, some principles of fractal image compression are reviewed. In Section III, the problem space, feasibility conditions of solutions, and the objective function are presented. Section IV discusses the elements of an evolutionary algorithm: the control parameters, the genetic representation, the fitness function, and the special genetic operators, along with some implementation details. Section V reports some experimental results, and the last section addresses the performance of this evolutionary approach.
II. FRACTAL IMAGE COMPRESSION
An IFS is a set of maps that act on a metric space [16] . The conditions on the space and the set of maps may vary in different approaches [22] . For this work, we assumed that the space is complete, and the set of maps is a finite collection of contractive transformations [2] .
Accordingly, an IFS can be denoted as (1) where is a complete metric space with metric , denoted by , and each is a contractive map, i.e., with Here, is called the contractivity factor of and is called the contractivity factor of the IFS. Based on the space , the metric space , "the space of fractals," is defined where is the set of nonempty compact subsets of , and is the Hausdorff metric on [2] . Given , the Hausdorff metric is defined as where with as the metric on . It can be proved that, if is a complete metric space, then is also a complete metric space [2] .
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The dynamics is called the Hutchinson operator, which is a contractive transformation on the complete metric space . Now, let be the th composition of , for etc. Then the sequence of sets can be obtained by applying over iteratively as follows:
where and is called the orbit [7] of in the dynamical system . According to Banach's fixed-point theorem [2] , a contractive transformation in a complete metric space has one and only one fixed point, and every orbit converges to such a fixed point. In other words, given a transformation (in this case, the IFS that defines ), there exists a compact subset of , that is a fixed point of , i.e.,
In addition, for every , the orbit of converges to , i.e., where is called the attractor of the dynamical system defined by the IFS or a fractal generated by the IFS.
In practice, the chaos game [2] is used to generate the fractals associated with an IFS. In the chaos game, a probability vector such that and is assigned to a set of maps . The IFS with the probability vector defines a random walk in in the following way. It starts with an arbitrary point in . Choose integers with , the probability that is equal to . A random walk (orbit) is defined as Elton's ergodic theorem [8] establishes that, for this random walk starting at a point , i.e., for , the set of points that form the random walk converges to the attractor with the Hausdorff metric in the following way:
where denotes the closure of . In this paper, the chaos game approach will be used to generate the fractals. The problem in fractal compression consists of finding an IFS whose attractor approximates a given compact set . The method to solve this problem is based on Barnsley's collage theorem, which states that, if one wants to encode an image by means of an IFS, such an IFS applied to should produce a set "similar" to .
Collage Theorem [2] : Let be an IFS with contractivity factor , as in (1) . Let be any nonempty compact set in . Then (2) with as the attractor of .
Therefore, the problem of finding an IFS whose attractor encodes can be solved by minimizing the expression on the right-hand side of (2), i.e., by finding an IFS such that the Hausdorff distance between and is minimized, and the factor of contractivity is also minimized simultaneously. By doing this, the distance between the attractor and the set is minimized. Additionally, it is important to minimize the number of maps in the IFS because, in practice, it will determine the amount of storage space needed.
The space that will be used in the fractal encoding of binary images is defined next.
A. Space of Binary Images
A continuous binary image may be considered as a function , where . Fig. 1 shows a binary image in which 0 corresponds to white and 1 to black. The image is the indicator function of a set . Accordingly, in Fig. 1 , is the set of black points that form a cat.
The paper deals with discrete binary images, which are approximations of continuous binary images. Such images take values in the points of a regular mesh on , with and positive integers, and for . The points on the mesh are called pixels. Formally, a discrete binary image is a function of the form , and is called an image. Alternatively, it can be considered as the set i.e., the set of black pixels in the image.
In the continuous and discrete case, if is different from the constant function 0, the set is a compact subset of . Therefore, the problem of encoding a binary image consists of finding an IFS defined on whose attractor is .
III. PROBLEM SPACE
In this paper, the maps included in the IFS are constrained to be affine contractive maps on because it is easy to determine whether or not an affine map is contractive.
An affine map on is defined as
with and . Therefore, an affine map in an IFS must satisfy the following constraints in order to be a feasible map. 
1)
must be defined on , i.e., , which implies the following constraints over the parameters , and :
must be contractive; in general, an affine function is contractive if and only if its linear part is contractive, i.e., if the norm of the eigenvalues of the matrix that defines the linear part of the affine transformation is less than 1. Then, the search space is the set of IFS's composed of affine contractive maps on . This space is infinitely uncountable, which implies that all of the possible IFS's cannot be examined exhaustively. Since the problem of finding an optimal fractal encoding has been proved to be NP hard [19] , an evolutionary algorithm seems suitable to search for a solution to this problem.
A. Objective Function
Given an image , the value of the function that measures how well an IFS, encodes the image can be determined by two main factors.
1) Similarity between the attractor of and the image . One way of determining the similarity is by the Hausdorff distance between the attractor of and the image , and will be defined later. 2) Compression ratio, which is the quotient between the amount of storage space necessary to store the original image , and the amount of storage space necessary to store the IFS . In this case, the compression ratio is defined as , where is the number of maps in and is the amount of space needed to store a contractive affine map. However, in fractal compression, the above-mentioned ratio is not a good measure of compression because, once an image is encoded, it can be reproduced at any scale, which makes the compression rate variable for the same input image. For that reason, we will consider the number of maps in the IFS as the compression factor.
In addition, since the calculation of the Hausdorff distance is computationally expensive, other similarity measures that are computationally less expensive will be used. These similarity measures and their relation to the Hausdorff distance are discussed next.
B. Similarity Measures
Intuitively, a similarity measure is a function such that, for two binary images and approaches 1 when the images are very similar, and is close to 0 when the images are very different.
Four similarity measures for binary images are used to define different fitness functions for the fractal encoding problem.
1) Hausdorff Similarity : Let and be two binary images. The Hausdorff similarity between and is defined as with the Hausdorff distance. The second term on the right-hand side is the normalization of the Hausdorff distance between [0, 1]. This measure is related to the human vision notion of similarity between images [20] , and it can be applied to both continuous and discrete binary images.
2) Hamming Similarity : Let and be two continuous binary images. The Hamming similarity between and is defined as where and are the indicator functions of and , respectively. If and are discrete binary images, the Hamming similarity is defined as
Here, is close to 1 if and only if and differ in a few pixels. When this similarity is close to 1, the two images are similar in the sense of the Hausdorff distance.
3) Intersection Similarity : Given two continuous binary images and , the intersection similarity is defined as area of area of
On the other hand, if and are discrete binary images, is defined as where gives the number of black points of a discrete binary image.
4) Difference Similarity
: Given two continuous binary images and , the difference similarity is defined as area of area of with the symmetric difference between sets. If and are discrete binary images, then is defined as
The last three similarity measures have the advantage of having a worst case time complexity
; it is linear in the number of pixels, which makes them a feasible choice.
IV. ELEMENTS OF THE EVOLUTIONARY ALGORITHM
A. Search Space Representation
The first step to implement the evolutionary algorithm is to define a representation of the search space, i.e., the way every possible solution in the search space will be represented.
Each IFS [as in (1)] will be represented as a dynamic linked list, as shown in Fig. 2 . This representation allows handling a variable amount of maps by adding or removing nodes to the list.
Each contractive affine map is represented by its six real parameters and [see (3) ] as shown in Fig. 2 .
B. Fitness Function
Given a binary image , the goal of the evolutionary algorithm is to find an IFS [given in (1)], with a minimum number of maps , that renders the image with good quality. In this case, the quality is determined by the similarity between the attractor of and the image .
If is a good approximation of the Hausdorff similarity measure , then, due to the collage theorem, the attractor of [see (1) ] and the image are similar if is close to 1 and is very small [as in (2)].
Therefore, based on this approximation, the problem has become a multiobjective optimization problem: 1) maximize 2) minimize 3) minimize . In order to define an appropriate fitness measure, the functions and are introduced to penalize the values of and , respectively. First, the function that penalizes the values of the contractivity factor is defined as such that where a parameter that specifies the form of the curve. Fig. 3 shows the graph of for and . This function "rewards" small values of and highly "penalizes" those values of close to 1. The value is an expected value of that determines the point at which the strong penalization begins. Next, the penalization function for is defined as such that
In this case, the parameter determines the form of the curve. Fig. 4 shows the graph of for and . Similar to "rewards" values of that are less than , and highly "penalizes" those values of that are much greater than . As before, the value is an expected value of , and determines the point at which the strong penalization begins.
Using both penalization functions defined above, the fitness function , for a given image , is defined as such that for all , and is one of the similarity measures or defined above. Accordingly, the fitness function is defined in such a way that it measures the similarity between the image and the approximation given by , highly penalizes when its contractivity factor is close to 1, and highly penalizes if it has a large number of maps .
C. Evolutionary Operators
Considering the special properties of the problem, some genetic operators are designed and used in combination with the standard operators in order to improve the effectiveness of the evolutionary algorithm. These operators include random feasible initialization, steady-state selection, IFS crossover, global mutation, IFS mutation, map transformation, and map perturbation.
1) Random Feasible Initialization:
In order to generate the initial population, the algorithm receives two parameters pop_size and , where pop_size is the number of individuals in the population, and is the maximum expected number of maps in any IFS. Each IFS in the initial population is a feasible map with or fewer maps generated at random.
The following procedural steps are used to generate feasible maps: Notice that the equations used to generate the values of and are similar to the equations used to generate the values of and . The maps generated through this procedure satisfy the feasibility conditions for the maps defined in Section III under items 1) and 2).
2) Steady-State Approach: We considered an overlapping population along with the fitness proportionate selection mechanism for reproduction. The choice of this selection scheme is arbitary, other selection schemes can also be used for the problem. A number (gap) of the best individuals in the population are passed to next generation directly. If gap , the fitness of the best individual evolved in the population will be nondecreasing in time.
3) IFS Crossover: The IFS crossover operator receives a parameter that defines the probability of crossover at the IFS level. This operator uses to choose two IFS in the population out of the generational gap, and applies single-point crossover to the dynamic lists based on cut-and-splice operators (as shown in Fig. 5 ). The offspring, which replace the parents, are still feasible solutions in the population because the maps that form each of the offspring are still contractive affine maps.
4) Mutation:
An individual IFS in the population, out of the generational gap, is selected to be mutated with probability . If a specific IFS was chosen to be mutated, then the operator needs to decide what kind of mutation to apply, either an IFS mutation or a map mutation. The IFS mutation is applied with probability , therefore, the map mutation is applied with probability . These mutation operators are explained next.
5) IFS Mutation:
The IFS mutation operator modifies an IFS by either removing a map from an IFS or inserting a map into an IFS. The probability of removing a map given that an IFS was chosen to be mutated is 1/2. This probability is used in order to add and remove maps in the same proportion, and keep the length of the maps close to the average length of the maps in the initial population. In other words, this helps to prevent uncontrolled growth in the length of the IFS.
As in IFS crossover, this operator does not affect the feasibility of the IFS in the population.
6) Map Mutations:
The map mutation operators are applied over the parameters of the maps. Two types of map mutations, map transformation and map perturbation, are applied with probability and , respectively. 1) A map transformation of a map consists of generating an affine map and composing it with , i.e., the mutated map is equal to . The map is of one of the four specific types of affine maps: rotation, scaling, skew, and translation. First, the mutation operator selects at random one type of affine map. Each type of map transformation may be selected with the same probability 1/4. Specifically, the affine maps used to mutate a particular contractive affine map are explained next. In the four cases, each affine map can be produced by randomly generating only one parameter. a) A rotation map is defined by the matrix , and it is produced by randomly generating an arbitrary value of . The mutated map is then given by . b) There are two kinds of scaling maps. Scaling maps of each class can be generated with the same probability 1/2. A scaling map in the first class defines a scaling map in the coordinate, and it is given by a matrix with an arbitrary number generated randomly. Similarly, a map in the second class of scaling maps is defined by a matrix , which defines a scaling map on the coordinate. Then, the mutated map is given by or , depending on in which coordinate the scaling is applied. c) Similar to scaling maps, there are two classes of skew maps which are defined by matrices of the form and , respectively. Each skew map is determined by only one parameter distributed uniformly in [0, 1]. Then, the mutated map is given by or , depending on in which coordinate the skew is applied. d) Translation can be applied in two ways: in the or the coordinate. As in the two previous cases, first the type of translation is decided at random, and then a random parameter will determine a vector of the form or , depending on the type of translation. The mutated map is then given by or , respectively. The translation value is distributed uniformly in . These map transformations usually do not affect the feasibility of the maps, and introduce mutations that explore the search space in a way that is related to the goal. 2) A map perturbation consists of modifying the value of one of the parameters of the map. The parameters are uniformly mutated, i.e., the probability of selecting a specific parameter to be mutated is 1/6. If is the parameter chosen to be mutated, then the new value of is given by with the current value of the IFS that contains the map being mutated currently, is the fitness value of the IFS , and is a real number generated at random with uniform distribution in . If the fitness value is close to 1, which means that the attractor of is a good approximation of , then the map is mutated slightly. Therefore, this mutation operator is a self-adaptive operator. The reason to introduce this mutation is the continuous dependency on the parameters [2] of the Hausdorff distance between the attractor of an IFS and the image to encode. 7) Repair Procedure: Even though the mutation operator is designed to minimize the possibility of affecting the feasibility of a solution, in some particular cases, it can produce nonfeasible solutions. Therefore, after applying mutation, a repairing procedure is performed to guarantee the feasibility of the solutions.
The repairing procedure checks the values of the parameters that define a map in the same order as in the random feasible initialization explained in Section IV-C-1, and changes them when necessary.
D. Proposed Evolutionary Approach
Let be the population in the generation . The specific evolutionary approach is presented next.
Random initialization( pop_size) max fitness
Evaluate fitness while (max fitness target fitness or generation) do Select ( , gap) IFS crossover Mutation Repair max fitness Evaluate fitness
end-while
The procedure IFS crossover selects an IFS with probability and crosses it with another IFS. Only IFS's out of the gap are allowed to cross. This procedure is as follows.
IFS crossover
for to pop_size do pick to be crossed with probability if is picked then pick and cross with .
The procedure mutation selects an IFS with probability , and applies an IFS mutation, map transformation, or map perturbation, depending on the probabilities and . Only IFS's out of the gap are allowed to get mutated. mutation for to pop_size do pick to be mutated with probability select IFS mutation or map mutation with probability if IFS mutation then insert or remove a map with probability if map mutation then apply map transformation or map perturbation with probability end-for
V. EXPERIMENTAL RESULTS
Two images of size 64 64 pixels and one image of size 128 128 pixels were used in the experiments. Fig. 6 shows these three source images: a cat, a star, and Sierpinski's triangle. Three of the four similarity measures were tested; the Hausdorff measure was abandoned because of its high computational cost. The evolutionary algorithm was capable of finding good encodings for the source images using the Hamming, intersection, and difference similarity measures. Fig. 7 shows the collage images (left) and attractor images (right) obtained for the image of the cat using the similarity measures and [shown in Fig. 7(a)-(c) , respectively] for particular runs of the EA after 10 000 generations. In general, was the similarity measure that performed best in all of the experiments. The images obtained using [as in Fig. 7(b) ] are better approximations to the image of the cat than the images shown in Fig. 7(a) and (c) obtained using and , respectively. Some results of the experiments using the similarity measure to encode the images appear in Fig. 6 . Table I shows the parameters used for different experiments. All of the experiments shown here used a high probability of mutation , between 0.7 and 0.9, to avoid premature convergence. However, the disruptive effect of the high probability of mutation is compensated by the gap in the selection mechanism. The combination of high probability of mutation and around 10% of the population gap is shown to be the most effective combination of parameters. The value of probability of crossover did not show a strong effect on the performance of the EA; was used in the range between 0.2 and 0.9. Using parameter values within this range, the EA showed an effectivity of more that 95% to find a good encoding in generations. Table II shows the results for the encodings of these three images, for the best IFS found by the evolutionary algorithm in three trials and after 10 000 generations. The results obtained in the three trials were very similar, which implies a high reliability of the evolutionary search. In these experiments, the intersection similarity was used. The IFS fitness was obtained by multiplying the similarity and the values of the penalization functions and for the IFS. In this case, the time complexity of the calculation of the fitness function is linear in the number of pixels, which makes the evolutionary search feasible. Fig. 8 shows a typical run, which exhibits gradual improvement in the best individual fitness during the test run. Fig. 9 shows the iterated function systems found by the EA for each image.
The IFS that encodes the image of the cat, which is formed by 20 contractive affine maps, is presented in Table III . The first column corresponds to the number of the map, and the other six columns ( , and ) correspond to the parameters that define each map. The original image, the collage image, and the attractor image of the cat are shown in Fig. 10 . The attractor image is produced by the chaos game using the IFS found by the EA. As can be seen, the collage image is very similar to the attractor image computed by the chaos game.
In order to show the independence of scale of the fractal encoding, the attractor image of the cat is restored at a 128 128 pixel resolution, and is shown in Fig. 11 . As mentioned above, the IFS that encodes the cat image can be used to restore the image at any resolution.
The original image, the collage image, and the attractor image for the star Sierpinski's triangle are shown in Figs. 12 and 13 , respectively. In order to show the independence of scale of the fractal encoding, the image of the star was also restored at a 128 128 pixel resolution, as shown in Fig. 14 .
VI. DISCUSSION
The paper describes a variable-length evolutionary algorithm for evolving IFS's to encode binary images. This approach is mainly based on the collage theorem (mentioned in Section II) which was used to define a general objective function. In practice, the use of the Hausdorff similarity [as in Section III-B-1] is unfeasible because its complexity is pop_size is the number of individuals in the population. The p is the probability of IFS crossover; p is the probability of mutation, is the maximum "expected value" of the contractivity factor, is the maximum "expected value," p is the probability of mutating an IFS, and p is the probability of mutating a map in an IFS that has been selected to get mutated. The results obtained in the tree trials were very similar, which implies high reliability of the evolutionary search. In these experiments, s , the intersection similarity, was used. The IFS fitness is obtained by multiplying the similarity s and the values of the penalization functions P and R for the IFS. Table III. . We introduced three other similarity measures (Hamming, intersection, and difference similarities) in this work. Our experimental results showed that the evolutionary algorithm performed well with all three similarity measures for the images used. However, the best performance could be achieved with the intersection similarity measure. This similarity measure has the additional advantage of having linear time complexity.
Moreover, since the EA used a variable-length genotype, different fitness measures are included to penalize IFS's with a large number of maps, and thus control their growth. We also used specific properties of the problem to design some special genetic operators to improve the performance of the evolutionary algorithm. These operators include random feasible initialization, IFS crossover, global mutation, IFS mutation, map transformation, and map perturbation. Additionally, after ap- plying mutation, a repairing procedure is performed to guarantee the feasibility of the solutions.
The results obtained for encoding images with IFS's are very encouraging. However, further improvement may be possible by using IFS's that also include nonlinear functions as investigated in [12] . Another possible direction of future research is to use extensions of the collage theorem such as the one presented in [13] , which seems to produce better bounds of the similarity between the collage image and the attractor.
It is to be noted that the approach considered in this paper encodes images as independent of scale, which makes it difficult to compare (in a meaningful way) with the other compression methods which are, in general, scale dependent . TABLE III  IFS THAT ENCODES THE IMAGE OF THE CAT, FOUND BY THE EVOLUTIONARY ALGORITHM WITH THE PARAMETERS SHOWN IN TABLE II The IFS is formed by 20 contractive affine maps. Each affine map is defined by the parameters a; b; c; d; e; and f . 
