Abstract. We present a Lagrangian decomposition algorithm which uses logarithmic potential reduction to compute an ε-approximate solution of the general max-min resource sharing problem with M nonnegative concave constraints on a convex set B. We show that this algorithm runs in O(M (ε −2 +ln M )) iterations, a data independent bound which is optimal up to polylogarithmic factors for any fixed relative accuracy ε ∈ (0, 1). In the general structured case, B is the product of K convex blocks and each constraint function is block separable. For such models, an iteration of our method requires a Θ(ε)-approximate solution of K independent block maximization problems which can be computed in parallel.
1. Introduction. We consider the approximate solution of concave max-min resourcesharing problems of the form k ∈ B k . We shall denote λ(f) . = min 1≤m≤M f m for any given f ∈ IR M + . We shall be interested in computing an ε-approximate solution of this problem, i.e., for a given relative tolerance ε ∈ (0, 1), (P ε ) compute x ∈ B that satisfies f(x) ≥ (1 − ε)λ * e.
Our approach is based on the well-known duality relation: The exact optimality conditions for P can thus be stated as follows: A pair x ∈ B, p ∈ P is optimal if and only if Λ(p) = λ(f(x)).
In its simplest form, Lagrangian or price-directive decomposition is an iterative strategy that solves P via its Lagrangian dual by computing a sequence of pairs p, x as follows. A coordinator uses the current x ∈ B to compute some weights p = p(f(x)) ∈ P corresponding to the coupling constraints f(x) ≥ λe, calls a block solver to compute a solutionx ∈ B of (1.3) for this p ∈ P , and then makes a move from x to (1 − τ )x + τx with an appropriate step length τ ∈ (0, 1]. We call each such iteration a coordination step.
We shall only require an approximate block solver (ABS), one that solves (1.3) to a given optimization tolerance t > 0, defined below.
We shall eventually set t = Θ(ε) in our algorithm. For the block angular case,
. . , K, each operating to the same accuracy t > 0. To simplify notation, we shall henceforth assume K = 1 and dispense with the superscript k.
By analogy to P ε , and based on the fact that λ * is the optimal value of the Lagrangian dual (1.2), we define the ε-approximate dual problem as follows:
We shall show below that, for a given relative accuracy ε ∈ (0, 1), our proposed algorithm solves problems P ε and D ε in
coordination steps, each of which requires a call to ABS(p, Θ(ε)). On the other hand, it is easy to see that for f(x) = x and B = P , any algorithm that solves P ε for ε < 1 by a sequence of block optimizations (1.3) must perform at least M such steps 4 . It follows that for a fixed ε, the bound (1.4) on the number of coordination steps is optimal to within a factor of ln(M).
The linear feasibility variant of P, i.e., find x ∈ B such that f(x) = Ax ≥ e, often referred-to as the fractional covering problem, is solved in [5] by Lagrangian decomposition using exponential potential reduction. Up to polylogarithmic factors, the number of iterations of that algorithm is proportional to M and ρ/ε 2 , where the data-dependent quantity ρ = max m max x∈B f m (x) is the width of B relative to Ax ≥ e. The problem is further decomposed in [5] in a way that reduces this linear dependence on ρ down to log ρ. However, this introduces additional constraints on the block problems which, in general, become NP-hard.
The logarithmic potential reduction algorithm for max-min optimization we present in this paper circumvents the issue of width altogether and uses the approximate block solvers ABS on the original blocks (cf. [1] and [2] ). We mention, in passing, that the first width-independent Lagrangian decomposition iteration bound for general minmax sharing was also based on a logarithmic potential function [2] . This bound was recently matched in [3] using an exponential potential reduction technique. It would be worthwhile to develop a width-independent exponential function reduction method for the max-min case as well.
The paper is organized as follows. In Section 2 we define the standard logarithmic barrier function and examine some of its properties. In Section 3 we develop our algorithm for solving P ε and D ε , and prove its correctness. Finally, we analyze the coordination complexity of the algorithm in Section 4. We will use the following notational abbreviations:
′ ,x ∈ B, respectively. The symbol e denotes the vector of all ones while e i represents the ith unit vector.
Logarithmic potential function.
We shall associate with the coupling inequalities f ≥ λe the standard logarithmic potential function (see, e.g., Chapter 4 of [4] ), of the form:
where θ ∈ IR, f = (f 1 , f 2 , . . . , f m ) are variables and t is a fixed positive parameter, identical to that used for ABS(p, t). The function Φ t is well-defined for 0
++ , which will be the case for all iterates of the algorithm we shall present in Section 3.
Similar to [2, 6] , we define the reduced potential function as the maximum of
The maximizer θ(f) of Φ t (θ, f) can be determined from the first-order optimality condition:
which has a unique root since its left side is a strictly increasing function of θ. We can thus write the reduced potential function as:
It is easy to see that the smooth function θ(f) approximates the piecewise nonlinear concave function λ(f) as follows:
a property which motivates our approach.
Next, we define the logarithmic dual vector p .
where p(f) ∈ P by (2.3). A useful consequence of this definition is the following identity.
Proof. Denoting θ . = θ(f), we write
A more important observation is that the accuracy with which the optimality criteria Λ(p) = λ(f) are to be met at a given point x ∈ B can be approximated by the quantity:
for an approximate block solution x ∈ B produced by ABS(p, t). The theorem below states that a pair x, p solves P ε and D ε , respectively, whenever ν and t are of order ε.
LEMMA 1. Suppose ε ∈ (0, 1) and t = ε/6. For a given point x ∈ B, let p ∈ P be computed by (2.4) andx computed by ABS(p, t). If ν(x,x) ≤ t, then the pair x, p solves P ε and D ε , respectively.
Proof. Use (2.5) to rewrite the condition ν ≤ t as follows:
where the last inequality follows from the assumption t = ε/6. Given that Λ(p) ≥ λ * , we have λ
The bound of Lemma 1 is close to the best possible: for ε ∈ (0, 1/2] we have ν ≤ ε/4 for any pair x ∈ B, p ∈ P that solves P ε and D ε , respectively. To see this, first consider that
which simplifies to Λ(p) ≤ (1 + 4ε)λ(f) for ε ∈ (0, 1/2]. Then, use this inequality, (2.5), and the fact that λ(f) ≤ p T f, to write:
3. The approximation algorithm. We shall now state our Algorithm A to compute solutions of both problems P ε and D ε , as a direct implementation of the Lagrangian decomposition scheme stated in the Introduction. The algorithm accepts as input f, B, ε and an initial point x = x 0 . = t := ε/6 while ν > t do Compute θ(f) from (2.3) and p ∈ P from (2.4).
x := ABS(p, t). Compute ν . = ν(x,x) from (2.5). x := (1 − τ )x + τx, for an appropriate step length τ ∈ (0, 1]. end return(x, p) Our subsequent analysis uses the step length
which is strictly feasible, i.e., τ ∈ (0, 1). (To see this, substitute t = ε/6 in (3.1) and use the inequality θ/(p Tf + p T f) ≤ 1, which is a straightforward consequence of Proposition 1.) In practice, one usually computes τ by performing a line search to maximize φ t (x + τ (x − x)). Our analysis remains valid for such step lengths.
Algorithm A is correct since τ ∈ (0, 1) as indicated above and since by Lemma 1, the pair x ∈ B, p ∈ P solves P ε and D ε , respectively, when the algorithm halts.
4. Analysis of the approximation algorithm. Our next task is to derive the iteration bound (1.4) for our algorithm as claimed in the Introduction. We shall first establish several observations. In Lemma 2 we bound the error in the initial approximation x 0 ∈ B as defined in Section 3. Lemma 3 shows that each coordination step achieves a sizable guaranteed increase in the value of the reduced potential function φ t (f). In contrast, Lemma 4 bounds the sum of such increases between any two, not necessarily consecutive, iterates. These results ultimately lead us to the iteration bound stated in Theorem 1, which is further improved by a factor O(ε −1 ) by employing a simple error-scaling technique akin to that used in [6] for structured min-max problems.
Proof. The left inequality is from (1.2)-(1.3). To show the right inequality, note that for any p ∈ P , (1.3) provides:
Now, Λ(e m ) ≤ 2f m (x (m) ), wherex (m) is the approximate block solution computed by ABS(e m , 1/2). Then, by using the concavity of the nonnegative functions f m , we obtain:
Next, we prove that the increase in the reduced potential φ t (f) is sufficiently large at each iteration.
LEMMA 3. For any two consecutive iterates x, x
′ of Algorithm A:
Proof. From Algorithm A we have
. By the concavity of the f m and definition (2.4),
In order to bound the last expression above, consider that by definition (3.1),
Assume with no loss of generality that λ(f ′ ) > 0, since φ t (f ′ ) = −∞ for any x ′ ∈ B for which λ(f ′ ) = 0. We can thus write:
Next, using the concavity of ln(·) in the last expression we obtain:
which is further simplified as follows:
We are now in a position to address the coordination complexity of Algorithm A by combining the lower and upper bounds we have thus far obtained for the increase in φ t (f) from one iteration to the next. THEOREM 1. For any given relative accuracy ε > 0, Algorithm A solves problems P ε and
coordination steps.
Proof. First, let N 0 be the number of iterations of Algorithm A required to obtain an iterate x 1 with a corresponding optimality error ν ≤ 1/2, starting from the initial point x 0 . For as long as ν > 1/2, each iteration increases the reduced potential by at least t/16M (Lemma 3). However, by Lemma 4, the total increase in the value of the reduced potential can be bounded as follows:
Next, suppose that the error is ν ℓ ≤ 1/2 ℓ for some iterate x ℓ ∈ B and let N ℓ be the number of iterations required to halve this error, for ℓ = 1, 2, . . .. Again, Lemma 3 provides:
To bound the left side of this inequality, consider:
directly from the definition of ν ℓ in (2.5). And since p ℓTf ℓ ≥ (1−t)Λ(p ℓ ) for ABS(p ℓ , t), we have:
This inequality, along with the fact that t ≤ ν ℓ ≤ 1/2, implies:
Now, Lemma 4 for x
′ . = x ℓ+1 and x . = x ℓ provides:
which, together with (4.5), results in the bound N ℓ = O(M/tν ℓ ). The total number of coordination steps N in the claim is obtained by summing the N ℓ over ℓ = 0, 1, . . . , ⌈lg(1/ε)⌉. ⊔ ⊓
The coordination complexity of Algorithm A given by Theorem 1 is for a fixed value of the parameter t. The algorithm can be implemented and its coordination complexity improved by embedding Algorithm A within a sequence of scaling phases that gradually reduce t to the desired accuracy, much like implementations of pathfollowing methods for convex programs. The sth scaling phase sets ε s := ε s−1 /2, correspondingly t s := ε s /6, and uses the current approximate point x s−1 as its initial solution. The entire scaling algorithm is initialized (for phase s = 0) with the same initial point x 0 ∈ B as before, which gives ε 0 = 1 − 1/2M. The resulting coordination complexity of the overall scheme is analyzed below. THEOREM 2. For any given relative accuracy ε > 0, the error scaling implementation of Algorithm A computes solutions x, p of problems P ε and D ε , respectively, in = x s and x ′ . = x s+1 , the total increase of the potential in the sth phase can be bounded by:
Furthermore, since x s is a 2ε s -approximate solution of problem P,
The bound N s = O(M/ε 2 s ) is deduced from (4.7) and the fact that ln(1 + 8α) ≤ 8α for all α > 0.
As before, the overall coordination complexity is obtained by adding the coordination bounds N s for all scaling phases. ⊔ ⊓
