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With the rapid development of the Internet, online customer reviews (OCR) have become 
an important part of online shopping platforms that provides a wealth of information. In 
this paper, I proposed two different models to predict the helpfulness of an OCR using the 
data from online electronics review at Amazon.com. I built a random forest classifier using 
content, readability and metadata of the reviews and reached a 75% of accuracy. I also 
found that the most helpful feature in this model is the star-rating of the review. The other 
models proposed in this paper are deep learning NLP models like LSTM and BERT. These 
models can help us solve the “cold start” problem of text mining. Based on the research, 
online shopping platforms could use the helpfulness prediction to pre-rank the review, 
which could benefit both the platform itself and their customers. 
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Word of mouth (WOM) – interpersonal communication about products and 
services between consumers – is one of the most influential sources of marketplace 
information for consumers (Arndt 1967; Alreck & Settle 1995). The power of WOM to 
influence consumers’ decision-making processes has long been known to researchers and 
practitioners; the power of WOM has recently become even more important with the advent 
of the internet (Sun et al. 2006). With the rapid development of the Internet, online 
customer reviews (OCR), a form of electronic word of mouth (eWOM), have become an 
important part of online markets that provides a wealth of information. Product review 
websites (e.g. consumerreview.com), retailers’ websites (e.g. amazon.com), brands’ 
websites (e.g. nike.com), personal blogs, message boards and social networking sites (e.g. 
Facebook, Twitter) are all examples of the types of eWOM platforms (Bickart & Schindler 
2001). Reviewers share their experience through reviews and consumers look for detailed 
information from these reviews. This consumer-oriented information provides indirect 
experience of products, which have greater credibility and relevance compared to 
information provided by sellers (Park & Lee, 2007).
However, because reviews are highly personal and can be very intentional, not all 
reviews are helpful reviews and affect customers in the same way. Reviews that are 
considered more helpful by consumers have stronger effect on their purchase decisions 
than other reviews (Baek, Ahn & Choi, 2012). Many studies show that online product 
reviews and related factors significantly affect sales under certain conditions, and some 
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product categories (Chen, Dhanasobhon, & Smith, 2007; Forman, Ghose, & Wiesenfeld, 
2008). Recent studies suggest that characteristics of reviews and reviewers collected 
through variables such as reviewer identity, reviewer location, information quantity, and 
semantic factors (Cao, Duan, & Gan, 2011) may add more insights to the line of research. 
Since reviewer identity is difficult to come by when collecting reviews directly from 
publicly available sources (such as Amazon.com), Mudambi and Schuff (2010) suggest 
that future extensions of their work may focus on other forms of disclosed reviewer’s status, 
such as Amazon’s “top reviewer” designation.  
Among the many variables associated with online product reviews, “review 
helpfulness” is particularly important, as it represents the subjective valuation of the review 
judged by others, and is also the aggregate perceived utility of the information contained 
in the review (Cao et al., 2011; Baek, Ahn, & Choi, 2012; Li, Huang, Tan, & Wei, 2013). 
A favorable helpful review adds perceived value to the product, but a critical review is also 
an opportunity to perform customer service. However, “helpfulness” is quite a complex 
concept as one would easily equate length (number of words) of review message to 
helpfulness, while others might consider message length as “effort” instead. Added to the 
complexity is that helpful messages are often lengthy fill with details, but the other way 
around may not be true (i.e., a lengthy message is not necessarily a helpful one). Even 
within helpful reviews, the effect of message length on helpfulness could diminish when it 
reaches a certain threshold. Beyond the threshold, it may not get read in detail. A direct 
relationship between helpfulness and message length is explored in a recent study 
(Mudambi & Schuff, 2010), where the authors reported a linear relationship between 
helpfulness and aspects of message and product (rating, product type, work count and total 
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votes). Despite that past behavioral patterns might have an effect on review helpfulness, 
existing studies have not paid enough attention to them. An example of such pattern 
includes the effect of past review performance on future review quality. Past helpfulness 
ratings could become a form of incentive for those who have done good reviews before. 
As a result, we will be able to shed some light by including past review patterns to study 
review helpfulness. 
It is crucial for online marketers to lead reviewers to write more helpful reviews 
and provide more helpful reviews to their customers by finding out which factors determine 
the helpfulness of online reviews. Although most sites that provide consumer reviews also 
provide helpfulness data such as the total helpful votes received by the user, reviews 
published earlier appear to have more helpful votes than recent reviews, even if they are 
less helpful. Analyzing factors affect review helpfulness and being able to predict review 
helpfulness once posted is useful to advertisers and consumers. 
Past researches have studied factors that affect the helpfulness of online customer 
reviews. Huang, Chen, Yen & Tran (2015) found that word count could affect the 
helpfulness of reviews by all reviewers and reviewer cumulative helpfulness affect the 
helpfulness of reviews by top ranked reviewers. Baek et al. (2012) found that both 
peripheral cues, including review rating and reviewers' credibility, and central cues, such 
as the content of reviews, influence the helpfulness of reviews. Mudambi and Schuff (2010) 
found that review depth has a positive effect on the helpfulness of the review, but the 
product type (search or experience) moderates the effect of review depth on the helpfulness 
of the review. These studies show many factors and their effect on review helpfulness for 
different products. 
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The objective of this research is to find out the factors that predict the helpfulness 
of online customer reviews and which factors are more effective in review helpfulness 
prediction. This research also wants to find out if good reviews or helpful reviews really 
affect customers’ purchase decisions. This paper seeks to answer the following research 
questions (RQs): 
RQ1: How do features associated with readability contribute to predictions of 
review helpfulness? 
RQ2: How does the content of the review related to the review helpfulness? 
RQ3: How does meta-features of the review related to the review helpfulness? 
The remainder of my proposal is organized as follows. The second section is the 
literature review that presents former researches about potential factors that affects the 
helpfulness of online reviews and about the findings in the relationship of reviews and sales. 
The third section describes the data that I used in the research, including my data collection, 
feature selection, and feature generation and engineering. The fourth section of the paper 
describes the method that I used and the models that I created to predict the review 
helpfulness using various features, and also the results of those models. The fifth section 




Online customer review 
Online customer review (OCR), a form of electronic word of mouth (eWOM), is 
product review that generated by consumer and provided in addition to the product 
description or personalized recommendation system. It usually provides customers the 
opportunity to evaluate the product in textual comments and numerical rating. Online 
customer reviews are becoming widely used on various types of sites and have become a 
more and more important source of information that helps customers make their purchase 
decisions. The effects of online customer reviews have been studied from many different 
aspects. 
OCRs can be divided into two groups: qualitative and quantitative OCRs (Sridhar 
& Srinivasan, 2012). Qualitative OCRs provide a written description of the usage 
experience. In qualitative reviews, the customer is completely free to choose how to 
describe, criticize, and evaluate the product (Jiménez & Mendoza, 2013). 
In the case of a quantitative OCR, the customer is forced to summarize his or her 
evaluation in a single rating or grade, and the single ratings from customers are usually 
pooled together into a summary statistic (Kostyra et al., 2016). 
According to Chintagunta et al. (2010), a quantitative OCR can be decomposed into 
the following three elements: 
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1. Valence, which is the average rating and represents average customer 
satisfaction; 
2. Volume, which is the number of customer ratings for each valence level and 
the total number of ratings; and 
3. Variance, which is the variation in ratings along the rating scale and is 
observable through the number of customer ratings for each valence level. Variance 
represents the degree of disagreement or heterogeneity among customers' 
evaluations. 
Park and Lee (2008) found that online customer reviews provide indirect 
experience of products, which have greater credibility and relevance than information 
provided by sellers. In terms of the effects of information provided from seller and 
customer, Bickart and Schindler (2001) compared the influence of marketer-generated 
online information with consumer-generated online discussions and found that consumers 
are more interested in product topics when they acquired information from online 
customers. Kumar and Benbasat (2006) also found that the provision of recommendation 
and consumer reviews could increase both the usefulness and social presence of the website. 
With this in mind, online customer reviews can provide customers additional information 
with more credibility from consumers’ perspective and are more influential in helping 
customers making their purchase decision.  
OCRs also have impacts on product sales. Chen, Wu and Yoon (2004) discussed 
the impacts of online recommendations and consumer feedbacks on book sales based on 
data gathered from Amazon.com. Their results indicate that consumer ratings are not 
related to sales, but the number of consumer reviews and recommendations are positively 
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associated with sales. Archak, Ghose and Ipeirotis (2011) examined the influence of online 
review’s content subjectivity with product sales and perceived usefulness. The result shows 
that reviews with a mixture of objective and highly subjective sentences are negatively 
associated with product sales compared to reviews that tend to include only subjective or 
objective information. From the findings, we can hypothesize that by discovering the most 
influential components of online customers reviews, seller can encourage more valuable 
reviews to help consumers’ decision-making process and increase their own product sales. 
Review helpfulness 
To maintain the value of online reviews and to address concerns about their 
credibility and quality (Cheung, Sia, & Kuan, 2012), some online review sites allow readers 
to “review the reviews.” The most common approach is to rate a review as “Helpful” or 
“Not Helpful” (Baek et al., 2012; Li et al., 2013). A helpfulness score is then calculated as 
the percentage of “Helpful” votes among all votes. Such a check-and-balance measure 
provides a certain degree of quality assurance and allows readers to more quickly find 
helpful reviews among the thousands that may exist. Reviews with a higher number of 
helpfulness votes were found to have a higher correlation with sales (Chen, 2013; Chen et 
al., 2007). 
In addition to be a quality assurance tool, helpfulness can also be regarded as a 
subjective measurement of the potential value of the information contained in a review. A 
review that influences potential customers could logically lead to a purchase. Theoretically, 
one could calculate the net economic value of a review by summing the net financial 
outcomes for all consumers who acted on it. Unfortunately, such information would be 
nearly impossible to obtain. However, what may be obtainable would be the aggregate 
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helpfulness score of the review, submitted by consumers who read and voted on it. This 
could then be seen as a subjective assessment of the review. While the result would not 
have a monetary value, it would represent the perceived utility of the information contained 
in the review (Huang et al., 2015). 
Chen and Dhanasobhon (2008) built multiple models using different features and 
assessed their relationship to product sales. They found that reviews that are considered 
more helpful by customers have stronger effects on their purchase decisions than other 
reviews. Lee and Choeh (2018) built regression models to examine the interactive impact 
of online word-of-mouth and review helpfulness on ticket sales. They found that when the 
helpfulness of reviews is high, number of reviews and review length are associated with 
the box office of movie. Sites containing more helpful reviews are more likely to attract 
buyers and consumers seeking information, and length of helpful reviews improve the 
value of business sites. Chen and Huang (2013) found that reviews that have a higher 
number of helpfulness votes tended to have a higher correlation with sales. These research 
above shows that it is important for sellers to lead reviewers to write more helpful product 
reviews, and for consumers to find helpful reviews more easily by figuring out what factors 
could determine the helpfulness of online reviews. 
A helpfulness score can be assigned to each review by calculating the percentage 
of helpful votes among all votes. This rating system gives a certain degree of review quality 
evaluation and sites could position the review with most helpful votes to higher ranks on 
the product information page. This allows consumers to find more helpful reviews quickly, 
consumers can also sort reviews by their helpfulness, ratings or publication date. Reviews 
that are published more recently are considered more helpful than older reviews in general 
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as they provide more up-to-date information about the product. However, an older review 
tends to have a larger number of helpful votes than a review published earlier. Ghose and 
Ipeirotis (2011) found that the helpful votes are not a useful feature for ranking recent 
reviews as the helpful votes can accumulate over a long period of time, and hence cannot 
be used for review placement in a short-term time frame. Thus, a helpfulness score is a 
better feature to represent the helpfulness of a review than the helpfulness votes. 
Review readability 
Review readability, or the level of cognitive effort required to understand the text, 
has impact on the helpfulness of reviews (Korfiatis et al., 2008). Consumers generally 
would consider a review helpful only if they have been able to comprehend the text 
appropriately. Therefore, if a review has better readability, consumers are able to 
understand it more easily. However, Hu et al. (2012) discovered that if a review is too easy 
to comprehend, it may increase the chances of reviews being fake, as deceptive reviewers 
may intentionally make reviews simple to catch more attention. 
The features used to predict readability in the literature are largely consistent with 
each other. Liu et al. (2004) divided the features they considered to predict readability into 
semantic and syntactic categories, exploring both the words and structures of sentences. 
Syntactic features include sentence length, average number of characters per word, average 
number of syllables per word, percentage of various part-of-speech tags and various 
readability indices such as SMOG (Mc Laughlin, 1969) and FOG (Gunning, 1969). Longer 
sentence length, higher average number of characters or syllables per word would decrease 
the readability of the content. Semantic features include the frequency of numerous 1-, 2-, 
3-word sentences in a review. They used supported vector machines and conducted 5-fold 
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cross validation using feature from the combination of two categories. Huang and Chen 
(2015) used both quantitative and qualitative factors to predict online review helpfulness. 
They found that quantitative data like word count has a threshold in predicting review 
helpfulness. When a review has word count less than 144, the word count can be used to 
predict review helpfulness, and review helpfulness increases when word count gets larger. 
However, the word count stops being a significant predictor after it exceeds the threshold. 
Hu et al. (2012) used the Automated Readability Index (ARI) to ascertain readers’ 
ability to comprehend text. The ARI evaluates the readability of a text by decomposing the 
text into its basic structural elements. Many researchers have used it to evaluate review’s 
readability (Hu et al., 2012; Krofiatis et al., 2012; Ghose & Ipeirotis, 2011; Chen, Wu & 
Yoon, 2004). When ARI gets higher, the readability of the content decreases. Korfiatis et 
al. (2012) used the Gunning-Fog Index (FOG), FleschKincaid Reading Ease (FRE), and 
Coleman-Liau Index (CLI), along with ARI to examine the effect of readability on review 
helpfulness. They found that review readability had a greater effect on the helpfulness ratio 
of a review than its length, and reviews with lower word length and higher readability 
scores from readability indices like ARI and CLI could provide consumers as much 
information as possible and were considered to be highly helpful. Ghose and Ipeirotis 
(2011) used average number of characters in each word and word count in reviews, along 
with ARI, CLI and FRE, and found that the improvement of readability has a positive and 
statistically significant impact on review helpfulness for audio-video products and DVDs. 
However, the directional impact is mixed across different product categories and 
readability is more effective in predicting “experience goods”. Experience goods are 
products that consumers have to consume or experience in order to determine its quality, 
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such as movies. To summarize, several researchers have shown that readability is an 
important factor that could be evaluated through word count and readability indices to 
examine their effectiveness in predicting review helpfulness. 
Review Rating 
Review extremity and rating are important factors for helpfulness prediction. 
Review extremity is calculated as the difference between review’s rating for the product 
and the average rating of all reviews on this product. Baek and Ahn (2012) used the 
inconsistency of the rating with existing reviews’ average rating for a certain product as a 
factor to predict a review’s helpfulness. They found that reviews with lower extremity 
values are more helpful to customers. Customers may judge the review whose rating is 
consistent with the average rating of all other reviews as the most reliable review, leading 
them to conclude that the review is helpful. Lee and Choeh (2018) found that review rating 
and review extremity are important determinates for review helpfulness for experience 
goods like movies. Consumers tend to find reviews with more extreme ratings more helpful, 
as these reviews usually provide strong arguments for the positive and negative parts of the 
movies and contain more useful information. In contrast, reviews with moderate ratings 
tended to exhibit complex information for both sides that fail to offer a clear explanation. 
Customer’s rating is a numerical score in the form of number or star that indicating 
the overall valence of the review. In the context of product reviews on Amazon.com, the 
star rating appears at the beginning of each review, and ranges from 1 to 5 stars representing 
extreme disapproval to utmost appreciation (Wu, Van, & Korfiatis, 2011). The relationship 
between review rating and helpfulness is not simply linear. Forman and Ghose (2008) 
found that reviews with moderate ratings are often perceived as less helpful than those with 
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extreme ratings, as they provide strong arguments in favor or against the product to help 
other consumers make their decisions. Ghose and Ipeirotis (2011) measured the effect of 
numeric review rating on review helpfulness and found that the effect was significant only 
on DVDs and were not useful while predicting reviews of digital cameras and audios.
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Data & Feature Engineering 
In this section, I will discuss the data source, basic data analysis, data visualization 
and cleaning, and feature engineering. 
Data Source 
In order to answer the research questions, I would like to use the Amazon AWS 
customer reviews datasets. There is a very large dataset of Amazon customer review on 
The Amazon Simple Storage Service (Amazon S3). Amazon S3 is an object storage service 
that offers industry-leading scalability, data availability, security, and performance 1 . 
Amazon Customer Reviews is one of Amazon’s iconic products2. In a period of over two 
decades since the first review in 1995, millions of Amazon customers have contributed 
over a hundred million reviews to express opinions and describe their experiences 
regarding products on the Amazon.com website. This makes Amazon Customer Reviews 
a rich source of information for academic researchers in the fields of Natural Language 
Processing (NLP), Information Retrieval (IR), and Machine Learning (ML), amongst 
others. 
Accordingly, Amazon are releasing this data to further research in multiple 







dataset was constructed to represent a sample of customer evaluations and opinions, 
variation in the perception of a product across geographical regions, and promotional intent 
or bias in reviews. The dataset includes 46 different product categories such as books, 
music, furniture and so on. Each product category contains 14 different attributes: there are 
attributes regarding the product, such as ‘product_id’ which is unique for each product; 
attributes regarding the review, such as ‘review_body’ which is the review text; and 
attributes about the reviewer, such as ‘customer_id’ which is a random identifier that could 
be used to aggregate reviews written by a single author.  
The dataset contains the customer review text with accompanying metadata, consisting of 
three major components: 
• A collection of reviews written in the Amazon.com marketplace and associated 
metadata from 1995 until 2015. This is intended to facilitate study into the 
properties (and the evolution) of customer reviews potentially including how 
people evaluate and express their experiences with respect to products at scale. 
(130M+ customer reviews) 
• A collection of reviews about products in multiple languages from different 
Amazon marketplaces, intended to facilitate analysis of customers’ perception of 
the same products and wider consumer preferences across languages and countries. 
(200K+ customer reviews in 5 countries) 
• A collection of reviews that have been identified as non-compliant with respect to 
Amazon policies. This is intended to provide a reference dataset for research on 
detecting promotional or biased reviews. (several thousand customer reviews). This 
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part of the dataset is distributed separately and is available upon request – please 
contact the email address below if you are interested in obtaining this dataset.  
Data Preprocessing 
In order to do my research effectively and efficiently, I chose to use a subset of this 
huge dataset. The subset that I chose is the Amazon customer’s reviews for electronics, 
which contains 3,091,023 rows and 14 columns. Each row is the information about a review, 
and the 14 columns are listed in Table 1. 
Table 1: Column names and their description in the original dataset. 
Column’s Name Description 
Marketplace The marketplace of the product 
Customer_id The unique identifier of the customer 
Review_id The unique identifier of the review 
Product_id The unique identifier of the product 
Product_parent The parent category of the product 
Product_title The title of the product 
Product_category The category of the product 
Star_rating The rating of that review gave to the product 
Helpful_votes The number of the helpful vote 
Total_votes The number of the total votes 
Vine Whether it is an Amazon Vine Review 
Verified_purchase Whether this review is from a verified purchase 
Review_headline The headline of the review 
Review_body The content of the review 
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Review_date The date of the review 
 
Although this subset is much smaller than the original dataset, it is still too large 
for my research. Also, there are many columns which I do not need in my research.  
However, the first thing that I did was not data cleaning, but created a target for my 
research, which is the review helpfulness. For each review, I assigned a continuous 
helpfulness score which is calculated by the division of helpful votes and total votes the 





I then converted the continuous helpfulness score into binary for efficiency and 
simplicity. This also allowed the results to be compared with other research using the 
regression models to see their similarity. Archak et al. (2011) used two human coders to 
do a content analysis on a sample of 1,000 reviews randomly chosen and performed a ROC 
analysis to balance the false positive rate and the false negative rate. The precision and 
recall metrics show that when the helpfulness separation threshold is set at 0.6, the error 
rate in the classification is minimized. Hong (2012) and Krishnamoorthy (2015) also used 
the same threshold.  In this paper, I also used a threshold of 0.6 to convert the helpfulness 
score to a binary target.   
However, not all review can have an effective helpful score. Some of the product 
only received a few reviews so that there might not be enough people to votes the reviews. 
And also, even if the number of reviews is large enough, some of the review only received 
a few votes and it is hard to determine whether it is a helpful review or not. As a result, I 
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selected reviews of products with at least 100 reviews, and removed all the reviews that 
received less than 10 total votes to ensure that there would be a significant number of peer 
rating votes accumulated for the review in my dataset. The resulting dataset contains 
55,173 reviews. 
Data Visualization 
But before I did anything else to manipulate the dataset or tried to clean any of the 
other attributes, I did some data visualization to help me better understand this dataset and 
to decide which rows and columns is the data that I need. Here I list some of the meaningful 
visualization, full visualization content is attached at appendix. 
First of all, I created a distribution graph for the target in the whole dataset as Figure 
1. As I expected before, there are more helpful reviews that unhelpful reviews. There are 
over 40,000 helpful review but only 10,000 unhelpful review. So, in this research, I will 
do a stratified sample to balance the target in order to get a better model. After the sample, 
the dataset contains 22,552 reviews and the number of helpful reviews is the same as the 
number of unhelpful reviews. 
 
Figure 1: Number of helpful reviews vs. number of unhelpful reviews in the original dataset 
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I created a distribution graph for star-rating of review for each of the class. The 
distribution showed me that helpful reviews are mostly high rating reviews, while the 
unhelpful reviews are low rating reviews.  
 
Figure 2: Star-rating distribution for helpful reviews and unhelpful reviews 
For the reviewer’s information, I created the reviewer’s average helpful score 
distribution for both helpful reviews and unhelpful reviews. The distribution graph shows 
us that the reviewer’s average helpful score is a great feature because the difference 
between helpful review and unhelpful reviews is huge. It seems that reviewers who wrote 
high quality reviews will keep their quality in their future reviews. 
 
Figure 3: Reviewer’s average helpful score distribution for helpful reviews and unhelpful reviews 
For the content of the review, the most important attribute must be the length of the 
review, which is the characters count in each review. I created the characters count 
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distribution for both helpful reviews and non-helpful reviews. As we can see in Figure 4, 
the two distributions are similar, but showed some difference. For the helpful reviews, the 
slope is flatter and for the non-helpful reviews, the slope is steeper. As a result, the length 
of the review can be used as a feature. 
 
Figure 4: Character count distribution for helpful reviews and unhelpful reviews 
There is also another similar feature related to the length of the review, which is the 
number of words in each review. As we can imagine, if the review is longer, the number 
of words in that review will be larger. I created a distribution graph of the word count for 
both helpful reviews and non-helpful reviews. As I expected, the two distributions of the 
word count in are similar to the character count distribution for both helpful reviews and 
non-helpful reviews. Thus, I put the word count in reviews in the feature set.  
 
Figure 5: Word count distribution for helpful reviews and unhelpful reviews 
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Since the character count distributions and the word count distributions are similar, 
I assume that the average word length distribution will also be similar for helpful review 
and non-helpful reviews. As a result, I created the distribution graph and it showed that my 
assumption is correct. As we can discover in Figure 6, the majority of average word length 
in helpful review and non-helpful reviews is in the range of 4 - 5. 
 
Figure 6: Average word length distribution for helpful reviews and unhelpful reviews 
Feature Engineering 
The target of my research is to predict whether a review is helpful or not, and there 
are three different categories of feature that I wish to put in the experiment: features related 
to readability of the review, features related to the content of the review, and features 
related to the metadata of the review. 
• Content 
The selection of features related to content is based on the data visualization. 
The first feature that I chose is character count in each review. Basically, the characters 
count is the length of the review. However, I will remove characters like spaces and 
punctuations to make this feature more related to the content. The second feature that I 
chose is the word count. Similar to the character count, the word count is calculated 
after all the text cleaning and preprocessing. 
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The content itself can also be a feature. I combined the review headline and the 
review body content to create a single text feature and put it into a word embedding, 
then each review can be transformed to a sequence of feature vector. This feature will 
be elaborated in 4.3. 
• Readability 
For readability, I plan to use the review text to calculate the word count, the 
Automated Readability Index (ARI) and Coleman–Liau index (CLI) of each review.  
The Automated Readability Index (ARI) is a readability test designed to assess 
the understandability of a text. Like other popular readability formulas, the ARI 
formula outputs a number which approximates the grade level needed to comprehend 
the text. The Automated Readability Index is derived from ratios representing word 
difficulty (number of letters per word) and sentence difficulty (number of words per 
sentence). Here is the equation to calculate the ARI: 
ARI = 4.71 * (characters / words) + 0.5 * (words / sentences) - 21.43 
The Coleman–Liau index is a readability test designed by Meri Coleman and T. 
L. Liau to gauge the understandability of a text. Like the ARI but unlike most of the 
other indices, Coleman–Liau relies on characters instead of syllables per word. 
Although opinion varies on its accuracy as compared to the syllable/word and complex 
word indices, characters are more readily and accurately counted by computer 
programs than are syllables. The Coleman–Liau index was designed to be easily 
calculated mechanically from samples of hard-copy text. Unlike syllable-based 
readability indices, it does not require that the character content of words be analyzed, 
only their length in characters. Therefore, it could be used in conjunction with 
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theoretically simple mechanical scanners that would only need to recognize character, 
word, and sentence boundaries, removing the need for full optical character recognition 
or manual keypunching. Here is the equation to calculate CLI: 
CLI = 0.0588 * (characters * 100 / words) - 0.296 * (sentences * 100 / words) - 15.8. 
• Metadata 
The features related to the metadata is limited in my dataset, but there is a very 
promising feature, which is the verified_purchase column. Imagine that you are 
viewing a review, but the review in written by someone who did not even buy the 
product, will you believe what the reviewer said? As a matter of fact, I assume that the 
verified purchase is a very promising feature. 
Another feature that I chose to use is the start rating of the review. This metadata 
can show us how the reviewer thinks about this product, whether it is positive of 
negative. The reason I chose this as a feature is that sometimes people will agree with 
the review that he likes to see. For instance, if the customer is viewing a product that 
he really wants to buy, he tends to agree with the review that support his idea. Plus, the 
majority of the people who view the review want to buy such a product, so there might 
be a relation between the reviewer’s attitude towards the product, which is the star 
rating of the review, and the helpfulness of the review. 
• Reviewer 
The reviewer’s information includes two different features, one is the total 
number of reviews that the reviewer wrote. To keep the result more accurate, this 
feature is calculated within scope of the entire dataset that I have instead of the selected 
training and test set. Another feature related to the reviewer’s information is that the 
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average helpful score for each review. This feature is also calculated using the whole 
dataset except the test set. In the data visualization, we can see that the average helpful 
score should be a very effective feature. A review which is written by someone with 
higher average review helpful score is more likely to be helpful review, and vice versa. 
However, during the data processing, I found an issue with these features. Because I 
exclude the test set when I was calculating the average helpful score, there are a great 
number of reviewers in the test set that never wrote a review before. This means that 
reviewer’s information of many new reviews will be 0, which is useless. 
I listed all the features that I chose and their descriptions in Table 2. 
Table 2: Category of features and their definitions 
Category Feature Definition 
 
Content Character count The total number of characters in the review 
 




The feature vector generated by putting the 
review text into a pre-trained word embedding 
Readibility ARI Automated Readability Index  
 
CLI Coleman-Liau Index 
 
Metadata Star-rating The 1-5 star-rating of the review  
 
Verified-purchase Whether the reviewer purchased the product or 
not 
 
Reviewer Total review count 
 
The total number of reviews the reviewer wrote  
Average helpful 
score 
Reviewers' average helpful score for each review  
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Methods and Results 
Baseline Model 
For the baseline, I chose to use all the features that I had except the word embedding. 
And I chose to build a random forest classifier. Random forests or random decision forests 
are an ensemble learning method for classification, regression and other tasks that operate 
by constructing a multitude of decision trees at training time and outputting the class that 
is the mode of the classes (classification) or mean prediction (regression) of the individual 
trees. Random decision forests correct for decision trees' habit of overfitting to their 
training set. I put all the chosen features into a random forest classifier. I set 80% of the 
dataset as the training and 20% as the test set, and I used a 10-fold cross validation to tune 
the hyperparameters like the maximum depth of the random forest classifier to get the best 
results. The baseline model provided an overall test accuracy of 60%. Table 3 is the detailed 
resulting performance. 
Table 3: Precision, recall, and F-1 score of the baseline model in the test set 
Target Count Precision Recall F-1 Score 
Unhelpful 2274 0.5674 0.8421 0.6780 
Helpful 2235 0.6840 0.3473 0.4507 
Interestingly, the baseline model achieved a much higher recall score for unhelpful 
review, but the precision of the helpful review is higher that unhelpful review. What it 
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means is that this baseline model tent to predict any review as an unhelpful review. The 
baseline mode is very biased and cannot be used in a real-world situation, but it serves well 
as a baseline.  
Feature Ablation Study 
To determine which group of features could be helpful in predicting the helpfulness 
of reviews, I built binary predictive models and ran several experiments. I performed a 
feature ablation study to compare the accuracy of random forest classifiers built using 
different feature groups, determined through ten-fold cross validation. The accuracy of 
each model was compared with the others: a significant decrease in accuracy compared to 
other models after removing a feature set indicate that the feature set is useful in predicting 
review helpfulness. 
I had three feature categories as the table before showed: 1) review content, that 
includes the character count and the word count of the review, 2) readability of the review, 
that includes the Automated Readability Index and the Coleman-Liau Index of the review, 
3) metadata of the review, which includes the star-rating and the verified_purchase, and 4) 
reviewer’s information, which consist of total number of the reviewer’s previous reviews 
and the average review helpful score of the reviewer. 
To examine the power of each feature category, I evaluated the performance of the 
model on the same dataset testing and combining different feature categories. The results 
showed the accuracy and the area under the ROC curve (Ghose & Ipeirotis, 2011). Table 
4 shows the results for each feature subset. 
Table 4: Test accuracy and AUC of the same model using different feature sets. 
Features Test Accuracy AUC 
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Baseline (All features) 0.5968 0.5947 
Without Content 0.5957 0.5936 
Without Readability 0.5963 0.5943 
Without Metadata 0.5817 0.5797 
Without Reviewer 0.7473 0.7467 
 
From the results in table 4, we can conclude that the least useful features are 
reviewer’s information and readability features. So, I removed those features and continued 
the experiment. 
In order to further explore which of the feature is the most powerful one, I used 
single feature from the best feature subset in terms of performance, which are “content’ 
and “metadata”, to do the modelling. For each of the feature, I used the same model, which 
is random forest classifier with 10-fold cross-validation. Table 5 is the results of the models: 
Table 5: Test accuracy and AUC of the same model using different feature set. 
Features Test Accuracy AUC 
Character count 0.6462 0.6457 
Word count 0.6435 0.6439 
Star-rating 0.7240 0.7231 
Verified-purchase 0.5659 0.5663 
 
Word Embedding & LSTM 
For the content feature, I apply a method called word embedding. A word 
embedding is a learned representation for text where words that have the same meaning 
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have a similar representation. It is this approach to representing words and documents that 
may be considered one of the key breakthroughs of deep learning on challenging natural 
language processing problems.  
Word embeddings are in fact a class of techniques where individual words are 
represented as real-valued vectors in a predefined vector space. Each word is mapped to 
one vector and the vector values are learned in a way that resembles a neural network, and 
hence the technique is often lumped into the field of deep learning. 
I first transformed the review text to a sequence of feature vector, then tried to do 
the prediction task by traditional machine learning and deep learning. For the traditional 
machine learning, I built a ridge regression. While for the deep learning, I chose to build a 
LSTM model and a bi-directional LSTM model to do the prediction task. 
• GloVe Embedding 
After Mikolov et al. (2013) released the word2vec tool, there was a boom of articles 
about word vector representations. One of the best of these articles is Stanford’s GloVe: 
Global Vectors for Word Representation (Pennington et al., 2014), which explained 
why such algorithms work and reformulated word2vec optimizations as a special kind 
of factorization for word co-occurrence matrices. 
GloVe, coined from Global Vectors, is a model for distributed word representation. 
The model is an unsupervised learning algorithm for obtaining vector representations 
for words. This is achieved by mapping words into a meaningful space where the 
distance between words is related to semantic similarity. Training is performed on 
aggregated global word-word co-occurrence statistics from a corpus, and the resulting 
representations showcase interesting linear substructures of the word vector space. It is 
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developed as an open-source project at Stanford. As log-bilinear regression model for 
unsupervised learning of word representations, it combines the features of two model 
families, namely the global matrix factorization and local context window methods. 
• LSTM 
Long short-term memory (LSTM) is an artificial recurrent neural network (RNN) 
architecture used in the field of deep learning. Unlike standard feedforward neural 
networks, LSTM has feedback connections. It can not only process single data points 
(such as images), but also entire sequences of data (such as speech or video). For 
example, LSTM is applicable to tasks such as unsegmented, connected handwriting 
recognition, speech recognition and anomaly detection in network traffic or IDS's 
(intrusion detection systems). 
A common LSTM unit is composed of a cell, an input gate, an output gate and a 
forget gate. The cell remembers values over arbitrary time intervals and the three gates 
regulate the flow of information into and out of the cell. 
LSTM networks are well-suited to classifying, processing and making predictions 
based on time series data, since there can be lags of unknown duration between 
important events in a time series. LSTMs were developed to deal with the vanishing 
gradient problem that can be encountered when training traditional RNNs. Relative 
insensitivity to gap length is an advantage of LSTM over RNNs, hidden Markov 
models and other sequence learning methods in numerous applications.  
In my research, I used 100-dimensional GloVe word embedding pre-trained on 6 
billion words. For the raw review, the GloVe embedding covered 15.07% of the vocabulary 
and 73.02% of the whole text. To improve the Glove embedding coverage, I did a lot of 
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preprocessing to the raw data. First of all, I lowered all the text, and this helped me increase 
the coverage of text a lot. Then I found that there are a lot of HTML tags in the text, so I 
removed all the HTML tags. Last but not least, I removed all the URLs, punctuations and 
words contains non-alphabets. Finally, with all the preprocessing, the Glove embedding 
covered 70.24% of the vocabulary and 99.37% of the whole text. Although the vocabulary 
coverage is not very high, the overall text coverage is high enough to let me move forward 
to the modelling process. 
Since the word embedding is perfect for deep learning model, LSTM is a perfect 
fit in this problem. The LSTM model actually worked very well. A single LSTM layer in 
the neural network provided an overall test accuracy of over 70%, which is much higher 
than the baseline. And I also tried to use bidirectional LSTM, which is basically apply the 
LSTM forward and backward to the same sequence of text. This slightly improved the 
results but required much more time to do the training process. Figure below is the structure 
of the deep learning models that I built. The sequences have different lengths and the model 
prefers inputs to be vectorized and all inputs to have the same length. As a result, I padded 
all input sequences and set different maximum length of the sequences to test the model. 
75% of the reviews contains less than 220 words, so I first set the MAX_LEN to 220. Then 
I tried to set the MAX_LEN to 50 to test the model’s performance, and only 25% of the 
reviews are shorter than 50 words. 
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Figure 7: The structure of LSTM model. 
 
 
Figure 8: The structure of bi-directional LSTM model. 
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Bidirectional Encoder Representations from Transformers (BERT) 
I tried another deep learning model to utilized the content of the reviews to predict 
the helpfulness called BERT. BERT (Bidirectional Encoder Representations from 
Transformers) is a paper published by researchers at Google AI Language (Devlin et al., 
2018). It has caused a stir in the Machine Learning community by presenting state-of-the-
art results in a wide variety of NLP tasks, including Stanford Question Answering (SQuAD 
v1.1 & v2.0), General Language Understanding Evaluation (GLUE) task set, Situations 
With Adversarial Generations (SWAG), and others. 
BERT’s key technical innovation is applying the bidirectional training of 
Transformer, a popular attention model, to language modelling. This is in contrast to 
previous efforts which looked at a text sequence either from left to right (like LSTM) or 
combined left-to-right and right-to-left training (like bidirectional LSTM). Context-free 
models such as word2vec (Mikolov et al., 2013) or GloVe (Pennington et al., 2014) 
generate a single word embedding representation for each word in the vocabulary, where 
BERT is deeply bidirectional. The paper’s results show that a language model which is 
bidirectionally trained can have a deeper sense of language context and flow than single-
direction language models.  
I my research, I tried some of the ideas used in the original paper: 
• No pooling. I directly used the CLS embedding. The original paper uses the output 
embedding for the [CLS] token when it is finetuning for classification tasks, such 
as sentiment analysis. Since the [CLS] token is the first token in our sequence, I 
simply took the first slice of the 2nd dimension from the tensor of shape (batch_size, 
max_len, hidden_dim), which result in a tensor of shape (batch_size, hidden_dim). 
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• No Dense layer. Simply add a sigmoid output directly to the last layer of BERT, 
rather than experimenting with different intermediate layers. 
• Fixed learning rate, batch size, epochs, optimizer. As specified by the paper, the 
optimizer used is Adam, with a learning rate between 2e-5 and 5e-5. Furthermore, 
they train the model for 3 epochs with a batch size of 32. I wanted to see how well 
it would perform with those default values. 
Figure 9 shows the structure of the BERT model. 
 
Figure 9: The structure of bi-directional LSTM model. 
I also did the same experiment as I did with the LSTM model, which is using 
different MAX_LEN to train the same model. And the performance of the BERT model 
shows that although using more sentence to train the model will increase the test accuracy, 
setting MAX_LEN to 50 is sufficient for us to get a satisfying result. 




Table 6: Test accuracy of different model 
Model Test Accuracy 
Random Guess 0.5000 
LSTM: MAX_LEN = 220 0.7262 
LSTM: MAX_LEN = 50 0.6916 
Bi-LSTM: MAX_LEN = 220 0.7397 
Bi-LSTM: MAX_LEN = 50 0.7149 
BERT: MAX_LEN = 220 0.7834 
BERT: MAX_LEN = 50 0.7604 
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Discussion 
In this paper, I tried to build several models to predict the helpfulness of an Amazon 
customer review. For the random forest classifier model, there are three different categories 
of features related to a review: content, readability, and metadata. The best result of the 
model utilized all of the available features and reached a test accuracy of 74.73% on the 
Amazon electronics reviews dataset, which is very effective. 
Among the three different feature categories, the most powerful and effective one 
is the metadata because the model reached the best result when using a single feature 
category. Within that category, the star-rating of the review seemed to be the most 
informative feature for predicting review helpfulness. Korfiatis et al. (2012) found the 
connection between positive rating value with high helpfulness of a review, however, they 
also found that the results were significant only for reviews with ratings higher than three. 
In my experiment, however, even the rating is under three stars, the performance of the 
model using start-rating as a feature was still robust. One explanation could be the customer 
who want to buy electronics tend to like positive reviews over negative reviews. And this 
can be tested using a review data for different product categories, like books or cloths. The 
other feature in the metadata set is verified-purchase, which is not a good feature along 
according to the results of the model. However, adding it to the model and combine it with 
the star-rating can help improving the model’s prediction performance.  
The readability and the content of the review in the first experiment were not very 
effective in the prediction task. As we can see from the results of the models, using the 
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features in those two categories along or together could not give us a satisfying test 
accuracy. Ghose and Ipeirotis (2011) found that an increase in the readability of reviews 
has a positive and statistical impact on review helpfulness for audio-video products and 
DVDs, they also discovered that the impact is quite mixed across different product 
categories. But in my experiment, the dataset only contains one category of product, which 
is electronics. As a result, the readability feature set was not effective in predicting the 
review helpfulness. Huang and Chen (2015) found that the word count is not a significant 
predictor of review helpfulness for top ranked reviewers and word count could only predict 
review helpfulness when the word count was less than 145 words. However, in my dataset, 
even the average word count (189) was higher than it, which could be the reason why word 
count in my experiment was not a good feature.  
The last set of features is the features related to the reviewers. Lee and Choeh (2018) 
found that review helpfulness is largely determined by reviewers' capability of writing 
helpful reviews, but review ratings do not influence the review helpfulness. Huang and 
Chen (2015) found about reviewer characteristics: the reviewers' cumulative helpfulness 
was the only reviewer characteristic that was a significant predictor of review helpfulness. 
However, my findings are quite the opposite. In my experiment, I found that although the 
distribution of the reviewers' cumulative helpfulness could be a very good feature, the 
results showed that it is not. The primary reason behind it is because there are so many new 
reviewers in the test set and no previous data can be used to feed the prediction model. This 
can be explained by the famous “cold start” problem. The “cold start” problem concerns 
the issue that the system cannot draw any inferences for users or items about which it has 
not yet gathered sufficient information, which is exactly the case in this experiment. In 
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order to avoid this problem in my experiment, I could have selected those reviews written 
by those who have previous records in the database. However, I did not do that because I 
wanted to mimic the real-world situation. 
For the deep learning models in this paper, the results exceeded my expectations. 
NLP has always been one of the hottest topics in ML. By transforming the text to a 
sequence of feature vector by using word embedding, the deep learning model performed 
very well. Simply using the content of the review, the model reached a test accuracy of 
78.34%, which is even better than all the other features combine together in the first 
experiment. This is remarkable because it solved the “cold start” problem of ML. In my 
first experiment, the “cold start” problem is: if the review we want to predict is a new 
review, and no other metadata or reviewer’s information related to it, it would be very hard 
to use the random forest model we built. However, for the deep learning model, as long as 
we have the review text, we can predict whether it will be a helpful review or not. However, 
it took so much computing power and memory space to train a deep learning model like 
BERT than a traditional ML model like random forest, especially when applying to the 
real-world situation when the amount of data is huge.  
Another interesting finding in the deep learning model is that, even only 25% of 
the review are shorter than 50 words, setting the maximum length to 50 gave us a fairly 
good test result. One possible explanation to this is that people tend to determine if it is a 
good review while reading the first couple of sentences. For a longer review, people might 
not have the patient to read till the end to decide whether it is helpful or not. Another 
explanation is that the quality of the first couple of sentences of helpful reviews might be 
good enough for people to decide if it is a good review or not. 
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Conclusion 
In this paper, I conducted two major experiments in attempt to predict whether an 
Amazon customer’s review is helpful or not. I used online customer review dataset of 
electronics published by Amazon.com and generated various features from it. I built two 
different models to do the prediction task. For the first model, I used four different 
categories of features and examined their effectiveness by comparing the results of a single 
model using different feature set. Some of the previous research supported my findings 
while others seemed to have different results due to the potential difference between our 
dataset. 
First of all, the helpfulness of online customer reviews for electronics are not related 
to the readability of the review headline and review content. Using readability features like 
Automated Readability Index or the Coleman-Liao Index to predict the helpfulness of a 
review is no better than a random guess. Although this finding is different from the research 
of Ghose and Ipeirotis (2011), the reason behind it is that the dataset we use is very different.  
Secondly, I found that basic content related features of the review such as character 
count and word count are not very effective in predicting the helpfulness of an online 
customer review. The quality of the review is not determined by how elaborate the review 
is or how concise the review is. 
Thirdly, I found that some meta-features of the review such as the star-rating is 
super helpful in my first model. In electronics review, people seemed to agree with the 
high-rating reviews, which can be seen as the positive reviews. One possible explanation 
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is that most people who view the reviews really want to buy the product, so they tend to 
agree with those positive reviews. On the other hand, I found that meta-features like 
verified-purchase is irrelevant to the helpfulness of the review at all. It is very interesting 
that people actually do not care whether the reviews purchased the product before or not. 
Last but not least, I found that in the real-world situation, the features related to the 
reviewer cannot be used as a good indicator in the prediction of review helpfulness. It is 
because of the “cold start” problem, which is a potential problem in computer-based 
information systems which involve a degree of automated data modelling. In the data 
visualization, I found that reviews written by those who always provide high quality 
reviews are also more likely to be good reviews. However, in modelling experiment, I 
found that if the reviewer has never provided any records or very few records, the 
reviewer’s information would be useless, and the helpfulness prediction results were not 
better than random guess. As a result, we cannot use the reviewer’ information to predict 
the helpfulness of their reviews if they are new users. 
In my second model, which is the deep learning model, I used only the review text 
as the feature to predict the helpfulness of an online customer review and reached a very 
promising test accuracy. This is exciting because with this model, we can predict the 
helpfulness of a newly created review, without needing of any other metadata of the review. 
This could help us solve the “cold start” problem of machine learning. The experiment of 
maximum length in this model also showed us that we did not need the whole text of the 
review to predict the helpfulness of a review. With only a couple of sentences of the review, 
we can get a fairly acceptable test accuracy. This can save us a lot of training time and 
memory space, thus improved the speed of the model training. More importantly, the 
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results of this experiment showed us that maybe the first few sentences are the key point 
of a helpful review. 
The results of this paper can be used to help online shopping platform the improve 
their review ranking and help customers in their online shopping decision making process. 
For instance, instead of sorting the review chronologically by default, online shopping 
platforms can create an algorithm to sort the reviews by their helpfulness to guide their 
customers. And this can also encourage customer to write more helpful reviews because 
the people who like to write reviews often like their opinions to be viewed. Thus, ranking 
reviews by helpfulness can encourage those people to continuously write high quality 
reviews. 
There are also many limitations in this paper. In this paper, I only used online 
review of electronics, which is too narrow. Future work can be done in applying my 
methods to different product categories and even mixed categories. The second limitation 
about the dataset is that I only used online customer from Amazom.com. Although Amazon 
is the biggest online shopping platform, there are many other platforms like BestBuy. As a 
result, future research could extend the work that I done to different dataset or mixed 
dataset from various online shopping platforms to see if my work is generalizable. Thirdly, 
the way I sample the dataset in order to balance the helpful and unhelpful reviews is 
effective in the experiment, but not in reality. As a result, applying the same method in a 
real-world dataset might get very different results. Last, I calculated the helpfulness of the 
review by using the data from the database of Amazon.com. Baek and Ahn (2012) pointed 
out that the helpful votes in the database might not be an accurate indicator of the 
helpfulness. To address this limitation, future studies could extend the way the data being 
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collected. For instance, surveys and interviews can be done to create a more accurate 




Alreck, P.l. & Settle, r.B. (1995) The importance of word-of-mouth communications to 
service buyers. Proceedings of American Marketing Association, Winter, pp. 188-
193.  
Archak, N., Ghose, A., & Ipeirotis, P. G. (2011). Deriving the pricing power of product 
features by mining consumer reviews. Management science, 57(8), 1485-1509. 
Arndt, J. (1967) role of product-related conversations in the diffusion of a new product. 
Journal of Marketing Research, 4(3), pp. 291-295.  
Baek, H., Ahn, J., & Choi, Y. (2012). Helpfulness of online consumer reviews: Readers' 
objectives and review cues. International Journal of Electronic Commerce, 17(2), 
99-126.  
Bickart, B. & Schindler, r.M. (2001) Internet forums as influential sources of consumer 
information. Journal of Interactive Marketing, 15(3), pp. 31-40.  
Cao, Q., Duan, W., & Gan, Q. (2011). Exploring determinants of voting for the 
“helpfulness” of online user reviews: A text mining approach. Decision Support 
Systems, 50(2), 511-521. 
Chen, H. N., & Huang, C. Y. (2013). An investigation into online reviewers' behavior. 
European Journal of Marketing, 47(10), 1758-1773. 
 
 43 
Chen, P. Y., Dhanasobhon, S., & Smith, M. D. (2008). All reviews are not created equal: 
The disaggregate impact of reviews and reviewers at amazon. com. Com (May 
2008).  
Chen, P. Y., Wu, S. Y., & Yoon, J. (2004). The impact of online recommendations and 
consumer feedback on sales. ICIS 2004 Proceedings, 58. 
Cheung, C. M. Y., Sia, C. L., & Kuan, K. K. (2012). Is this review believable? A study of 
factors affecting the credibility of online consumer reviews from an ELM 
perspective. Journal of the Association for Information Systems, 13(8), 618. 
Chintagunta, P. K., Gopinath, S., & Venkataraman, S. (2010). The effects of online user 
reviews on movie box office performance: Accounting for sequential rollout and 
aggregation across local markets. Marketing Science, 29(5), 944-957. 
Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep 
bidirectional transformers for language understanding. arXiv preprint 
arXiv:1810.04805. 
Forman, C., Ghose, A., & Wiesenfeld, B. (2008). Examining the relationship between 
reviews and sales: The role of reviewer identity disclosure in electronic markets. 
Information Systems Research, 19(3), 291-313.  
Gunning, R. (1969). The fog index after twenty years. Journal of Business Communication, 
6(2), 3-13.  
Hu, N., Bose, I., Koh, N. S., & Liu, L. (2012). Manipulation of online reviews: An analysis 
of ratings, readability, and sentiments. Decision Support Systems, 52(3), 674-684. 
Huang, A. H., Chen, K., Yen, D. C., & Tran, T. P. (2015). A study of factors that contribute 
to online review helpfulness. Computers in Human Behavior, 48, 17-27. 
 44 
Hong, Y., Lu, J., Yao, J., Zhu, Q., & Zhou, G. (2012, August). What reviews are 
satisfactory: novel features for automatic helpfulness voting. In Proceedings of the 
35th International ACM SIGIR Conference on Research and Development in 
Information Retrieval (pp. 495-504). ACM.  
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Figure 1: Number of helpful reviews vs. number of unhelpful reviews in the original dataset. 
Figure 2: Number of helpful reviews vs. number of unhelpful reviews in the balanced dataset. 
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Figure 3: Distribution of star-rating in helpful reviews and unhelpful reviews. 
 
 
Figure 4: Distribution of star-rating in helpful reviews and unhelpful reviews. 
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Figure 5: Distribution of character count in helpful reviews and unhelpful reviews. 
 
Figure 6: Distribution of character count in helpful reviews and unhelpful reviews. 
 
Figure 7: Distribution of word count in helpful reviews and unhelpful reviews. 
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Figure 8: Distribution of word count in helpful reviews and unhelpful reviews. 
 




Figure 10: Most common punctuations in helpful reviews. 
 
Figure 11: Most common punctuations in unhelpful reviews. 
 
Figure 12: Most common stopwords in helpful reviews. 
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Figure 13: Most common stopwords in unhelpful reviews. 
 
Figure 14: Most common words in helpful reviews and unhelpful reviews. 
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Figure 15: Distribution of reviewer’s review count in helpful reviews and unhelpful reviews. 
 
Figure 16: Distribution of reviewer’s review count in helpful reviews and unhelpful reviews. 
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Figure 17: Distribution of reviewer’s average helpful score in helpful/unhelpful reviews. 
 
Figure 18: Distribution of reviewer’s average helpful score in helpful/unhelpful reviews.
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Appendix B 
Code3 for feature ablation study: 
import numpy as np 
import pandas as pd 
from sklearn.model_selection import train_test_split 
from sklearn.model_selection import GridSearchCV 
from sklearn.ensemble import RandomForestClassifier 
train = pd.read_csv('data/train.csv', index_col=0) 
test = pd.read_csv('data/test.csv', index_col=0) 
X_train = train.iloc[:, [3,4,8,9,10,11,12,13]] 
X_test = test.iloc[:, [3,4,8,9,10,11,12,13]] 
y_train = train.target 
y_test = test.target 
X_all = X_train 
X_con = X_train.iloc[:, [4,5]] 
X_read = X_train.iloc[:, [2,3]] 
X_meta = X_train.iloc[:, [0,1]] 
X_rev = X_train.iloc[:, [6,7]] 
X_no_con = X_train.iloc[:, [0,1,2,3,6,7]] 
X_no_rea = X_train.iloc[:, [0,1,4,5,6,7]] 
X_no_meta = X_train.iloc[:, [2,3,4,5,6,7]] 
X_no_rev = X_train.iloc[:, [0,1,2,3,4,5]] 
X_ch = X_train.iloc[:, [4]] 
X_w = X_train.iloc[:, [5]] 
X_s = X_train.iloc[:, [0]] 
X_v = X_train.iloc[:, [1]] 
X_all_t = X_test 
X_con_t = X_test.iloc[:, [4,5]] 
X_read_t = X_test.iloc[:, [2,3]] 
X_meta_t = X_test.iloc[:, [0,1]] 
X_rev_t = X_test.iloc[:, [6,7]] 
X_no_con_t = X_test.iloc[:, [0,1,2,3,6,7]] 
X_no_rea_t = X_test.iloc[:, [0,1,4,5,6,7]] 
X_no_meta_t = X_test.iloc[:, [2,3,4,5,6,7]] 
X_no_rev_t = X_test.iloc[:, [0,1,2,3,4,5]] 
X_ch_t = X_test.iloc[:, [4]] 
X_w_t = X_test.iloc[:, [5]] 
X_s_t = X_test.iloc[:, [0]] 
X_v_t = X_test.iloc[:, [1]] 
X = X_all 
X_t = X_all_t 
gs = GridSearchCV( 
    cv=10, 
    estimator=RandomForestClassifier(random_state=0), 
    param_grid={'max_depth': [i for i in range(2, 15)]}, 








Code for GloVe and LSTM
import pandas as pd 
import numpy as np 
# import nltk 
# nltk.download('stopwords') 
from nltk.corpus import stopwords 





from sklearn.model_selection import train_test_split 
from tqdm import tqdm 
from tensorflow.keras.preprocessing.text import Tokenizer 
from tensorflow.keras.preprocessing.sequence import pad_sequences 
from tensorflow.keras.models import Sequential 
from tensorflow.keras.layers import 
Embedding,LSTM,Dense,SpatialDropout1D,Bidirectional,Dropout 
from tensorflow.keras.initializers import Constant 
from tensorflow.keras.optimizers import Adam 
 
data_df = pd.read_csv(r'data/all_features.csv', index_col=0) 
data_df.head() 
 
data_df['text'] = data_df.review_headline + ' ' + data_df.review_body 
 
embedding_dict={} 
with open('data/embedding/glove.6B.100d.txt','r') as f: 
    for line in f: 
        values=line.split() 
        word=values[0] 
        vectors=np.asarray(values[1:],'float32') 




    tweets = X.apply(lambda s: s.split()).values       
    vocab = {} 
     
    for tweet in tweets: 
        for word in tweet: 
            try: 
                vocab[word] += 1 
            except KeyError: 
                vocab[word] = 1                 
    return vocab 
 
 
def check_embeddings_coverage(X, embeddings): 
    vocab = build_vocab(X)     
    covered = {} 
    oov = {}     
    n_covered = 0 
    n_oov = 0 
     
    for word in vocab: 
        try: 
            covered[word] = embeddings[word] 
            n_covered += vocab[word] 
        except: 
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            oov[word] = vocab[word] 
            n_oov += vocab[word] 
             
    vocab_coverage = len(covered) / len(vocab) 
    text_coverage = (n_covered / (n_covered + n_oov)) 
     
    sorted_oov = sorted(oov.items(), key=operator.itemgetter(1))[::-1] 
    return sorted_oov, vocab_coverage, text_coverage 
 
sorted_oov, vocab_coverage, text_coverage = 
check_embeddings_coverage(data_df["text"], embedding_dict) 
 
print('GloVe Embeddings cover {:.2%} of vocabulary and {:.2%} of 
text.'.format(vocab_coverage, text_coverage)) 
 
data_df["text"] = data_df["text"].apply(lambda x : x.lower()) 
 
def clean(text):  
    # html 
    html=re.compile(r'<.*?>') 
    text = html.sub(r'',text) 
    # Urls 
    text = re.sub(r"https?:\/\/t.co\/[A-Za-z0-9]+", "", text) 
    # Words with punctuations and special characters 
    punctuations = '@#!?+&*[]-%.:/();$=><|{}^' + "'`" 
    for p in punctuations: 
        text = text.replace(p, f' {p} ') 
    # Remove words not alphabets 
    t = [w for w in text.split() if w.isalpha()] 
    data = " ".join(t) 
return data 
 
data_df['cleaned_text'] = data_df['text'].apply(lambda s : clean(s)) 
 
sorted_oov, vocab_coverage, text_coverage = 
check_embeddings_coverage(data_df['cleaned_text'], embedding_dict) 
 

















for word,i in tqdm(word_index.items()): 
    if i > num_words: 
        continue 
     
    emb_vec=embedding_dict.get(word) 
    if emb_vec is not None: 






















print('Shape of train',X_train.shape) 











































import numpy as np 
import pandas as pd 
import tensorflow as tf 
from tensorflow.keras.layers import Dense, Input 
from tensorflow.keras.optimizers import Adam 
from tensorflow.keras.models import Model 
from tensorflow.keras.callbacks import ModelCheckpoint 




def bert_encode(texts, tokenizer, max_len=512): 
    all_tokens = [] 
    all_masks = [] 
    all_segments = [] 
     
    for text in texts: 
        text = tokenizer.tokenize(text) 
             
        text = text[:max_len-2] 
        input_sequence = ["[CLS]"] + text + ["[SEP]"] 
        pad_len = max_len - len(input_sequence) 
         
        tokens = tokenizer.convert_tokens_to_ids(input_sequence) 
        tokens += [0] * pad_len 
        pad_masks = [1] * len(input_sequence) + [0] * pad_len 
        segment_ids = [0] * max_len 
         
        all_tokens.append(tokens) 
        all_masks.append(pad_masks) 
        all_segments.append(segment_ids) 
     
    return np.array(all_tokens), np.array(all_masks), np.array(all_segments) 
 
def build_model(bert_layer, max_len=512): 
    input_word_ids = Input(shape=(max_len,), dtype=tf.int32, 
name="input_word_ids") 
    input_mask = Input(shape=(max_len,), dtype=tf.int32, name="input_mask") 
    segment_ids = Input(shape=(max_len,), dtype=tf.int32, name="segment_ids") 
 
    _, sequence_output = bert_layer([input_word_ids, input_mask, segment_ids]) 
    clf_output = sequence_output[:, 0, :] 
    out = Dense(1, activation='sigmoid')(clf_output) 
     
    model = Model(inputs=[input_word_ids, input_mask, segment_ids], 
outputs=out) 
    model.compile(Adam(lr=1e-5), loss='binary_crossentropy', 
metrics=['accuracy']) 
     
    return model 
 




model = build_model(bert_layer, max_len=220) 
model.summary() 
 
checkpoint = ModelCheckpoint('model.h5', monitor='val_loss', 
save_best_only=True) 
 
train_history = model.fit( 
    train_input, train_labels, 
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    validation_split=0.2, 
    epochs=3, 
    callbacks=[checkpoint], 




test_labels = te.target.values 
test_pred = model.evaluate(test_input, test_labels) 
