Recent studies in financial markets suggest that technical analysis can be a very useful tool in predicting the trend. Trading systems are widely used for market assessment; however, parameter optimization of these systems has attracted little interest. In this paper, to explore the potential power of digital trading, we present a new MATLAB tool based on genetic algorithms; the tool specializes in parameter optimization of technical rules. It uses the power of genetic algorithms to generate fast and efficient solutions in real trading terms. Our tool was tested extensively on historical data of a UBS fund investing in emerging stock markets through our specific technical system. Results show that our proposed GATradeTool outperforms commonly used, non-adaptive, software tools with respect to the stability of return and time saving over the whole sample period. However, we provided evidence of a possible population size effect in quality of solutions.
Introduction
Today's traders and investment analysts require fast and efficient tools in a ruthless financial market. Battles in trading are now mainly waged at computer speed. The development of new software technology and the appearance of new software environments (e.g. MATLAB) provide the basis for solving difficult financial problems in real time. MATLAB's vast built-in mathematical and financial functionality, the fact that it is both an interpreted and compiled programming language and its platform independence make it well suited for financial application development.
Evidence on the returns earned by technical rules, including momentum strategies (e.g. [14] [15] [16] 16, 25, 20] ), moving average rules and other trading systems [6, 2, 9, 24] can support the importance of technical analysis.
However, the majority of these studies have ignored the issue of parameter optimization, leaving them open to criticism of data snooping and the possibility of survivorship bias [7, 17, 8] . Traditionally researchers used ad hoc specification of trading rules. They use a default popular configuration or randomly try out a few different parameters and select the best with criteria based on return mainly.
Papadamou and Stephanides [23] , implemented a new MATLAB-based toolbox for computer aided technical trading that has included a procedure for parameter optimization problems. However, the weak point of their optimization procedure is time: the objective function (e.g. profit) isn't a simple squared error function but a complicated one (each optimization iteration goes through the data, generates trading signals, calculates profits, etc.). When the data sets are large and you would like to reoptimize your system often and you need a solution as soon as possible, then trying out all possible solutions to get the best one would be a very tedious task.
Genetic algorithms (GAs) are better suited since they perform random searches in a structured manner and converge very fast on populations of near optimal solutions. The GA will give you a set (population) of "good" solutions. Analysts are interested in getting a few good solutions as fast as possible rather than the globally best solution. The globally best solution does exist, but it is highly unlikely that it will continue to be the best one.
The aim of this study is to show how genetic algorithms, a class of algorithms in evolutionary computation, can be employed to improve the performance and the efficiency of computerized trading systems. It is not the purpose here to provide theoretical or empirical justification for the technical analysis. We demonstrate our approach in a particular forecasting task based on emerging stock markets. This paper is organized as follows. Previous work is presented in Section 2. The data set and our methodology are described in Section 3. The empirical results are discussed in Section 4. Conclusions follows Section 5.
Previous work
There is a large body of GA work in the computer science and engineering fields but little work has been done concerning business related areas. Latterly, there has been a growing interest in GA use in financial economics, but so far there has been little research concerning automated trading.
To our knowledge the first published paper linking genetic algorithms to investments was from Bauer and Liepins [4] . Bauer [5] in his book "Genetic Algorithms and Investment strategies" offered practical guidance concerning how GAs might be used to develop attractive trading strategies based on fundamental information. These techniques can be easily extended to include other types of information such as technical and macroeconomic data as well as past prices.
According to Allen and Karjalainen [1], genetic algorithm is an appropriate method to discover technical trading rules. Fernández-Rodríguez et al. [11] by adopting genetic algorithms optimization in a simple trading rule provide evidence for successful use of GAs from the Madrid Stock Exchange. Some other interested studies are those by Mahfoud and Mani [18] that presented a new genetic-algorithm-based system and applied it to the task of predicting the future performances of individual stocks; by Neely et al. [21] and by Oussaidene et al. [22] that applied genetic programming to foreign exchange forecasting and reported some success.
One of the complications in GA optimization is that the user must define a set of parameters such as the crossover rate, population size and mutation rate. According to De Jong [10] who studied genetic algorithms in function optimization good GA performance requires high crossover probability (inversely proportional to population size) and a moderate population size. Goldberg [12] and Markellos [19] suggest that a set of parameters that works well across many problems is a crossover parameter = 0.6, population size = 30 and mutation parameter = 0.0333. Bauer [4] performed a series of simulations on financial optimization problems and confirmed the validity of Goldberg's suggestions. In the present study we will perform a limited simulation study by testing various parameter configurations for the chosen trading system. We will also provide evidence for the GA proposed by comparing our tool with other software tools.
Methodology
Our methodology is conducted in several steps. First, we have to implement our trading system based on technical analysis. In developing a trading system, you need to determine when to enter and when to exit the market. If the trader is in the market the binary variable F t is equal to one otherwise is zero. As position traders we base the majority of our entry and exit decisions on daily charts by constructing a trend following indicator (Dimbeta). This indicator calculates the deviation of current prices from its moving average of θ 1 length. The indicators used in our trading system can be formalized as below:
where Close t is the closing price of the fund at time t and function MovAv calculates the simple moving average of the variable Close with time length θ 1 .
Our trading system consists of two indicators, the Dimbeta indicator and the Moving Average of Dimbeta given by the following equation:
If MovAv t (Dimbeta, θ 2 ) cross upward the Dimbeta t then enter long into the market (i.e. buy signal). If MovAv t (Dimbeta, θ 2 ) cross downward Dimbeta t then close the long position in the market (i.e. sell signal). Second, we have to optimize our trading strategy. It is well known that maximizing objective functions such as profit or wealth can optimize trading systems. The most natural objective function for a risk-insensitive trader is profit. In our software tool we consider multiplicative profits. Multiplicative profits are appropriate when a fixed fraction of accumulated wealth ν > 0 is invested in each long trade. In our software no short sales are allowed and the leverage factor is set fixed at ν = 1, the wealth at time T is given by the following formula:
where r t = (Close t /Close t−1 ) − 1 is the return realized for the period ending at time t, δ are the transaction costs and F t is the binary dummy variable indicating a long position or not (i.e. 1 or 0). The profit is given by subtracting from the final wealth the initial wealth,
Optimizing a system involves performing multiple tests while varying one or more parameters (θ 1 , θ 2 ) within the trading rules. The number of tests can quickly grow enormous (Metastock has a maximum of 32 000 tests). In the FinTradeTool [23] , there is no limit, however, on the time processing depending on the computer system used. In this paper we investigate the possibility of solving the optimization problem by using genetic algorithms.
Genetic algorithms (GAs) that were developed by Holland [13] constitute a class of search, adaptation and optimization techniques based on the principles of natural evolution.
Genetic algorithms lend themselves well to optimization problems since they are known to exhibit robustness and can offer significant advantages in solution methodology and optimization performance. GAs differ from other optimization and search procedures in some ways. First, they work with a coding of the parameter set, not the parameters themselves. Therefore GAs can easily handle the binary variables. Second, GAs search from a population of points, not a single point. Therefore GAs can provide a set of globally optimal solutions. Finally, GAs use only objective function information, not derivatives or other auxiliary knowledge. Therefore GAs can deal with the non-continuous and non-differentiable functions that are actually existed in a practical optimization problem.
Proposed GATradeTool
In GATradeTool, a genetic algorithm operates on a population of candidate solutions encoded (θ 1 , θ 2 ). Each decision variable in the parameter set is encoded as a binary string and all are concatenated to form a chromosome. Chromosome representation is a two-element vector containing θ 1 , θ 2 parameters in bunary genetic coding. The precision of binary representation is eight bits per parameter (i.e. [1 0 0 1 0 1 1 1 ; 1 0 0 1 0 1 1 1]). It begins with a randomly constructed population of initial guesses. These solution candidates are evaluated in terms of our objective function (Eq. (4)). In order to obtain optimality each chromosome exchanges information by using operators (i.e. arithmetic crossover 1 ) borrowed from natural genetics to produce a better solution.
The objective function (Eq. (4)) is used to measure how individuals have performed in the problem domain. In our case, the most fitted individuals will have the highest numerical value of the associated objective function. The fitness function transforms the raw objective function values into non-negative figures of merit for each individual. The tool supports the offsetting and scaling method of Goldberg [12] and the linear-ranking algorithm of Baker [3] .
Our selection technique employs a "roulette wheel" mechanism to probabilistically select individuals based on their performance. A real-valued interval "Sum" is determined as the sum of the row fitness values over all the individuals in the current population. Individuals are then mapped one to one into contiguous intervals in the range [0, Sum]. The size of each individual interval corresponds to the fitness value of the associated individual. To select an individual a random number is generated in the interval [0, Sum] and the individual whose segment spans the random number is selected. This process is repeated until the desired number of individuals has been selected [26] . These candidates were allowed to participate in an arithmetic crossover, the procedure that recombines promising candidates in order to create the next generation. These steps were repeated until a well-defined criterion is satisfied. Because the GA is a stochastic search method, it is difficult to formally specify convergence criteria. As the fitness of population may remain static for a number of generations before a superior individual is found, the application of conventional termination criteria becomes problematic. As a result we proposed the achievement of a specific number of iterations as the termination criterion. Our genetic algorithm can be presented in the following frame: Frame 1 Steps In GA 1. Create randomly the initial population P(0); set i = 0 2. Repeat (a) Evaluate the fitness of each individual in P(i) using fitness function (b) Select parents from P(i) using roulette wheel selection mechanism (c) Generate new generation P(i + 1) using genetic operators 3. Until i < N ; where N is maximum generation set by users generating members of the next generation. General mechanisms (referred to as genetic operators, e.g. reproduction, crossover) are used to combine or change the selected candidate solutions to generate offspring, which will form the population in the next generation.
Empirical results
In this section, we apply our methodology in a UBS mutual fund investing in emerging stock markets. 2 The data analyzed consists of 2800 observations on daily closing prices of that fund for the period 1/5/98-25/6/04. The optimization period is defined between 1/5/98 to 25/6/03. The optimized system was evaluated through the extended period 25/6/03-25/6/04.
The optimization problem is set as to determine the optimal lengths of Dimbeta indicator and its moving average for the simple Dimbeta model that will maximize profits. Firstly, the effect of different GA parameter configurations will be studied. More specifically we are interested to measure the effect of the population size and the crossover parameter in the performance of the genetic algorithm based optimization procedure. Based on Goldberg's [12] and Bauer's [4] recommendations, the population size should be equal to 30 and the crossover rate should be 0.6 (default values). The number of iterations was set to 300 for all simulations. Second, we compared the solutions of optimization problem conducted by different software tools in order to measure the validity of the GATradeTool proposed. Table 1 provides the GA optimization results for different sizes of populations. The first row of the table shows the best parameters for the Dimbeta indicator and the moving average of Dimbeta. In order to measure the effect of population size in the best solution we examine a series of different statistics. The solution with the maximum and minimum return, the average return, the standard deviation of these solutions, the time needed for convergence of the algorithm, and an efficiency index calculated by dividing max return solution by the standard deviation of solutions.
By looking in Table 1 we can say that as long as you increase the population size the best and the average solutions are higher. However, after a population size of 30 the performance decreased. In order to take into consideration the computational costs involved since increase in population size, we calculate the time needed for solving the problem. Low population size leads to low performance and low completion time. According to the efficiency index the best solution is that given by the population size 20.
In order to establish a base performance of the algorithm, 30 trials of the GA were performed, with a different random starting population for each trial. Fig. 1a , shows how performance improved over time by plotting average maximum fitness as percentage of the optimal value versus the generation number. We first captured the maximum fitness value for each of the 30 trials; this is done for every generation and every trial. We then averaged the maximum fitness values and divided that number by the optimal fitness value, which was obtained by enumerative search (FinTrade tool, [23] ); this gave us the average maximum fitness as a percentage of the optimum value per generation.
As can be seen in Fig. 1a , the average maximum fitness of the first generation is about 74% of the optimal value. However, by the fiftieth generation, the algorithm has usually found at least one solution that was within 90% of the optimal value. After the fiftieth generation, the solution could reach 98% of the optimal value.
With performance measures from our base settings as a reference point, we examined the possible variations in the basic procedure. We studied the effect of changes in population size and crossover rate. For each different parameter setting, we performed 30 trials of the algorithm and then compared the graphs of average maximum fitness with those obtained for the base setting.
First, we tried crossover rates 0.4 and 0.8. The results are shown in Figs. 1b and 1c, which are similar to Fig. 1a . As a result crossover parameters do not affect the optimal solution to a critical degree. However, the results are different when we alter the population size. According to Figs. 1d and 1e, with a small population size we had poorer results than with a large population. When we selected 80 as population size we achieved high returns in early generations.
By looking at Table 2 you can compare the results of optimization of our trading system by using three different software tools. The first row gives the result for the GATradeTool against the Metastock and the FinTradeTool [23] . Our proposed software tool (GATradeTool) can solve the optimization problem very fast without any specific restrictions about the number of total tests. The maximum number of tests that can be performed in Metastock software is 32 000. The FinTradeTool needs much more time in order to find the optimal solution. The solution provided by the GATradeTool, is close to the optimal solution of the FinTradeTool.
The trading systems with the optimum parameters that have been found in period 1/5/98-25/6/03 were tested in the evaluation period 25/6/03-25/6/04. The performance of our trading system has been increased in all software tools. However, the cost of time has to be considered very seriously (column 4). Fig . 2 depicts the evolution of the maximum, minimum and average return across the 300 generations for the Dimbeta trading system (population size 80, crossover rate 0.6). It can be observed that the maximum return has a positive trend. It appears to be relatively stable after 150 generations and moves in the range between 1.2 and 1 (i.e. 120%-100% return). For the minimum fitness no pattern seems to exist. For the average population return a clear upward trend can be found in the first 180 generations, this is an indication that the overall fitness of the population improves over time. Concerning the volatility of the solutions, standard deviation of solutions after an increase in the first generations stabilizes in a range between 0.3 and 0.6 providing evidence of a stable and efficient set of solutions. Fig. 3 provides a three dimensional plot of the optimum solutions given by the GATradeTool. In axes x and y we have the parameters θ 1 , θ 2 for the dimbeta indicator and its moving average. Axis 2 shows the return of the Dimbeta trading system for the selected optimum parameters. As can be easily understood our tool provides an area of optimum solutions in contrast with the FinTradeTool that provides only the best solution.
Conclusions
While technical analysis is widely used as an investment approach among practitioners or academics, they are rarely focused on the issue of parameter optimization. It is not our role to defend technical analysis here, although our results show that there is some predictability in the UBS mutual fund investing in emerging stock markets based on historical data alone. Our main objective in this paper is to illustrate that the new technology of MATLAB can be used in order to implement a genetic algorithm tool that can improve optimization of technical trading systems. Our experimental results show that GATradeTool can improve digital trading by providing quickly a set of near optimum solutions. Concerning the effect of different GA parameter configurations, we found that an increase in population size can improve performance of the system. The parameter of crossover rate does not affect seriously the quality of the solution.
By comparing the solutions of the optimization problem conducted by different software tools, we found that the GATradeTool can perform better, by providing very fast a set of optimum solutions that present a consistency throughout the evaluation period.
Finally, it would be interesting for further research to test a series of different systems in order to see the correlation between a genetic algorithm and system performances. At a time of frequent changes in financial markets, researchers and traders can easily test their specific systems in GATradeTool by changing only the function that produces the trading signals.
