Detection of salient objects in image and video is of great importance in many computer vision applications. In spite of the fact that the state of the art in saliency detection for still images has been changed substantially over the last few years, there have been few improvements in video saliency detection. This paper investigates the use of recently introduced non-local neural networks in video salient object detection. Non-local neural networks are applied to capture global dependencies and hence determine the salient objects. The effect of non-local operations is studied separately on static and dynamic saliency detection in order to exploit both appearance and motion features. A novel deep non-local neural network architecture is introduced for video salient object detection and tested on two well-known datasets DAVIS and FBMS. The experimental results show that the proposed algorithm outperforms state-of-the-art video saliency detection methods.
Introduction
Humans are able to discern salient objects in their view effortlessly via pre-attentive processing. This helps a great deal in selecting the most informative parts of an image for further processing as it is the case in tasks such as visual scene segmentation where stimuli are grouped together into specific objects against a background [3] . This capability has long been studied by cognitive scientists and attracted great amount of attention in computer vision community due to its effectiveness for finding important regions and objects in an image [6] .
Saliency detection has been successfully applied to many computer vision problems such as object detection [16, 22, 17, 49] , image/video segmentation [18] , image/video retrieval [58] , video summarization [28] and action recognition [68] .
Early attention models were focused on predicting human eye fixation [27, 26] whereas the recent methods have been more concentrated on detecting the salient object in a scene [6] .
While these approaches both output a saliency map indicating the importance of each pixel in the input image and hence can be used interchangeably as a pre-processing step in computer vision applications, this paper is more inclined towards the latter.
From a different perspective, saliency detection methods can be roughly divided into two different categories: bottom-up [2, 11, 33] and top-down approaches [8, 20, 29] . The former methods are stimulus-driven, which infer the human attention based on visual stimuli themselves without the knowledge of the image content. In contrast, the top-down attention mechanisms are task-driven and usually require explicit understanding of the context of scene [62] . Since the proposed method is believed not to depend on any prior knowledge about the context, it can be classified rather as a bottom-up approach.
Saliency detection has been an active research area in computer vision for a long time but most of the previous research has been focused on still-image saliency detection [27, 49, 11, 53, 36, 41, 10] . During the last couple of years, saliency detection in videos has gained a lot of interest as well [69, 63, 35, 32, 59, 30, 34, 4, 73, 14, 21, 25, 9, 15, 74, 35, 64] . Most of these methods try to incorporate motion cues into the previously designed saliency detection models and use them together with appearance features to predict video saliency. Using motion features beside appearance features may be of invaluable help to provide indication for the visual foregrounds in videos, however the presence of background motions brings difficulties for locating moving objects; hence it might be challenging to exploit motion features in many cases.
The re-emergence of convolutional neural networks (CNN) has brought about a signif-icant improvement in a wide range of computer vision areas. The abundance of publicly available datasets [13, 42] together with the considerable advancements in GPU technology has made it possible to utilize very deep neural networks in real-time applications surpassing the accuracy of many state-of-the-art methods. In recent years, due to the successful deployment of deep neural networks in applications such as object detection [19, 55, 46] and image/video segmentation [7, 65, 56] , these models have been the center of attention in almost every computer vision research area. Saliency detection was of course not an exception in this revolutionary path as there have been substantial improvements over the previous methods by utilizing the extraordinary discriminative power of CNNs [72, 24, 41, 44, 60, 48] .
Although these methods have been quite successful for saliency detection in image, directly applying them to video salient object detection is challenging due to the dramatic appearance contrast change and camera motion in videos [38] .
The introduction of recent non-local neural networks [67] which is believed to capture important long-range dependencies, has drawn lots of attention during the last couple of months [23, 51, 31, 43] . Non-local operations are introduced as a generic family of building blocks for capturing long-range dependencies and they can be employed in many existing models. Since it has been shown that they can extract global features which are not captured by conventional models through repetition of convolutional operations, we investigate their application in video salient object detection. The importance of global dependencies in determining salient parts of an image or a video, motivated us to scrutinize the potential influence of applying non-local neural networks for video salient object detection.
We evaluate the proposed method on two well-known datasets: DAVIS [52] and FBMS [50] and show the effectiveness of using non-local neural networks for improving the accuracy of state-of-the-art methods. We also report the performance and time-efficiency of the proposed method which makes it feasible to be applied to real-time applications.
Related works

Still-image saliency detection
Detection of salient regions or objects in still-images has been widely studied during the last two decades. Image saliency detection aims at discovering the most distinctive object in an individual image through some visual priors and contrast in appearance. Early approaches were mostly trying to mimic the human attention mechanisms inspired by the studies on human visual system; therefore they were focused on predicting human eye fixations however in the latest saliency detection studies, identifying the salient regions from the image was of more concern [12] . Conventional methods were performed either via bottom-up approaches based on low-level features or in a top-down fashion through the incorporation of high-level knowledge considering the target object in the image. Similar to other machine vision fields, deep CNN has led salient object detection into a new frontier and helped researchers to significantly improve the state of the art in this field. Deep CNN-based models for saliency detection can be classified into two main categories, including region-based learning methods [39, 61, 34] and end-to-end fully convolutional networks [37, 40, 41] . Deep fully convolutional based methods have the advantage of feature sharing over region-based methods and are generally faster [38] . In [48] saliency map prediction is done without pixellevel annotation through modeling salient region as a Gaussian distribution while training a CNN. Recurrent FCNs are also applied for predicting saliency in order to automatically learn to refine generated saliency map by correcting previous errors [60] . Deep CNN-based models have obtained superior results over the past few years and become an essential part of any state-of-the-art method in image saliency detection.
Video saliency detection
In contrast to the aforementioned saliency prediction methods for still-images, video saliency detection methods can benefit from temporal and motion information which exists in video streams. This information can be integrated in previous FCN-based methods and extend them for the task of video salient object detection. Nevertheless benefiting from motion features and combining them with image saliency models requires new network architectures. Only recently have such models been proposed and applied to video salient object detection task [38, 64] . Prior to the re-advent of CNNs, motion features were employed in video saliency detection through keypoint correspondence between frames using homography [70] , motion fields computed by optical flow [45] and temporal coherence based energy minimization framework [54] . Considering the noticeable impact of moving objects in attracting human attention, an object-to-motion convolutional neural network (OM-CNN) is presented in [30] for estimating intra-frame saliency through leveraging the information of both objectness and object-motion. Object proposals have also been utilized for saliency detection by ranking and selecting the salient proposals according to the saliency cues and then combining the results with motion contrast-based saliency [21] .
In an effort to combine spatial and temporal information with the aim of predicting salient regions in video, the authors of [15] have proposed an adaptive entropy-based uncertainty weighting approach which take into account proximity and continuity of spatial saliency along with variations of background motion. A two-stream deep network architecture is suggested in [4] for integrating spatial and temporal information to predict saliency maps by exploiting optical flow maps. In another attempt to utilize local and global contexts over frames, a new set of spatiotemporal deep features (STD) have been proposed in [35] to be used for detecting salient objects. Recurrent neural networks (RNNs) have also been studied for video saliency detection via incorporating spatial and temporal cues in multi-scale spatiotemporal convolutional LSTM network [59] and flow guided recurrent neural encoder to compensate camera motion and dramatic change of appearance contrast in videos [38] .
Spatiotemporal features in video sequences are learned using a 3d convolutional network in [14] with three video frames as input of the network. A stack of convolutional layers similar to [57] followed by transposed convolutional layers are used in [64] to predict static saliency and then a similar network architecture is designed to predict dynamic saliency taking two consecutive video frames along with static saliency as prior. We have used this network architecture as a baseline since it is a fast method which produces promising results and extended it with non-local operations to achieve superior results while barely increasing its computational load.
Proposed approach
Both convolutional and recurrent operations are supposed to take local neighborhood information into account either in space or time dimension. Long-range dependencies and global information is expected to be obtained through applying repeated local operations and thus propagating signals through space or time. Apart from computational inefficiency of such repeated operations to extract global information, it is suggested in [67] that repeated conventional operations are unable to discover all existing global dependencies through comprehensive experience. The additional global information that can be obtained by applying just a few non-local blocks and hence their computational cost-effectiveness is of invaluable benefit for salient object detection. Since non-local features are inherently relevant to saliency both in space and time, the effect of exploiting non-local features is studied separately for static and dynamic saliency prediction. We extend the architecture proposed in [64] by exploiting the extra information extracted via adding non-local blocks to the fully convolutional neural networks for video salient object detection.
The output of both static and dynamic saliency networks is a pixel-wise probability map indicating the probability of each pixel being a part of the salient object in the input image, i.e. brighter pixels in the output map show more salient parts of the image. The two steps of predicting saliency values are applied sequentially for each frame of the video.
Non-local saliency block
In order to exploit more global information for detecting salient object, non-local operations are employed in both static and dynamic saliency prediction networks in quite the same way. Inspired by the original non-local neural networks, the non-local saliency operation is defined as:
(1)
Figure 1: Non-local block. The input feature map x is fed into the block as a tensor of size H×W ×1024 which is the same size as the output of the whole block. This is a spatial extension of the general non-local block introduced in [67] . "⊗" denotes matrix multiplication, and "⊕" denotes element-wise sum and the softmax operation is performed on each row.
where (i, j) are the coordinates of the position whose response is to be computed and (k, l) are the coordinates of all possible positions in the input image. x is the input image or its correspondent feature map and y is the output signal of the same size as x. The pairwise function f computes a scalar between (i, j) and all (k, l) and g is a unary function of the input signal at the position (k, l). The output values are normalized by a factor C(x).
The unary function g is computed through a linear embedding:
where W g is a weight matrix to be learned. For the implementation of g, a 1×1 twodimensional convolution is used.
Here f is assumed to be embedded Gaussian function, since it is shown to perform better in our experiments and therefore it is defined as follows:
where θ(x i,j ) = W θ x i,j and φ(x k,l ) = W φ x k,l are two embeddings which are implemented using two-dimensional convolutions and C(x) is calculated via:
since for a given position (i, j),
f (x i,j , x k,l ) becomes the softmax computation along the dimensions (k, l), values of the output signal y can be calculated using y = softmax(
. In order for the model to be able to use any pre-trained model in previous layers, the final output of the whole non-local block is defined as:
where y i,j is given in Eq. (1) and "+x i,j " denotes a residual connection. The residual connection allows us to insert a new non-local block into any pre-trained model. All of the two-dimensional convolutions mentioned above, use 1×1 kernels, 1×1 strides, same padding and ReLU activation function. The non-local block used in the following sections is depicted in Figure 1 .
Static saliency detection
As previously stated, salient object in the video is predicted in two sequential steps namely static and dynamic saliency detection. The former employs only one frame of the video to predict its saliency map taking only appearance features into account, while the latter is expected to correct predictions of the first stage regarding motion saliency predicted using two consecutive frames as input. In order for the one-frame static saliency to be predicted, a deep CNN-based model is applied to each frame of the video. A general overview of the proposed architecture for static saliency detection is illustrated in Figure 2 . As suggested in [57] in order to extract features from the input image, there are five blocks of VGG network in the first part of the network, each of which consists of convolution layers followed by max pooling layers. Each convolution layer uses a nonlinear function (ReLU) that is a perfect fit for the saliency prediction network regarding its computationallyefficiency and sparsity. Following these features extraction layers, 3 non-local blocks are used to exploit long-range features that are fed to the subsequent deconvolution (or transposed convolution) layers which in turn are aimed to produce pixel-wise saliency map with a higher resolution.
The output of convolution layers preceding non-local blocks is computed as:
where X is the input feature map and W and b are weights and bias used in convolution operation. Given the value of Y as input of the non-local block b, the output of the block b for input channel c is as:
where W θ , W φ and W g are kernel weights to be learned. The output of the last non-local block is then given to the subsequent deconvolution layer as input resulting in the value:
where D denotes the deconvolution layers that are used to upsample input for obtaining an output with the same size of the input image. Each layer l of the next 4 deconvolution layers takes the output of its preceding layer l + 1 together with the output of the corresponding convolution layer l as input and computes O l as:
where (O l+1 , Y l ) is the concatenation of O l+1 and Y l . At the end of the static saliency network, a convolutional layer with kernel size 1×1 and a sigmoid activation function is applied to predict saliency map S indicating the saliency of each pixel using the values of the last deconvolution layer.
Considering the computational load of non-local operations when they are applied after different convolution layers, they have been used after the fifth block of the network as it has been observed that the advantage of using them in previous layers is insubstantial.
The effect of inserting non-local blocks after different blocks of feature extraction network is studied and reported in section 4.
Dynamic saliency detection
Employing motion features in a video can be of tremendous importance when detecting salient objects. In order to use motion information to correct predictions obtained from the static saliency network, two consecutive frames are given to a deep neural network as input alongside with results of the first step. It is expected that providing consecutive frames to the network, exploit motion features and enhance the predicted static saliency map. As illustrated in Figure 3 , the architecture of the deep network used in the second step is similar to the one mentioned in Section 3.2 for the first step, except that the single frame input is replaced by two consecutive frames (I t , I t+1 ) plus the output of the static saliency detection Figure 3 : Dynamic saliency detection. Two consecutive video frames and the saliency predictions from the static saliency network are concatenated and used as input of the dynamic saliency prediction network.
S t . The two RGB frames of the video and the static saliency map are concatenated through channels dimension to form the input of the dynamic saliency detection network as an input tensor with dimensions h×w×7. The rest of the layers used in convolution and deconvolution parts of the network remain unchanged.
Using non-local blocks in dynamic saliency detection network is studied separately as it has different advantages than that of static saliency model. Apart from the benefits discussed in the previous sections, applying non-local blocks on motion features tends to distinguish between global movements and object motions, i.e. camera motions and objects motions are expected to be treated differently. Therefore it can be regarded as an indirect motion compensation method for attending to the salient moving objects.
To train both static and dynamic saliency detection models, a cross-entropy loss function is employed. for any training sample (I t , G t ) consisting of the image I t with size h × w × 3, and the groundtruth saliency map G t ∈ {0, 1} h×w , the network outputs saliency map S t ∈ [0, 1] h×w at time t. For any given training sample, the loss value for the predicted saliency map S t is thus computed as: where g i,j ∈ G t and s i,j ∈ S t .
Experimental results
Implementation details
We use Tensorflow [1] framework throughout training and testing the proposed network architecture on Ubuntu 16.04 operating system using a PC equipped with a 3.4GHz Intel CPU, 64 GB RAM and an NVIDIA Titan X GPU. Since the proposed method can be integrated into any CNN based salient object detection method, a recently introduced method named fully convolutional network (FCN) is used as baseline method which is considerably fast. First five convolutional blocks of VGG model [57] are transferred to the static saliency detection network and the rest of layers are trained using training samples from datasets in Section 4.2. All of the components incorporated in our saliency detection framework are trained using stochastic gradient descent (SGD) with a momentum of 0.9 and the loss function for both static and dynamic saliency detection networks is set to cross entropy loss.
Datasets
The proposed method is trained and evaluated together with some state-of-the-art methods on two well-known publicly available datasets DAVIS [52] and FBMS [50] . The overall statistical information about these datasets is provided in table 1. for us, all of the foreground pixels in groundtruth images are changed to a single value to separate only salient and non-salient pixels.
DAVIS (Densely Annotated
Evaluation criteria
Following [5] , different metrics are utilized for quantitative performance evaluations including precision and recall curve (PR curve), F-Measure, mean absolute error (MAE), receiver operating characteristics (ROC) curve and area under ROC curve (AUC).
In order to form a PR curve, each saliency map S is converted to a binary map M and the values of precision and recall regarding a ground truth G are computed as:
To compute a binary map M using a predicted saliency map, we have used a fixed threshold which varies from 0 to 255. For each value of this threshold, a pair of precision/recall is then computed to create the final PR curve illustrating the object retrieval performance of the model at different situations. The balanced degree of object retrieval between precision and recall values is also computed as F-measure using the following equation:
As suggested in [5] , β 2 is set to 0.3 to increase the importance of the P recision value.
The ROC curves are plotted using false positive rates (FPR) and true positive rates (TPR) which are defined as:
where M and G stand for the the binary map and groundtruth respectively andḠ indicates the complement of G. To plot the ROC curve, the values of TPR and FPR can be computed at different thresholds in the same way as forming the PR curve.
Since the number of true negative saliency assignments, i.e. pixels which are correctly marked as non-salient, is not regarded in other criteria, the mean absolute error (MAE) is also used for evaluation. Provided that the values of saliency map S and the groundtruth G are normalized in the range of [0, 1], MAE can be computed as follows:
where W and H denote the width and height of the input image.
Performance comparison
The proposed method is evaluated on both DAVIS and FBMS datasets and the results are compared against seven recent state-of-the-art saliency detection methods: deeply supervised salient object detection (DSS) [24] , minimum barrier (MB) [71] , multi-task deep neural network (MT) [41] , local gradient flow optimization (GF) [63] , superpixel-level graph (SGSP) [47] , geodesic distance based video saliency (SAGE) [66] and fully convolutional networks (FCN) [64] . The first three are still-image saliency detection methods while the last four methods operate on video sequences to predict saliency maps. Either saliency maps Table 2 : Quantitative comparison with state-of-the-art methods, using maximum and average F-measure (larger is better), AUC (larger is better) and MAE (smaller is better). The best three results are colored red, blue, and green, respectively.
Qualitative performance comparison
The predicted saliency maps for several frames of DAVIS and FBMS datasets, using different methods are visualized in Figure 4 . Brighter pixels in the output saliency maps indicate more salient regions. It can be seen from the sample qualitative results that the proposed method is able to make significant improvements over the baseline method (FCN) using non-local information to predict saliency maps. A side effect of more attention to nonlocal information is the reduced sharpness which can be observed around the boundaries of the salient object detected by the proposed method. This can be avoided through employing non-local blocks after earlier convolutional blocks with higher resolution inputs, though axiomatically this improvement comes at the cost of more computational time.
As it can be observed in predicted saliency maps in Figure 4 , still-image saliency detection methods face difficulties predicting the salient object in video sequences, yet deep learning based image saliency detection methods (DSS and MT) seem to handle video frames better than other static saliency detection methods.
Quantitative performance comparison
The evaluation criteria described in Section 4.3 are measured for different saliency prediction approaches and reported in Figure 5 and Table 2 .
Precision recall and receiver operating characteristic curves are compared in Figure 5 along a scatter diagram showing mean absolute error and processing time for different methods. As it can be observed in PR and ROC curves, our method consistently outperforms all of the state-of-the-art static and dynamic saliency detection methods on both datasets.
The value of mean absolute error (MAE) for the proposed method is also less than all other methods for the two datasets, as it is shown on the rightmost charts.
Quantitative comparison of four important metrics including maximum and average Fmeasure (maxF and avgF), area under ROC curve (AUC) and mean absolute error (MAE) is presented in Table 2 . The non-local deep saliency detection method improves maximum F-measure by 6.8% and 7.1% respectively on DAVIS and FBMS datasets over its baseline method while reducing MAE by 0.8% and 2.6% accordingly.
Time comparison
One of the most important aspects to consider in saliency detection is the computationalefficiency of the algorithm as it is often used as a preprocessing step for machine vision applications. The proposed method increases processing time for each video frame, only 12% compared to the baseline method which is considered one of the fastest video saliency Table 3 : Evaluation of the proposed architecure employing different number of non-local blocks placed after the last three convolution blocks, in terms of mean absolute error (MAE) and processing time.
detection methods. As shown in Figure 5 the only faster algorithm other than the baseline method in our experiments is Minimum Barrier Salient Object Detection (MB) [71] which produces much less accurate saliency maps using only static images. Compared to that algorithm, our method has 12.6% and 13.9% less MAE, respectively on DAVIS and FBMS datasets which is obviously worth the extra computational effort. A PC with a 3.4GHz Intel CPU and an NVIDIA Titan X GPU is used for performing the experiments.
Ablation study
Non-local blocks are employed in the proposed architecture to exploit non-local appearance and motion information for detecting salient objects. Here, we study the effect of using these blocks after different convolutional layers varying the number of blocks used in each case.
Although employing non-local blocks after convolution layers with higher resolution has the advantage of capturing more detailed information over that of using them after layers having less resolution, the improvement is not substantial, according to the results reported in Table 3 . Considering the computational overhead caused by placing non-local blocks after 3rd and 4th convolution blocks and the insignificant improvements compared to employing them after the last (5th) convolution block, the non-local blocks are used after the last convolution block in our network; Moreover, using more than three non-local blocks after the last convolution block does not seem to lessen the error according to the Table 3 . From these observations, it has been decided to employ three non-local blocks after the fifth convolution block in our architecture.
Conclusion
In this paper, we investigated the application of non-local blocks in video salient object detection task and presented a deep CNN based framework for saliency detection, incorporating non-local operations to capture global appearance and motion information. The proposed method improves the results of its baseline method significantly and demonstrates the effectiveness of non-local operations for the task of salient object detection. Since nonlocal blocks can be easily plugged onto any CNN based network, the proposed approach can be extended to other deep CNN based saliency methods as well.
