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Resumen
En la enfermedad de Parkinson (EP), la persona presenta problemas en la coordinación de los movimientos,
ya que estos suelen ser lentos en el inicio y en la ejecución (bradicinesia), temblor aún cuando la persona
se encuentra en reposo y rigidez muscular. Dicha enfermedad se debe a una pérdida de células pigmentadas
de la sustancia nigra (SNr) y otros núcleos. Una de las soluciones médicas a dicha enfermedad es el proce-
dimiento quirúrgico, en donde se necesita localizar de manera precisa algunas zonas cerebrales, para poder
excitar, lesionar o implantar células madre; o, en general, ubicar dianas para tratar desórdenes neurológicos
y así posiblemente aliviar los síntomas de la EP. Para esto se requiere de la intervención de especialistas
conformado por neurofisiólogos y neurocirujanos.
La identificación de señales cerebrales provenientes de microelectrodos de registro (MER), es un procedi-
miento clave en la estimulación cerebral profunda (DBS en inglés) aplicada en pacientes con enfermedad
de Parkinson (EP). En este trabajo se presenta un enfoque para la representación óptima de señales MER
mediante el método de Frames, obteniendo coeficientes que minimizan la norma euclideana de orden 2.
A partir de los coeficientes óptimos se realiza una extracción de características de las señales combinando
diccionarios Wavelet Packet (WP) y coseno. El propósito es identificar con alta precisión una estructura ce-
rebral llamada núcleo subtalámico (STN), ya que es la estructura objetivo más común y es donde se logran
los mejores resultados terapéuticos de la DBS. Para tener un marco de comparación, también se caracte-
rizan las señales utilizando la transformada Wavelet discreta (DWT) con diferentes funciones madre. La
metodología propuesta se valida en una base de datos real, para lo cual se emplean máquinas de aprendizaje
supervisadas simples, como el Clasificador K-Nearest Neighbors (K-NN 1 y 3), el Clasificador Lineal Baye-
siano (LDC) y Cuadrático (QDC). Los resultados de clasificación que se obtienen con el método propuesto
mejoran significativamente el rendimiento alcanzado con la DWT, logrando una identificación positiva del
STN superior al 97,6 %. Estos resultados muestran que el método de Frames describe de manera precisa
el comportamiento dinámico de las señales MER y permiten una caracterización más discriminante entre
clases, lo cual es esencial para lograr resultados terapéuticos satisfactorios en los pacientes.
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Abstract
In Parkinson’s disease (PD), the person has problems in the coordination of movements, as these tend to
be slow at the start and execution (bradykinesia), tremor even when the person is at rest and muscle stiff-
ness. This disease is due to a loss of pigmented substantia nigra (SNR) and other cell cores. One of the
medical solutions to the disease is the surgical procedure, where it is needed to accurately locate some brain
areas, to excite, injure or implanting stem cells, or generally locate targets for treating neurological disor-
ders and thus possibly alleviating symptoms of PD. This requires the intervention of specialists formed by
neurophysiologists and neurosurgeons.
The identification of brain signals from microelectrode recording (MER) , is a key process in deep brain
stimulation (DBS English) among patients with Parkinson’s disease (PD). This paper presents an approach
for optimal representation of MER signals is presented by the method of Frames , obtaining coefficients that
minimize the Euclidean norm of order 2. From the optimized coefficients of an extraction signal features
dictionaries Wavelet Packet combining (WP) and the cosine is made. The purpose is to identify with high
accuracy a brain structure called the subthalamic nucleus (STN) , since it is the most common target struc-
ture is where the greatest therapeutic results are achieved DBS . For a comparison frame , signals are also
characterized using the discrete Wavelet transform (DWT) with different stem functions. The proposed met-
hodology is validated in a real database , for which simple supervised learning machines such as Classifier
K -Nearest Neighbors (K -NN 1 and 3), the Linear Bayesian Classifier (LDC) and used Quadratic (QDC) .
Classification results obtained with the proposed method significantly improves the performance achieved
with the DWT , making a positive identification of superior 97,6 % STN . These results show that the method
of Frames accurately describes the dynamic behavior of the MER signals and allow a more discriminating
characterization between classes, which is essential to achieve satisfactory therapeutic results in patients.
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1. Justificación
1.1. Pertinencia
La enfermedad de Parkinson (EP), por lo general se relaciona a la pérdida de células pigmentadas de la
sustancia nigra (SNr) y otros núcleos del cerebro (locus ceruleus, núcleo motor dorsal del vago) [1]. Las
neuronas que conforman el tejido cerebral del organismo, generan impulsos eléctricos, los cuales son pro-
pios de áreas, funciones y estados fenomenológicos en la sustancia blanca y gris de todo el encéfalo [2].
Dicha enfermedad puede generar desórdenes de los movimientos, esto ocurre por una ruptura de los gan-
glios basales o sus vías aferentes o eferentes. Los ganglios basales se conforman por cuatro núcleos: el
estriado (caudado y putamen), el globo pálido interno (GPI), globo pálido externo (GPE), la sustancia nigra
(SNr) y el núcleo subtalámico (STN) [3]. Entre los tratamientos que existen para la enfermedad de Parkin-
son avanzada, la estimulación cerebral profunda (DBS), es el más común y exitoso. Ésta ha sido aplicada
sobre varias estructuras como el GPI y el STN y se ha visto que los síntomas motores mejoran en el pa-
ciente [4]. Para localizar la zona objetivo y la ubicación de los electrodos se necesita de la intervención de
neurofisiólogos y neurocirujanos. Dicha cirugía comprende el ajuste del marco estereotáxico, planeación
del objetivo, exposición de la corteza, aseguramiento del electrodo, análisis de las señales provenientes del
electrodo, y análisis de estimulación de estructuras vecinas [5]. Este tipo de actividad puede ser capturada
mediante microelectrodos de registro (MER), donde se puede observar la suma de descargas de la población
neuronal de un pequeño volumen próximo a la punta del electrodo; dicha información sirve de soporte para
la localización de zonas cerebrales específicas, donde se requiere excitar, lesionar o implantar grupos de
células madre como en el caso de la enfermedad de Parkinson.
Trabajos de investigación realizados anteriormente emplearon el análisis y procesamiento de señales con mi-
croelectrodos de registro (MER) para localizar el STN durante la DBS, y demostraron ser muy útiles para la
localización de los ganglios basales durante la DBS [6] [7] [8]. Las señales MER tienen un comportamiento
no estacionario debido a diversos factores, como es la variación en las descargas, que son irregulares y no
presenten una periodicidad en el ritmo. Otros factores que alteran la señal son los pulsos que se registran
por la actividad cardiaca o respiratoria, la reducción de la amplitud en el potencial de acción [9] y el ruido
neuronal de fondo [10]. Por este motivo, la identificación automática de los ganglios basales, mediante el
procesamiento y clasificación de señales MER, es una herramienta que sirve como soporte de consulta del
equipo médico para la ubicación correcta del microelectrodo de registro en un área específica del cerebro
durante la DBS, en especial del STN.
En metodologías previas [11], [12], se han tratado enfoques de procesamiento de señales MER basados en el
análisis temporal de spikes. En [11], se emplea un método de clasificación no supervisada de spikes basado
en coeficientes wavelets específicos (SWC), donde utilizan una técnica de alineación de spikes basándose en
la comparación de la energía multi-spikes (MPEC) y un algoritmo de coincidencia que se fundamenta en una
lista de códigos dinámicos. Sin embargo, el rendimiento de éste análisis se reduce de manera significativa
en áreas con baja actividad de spikes, como por ejemplo, la zona incierta (ZI); también se han utilizado
métodos básicos como la transformada rápida de Fourier enventanada (STFT) y el análisis del espectro
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de potencia [12]. No obstante, estos métodos no logran extraer características que discriminen con buena
precisión las diferentes estructuras cerebrales, porque omiten la información dinámica de los registros.
La Transformada Wavelet (WT) es otro método que se ha utilizado ampliamente para representar señales
no estacionarias, incluyendo las señales MER [13], [14]. En este método, los registros de las señales se
transforman con una función base (wavelet madre) a un espacio tiempo-escala; donde se pueden obtener
métricas estadísticas como son el valor máximo, el promedio, la kurtosis, etc, de los coeficientes, ya sea de
aproximación o de detalle.
En este trabajo se propone una nueva metodología para representar y caracterizar las señales MER mediante
el método de Frames. En este enfoque se busca representar las señales utilizando un conjunto de vectores
reduntantes llamados átomos [15]. Dichos átomos son obtenidos por medio de un conjunto de funciones
base, que se conoce como diccionario [16]. Hay varios diccionarios que se pueden implementar e incluso
combinar: Wavelets, Wavelets segmentados, diccionario Gabor, diccionarios multiescala Gabor, Wavelet
packet (WP), coseno, chirplets y warplets [17]. Se seleccionan los diccionarios WP y coseno, debido a que
estos se correlacionan mejor con las señales MER y logran los mejores índices de clasificación del STN. El
método se valida en una base de datos real empleando máquinas de aprendizaje simples como el clasificador
bayesiano lineal (LDC) y cuadrático (QDC), y el clasificador K-nearest neighbor (Knn). Los resultados de
identificación positiva del STN son mayores al 97,6 % y mejoran ampliamente los resultados que se obtienen
con la transformada wavelet discreta y el análisis multi-resolución.
1.2. Viabilidad
Trabajos realizados anteriormente emplearon métodos de aprendizaje por supervisión, el cual se basa en
la teoría de Estimación Bayesiana. Donde emplearon modelos de mezclas gaussianas con dos métodos
de estimación. El primero se deriva de la teoría de estimación, conocido como el algortimo Expectation-
Maximization (EM). El segundo se obtiene del cálculo probabilístico Bayesiano y se llama Inferencia Va-
riacional. Los resultados mostraban una precisión de más del 85 % en MER y 90 % en el ECG para la
identificación de dos clases. Estos resultados son estadísticamente igual o incluso mejor que el paramétrico
Bayes naive y los clasificadores no paramétricos K-vecino más cercano [19].
Otros trabajos presentan un conjunto de índices estadísticos los cuales permiten cuantificar la cantidad de
información contenida en señales fisiológicas y su clasificación para un mejor diagnóstico. Los resultados
obtenidos muestran que mediante los índices estadísticos obtenidos se logra localizar las diferentes estruc-
turas subcorticales, empleando como clasificador el algoritmo de árboles de decisión, donde se obtiene una
clasificación de 98,8 % entre las estructuras (clases) [8].
También se realizarón estudios de detección automática de características MER con el fin de localizar el
núcleo subtalámico (STN) empleando un algoritmo no supervisado. El algoritmo automatizado hace uso del
nivel de ruido de fondo, velocidad de disparo compuesto y la densidad espectral de potencia a lo largo de la
trayectoria y se aplica un método basado en umbrales para detectar los bordes dorsal y ventral del STN. De-
pendiendo de la combinación de las medidas utilizadas para la detección de los bordes, el algoritmo asigna
niveles de confianza para la anotación realizada (es decir, alto, medio y bajo). El algoritmo se ha aplicado
a 258 trayectorias obtenidas a partir de 84 implantaciones de DBS STN. El nivel de concordancia entre las
anotaciones automáticas y las anotaciones quirúrgica es del 88 % [20].
Por lo tanto, el trabajo de investigación se realizará con el fin de representar óptimamente las señales MER
mediante el método de frames aplicado a la cirugía de la enfermedad de Parkinson. Para ello se realizará una
caraterización de las señales utilizando múltiples extracciones espacio temporales mediante combinación
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de diccionarios Wavelet Packet y coseno. Se identificarán el Núcleo Subtalámico (STN) y otras estructuras
cerebrales empleando máquinas de aprendizaje supervisadas simples y por último se validará la metodología
de reconocimiento para señales MER con registros de prueba de la base de datos.
1.3. Impacto
Como se ha dicho las señales MER presentan un comportamiento estocástico y no estacionario [18], es decir,
que sus momentos estadísticos cambian con el tiempo. Por esta razón se busca representar de manera óptima
las señales MER de tal manera que se puedan obtener unos coeficientes que minimizan la norma euclideana;
esto se llevará a cabo con la utilización del Método de Frames, donde se realizará una caracterización
discriminante entre clases (STN y otras zonas), y se validarán en una base de datos real, para lo cual se
emplearán máquinas de aprendizaje supervisadas simples, como el Clasificador K-Nearest Neighbors (K-
NN 1 y 3), el Clasificador Lineal Bayesiano (LDC) y Cuadrático (QDC).
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2. Planteamiento del Problema
La Enfermedad de Parkinson (EP) es un trastorno progresivo que afecta a los ganglios basales [21] [22],
causando coordinación de los movimientos, rigidez, bradicinesia, entre otros [23]. Estudios realizados han
demostrado que los pacientes que padecen ésta enfermedad presentan un deterioro de las células de una
estructura del cerebro conocida como sustancia nigra reticulada (SNr), produciendo un efecto en otras es-
tructuras como el estriado, el núcleo subtalámico y el globo pálido quienes son los encargadao de inhibir y
controlar los movimientos del ser humano [24].
Los pacientes con EP, se ven afectados por los efectos secundarios que tienen los medicamentos, por tal
razón el tratamiento quirúrgico es una posible solución para dicha enfermedad [25]. La estimulación cerebral
profunda (DBS), surgió después de que se observara que la estimulación de alta frecuencia sobre el tálamo
era un predictor de los resultados de la talamotomía. Ésta se ha ido aplicando sobre varias estructuras de
los ganglios basales como el núcleo ventral intermedio del tálamo (Vim), el globo pálido interno (Gpi) y el
núcleo subtalámico (STN).
La función de estimular estas estructuras cerebrales es porque al aplicar una DBS al Vim mejora el temblor,
al Gpi y el STN se mejora todos los síntomas motores que responden al uso del medicamento (levodopa) a
través de la disminución en la hiperactividad anormal de estos núcleos [26]. El núcleo subtalámico (STN)
es la zona para estimulación de alta frecuencia más usada. Generalmente mejora el período off de la EP con
reducción en los síntomas en aproximadamente un 60 % y se disminuyen las disquinesias y el temblor en un
58 % [27].
Hasta el momento se han realizado numerosos esfuerzos para identificar la ubicación anatómica óptima del
electrodo DBS en la región (STN) [28]. La identificación de las estructuras cerebrales a partir del procesa-
miento de señales MER han demostrado ser un excelente soporte médico para la correcta localización de un
área cerebral objetivo y la inserción respectiva de dispositivos neuroexcitadores. Trabajos previos emplean
enfoques de tratamiento basados en el análisis temporal de spikes [11] [28].
Otro enfoque que se ha utilizado es el análisis de tiempo-frecuencia, donde las señales MER se transforman
en diferentes espacios vectoriales. Por ejemplo, la Transformada corta de Fourier (STFT) [12] o la Trans-
formada Wavelet (WT) [13], [14]. Un método más reciente incluye una representación de las señales MER
a través de bancos de filtros adaptativos (wavelets adaptativas AW) basados en esquemas Lifting [29]. Otro
método es el de codificación dispersa, el cuál utiliza un conjunto de funciones de base, llamado dicciona-
rio [16].
Aunque se han obtenido buenos resultados de identificación y procesamiento de señales con estos métodos,
se propone utilizar múltiples diccionarios con el Método de Frames (MOF) descrito en la sección 5.3,
con el fin de optimizar el comportamiento dinámico de las señales MER y permitir una caracterización
más discriminante entre clases, lo cual es esencial para lograr resultados terapéuticos satisfactorios en los
pacientes con enfermedad de Parkinson.
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3. Objetivos
3.1. Objetivo General
Representar optimamente las señales MER mediante el método de Frames aplicado a la cirugía de la Enfer-
medad de Parkinson.
3.2. Objetivos Específicos
Caracterizar las señales MER utilizando múltiples extracciones espacio temporales mediante combi-
nación de diccionarios Wavelet Packet y coseno.
Identificar el Núcleo Subtalámico (STN) y otras estructuras cerebrales empleando máquinas de apren-
dizaje supervisadas simples.
Validar la metodología de reconocimiento para señales MER con registros de prueba de la base de
datos.
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4. Preliminares fisiológicos
4.1. Fisiología del cerebro
El cerebro humano esta comprendido por dos hemisferios, unidos por el cuerpo calloso; es el responsable
de controlar y regular las actividades del organismo. Se encuentra situado en el interior del cráneo y consta
de 100000 millones de neuronas. Su peso oscila entre 1.150 gramos en el hombre y 1.000 gramos en la
mujer [30].
El cerebro se encarga de comunicarse mediante la sinapsis que es el proceso por el cual las neuronas se co-
munican (las neuronas son la unidad funcional, anatómica y fundamental del sistema nervioso) trasmitiendo
un impulso nervioso compuesto por los iones de sodio y potasio, logrando de esta manera las conexiones
neuronales que hacen posible que se realicen las actividades que hacemos diariamente (Figura 4.1 1) [30].
En la membrana celular se origina una diferencia de potencial conocido como potencial de reposo el cual es
de 70 mV, debido al gradiente de concentraciones iónicas que existe entre ambos lados de la membrana [3].
El potencial de acción es una onda eléctrica que viaja a lo largo de la membrana celular, el cual es causado
por un intercambio de iones a través de la membrana de la neurona. Ellos se encargan de llevar información
entre los tejidos. Esta vía de cominicación se debe a un intercambio de iones a través de la membrana de la
neurona. Un primer estímulo hace que los canales de sodio se abran. Debido a que hay muchos más iones
de sodio en el exterior y el interior de la neurona es negativo en relación al exterior; de esta manera existe
una diferencia de potencial de acción entre la parte interna y externa de la célula.
Cuando la célula se encuentra en reposo, sus valores son negativos (-70mV) a comparación del medio ex-
terno, pero cuando esta activa sus valores son positivos (30mV), durante este proceso los canales de sodio
(Na) y potasio (k) se abren y se cierran produciendo un intercambio de estos dos elementos. Estos elementos
sufren cambios durante la conducción del impulso nervioso, es decir, son importantes para la transmisión
de la señal a los nervios [30].
Cuando el potencial de acción se encuentra en reposo o activo se describe como una “espiga” o “impulso”,
éste es una explosión de actividad eléctrica creado por una corriente despolarizadora. Lo que quiere decir
que un evento (estímulo) hace que el potencial de reposo llegue a los 0 mV. Cuando la despolarización
alcanza cerca de -55 mV la neurona lanza un potencial de acción, éste es el umbral. Cuando la neurona
no alcanza este umbral, no se poducirá el potencial de acción. No existen potenciales grandes o pequeños
en una neurona, todos los potenciales son iguales. Por lo tanto, la neurona alcanza el umbral o no produce
potencial de acción completo; este es el principio del “TODO O NADA” [30].
Cuando los cuerpos neuronales se despolarizan originan movimientos que se conocen como corteza motora;
los cuales se encuentran en ambos hemisferios cerebrales, ubicados en el giro precentral. Existe un área
motora suplementaria involucrada en la programación de secuencias motoras y un área llamada corteza
premotora la cual interviene en la postura al inicio de un movimiento y en la preparación de la persona para
poderlos realizar.
Los desórdenes de movimientos en una persona ocurren debido a una ruptura de los ganglios basales o sus
1La Figura 4.1 fue tomada de [31]
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Figura 4.1.: Anatomía de la Neurona
vías aferentes o eferentes. Los ganglíos basales están compuestos por cuatro núcleos que son: el estriado
(caudado y putamen), el globo pálido interno (GPI), globo pálido externo (GPE), la sustancia nigra (SNr) y
el núcleo subtalámico (STN) [32]. El encargado de interactuar con la corteza motora es el núcleo estriado
a través de vías directas e indirectas, es decir, la activación de las vías directas son las encargadas de los
movimientos y la activación de las indirectas los inhibe [3].
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4.2. Enfermedad de Parkinson y Señales MER
4.2.1. Definición y epidemiología
La enfermedad de Parkinson (EP) es una enfermedad neurodegenerativa del sistema nervioso central, su
principal característica es la pérdida de neuronas en una zona del cerebro denominada sustancia nigra pars
compacta (SNr), ya que va disminuyendo la hidroxilasa de trosina, enzima limitante de la tasa de producción
de dopamina [33], provocando disfunción en la coordinación de las estructuras cerebrales que controlan el
movimiento. Según estudios realizados, dicha enfermedad puede aparecer entre los 40 y 70 años de edad y
es poco frecuente antes de los 30. En la EP las células pigmentadas se reducen a un 30 % de las que tiene un
individuo sano de la misma edad [34].
4.2.2. Aspectos clínicos
Una persona con EP puede presentar varios síntomas que le pueden indicar al médico si está presentando o
no dicha enfermedad; entre éstos se nombran algunos:
Temblor en algunos miembros del cuerpo (por lo general, extremidades superiores), aún cuando se
encuentra en reposo (frecuencia de 3 - 5 Hz), este ocurre entre un 50−70 % de los casos. Este síntoma
responde mal al tratamiento con levodopa (LD) y mejora con técnicas quirúrgicas [35].
La bradicinesia es el síntoma que más discapacita a la persona, ya que presenta lentitud del movi-
miento y pérdida de movimientos involuntarios [36].
Dificultad en el equilibrio.
Piernas inquietas pueden aparecer en un 25− 45 % de los pacientes que se les ha suministrado LD de
la enfermedad [36].
Depresión, etc
4.2.3. Tratamiento Farmacológico y Quirúrgico
Cuando a una persona se le ha diagnosticado EP, lo primero es realiazar un tratamiento farmacólogico, donde
se utilizan medicamentos que alivian los síntomas de la enfermedad, pero no se encargan de curarla ni de
evitar su avance. Esta medicación, la mayoría de las veces es suministrada y controlada po un Neurólogo.
Otro tratamiento es el quirúrgico, el cual puede ser por estimulación cerebral profunda (DBS) o por lesión
(talamotomía o palidotomía). Ésta decisión del tratamiento quirúrgico, se toma cuando al paciente después
de haber sido tratado farmacológicamente no ha mejorado los síntomas motores (temblor, discinesias, alte-
raciones de la marcha, rigidez, bradicinesia, etc).
4.3. Señales provenientes de microelectrodos de registro (MER)
Uno de los tratamientos quirúrgicos para la EP es la DBS. Esta terapia utiliza un dispositivo implantado que
estimula eléctricamente el cerebro bloqueando las señales que causan los síntomas motores incapacitantes.
Dicha actividad, cuando es captada mediante microelectrodos de registro (MER), refleja la suma de des-
cargas de la población neuronal de un pequeño volumen próximo a la punta del electrodo, por lo que esta
información sirve de soporte para la localización de zonas cerebrales específicas, donde se requiere excitar,
lesionar o implantar grupos de células madre como en el caso de la enfermedad del Parkinson (EP); en la
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Figura 4.2.: Señal MER proveniente del núcleo subtalámico. Los potenciales prominentes se denominan
spikes y corresponden a disparos de potencial eléctrico de un grupo determinado de neuronas.
localización de dianas para tratar desórdenes obsesivos compulsivos severos, entre otros [37]. En la Figura
(4.2) se ilustra un registro MER proveniente del núcleo subtalámico.
Las zonas cerebrales registran una actividad eléctrica las cuales pueden ser sincrónicas o no y de acuerdo a
cada zona existe un rango de frecuencias determinado, los cuales se describen a continuación:
zona subtalámica: 34-69 Hz y de 4-8 Hz, con una actividad neuronal de fondo (>500 Hz) [38]
zona talámica: 15 ± 19 Hz y 28 ± 19 Hz o de 4-8 Hz [39]
zona incierta: actividad muy baja con ausencia de células neuronales [27]
sustancia nigra: 50-70 Hz [39]
Zona reticulada: descargas constantes de alta frecuencia [39].
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5.1. Transformada Wavelet Discreta (DWT )
La Transformada Wavelet discreta (DWT) utiliza bancos de filtros y submuestreo para realizar la descom-
posición de una señal [40] [41]. Dicha representación se puede observar en la Figura (5.1).
Figura 5.1.: DWT con 2 niveles de descomposición utilizando banco de filtros, donde g [n] corresponde
al filtro pasa alto, h [n] filtro pasa bajo, CAn son los coeficientes de aproximación y CDn
coeficientes de detalle.
En la DWT, los parámateros de escala (a) y traslación (b) toman valores discretos, debido a que éstos son
los que determinan la dilatación y el desplazamiento de la función wavelet. El valor de a se selecciona
igual al exponente entero (positivo o negativo) del parámetro fijo de la expansión de la escala a0 > 1, es
decir, a = am0 , m ∈ Z; diferentes valores de m corresponden a wavelets con diferentes anchos, por lo
tanto la discretización del parámetro b dependa de m; en las frecuencias altas las wavelets se trasladan en
pequeños pasos, mientras que para las frecuencias bajas se trasladan en grandes pasos, con el fin de cubrir
todo el rango de la señal; si el ancho de la wavelet es proporcional a a = am0 , entonces la discretización de
m : b = nb0a
m
0 , n ∈ Z, siendo b0 > 1 es un valor fijo [42].
Por lo tanto las funciones DWT tienen la forma:
ψm,n (t) = a
−m/2
0 ψ
(
a−m0 (t− nb0am0 )
)
(5.1)
ψm,n (t) = a
−m/2
0 ψ
(
a−m0 t− nb0
)
(5.2)
Donde se pueden agrupar en una sola ecuación como:
ψm,n (t) =
1√
am0
ψ
(
t− nb0am0
am0
)
= a
−m/2
0 ψ
(
a−m0 t− nb0
)
(5.3)
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La wavelet madre ψ trae siempre asociada la función escala φ. Teniendo en cuenta estas dos funciones se
puede aproximar cualquier función o señal f ∈ L2, mediante la siguiente función:
f (t) =
∑
m
∑
n
cm,nφ (t) +
∑
m
∑
n
dm,nψ (t) (5.4)
5.2. Análisis Multi-resolución
El análisis multi-resolución se basa en aproximar una función f(t) en distintos niveles de resolución obte-
nido con la wavelet, {f1 (t) , f2 (t) , f3 (t) , ...}, entregando una descomposición multi-escala de la forma:
f (t) = f0 (t) +
∑
j≥0
gj (t) (5.5)
donde cada gj (t) = fj+1 (t)−fj (t) representa el error en que se llega al aproximar fj+1 (t), mediante j (t),
es decir, el cambio entre dos niveles sucesivos de resolución. Para dicho análisis se utiliza la función ψ (t)
para la senñal a analizar. Esta función se encuentra ubicada en el tiempo y en frecuencia, y translaciones y
escalamientos de ésta, generan una función base {ψj,k (t) |j, k ∈ Z}, que expande gj (t) como:
gj (t) =
∑
k∈Z
dj,kψj,k (t) (5.6)
donde los dj,k son coeficientes escalares también llamados coeficientes wavelet [43]. La Figura (5.2) muestra
un esquema básico del análisis multiresolución con la wavelet packet para dos niveles de descomposición.
En este esquema la redundancia en la descomposición se hace más obvia y demanda más costo computacio-
nal que DWT.
X[n]
N1,1 N1,2
N2,1 N2,2 N2,3 N2,4
CA1,1 CD1,1 CA1,2 CD1,2
CA2,1 CD2,1 CA2,2 CD2,2 CA2,3 CD2,3 CA2,4 CD2,4
Figura 5.2.: Análisis multiresolución con la wavelet packet empleando dos niveles de descomposición. En
total se obtienen 8 conjuntos de coeficientes de representación.
5.3. Método de Frames (MOF)
Dada una señal s y un diccionario de funciones base Φ, el MOF [44] encuentra una solución donde los
coeficientes de representación αi miniminizan la norma euclideana de orden (l2):
min‖α‖2, s.a Φα = s (5.7)
Este es un problema de programación cuadrática (QP), cuya solución es única y se denota como α†. El
MOF genera pocos coeficientes cercanos a cero, debido a que el producto interno del diccionario con la
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señal es diferente de cero para la mayor parte de los coeficientes de representación. Este método obtiene
los coeficientes αi más cercanos al origen del subespacio Ep formado por todas las posibles soluciones de
la ecuación (5.7). Los coeficiente óptimos α† pueden ser calculados utilizando un sistema de ecuaciones
lineales:
α† = Φ†s (5.8)
donde la matriz α† es la inversa generalizada de Φ:
Φ† = ΦT
(
ΦΦT
)−1
(5.9)
5.4. Métricas Estadísticas
A los coeficientes obtenidos con DWT y MOF (Cp) se le aplican las siguientes métricas estadísticas:
Mp = max (|Cp|) , V alor maximo (5.10)
Ep =
1
2
∑
N
(Cp)2, Energia (5.11)
µp =
1
N
∑
N
|Cp|, Media absoluta (5.12)
σp =
√
1
N − 1
∑
N
(Cp)2, Desviacion estandard (5.13)
Dado que se tienen dos niveles de descomposición en los métodos de procesamiento, se obtiene un vector
característico x ∈ R1×8 para cada señal.
5.5. Ventana (función)
Las ventanas son funciones matemáticas que se utilizan para el análisis y procesamiento de señales, así
se puede evitar discontinuidades al principio y al final de la señal analizada. Ésta es utilizada cuando se
necesita un segmento limitado de la señal. de esta manera se podrá ver la señal en tiempo finito, es decir, se
multiplica por una función ventana (ventana rectangular) [45], la cual se define como:
h (t) =
{
1 si t ∈ [0, T ]
0 resto,
(5.14)
Cuando se multiplica una señal s (t) por la ventana, se obtiene los T primeros segundos de la señal; la señal
que se analiza es sh (t) = s (t) .h (t).
5.6. Clasificador de k vecinos más cercanos (K-NN k-Nearest
Neighbors)
El proceso de aprendizaje del algoritmo K-NN (k-Nearest Neighbors) se basa en el almacenamiento de datos
en la memoria. Con este método se estima la función de densidad de donde provienen un conjunto de datos
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y sus correspondientes etiquetas. Se estima la función de densidad f(x/Cj), de las predictoras x por cada
clase.
Parte de la idea de que un nuevo dato será clasificado a la clase a la cual pertenezca la mayor cantidad
de vecinos más cercanos. En caso de que se produzca un empate entre dos o más clases, conviene tener
una regla heurística para su ruptura como es seleccionar la clase que tenga mayor cantidad de vecinos más
cercanos [46].
En resumen se puede decir que:
Primero se almacenan los datos de entrenamiento,
Se encuentran los k-vecinos más cercanos para un nuevo ejemplo x utilizando una distancia d en todo
el conjunto de entrenamiento 〈xi, yi〉
Por último dependiendo del número de vecinos que se elijan en el algoritmo, se realiza una votación
para determinar la clase del nuevo dato.
las funciones para calcular la distancia entre vecinos corresponden a las ecuaciones (5.15) y (5.16).
‖x− xi‖ =
√∑
j
(xj − xij)2 Distancia Euclidiana (5.15)
distmanh (x, xi) =
∑
j
|xj − xij | Distancia de Manhattan. (5.16)
5.7. Clasificador Bayesiano
El clasificador Bayesiano es una mÃ¡quina de aprendizaje probabilística basada en la regla de desición de
Bayes, la cual establece que la probabilidad de la clase wi dado el vector de características X es igual a la
probabilidad a priori de la clase por la función de densidad de probabilidad sobre la probabilidad total de
las muestras.
P
(wi
X
)
=
p
(
X
wi
)
P (wi)
p (X)
(5.17)
Si se tiene igual número de registros por clase, las probabilidades a priori de cada clase deben ser iguales y
con un valor de 1C , donde C corresponde al número de clases. Para la función de densidad de probabilidad
se emplea una distribución gaussiana. La varianza y la media se calculan de acuerdo a las ecuaciones (5.18)
y (5.19).
X =
1
n
N−1∑
i=0
Xi (5.18)
σ2 =
1
n
N−1∑
i=0
X2i −X2 (5.19)
Cuando se utilizan distribuciones gaussianas se debe de tener en cuenta la selección de la matriz de cova-
rianza, si las matrices de covarianza se asumen iguales para las clases, la regla de decisión de Bayes recibe
el nombre de discriminante lineal (LDC), debido a que las superficies de decisión entre clases son de tipo
lineal. Si se asume que las matrices de covarianza son distintas, las superficies de decisión generadas son
cuadráticas y la regla de decisión recibe el nombre de discriminante cuadratico (QDC) [47].
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6. Materiales
6.1. Base de datos
La base de datos MER de la Universidad Tecnológica de Pereira (DB-UTP) está compuesta por registros de
varios procedimientos quirúrgicos en pacientes con enfermedad de Parkinson, cuyas edades están entre 55
y 56 años (4 hombres, 2 mujeres). Todos los pacientes firmaron un consentimiento informado. Los registros
se adquirieron con el sistema ISIS MER (Inomed Medical GmbH). Las señales MER fueron etiquetadas
por médicos neurofisiólogos y especialistas del Instituto de Epilepsia y Parkinson del eje Cafetero, que se
localiza en la Ciudad de Pereira, Colombia. En total, hay 600 registros neuronales divididos en dos clases:
300 señales de Núcleo subtalámico (STN), y 300 de otras estructuras del cerebro (tálamo-Tal, Zona Incierta-
ZI, Sustancia Nigra reticulata-SNR). Cada registro tiene una duración de 1 segundo y son muestreados a una
frecuencia de 25 kHz y 16 bits de resolución.
6.2. Software
Matlab R2013a: El software Matlab R2013a fue necesario para el análisis de las señales de microelectrodo
de registro (MER). Matlab es una herramienta computacional de alto nivel que se utiliza para el desarrollo
de algoritmos, visualización de datos, análisis de datos y computación numérica.
PRTools: Es una herramientas de Matlab que se utiliza para el reconocimiento estadístico de patrones tra-
dicionales, contiene aproximadamente 300 rutinas. Los PRTools pueden ser útiles para:
diseño de prototipos de sistemas de reconocimiento de patrones.
diseño y la evaluación de nuevos algoritmos.
integración en áreas aplicadas al análisis de datos, como la visión artificial, el diagnóstico médico,
zonas sísmicas, teledetección, quimiometría y la bioinformática.
PRTools libremente pueden ser utilizado para la investigación académica.
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Los pasos metodológicos seguidos en este trabajo se detallan en los siguientes puntos. La Figura (7.1)
muestra un diagrama de flujo de la metodología empleada.
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Figura 7.1.: Esquema metodológico: La señal MER completa se procesa con el Método de Frames (MOF),
transformada wavelet discreta (DWT) o Wavelet Packet (WP) para obtener los coeficientes óp-
timos de representación. Luego se aplican las métricas estadísticas (ver subsección 5.4) a los
coefientes enventanados o sin enventanar para obtener 8 características por cada registro. Final-
mente se procede a la fase de validación, usando máquinas de aprendizaje supervisadas.
1. Se toman las señales MER con segmentos de 1 segundo de duración, debido a que trabajos anteriores
[48,19] han demostrado que este segmento es suficiente para capturar el comportamiento dinámico de
los registros, así como sus propiedades intrínsecas (spikes y ruido neuronal de fondo), además el costo
computacional que se requiere para procesar estos datos no es crítico y permiten su implementación
en sistemas en tiempo real [49].
2. Se transforman los registros MER de 1 segundo de duración a un espacio vectorial tiempo-escala con
el método de Frames, combinando los diccionarios Wavelet packet y coseno. Se realizan dos niveles
de descomposición, por lo que se obtienen 2 conjuntos de coeficientes de representación óptimos
αic, i = 1, ..., n, c = 1, 2 para cada registro. El procedimiento es similar para la DWT: se aplica
la transformada wavelet discreta y el análisis multi-resolución a los registros usando dos niveles de
descomposición y se obtienen los coeficientes wavelet para cada señal MER. Se prueban diferentes
Wavelet madre: Coiflets (coif1, coif5), Daubechies (db1, db3, db45), Symlet (sym2,sym8), Meyer
discreta (dmey).
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3. Una vez se han obtenido los coeficientes ya sea usando MOF, DWT o DWT con análisis multi-
resolución, se realizan dos tipos de caracterización, una sin enventanado de los coeficientes y la otra
con enventanado de los coeficientes.
Sin ventana: Se aplican directamente las métricas estadísticas descritas en la subsección 5.4 a
los coeficientes calculados en el paso metodológico número 2.
Con ventana: Se aplican ventanas rectangulares de 80 milisegundos de duración con traslape del
50 % a los coeficientes de representación. Luego a los coeficientes enventanados se aplican las
métricas estadísticas (subsección 5.4). Con este procedimiento se obtiene una matriz de caracte-
rísticas para cada señal MER. Finalmente se promedia la matriz sobre las columnas y se obtiene
un vector de características, donde se intenta capturar de mejor manera el comportamiento diná-
mico de los registros.
Debido a que se realizan dos niveles de descomposición en todos los métodos de procesamiento, se
obtienen 8 características por cada registro MER.
4. Validación: se emplean diferentes máquinas de aprendizaje supervisadas para evaluar los métodos de
procesamiento. La validación de cada máquina KNN 1-3, LDC y QDC, se realiza con el esquema
Hold-Out [50] repitiendo 50 veces cada experimento. Se toman permutaciones aleatorias de los datos.
El conjunto completo de datos tiene 2 clases y se divide en 50 % para el entrenamiento y 50 % para
validación. La clase 1 es el núcleo subtalámico (STN) y la clase 2 corresponde a otras zonas (Tálamo-
Tal, Zona Incerta-ZI y Sustancia Nigra-SNr).
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8. Análisis de señales MER sin ventana
8.1. Caracterización sin ventana empleando Transformada Wavelet
Discreta (DWT)
Tabla 8.1.: Resultados de identificación para la caraterización sin ventana empleando DWT obtenidos con
el clasificador KNN 1-3.
Wavelet Madre Clasificador KNN STN % OZ % TOTAL %
coif1
KNN-1 85.9 ± 1.7 88.2 ± 1.7 86.3 ± 1.7
KNN-3 85.5 ± 2.2 87.3 ± 2.2 85.4 ± 2.2
coif5
KNN-1 85.9 ± 2.0 88.4 ± 2.0 86.4 ± 2.0
KNN-3 85.6 ± 1.8 87.2 ± 1.8 85.3 ± 2.0
db1
KNN-1 87.4 ± 1.4 87.9 ± 1.4 87,0± 1,4
KNN-3 85.8 ± 1.8 87.1 ± 1.8 85.5 ± 1.8
db3
KNN-1 86.8 ± 1.5 86.0 ± 1.5 85.6 ± 1.5
KNN-3 86.0 ± 1.8 86.4 ± 1.8 85.4 ± 1.8
sym2
KNN-1 85.6 ± 1.5 86.7 ± 1.5 85.6 ± 1.5
KNN-3 85.0 ± 2.0 86.3 ± 2.0 85.0 ± 2.0
sym8
KNN-1 85.5 ± 1.6 89.0 ± 1.6 86.5 ± 1.6
KNN-3 85.2 ± 1.9 86.9 ± 1.9 85.1 ± 1.9
dmey
KNN-1 86.4 ± 2.0 88.2 ± 2.0 86.5 ± 2.0
KNN-3 84.5 ± 1.7 87.2 ± 1.7 85.2 ± 1.7
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Tabla 8.2.: Resultados de identificación para la caraterización sin ventana empleando DWT obtenidos con
el clasificador (LDC-QDC).
Wavelet Madre Clasificador Bayesiano STN % OZ % TOTAL %
coif1
LDC 74.6 ± 2.2 72.2 ± 2.2 72.2 ± 2.2
QDC 72.2 ± 3.0 92.0 ± 3.0 81.0 ± 3.0
coif5
LDC 75.1 ± 2.3 73.0 ± 2.3 72.3 ± 2.3
QDC 74.3 ± 3.1 92.3 ± 3.1 81.8 ± 3.1
db1
LDC 75.5 ± 2.4 71.0 ± 2.4 72.1 ± 2.4
QDC 71.4 ± 2.9 94.0 ± 2.9 81.6 ± 2.9
db3
LDC 75.2 ± 2.4 71.2 ± 2.4 72.2 ± 2.4
QDC 75.0 ± 3.6 89.0 ± 3.6 80.2 ± 3.6
sym2
LDC 75.3 ± 2.2 70.4 ± 2.2 71.7 ± 2.2
QDC 72.9 ± 2.8 93.0 ± 2.8 81.8 ± 2.8
sym8
LDC 72.4 ± 2.3 72.4 ± 2.3 72.0 ± 2.3
QDC 74.2 ± 2.8 90.6 ± 2.8 80.7 ± 2.8
dmey
LDC 74.6 ± 2.4 73.2 ± 2.4 72.7 ± 2.4
QDC 73.1 ± 3.6 92.2 ± 3.6 81.0 ± 3.6
Discusión
Es de observar que de los cuatro clasificadores empleados (KNN1, KNN3, LDC Y QDC), el que mejor
respuesta presenta para la clasificación es el KNN1 con un valor del 87, 0 %, utilizando la wavelet madre
db1, la cual se adapta mejor en la caracterización de la DWT debido a su variabilidad en las características.
8.2. Caracterización sin ventana usando Análisis multi-resolución
Tabla 8.3.: Resultados de identificación para la caraterización sin ventana empleando Análisis multi-
resolución obtenidos con el clasificador KNN 1-3.
Wavelet Madre Clasificador KNN STN % OZ % TOTAL %
coif1
KNN-1 92.6 ± 1.3 95.7 ± 1.3 93,6± 1,3
KNN-3 90.5 ± 1.5 95.7 ±1.5 92.6 ± 1.5
coif5
KNN-1 92.7 ± 1.3 94.7 ± 1.3 93.2 ± 1.3
KNN-3 90.5 ± 1.4 94.0 ± 1.4 91.7 ± 1.4
db1
KNN-1 92.0 ± 1.6 95.1 ± 1.6 93.0 ± 1.6
KNN-3 90.3 ± 1.5 95.7 ± 1.5 92.6 ± 1.5
db3
KNN-1 93.2 ± 1.1 94.8 ± 1.1 93.5 ± 1.1
KNN-3 91.9 ± 1.4 95.8 ± 1.4 93.5 ± 1.4
sym2
KNN-1 92.4 ± 1.4 94.6 ± 1.4 93.0 ± 1.4
KNN-3 91.9 ± 1.4 94.9 ± 1.4 92.9 ± 1.4
sym8
KNN-1 92.6 ± 1.3 94.6 ± 1.3 93.1 ± 1.3
KNN-3 90.5 ± 1.8 94.6 ± 1.8 92.1 ± 1.8
dmey
KNN-1 92.5 ± 1.3 94.5 ± 1.3 93.0 ± 1.3
KNN-3 90.7 ± 1.7 93.6 ± 1.7 91.7 ± 1.7
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Tabla 8.4.: Resultados de identificación para la caraterización sin ventana empleando Análisis Multi-
resolución obtenidos con el clasificador (LDC-QDC).
Wavelet Madre Clasificador Bayesiano STN % OZ % TOTAL %
coif1
LDC 77.3 ± 1.7 86.8 ± 1.7 81.1 ± 1.7
QDC 83.0 ± 2.4 92.4 ± 2.4 86.4 ± 2.4
coif5
LDC 76.7 ± 1.7 82.9 ± 1.7 79.1 ± 1.7
QDC 84.2 ± 2.7 94.4 ± 2.7 86.2 ± 2.7
db1
LDC 75.9 ± 2.4 91.8 ± 2.4 82.9 ± 2.4
QDC 81.9 ± 2.8 90.5 ± 2.8 85.0 ± 2.8
db3
LDC 77.5 ± 1.6 84.7 ± 1.6 80.1 ± 1.6
QDC 85.0 ± 2.2 95.4 ± 2.2 88.6 ± 2.2
sym2
LDC 77.4 ± 1.8 86.7 ± 1.8 81.2 ± 1.8
QDC 84.3 ± 2.0 91.0 ± 2.0 86.1 ± 2.0
sym8
LDC 77.2 ± 1.7 82.2 ± 1.7 78.9 ± 1.7
QDC 84.1 ± 2.8 93.9 ± 2.8 85.9 ± 2.8
dmey
LDC 76.7 ± 1.7 82.4 ± 1.7 78.8 ± 1.7
QDC 83.2 ± 2.4 95.2 ± 2.4 86.4 ± 2.4
Discusión
A diferencia de las tablas 8.1 y 8.2, la tablas 8.3 y 8.4 muestran que el análisis multi-resolución brinda una
mayor exactitud en los porcentajes de acierto para la estimación de un nivel y una zona subtalámica, y al
igual que en la tabla 8.1, es de esperarse que el mejor clasificador que se adapate a la variabilidad de este
tipo de señales se logra con el clasificador KNN-1; si bien los resultados de la función madre db1 son altos
en comparación con los de KNN-1 en este caso la función madre que mejor representa la señal es la coif1,
debido a que el análisis multi-resolución se basa en aproximar una función en distintos niveles de resolución.
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9.1. Caracterización con ventana usando Transformada Wavelet
Discreta (DWT)
Tabla 9.1.: Resultados de identificación para la caraterización con ventana empleando Transformada DWT
con el clasificador KNN 1-3
Wavelet Madre Clasificador KNN STN % OZ % TOTAL %
coif1
KNN-1 88.1 ± 2.0 89.4 ± 2.0 87.9 ± 2.0
KNN-3 86.4 ± 2.2 89.4 ± 2.2 87.1 ± 2.2
coif5
KNN-1 87.1 ± 2.0 89.9 ± 2.0 87.8 ± 2.0
KNN-3 86.2 ± 1.8 89.7 ± 1.8 87.2 ± 1.8
db1
KNN-1 88.2 ± 2.1 89.4 ± 2.1 87.9 ± 2.1
KNN-3 86.1 ± 2.3 89.2 ± 2.3 86.7 ± 2.3
db3
KNN-1 87.8 ± 1.6 89.4 ± 1.6 87.9 ± 1.6
KNN-3 86.8 ± 2.0 90.2 ± 2.0 87.7 ± 2.0
sym2
KNN-1 87.8 ± 1.8 89.0 ± 1.8 87.7 ± 1.8
KNN-3 87.0 ± 2.4 89.5 ± 2.4 87.4 ± 2.4
sym8
KNN-1 87.5 ± 1.9 89.3 ± 1.9 87.7 ± 1.9
KNN-3 86.1 ± 2.1 90.1 ± 2.1 87.3 ± 2.1
dmey
KNN-1 87.22 ± 2.3 90.0 ± 2.3 88,0± 2,3
KNN-3 85.9 ± 2.2 89.7 ± 2.2 87.1 ± 2.2
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Tabla 9.2.: Resultados de identificación para la caraterización con ventana empleando DWT obtenidos con
el clasificador LDC-QDC.
Wavelet Madre Clasificador Bayesiano STN % OZ % TOTAL %
coif1
LDC 80.8 ± 2.3 74.4 ± 2.3 76.3 ± 2.3
QDC 83.5 ± 2.5 81.1 ± 2.5 80.0 ± 2.5
coif5
LDC 80.9 ± 2.0 75.9 ± 2.0 76.9 ± 2.0
QDC 82.8 ± 2.8 82.3 ± 2.8 80.4 ± 2.8
db1
LDC 80.6 ± 2.0 73.1 ± 2.0 75.5 ± 2.0
QDC 86.2 ± 2.1 74.2 ± 2.1 78.4 ± 2.1
db3
LDC 80.5 ± 1.8 75.5 ± 1.8 76.7 ± 1.8
QDC 84.1 ± 2.4 80.8 ± 2.4 80.3 ± 2.4
sym2
LDC 81.1 ± 1.5 73.8 ± 1.5 76.4 ± 1.5
QDC 84.2 ± 1.7 78.7 ± 1.7 80.0 ± 1.7
sym8
LDC 81.4 ± 2.4 74.9 ± 2.4 76.5 ± 2.4
QDC 84.0 ± 2.6 79.1 ± 2.6 79.1 ± 2.6
dmey
LDC 81.2 ± 2.1 75.3 ± 2.1 76.8 ± 2.1
QDC 83.4 ± 2.2 80.9 ± 2.2 79.7 ± 2.2
9.2. Caracterización con ventana usando Análisis Multi-resolución
Tabla 9.3.: Resultados de identificación para la caraterización con ventana empleando Análisis Multi-
resolución obtenidos con el clasificador KNN 1-3.
Wavelet Madre Clasificador KNN STN % OZ % TOTAL %
coif1
KNN-1 94.3 ± 1.2 94.0 ± 1.2 93.8 ± 1.2
KNN-3 92.9 ± 1.3 93.5 ± 1.3 92.8 ± 1.3
coif5
KNN-1 92.9 ± 1.2 93.1 ± 1.2 93.0 ± 1.2
KNN-3 91.9 ± 1.5 92.9 ± 1.5 91.9 ± 1.5
db1
KNN-1 94.5 ± 1.1 92.57 ± 1.1 94,4± 1,1
KNN-3 93.2 ± 1.3 95.64 ± 1.3 94.0 ± 1.3
db3
KNN-1 93.4 ± 1.1 94.6 ± 1.1 93.6 ± 1.1
KNN-3 92.8 ± 1.3 93.4 ± 1.3 93.0 ± 1.3
sym2
KNN-1 94.2 ± 1.1 94.2 ± 1.1 93.8 ± 1.1
KNN-3 93.1 ± 1.4 94.0 ± 1.4 93.1 ± 1.4
sym8
KNN-1 92.9 ± 1.1 94.0 ± 1.1 93.1 ± 1.1
KNN-3 92.1 ± 1.5 93.6 ± 1.5 92.5 ± 1.5
dmey
KNN-1 92.9 ± 1.2 93.8 ± 1.2 93.0 ± 1.2
KNN-3 92.0 ± 1.4 93.7 ± 1.4 92.5 ± 1.4
29
9. Análisis de señales MER con ventana
Tabla 9.4.: Resultados de identificación para la caraterización con ventana empleando Análisis Multi-
resolución obtenidos con el clasificador (LDC-QDC).
Wavelet Madre Clasificador Bayesiano STN % OZ % TOTAL %
coif1
LDC 81.5 ± 1.5 83.4 ± 1.5 81.8 ± 1.5
QDC 88.1 ± 2.0 89.6 ± 2.0 87.7 ± 2.0
coif5
LDC 81.1 ± 1.4 80.4 ± 1.4 79.9 ± 1.4
QDC 89.9 ± 2.1 91.2 ± 2.1 88.7 ± 2.1
db1
LDC 81.1 ± 1.4 80.4 ± 1.4 79.9 ± 1.4
QDC 89.9 ± 2.1 91.2 ± 2.1 88.7 ± 2.1
db3
LDC 81.6 ± 1.4 81.0 ± 1.4 80.5 ± 1.4
QDC 89.4 ± 1.9 93.1 ± 1.9 89.7 ± 1.9
sym2
LDC 82.6 ± 2.1 83.4 ± 2.1 82.1 ± 2.1
QDC 87.0 ± 1.9 89.2 ± 1.9 87.1 ± 1.9
sym8
LDC 81.0 ± 1.3 79.4 ± 1.3 79.4 ± 1.3
QDC 89.9 ± 2.2 90.0 ± 2.2 88.4 ± 2.2
dmey
LDC 81.2 ± 1.5 81.1 ± 1.5 80.4 ± 1.5
QDC 90.0 ± 2.2 91.5 ± 2.2 88.8 ± 2.2
Discusión
Al igual que en las tablas 8.1, 8.2, 8.3 y 8.4; los resultados de identificación de las tablas 9.1, 9.2, 9.3 y 9.4
reportan el porcentaje de acierto para la clasificación utilizando tanto DWT como análisis multi-resolución;
en este caso la precisión en la identificación del STN aún son mejores. Esto se explica porque el enventanado
permite capturar información de la dinámica temporal de los coeficientes de representación Wavelet. Es
evidente que es mejor enventanar los coeficientes, permitiendo una caracterización localizada en el tiempo.
Cuando se promedian las características de las ventanas se puede perder algún tipo de información, no
obstante, la evolución temporal de las propiedades intrínsecas de las señales MER se conservan de mejor
manera en un análisis con enventanado.
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9.3. Caracterización con ventana usando Método de Frames (MOF)
Tabla 9.5.: Resultados de identificación para la caraterización con ventana empleando MOF obtenidos con
el clasificador KNN 1-3.
Diccionario Clasificador KNN STN % OZ % TOTAL %
coif1
KNN-1 96.3 ± 0.9 97.5 ± 0.9 96.7 ± 0.9
KNN-3 94.8 ± 1.2 97.8 ± 1.2 96.0 ± 1.2
coif5
KNN-1 97.1 ± 0.9 98.6 ± 0.9 97,6± 0,9
KNN-3 96.0 ± 1.2 97.9 ± 1.2 96.7 ± 1.2
db1
KNN-1 93.4 ± 1.3 94.9 ± 1.3 93.6 ± 1.3
KNN-3 91.6 ± 1.4 95.6 ± 1.4 93.2 ± 1.4
db3
KNN-1 96.7 ± 1.0 97.8 ± 1.0 97.0 ± 1.0
KNN-3 95.6 ± 1.1 97.6 ± 1.1 96.3 ± 1.1
db45
KNN-1 96.8 ± 0.8 98.8 ± 0.8 97.5 ± 0.8
KNN-3 95.5 ± 1.2 98.1 ± 1.2 96.6 ± 1.2
sym2
KNN-1 96.4 ± 1.0 98.0 ± 1.0 96.9 ± 1.0
KNN-3 95.4 ± 1.1 97.5 ± 1.1 96.2 ± 1.1
sym8
KNN-1 96.3 ± 0.9 98.5 ± 0.9 97.2 ± 0.9
KNN-3 94.9 ± 1.1 97.8 ± 1.1 96.1 ± 1.1
dmey
KNN-1 96.9 ± 0.9 98.7 ± 0.9 97.5 ± 0.9
KNN-3 95.8 ± 1.1 97.8 ± 1.1 96.7 ± 1.1
Tabla 9.6.: Resultados de identificación para la caraterización con ventana empleando MOF obtenidos con
el clasificador (LDC-QDC).
Diccionario Clasificador Bayesiano STN % OZ % TOTAL %
coif1
LDC 78.6 ± 2.4 97.6 ± 2.4 87.5 ± 2.4
QDC 88.5 ± 1.8 97.8 ± 1.8 92.5 ± 1.8
coif5
LDC 78.8 ± 2.5 98.2 ± 2.5 88.0 ± 2.5
QDC 88.6 ± 1.7 93.6 ± 1.7 90.2 ± 1.7
db1
LDC 79.3 ± 3.1 96.3 ± 3.1 87.2 ± 3.1
QDC 81.7 ± 2.5 96.4 ± 2.5 88.1 ± 2.5
db3
LDC 77.4 ± 2.2 98.5 ± 2.2 87.4 ± 2.2
QDC 87.0 ± 1.7 95.9 ± 1.7 90.7 ± 1.7
db45
LDC 79.3 ± 2.4 98.0 ± 2.4 88.1 ± 2.4
QDC 89.4 ± 1.7 93.2 ± 1.7 89.9 ± 1.7
sym2
LDC 79.9 ± 2.2 97.0 ± 2.2 87.8 ± 2.2
QDC 89.0 ± 2.0 96.9 ± 2.0 92.5 ± 2.0
sym8
LDC 78.6 ± 2.5 98.1 ± 2.5 87.8 ± 2.5
QDC 88.9 ± 2.2 94.5 ± 2.2 90.6 ± 2.2
dmey
LDC 78.8 ± 2.5 98.2 ± 2.5 88.0 ± 2.5
QDC 88.4 ± 2.2 93.3 ± 2.2 89.4 ± 2.2
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9.4. Caracterización con ventana usando Método de Frames con
combinación de diccionarios (WP-DCT)
Tabla 9.7.: Resultados de identificación para la caraterización con ventana empleando el MOF con combi-
nación de diccionarios (WP-DCT) obtenidos con el clasificador KNN 1-3.
Diccionario Clasificador KNN STN % OZ % TOTAL %
coif1+coseno
KNN-1 96.8 ± 1.0 97.8 ± 1.0 97.1 ± 1.0
KNN-3 95.3 ± 1.1 97.0 ± 1.1 96.0 ± 1.1
coif5+coseno
KNN-1 97.4 ± 1.0 98.4 ± 1.0 97,6± 1,0
KNN-3 96.0 ± 1.0 97.4 ± 1.0 96.5 ± 1.0
db1+coseno
KNN-1 95.3 ± 0.9 95.5 ± 0.9 95.0 ± 0.9
KNN-3 94.3 ± 1.3 95.5 ± 1.3 94.4 ± 1.3
db3+coseno
KNN-1 96.8 ± 0.9 97.7 ± 0.9 97.0 ± 0.9
KNN-3 95.2 ± 1.3 97.0 ± 1.3 95.8± 1.3
db45+coseno
KNN-1 96.9 ± 1.0 98.5 ± 1.0 97.5 ± 1.0
KNN-3 96.0 ± 1.0 97.8 ± 1.0 96.7 ± 1.0
sym2+coseno
KNN-1 96.4 ± 1.0 97.6 ± 1.0 96.7 ± 1.0
KNN-3 95.2 ± 1.3 97.1 ± 1.3 95.9 ± 1.3
sym8+coseno
KNN-1 97.2 ± 0.9 98.4 ± 0.9 97.4 ± 0.9
KNN-3 95.6 ± 1.1 97.2 ± 1.1 96.2 ± 1.1
dmey+coseno
KNN-1 97.2 ± 1.0 98.5 ± 1.0 97.6 ± 1.0
KNN-3 96.1 ± 0.9 97.5 ± 0.9 96.6 ± 0.9
Tabla 9.8.: Resultados de identificación para la caraterización con ventana empleando MOF con combina-
ción de diccionarios (WP-DCT) obtenidos con el clasificador (LDC-QDC).
Diccionarios Clasificador Bayesiano STN % OZ % TOTAL %
coif1+coseno
LDC 80.3 ± 2.7 95.8 ± 2.7 87.3 ± 2.7
QDC 89.0 ± 1.8 97.7 ± 1.8 92.9 ± 1.8
coif5+coseno
LDC 79.4 ± 2.6 93.4 ± 2.6 85.9 ± 2.6
QDC 88.2 ± 2.0 96.4 ± 2.0 91.6 ± 2.0
db1+coseno
LDC 82.2 ± 2.7 95.9 ± 2.7 88.1 ± 2.7
QDC 87.2 ± 2.1 97.6 ± 2.1 92.1 ± 2.1
db3+coseno
LDC 79.2 ± 2.8 95.6 ± 2.8 85.7 ± 2.8
QDC 88.0 ± 1.6 96.6 ± 1.6 91.7± 1.6
db45+coseno
LDC 79.8 ± 2.7 92.9 ± 2.7 85.8 ± 2.7
QDC 89.3 ± 2.1 96.3 ± 2.1 92.0 ± 2.1
sym2+coseno
LDC 81.4 ± 2.8 95.6 ± 2.8 87.7 ± 2.8
QDC 89.4 ± 1.8 97.3 ± 1.8 92.8 ± 1.8
sym8+coseno
LDC 79.2 ± 2.8 93.5 ± 2.8 85.7 ± 2.8
QDC 88.3 ± 2.2 96.9 ± 2.2 91.7± 2.2
dmey+coseno
LDC 79.7 ± 2.6 93.0 ± 2.6 85.9± 2.6
QDC 88.4 ± 2.3 96.6 ± 2.3 91.7 ± 2.3
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Discusión
Los resultados logrados con el método de Frames claramente mejoran a la DWT y al análisis multi-resolución.
En la tabla 9.5 y 9.6 se observan los resultados de identificación del STN para diferentes diccionarios WP,
donde el clasificador KNN-1 logra los mejores valores de precisión en la clasificación llegando al 97,6 %,
además de que la varianza es pequeña, lo que indica que el método es robusto ante modificaciones en el
conjunto de entrenamiento y validación. Otro aspecto importante es que la caracterización con MOF tam-
bién genera un mejor rendimiento de las demás máquinas de aprendizaje, esto es muy importante porque
demuestra que el método propuesto no depende de un clasificador robusto, o que el mejoramiento en la
caracterización no se presenta en casos aislados. Por el contrario, si se observan las tablas 9.7 y 9.8 donde se
realiza una combinación de diccionarios WP y coseno, los resultados de clasificación se mantienen intactos.
En cuanto a combinar diccionarios o sólo emplear diccionarios WP no se obtuvieron diferencias significa-
tiva en la identificación del STN. La explicación de esto, es porque el MOF optimiza los coeficientes de
representación y no el conjunto de funciones base (diccionario), entonces combinar dos o más diccionarios
no modifica en gran medida la transformación que se hace a la señal MER.
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10. Discusión General
Es muy evidente que el método de Frames aplicado a las señales MER logra una extracción de características
más discriminantes para identificar el STN. Al comparar los resultados consignados en todas las tablas
se observa que MOF es el que exhibe el mejor rendimiento de todos, ya sea con el diccionario Wavelet
Packet (WP) o combinando los diccionarios WP y coseno. En este trabajo se comparó MOF con métodos
tradicionales como la DWT y el análisis multi-resolución y en todas las máquinas de aprendizaje, MOF
mejora a la DWT sin importar la función madre utilizada.
El mejor resultado de precisión en la identificación del STN fue del 97,6 % con el clasificador KNN-1. Este
resultado es muy satisfactorio porque esta máquina de aprendizaje es muy simple. Por esta razón, se puede
asegurar que la fortaleza de la metodología propuesta radica en la representación óptima de las señales MER
con MOF y no depende de clasificadores potentes. Otro aspecto importante es que esta metodología se puede
implementar sin mayores dificultades a sistemas software de reconocimiento automático de señales MER,
por ejemplo en el trabajo desarrolado por [49]. Este sistema actualmente se está validando en la clínica
Neurocentro (Pereira-Colombia) como soporte médico durante la DBS aplicada en pacientes colombianos
con enfermedad de Parkinson.
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Parte V.
Consideraciones finales
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11. Conclusiones
En este trabajo se desarrollo una metodología para la caracterización de señales MER basada en el
método de Frames con el fin de identificar registros provenientes del núcleo subtalámico (STN), donde
los resultados demuestran que el Método de Frames es mejor con respecto a la DWT y al análisis
multi-resolución, permitiendo realizar una mejor generalización de cada una de las características
intrínsecas en las series de tiempo.
Se identificó el núcleo subtalámico (STN) y otras estructuras cerebrales, por medio de máquinas
supervizadas simples, como fueron los clasificadores KNN 1-3, LDC y QDC; donde se obtuvieron
resultados precisos con el clasificador común (KNN-1) llegando al 97,6 %, teniendo en cuenta de que
la varianza es pequeña, lo que indica que el método es robusto ante modificaciones en el conjunto de
entrenamiento y validación.
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12. Trabajo futuro
Dado que los resultados preliminares son muy satisfactorios, como trabajo futuro se pretende implementar
esta metodología en un sistema software aplicado al soporte clínico durante la DBS.
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