Partially exchangeable processes indexed by the vertices of a k-tree constructed via reinforcement  by Muliere, Pietro et al.
ARTICLE IN PRESSStochastic Processes and their Applications 115 (2005) 661–6770304-4149/$ -
doi:10.1016/j
$The rese
of P. Secchi
Correspo
E-mail adwww.elsevier.com/locate/spaPartially exchangeable processes indexed by
the vertices of a k-tree constructed
via reinforcement$
Pietro Mulierea, Piercesare Secchib, Stephen Walkerc,
aDipartimento di Metodi Quantitativi, Universita` L. Bocconi, Viale Isonzo 25, 20135 Milan, Italy
bDipartimento di Matematica, Politecnico di Milano, Piazza Leonardo da Vinci 32, 20133 Milan, Italy
cInstitute of Mathematics, Statistics and Actuarial Science, University of Kent, Canterbury,
Kent CT2 7NZ, UK
Received 14 June 2004; received in revised form 27 October 2004; accepted 15 November 2004
Available online 9 December 2004Abstract
We deﬁne a reinforced stochastic process of random variables indexed by the vertices of a
k-tree and with values in a Polish space. The work presents a natural extension from an
exchangeable to a partially exchangeable setting of previous work done by the authors.
r 2004 Elsevier B.V. All rights reserved.
Keywords: Balanced design; Beta blanket; Binary regression; Dirichlet blanket; Martingale; Partial
exchangeability1. Introduction
In this paper we introduce new stochastic processes indexed by the vertices of a k-
tree. While these processes are of interest in their own right, there are statistical
applications in Bayesian nonparametric problems. As such, the paper can be viewedsee front matter r 2004 Elsevier B.V. All rights reserved.
.spa.2004.11.004
arch of S.G. Walker is ﬁnanced by a UK EPSRC Advanced Research Fellowship. The work
and P. Muliere is partially supported by MIUR, Italy.
nding author. Tel.: +440 1227 823800; fax: +440 1227 827932.
dress: S.G.Walker@kent.ac.uk (S. Walker).
ARTICLE IN PRESS
P. Muliere et al. / Stochastic Processes and their Applications 115 (2005) 661–677662as a natural extension of the papers of Muliere et al. [6,7] from exchangeable to
regression (i.e. non-exchangeable) problems via consideration of partially exchange-
able sequences. Reinforcement will again be the fundamental tool for constructing
the processes.
As motivation for our binary process described in Section 2, consider the Bayesian
nonparametric binary regression model discussed and studied by Diaconis and
Freedman [5]. They assume a balanced design for a medical trial involving m
patients, each patient being identiﬁed with a unique sequence 1 . . . n with i 2 f0; 1g:
Hence, for a design of size n, there are m ¼ 2n patients. A binary outcome is then
observed from each of the m patients. A prior for such data involves the construction
of (dependent) random probabilities for each of the 2n possible sequences which is
dimensionally coherent. Our model also provides an easy extension to non-binary
regression where we construct dependent random distribution functions. The level of
dependence between pairs of these functions depends on the closeness of covariates
associated with each function.
In the next section we develop the framework for our processes: this involves the
use of k-trees. In Section 3 we introduce a process on a k-tree which can be used as a
Bayesian nonparametric prior for the binary regression model discussed earlier in
this introduction; we will then return to this example in Section 4. Section 5 extends
the process introduced in Section 3 to a general regression problem where the
outcome for each co-variable is continuous. We examine a further idea in Section 6
and we conclude with a discussion in Section 7, where we point out the relation of
the current paper to previous work.2. The geometry of a k-tree
A tree T is a countable connected graph with a distinguished vertex called the root
which has no cycles and such that each vertex belongs only to a ﬁnite number of
edges. We use the symbol 0 for the root of T and we consider the tree as a directed
graph where the edges go in the direction away from 0. Given a vertex s in T there is
a unique path pð0;sÞ connecting the root 0 to s; in fact, we may identify s and
pð0;sÞ: The number of edges of pð0;sÞ is called the level number of s and indicated
with jsj; the root’s level number is 0. For every vertex s in T, except the root, the
parent of s is the unique vertex t 2 T with level number jsj  1 and with an edge to
s; conversely, s is said to be a child of t: We indicate the parent of s with the symbol
s : If two vertices have the same parent they are said to be siblings. We will consider
trees with an inﬁnite number of vertices and such that every vertex in the tree has
the same number kX1 of children; these are called infinite k-ary trees or, for short,
k-trees.
Let E be the space of all inﬁnite sequences  ¼ ð0 ¼ 0; 1; 2; . . .Þ of vertices of a k-
tree T with the property that, for all iX0;
jij ¼ i and i ¼ iþ1 ;
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tree T connecting the root 0 to a limit point at an inﬁnite level. The set E is called
the space of ends of T : For  2 E; set, for completeness, pð0; Þ ¼ : Deﬁne
T¯ ¼ T [ E:
For x and Z in T¯ ; xaZ; deﬁne x ^ Z; the confluent of x and Z; to be the vertex with
highest level belonging both to pð0; xÞ and pð0; ZÞ; set x ^ x ¼ x: We now deﬁne a
distance on T¯ by setting, for every x and Z in T¯ ;
dðx; ZÞ ¼
expðjx ^ ZjÞ; if xaZ;
0; otherwise:
(
(2.1)
After observing that, for all x; Z and y 2 T¯ ;
jx ^ ZjXminðjx ^ yj; jZ ^ yjÞ;
it is not difﬁcult to prove that d is in fact a metric on T¯ such that
dðx; ZÞpmaxðdðx; yÞ; dðZ; yÞÞ;
for all x; Z; y 2 T¯ : The following result can be derived from Section 1.6 in ([2], pp.
219–221). A direct proof appears in Lemma 7.3 in Woess [11].
Proposition 2.1. The space T¯ with the metric d is compact and totally unconnected; T
is a discrete subspace of T¯ and E is a compact subspace of T¯ :
Note that for kX1 and  2 E; the closed sphere BrðÞ with center  and radius
r ¼ expðkÞ admits both representations:
BrðÞ ¼ fZ 2 T¯ : dð; ZÞprg ¼ fZ 2 T¯ : dð; ZÞo expð1 kÞg:
Hence BrðÞ is simultaneously a closed and an open set in the topology induced by d
on T¯ :3. A reinforced dichotomous process indexed by a k-tree
We are now ready for the introduction of a stochastic process
X ¼ fX s : s 2 Tg
of Bernoulli random variables deﬁned on a rich enough probability space ðO;F; PÞ
and indexed by the vertices of a k-tree T : The process will also serve the purpose of
introducing a more general process deﬁned later in the paper.
The deﬁnition of the law of the process X is recursive on the levels of T : Let a and
b be positive reals and set X 0 to be a Bernoulli random variable with parameter
p0 ¼ a=ðaþ bÞ:
For nX0; let Fn F be the sigma-ﬁeld generated by the random variables Xs
with jsjpn: Given Fn; assume that the knþ1 random variables X t; with t at level
nþ 1; are conditionally independent and such that X t has Bernoulli distribution
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pt ¼
aþPni¼0 Xsi
aþ bþ nþ 1 ;
if pð0; tÞ ¼ ð0 ¼ s0; s1; . . . ; sn; tÞ: Therefore, random variables indexed by siblings
have all the same conditional distribution.
We can form a mental picture of the process X by imagining that each vertex of the
k-tree T is decorated with an urn containing balls of colors 1 and 0. In particular, at
the root of the tree is sitting an urn containing a balls of color 1 and b balls of color
0; we sample a ball from this urn and we denote with X 0 the color of the ball
extracted. A ball of color X 0 is then added to each urn corresponding to the k
children of the root. Each of these urns initial composition is the same as the parent.
That is, the composition of the urns of the children is reinforced according to the
color extracted from the urn of their common parent. And so on; with the initial
colors of each urn corresponding to those of its parent just before it is sampled, the
composition of the urn corresponding to a vertex s 2 T is the same as that of its
parent plus an extra ball of color X s sampled from the urn of its parent s
 : The
process X keeps track of the colors sampled from the urns corresponding to vertices
of the tree T ; while the process
p ¼ fps : s 2 Tg;
describes the proportion of balls of color 1 contained in the urns indexed by the
vertices of the tree T : Observe that if jsj ¼ nþ 1; ps is Fn-measurable while X s is
measurable with respect to Fnþ1:
If k ¼ 1; that is T is a 1-ary tree, the process X is a Po´lya sequence, according to
the deﬁnition of ([1], p. 353). For a general k-tree T ; given any end  ¼ ð0 ¼
0; 1; 2; . . .Þ 2 E; the sequence of random variables X  ¼ ðX 0 ; X 1 ; X 2 ; . . .Þ is a
Po´lya sequence. Hence, for  2 E; X  is exchangeable; moreover, conditionally on
the almost sure limit
p ¼ lim
n!1
pn ; (3.1)
the random variables X 0 ; X 1 ; X 2 ; . . . are independent and identically distributed
with BernoulliðpÞ distributions. Finally, p has a betaða; bÞ distribution. Observe that
p is also the almost sure limit of the sequence of averages fn1
Pn1
i¼0 X ig:
On the other hand, given two different ends  ¼ ð0 ¼ 0; 1; 2; . . .Þ and Z ¼ ð0 ¼
Z0; Z1; Z2; . . .Þ in E; the Po´lya sequences X  and X Z have the same marginal law and
are dependent. In fact, if n ¼ j ^ Zj; then for ipn; we have X i ¼ X Zi whereas, given
Fn; the subsequence ðX nþ1 ; X nþ2 ; . . .Þ is conditionally independent from the
subsequence ðX Znþ1 ; X Znþ2 ; . . .Þ but with the same law. Whatever way we measure
dependence, the intuitive result must be that the larger n ¼ j ^ Zj is, the greater the
degree of dependence between X  and X Z: Or, in other words, the smaller the
distance dð; ZÞ between  and Z; the greater the dependence between X  and X Z:
Before describing the process
p!¼ fp :  2 Eg;
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n!1: For nX0; let us deﬁne
W n ¼
1
kn
X
jsj¼n
ps;
to be the expected proportion of balls of color 1 at level nþ 1 conditioned onFn1:
Note that the random variable W n is measurable with respect to Fn1:
Lemma 3.1. The sequence fW ng is a bounded martingale with respect to the filtration
fFn1g; hence it converges almost surely to a random limit W :
Proof. Trivially we have W n 2 ½0; 1: In order to prove that fW ng is a martingale, for
nX0 we compute
EðW nþ1jFn1Þ
¼ 1
knþ1
X
jsj¼nþ1
EðpsjFn1Þ
¼ 1
knþ1
X
jsj¼nþ1
E
ðaþ bþ nÞp s þ X s 
aþ bþ nþ 1
Fn1
 
¼ k
knþ1
X
jtj¼n
ðaþ bþ nÞpt þ EðX tjFn1Þ
aþ bþ nþ 1
¼ 1
kn
X
jtj¼n
pt;
on a set of probability one. &
The proportion of balls of color 1 generated by the urns associated with the
vertices of the tree at level nX0 is
Y n ¼ 1
kn
X
jsj¼n
X s:
The total number of balls of color 1 in the urns associated with vertices of the tree T
at level nþ 1 is
knþ1ðaþ bþ nþ 1ÞW nþ1
¼ k  total number of balls of color 1 in the urns at level n
þ k  number of balls of color 1 sampled from the urns at level n
¼ k½knðaþ bþ nÞW n þ k
X
jsj¼n
Xs
¼ knþ1ðaþ bþ nÞW n þ knþ1Y n:
Hence,
ðaþ bþ nþ 1ÞW nþ1 ¼ ðaþ bþ nÞW n þ Y n
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Y n ¼ ðaþ bþ nÞ½W nþ1 W n þW nþ1:
Since fW ng is a martingale, this implies that
EðY nÞ ¼ EðW nþ1Þ ¼W 0 ¼
a
aþ b ;
for all nX0: For k ¼ 1; fY ng is a Po´lya sequence of random variables valued 0 or 1;
unless a ¼ 0 or b ¼ 0;
PðY naY nþ1 for infinitely many nÞ ¼ 1
and thus fY ng does not converge. However, let W ¼ limn!1W n:
Lemma 3.2. For kX2; limn!1Y n ¼W on a set of probability one.
Proof. For nX0; deﬁne
Zn ¼ Y n W n ¼
1
kn
X
jsj¼n
ðXs  psÞ:
For nX1; Zn is the average of k
n random variables bounded in absolute value by 1,
with mean 0 and conditionally independent given Fn1: Hence, for nX1;
EðZ4nÞ
¼ EfEðZ4njFn1Þg
¼ 1
k4n
E E
X
jsj¼n
ðXs  psÞ4 þ 3
X
sat;jsj¼jtj¼n
ðXs  psÞ2ðX t  ptÞ2
Fn1
( )" #
p k
n þ 3knðkn  1Þ
k4n
p 3
k2n
:
Therefore, for kX2;
E
X1
n¼0
Z4n
 !
¼
X1
n¼0
EðZ4nÞp
X1
n¼0
3=k2no1:
Hence,
P
X1
n¼0
Z4no1
 !
¼ 1
and this implies that
P lim
n!1
Zn ¼ 0
 
¼ P lim
n!1
Z4n ¼ 0
 
¼ 1:
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complete. &
Example 3.3 (Two-type reinforced branching process). The process X can be
considered as a reinforced branching process for modelling a population of
organisms where two different types may be distinguished: types 0 and 1.
Every individual of either type produces k offsprings, all of type V 2 f0; 1g:
If an individual’s probability of producing offsprings of type 1 is r=ðrþ sÞ; then
each of his offsprings has probability ðrþ V Þ=ðrþ sþ 1Þ of producing offsprings
of type 1. In this context, Y n represents the fraction of type 1 individuals at
generation nþ 1: the previous results asserts that this fraction converges to
a random limit W as n grows to inﬁnity. Note that, W being the limit of the
martingale fW ng;
EðW Þ ¼ E lim
n!1
Y n
 
¼ a
aþ b :
3.1. The beta-blanket
We now focus on the process
p!¼ fp :  2 Eg;
of the limits of the averages of the process X along ends in E: these limits were
deﬁned in (3.1). We call the process p! a beta-blanket with parameters ða; bÞ: The law
of p! acts as a prior on the space of functions from the space of inﬁnite sequences of
1s and 0s to the interval ½0; 1:
For every  2 E; p has a beta distribution with parameters ða; bÞ: The joint
distribution of p and pZ; for ; Z 2 E; is described by the next lemma as a mixture of
products of beta distributions. Given any c; d40 and x 2 ½0; 1; indicate with Bðc; dÞ
the beta function evaluated in ðc; dÞ; that is
Bðc; dÞ ¼ GðcÞGðdÞ
Gðcþ dÞ ;
with G the usual gamma function, and write Cðxjc; dÞ for the cumulative distribution
function of a beta distribution with parameters ðc; dÞ evaluated at x:Lemma 3.4. Let ; Z 2 E; aZ; and set n ¼ j ^ Zj: For all x1; x2 2 ½0; 1;
Pðppx1; pZpx2Þ
¼
Xnþ1
j¼0
nþ 1
j
 !
Bðaþ j; bþ nþ 1 jÞ
Bða; bÞ
Y2
i¼1
Cðxijaþ j; bþ nþ 1 jÞ:
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For x1; x2 2 ½0; 1;
Pðppx1; pZpx2Þ
¼ EfPðppx1; pZpx2jFnÞg
¼ EfPðppx1jFnÞPðpZpx2jFnÞg
¼ E
Y2
i¼1
C xi aþ
Xn
j¼0
X j ; bþ nþ 1
Xn
j¼0
X j

 !( )
¼ E E
Y2
i¼1
C xi aþ
Xn
j¼0
X j ; bþ nþ 1
Xn
j¼0
X j

! p
( )" #
¼ E
Xnþ1
j¼0
nþ 1
j
 !
pjð1 pÞnþ1j
Y2
i¼1
Cðxijaþ j; bþ nþ 1 jÞ
( )
¼
Xnþ1
j¼0
nþ 1
j
 !
Bðaþ j; bþ nþ 1 jÞ
Bða; bÞ
Y2
i¼1
Cðxijaþ j; bþ nþ 1 jÞ:
The second equality holds because
ðX nþ1 ; X nþ2 ; . . .Þ and ðX Znþ1 ; X Znþ2 ; . . .Þ
are conditionally independent given Fn; the next equality is true because the
conditional distributions of p and pZ; given Fn; (the so called posterior
distributions) are identical and equal to a beta distribution with parameters
ðaþPnj¼0 X j ; bþ nþ 1Pnj¼0 X j Þ; the penultimate equality follows from
the fact that, given p; the random variables of the sequence X  are conditionally
independent and identically distributed with BernoulliðpÞ distributions.
Finally, the last equality holds because p has a beta distribution with parameters
ða; bÞ: &Corollary 3.5. For ; Z 2 E; aZ;(i) Efðp  pZÞ2g ¼ 2
Bðaþ 1; bþ 1Þ
Bða; bÞ
1
aþ bþ 1 log dð; ZÞ ;
hence the process p! is stochastically continuous.(ii) Corrðp; pZÞ ¼
1 log dð; ZÞ
aþ bþ 1 log dð; ZÞ :
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of p and pZ; for proving (i) we compute
Efðp  pZÞ2g
¼ 2
Xnþ1
j¼0
nþ 1
j
 !
Bðaþ j; bþ nþ 1 jÞ
Bða; bÞ Var½betaðaþ j; bþ nþ 1 jÞ
¼ 2
Xnþ1
j¼0
nþ 1
j
 !
Bðaþ j; bþ nþ 1 jÞ
Bða; bÞ
ðaþ jÞðbþ nþ 1 jÞ
ðaþ bþ nþ 1Þ2ðaþ bþ nþ 2Þ
¼ 2
aþ bþ nþ 1
1
Bða; bÞ
Xnþ1
j¼0
nþ 1
j
 !
Bðaþ 1þ j; bþ nþ 2 jÞ
¼ 2
aþ bþ nþ 1
Bðaþ 1; bþ 1Þ
Bða; bÞ :
Note that the ﬁrst equality holds since, given
Pn
i¼0 X i ¼ j; p and pZ are
conditionally independent with distributions betaðaþ j; bþ nþ 1 jÞ: Eq. (i) now
follows, because n ¼  log dð; ZÞ: Therefore,
lim
dð;ZÞ!0
Efðp  pZÞ2g ¼ 0;
which implies that, for every d40;
lim
dð;ZÞ!0
Pðjp  pZj4dÞ ¼ 0
and hence p! is stochastically continuous.
Now observe that
Corrðp; pZÞ ¼ 1
Efðp  pZÞ2g
2VarðpÞ
; (3.2)
since p and pZ are identically distributed. But
VarðpÞ ¼
ab
ðaþ bÞ2ðaþ bþ 1Þ : (3.3)
From (i) and Eqs. (3.2) and (3.3), (ii) follows easily. &
The correlation is an important feature of our prior. It simply states that the closer
two ends are together, the higher the correlation between the corresponding
probabilities.
The next lemma gives a representation for the conditional distribution of pZ;
given p; as a mixture of beta distributions with binomial weights.
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one,
PðpZpxjpÞ ¼
Xnþ1
j¼0
nþ 1
j
 !
pjð1 pÞðnþ1jÞCðxjaþ j; bþ nþ 1 jÞ:
Proof. Let  ¼ ð0 ¼ 0; 1; 2; . . .Þ: GivenFn; the variables p and pZ are conditionally
independent having beta distribution with parameters
aþ
Xn
j¼0
X j ; bþ nþ 1
Xn
j¼0
X j
 !
:
Hence, for x 2 ½0; 1;
PðpZpxjpÞ
¼ EfPðpZpxjp;FnÞjpg
¼ EfPðpZpxjFnÞjpg
¼ E C x aþ
Xn
j¼0
X j ; bþ nþ 1
Xn
j¼0
X j

! p
( )
¼
Xnþ1
j¼0
nþ 1
j
 !
pjð1 pÞnþ1jCðxjaþ j; bþ nþ 1 jÞ;
on a set of probability one, where the last equality follows from the fact that, given
p; the random variables of the sequence X  are conditionally independent and
identically distributed with distribution BernoulliðpÞ: &
Corollary 3.7. Let ; Z 2 E; aZ; then
EðpZjpÞ ¼
aþ ðj ^ Zj þ 1Þp
aþ bþ j ^ Zj þ 1 :
Given p; the variables of the sequence X  ¼ ðX 0 ¼ X 0; X 1 ; . . .Þ are conditionally
independent and identically distributed with distribution BernoulliðpÞ: For
application in predictive inference, it is interesting to compute the conditional
distribution of the random variables of the sequence X Z ¼ ðX Z0 ¼ X 0; X Z1 ; . . .Þ given
p; for aZ:
Lemma 3.8. Let ; Z 2 E; aZ; and set n ¼ j ^ Zj: For sX0 and i0; . . . ; is 2 f0; 1g;
PðX Z0 ¼ i0; . . . ; X Zs ¼ isjpÞ
¼
pxs ð1 pÞsþ1xs ; if spn;
pxn ð1 pÞnþ1xn
Bðaþ xs; bþ sþ 1 xsÞ
Bðaþ xn; bþ nþ 1 xsÞ
; if s4n;
8><
>:
where xs ¼
Ps
r¼0 ir:
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independent with distribution BernoulliðpÞ: Hence, take s4n: Then,
PðX Z0 ¼ i0; . . . ; X Zs ¼ isjpÞ
¼ EfPðX Z0 ¼ i0; . . . ; X Zs ¼ isjFn; pÞjpg
¼ EfIðX Z0 ¼ i0; . . . ; X Zn ¼ inÞPðX Znþ1 ¼ inþ1; . . . ; X Zs ¼ isjFn; pÞjpg
¼ EfIðX Z0 ¼ i0; . . . ; X Zn ¼ inÞPðX Znþ1 ¼ inþ1; . . . ; X Zs ¼ isjFnÞjpg
¼ B aþ
Ps
r¼0 ir; bþ sþ 1
Ps
r¼0 ir
 
B aþPnr¼0 ir; bþ nþ 1Psr¼0 ir PðX Z0 ¼ i0; . . . ; X Zn ¼ injpÞ
¼ B aþ
Ps
r¼0ir; bþ sþ 1
Ps
r¼0 ir
 
B aþPnr¼0 ir; bþ nþ 1Psr¼0 ir  p
Ps
r¼0 ir
 ð1 pÞsþ1
Ps
r¼0 ir :
Note that the third equality holds because p and the random variables X Znþ1 ; . . . ; X Zs
are conditionally independent, given Fn: &
Two pictures of beta blankets are presented in Figs. 1 and 2. These were generated
to level 16 and so are approximate. Of course we cannot compute numerically an
exact beta blanket. Fig. 1 is with a ¼ b ¼ 12 and Fig. 2 is with a ¼ b ¼ 5:4. Illustration: binary regression with balanced design
The prior described in Section 3 is fundamentally different from the prior of
Diaconis and Freedman [5]. Our prior for the n balanced design model is the law of
fps : jsj ¼ ng; which is a probability on the space of functions from the set of nþ 1
sequences of 1s and 0s to the interval ½0; 1: The posterior in this case is easy to ﬁnd.
Let us denote by Xn ¼ fXs : jsjong; for n40: It is quite clear that the data form the
set
X n ¼ fXs : jsj ¼ ng:
Hence, of interest is the posterior distribution of Xn given X
n: While this is difﬁcult
to manage mathematically, it is quite straightforward to sample using a GibbsFig. 1. Simulated beta blanket with a ¼ b ¼ 1
2
:
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P. Muliere et al. / Stochastic Processes and their Applications 115 (2005) 661–677672sampler; see, for example, Smith and Roberts [9]. This is because, for any X s 2 Xn;
we have access to the conditional distribution of X s given its ancestors and
descendants, to level n. Then pðXsj   Þ can be sampled by noting that
pðX s ¼ 1j   Þ / pðXs ¼ 1jancestorsÞ  pðdescendentsjX s ¼ 1Þ:
Consequently, a Gibbs sampler is easy to implement. Of course, a Bayes estimate of
p! is then available from the output of the Gibbs sampler.
It is also possible to deal with an unbalanced design. The likelihood function is
easy to write down and, as with the balanced design, it is possible to ﬁnd posterior
summaries via a Gibbs sampler.5. A Dirichlet reinforced process indexed by a k-tree
The construction of the process introduced in Section 3 can be mimicked in a more
general setting for deﬁning a reinforced stochastic process X ¼ fXs : s 2 Tg of
random variables indexed by the vertices of a k-tree T and with values in a Polish
space S endowed with its Borel sigma-ﬁeldS: As before, we assume that the random
variables of the process X are deﬁned on a rich enough probability space ðO;F; PÞ
and we specify the law of X recursively on the levels of the tree T :
Let G0 be a probability distribution on S and c40 a constant. Set X 0 to be a
random variable with values in S and probability distribution G0: For nX0 let
Fn F be the sigma-ﬁeld generated by the random variables Xs with jsjpn: Given
Fn; assume that the k
nþ1 random variables X t; with t at level nþ 1; are
conditionally independent and such that X t has values in S and probability
distribution
Gt ¼
cG0 þ
Pn
i¼0 dXsi
cþ nþ 1 ; (5.1)
if pð0; tÞ ¼ ð0 ¼ s0; s1; . . . ;sn; tÞ; for s 2 S; ds indicates the point mass at s: We
recover the dichotomous reinforced process of the previous section if we set S ¼ R;
G0 ¼ b
aþ b d0 þ
a
aþ b d1
ARTICLE IN PRESS
P. Muliere et al. / Stochastic Processes and their Applications 115 (2005) 661–677 673and c ¼ aþ b: In point of fact, if I is the symbol for the indicator function, for every
B 2S; the process fI ½Xs 2 B : s 2 Tg is a dichotomous reinforced process indexed
by the k-tree T :
Given an end  ¼ ð0 ¼ 0; 1; . . .Þ 2 E; the sequence of random variables X  ¼
ðX 0 ; X 1 ; X 2 ; . . .Þ is a Po´lya sequence with parameter cG0: That is, the initial color
X 0; which are assumed to exist on a continuum, is drawn from G0: The next color
X 1 is drawn from
cG0 þ dX 0
cþ 1
and in general X nþ1 is drawn from
cG0 þ
Pn
i¼0 dX i
cþ nþ 1 :
See Blackwell and MacQueen [1], where it is proved that X  is exchangeable and that
the random distribution functions of the sequence fGng weakly converge to a
Dirchlet process G with parameter cG0 on a set of probability one. Moreover, given
G; the random variables of the sequence X  are conditionally independent and
identically distributed with distribution G:
In order to obtain a result analogous to Lemma 3.2 in this more general setting,
for nX0; deﬁne Gn to be the empirical distribution function of the random variables
Xs with jsj ¼ n; that is
GnðBÞ ¼
1
kn
X
fs:jsj¼ng
I ½Xs 2 B;
for every B 2S: Here we assume that kX2: Given B 2S; the sequence of real
random variables fGnðBÞg converges with probability one because of Lemma 3.2. For
every ﬁnite measurable partition ðB1; . . . ; BrÞ of S; deﬁne
ðGðB1Þ; . . . ; GðBrÞÞ ¼ lim
n!1
GnðB1Þ; . . . ; lim
n!1
GnðBrÞ
 
: (5.2)
LetP be the class of probability measures deﬁned on the Borel s-ﬁeldS of S; endow
P with the topology of weak convergence and write sðPÞ for the Borel s-ﬁeld in P:
With these assumptions P becomes a separable and complete metric space.
Theorem 5.1. Eqs. (5.2) define a random element G of P: Furthermore, G is the limit in
distribution of the sequence fGng:
Proof. For proving the ﬁrst part of the theorem, we may check the consistency
conditions ðC1Þ–ðC4Þ of Cifarelli et al. [3]. See also Regazzini and Petris [8].
For proving the second part, it is enough to show that the sequence of measures
induced on ðP;sðPÞÞ by the random elements Gn 2 P; n ¼ 1; 2; . . . ; is tight. Given
d40; let Kt; t ¼ 1; 2; . . . ; be a compact set of S such that G0ðKct Þpd=t3 and deﬁne
Mt ¼ fH 2 P : HðKct Þp1=tg:
The set M ¼ T1t¼1 Mt is compact in P: For n ¼ 1; 2; . . . and t ¼ 1; 2; . . . ; the
sequence fGnðKct Þg is a martingale because of Lemma 3.1, thus EfGnðKct Þg ¼ G0ðKct Þ:
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PfGnðKct Þ41=tgptG0ðKct Þpd=t2:
Therefore, for every n ¼ 1; 2; . . . ;
PðGn 2MÞX1
X1
t¼1
PfGnðKct Þ41=tgX1 d
X1
t¼1
1=t2
and this proves that the sequence of measures induced on ðP;sðPÞÞ by the empirical
distribution functions Gn; n ¼ 1; 2; . . . ; is tight. &
Example 5.2 (Colonization of a region). Let S ¼ R3; and consider a population of
organisms living in S: at every time period n ¼ 0; 1; 2; . . . ; each individual of the
population chooses a location in S; produces kX2 offsprings and then dies. At time
n ¼ 0 there is only one individual, the ﬁrst colonist, it chooses its location at random
according to the distribution G0; produces k offsprings and dies. At time n ¼ 1;
before reproduction, each of the k offsprings chooses its own location in S at random
according to a distribution that is the same as that of the parent but for the fact that
the location chosen by the parent has been reinforced with a unitary weight: how
strongly this weight modiﬁes the parent’s distribution depends on c; higher values of
c implying weaker effects. Precisely, the locations for each of the k individuals
forming the ﬁrst generation are independently generated by the distribution
cG0 þ dX 0
cþ 1 :
For instance, we may think that c quantiﬁes a cultural drive generically called the
force of ancestral tradition; the higher is c; the less the parent’s location inﬂuences
the distribution generating locations for its offsprings. And so on forever, with the
force of ancestral tradition growing of one unit generation after generation: hence,
individual t of the ðnþ 1Þth generation will choose its location at random, and
independently from the other individuals of its generation, according to the
distribution
Gt ¼
ðcþ nÞG t þ dX t 
cþ nþ 1 ;
t being t’s parent.
The previous theorem afﬁrms that the distribution on S of the nth generation is
random but converges, as n grows to inﬁnity, to the random distribution G: Note
that if the support of G0 is a proper subset R of S; the support of G is contained in R
with probability one.
5.1. The Dirichlet-blanket
Analogously to Section 2.1, we now study the process
G
!¼ fG :  2 Eg:
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Dirichlet process with parameter cG0: We call G
!
a Dirchlet-blanket with parameter
cG0: Note that, for every B 2S;
G
!ðBÞ ¼ fGðBÞ :  2 Eg
is a beta-blanket with parameters ðcG0ðBÞ; cG0ðBcÞÞ; hence the results of Section 3.1
apply.
The analogy of Lemma 3.4 would illustrate the joint probability law of G and GZ
for ; Z 2 E; aZ: In fact, the bivariate process ðG; GZÞ has been studied by Walker
and Muliere [10] under the name of bivariate Dirichlet process.
Let c40; r a non-negative integer, G0 a probability distribution on S; let F1 and
F2 be two random elements of P and N a point process on the real line. Assume that
F1 is a Dirichlet process with parameter cG0 and that, given F1; for every ﬁnite
measurable partition ðB1; . . . ; BhÞ of S; the conditional distribution of ðNðB1Þ;
. . . ; NðBhÞÞ is multinomial with parameters ðr; ðF1ðB1Þ; . . . ; F1ðBhÞÞÞ: Finally, given N;
assume that the conditional law of F2 is that of a Dirichlet process with parameter
ðcG0 þNÞ: Then, Walker and Muliere [10] call the process ðF 1; F2Þ a bivariate
Dirichlet process with parameters ðcG0; rÞ:
Theorem 5.3. For ; Z 2 E; aZ; ðG; GZÞ is a bivariate Dirichlet process with
parameters ðcG0; 1þ j ^ ZjÞ:
Proof. Let  ¼ ð0 ¼ 0; 1; 2; . . .Þ and n ¼ j ^ Zj: Given Fn; G and GZ are two
conditionally independent Dirichlet processes both with parameter ðcG0 þPn
i¼0 dX i Þ: Furthermore, given G; the random variables of the Po´lya
sequence X  ¼ ðX 0 ; X 1 ; X 2 ; . . .Þ are conditionally independent and identically
distributed with distribution G; therefore, for every ﬁnite measurable partition
ðB1; . . . ; BhÞ of S; the conditional distribution of
Xn
i¼0
dX i ðB1Þ; . . . ;
Xn
i¼0
dX i ðBhÞ
 !
is multinomial with parameters fnþ 1; ðGðB1Þ; . . . ; GðBhÞÞg: The result follows. &
For ; Z 2 E; the dependence between the processes G and GZ is such that, for
every B 2S;
CorrðGðBÞ; GZðBÞÞ ¼ 1 log dð; ZÞ
cþ 1 log dð; ZÞ :
This follows from Corollary 3.5, as well as from the fact that, for aZ; ðG; GZÞ is a
bivariate Dirichlet process. In fact, it was the need to express this type of dependence
in a Bayesian nonparametric context, that motivated the introduction of the
bivariate Dirichlet process of Walker and Muliere. Along this path, for rX2 and
Z1; . . . ; Zr different ends of E; we may say that ðGZ1 ; . . . ; GZrÞ is an r-variate Dirichlet
ARTICLE IN PRESS
P. Muliere et al. / Stochastic Processes and their Applications 115 (2005) 661–677676process after observing that, for B 2S;
CorrðGZi ðBÞ; GZj ðBÞÞ ¼
1 log dðZi; ZjÞ
cþ 1 log dðZi; ZjÞ ; (5.3)
for i; j 2 f1; . . . ; rg: Note that if rpk; we may take Z1; . . . ; Zr such that jZi ^ Zjj is the
same for every i; j 2 f1; . . . ; rg: Hence, the correlation (5.3) is the same for all couples
of components of the multivariate process ðGZ1 ; . . . ; GZrÞ:
If we assume data arises as the X values from level n, then Bayesian nonparametric
inference can be accomplished in a similar way as outlined in Section 3. The
difference being that the conditional distribution of X s given its children and
ancestors is based on the mixture distributions appearing in (5.1).6. General partially exchangeable processes
A generalization of previous sections, which we will describe brieﬂy, is based on a
prior distribution on the space of density functions. Let this prior be denoted by P:
The random variable X 0 is distributed according to the prior predictive density
f 0ðxÞ ¼
R
f ðxÞPðdf Þ: For nX0; conditionally on the random variables Xs with
jsjpn; the random variables X t with t at level nþ 1 are independent and distributed
according to the predictive density
f sðxÞ ¼
Z
f ðxÞPtðdf Þ;
where
Ptðdf Þ ¼
Qn
i¼0 f ðX si ÞPðdf ÞR Qn
i¼0 f ðX si ÞPðdf Þ
and pð0; tÞ ¼ ð0 ¼ s0;s1; . . . ;sn; tÞ: It is clear that X  is exchangeable for each  2 E
and the empirical distribution function of the sequence converges on a set of
probability one to a random distribution function chosen from P:
The beneﬁt when the prior is supported by densities (which is not the case with the
Dirichlet process) is that the random distribution functions from P will have
densities. In this case the random sequence of predictive densities also converges, in
the Hellinger sense, on a set of probability one to a random density function chosen
from the prior P: Hence we can construct, analogously to Sections 3 and 5, a P-
blanket of random density functions. The partially exchangeable process X on which
this blanket is constructed will also be useful for regression problems.7. Discussion
We have constructed processes which are formed via dependent exchangeable
sequences. The collection of these sequences would be termed partially exchangeable
ARTICLE IN PRESS
P. Muliere et al. / Stochastic Processes and their Applications 115 (2005) 661–677 677in the language of Finetti [4]. It is well known that partially exchangeable sequences
have applications in Bayesian regression problems.
The paper can be seen as a natural extension of previous work undertaken by the
authors. One path of the tree indexes a sequence of exchangeable variables whose
law is constructed via reinforcement; the branching allows for the extension to a
partially exchangeable process where the dependence among exchangeable
subsequences corresponding to different paths is described by the geometry of the
tree; the closer the paths on the tree, that is the closer the covariates associated with
the exchangeable sequences, the higher the dependence. Along the same idea one
could deﬁne a process generated by dependent subsequences of random variables,
each subsequence corresponding to a path on a tree having a law constructed via
reinforcement; as an example, consider the situation where each path of the tree
indexes a recurrent reinforced urn process (Muliere et al. [6]), that is, a mixture of
Markov chains.
Further work in this area would involve the possibility of more complicated tree
structures to cater for more complicated regression structures and also the possibility
of randomly generated tree structures.References
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