List of Figures

Introduction
Probabilistic safety analyses (PSAs) are most frequently considered to be a quantitative determination of the probability of system risk (probability of safety failure), which inversely determines the level of system safety [Ref 13 . These can depend on fault tree and/or event tree models, using probabilities for the tree inputs. Uncertainty or variability is sometimes included by assuming that the inputs vary independently according to an assumed (among dozens of possibilities) probability distribution model.
A somewhat focused view of safety analysis is that the important regime of interest in a spectrum of uncertainty is the extreme that indicates maximum potential loss of safety. The challenge is complicated by an accumulating collection of evidence that safety analyses, even those with a focus on extremes, do not reliably enough portray the chance of safety failure commensurate with the frequency of actual occurrences. There is considerable evidence [e.g., Refs. 2-61 that conventional methodology does not provide sufficient warnings in a variety of situations, most significantly when the inputs contain a degree of subjectivity or are dependent. One such area of interest (where it is crucial that no mistake be made) is abnormal-environment nuclear detonation weapon safety. This is the motivation that led to an investigation of methods for supplementing conventional PSA techniques with the aims of incorporating potential subjectivity and dependence in input information and of carehlly studying the processes leading to extreme values in the resultant variations.
This report documents the current status of the effort. One important byproduct of the investigation is a computer routine that combines conventional PSA techniques with new subjective techniques in a "hybrid" (conventional PSA and subjective) program. This program (PHASER, or Probabilistic Hybrid Analytical Safety Evaluation Routine) is now available in Version 1 .OO for beta users.
The Need for Subjectivity about Inputs to Analyses
When safety analysts are being trained in most university or short course programs, there is emphasis on prescribed processes (e.g., flipping coins, rolling dice, "normally" distributed inputs, etc.,) These techniques are firmly based on well understood theory and are accurate so long as the situation fits the model assumptions. Unfortunately, in analysis of real world systems safety, the situation does necessarily fit text-book models. Analogies are having bent coins (the bending characteristics only known qualitatively), nonrectilinear dice (face size and shape only known qualitatively), unknown probability distributions (statistical characteristics only known qualitatively), etc. Ideally, the characteristics of the bent coins, deformed dice, and process variability could be studied until there could be complete confidence in a model that fits the real situation. This is a good, but often impractical goal.
There are many real-world examples of inputs to PSAs that are necessarily at least partly subjective. The concern is that modeling based on stochasticity may be merely an assertion, rather than a reflection of reality.
Probabilistic Calculus Variability Analyses
There are many potential sources of quantitative variation in analyses. One form is classical variability, which is applicable to prescribed problems such as those mentioned earlier involving dice and coins. Another form is subjective uncertainty, which means that available data are not definitive enough to prescribe the variations. Any mix of these two forms is possible. Since the terms variability and uncertainty, respectively, are now used in the literature extensively to describe these two restrictive sources of lack of definitive knowledge about any particular parameter [Ref. 71 , these terms will be so used in this report. However, the goal is to accommodate any potential mix of variability and uncertainty, and this mix will also be termed "uncertainty."
In order to be general, variability will herein be considered stochastic, meaning that any sample can assume any value (statistically determined) over an interval, and that every sample is independent of every other sample'. The statistical determination can be described by, for example, a probability density fhnction (pdf). The pdf can be one of the dozens of possible mathematically described pdfs or can be "customized" to the observed data.
Operations such as addition, subtraction, and multiplication can be performed on stochastic variables by applying probabilistic calculus [Ref S] to the corresponding pdfs.
For example, the addition of two pdfs f, (x) and f, (x) can be described by the convolution integral:
The product of two nonnegative pdfs, f i (x) and f, (x) , is:
In practice, the solution to these types of operations is usually accomplished through some form of Monte Carlo simulation. For example, a routine based on Latin Hypercube Sampling (LHS) is used at Sandia. LHS is more efficient than pure Monte Carlo analysis in determining an accurate statistical description of the result. PHASER uses LHS as an adjunct to solve the probabilistic calculus computations that are needed for the PHASER probabilistic results.
Overcoming this restriction will be addressed in the section on input dependence.
Fuzzy Mathematics Uncertainty Analyses
Pure subjective uncertainty necessarily is based on opinion, and since the results of any analysis are only as good as the analysis inputs, the best possible inputs come fiom estimators who have the most applicable expertise. There are many procedures in use for determining results based on subjective inputs, for example the Analytical Hierarchy Process (AHP) [pef 91 . Our investigation converged on fuzzy logic and fuzzy mathematics as having the most applicable input capabilities and mathematical processing bases.
Fuzzy Logic
The difference between hzzy logic and hzzy mathematics is roughly analogous to the difference between Boolean algebra and the algebra of real numbers. As an example, the soIution for the tensile failure of two parallel chains, each having two links for which the individual link tensile strength is known subjectively, can be solved by hzzy logic as follows:
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Link Below are shown example fuzzy function inputs for the failure characteristics of each link and the hzzy logic combination to obtain the fuzzy output failure characteristic. Fuzzy "or" uses the maximum of the h z z y operands; h z z y "and" uses the minimum of the h z z y 
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Figure 3. Fuzzy Logic Computation of Results
Although this is a highly idealized problem, it is sufficient to illustrate the use of fuzzy logic.
We continue to investigate the potential applicability of fuzzy logic for PSA. However, the current version of PHASER does not utilize fuzzy logic. It incorporates fuzzy mathematics applied to "crisp" (conventional Boolean) logic constructs.
Fuzzy Mathematics
In contrast to h z z y logic, hzzy mathematics treats operands as fuzzy (subjectively known) numbers with uncertainty along the abscissa, and computes in terms of abscissa values rather than ordinate values. The general approach can be best illustrated through examples. The mathematical basis for combining h z z y numbers is based on Zadeh's Extension Principle mef. lo]. For addition and multiplication (basic to fault tree and event tree computations), this produces: where the subscript 1 indicates the smallest abscissa value for a particular p , the subscript 2 indicates the largest value for a particular ,u , and the computation is done at both extremes for each ,u . The calculations in PHASER are based on Eqns. 6 and 7 (and similar equations for other necessary operations).
The mathematical equivalence of Eqns. 5 and 7 depends on restricting Eqn. 7 to nonnegative numbers. 2 For probability numbers, this condition is met; for the more general situation, a more complex form of Eqn. 7 is required (described subsequently).
Interval Analysis
For more comprehensive understanding of the mathematics implemented in PHASER, it is usefbl to consider the relation between interval analysis and hzzy mathematics.
Interval processing is used when there is subjective or objective reason to specify only a lower bound and an upper bound over a continuous interval. Numbers are expressed as:
Addition of two interval numbers is:
In subtraction, the order of the pairs in the subtrahend must be inverted:
Multiplication of nonnegative real numbers is specified by:
( 1 1) Multiplication of general real numbers is:
Equation 1 2 is a solution for the general case mentioned earlier, a capability that is unnecessary when the numbers involved are probabilities. Since PHASER inputs and outputs are probabilities, Eqn. 1 1 is implemented in PHASER for multiplication.
The solution to Eqns. 6 and 7 for fuzzy operands is expressed in terms of interval operations at each , u . PHASER incorporates up to 2 1 ,u "cuts" for each fuzzy number, so Eqns. 6 and 7 are solved by solving Eqns. 9 and 1 1 at each cut.
Analysis of Extremes
Lack of certainty about data affects the accuracy of variability determinations, especially at the extremes of the distribution of values. The main considerations at the extremes are accuracy and emphasis. Accuracy becomes a greater issue as data become more subjective; emphasis is a safety perspective. 
Conventional Analysis of Extremes
Fuzzy Mathematics Analysis of Extremes
Fuzzy mathematics gives a different perspective on extremes than conventional probabilistic analysis, because it incorporates subjectivity differently and because the mathematical operations involving each abscissa value are not constrained probabilistically by the corresponding ordinate values. For subjective inputs, there is no evidence to favor one approach over the other. However, for safety analyses, it is important to know that there are at least these two different perspectives about extremes.
Consider a "die-like" sextahedron (with six plane sides) having no other restriction on the possible shape. One form such an object might have is shown in Figure 4 .
Figure 4. An Object with Six Plane Sides
The probability of throwing a particular number, say "one," using an unrestricted sextahedron is not knowable, but subjectively should be between zero and one-half. Suppose a solution for the probability of throwing four ones with four different such objects is desired. Using probabilistic calculus and a uniform distribution of values between zero and one-half, the solution for four ones is shown in Figure 5 .
The suppression of any indication that four ones might occur one sixteenth of the time is because a very low likelihood occurrence (probability = 112) is modeled as extremely unlikely to occur four times. While this could be the case, it is not part of the given information; it is assumed to be the case. The dice could all be affected by the same flattening process, making the "one" outcome more likely, for example. The hzzy mathematics approach is safer, in that it assumes less. A hzzy ordinate for the probability of four ones is constant at one between zero and one sixteenth, because the fizzy ordinate for any die selected is constant at one between zero and one half The result is shown in 
Hybrid Mathematics for Variability and Uncertainty
Several years ago, Kauhann and Gupta [Ref 113 suggested that stochastic and subjective uncertainty could be considered together but separately in a pair (6 p) , where f is a fuzzy number and p is a pdf. These pairs, which they termed "hybrid numbers," can be added together by convolving the respective elements according to normal rules for fuzzy arithmetic and probability theory. The KaufmadGupta formulation of hybrid numbers allows addition and subtraction. Addition is defined as:
where the plus signs on the right side of the equation represent fuzzy max-min convolution and ordinary probabilistic sum-product convolution, respectively. This formulation of hybrid numbers does not directly allow multiplication or a full hybrid arithmetic (e.g., the product of a completely hzzy number and a completely probabilistic number is undefined). Nevertheless, the construct is useful, when modified slightly (explanation to follow).
Scale Factors
When the values of input variables are not well known, risk analysts may expect to improve their analyses by incorporating new information that is learned through additional tests, accident assessments, etc. In a Bayesian sense, stochastic information can be improved. Since new input data may only slightly improve the stochastic knowledge about ill-defined situations such as abnormal environment responses, a non-Bayesian hybrid analysis has a useful role. A reasonable approach to this problem that does not assume unavailable stochastic information is to provide for smooth transitioning from subjective (fuzzy) characterization to stochastic characterization as information about inputs is obtained,
1)
Uniform Scale Factors. First, consider the case where the extent of knowledge about a problem is fractionally partitioned between stochastic and subjective portions. An input variable to an analysis whose variation characteristics are known partly stochastically and partly subjectively can be represented by a hybrid number with the relative stochastichbjective information apportioned according to a scaling fraction:
where a is an estimated scale factor representing the fractional stochasticity of the overall knowledge ( O l a l l ) , and where x and + are operators on x values.
The scale factor is a scalar, which the form of Eqn. 14 suggests can be used to fractionally compress the abscissa (numeric) representation of the probabilistic constituent of variability by a, along with compression of the fuzzy constituent of uncertainty by (1-a).
The total variation is then additive along the abscissa, i.e., a scaled sum of the two constituents.
A visual description of the uncertainty represented by a scaled hybrid number is shown in Fig. 7 , for an example scale factor of 1/2. The axes represent the numeric variability due to the constituents of stochastic knowledge and subjective knowledge. The dashed indication of a hzzy hnction has been scaled down by a factor of two along the x axis from the subjective estimate. The dot-dashed indication of a probability function has also been scaled down by a factor of two from the stochastic estimate. The x-axis sum of the scaled variabilities is shown plotted as a three-dimensional hybrid number (solid lines).
f Figure 7. A Visual Depiction of a Scaled Hybrid Number
This formulation is understood most clearly if the spread and shape of the hzzy hnction and the probability function do not interact with each other, and if separate stochastic and hzzy mathematics are used. This is the approach implemented in PHASER.
In the limited case for which the scale factor applies uniformly to all input variables in a mathematical analysis (and therefore also to the output), the conventional mathematical properties (identities, commutative property, and associative property for addition and multiplication, and multiplication distributive over addition and subtraction) hold for scalefactor arithmetic with no hrther requirements3.
2) Individual Scale Factors. The more general case (allowing the scale factor to be individually chosen for each input operand), is of more practical interest. For this, a subscripted scale factor, a;, will be introduced.
An important point is that variability for an operand must be entered only one time in equations in 3 which there are multiple occurrences. For example, A -A E 0 . (We may be uncertain about the value of A , but not about the result of subtracting any value of A from itself).
As one way to maintain the desired mathematical properties and to also assure that results meet physical expectations, we choose to average operand scale factors to obtain a resultant scale factor for multiplication and to use an average weighted by the relative contribution of the operands for addition. The following binary operations illustrate the concept:
where j3 i and ? i represent either point estimates of pi(x) and $(x), respectively, or functions (probabilistic and fuzzy, respectively); the operations on the p;(x) are ordinary sum-product convolution; and the operations on the $(x) are fuzzy max-min convolution. The use of the logic represented by Eqns. 16 and 17 assures that the desired mathematical properties (e.g., associativity, commutativity, distributivity) will be maintained.
Eqns. 16 and 17 can be generalized to n operands (nX) by extending the number of subscripts in the equations from two to n. Alternatively, n operands can be combined in successive binary operations by retaining information about prior operations. This is analogous to computing the average of the numbers x, y, and z by averaging x and y, multiplying the result by 2 (number of previous operands), adding z and dividing by 3 (total number of operands).
Confidence Factors
Note that if the additive A weighting ratios are consistent (e.g., it ---f i ), the scale b, + 6 2 ?, + f 2 factors resulting from mathematical operations sum to one. This is an interesting but unnecessary property, e.g., a hybrid number could have a well known fuzzy constituent and a well known stochastic constituent. The unrestricted equations are implemented in PHASER, and so the resultant scale factors are termed "confidence factors."
The attribute of confidence factors is that they provide a metric for the amount of relative knowledge about stochastic information and subjective information, supplementing the indications about the total amount of stochastic variability and subjective uncertainty shown qualitatively.
Disjoint Subsets
The "top event" of a fault tree or fault treelevent tree combination, T, is typically expressed as the Boolean sum of "cutsets," Ci, where each cutset is an intersection (Boolean "and") of basic events, ei. For example,
where C, = e,,e,2 ... e,,,,, C2 = e2,e2, ... e2,,,, etc.
It is often necessary to solve for the probability of the top event, based on knowledge of the probabilities of the basic events. The cutset probabilities can be obtained through algebraic multiplication of the basic event probabilities if the basic events are independent, and seeking independent basic events is central to the logical approach. The top event probability can be computed as the algebraic sum of the cutsets only if the cutsets are disjoint, but in practical problems cutsets are almost never disjoint.
This problem is frequently handled by a "rare-event approximation," meaning that the cutset probabilities are often small enough that the error resulting from the lack of disjointness is small. However, for many practical problems, this assumption is not appropriate, and in fact for these problems, the error in the top event probability can be significant, the computed value even exceeding one (impossible for true probability numbers).
Another technique that partially circumvents the above problem is to compute a "corrected" sum for the most significant terms by using the relation:
P ( A U B ) = P ( A ) + P ( B ) -P ( A ) P ( B )
The disadvantages of this approach are that the above result is only accurate if the involved cutsets have no common basic events, and whether or not this condition is met, the final result is still not correct, since all cutsets are not involved in the computation.
An approach based on the above equation can be used to compute an exact answer by carehlly accounting for the effect of common basic events and applying the procedure to all cutsets, but this approach is excessively complex for most practical problems. In particular, it requires keeping track of nearly 2" entities for a problem having n cutsets. If n is as great as 100 (a common size), the memory requirements become so great that processing can be done only at the expense of reasonable computation time. Because of the memory and time required, exact computations for reasonably large problems are usually not attempted.
The following procedure, implemented in PHASER, solves the above problems. It gives an exact answer, whether or not cutsets are disjoint and whether or not they contain common basic events. It takes advantage of a unique recursive mathematical approach to assure an efficient solution. The description of the procedure follows.
Consider T = C1 U C2 U ... U C,, where T is the top event and the Ci are the cutsets. The requirement is to use arithmetic operations to compute T. Another constraint is to be efficient in computer time and memory.
The basis of the algorithm is to note that:
where + is the appropriate operation, because the sets are disjoint. By "DeMorgan's theorem," Ci = eiiUeizU.. .Ueiq . The result of the required Boolean processing is disjoint sets comprising basic events. The order in which the processing is done has no logical significance, but is extremely important to maximize efficiency.
---Two operations dramatically improve efficiency for significant-sized problems. One of these is the first step in the procedure. The second is the complexity indicator, which is repeated as a basic part of the recursive procedure. The procedure steps are:
1. Any group of basic events that occur only together are given a substitute name for processing by the procedure. They are treated in the procedure as a single variable, although these substitute variables are subsequently replaced by the basic events for the final top event computation.
2. The order of the cutsets is determined by the complexity indicator, essentially indicating how many new terms will be generated by the procedure at each step.
The computation for cutset "i" is the sum of the other cutsets in which variable ' 3' ' does not occur, summed over all variables in cutset i. The cutset with the minimum computed value is used as C1. A tie is resolved in favor of the cutset with the fewest variables (minimizing the number of compares required).
3. C1 is selected as the first disjoint set. It becomes a "compare reference'' for each of the remaining cutsets. The comparison is used to determine new "candidates" for the disjoint cutset collection. The candidates are modified forms of the original cutsets. be done for each of the other cutsets to obtain candidates for the next disjoint set selection.
5. The new candidates are then subjected to a complexity indicator computation, exactly like the original cutsets were. The candidate with the lowest complexity computation becomes the next disjoint set member.
6. C2 fiom the new disjoint set member then takes on the role of C1 in repeating steps 3,4, and 5, and the remaining candidates take on the role of the "remaining cutsets." This iteration is repeated until there are no remaining candidates.
An example illustrates how the procedure works. Boolean minimization is used throughout. The example top event equation is:
Step 1: AB = X; FGH = Y; so T = XC U XD U CDE U X Y
Step 2:
The computations are (counting blanks): for XC, 3; for XD, 3; for CDE, 7; for XY, 4.
Step 3: XC becomes the first disjoint set.
~
Step 4: The intersection of XC with the other cutsets is used to determine the candidates: X F D , F A Y , and CDEX.
Step 5 :
The computations are: for X F D , 3; for CXY , 4; for CDEX, 7 .
Step 3 (second pass): X C D becomes the second disjoint set.
-
Step 4 (second pass): New candidates are determined by intersecting XD with the other previous candidates to obtain: CDXY and CDEX.
--
Step 5 (second pass):
The computations are: for CDXY ,4; for CDEX, 4. The first (two compare variables) is chosen.
Step 3 (third pass): CDXY becomes the third disjoint set,
Step 4 (third pass):
candidate: CDEX. This is the last disjoint set.
is intersected with the other previous candidate to obtain new The result is:
Replacing the substitute variables, we obtain the final answer:
Constrained Mathematics
The mathematics of uncertainty has some subtle requirements. As an example, consider the probabilistic "or" of hzzy inputs. The computation of the probability as an "or" hnction of inputs A and B, for which probabilistic estimates are available, is:
P(AUB) =P(A) +P(B) -P(A)P(B)
The "or" is shown on the left side of the equation, the terms on the right are computed with ordinary addition, subtraction, and multiplication, and the final subtraction is necessary because it is included in each of the previous two terms, and therefore is counted once too much. All of the operations on the right side can be done with hzzy arithmetic, but extreme care is necessary in order to do the problem correctly. The subtlety is that as each individual operation is pe&ormed (at a particular level of presumption and direction)? the above equation must be used as if the variables were crisp (ordinary) at that level of presumption. This cannot be accomplished by h z z y addition, hzzy multiplication, and hzzy subtraction done separately, because the above equation is a crisp equation. Therefore, the hzzy "or" computation cannot be segmented. This is a "constrained" hzzy operation (there are many other examples of such constrained operations). Without the constraint, it is possible to get "probabilities" less than zero or greater than one. As an example, consider the problem below, where we are to compute the probability of A "or" B by adding the probabilities and subtracting the "and." Suppose we solved Eqn. 21 in what might appear to be the "obvious" way--by adding the hzzy numbers P(A) and P(B) and subtracting the hzzy number P(AxB). The result is an "unconstrained" solution, for which three of the solution points are indicated in Figure 8 by Xs. Clearly, there is a problem with this solution, because it gives "probabilities" less than zero and greater than one. The problem lies in the lack of constraint for a problem which is constrained by definition: The dashed line corresponds to the correct constrained operation. If more than two variables are "ored," the above procedure can be applied iteratively. Constrained uncertainty mathematics are implemented in PHASER. The union of cutsets would be sufficient to require constrained mathematics, as outlined above. In addition, the disjoint set solution requires constrained mathematics, because of the presence of negated events. The inverse of a probabilistic event input is one minus the probability of the event.
The negation would ordinarily require inverting the interval bounds, as illustrated in Equation 10 . Since all negated events are accompanied in the top event equation by unnegated events, the constrained operation requires only that the interval limits not be inverted. Since it is expected that PHASER inputs will not include negated events without corresponding unnegated events, this relatively straightforward solution to the constrained mathematics requirement is sufficient.
Dependence Among Inputs
The common assumption of independent inputs is very difficult to achieve in weapon safety problems. As a partial response to this problem, there are capabilities built into some codes, such as LHS, that can accommodate measures of correlation. Since correlation is only a subset of dependence, it is helpfbl in weapon safety analysis to pursue other more comprehensive approaches. One such approach was found applicable to the types of problems for which PHASER is intended. This is called "Dependency Bounds
The basis for DBA is recognition that dependence of inputs for any form of analysis gives results that are bounded by the completely independent case on one extreme, and the value representing the most severe deviation from independence on the other extreme. Mathematical operations following this concept are based on the classical Frechet bounds. Although PHASER Version 1 .OO has no dependence capabilities built in, subsequent versions will allow an optional user input to reflect subjective judgment of the position in the range of dependence values specified by the Frechet bounds. These can be entered for basic events or for the top event. In each case, the Frechet bounds will be displayed as well as any user-selected dependence between bounds.
Displaying Results
Segmented Plots
PHASER output is in the form of segmented (separate stochastic and subjective) uncertainty plots. The user is given side-by-side displays of stochastic variability and subjective uncertainty, along with the corresponding confidence factors. No interpretation is made; the deduction of meaning is a user prerogative. In fbture versions of PHASER, different forms of output, such as three-dimensional combinations of stochastic and subjective idormation may be considered.
Three-Dimensional Plots
A hybrid number can be formulated as a cumulative probability distribution lnction (cdf) that is only fuzzily known. A formal definition depends on monotonicity of the cdfs and nestedness of the h z z y hnctions. Let P denote the set of cdfs defined on the real numbers R, so each element PEP is a surjective hnction p:R+ [O,l] such that p(xl)lp(xz) whenever x1<x2. A hybrid number can be defined as a set of closed intervals, each characterized by a pair of functions from P:
such that for ct,P~ [O,l] , pa(x)>pp(x) 2 qp(x) >qa(X) whenever a<P. Here, a and p represent hzzy membership values (a, p cuts) for values of x. The collection of cuts f -- Figure 9 . Example Three-Dimensional Image of a Hybrid Number across p(x) is from the set F of fuzzy numbers. In Figure 9 , cdfs p(x) and hzzy uncertainty hnctions f(x) fall naturally into a three-dimensional form. When hzzy functions can be represented by a few key vertices (e.g., three for triangular hzzy numbers, four for trapezoidal hzzy numbers), the two-dimensional view of the threedimensional form of Figure 9 taken along the f axis represents sufficient information without using the third dimension. This two-dimensional view is u s e l l for computer routine output displays. The concept is illustrated in Fig. 10 , where the four lines shown are loci for the four vertices of the trapezoidal hzzy numbers in Figure 9 . Version 1 .OO of PHASER does not use either of these output display strategies. They are presented here because they aid in understanding the hybrid processing used in PHASER and because subsequent versions of PHASER may use different forms of output. The formulation described in this section is mathematically equivalent to one based on hzzy numbers and pdfs. However, due to lack of monotonicity of pdfs, the graphical images for hybrid numbers lack the appealing simplicity inherent in the cdfs.
