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value function for Mayer’s problem in optimal control
P. Cannarsa 1, H. Frankowska 2, T. Scarinci 12
Abstract
This paper investigates the value function, V , of a Mayer optimal control problem with the state
equation given by a differential inclusion. First, we obtain an invariance property for the prox-
imal and Fre´chet subdifferentials of V along optimal trajectories. Then, we extend the analysis
to the sub/superjets of V , obtaining new sensitivity relations of second order. By applying sen-
sitivity analysis to exclude the presence of conjugate points, we deduce that the value function
is twice differentiable along any optimal trajectory starting at a point at which V is proximally
subdifferentiable. We also provide sufficient conditions for the local C2 regularity of V on tubular
neighborhoods of optimal trajectories.
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1 Introduction
The value function V of the Mayer optimal control problem plays a fundamental role in the inves-
tigation of optimal trajectories and optimal controls. Being the unique solution of the Hamilton-
Jacobi-Bellman equation
− Vt +H(x,−Vx) = 0, V (T, ·) = φ(·), (1.1)
it was intensively studied since the late fifties. If V is differentiable, then, given an optimal trajec-
tory x¯(·), the function t → p(t) := −∇xV (t, x¯(t)) is the adjoint state (dual arc) of the celebrated
maximum principle, see for instance [19]. Hence, (1.1) implies the following sensitivity relation
involving the dual arc p(·):
(H(x¯(t), p(t)),−p(t)) = ∇V (t, x¯(t)). (1.2)
However, in general, V is not differentiable.
Since the first generalizations of (1.2) in the seminal papers by Clarke and Vinter [15] and
Vinter [27], sensitivity analysis has been developed for different kinds of optimal control problems,
leading to interesting applications to optimal synthesis and regularity of the value function. Typ-
ically, sensitivity relations are given in the form of inclusions of the pair formed by the dual arc
and the Hamiltonian, evaluated along an optimal trajectory, into a suitable generalized differential
of the value function. Such a differential, which was originally identified with Clarke’s generalized
gradient, was later restricted to the Fre´chet superdifferential in many different situations, including
the Bolza, minimum time and Mayer problems, with or without state constraints (see, e.g., [5, 25,
26, 9, 8, 4, 20, 3]). Such restriction is of a crucial importance, because it also allows to get sufficient
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optimality conditions and describe the optimal synthesis, cf. [25, 5]. We refer also to [21] for a
construction of optimal feedback for a convex Bolza problem using subdifferentials of the value
function. Sensitivity relations for nonsmooth value function of the Mayer problem are also useful
for investigation of some geometric properties of reachable sets, see for instance [22].
This paper, which is focussed on Mayer’s problem for differential inclusions, differs from the
aforementioned references mainly in two aspects:
1. We concentrate on sensitivity relations for the proximal and the Fre´chet subdifferentials,
instead of superdifferentials.
2. We aim to obtain second-order inclusions, that is, inclusions of suitable dual pairs into
second-order subjets and superjets of V (t, ·).
While the validity of first-order subdifferential inclusions for the adjoint state has already been
observed and exploited in [6] for the calculus of variations and in [7] for the Bolza optimal control
problem, to the best of our knowledge this is for the first time that second-order sensitivity relations
are obtained for optimal control problems of any kind. Such relations turn out to be very useful
for the analysis of the regularity of the value function: in this paper we apply them to study the
second-order differentiability of V along optimal trajectories.
To become more specific, given a locally Lipschitz final cost φ : Rn → R, for any fixed (t0, x0) ∈
(−∞, T ]×Rn consider the Mayer problem:
minimize φ(x(T )), (1.3)
over all absolutely continuous mappings x : [t0, T ]→ R
n satisfying the differential inclusion
x˙(s) ∈ F (x(s)), for a.e. s ∈ [t0, T ], (1.4)
with the initial condition
x(t0) = x0. (1.5)
Throughout the paper, F : Rn ⇒ Rn is a given multifunction that satisfies a certain set of assump-
tions. In particular, the Hamiltonian H : Rn ×Rn → R, defined as
H(x, p) = sup
v∈F (x)
〈v, p〉, (1.6)
is assumed to be semiconvex with respect to x and differentiable with respect to p 6= 0 with a
locally Lipschitz gradient ∇pH(·, p). Consider now an optimal trajectory x of the Mayer problem
and let p be any dual arc associated with x, that is, (x, p) is a solution of the Hamiltonian system{
x˙(t) ∈ ∂−p H(x(t), p(t)), x(t0) = x0,
−p˙(t) ∈ ∂−x H(x(t), p(t)), −p(T ) ∈ ∂φ(x(T ))
for a.e. t ∈ [t0, T ], (1.7)
where ∂−p H and ∂
−
x H stand for the subdifferentials of H(x, ·) and H(·, p), respectively
1, and ∂φ
for the generalized gradient of φ. In Section 3, we show that
− p(t) ∈ ∂−x V (t, x(t)) for all t ∈ [t0, T ], (1.8)
whenever the above inclusion is satisfied at t0. This fact, together with a similar result for the
superdifferential obtained in [8], enables us to deduce that Fre´chet differentiability of V (t, ·) propa-
gates along optimal trajectories whenever φ is differentiable (see Proposition 3.3 below for a more
1We recall that p(t) 6= 0 for all t ∈ [t0, T ] whenever p(T ) 6= 0. In this case, the first inclusion in (1.7) becomes
x˙(t) = ∇pH(x(t), p(t)) for all t ∈ [t0, T ].
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general statement). Furthermore, when φ is locally semiconcave, we get the full first-order sensi-
tivity relation (1.2) on [t0, T ). Note that, if V (t, ·) is differentiable at x¯(t), then (1.8) implies the
well-known relation p¯(t) = −∇xV (t, x¯(t)). That is, (1.8) links solutions of the so-called character-
istic system (1.7) to the gradient ∇xV (t, ·) of the value function along the trajectory x¯.
If V (t, ·) is twice Fre´chet differentiable at x¯(t) for all t ∈ [t0, T ] and H is sufficiently smooth
on a neighborhood of ∪t∈[t0,T ](x¯(t), p¯(t)), then the Hessian −∇
2
xxV (t, x¯(t)) is the solution of the
celebrated matrix Riccati equation: R(T ) = −∇2φ(x¯(T )) and
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0, (1.9)
where Hpx[t] abbreviates ∇
2
pxH(x(t), p(t)), and similarly for Hxp[t],Hpp[t],Hxx[t].
Matrix Riccati equations have been intensively studied in connection with the framework of the
linear quadratic regulator problems and have led to many applications. More recently, there has
been interest in their state dependent analogues, and extensions of optimal feedback expressions,
based on solutions of a Riccati equation, to more general control problems have been sought.
Since, in general, the value function is not differentiable, in what concerns second-order sensi-
tivity relations it is natural to study sub- and superjets. These sets provide second-order upper and
lower approximations of the value function in the same way as the Fre´chet sub- and superdifferen-
tials do for first order estimates (see Section 2.4 below for the definition of superjets and subjets).
Such second-order sensitivity relations seem to be absent from the current literature.
To derive a second-order analogue of (1.8), set q0 := p(t0), where p still denotes a dual arc
associated with x, and let Q0 be any symmetric n×n matrix such that (−q0,−Q0) ∈ J
2,−
x V (t0, x0),
where the latter stands for the subjet of the function V (t0, ·) evaluated at x0. Assuming H of class
C2,1(Rn×(Rnr{0})) and p 6= 0, we consider equation (1.9) with the initial condition R(t0) = −Q0.
Such a Riccati equation has a unique solution on its maximal interval of existence which may escape
to infinity in a finite time because of the presence of a quadratic term. This is the main reason for
loosing differentiability of V (t, ·), even when the cost function φ and the Hamiltonian are smooth.
So, let a ∈ (t0, T ] be such that R(·) is well defined on the interval [t0, a]. Then, we prove the
following second-order sensitivity relation for the subjet of V (t, ·) along x :
(−p(t),−R(t)) ∈ J2,−x V (t, x(t)) for all t ∈ [t0, a]. (1.10)
Moreover, when φ is locally semiconcave, we show that the solution to (1.9) is global so that the
above inclusion is satisfied for every t ∈ [t0, T ] (see Theorem 3.8). Finally, we complete our analysis
of sensitivity relations with a similar result for superjets, which holds true backwards starting from
time T (see Theorem 3.6).
In the last part of this paper, we use sensitivity analysis and comparison results for Riccati
equations to investigate the second-order regularity of V (t, ·) along an optimal trajectory x. Namely,
suppose that V (t0, ·) is twice Fre´chet differentiable at x0 and let x¯ be an optimal trajectory having
a nonvanishing dual arc p¯. Then we show that V (t, ·) stays twice Fre´chet differentiable at x(t) on
the interval of existence of the solution R(·) to (1.9) with R(t0) = −∇
2
xxV (t0, x0), and moreover
R(t) = −∇2xxV (t, x(t)) (see Theorem 4.1). Furthermore, when φ, hence V , is locally semiconcave,
such an interval extends to the whole set [t0, T ]. A similar statement holds true also “backward”
in time: if φ is twice Fre´chet differentiable at x¯(T ), then under some technical assumptions (see
Theorem 4.4 for the details), V (t, ·) is twice Fre´chet differentiable at x¯(t) for all t such that the
solution R(·) of (1.9), with the final condition R(T ) = −∇2φ(x¯(T )), exists on [t, T ].
Finally, we investigate the local C2 regularity of V when the cost φ is of class C2. For this
aim we first guarantee that the solution to the relevant Riccati equation exists globally by proving
3
the first-order sensitivity relation (1.8) for proximal—rather than Fre´chet—subdifferentials. This
allows us to deduce that if V (t0, ·) has a nonempty proximal subdifferential at x0 and x¯ is an
optimal trajectory starting at x0 at time t0, then V (t, ·) is of class C
2 in a neighborhood of x(t) for
all t ∈ [t0, T ] (see Theorem 4.5). Let us recall that every lower semicontinuos function defined on
an open subset Ω of a finite dimensional space has a nonempty proximal subdifferential on a dense
subset of Ω. That is, in some sense, our result is about the generic local C2−regularity of value
functions when data are sufficiently smooth. Earlier results in this direction were obtained for the
Bolza problem in [6, 7] for H strongly convex with respect to p. Since this is not the case of the
Hamiltonian associated to the Mayer problem, our results can not be deduced from these earlier
works and our proof is based on different arguments.
This paper is organized as follows. In Section 2, we fix the notation and we recall basic material
for later use. Section 3 is devoted to first- and second-order sensitivity relations. Finally, Section
4 concerns the propagation of the second-order Fre´chet differentiability of V (t, ·), as well as local
C2 regularity, along optimal trajectories.
2 Preliminaries
In this section, we review the basic concepts that are used in the sequel.
2.1 Notation and basic facts
Here, we quickly list the notation, various definitions, and basic facts. Further details can be found
in several sources, for instance in [2, 10, 14, 28].
We denote by | · | the Euclidean norm in Rn, by 〈·, ·〉 the inner product and by [a, b] the segment
connecting the points a and b of Rn. B(x, ǫ) and B˚(x, ǫ) are, respectively, the closed and open balls
of radius ǫ > 0 centered at x, and Sn−1 the unit sphere in Rn. Moreover, we use the shortened
notation B = B(0, 1). Define a+ = max{a, 0} for all a ∈ R. For any subset E of Rn, denote its
boundary by ∂E and its convex hull by coE.
M(n) is the set of n× n real matrices, S(n) is the set of symmetric n× n real matrices, ‖ Q ‖
denotes the operator norm and Q∗ the transpose of Q for any Q ∈ M(n), while In is the n × n
identity matrix. Recall that ‖ Q ‖= sup{|〈Ax, x〉| : x ∈ Sn−1} for every Q ∈ S(n).
For an extended real-valued function f : Rn → [−∞,+∞], dom(f) := {x ∈ Rn : f(x) 6= ±∞}
is called the domain of f . If f : [t0, t1] → R
n is continuous, define ‖f‖∞ = maxt∈[t0,t1] |f(t)|.
C([t0, t1];R
n) and W 1,1 ([t0, t1];R
n) are the spaces of all continuous and absolutely continuous
functions x : [t0, t1] → R
n, respectively. Moreover, we usually refer to an absolutely continuous
function x : [t0, t1] → R
n as an arc. The space Ck(Ω), where Ω is an open subset of Rn, is the
space of all functions that are continuously differentiable k times on Ω. The Ho¨lder space Ck,m(Ω)
consists of those functions having continuous derivatives up to order k and such that the k−th
partial derivatives are Ho¨lder continuous with exponent m, where 0 < m ≤ 1. Consider a locally
Lipschitz function f : Ω ⊂ Rn → R, where Ω is an open set. The gradient of f is ∇f(·), which
exists a.e. in Ω. Moreover, if f is twice Fre´chet differentiable at some x ∈ Ω, then ∇2f(x) denotes
the second-order Fre´chet derivative of f at x, also called Hessian of f at x. Note that ∇2f(x) is a
symmetric matrix (see, e.g., [18]).
Let f : Ω→ R be any real-valued function defined on an open set Ω ⊂ Rn. For any x ∈ Ω, the sets
∂−f(x) =
{
p ∈ Rn : lim inf
y→x
f(y)− f(x)− 〈p, y − x〉
| y − x |
≥ 0
}
,
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∂+f(x) =
{
p ∈ Rn : lim sup
y→x
f(y)− f(x)− 〈p, y − x〉
| y − x |
≤ 0
}
are the (Fre´chet) subdifferential and superdifferential of f at x, respectively. Furthermore, a vector
p ∈ Rn is said to be a proximal subgradient of f at x ∈ Ω if there exist c, ρ ≥ 0 such that
f(y)− f(x)− 〈p, y − x〉 ≥ −c|y − x|2, ∀y ∈ B(x, ρ).
The set of all proximal subgradients of f at x, denoted by ∂−,prf(x), is referred to as the proximal
subdifferential of f at x. Note that ∂−,prf(x), which may be empty, is a subset of ∂−f(x). Moreover,
if f is of class C1,1 in a neighborhood of x, then ∂−,prf(x) is the singleton {∇f(x)}. If f is Lipschitz,
a vector ζ is a reachable gradient of f at x ∈ Ω if there exists a sequence {xj} ⊂ Ω converging to
x such that f is differentiable at xj for all j ∈ N, and ζ = limj→∞∇f(xj). Let ∂
∗f(x) denote the
set of all reachable gradients of f at x. The (Clarke) generalized gradient of f at x ∈ Ω, denoted
by ∂f(x), is the set co (∂∗f(x)). In fact, in the definition of ∂f(x), one can take {xj} ⊂ Ω \Ω0, for
any set Ω0 of Lebesgue measure zero, cf. [14].
For a mapping G : Rn × Rm → R, associating to each x ∈ Rn and y ∈ Rm a real number, we
denote by ∇xG, ∇yG the partial gradients (when they do exist); the partial generalized gradients
will be denoted by ∂xG, ∂yG, and similarly for the partial Fre´chet/proximal sub/superdifferentials.
If G is twice differentiable, then ∇2xxG, ∇
2
yyG, and ∇
2
xyG stand for its partial Hessians.
Finally, for an open set Ω ⊂ Rn, f : Ω→ R is semiconcave if it is continuous in Ω and there exists a
constant c such that f(x+h)+f(x−h)−2f(x) ≤ c|h|2, for all x, h ∈ Rn such that [x−h, x+h] ⊂ Ω.
We say that a function f is semiconvex on Ω if and only if −f is semiconcave on Ω. We recall
below some properties of semiconcave functions (for further details see, for instance, [10]).
Proposition 2.1. Let Ω ⊂ Rn be open, f : Ω → R be a semiconcave function with semiconcavity
constant c, and let x ∈ Ω. Then, f is locally Lipschitz on Ω and
1. p ∈ Rn belongs to ∂+f(x) if and only if, for any y ∈ Ω such that [y, x] ⊂ Ω,
f(y)− f(x)− 〈p, y − x〉 ≤ c|y − x|2. (2.1)
2. ∂f(x) = ∂+f(x) = co (∂∗f(x)).
3. If ∂+f(x) is a singleton, then f is differentiable at x.
If f is semiconvex, then (2.1) holds reversing the inequality and the sign of the quadratic term,
and the other two statements are true with the subdifferential instead of the superdifferential.
The result below follows from [10, Proposition 1.1.3] and from Theorems 2.3 and 2.8 in [24].
Theorem 2.2. Let Ω ⊂ Rn be open and f : Ω → R be a differentiable semiconcave function with
semiconcavity constant c. Then, f is twice Fre´chet differentiable a.e. in Ω and ∇2f(x) ≤ cI for
a.e. x ∈ Ω, in the sense of quadratic forms.
For a better justification of the main theorem in Section 4.1, we recall next a technical result.
Lemma 2.3. Let G : Rk → Rk, G ∈ C1(Ω) for some open set Ω ⊂ Rk. Denote by y(·; y0) the
solution to {
y˙(t) = G(y(t)) on [0, T ],
y(0) = y0,
(2.2)
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and assume that for some y0 ∈ R
k, y(·) := y(·; y0) is defined on [0, T ] and takes values in Ω.
Consider the linear system: {
ψ˙(t) = DG(y(t))ψ(t) on [0, T ],
ψ(0) = Ik,
(2.3)
and denote its solution by ψ, ψ : [0, T ]→M(k). Then, for all y0 in a neighborhood of y0, we have
y(t; y0) = y(t) + ψ(t)(y0 − y0) + ot(| y0 − y0 |) on [0, T ] (2.4)
where
lim
y→y0
ot(| y − y0 |)
|y − y0|
= 0,
uniformly in t. That is, ψ is the derivative of the map y0 7→ y(·; y0) ∈ C([0, T ];R
n) evaluated at y0.
2.2 Second-order superjets and subjets
We start by recalling the definition of the second-order superjets and subjets. For a comprehensive
treatment and references to the literature on this subject we refer to [16, 17].
Definition 2.4. Let f : Rn → [−∞,+∞] be an extended real-valued function and let x ∈ dom(f).
A pair (q,Q) ∈ Rn×S(n) is said to be a superjet of f at x if or some δ > 0 and for all y ∈ B(x, δ),
f(y) ≤ f(x) + 〈q, y − x〉+
1
2
〈Q(y − x), y − x〉+ o(| y − x |2). (2.5)
The set of all the superjets of f at x is denoted by J2,+f(x). Similarly, a pair (q,Q) ∈ Rn × S(n)
is called a subjet of f at x if there exists δ > 0 such that, for all y ∈ B(x, δ),
f(y) ≥ f(x) + 〈q, y − x〉+
1
2
〈Q(y − x), y − x〉+ o(| y − x |2). (2.6)
The set of all the subjets of f at x is denoted by J2,−f(x).
Equivalently, one can define the set of all the subjets of f at x as J2,−f(x) := −J2,+(−f(x)).
Remark 2.5. By Proposition 2.1, if f is semiconcave on a neighborhood of x with a semiconcavity
constant c, then for any p ∈ ∂+f(x) we have (p, cI) ∈ J2,+f(x).
From a geometrical point of view, the existence of a superjet (q,Q) ∈ J2,+f(x) corresponds to
the possibility of “approximating” f from above by a C2 function with the gradient and Hessian
given by q and Q, respectively. This leads to an equivalent definition of superjet in terms of the
so-called smooth test functions.
Proposition 2.6. Let f : Rn → [−∞,+∞] be an extended real-valued function and let x ∈ dom(f).
The following statements are equivalent:
(i) (q,Q) ∈ J2,+f(x),
(ii) there exists φ ∈ C2(Rn;R) such that f ≤ φ, f(x) = φ(x), and (∇φ(x),∇2φ(x)) = (q,Q).
We give the proofs of this and of the next result below for the readers convenience.
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Proof. The nontrivial point of the conclusion is the existence of a smooth function touching f
from above at x with the gradient and Hessian given by a fixed element in J2,+f(x). So, let
(q,Q) ∈ J2,+f(x). Set g(0) = 0, and for every r > 0 define
g(r) :=
1
r2
sup
y∈B(x,r)
(
f(y)− f(x)− 〈q, y − x〉 −
1
2
〈Q(y − x), y − x〉
)+
.
By (2.5), g(r) tends to zero as r → 0+. Let g˜ denote the upper envelope of g, defined ∀ r ≥ 0 as
g˜(r) = inf
δ>0
sup
y∈[(r−δ)+,r+δ]
g(y).
Then, g˜ is upper semicontinuous, g˜(r)→ 0 when r → 0+, and g˜ ≥ g. By a well-known result (see,
e.g., Lemma 3.1.8 in [10]), there exists a continuous nondecreasing function w : [0,+∞)→ [0,+∞)
such that w(r) → 0 as r → 0+, g˜(r) ≤ w(r) for any r ≥ 0, and the function γ(r) := rw(r) is C1
on [0,+∞), and satisfies γ′(0) = 0. Define for all r ≥ 0, β(r) =
∫ 2r
r
γ(s) ds. From the relations
β(0) = β′(0) = β′′(0) = 0 and β(r) ≥ rγ(r) ≥ r2g˜(r), we deduce that the function
φ(y) := f(x) + 〈q, y − x〉+
1
2
〈Q(y − x), y − x〉+ β(| y − x |), y ∈ Rn,
belongs to C2(Rn;R), and moreover (∇φ(x),∇2φ(x)) = (p,Q), φ(x) = f(x), and
φ(y)− f(y) ≥ β(| y − x |)− g(| y − x |) | y − x |2≥ 0.
This completes the proof.
It is also clear that, in (ii) above, one can replace the condition “φ of class C2(Rn;R)” by the
condition “φ of class C2 in a neighborhood of x”.
Proposition 2.7. Let f : Rn → [−∞,+∞] be an extended real-valued function and let x ∈ dom(f).
Then the following properties hold:
(i) J2,+f(x) is a convex subset of Rn × S(n),
(ii) for any q ∈ Rn, the set {Q ∈ S(n) : (q,Q) ∈ J2,+f(x)} is a closed convex subset of S(n),
(iii) if f ≤ g and f(x̂) = g(x̂) for some x̂ ∈ Rn, then J2,+g(x̂) ⊂ J2,+f(x̂).
(iv) if (q,Q) ∈ J2,+f(x), then (q,Q′) ∈ J2,+f(x) for all Q′ ∈ S(n) such that Q′ ≥ Q. Thus, the
set J2,+f(x) is either empty or unbounded.
Proof. Below we prove only (ii). The other points are just as easy to prove. Note that convexity
follows from (i). Suppose that the set J2,+f(x) is nonempty, and that for a fixed q ∈ Rn and
Xi ∈ S(n), i = 1, 2, ... satisfying (q,Xi) ∈ J
2,+f(x) we have Xi → X as i→∞ for some X ∈ S(n).
Then, for any ǫ > 0 there exists δi such that for all y ∈ B(x, δi),
f(y) ≤ f(x) + 〈q, y − x〉+
1
2
〈Xi(y − x), y − x〉+
ǫ
2
| y − x |2 .
Now, choose N such that ‖ XN −X ‖≤ ǫ and set δ := δN . Then, for all y ∈ B(x, δ),
f(y)− f(x)− 〈q, y − x〉 −
1
2
〈XN (y − x), y − x〉 −
1
2
〈(X −XN )(y − x), y − x〉
≤
ǫ
2
| y − x |2 +
1
2
‖ X −XN ‖| y − x |
2≤ ǫ | y − x |2 .
Thus, (q,X) ∈ J2,+f(x) and claim (ii) follows.
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Remark 2.8. The set J2,+f(x) is not necessarily closed. To see that, consider the function f : R→ R
defined by f(x) = 0 for x ≤ 0 and f(x) = −x for x ≥ 0. Then
J2,+f(0) =
(
(−1, 0) ×R
)
∪
(
{0,−1} × [0,+∞)
)
.
One can get analogues of Propositions 2.6 and 2.7 with J2,+f(x) replaced by J2,−f(x).
Further remarks are in order. The sets of superjets or subjets may be empty. However, if
J2,+f(x) and J2,−f(x) are both nonempty, then f is differentiable at x and, for any (q1, Q1) ∈
J2,+f(x) and (q2, Q2) ∈ J
2,−f(x), we have that q1 = q2 = ∇f(x) and Q1 ≥ Q2.
2.3 Differential inclusions and main assumptions
Here we introduce our main assumptions. We refer the reader to [1] and [14] for basic results on
differential inclusions, and to [11] and [8] for a discussion of assumption (H) below.
Consider a multifunction F mapping Rn to the subsets of Rn. Throughout this paper, we shall
assume that F satisfies the following collection of classical assumptions, which allows us to use the
well-developed theory of differential inclusions:
(SH)

(i) F (x) is nonempty, convex, compact for each x ∈ Rn,
(ii) F is locally Lipschitz,
(iii) ∃ γ > 0 so that max{|v| : v ∈ F (x)} ≤ γ(1 + |x|) ∀x ∈ Rn.
Recall that a multifunction F : Rn ⇒ Rn with nonempty compact values is locally Lipschitz if for
each x ∈ Rn there exists a neighborhood K of x and a constant c > 0, which may depend on K,
such that F (z) ⊂ F (y) + c | z − y | B for all z, y ∈ K.
We usually refer to the Mayer problem (1.3)-(1.5) as P(t0, x0). Under assumption (SH), if
φ is lower semicontinuous, then P(t0, x0) has at least one optimal solution, that is, a trajectory
x(·) ∈ W 1,1 ([t0, T ];R
n) of (1.4)-(1.5) such that φ(x(T )) ≤ φ(x(T )), for any trajectory x(·) ∈
W 1,1 ([t0, T ];R
n) of (1.4)-(1.5).
In this paper we impose, in addition to (SH), the following assumptions on F involving the
Hamiltonian associated with F , that is, the function H : Rn × Rn → R defined by (1.6):
(H)

for every r > 0
(i) ∃ c ≥ 0 so that , ∀p ∈ Sn−1, x 7→ H(·, p) is semiconvex on B(0, r) with constant c,
(ii) ∇pH(x, p) exists and is Lipschitz in x on B(0, r), uniformly for p ∈ R
n
r {0}.
Lipschitz multifunctions with closed convex values always admit parameterizations by Lipschitz
functions (see e.g. [2]), but in general a smooth parameterizations does not exist. We point out
that, in [11], the authors have provided a method to generate many examples of multifunctions
satisfying (SH) and (H) without, in general, admitting a parameterizations being C1 in x. Let
us now quickly recall some consequences of (H). The semiconvexity of the map x 7→ H(x, p) on
B(0, r) is equivalent to the mid-point property of the multifunction F on B(0, r), that is,
2F (x) ⊂ F (x+ z) + F (x− z) + c | z |2 B
for all x, z such that x± z ∈ B(0, r). Moreover, we have the following “splitting” formulas for ∂H.
Lemma 2.9. Let H be as in (1.6).
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(i) If H is locally Lipschitz and H(·, p) is locally semiconvex, uniformly for p ∈ Sn−1, then
∂H(x, p) ⊂ ∂−x H(x, p)× ∂
−
p H(x, p), ∀(x, p) ∈ R
n × Rn.
(ii) Under assumptions (SH) and (H), we have that
∂H(x, p) = ∂−x H(x, p)× ∂
−
p H(x, p), ∀(x, p) ∈ R
n × Rn. (2.7)
Proof. Point (i) is just [11, Corollary 1]. In order to prove (ii), it suffices to show that
∂−x H(x, p)× ∂
−
p H(x, p) ⊂ ∂H(x, p), ∀(x, p) ∈ R
n ×Rn. (2.8)
Let r > 0 and let cr ≥ 0 be a semiconvexity constant forH(·, p) on B(0, r), uniform for p ∈ S
n−1. By
the convexity of H(x, ·) and assumption (H) we have that, for all x, y ∈ B(0, r), all p, q ∈ Rn \ {0},
and all ξ ∈ ∂−x H(x, p),
H(y, q)−H(x, p)− 〈ξ, y − x〉 − 〈∇pH(x, p), q − p〉
= H(y, q)−H(y, p)− 〈∇pH(x, p), q − p〉+H(y, p)−H(x, p)− 〈ξ, y − x〉
≥ 〈∇pH(y, p)−∇pH(x, p), q − p〉 − cr |p| |y − x|
2
≥ −kr |y − x| |q − p| − cr |p| |y − x|
2,
where kr is a Lipschitz constant for ∇pH(·, p) on B(0, r), uniform for p ∈ S
n−1. Therefore,
(ξ,∇pH(x, p)) is a proximal subgradient of H at (x, p) and, as such, it belongs to ∂H(x, p). This
proves (2.8) for p 6= 0. Thus, it remains to show that
∂−x H(x, 0) × ∂
−
p H(x, 0) ⊂ ∂H(x, 0), ∀x ∈ R
n. (2.9)
Let x ∈ Rn and observe that ∂−x H(x, 0) = {0} because H(x, 0) ≡ 0. So,
∂−x H(x, 0) × ∂
−
p H(x, 0) = co
(
{0} × ∂∗pH(x, 0)
)
. (2.10)
Let η ∈ ∂∗pH(x, 0) and let pn ∈ R
n \ {0} be such that pn → 0 and ∇pH(x, pn)→ η as n→∞
2. In
view of (2.7), that we have justified for p 6= 0, we have that ∂H(x, pn) = ∂
−
x H(x, pn)×{∇pH(x, pn)}
for all n ≥ 1. Moreover, sup
v∈∂−x H(x,pn)
|v| → 0 as n → ∞ because for some k > 0, H(·, pn) is
Lipschitz on B(x, 1) with constant k|pn| for all n ≥ 1. So, by the upper semicontinuity of ∂H,
(0, η) ∈ ∂H(x, 0) and (2.9) follows from (2.10). This completes the proof.
Thanks to the above properties, the maximum principle (see, e.g., [14, Theorem 3.2.6] for a
standard formulation) takes the following form.
Theorem 2.10. Assume that (SH) and (H)(i) hold and suppose φ : Rn → R is locally Lipschitz.
If x(·) is an optimal solution for P(t0, x0), then there exists an arc p : [t0, T ]→ R
n which, together
with x(·), satisfies {
x˙(s) ∈ ∂−p H(x(s), p(s)),
−p˙(s) ∈ ∂−x H(x(s), p(s)),
for a.e. s ∈ [t0, T ] (2.11)
and
− p(T ) ∈ ∂φ(x(T )). (2.12)
2Observe that this approximation is possible even when H(x, ·) is differentiable at 0.
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An absolutely continuous function p(·) satisfying the Hamiltonian system (2.11) and the tranver-
sality condition (2.12) is called a dual arc associated with x(·). Moreover, if v belongs to ∂pH(x, p),
then v ∈ F (x) and 〈p, v〉 = H(x, p). Thus, the system (2.11) encodes the equality
H(x(t), p(t)) = 〈p(t), x˙(t)〉 for a.e. t ∈ [t0, T ]. (2.13)
This equality shows that the scalar product 〈v, p(t)〉 is maximized over F (x(t)) by v = x˙(t), and for
this reason the previous theorem is referred to as the maximum principle (in Hamiltonian form).
Remark 2.11. Let p be a dual arc associated with the optimal trajectory x. Observe that under
assumption (SH) there are only two possible cases:
(i) either p(t) 6= 0 for all t ∈ [t0, T ],
(ii) or p(t) = 0 for all t ∈ [t0, T ].
Indeed, consider r > 0 such that x([t0, T ]) ⊂ B(0, r). If we denote by cr a Lipschitz constant for F
on B(0, r), then cr|p| is a Lipschitz constant for H(·, p) on B(0, r). Thus,
|ζ| ≤ cr|p| ∀ζ ∈ ∂
−
x H(x, p), ∀x ∈ B(0, r), ∀p ∈ R
n. (2.14)
Hence, in view of (2.11), |p˙(s)| ≤ cr|p(s)| for a.e. s ∈ [t0, T ]. Gronwall’s Lemma allows to conclude.
Remark 2.12. Under the assumptions of Theorem 2.10, if ∂+φ(x(T )) 6= ∅, then for any q ∈
∂+φ(x(T )) there exists an arc p such that the pair (x, p) satisfies (2.11) and −p¯(T ) = q. Indeed,
since q ∈ ∂+φ(x(T )), there exists a function g ∈ C1(Rn;R) such that g ≥ φ, g(x(T )) = φ(x(T )),
and ∇g(x(T )) = q (see, for instance, [10, Proposition 3.1.7]). Then, x is still optimal for the Mayer
problem (1.3)-(1.5) with φ replaced by g. Thus, by Theorem 2.10 there exists an arc p such that
the pair (x, p) satisfies (2.11) and −p¯(T ) = q.
The existence of the gradient of H with respect to p at some (x, p) is equivalent to the fact that
the argmax set of 〈v, p〉 over v ∈ F (x) is the singleton {∇pH(x, p)}, that is,
H(x, p) = 〈∇pH(x, p), p〉, ∀p 6= 0. (2.15)
In turn, (2.15) implies that for every x the boundary of F (x) does not contain intervals [a, b] with
a 6= b. Moreover, assumption (H) allows to state the following result.
Lemma 2.13. Assume that (SH) and (H) hold, and let p : [t, T ]→ Rn \ {0} be continuous. Then
for each ζ ∈ Rn the Cauchy problem{
y˙(s) = ∇pH(y(s), p(s)) for all s ∈ [t, T ] ,
y(t) = ζ,
(2.16)
has a unique solution y(·; t, ζ). Moreover, for every ζ ∈ Rn there exists k ≥ 0 such that |y(s; t, ζ)−
y(s; t, z)| ≤ ek(s−t)|z − ζ| for all z ∈ B(ζ, 1), s ∈ [t, T ].
Remark 2.14. Suppose that x(·) is optimal for P(t0, x0) and p(·) is a nonvanishing dual arc asso-
ciated to x(·). Then, Lemma 2.13 implies that x(·) is the unique solution of (2.16) with t = t0 and
y(t0) = x0. Furthermore, in this case, x(·) is of class C
1 and the maximum principle (2.13) holds
true for all t ∈ [t0, T ]. If p ≡ 0 is a dual arc, then (2.13) continues to hold everywhere on [t0, T ].
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The value function V : (−∞, T ] × Rn → R associated to the Mayer problem is defined by: for
all (t0, x0) ∈ (−∞, T ]× R
n
V (t0, x0) = inf
{
φ(x(T )) : x ∈W 1,1 ([t0, T ];R
n) satisfies (1.4)− (1.5)
}
. (2.17)
It is well known that, under assumption (SH), if φ is locally Lipschitz, then V is locally Lipschitz
and satisfies, in the viscosity sense, the Hamilton-Jacobi equation (1.1), whereH is the Hamiltonian
associated to F by (1.6). The semiconcavity of V was investigated under the current assumptions
in [11]. Finally, recall that V satisfies the dynamic programming principle. This means that if y(·)
is a trajectory of the system (1.4)-(1.5), then the function s 7→ V (s, y(s)) is nondecreasing, and is
constant if and only if y(·) is optimal P(t0, x0).
2.4 An overview of the theory of conjugate points in optimal control
There is a close link between the theory of conjugate times, Riccati equations and second-order
regularity properties of the value function. Here we wish to summarize some facts used hereafter.
A detailed exposition of such results, more suited to the purposes of the present paper, is given in
[12, 6]. Other details about Riccati equations can be found, e.g., in [23].
Consider functions H : Rn × Rn → R, φ : Rn → R, and the Hamilton-Jacobi equation{
−∂tu(t, x) +H(x,−ux(t, x)) = 0 in (−∞, T )× R
n,
u(T, x) = φ(x), x ∈ Rn.
(2.18)
Under appropriate assumptions, (2.18) has a unique viscosity solution which may be nonsmooth
even when the data H and φ are smooth. On the other hand, the regularity of the solution of
(2.18) is strictly connected with the characteristic system below:{
x˙(t) = ∇pH(x(t), p(t)), x(T ) = z,
−p˙(t) = ∇xH(x(t), p(t)), −p(T ) = ∇φ(z).
(2.19)
Assume that for some z ∈ Rn the solution of (2.19) is defined on (−∞, T ] and denote it by
(x(·, z), p(·, z)). Here we suppose that H and φ are of class C2 in some neighborhoods of the set⋃
t≤T {(x(t, z), p(t, z))} and the point z, respectively. If H is the Hamiltonian associated to the
Mayer problem by (1.6), then (2.19) coincides with the Hamiltonian system from Theorem 2.10
whenever ∇φ(z) 6= 0. By differentiating the solution map of (2.19) with respect to z, we obtain
that
(
d
dz
x(·, z), d
dz
p(·, z)
)
satisfies the variational system: for t ∈ (−∞, T ],{
X˙(t) = Hxp[t]X(t) +Hpp[t]P (t), X(T ) = I,
−P˙ (t) = Hxx[t]X(t) +Hpx[t]P (t), −P (T ) = ∇
2φ(z),
(2.20)
where Hij[t] stands for ∇
2
ijH(x(t, z), p(t, z)), for i, j ∈ {x, p}. The solution of (2.20), which depends
on z, is denoted by (X,P ). Note that X(t) is invertible for t sufficiently close to T , and moreover
the function R(t) := P (t)X(t)−1, as long as X(t) is invertible, solves the Riccati equation{
R˙+Hpx[t]R+RHxp[t] +RHpp[t]R+Hxx[t] = 0,
R(T ) = −∇2φ(z).
(2.21)
SinceHpp[t], Hxx[t], ∇
2φ(z) are symmetric matrices andHpx[t] = Hxp[t]
∗, alsoR∗(·) solves equation
(2.21). From the uniqueness of the solution of (2.21) we deduce that R(·) = R∗(·), that is, the
values of R(·) are symmetric matrices.
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The solution of (2.21) may escape to infinity in a finite time t < T , because of the presence of
the quadratic term RHpp[t]R. For any z ∈ R
n, define
tc = inf
{
t ∈ (−∞, T ] : R(s) is defined for all s ∈ [t, T ]
}
.
If tc > −∞, then it is called a conjugate time for z, and limtցtc ‖ R(t) ‖= +∞. Equivalently,
tc = inf
{
t ∈ (−∞, T ] : detX(s) 6= 0 for all s ∈ [t, T ]
}
,
and, if tc > −∞, then detX(tc) = 0. It is well known that, if Hpp[·] ≥ 0 on [tc, T ], then the solution
of the linear equation {
Q˙(t) +Hpx[t]Q(t) +Q(t)Hxp[t] +Hxx[t] = 0,
Q(T ) = −∇2φ(z).
(2.22)
satisfies Q(t) ≤ R(t), in the sense that for any x ∈ Rn we have that 〈(R(t) − Q(t))x, x〉 ≥ 0 for
all t ∈ (tc, T ]. In particular, for all η ∈ B and t ∈ (tc, T ], 〈R(t)η, η〉 ≥ − ‖ Q(t) ‖. Since R(t) is
symmetric, if tc > −∞, then for some xt ∈ S
n−1 we have 〈R(t)xt, xt〉 → +∞ as tց tc.
If (x(·, z), p(·, z)) is given on a finite time interval [t0, T ], then the above definition of conjugate
time can be adapted, by saying that tc ∈ [t0, T ] is a conjugate time for z if R(·) is well defined on
(tc, T ] and limtցtc ‖ R(t) ‖= +∞. Equivalently, if detX(t) 6= 0 for all t ∈ (tc, T ] and detX(tc) = 0.
In the present context, the occurrence of a conjugate time corresponds to the first time, pro-
ceeding backward, when V (t, ·) stops to be twice differentiable at x(t). More precisely, the assertion
is as follows:
Theorem 2.15. Let (t0, z0) ∈ (−∞, T ] × R
n and assume that a solution of (2.19) with z = z0
exists on [t0, T ]. Define for t ∈ [t0, T ], ρ > 0
Mt,ρ(z0) = {(x(t), p(t)) ∈ R
n ×Rn : (x, p) solves (2.19) with z ∈ B˚(z0, ρ)}.
Assume that H is of class C2 in a neighborhood of ∪t∈[t0,T ]Mt,δ(z0) for some δ > 0, and that φ is
of class C2 in a neighborhood of z0. Consider any t ∈ [t0, T ]. Then the following are equivalent:
1. there exists ρ > 0 such that, for all t ∈ [t, T ], Mt,ρ(z0) is the graph of a continuously differen-
tiable map Φt : Ot 7→ R
n, where Ot is an open subset of R
n. Furthermore, the Jacobian DΦt
of Φt satisfies
DΦt(x(t)) = P (t)X(t)
−1 ∀t ∈ [t, T ], (2.23)
where (x, p) and (X,P ) are the solutions of (2.19) and (2.20) respectively with z ∈ B(z0, ρ);
2. the interval [t, T ] contains no conjugate time for z0.
Furthermore, suppose that H ∈ C2,1 in a neighborhood of ∪t∈[t0,T ]Mt,δ(z0) for some δ > 0, and, for
some m ∈ (0, 1], φ ∈ C2,m in a neighborhood of z0. If any of the conditions 1-2 holds true, then
there exist ρ > 0, c > 0 such that Φt is of class C
1,m(Ot) with Ho¨lder constant c for all t ∈ [t, T ].
The equivalence of the above two statements was proved in [12]. If φ ∈ C2,m(B˚(z0, ρ)), then one
can easily deduce that DΦt(x(t)) must be Ho¨lder continuous with exponent m, for all t ∈ [t¯, T ],
thanks to (2.23) and the fact that (X,P ) is the solution of the linear system of ODEs (2.20).
Remark 2.16. We point out that, when H is the Hamiltonian defined in (1.6) and V is differentiable
with respect to x, we have already proved in [8] that Φt(x(t)) = −∇xV (t, x(t)) for all t ∈ (tc, T ].
The first point of Theorem 2.15 means that V (t, ·) is of class C2 in a neighborhood of x(t), and
−∇2xxV (t, x(t)) = P (t)X(t)
−1 = R(t). Moreover, if φ ∈ C2,mloc for some m ∈ (0, 1] and H ∈ C
2,1 in
some suitable set, then V (t, ·) is of class C2,m in a neighborhood of x(t) for all t ∈ (tc, T ].
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3 Sensitivity relations
This section is devoted to the analysis of first- and second-order sensitivity relations.
3.1 Subdifferentiability of the value function
In this section, our first goal is to prove that the proximal subdifferentiability of V (t, ·) propagates
along optimal trajectories forward in time, as opposed to the proximal superdifferentiability that
propagates backwards (see [8, Theorem 4.1] for the result concerning propagation of the proximal
superdifferential of V ).
Theorem 3.1. Assume (SH), (H), and suppose φ : Rn → R is locally Lipschitz. Let x : [t0, T ]→ R
n
be optimal for P(t0, x0) and let p : [t0, T ]→ R
n be an arc such that (x, p) is a solution of the system{
x˙(s) ∈ ∂−p H(x(s), p(s)), x(t0) = x0
−p˙(s) ∈ ∂−x H(x(s), p(s)), −p(t0) ∈ ∂
−,pr
x V (t0, x0)
for a.e. s ∈ [t0, T ] . (3.1)
Then, there exist constants c, r > 0 such that, for all t ∈ [t0, T ] and h ∈ B(0, r),
V (t, x(t) + h)− V (t, x(t)) ≥ 〈−p(t), h〉 − c | h |2 . (3.2)
Consequently, −p(t) ∈ ∂−,prx V (t, x(t)) and (−p(t),−cIn) ∈ J
2,−
x V (t, x(t)) for all t ∈ [t0, T ].
Proof. First recall that, by Remark 2.11, we can distinguish two cases:
(i) either p(t) 6= 0 for all t ∈ [t0, T ],
(ii) or p(t) = 0 for all t ∈ [t0, T ].
We shall analyze each of the above situations separately. Suppose first to be in case (i). Since
−p(t0) ∈ ∂
−,pr
x V (t0, x0), there exist c0, r0 > 0 such that for every h ∈ B(0, r0),
V (t0, x0 + h)− V (t0, x0) ≥ −〈p(t0), h〉 − c0|h|
2. (3.3)
Fix t ∈ (t0, T ]. Recall that x(·) is the unique solution of the final value problem{
x˙(s) = ∇pH(x(s), p(s)) for all s ∈ [t0, t] ,
x(t) = x(t).
(3.4)
For all h ∈ B, let xh : [t0, t]→ R
n be the solution of the system{
x˙(s) = ∇pH(x(s), p(s)) for all s ∈ [t0, t] ,
x(t) = x(t) + h.
From the optimality of x(·), and the dynamic programming principle we deduce that
V (t, x(t) + h)− V (t,x(t)) + 〈p(t), h〉 = V (t, xh(t))− V (t0, x0) + 〈p(t), h〉
≥ V (t0, xh(t0))− V (t0, x0) + 〈p(t), h〉.
(3.5)
Observe that, since F has a sublinear growth and (H)(ii) holds true, by a standard argument based
on Gronwall’s lemma it follows that for some constant k, independent of t ∈ (t0, T ],
‖xh − x‖∞ ≤ e
kT | h |, ∀ h ∈ B. (3.6)
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Setting r := min{1, r0e
−kT }, from (3.3), (3.5), and (3.6) we deduce that there exists a constant c1
such that, for all h ∈ B(0, r),
V (t, x(t) + h)− V (t, x(t)) + 〈p(t), h〉 ≥ −〈p(t0), xh(t0)− x0〉+ 〈p(t), h〉 − c1 | h |
2 . (3.7)
Now, we estimate the sum of the inner products in the right side of (3.7). Thanks to (2.15) we get
−〈p(t0), xh(t0)− x0〉+ 〈p(t), h〉 =
∫ t
t0
d
ds
〈p(s), xh(s)− x(s)〉 ds
=
∫ t
t0
〈p˙(s), xh(s)− x(s)〉+ 〈p(s), x˙h(s)− x˙(s)〉 ds =
=
∫ t
t0
〈p˙(s), xh(s)− x(s)〉+H(xh(s), p(s))−H(x(s), p(s)) ds.
Since −p˙(s) ∈ ∂−x H(x(s), p(s)) a.e. in [t0, T ], assumption (H) (i) implies that
− 〈p(t0), xh(t0)− x0〉+ 〈p(t), h〉 ≥ −c2
∫ t
t0
| p(s) || xh(s)− x(s) |
2, (3.8)
where c2 is a suitable constant independent from t ∈ [t0, T ]. From (3.6) - (3.8) we conclude that
there exists a constant c, independent of t ∈ [t0, T ], such that (3.2) holds true for all h ∈ B(0, r).
So, the claim is proved in case (i).
Next, suppose to be in case (ii), that is p(t) = 0 for all t ∈ [t0, T ]. Hence 0 ∈ ∂
−,pr
x V (t0, x0) and
there exist two constants r0 > 0, c0 > 0 such that, for all h ∈ B(0, r0),
V (t0, x0 + h)− V (t0, x0) ≥ −c0|h|
2. (3.9)
Fix a time t ∈ (t0, T ]. By Filippov’s Theorem (see, e.g., in [2, Theorem 10.4.1]), there exists c1 > 0
independent of t ∈ (t0, T ] such that, for any h ∈ B, the final value problem{
x˙(s) ∈ F (x(s)) for a.e. s ∈ [t0, t],
x(t) = x(t) + h.
(3.10)
has a solution, xh(·), that satisfies the inequality
‖ xh − x ‖∞≤ c1 | h | . (3.11)
Define r = min{1, r0/c1}. By (3.9) - (3.11), the dynamic programming principle, and the optimality
of x(·) we deduce that for all h ∈ B(0, r)
V (t, x(t) + h)− V (t, x(t)) ≥ V (t0, xh(t0))− V (t0, x0) ≥ −c0c
2
1 | h |
2 .
The proof is complete also in case (ii).
The method of the above proof can be easily adapted to get a similar conclusion for the Fre´chet
subdifferential of V (t, ·), as well.
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Theorem 3.2. Assume (SH), (H), and suppose φ : Rn → R is locally Lipschitz. Let x : [t0, T ]→ R
n
be optimal for P(t0, x0) and let p : [t0, T ]→ R
n be an arc such that (x, p) is a solution of the system{
x˙(s) ∈ ∂−p H(x(s), p(s)), x(t0) = x0
−p˙(s) ∈ ∂−x H(x(s), p(s)), −p(t0) ∈ ∂
−
x V (t0, x0)
for a.e. s ∈ [t0, T ] . (3.12)
Then,
− p(t) ∈ ∂−x V (t, x(t)) for all t ∈ [t0, T ]. (3.13)
Corollary 3.3. Assume (SH), (H) and suppose φ : Rn → R is locally Lipschtiz. Let x(·) be optimal
for P(t0, x0), and suppose that ∂
+φ(x(T )) 6= ∅. Let p(·) be an arc such that (x, p) is a solution of{
x˙(s) ∈ ∂−p H(x(s), p(s)), x(T ) = x(T )
−p˙(s) ∈ ∂−x H(x(s), p(s)), −p(T ) ∈ ∂
+φ(x(T ))
for a.e. s ∈ [t0, T ] . (3.14)
Then the following statements hold true:
• if ∂−x V (t0, x0) 6= ∅, then V (t, ·) is differentiable at x(t) with ∇xV (t, x(t)) = −p(t) for all
t ∈ [t0, T ],
• if φ is locally semiconcave and ∂−x V (t0, x0) 6= ∅, then V (·, ·) is differentiable at (t, x(t)) with
∇V (t, x(t)) = (H(x(t), p(t)),−p(t)) for all t ∈ [t0, T ).
Proof. First, note that the existence of p such that (x, p) is a solution of (3.14) is guaranteed by
Remark 2.12. From [8, Theorem 3.4] we deduce that
− p(t) ∈ ∂+x V (t, x(t)) for all t ∈ [t0, T ]. (3.15)
Hence V (t0, ·) is differentiable at x0. In particular, −p(t0) ∈ ∂
−
x V (t0, x0). Then, Theorem 3.2
ensures that (3.13) holds true on [t0, T ]. The first statement of this corollary follows from (3.13)
together with (3.15).
The proof of the second one uses the same approach as [10, proof of Corollary 7.3.5] and other
standard arguments, so it is omitted.
Recall that the nondegeneracy condition ∂+φ(x(T )) 6= ∅ is always satisfied when φ is locally
semiconcave or differentiable, and in both cases p is a dual arc associated to x. Let us complete
the analysis of first-order sensitivity relations with a result about reachable gradients.
Proposition 3.4. Assume (SH), (H) and suppose φ is locally Lipschitz and such that ∂+φ(z) 6= ∅
for all z ∈ Rn. Then, for any (t, x) ∈ (−∞, T ]×Rn and q ∈ ∂∗xV (t, x) \ {0}, there exists a solution
(y(·), p(·)) of {
y˙(s) = ∇pH(y(s), p(s)), y(t) = x
−p˙(s) ∈ ∂−x H(y(s), p(s), p(t) = −q
for a.e. s ∈ [t, T ], (3.16)
such that y(·) is optimal for P(t, x) and the following inclusion holds
− p(s) ∈ ∂∗xV (s, y(s)) for all s ∈ [t, T ]. (3.17)
Proof. Take a sequence xk converging to x such that V (t, ·) is differentiable at xk and ∇xV (t, xk)
converge to q. Let yk(·) be an optimal trajectory for P(t, xk). Then for every k there exists a dual
arc pk such that the pair (yk, pk) is a solution of the system{
x˙k(s) ∈ ∂
−
p H(xk(s), pk(s)), xk(t) = xk,
−p˙k(s) ∈ ∂
−
x H(xk(s), pk(s)), −pk(T ) ∈ ∂
+φ(xk(T ))
for a.e. s ∈ [t, T ]. (3.18)
15
By Corollary 3.3, pk(t) = −∇xV (t, xk). Hence, the sequence {(yk(·), pk(·))}, after possibly passing
to a subsequence, converges uniformly to a pair of arcs (y(·), p(·)) with p nonvanishing on [t, T ].
Since the set-valued map ∂H is upper semicontinuous, we deduce from Lemma 2.9 that (y(·), p(·))
is, a solution of (3.16). Moreover, y is optimal for P(t, x). In view of Corollary 3.3, for all s ∈ [t, T ]
p(s) = lim
k→∞
pk(s) = − lim
k→∞
∇xV (s, yk(s)). (3.19)
Summarizing, for all s ∈ [t, T ] the sequence yk(s) converges to y(s) as k →∞, V (s, ·) is differentiable
at yk(s) and ∇xV (s, yk(s))→ p(s) as k →∞. This ends the proof.
Remark 3.5. If φ is locally semiconcave, then for any (qt, q) ∈ ∂
∗V (t, x)\{0} there exists a pair
(y, p) such that y is optimal for P(t, x), and (y, p) satisfies (3.16) - (3.17) on (t, T ], and for all
s ∈ [t, T ) it holds that
(H(y(s), p(s)),−p(s)) ∈ ∂∗V (s, y(s)). (3.20)
Let us briefly justify (3.20). Let (tk, xk) be a sequence converging to (t, x) such that V is differen-
tiable at (tk, xk), and ∇V (tk, xk) converges to (qt, q). If yk and pk are an optimal trajectory and an
associated dual arc for the problem P(tk, xk), then, by Corollary 3.3, (H(yk(s), pk(s)),−pk(s)) =
∇V (s, yk(s)) for all s ∈ [tk, T ). Taking a subsequence of {(yk, pk)} converging to a solution (y, p) of
(3.16), we deduce that (3.17) holds true on (t, T ] and (3.20) is satisfied for all s ∈ (t, T ). Moreover,
since the reachable set of V is upper semicontinuous, (3.20) holds true on [t, T ).
3.2 Second-order sensitivity relations
As recalled in Section 2.3, it is well known that, when H and φ are sufficiently smooth, the twice
differentiability of the value function propagates along every optimal trajectory backward in time
as long as a conjugate time does not occur, and
(∇xV (t, x(t)),∇
2
xxV (t, x(t)) = (−p(t),−R(t)),
where p is the dual arc associated to x and R is the solution of a Riccati equation. Here we
prove that a pair (−p,−R) propagates, as long as R is well defined, in the set of all superjets or
subjets of V (t, ·) without assuming the twice differentiability of V (t, ·). Let us start with backward
propagation of superjets. To simplify the notation, for a fixed pair (x(·), p(·)) set, from now on,
Hpx[t] := ∇
2
pxH(x(t), p(t)), and let Hxp[t],Hpp[t],Hxx[t] be defined analogously.
Theorem 3.6. Assume (SH), and suppose H ∈ C2(Rn × (Rn r {0})) and φ : Rn → R is locally
Lipschitz. Consider an optimal solution x(·) for P(t0, x0) and suppose that there exists (q,Q) ∈
J2,+φ(x(T )) with q 6= 0. Let p(·) be the dual arc associated with x(·) such that −p(T ) = q, and let
R be the solution of the Riccati equation{
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0,
R(T ) = −Q,
(3.21)
defined on [a, T ] for some a ∈ [t0, T ). Then the following second-order sensitivity relation holds
true
(−p(t),−R(t)) ∈ J2,+x V (t, x(t)) for all t ∈ [a, T ]. (3.22)
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Proof. Since (q,Q) ∈ J2,+φ(x(T )), by Proposition 2.6 there exists a function g of class C2 such
that
φ ≤ g, g(x(T )) = φ(x(T )), (∇g(x(T )),∇2g(x(T ))) = (q,Q).
Consider the Mayer problem of minimizing the final cost g(x(T )) over all trajectories x(·) of (1.4),
(1.5), and its value function defined by
W (t, z) = inf{g(x(T )) : x satisfies (1.4) a.e. in [t, T ], x(t) = z}.
Since φ ≤ g, for all z ∈ Rn and t ∈ [t0, T ], W (t, z) ≥ V (t, z). Moreover, since g(x(T )) = φ(x(T )),
W (t, x(t)) = V (t, x(t)). Thus the problem of minimizing g(y(T )) over all admissible trajectories
y(·) starting from x(t) at time t has x(·) itself as optimal solution. Since ∇g(x(T )) = q, p(·)
is the dual arc associated with x(·) for this new Mayer problem. These facts, together with the
equality Q = ∇2g(x(T )), imply that the Riccati equation linked to the second-order derivative of
W (t, ·) at x(t) is exactly (3.21). At this stage, we appeal to Theorem 2.15 to deduce that W (t, ·)
is twice continuously differentiable on a neighborhood of x(t), for all t ∈ [a, T ], because there is
no conjugate point on such an interval and the Hessian ∇2xxW (t, x(t)) is equal to −R(t). It is also
clear that ∇xW (t, x(t)) = −p(t). Summarizing, we have proved that for all t ∈ [a, T ] there exists a
function W (t, ·) ≥ V (t, ·), of class C2 on a neighborhood of x(t), such that V (t, x(t)) = W (t, x(t))
and (∇xW (t, x(t)),∇
2
xxW (t, x(t))) = (−p(t),−R(t)). Proposition 2.6 ends the proof.
Remark 3.7. From the C2 regularity of H on Rn × (Rn r {0}) and the form of (3.21) it follows
that the values of R are symmetric matrices. Note that the quadratic forms defined by R(t)
cannot blow-up to −∞ in finite time. Indeed, since Hpp[·] ≥ 0 on [t0, T ], we have −R˙(t) ≥
Hpx[t]R(t)+R(t)Hxp[t]+Hxx[t], which implies that R(t) ≥ R˜(t) on the maximal interval of existence
of R(·), where R˜ solves
− ˙˜R(t) = Hpx[t]R˜(t) + R˜(t)Hxp[t] +Hxx[t], R˜(T ) = −Q.
Since R˜(·) does not blow-up to −∞ in finite time, the same is true for R(·). On the other
hand, it is well known that the possibility of a blow-up to +∞ on [t0, T ] cannot be excluded,
in general. However, even though the propagation of (−p,−R) in the superjet of V (t, ·) at
x(t) could stop at a possible blow-up time, Theorem 3.1 in [8] provides sufficient conditions
for J2,+x V (t, x(t)) to be nonempty for all t ∈ [t0, T ], because it implies that for some c ≥ 0,
(−p(t), cIn) ∈ J
2,+
x V (t, x(t)) for all t ∈ [t0, T ]. Note that, at the expense of assuming more
smoothness of the Hamiltonian, the above theorem gives a significant improvement of Theorem 3.1
in [8], before a possible blow-up time. We finally recall that some sufficient conditions (more re-
strictive than the assumptions required here) for the existence of a global solution to (3.21) on
[t0, T ] were provided, for instance, in [13].
It is natural to expect that the inclusion involving subjets of V (t, ·) propagates forward along
optimal trajectories.
Theorem 3.8. Assume (SH), and suppose H ∈ C2,1loc (R
n × (Rn r {0})) and φ : Rn → R is
locally Lipschitz. Consider an optimal solution x(·) for P(t0, x0) and suppose that there exists a
nonvanishing dual arc p(·), associated with x(·), such that for some R0 ∈ S(n)
(−p(t0),−R0) ∈ J
2,−
x V (t0, x0). (3.23)
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Let the solution R of the Riccati equation{
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0,
R(t0) = R0,
(3.24)
be defined on [t0, a] for some a ∈ (t0, T ]. Then
(−p(t),−R(t)) ∈ J2,−x V (t, x(t)) for all t ∈ [t0, a]. (3.25)
Moreover, if φ is locally semiconcave, then a may be taken equal to T .
Proof. We first observe that values of R(·) are symmetric matrices. From (3.23) and Proposition
2.6, it follows that there exists a function g ∈ C2 such that V (t0, ·) ≥ g(·), g(x0) = V (t0, x0), and
(∇g(x0),∇
2g(x0)) = (−p(t0),−R0). (3.26)
Consider the Hamiltonian system on [t0, T ]{
y˙(t) = ∇pH(y(t), q(t)), y(t0) = y0,
−q˙(t) = ∇xH(y(t), q(t)), −q(t0) = ∇g(y0),
(3.27)
and denote its solution by (y(·; t0, y0), q(·; t0, y0)). Then for some δ > 0, H is of class C
2,1 in
a neighborhood V of ∪t∈[t0,T ](x(t), p(t)) and (y(·; t0, y0), q(·; t0, y0)) takes value in V for any y0 ∈
B(x0, δ). So, for every y0 ∈ B(x0, δ), the solution of (3.27) is C
1. Therefore, thanks to (3.26)
and the fact that the above system has a unique solution, we deduce that y(·; t0, x0) = x(·), and
q(·; t0, x0) = p(·). Fix y0 ∈ B(x0, δ). To simplify the notation, from now on denote the pair
(y(·; t0, y0), q(·; t0, y0)) by (y(·), q(·)). Observe next that the mapping R˜(t) := R(T + t0 − t) is the
solution on [T + t0 − a, T ] of the Riccati equation{
˙˜R(t) + H˜px[t]R˜(t) + R˜(t)H˜xp[t] + R˜(t)H˜pp[t]R˜(t) + H˜xx[t] = 0,
R˜(T ) = −∇2g(x0),
(3.28)
where H˜px[t] := −Hpx(x¯(T + t0 − t), p¯(T + t0 − t)), and similarly for H˜xx[t], H˜pp[t], H˜xp[t]. Then,
the interval [T + t0 − a, T ] contains no conjugate times of R˜ for x0. Thus, we appeal to Theorem
2.15 to obtain, in terms of R and (y, q), that for some ρ ∈ (0, δ) and all t ∈ [t0, a], the set
Mt,ρ = {(y(t; y0), q(t; y0)) : y0 ∈ B˚(x0, ρ)}
is the graph of a continuously differentiable map Φt from an open set Ot into R
n. Taking ρ > 0
smaller, if needed, and using again Theorem 2.15, we may assume that Φt are Lipschitz with a
constant k independent from t ∈ [t0, a]. Hence, if y0 is sufficiently close to x0,
| q(t)− p(t) |≤ k | y(t)− x(t) |, for all t ∈ [t0, a], (3.29)
and, moreover,
R(t)(y(t) − x(t)) = q(t)− p(t) + ot(| y(t)− x(t) |), (3.30)
where for every t, limr→0+
ot(r)
r
= 0. Then, for some k1 ≥ 0, ot(| y(t) − x(t) |) ≤ k1 | y(t) − x(t) |
for all t ∈ [t0, a]. Consider, for every t ∈ [t0, a], the continuous map
Ft : B˚(x0, ρ) ∋ z 7−→ y(t; t0, z). (3.31)
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Since Mt,ρ is the graph of a function, Ft is injective. Consequently, by the invariance-of-domain
theorem, Ft(B˚(x0, ρ)) is open.
Fix t ∈ [t0, a]. Now, we want to show that, for every y0 ∈ B(x0, δ),
V (t, y(t)) − V (t, x(t)) ≥ 〈−p(t), y(t) − x(t)〉
−
1
2
〈R(t)(y(t) − x(t)), y(t) − x(t)〉+ o(| y(t)− x(t) |2).
(3.32)
The conclusion (3.25) will follow from (3.32) because Ft(B˚(x0, ρ)) is an open neighborhood of x¯(t).
So, let us prove (3.32). From the dynamic programming principle and (3.23), we deduce that, for
all t ∈ [t0, a],
V (t, y(t)) − V (t, x(t)) ≥ V (t0, y(t0))− V (t0, x(t0)) ≥ 〈−p(t0), y(t0)− x(t0)〉
−
1
2
〈R(t0)(y(t0)− x(t0)), y(t0)− x(t0)〉+ o(| y(t0)− x(t0) |
2)
= 〈−p(t),y(t)− x(t)〉 −
1
2
〈R(t)(y(t) − x(t)), y(t) − x(t)〉 + o(| y(t0)− x(t0) |
2)
+
∫ t
t0
d
ds
(
〈p(s), y(s)− x(s)〉+
1
2
〈R(s)(y(s)− x(s)), y(s)− x(s)〉
)
ds.
(3.33)
We shall evaluate the integral in the right side of (3.33). The symmetry of the values of R(·) yields∫ t
t0
d
ds
(
〈p(s), y(s)− x(s)〉+
1
2
〈R(s)(y(s)− x(s)), y(s) − x(s)〉
)
ds
=
∫ t
t0
(
〈p(s), y˙(s)− x˙(s)〉+ 〈p˙(s), y(s)− x(s)〉
)
ds
+
∫ t
t0
(
〈R(s)(y(s)− x(s)), y˙(s)− x˙(s)〉+
1
2
〈R˙(s)(y(s)− x(s)), y(s) − x(s)〉
)
ds
= (I) + (II).
For the first term we use (3.27):
(I) =
∫ t
t0
(
〈p(s),∇pH(y(s), q(s))−∇pH(x(s), p(s))〉− 〈∇xH(x(s), p(s)), y(s)−x(s)〉
)
ds. (3.34)
For the second one, we first use (3.24), (3.27), together with the symmetry of the values of R(·):
(II) =
∫ t
t0
(
〈R(s)(y(s)− x(s)),∇pH(y(s), q(s)) −∇pH(x(s), p(s))〉
− 〈Hpx[s]R(s)(y(s)− x(s)), y(s)− x(s)〉 −
1
2
〈Hpp[s]R(s)(y(s)− x(s)), R(s)(y(s) − x(s))〉
−
1
2
〈Hxx[s](y(s)− x(s)), y(s) − x(s)〉
)
ds.
(3.35)
We appeal now to (3.29) and (3.30) to deduce that
(II) =
∫ t
t0
(
〈q(s)− p(s),∇pH(y(s), q(s))−∇pH(x(s), p(s))〉 − 〈Hpx[s](q(s)− p(s)), y(s) − x(s)〉
−
1
2
〈Hpp[s](q(s)− p(s)), q(s) − p(s)〉 −
1
2
〈Hxx[s](y(s)− x(s)), y(s)− x(s)〉
+ os(| y(s)− x(s)) |
2)
)
ds,
where os(| y(s)−x(s) |
2) ≤ c0 | y(s)−x(s) |
2 for some c0 ≥ 0, and limrց0
os(r)
r
= 0 for all s ∈ [t0, t].
We add up (I) and (II). A short calculation shows that∫ t
t0
d
ds
(
〈p(s), y(s)− x(s)〉+
1
2
〈R(s)(y(s) − x(s)), y(s) − x(s)〉
)
ds
=
∫ t
t0
(
H(y(s), q(s)) −H(x(s), p(s))− 〈∇xH(x(s), p(s)), y(s)− x(s)〉
− 〈∇pH(x(s), p(s)), q(s)− p(s)〉 − 〈Hpx[s](q(s)− p(s)), y(s) − x(s)〉
−
1
2
〈Hpp[s](q(s)− p(s)), q(s)− p(s)〉
−
1
2
〈Hxx[s](y(s)− x(s)), y(s)− x(s)〉+ os(| y(s)− x(s)) |
2)
)
ds.
(3.36)
Since H is of class C2,1loc (R
n × (Rn r {0})), using Taylor’s expansion we obtain that the above
integrand can be estimated by o˜s(| y(s)− x(s)) |
2), where o˜s(| y(s)− x(s) |
2) ≤ c1 | y(s) − x(s) |
2
for some c1 ≥ 0, and limrց0
o˜s(r)
r
= 0 for all s ∈ [t0, T ]. Recalling (3.33) yields
V (t, y(t))− V (t, x(t)) ≥ 〈−p(t), y(t)− x(t)〉 −
1
2
〈R(t)(y(t)− x(t)), y(t) − x(t)〉
+ o(| y(t0)− x0 |
2) +
∫ t
t0
o˜s(| y(s)− x(s) |
2) ds.
(3.37)
We claim that there exists c > 0 such that
| y(s)− x(s) |≤ c | y(t)− x(t) |, for all s ∈ [t0, t]. (3.38)
Indeed, from the local Lipschitz continuity of ∇H(·, ·), working with the system (3.27), we prove
existence of a constant k1 such that, for all s ∈ [t0, t],
| y(s)− x(s) |≤ k1 (| y(t)− x(t) | + | q(t)− p(t) |) . (3.39)
By (3.29) and (3.39) there exists a constant c > 0 such that (3.38) holds true. Hence
lim
y(t)→x(t)
o˜s(| y(s)− x(s) |
2)
|y(t)− x(t) |2
= 0.
From the Lebesgue dominated convergence theorem it follows that the integral in (3.37) can be
bounded by an infinitesimal of the form o(| y(t) − x(t) |2). This observation together with (3.37)
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allows to conclude that, for every y0 ∈ B(x0, δ) and t ∈ [t0, a], inequality (3.32) holds true. This
completes the proof of (3.25).
Finally, let us investigate the case when φ (hence of V , see [11]) is locally semiconcave. Set
t = sup{t ∈ [t0, T ] : R(·) is defined on [t0, t]}.
Since Hpp[t] ≥ 0 on [t0, T ], we have that R˙(t) ≤ −Hpx[t]R(t) − R(t)Hxp[t] − Hxx[t]. Then, since
the solution of the linear equation ˙˜R +Hpx[t]R˜(t) + R˜(t)Hxp[t] +Hxx[t] = 0, R˜(t0) = R0 is well-
defined on [t0, T ], a constant c1 > 0 exists such that R(t) ≤ c1I, for any t ∈ [t0, t). On the
other hand, since V is locally semiconcave, by Remark 2.5, for some c2 > 0 and all t ∈ [t0, T ],
(−p¯(t), c2I) ∈ J
2,+
x V (t, ·). Hence −R(t) ≤ c2I on [t0, t¯) and therefore ‖R(t)‖ ≤ max{c1, c2} on
[t0, t¯). So we can guarantee that R can be extended to the maximal interval of existence [t0, T ].
4 Second-order regularity of the value function along optimal tra-
jectories
In this section, we derive several results concerning propagation of the second-order regularity of
the value function along optimal trajectories.
4.1 Forward propagation of twice Fre´chet differentiability
Our aim here is to prove that twice Fre´chet differentiability of V (t, ·) propagates along optimal
trajectories forward in time, as the first-order differentiability (see Corollary 3.3). Note that we
cannot ensure that such a result holds true on the whole interval [t0, T ], because of the existence
of possible blow-up times for the Riccati equation below.
Theorem 4.1. Assume (SH), and suppose H ∈ C2(Rn×(Rn\{0})) and φ is locally Lipschitz with
∂+φ(z) 6= ∅ for all z ∈ Rn. Let x be an optimal solution for P(t0, x0) such that ∂
+φ(x(T )) 6= {0} and
consider a dual arc p satisfying −p(T ) ∈ ∂+φ(x(T )) \ {0}. If V (t0, ·) is continuously differentiable
on a neighborhood of x0, then V (t, ·) is continuously differentiable on a neighborhood of x¯(t) for all
t ∈ [t0, T ]. Furthermore, if V (t0, ·) is twice Fre´chet differentiable at x0 and the solution R of{
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0,
R(t0) = −∇xxV (t0, x0),
(4.1)
is defined on [t0, a] for some a ∈ (t0, T ], then V (t, ·) is twice Fre´chet differentiable at x(t) for any
t ∈ [t0, a]. Moreover, R(t) = −∇xxV (t, x(t)).
Proof. Corollary 3.3 and Remark 2.11 yield the existence of ρ > 0 such that V (t0, ·) is continuously
differentiable on B(x0, ρ) and ∇xV (t0, y0) 6= 0 for all y0 ∈ B(x0, ρ). Fix an optimal solution x
of P(t0, y0), where y0 ∈ B(x0, ρ). From Corollary 3.3 and Remark 2.11 we deduce that p(t0) =
−∇xV (t0, y0) and p never vanishes. Consequently (x, p) solves the Hamiltonian system{
x˙(t) = ∇pH(x(t), p(t)), x(t0) = y0,
−p˙(t) = ∇xH(x(t), p(t)), p(t0) = −∇xV (t0, y0).
t ∈ [t0, T ] (4.2)
Since the solution of the above system is unique, we deduce that the optimal solution and the
corresponding dual arc are unique for every y0 ∈ B(x0, ρ). By Corollary 3.3, V (t, ·) is differentiable
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at x(t) and p(t) = −∇xV (t, x(t)) for all t ∈ [t0, T ]. Denote the solution of (4.2) by (x(·; y0), p(·; y0)),
or, when the initial point can be omitted, by (x, p).
The map Γt defined by B˚(x0, ρ) ∋ z 7→ x(t; z) =: Γt(z) is continuous. We claim that it is also
injective. Indeed if x(t, z1) = x(t, z2) for some z1, z2 ∈ B˚(x0, ρ), then p(t, z1) = −∇xV (t, x(t, z1)) =
−∇xV (t, x(t, z2)) = p(t, z2). We deduce that z1 = z2 from the uniqueness of solutions to ODEs
with locally Lipschitz right-hand side and a fixed final condition. By the invariance-of-domain
theorem, Γt is a homeomorphism from B˚(x0, ρ) onto the open set Γt(B˚(x0, ρ)). Using the fact that
solutions of (4.2) depend on the initial conditions in a continuous way, we deduce that ∇xV (t, ·) is
continuous on Γt(B˚(x0, ρ)). This implies the first statement of theorem.
To prove the second one, we start with an observation. Let (Y,Q) : [t0, T ]→M(n)×M(n) be
the solution of the system(
Y˙
Q˙
)
=
[
Hxp[s] Hpp[s]
−Hxx[s] −Hpx[s]
](
Y
Q
)
,
(
Y (t0)
Q(t0)
)
=
(
In
−∇2xxV (t0, x0)
)
. (4.3)
Under the current assumptions, Y (t) is invertible and R(t) = Q(t)Y (t)−1 for t ∈ [t0, a].
Let Ψ : [t0, T ]→M(2n) be the solution of the linear system
Ψ˙ =
[
Hxp[t] Hpp[t]
−Hxx[t] −Hpx[t]
]
Ψ, Ψ(t0) = I2n.
By Lemma 2.3,
(x(t)− x(t), p(t)− p(t)) = Ψ(t)(y0 − x0, p(t0)− p(t0)) + ot(| y0 − x0 | + | p(t0)− p(t0) |). (4.4)
Moreover, since V (t0, ·) is twice Fre´chet differentiable at x0,
p(t0)− p(t0) = −∇xV (t0, y0) +∇xV (t0, x0) = −∇
2
xxV (t0, x0)(y0 − x0) + o(| y0 − x0 |). (4.5)
Hence, the term ot(| y0 − x0 | + | p(t0) − p(t0) |) in (4.4) can be replaced by ot(| y0 − x0 |).
Representing Ψ(t) by
Ψ(t) =
(
A1(t) A2(t)
A3(t) A4(t)
)
,
where Ai(t) ∈M(n), for i = 1, ..., 4, from (4.4) we deduce that
x(t)− x(t) = A1(t)(y0 − x0) +A2(t)(p(t0)− p(t0)) + ot(| y0 − x0 |), (4.6)
and
p(t)− p(t) = A3(t)(y0 − x0) +A4(t)(p(t0)− p(t0)) + ot(| y0 − x0 |). (4.7)
Thanks (4.5), (4.6), we get
x(t)− x(t) = A1(t)(y0 − x0)−A2(t)∇
2
xxV (t0, x0)(y0 − x0) + ot(| y0 − x0 |). (4.8)
The key point now is to observe that the map
t 7→ Ψ(t)
(
In
−∇2xxV (t0, x0)
)
coincides with the solution (Y,Q) of system (4.3). Moreover,
A1 −A2∇
2
xxV (t0, x0) = Y, A3 −A4∇
2
xxV (t0, x0) = Q. (4.9)
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Thus, from (4.8), (4.9), we deduce that
x(t)− x(t) = Y (t)(y0 − x0) + ot(| y0 − x0 |). (4.10)
We already know that
∇xV (t, x(t)) = −p(t), ∇xV (t, x(t)) = −p(t). (4.11)
By (4.5), (4.7), (4.9), and (4.11),
∇xV (t, x(t)) −∇xV (t, x(t)) = −Q(t)(y0 − x0) + ot(| y0 − x0 |). (4.12)
So, from (4.10), (4.12), and the invertibility of Y (·) on [t0, a], we finally deduce that, on [t0, a],
∇xV (t, x(t)) −∇xV (t, x(t)) = −Q(t)Y (t)
−1(x(t)− x(t)) + ot(| y0 − x0 |).
Moreover, thanks to (4.10) and the fact that Y (t) has a trivial kernel, the term ot(| y0 − x0 |) can
be replaced by o(| x(t)− x(t) |), showing that
∇xV (t, x(t)) −∇xV (t, x(t)) = −Q(t)Y (t)
−1(x(t)− x(t)) + o(| x(t)− x(t) |). (4.13)
The above equality, together with the fact that Γt(B˚(x0, ρ)) is a neighborhood of x(t), allows to
deduce that V (t, ·) is twice Fre´chet differentiable at x(t) for any t ∈ [t0, a], and −∇
2
xxV (t, x(t)) =
Q(t)Y (t)−1 = R(t).
In the corollary below, we point out that the twice Fre´chet differentiability of V (t, ·) propagates
up to the final time T along the optimal trajectory starting from a point (t0, x0), when the cost
φ is locally semiconcave. In this case, V is also locally semiconcave and the Hessian ∇2xxV (t0, x0)
exists for a.e. x0 ∈ R
n. Therefore, such a global propagation property is, in a sense, generic.
Corollary 4.2. Assume, in addition to the hypotheses of Theorem 4.1, that the cost φ is a locally
semiconcave function. Then, the interval [t0, a] in Theorem 4.1 can be taken equal to [t0, T ].
Proof. Set a = sup{t ∈ [t0, T ] : R(·) is defined on [t0, t]}. Thus, either R is well defined on [t0, T ]
or ‖ R(t) ‖→ ∞ as t → a−. By the semiconcavity of V (t, ·), a constant c > 0 exists such that
R(t) = −∇2xxV (t, x(t)) ≥ −cIn (in the sense of quadratic forms) for all t ∈ [t0, a). On the other
hand, the solution R˜ of the linear equation{
˙˜R(t) +Hpx[t]R˜(t) + R˜(t)Hxp[t] +Hxx[t] = 0 on [t0, T ],
R˜(t0) = −∇xxV (t0, x0).
(4.14)
verifies, as a quadratic form, the inequality R˜ ≥ R on [t0, a) because Hpp[·] ≥ 0. The fact that the
solution of (4.14) is well defined on [t0, T ] provides a bound from above for R(·) on [t0, a). These
observations and the symmetry of R(t) imply that R is bounded on [t0, a), excluding the possibility
of a blow-up at time a. So, the solution to (4.1) is defined on [t0, T ].
We say that Q ∈M(n) is a reachable Hessian of V (t, ·) at x if a sequence {xj} ⊂ R
n converging
to x exists such that V (t, ·) is twice Fre´chet differentiable at xj , and Q = limj→∞∇
2
xxV (t, xj). The
set of all reachable Hessians of V (t, ·) at x is denoted by ∂∗xxV (t, x). By construction, ∂
∗
xxV (t, x) is
a subset of S(n). The question naturally arises whether we can guarantee the forward propagation
of the solution of the Riccati equation in the set of all reachable Hessians of V (t, ·) along an optimal
trajectory.
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Proposition 4.3. Assume (SH), and suppose H ∈ C2(Rn × (Rn \ {0})) and φ is locally Lipschitz
with ∂+φ(z) 6= ∅ for all z ∈ Rn. Let x be an optimal solution for P(t0, x0) such that ∂
+φ(x(T )) 6=
{0} and consider a dual arc p satisfying −p(T ) ∈ ∂+φ(x(T )) \ {0}. If V (t0, ·) is of class C
1 in a
neighborhood of x0 and for some a ∈ (t0, T ] and Q ∈ ∂
∗
xxV (t0, x0), the Riccati equation{
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0,
R(t0) = −Q,
(4.15)
has a solution R(·) defined on [t0, a], then, for all t ∈ [t0, a],
R(t) ∈ −∂∗xxV (t, x(t)). (4.16)
Moreover, if φ is a locally semiconcave function, then R(·) is well defined on [t0, T ], and so (4.16)
is true on the whole interval [t0, T ].
Proof. Consider a sequence x0j → x0 such that limj→∞∇
2
xxV (t0, x
0
j ) = Q. Let xj(·) be optimal for
P(t0, x
0
j ) and pj(·) be a dual arc corresponding to xj(·) with −pj(T ) ∈ ∂
+φ(xj(T )). It is not difficult
to verify that for all large j, (xj, pj) is uniquely defined. Setting H
j
px[t] := ∇2pxH(x
j(t), pj(t)), we
have that Hjpx[·] converges to Hpx[·] uniformly on [t0, T ], and similarly for the other partial Hessians
of H. Let Rj denote the solution of (4.15) with Q replaced by ∇
2
xxV (t0, x
0
j), Hpx[t] by H
j
px[t], and
similarly for the other partial Hessian of H. Then, from a standard argument based on Filippov’s
Theorem (see, e.g., Theorem 10.4.1 in [2]), we deduce that Rj are well-defined on [t0, a] for j large
enough, and they converge uniformly to R on [t0, a]. Applying Theorem 4.1 and passing to limit,
we conclude that (4.16) holds true.
4.2 Backward propagation of twice Fre´chet differentiability
In general, the differentiability of V (t, ·) does not propagate along optimal trajectories backward
in time. However, this happens when optimal solutions are unique. Then the twice Frc´het differ-
entiability propagates backward in time, as long as there is no conjugate time.
Theorem 4.4. Assume (SH), and suppose H ∈ C2(Rn × (Rn \ {0})) and φ ∈ C1,1loc . Suppose that
for some (t0, x0) ∈ (−∞, T ) × R
n and r > 0, P(t0, y0) has a unique optimal trajectory for every
y0 ∈ B(x0, r). Let x be the optimal solution of P(t0, x0) such that ∇φ(x(T )) 6= 0. If φ is twice
Fre´chet differentiable at x(T ) and the solution R of the Riccati equation{
R˙(t) +Hpx[t]R(t) +R(t)Hxp[t] +R(t)Hpp[t]R(t) +Hxx[t] = 0,
R(T ) = −∇2φ(x(T )),
(4.17)
is defined on [a, T ], for some a ∈ [t0, T ), then V (t, ·) is twice Fre´chet differentiable at x(t) for any
t ∈ [a, T ]. Moreover, R(t) = −∇2xxV (t, x(t)).
Proof. Let ǫ > 0 be such that ∇φ(x) 6= 0 for all x ∈ B(x¯(T ), ǫ). By [11, Theorem 4.1]), V is locally
semiconcave. We claim that V (t0, ·) is continuously differentiable on a neighborhood of x0. Indeed,
from the uniqueness assumption it is not difficult to deduce that for some r1 ∈ (0, r), the optimal
trajectory y : [t0, T ]→ R
n for problem P(t0, y0) with y0 ∈ B(x0, r1) satisfies y(T ) ∈ B(x¯(T ), ǫ) and
admits the unique dual arc p : [t0, T ]→ R
n. Then the pair (y, p) solves the system{
x˙(t) = ∇pH(x(t), p(t)), x(T ) = xT ,
−p˙(t) = ∇xH(x(t), p(t)), −p(T ) = ∇φ(xT ),
t ∈ [t0, T ] , (4.18)
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for xT = y(T ). If V (t0, ·) is differentiable at y0 ∈ B(x0, r1), then p(t0) = −∇xV (t0, y0). Using
arguments similar to those of the proof of Proposition 3.4 we check that 0 /∈ ∂∗xV (t0, y0) for every
y0 ∈ B˚(x0, r1). This and Proposition 3.4 imply that ∂
∗
xV (t0, y0) is a singleton for every such y0 and
our claim is proved.
By Theorem 4.1, V (t, ·) is continuously differentiable on a neighborhood of x¯(t) for all t ∈ [t0, T ].
Fix t ∈ [a, T ] and let r2 > 0 be such that V (t, ·) is continuously differentiable on B(x¯(t), r2)
and ∇xV (t, y0) 6= 0 for all y0 ∈ B(x¯(t), r2). Consider the Hamiltonian system{
x˙(s) = ∇pH(x(s), p(s)), x(t) = y0,
−p˙(s) = ∇xH(x(s), p(s)), p(t) = −∇xV (t, y0).
(4.19)
and denote its solution by (x(·; y0), p(·; y0)). As in the proof of Theorem 4.1 we check that the
map Γt(y0) := x(T, y0) is a homeomorphism from B˚(x(t), r2) onto the open set Γt(B˚(x(t), r2)). Let
δ > 0 be such that B(x¯(T ), δ) ⊂ Γt(B˚(x(t), r2)). To prove that V (t, ·) is twice Fre´chet differentiable
at x(t) consider the solution (X,P ) to the variational system:{
X˙(s) = Hxp[s]X(s) +Hpp[s]P (s), X(T ) = I,
−P˙ (s) = Hxx[s]X(s) +Hpx[s]P (s), −P (T ) = ∇
2φ(x(T )),
(4.20)
on [t0, T ], and the solution (x, p) to (4.18) with xT ∈ B(x(T ), δ). Since ∇φ is locally Lipschitz and
Fre´chet differentiable at x¯(T ),
x(t)− x(t) = X(t)(x(T ) − x(T )) + ot(| x(T )− x(T ) |), ∀t ∈ [t0, T ], (4.21)
and
p(t)− p(t) = P (t)(x(T ) − x(T )) + ot(| x(T )− x(T ) |), ∀t ∈ [t0, T ]. (4.22)
Moreover, X is invertible on [a, T ], and R = PX−1 on the same interval. Note that
p(t)− p(t) = −(∇xV (t, x(t)) −∇xV (t, x(t))). (4.23)
From (4.21)-(4.23) and the invertibility of X on [a, T ], we get
∇xV (t, x(t)) −∇xV (t, x(t)) = −P (t)X(t)
−1(x(t) − x(t)) + ot(| x(t)− x(t) |), ∀t ∈ [a, T ].
Since Γ−1t (B˚(x¯(T ), δ)) is an open neighborhood of x¯(t), the proof is complete.
4.3 Local C2 regularity of the value function
In the theorem below we shall prove that the existence of a nonzero proximal subgradient of V (t0, ·)
at x0 is sufficient for the C
2 regularity of V in a neighborhood (t0, x0), as well as for its C
2 regularity
in a neighborhood of an optimal trajectory starting from such point. The proof is based upon ideas
from [6], where the first two authors of this paper have investigated the Bolza problem in the
calculus of variations assuming the Hamiltonian to be strictly convex in the p variable. However,
in our context this assumption cannot be satisfied; indeed, H is positively homogeneous in p and
∇2ppH(x, p)p = 0 for all p 6= 0, whenever ∇
2
ppH(x, p) exists. The proof proposed below simplifies
the argument in [6]. Note that here we cannot expect the same result to be valid for null proximal
subgradients, since the Hamiltonian is singular at p = 0.
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Theorem 4.5. Assume (SH), and suppose H ∈ C2(Rn × (Rn \ {0})) and φ ∈ C2(Rn). Let
(t0, x0) ∈ (−∞, T ]× R
n and let x be an optimal solution for P(t0, x0) such that ∇φ(x(T )) 6= 0. If
∂−,prx V (t0, x0) 6= ∅, then V (t, ·) is of class C
2 in a neighborhood of x(t) for all t ∈ [t0, T ]. Moreover,
if H is of class C2,1loc (R
n× (Rnr{0})) and, for some 0 < m ≤ 1, φ is of class C2,mloc (R
n), then V (·, ·)
is of class C2,m in a neighborhood of (t, x(t)) for all t ∈ [t0, T ).
Proof. Set z0 = x¯(T ). From Theorem 2.10 and Remark 2.11 we deduce that there exists a nonvan-
ishing arc p : [t0, T ]→ R
n such that (x(·), p(·)) solves the system:{
x˙(t) = ∇pH(x(t), p(t)), x(T ) = z0,
−p˙(t) = ∇xH(x(t), p(t)), p(T ) = ∇φ(z0).
t ∈ [t0, T ] (4.24)
Since V is locally semiconcave (see [11, Theorem 4.1]) and ∂−,prx V (t0, x0) 6= ∅, V (t0, ·) is Fre´chet
differentiable at x0, and ∂
−,pr
x V (t0, x0) = {∇xV (t0, x0)}. Moreover, from Corollary 3.3 we deduce
that V (t, ·) is differentiable at x(t) with ∇xV (t, x(t)) = −p(t) for all t ∈ [t0, T ]. Note also that
{−p(t0)} = ∂−,prV (t0, x0). Let (X(·), P (·)) : [t0, T ]→M(n)×M(n) be the solution of the following
system: for t ∈ [t0, T ],{
X˙(t) = Hxp[t]X(t) +Hpp[t]P (t), X(T ) = I,
−P˙ (t) = Hxx[t]X(t) +Hpx[t]P (t), −P (T ) = ∇
2φ(z0).
(4.25)
We prove that there is no conjugate time in [t0, T ] for z0. Let us argue by contradiction and
suppose that a conjugate time tc ∈ [t0, T ] does exist. Thus, for some θ ∈ S
n−1, X(tc)θ = 0. Then
P (tc)θ 6= 0, by the uniqueness of the solution of (4.25). Furthermore, for all t > tc, V (t, ·) is of
class C2 in a neighborhood of x(t) and ∇2xxV (t, x(t)) = −P (t)X(t)
−1 by Theorem 2.15. This yields
‖ ∇2xxV (t, x(t)) ‖≥
|P (t)θ|
|X(t)θ|
→ +∞ as t→ t+c . (4.26)
Our goal is to show that the above limit cannot be infinite. First note that, since V (t, ·) is locally
semiconcave, its second derivatives at x(t) are bounded from above uniformly for t > tc, in the
sense that for some constant c > 0 and all T ≥ t > tc,
〈∇2xxV (t, x(t))ζ, ζ〉 ≤ c for all ζ ∈ S
n−1. (4.27)
On the other hand, since −p(t0) ∈ ∂
−,pr
x V (t0, x0), from Theorem 3.1 we know that, for some c0 ≥ 0
and r0 > 0, and for all t ∈ [t0, T ] and h ∈ B(0, r0),
− c0|h|
2 ≤ V (t, x(t) + h)− V (t, x(t))− 〈∇xV (t, x(t)), h〉. (4.28)
For t > tc we have
V (t, x(t) + h)− V (t, x(t))− 〈∇xV (t, x(t)), h〉 =
1
2
〈∇2xxV (t, x(t))h, h) + o(| h |
2). (4.29)
Now, combining (4.28) and (4.29) with the choice of h = τζ, ζ ∈ Sn−1, taking τ > 0 sufficiently
small, dividing by τ2, and passing to the limit as τ → 0 we get that, for all T ≥ t > tc,
− c0 ≤
1
2
〈∇2xxV (t, x(t))ζ, ζ〉 for all ζ ∈ S
n−1. (4.30)
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Since ∇2xxV (t, x(t)) is symmetric, from (4.27) and (4.30) we deduce that for all t ∈ (tc, T ]
‖ ∇2xxV (t, x(t)) ‖= max
β∈Sn−1
|〈β,∇2xxV (t, x(t))β〉| ≤ max(c0, c),
where the constants c, c0 are independent of t ∈ (tc, T ]. This means that ∇
2
xxV (t, x(t)) is bounded
on (tc, T ], in contradiction with (4.26). Thus, the interval [t0, T ] does not contain any conjugate
time for z0. Since φ is of class C
2, the absence of conjugate times is equivalent to the fact that
V (t, ·) is C2 in some neighborhood of x(t) for every t ∈ [t0, T ], thanks to Theorem 2.15. Moreover,
if the cost and the Hamiltonian are of class C2,mloc (R
n) and C2,1loc (R
n× (Rnr{0})), respectively, then
Theorem 2.15 guarantees the C2,m regularity of V (t, ·) in a neighborhood of x(t) for any t ∈ [t0, T ].
At this stage, one can prove the C2,m regularity of V (·, ·) in a neighborhood of (t, x(t)) taking
advantage of the fact that V satisfies the Hamilton-Jacobi equation (1.1). The proof of this step
follows very closely the last part of the proof of Theorem 4.2 in [6] and is omitted.
Remark 4.6. The hypothesis that ∇φ(x(T )) 6= 0 plays an important role in the proof of the above
theorem, its conclusion would be false otherwise. We illustrate this fact with the following example.
Let us consider the final cost φ : R→ R, φ(z) = z2 and the constant set-valued map F (x) = [−1, 1]
for x ∈ R. The associated Hamiltonian is H(p) =| p |, which satisfies the assumptions of the
previous theorem. When | x |≤ T − t, any of the admissible trajectories ending at 0 is optimal.
If x ≥ T − t, then the unique optimal trajectory from (t, x) is given by y(s; t, x) = x + t − s, for
s ∈ [t, T ]. Analogously, if x ≤ t−T , the optimal trajectory is y(s; t, x) = x− t+ s. We deduce that
the value function is as follows: for (t, x) ∈ [0, T ] × R,
V (t, x) =

(x+ t− T )2, if x ≥ T − t,
(x− t+ T )2, if x ≤ t− T,
0, otherwhise.
V is not twice differentiable at (t, x) with x = ±(T−t), which are also the points with φ′(y(T ; t, x)) =
0. Moreover, for such points (t, x) the set ∂−,prx V (t, x) is nonempty, since it is the singleton {0}.
Hence, the fact that the proximal subgradient of V (t, ·) at x contains zero (or, equivalently in our
context, ∇φ(x(T )) = 0) does not guarantee that V (t, ·) is twice differentiable at x.
Example 4.7. Here is a simple example of a system with an Hamiltonian of class C2(Rn×(Rn\{0})).
Consider a dynamic x˙ = f(x, u) given by the affine in control system:
f(x) = h(x) + g(x)u, u ∈ U
where U ⊂ Rm is the closed unit ball, m ≥ n. Suppose that h : Rn → Rn and g : Rn → Rn×m are of
class C2, and that the matrix g(x) has full rank for all x ∈ Rn. ThenH(x, p) = 〈p, h(x)〉+ | g(x)∗p |,
which is clearly of class C2(Rn× (Rn \{0})). Similarly one can consider strictly convex sets U with
sufficiently smooth boundary.
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