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We present here a simulator that solves the main semiconductor charge and transport equations coupled
to Maxwell equations to study receivers based on photoconductive antennas (R-PCAs). Making use of
this tool we were able to correctly characterize the operation of these antennas. In doing so, we compared
simulations with the results of the semi-empirical expression ITHz(t) ∝ σc(t) ∗ ETHz(t) employed to evalu-
ate the detected photo-current by means of the convolution between the photoconductivity in the receiver
and the electric field linked to the emitter antenna. We were able to accurately reproduce experimental
data with our simulation tool. These kind of tools are essential to model photoconductive antennas, a
fundamental step needed for the development of terahertz time domain spectroscopy (THz-TDS) appli-
cations based on PCAs.
OCIS codes: 040.2235 Terahertz (THz),040.5160 photoconductive antenna (PCA), 040.0040 receivers, 300.6500, 300.6495
terahertz time domain spectroscopy (THz-TDS), 110.6795 terahertz imaging (THz-I), 000.4430 hybrid FDTD methods.
doi
1. INTRODUCTION
Terahertz time domain spectroscopy (THz-TDS) and imaging
(THz-I) have been subject of intense research in the last few
years. The application of these technologies have led to many
promising applications with a strong future potential [1–5]. THz-
TDS and THz-I techniques have been employed in applications
that extract information from materials that can not be obtained
by using other techniques, this was achieved by analyzing their
interaction with terahertz electromagnetic fields [6–9]. Although
there exist a broad variety of commercial systems and applica-
tions for THz-TDS and THz-I, there are many challenges to be
solved in the current state-of-the-art terahertz technology. In this
respect, some of the issues that have to be addressed are the fol-
lowing: production of compact systems operating with terahertz
high power sources with lower prices, more efficient emitters
and receivers with lower noise levels, exploration of techniques
to mitigate scattering in THz-TDS, etc. [10–12]. In addition, the
analysis of the reception process in photoconductive antennas
(PCAs) is also a key subject that has to be studied in depth. In
this context, we can check how scattering mitigation techniques
are really working over the true absorption spectra measured
in a receiver based on a PCA. In this paper we deal with this
problem, i.e., the analysis and characterization of reception pro-
cesses in PCAs. To do so we have developed a new numerical
method based on FDTD [13]. The PCA emission has been al-
ready studied [14–20]. There are numerical and experimental
studies of receivers based on PCAs [19, 21–24], however, as far
as we know, the lack of simultaneously simple and accurate
numerical methods to simulate reception processes is one of the
issue of major concerns in THz-TDS and THz-I studies. That is
what we do here; for the development of the numerical method
presented we have dealt with the usual trade-off, simplicity vs.
accuracy, in order to address a realistic description of a receiver
within a feasible and reasonable numerical approach.
In the last few years, several attempts to improve THz-TDS and
THz-I technology have been published [25–28] by means of high
cost experimental research studies, both in time and resources.
It is well-known that a numerical tool can help to improve many
facets of this technology at a low cost. Additionally, a numerical
tool can supply extra information useful to understand the in-
ner mechanisms of the physical processes undergoing the PCA
operation, this knowledge is essential to take into account in the
broad terrain of antennas design [29].
In general, the use of photoconductive devices have been as-
sumed to be contextualized in the high power and high fre-
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quency application realms. In the high-power domain, wide
band-gap materials such as GaN and SiC are used for optically-
triggered power semiconductor devices [30, 31]. For high-
frequency applications, narrow band-gap materials like LT-GaAs
are used in photoconductive layers in THz photoconductive an-
tennas [32–34].
In this paper we will simulate receiving PCAs made of LT-GaAs
Fig. 1. (a) Photoconductive antenna formed by a photo-layer
of LT-GaAs on SI-GaAs substrate and a dielectric lens un-
der the substrate. (b) PEC contact on the photo-zone. (c) The
photo-zone. (d) Computational domain simulated.
which are illuminated with plane waves generated in another
PCAs, the latter antennas were numerically described in a pre-
vious work [20]. In [20] the photocurrents in non-biased PCAs
were obtained by convolving the electric field radiated by the
emitter antenna with the photoconductivity in a non-biased
PCA. Here we follow this approach by comparing the simulated
profile of the current in the receiver with the convolution of
the electric field radiated by the emitter antenna and the photo-
conductivity in the receiver and, obviously, both profiles with
experimental data [35, 36].
In the calculations presented here, the PCA lens and the semi-
insulator substrate are not taken into consideration. We do so
after demonstrating that both PCA components can be neglected
in detection processes with normal incidence of the radiated
field. This latter result is important for the development of a
simulation tool to study, in direct sampling detection [22, 24],
the Signal to Noise Ratio (SNR) with a particularly simple com-
putational domain (see Fig. 1(d)) in a realistic manner. As is well
known SNR is related with the carriers lifetime and mobility,
the laser shot noise, Johnson-Nyquist noise... [21, 22, 37–39];
therefore, the simulation tool presented allows to study all these
components in relation to SNR. These features can be of great
help in connection to the design analysis of receivers based on
PCAs.
The organization of the paper is as follows: in Section 2, we
introduce the numerical approach employed by defining the
photo-zone region, showing how to calculate the electric field
radiated by the simulated dipoles, and explaining the method to
simulate reception processes with PCAs; in section 3 we describe
the main features of our simulator and show how to calculate
the photocurrent. In section 4 the main results are presented and
discussed and finally, in section 5 the conclusions are drawn.
2. TRANSIENT PROCESS CHARACTERIZATION
In Figure 1(a) we show a complete PCA, consisting of a pho-
toactive layer (LT-GaAs) grown on a semi-insulating substrate
(SI-GaAs) placed on a dielectric lens (Polyethylene). On the pho-
toactive layer, metal contacts are deposited to bias the emitter
PCA and measure the intensity of current (in a receiver based
on a PCA). Emitters and receivers are illuminated by a laser
just at the gap between the metal contacts. Therefore, the main
change in photoconductivity, and hence in the current density,
takes place close to this gap. It is a zone (we analyze in 3D) that
involves a specific region of the photoactive layer, located under
the gap between the metal contacts.
This is the area christened photo-zone and illustrated in Fig-
ure 1(c). In this work, as in previous ones [20, 29, 40], the entire
computational domain consists of the photo-zone plus the metal
contacts. The sketch in 1(d) shows one of the two computational
simulated domains. As reported previously [41], ohmic contacts
are employed for a better electron injection accounting for the
reduction of the Schottky barrier height.
In summary, we do not simulate the entire PCA; instead, we
simulate a part of the antenna, the photo-zone.
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Fig. 2. (a) Near field to far field transform box surrounding
the emitter antenna simulated in [20] (not to scale). (b) ETHz(t)
achieved in the previous work [20].
The numerical method of an emitter antenna to determine
the field radiated by the dipole antenna has been described in
Ref. [20]. To determine the radiated field we have used the
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equivalence theorem and the algorithm of transformation from
near-field to far-field (NF-FF) [13, 42]. Figure 2 shows a plane
wave propagating into the Z-axis in the descending direction,
linearly polarized in the Y-axis. The NF-FF transform has been
performed in spherical coordinates towards the direction (θ =
π, ϕ = 0), where ϕ is measured from the X-axis. Under these
circumstances Eθ  Eϕ and we select ETHz(t) ≡ Ey(t) ≡ Eϕ(t)
as the electric field sketched out in Figure 2(b).
B. R-PCA simulation
Fig. 3. Description of a plane wave, with the profile shown
in Figure 2(b), that arrives to the receiving antenna photo-
zone. The plane wave was generated by the light source, as
described in [13]. This sketch is not shown to scale.
To simulate the reception process in the computational do-
main, the receiving antenna is placed inside the illumination box
or light source box. Then we divide the computational domain
into two regions. The region inside the illumination box is called
region of total field whereas the outer region is called region of
scattering field. These concepts are widely treated in the litera-
ture [13]. Figure 3 shows how the region of scattering field, the
region outside the illumination box, is enclosed by CPMLs. We
surround the illumination box in order to absorb the incident
field reflected on the R-PCA and also to absorb its own radiated
field by the R-PCA. In the region of total field, the use of the
equivalence theorem allows considering that the radiation that
reaches the receiver is a plane wave pulse, and therefore the
reception process can be simulated under this assumption.
It should be noted that the plane wave is built with the profile
radiated (at the far field region) by an emitter antenna. We sim-
ulate here two R-PCAs, a face to face (FF) dipole and an offset
dipole [36]. In the previous work [20] we simulated a FF dipole.
Its radiated filed profile (see Fig. 2b) is detected in this paper
with another FF dipole corresponding with dipole III in [35].
In addition, an offset dipole has been simulated with the algo-
rithms described in [20] and in this manuscript, and we have
reproduced its radiated electric field making use of the same
offset dipole geometry.
The first shot of the laser pulse must be synchronized with the
front of plane wave in order to induce a rise photoconducti-
vity at the moment the front of plane wave reaches the receiver.
There must be free charge carriers when the incident electric
field interacts with the receiver to be swept. These carriers are
moved by the electric field and generate an electric intensity of
current (the calculation will be explained below) and allow a
way to sample the incident electric field.
In addition, we can sample the incident electric field ETHz(t)
by using the semi-empirical equation 1. The convolution of
the photoconductivity over the incident electric field highlight
the most characteristic effect produced in the receiver by the
incident electric field ETHz(t). This approach has been widely
employed [35, 43–46], the calculation is performed as follows:

























Fig. 4. (a) Transverse cross section of the current density that
crosses the metal contacts and allows the calculation of the
intensity of current crossing the contacts. (b) Yee’s cell.
We determined the photoconductivity in the photo-zone of a




σ(x, ycut, z, t)dSxz (2)
where SΩ is illustrated in Figure 4(a).
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Fig. 5. a) Photo-zone of the offset dipole simulated in this pa-
per. The emitter PCA whose radiated field has been detected
with the offset dipole is another offset dipole. The main geo-
metrical parameters of the offset dipole have been taken from
[36]. In this case, both emitter and receptor have the same ge-
ometry. The thickness of the LT-GaAs substrate is 1.75µm. b)
Photo-zone of the face to face (FF) dipole also simulated in
this work. This FF dipole corresponds with dipole III located
in Table 1 of [35]. These sketches are not shown to scale. The
thickness of the LT-GaAs substrate was assumed to be 1.5µm.
Moreover, the above expression 2 was used in [20] to calculate
the photoconductivity in the R-PCA.
3. NUMERICAL ALGORITHMS TO IMPLEMENT THE RE-
CEPTION PROCESS ANALYSIS
The hybrid partial differential equation system that describes
the transient regime in the photo-zone of a R-PCA is given by
the following equations:
µ∂t ~H (~r, t) = −~∇∧ ~E (~r, t) (3)
ε∂t~E (~r, t) = ~∇∧ ~H (~r, t)−~JT (~r, t) (4)
∂tn (~r, t) = q−1~∇ ·~JnT (~r, t) + G (~r, t)− R (~r, t) (5)
∂t p (~r, t) = −q−1~∇ ·~JpT (~r, t) + G (~r, t)− R (~r, t) (6)
The transient current can be obtained by means of the equation
below,
~JT (~r, t) = ~JnT +~JnT = ~Js (~r, t) + (σ (~r, t) + σ0)~E (~r, t) (7)
where
σ (~r, t) = q(µn0n (~r, t) + µp0 p (~r, t))
σ0 = q(µn0n0 + µp0 p0)
~Js (~r, t) = qVT
(
µn0
−→∇n (~r, t)− µp0
−→∇p (~r, t)
)
and σ (~r, t) stands for the conductivity transient term and σ0
for the conductivity stationary term and ~Js (~r, t) for the source
current. The source current here accounts for a current linked to
diffusion process, unlike the previous work [20].
In receiving antennas, in contrast to the results shown in [20, 40],
mobility models are not essential for the final result since the
photo-zone is not biased by an external electric source. For our
approach we have used the following values for µn0 = 8000 cm
−2
Vs
and µp0 = 400 cm
−2
Vs . We assumed that the N-type dopants in
the semiconductor are completely ionized at room temperature
and hence, n0 ' ND = 1016cm−3 and p0 =
n2i
n0 , where ni =
9 · 106cm−3. The generation, G (~r, t), and recombination rates,
R (~r, t), are the same introduced in [20]. The laser temporal
distribution σt in the generation rate is 80fs for the FF dipole and
115fs for the offset dipole.
A. Differential equations numerical solution: Discretization
with FDTD
The temporal scheme for discretization in the time domain of
partial differential equations 3-6 with FDTD was introduced in
[20]. Time-space discretization of Maxwell-Ampere equation 4
along the X-axis and inside the photo-area by using the same
type of Yee’s cell [20] (the simulation approach followed was









Hz|mi+ 12 ,j+ 12 ,k − Hz|mi+ 12 ,j− 12 ,k
δyj
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− Jsx|mi+ 12 ,j,k
 (8)



















and the transient photoconductivity is described below:
σm
i+ 12 ,j,k
= q(µn0nmi+ 12 ,j,k
+µp0 pmi+ 12 ,j,k
). In addition, coefficients
Cax|mi+ 12 ,j,k
and Cbx|mi+ 12 ,j,k
































































The discretization of the semiconductor continuity equations
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where the explicit expression for the terms ~∇ · ~Jn|mi,j,k and
~∇ ·~JpT |mi,j,k and the current divergence are detailed in the ap-
pendix A.
Finally, the boundary conditions are described in [20] with the
equations 23 and 24. Taking into consideration all these contri-
butions, we can calculate the flowing through the metal contacts






σ(x, ycut, z, t− τ)Ey(x, ycut, z, τ)dxdzdτ (11)
Where νγ is the laser’s repetition rate equal to 82MHz in this
work. By delaying the laser shooting time with respect to the in-
cident electromagnetic field, we can shift the photoconductivity
in time over the incident electromagnetic field. In this way we
can sample the incident electromagnetic field as well as we do
with the convolution (see the previous equation 1). Therefore,
equation 11 is coherent with equation A1 in [22].





















Fig. 6. Profile detected by the FF dipole. Experimental data
are shown in green dots [35], the short dash violet line is used
for the photoconductivity in the receiving antenna, the dash-
dot blue profile shows the electric field (from Figure 2(b)),
the dash red curve represents the convolution between the
electric field (dash-dot blue) and the photoconductivity (dash
violet) and the continuous black curve portrays the measured
intensity of current for the receiver.
The receiver simulated with the FF dipole (see Fig. 5(b)) cor-
responds to dipole III described in [35]. Whereas the receiver
simulated using the offset dipole (see Fig. 5(a)) is described in
[36]. Figures 6 and 8 for the FF dipole, and Figures 7 and 9 for
the offset dipole show the comparison between the simulated
current ITHz(t) (continuous black curve) in a receiving antenna
and experimental data (green dots) for FF dipole [35] and offset
dipole [36]. Moreover the convolution of incident electrical field
hitting on the R-PCA and the photoconductivity of the receiver
(red dash line) are also compared.
In this paper the detected current ITHz(t) was obtained through
a low level photon flux regime 5 W
µm2 and far from trap saturation
conditions, so ITHz(t) shows a direct-sampling-like behavior
(the sampling falls between the direct-sampling and integrating-


























Fig. 7. Profile detected by the offset dipole. Experimental data
are shown in green dots [36], the short dash violet line is used
for the photoconductivity in the receiving antenna, the dash-
dot blue profile shows the electric field (which has been simu-
lated with the algorithms algorithms developed for emitters in
[20]), the dash red curve represents the convolution between
the electric field (dash-dot blue) and the photoconductivity
(dash violet) and the continuous black curve portrays the mea-
sured intensity of current for the receiver.
The generation rate in the semiconductor is mainly governed by
the photoelectric effect and does not depend much on the type of
semiconductor substrate. Therefore, femto-second laser used for
generation influences the temporal response of the conductivity
in the receiver. Accordingly, the bandwidth that can be sampled
depends on the duration of the laser pulses [22].
The main noise source related to the semiconductor substrate
and its electrical properties is the Johnson-Nyquist noise. The
Johnson-Nyquist noise current is inversely proportional to the
square root of the average resistance of the device. Then, the
main role played by the recombination rate in the receiver is
related with the level of signal to noise ratio achieved [22].
In the emitter PCA, at points close to the gap, the density of pho-
tocurrent has got the same structure, in the time domain, that
the photoconductivity. Therefore, by considering the Fourier
transform interpretation, the generation process is linked to the
higher frequencies radiated, and thus frequencies linked with
the generation process have more energy than the emitter in
the recombination stage. The generated electromagnetic field
in an emitter PCA, in the travel along the LT-GaAs substrate
suffers dispersion. The emitter PCA presents a conductivity
which attenuates some frequencies generated, but more specifi-
cally, the higher ones. Apart from the emitter, the conductivity
of the receiver photo-zone also increases its value along the re-
ception process and attenuates frequency components. In the
time domain, the conductivity of the emitter PCAs as well as the
R-PCAs disperse the electromagnetic fields. Also the geometry
or antenna structure, in a receiver, play an important role over
the terahertz spectrum detected due to the resonance frequency
[23]. We interpret that the difference between equation 1 and the
equation 11 is largely due to the electric field. In the equation
1 the electric field does not suffer the same type of dispersion
(time interpretation) neither the attenuation of its components
(frequency interpretation) than in the equation 11, mainly be-
cause the electric field is modified by the receiver in a more
realistic form. This fact is highlighted in Figures 8 and 9.
In this paper we do not take into account other dispersive media
that are presented in these kind of devices: the semi-insulator
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substrate and the lens. In spite of their low conductivities, they
should not have been neglected. Their inclusion could explain
why the experimental data profiles in Figures 8 and 9 have fewer
frequency components than the simulated profiles, mainly in
the most energetic region, for the higher frequencies. Also, the
discrepancies between detected currents ITHz(t) and experimen-
tal data could be explained by the role played by parameters
that can not be described accurately in all the transport regimes
considered here because of the lack of accurate models. In con-
nection with this fact, the following comments should be con-
sidered. The lifetime of electrons was assumed to be τn = 0.3ps
for the FF dipole and τn = 0.4ps for the offset dipole, in order to
achieve the best result. In the case of the offset dipole, the refer-
ence [36] provides an approximate value for the laser temporal
distribution σt ∼ 100 f s, but we have achieved better results
using σt = 115 f s. In addition, we assumed for our simulations
the conventional semiconductor physical parameters, for all the





















Fig. 8. Fourier transform of the profiles in Figure 6. Experi-
mental data are shown in green dots [35], the dash red curve
represents the convolution between the electric field (dash-dot
blue) and the photoconductivity (dash violet) and the continu-



























Fig. 9. Fourier transform of the profiles in Figure 7. Experi-
mental data are shown in green dots [36], the dash red curve
represents the convolution between the electric field (dash-dot
blue) and the photoconductivity (dash violet) and the continu-
ous black curve portrays the measured intensity of current for
the receiver.
Moreover, it should be highlighted that dipole FF results fit
experimental data much better than in the offset dipole case.
Therefore, the drift-diffusion model reproduces the currents in
better way in the case of the FF dipole. This might be linked to
the role played by the mesh, since the mesh size employed to
simulate both dipoles is similar. Hence, a less abrupt change in
the electric field distribution (the case for the FF dipole) leads to
more accurate results.
Notwithstanding, as can be seen, we can simulate the reception
process accurately in a PCA with an FDTD approach. The cal-
culation could be performed by modeling the charge transport
in the semiconductor by means of the drift-diffusion model. In
this way, FDTD algorithms provide enough accuracy in a faster
manner than other complex methods based on Monte Carlo
algorithms. Even though the drift-diffusion method approach
might be considered out of its natural applicability frame, the
versatility of the use of explicit compact mobility models and a
realistic generation rate led us to model the physics in a success-
ful and reasonable way.
The dispersive media, the SI-GaAs substrate and the lens, have
not been take into account in our simulation. This fact could
explain the narrower simulated ITHz(t) profile obtained (solid
black curve) in comparison with the experimental one (green
dots).
In addition, these results show that the receiver photoconducti-
vity could be considered a good approximation of the impulsive
response of the own receiver [47]. Thus convolving any input,
for instance the electric field reaching the receiver, with the re-
ceiver photoconductivity we get a magnitude proportional to
the detected intensity of current ITHz(t) in the receiver. This re-
ceiver with a linear behavior in relation to the terahertz input is
explained by the linearity of the drift-diffusion model, equation
11 suggests this fact.
Our simulator allows simulation of a coherence reception pro-
cess in R-PCAs, it means to know amplitude and phase simul-
taneously, without the need of kramers-kronig techniques [48].
Using a dispersive media model within the FDTD method with
complex-conjugate pole-residue pairs [49], we can characterize,
in the terahertz range, a dispersive media through its complex-
conjugate pole-residue pairs comparing the simulated intensity
of current ITHz with experimental data. This characterization
can be useful in design and simulation of complex samples built
with several media, mainly when these media are studied utiliz-
ing THz-TDS based on PCAs.
5. CONCLUSIONS
By means of three-dimensional device simulator [20] a new
method to study reception processes in photoconductive an-
tennas has been developed. The simulation approach is based
on solving curl Maxwell equations and the semiconductor conti-
nuity equations for electrons and holes by means of an hybrid
FDTD scheme.
A normalized result given by the semi-empirical expression
σc(t) ∗ ETHz(t) has been compared with the simulated intensity
of current ITHz(t) and also with experimental data. Experimen-
tal data were accurately reproduced by simulations. The results
that can be obtained with our simulation tool can help in the
characterization of PCAs reception processes for future THz-
TDS applications.
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A. CURRENT DIVERGENCE CALCULATION
We calculated the current divergence with the help of Bernoulli’s
































































































































































































































These expressions derive from [50] and were modified in [20] to
be applied in the simulation of transient processes.
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