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Abstract
In this paper we study the integral–partial differential equations of Isaacs’ type by zero-sum two-player
stochastic differential games (SDGs) with jump-diffusion. The results of Fleming and Souganidis (1989) [9]
and those of Biswas (2009) [3] are extended, we investigate a controlled stochastic system with a Brownian
motion and a Poisson random measure, and with nonlinear cost functionals defined by controlled backward
stochastic differential equations (BSDEs). Furthermore, unlike the two papers cited above the admissible
control processes of the two players are allowed to rely on all events from the past. This quite natural
generalization permits the players to consider those earlier information, and it makes more convenient to
get the dynamic programming principle (DPP). However, the cost functionals are not deterministic anymore
and hence also the upper and the lower value functions become a priori random fields. We use a new
method to prove that, indeed, the upper and the lower value functions are deterministic. On the other hand,
thanks to BSDE methods (Peng, 1997) [18] we can directly prove a DPP for the upper and the lower value
functions, and also that both these functions are the unique viscosity solutions of the upper and the lower
integral–partial differential equations of Hamilton–Jacobi–Bellman–Isaacs’ type, respectively. Moreover,
the existence of the value of the game is got in this more general setting under Isaacs’ condition.
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1. Introduction
In this paper we investigate two-player zero-sum stochastic differential games (SDGs) in the
framework of Brownian motion and Poisson random measure. Fleming and Souganidis [9] were
the first to investigate two-player zero-sum SDGs. They proved that the lower and the upper value
functions of such games satisfy the related dynamic programming principle (DPP), and these
functions are the unique viscosity solutions of the related Bellman–Isaacs’ equations. Their work
has adapted former results of Evans and Souganidis [8] from a deterministic to the stochastic
framework. Since then lots of works on SDGs use the ideas in [9], see, for instance, [4,12,15]
and so on; we shall, in particular, also mention the recent work by Biswas [3] on SDGs with
jumps. Also refer to the references in [9].
We study an extension of the pioneering work of Fleming and Souganidis [9] and the work
by Biswas [3] on SDGs with jumps. More precisely, inspired by [5], we consider SDGs with
jumps on the Wiener–Poisson space and we allow the admissible control processes to depend on
the full past of the trajectories of the driving Brownian motion and the Poisson random measure.
That is, they can use information happening before the game starts. This method combined with
the definition of stochastic backward semigroups, introduced by Peng [18], simplifies the proof
of the DPP considerably. But also the cost functionals become random variables. In [5,6], for
SDGs in a Brownian setting without jumps, the authors introduced a new method of Girsanov
transformation, to prove that in spite of the randomness of the cost functionals the lower and
the upper value functions of the game are deterministic. However, this method does not apply to
SDGs with jumps. For this reason we study a new type of transformation on the Wiener–Poisson
space, which allows to prove that also in the case of SDGs with jumps the upper and the lower
value functions are deterministic, although controls can depend on the whole past. Another
generalization concerns the cost functionals. We consider nonlinear ones, defined through a
doubly controlled backward stochastic differential equation (BSDE) with jumps. Both these
extensions of the framework in [9,3,5] are crucial because they allow to harmonize the setting
for SDGs with jumps with that for the stochastic control theory and to simplify considerably the
approach in [9,3] by using BSDE methods.
Nonlinear BSDEs in the framework of Brownian motion were introduced by Pardoux and
Peng [16] in 1990. Since then they have been studied by many authors because of various
applications, namely in stochastic control, finance and the second order PDE theory. BSDE
methods, originally introduced by Peng [18,17] for the stochastic control theory, have been
applied to the theory of SDGs by Hamade`ne and Lepeltier [10] and Hamade`ne et al. [11], in
order to study games whose diffusion coefficient is strictly elliptic and does not depend on the
controls. BSDEs in the framework of Brownian motion and Poisson random measure were first
considered by Tang and Li [19], later by Barles et al. [1], and so on. In [14] the authors studied
the stochastic control theory for BSDE with jumps.
In this paper we study the general framework of SDGs with jumps. The dynamics of the
SDG in the framework of Brownian motion and compensated Poisson random measure that
we investigate is given by a doubly controlled system of stochastic differential equations (see
Eq. (3.1)). The cost functionals (see (3.7)) are defined by a BSDE with a Brownian motion
and a compensated Poisson random measure (see Eq. (3.5)). It is well known in the theory of
differential games, that players cannot restrict to play only controls; they have to play control
against strategy. Therefore, the lower value function W is defined as the essential infimum (over
all admissible strategies of Player II) of the essential supremum (over all admissible controls of
Player I) of all cost functionals, similarly for the upper value function U ; see (3.9) and (3.10).
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Our objective is to study these lower and upper value functions. The main results prove that W
and U are deterministic (see Proposition 3.1) continuous unique viscosity solutions of the related
Isaacs’ type integral–partial differential equations (IPDEs) (see Theorem 4.1), and they have the
DPP (see Theorem 3.1).
We point out the fact that W and U are deterministic is not obvious. The method introduced
by Peng [18] (see also Theorem A.1 of the present paper) for value functions with only control
processes but not strategies is not applicable here since the strategies usually do not have any
continuity property. In [5], the authors used a new method, that of the Girsanov transformation,
to solve this difficulty for the SDGs in the framework of Brownian motion, but for the present
situation – the SDGs driven by a Brownian motion and a compensated Poisson random measure
– this method cannot be used anymore. To overcome this difficulty we define a new type of
measure-preserving and invertible transformations on the Wiener–Poisson space (see (3.11) and
(3.12)). We show in Lemma 3.1 that W and U are invariant under such transformations and
in Lemma 3.2 we prove that the invariance of a random variable over the Wiener–Poisson
space with respect to these transformations implies that the random variable is deterministic.
We emphasize that the proofs of Lemmas 3.1 and 3.2 do not depend on BSDE methods. This
makes this approach applicable to the other cases, for example, stochastic control problems
with jumps. The importance of the approach which uses control processes relying on events
occurring before the beginning of the game, stems from the fact that, once proved that the upper
and the lower value functions W and U are deterministic, Peng’s notion of backward stochastic
semigroups [18] adapted to the framework with jumps allows to prove directly the DPP and this
without any approximation or technical definitions (e.g., r -strategies and π -controls) playing an
important role in [9,3]. Moreover, our approach also allows to show directly with the DPP that
W and U are viscosity solutions of the associated Isaacs’ type IPDEs.
Our paper is organized as follows. Section 2 recalls some elements of the theory of BSDEs
with jumps which will be used. Section 3 introduces the setting of SDG and its lower and upper
value functions W and U , and it proves that these functions are deterministic and have the DPP.
The proof of DPP is given in Appendix A.2. In Section 4 the DPP allows to deduce with Peng’s
BSDE method [18] adapted to the framework of SDGs with jumps, that W and U are viscosity
solutions of the related Isaacs’ type IPDEs. In Section 5 we prove the uniqueness of viscosity
solutions. Finally, after having characterized W and U as viscosity solutions of the related Isaacs’
type IPDEs we show that under the Isaacs’ condition W and U are equal (one says that the game
has a value). Finally, the Appendix gives some results on FBSDEs with jumps, which are used
in our work.
2. Preliminaries
Let us begin by introducing the setting for the SDG we want to investigate. As underlying
probability space (Ω ,F , P)we consider the completed product of the Wiener space (Ω1,F1, P1)
and the Poisson space (Ω2,F2, P2). Here, (Ω1,F1, P1) is a Wiener space: Ω1 is the set of
continuous functions from R to Rd with value zero at 0, Ω1 = C0(R;Rd) endowed with the
topology generated by the uniform convergence on compacts. F1 is the completed Borel σ -
algebra overΩ1, and P1 the Wiener measure under which the d-dimensional coordinate processes
Bs(ω) = ωs, s ∈ R+, ω ∈ Ω1, and B−s(ω) = ω(−s), s ∈ R+, ω ∈ Ω1, are two independent
d-dimensional Brownian motions. By {F Bs , s ≥ 0} we denote the natural filtration generated by
(Bs)s∈R and augmented by all P1-null sets, i.e.,
F Bs = σ {Br , r ∈ (−∞, s]} ∨NP1 , s ≥ 0.
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We now introduce the Poisson space (Ω2,F2, P2). For this, we let E = Rl \ {0} and endow
the space E with its Borel σ -field B(E). By a point function p on E we understand a mapping
p : Dp ⊂ R → E , where the domain Dp is a countable subset of the real line R. The point
function p defines on R× E the counting measure µ(p, dtde) introduced by the relation
µ(p, (s, t] ×∆) = ♯{r ∈ Dp ∩ (s, t] : p(r) ∈ ∆}, ∆ ∈ B(E), s, t ∈ R, s < t,
where ♯ denotes the cardinal number of the set. In the sequel we will often identify the point
function p with µ(p, .). Now let Ω2 denote the collection of all point functions p on E and F2
be the smallest σ -field on Ω2 with respect to which all mappings p → µ(p, (s, t] ×∆), s, t ∈
R, s < t,∆ ∈ B(E) are measurable. On the measurable space (Ω2,F2) we consider the
probability measure P2 under which the canonical coordinate measure µ(p, dtde) becomes a
Poisson random measure with Le´vy measure λ. That means the compensator µˆ(dtde) = dtλ(de)
of µ transforms {µ˜((s, t] × A) = (µ − µˆ)((s, t] × A)}s≤t to a martingale for any A ∈ B(E)
satisfying λ(A) < ∞. Here λ is an arbitrarily given σ -finite Le´vy measure on (E,B(E)),
i.e., a measure on (E,B(E)) with the property that E (1 ∧ |e|2)λ(de) < ∞. We complete the
probability space (Ω2,F2, P2) and introduce the filtration (Fµt )t≥0 generated by our coordinate
measure µ by setting
F˙µt = σ {µ((s, r ] ×∆) : −∞ < s ≤ r ≤ t,∆ ∈ B(E)}, t ≥ 0,
and taking the right-limits Fµt =
∩{s>t} F˙µs  ∨ NP2 , t ≥ 0, augmented by the P2-null sets.
Finally, we put Ω = Ω1 ×Ω2,F = F1 ⊗F2, P = P1 ⊗ P2, where F is completed with respect
to P , and the filtration F = {Ft }t≥0 is generated by
Ft := F B,µt = F Bt ⊗ Fµt , t ≥ 0, augmented by all P-null sets.
Let T > 0 be an arbitrarily fixed time horizon. For any n ≥ 1, |z| denotes the Euclidean norm
of z ∈ Rn . S2(0, T ;R) denotes the set of real-valued F-adapted ca`dla`g process (ψt )0≤t≤T with
E[sup0≤t≤T |ψt |2] < +∞; H2(0, T ;Rn) denotes the set of Rn-valued F-progressively
measurable process (ψt )0≤t≤T with ‖ψ‖2 = E
 T
0 |ψt |2dt

< +∞;K2λ(0, T ;Rn) denotes
the set of mapping K : Ω × [0, T ] × E → Rn which is P ⊗ B(E)-measurable with ‖K‖2 =
E
 T
0

E |Kt (e)|2λ(de)dt

< +∞.1
Given a function g : Ω × [0, T ] ×R×Rd × L2(E,B(E), λ;R)→ R with the property that
(g(t, y, z, k))t∈[0,T ] is P-measurable for each (y, z, k) in R× Rd × L2(E,B(E), λ;R), and we
also assume that
(A1) There exists a constant C ≥ 0 such that, P-a.s., for all t ∈ [0, T ], y1, y2 ∈ R, z1, z2 ∈
Rd , k1, k2 ∈ L2(E,B(E), λ;R),
|g(t, y1, z1, k1)− g(t, y2, z2, k2)| ≤ C(|y1 − y2| + |z1 − z2| + ‖k1 − k2‖).
(A2) g(·, 0, 0, 0) ∈ H2(0, T ;R).
The following result on BSDEs with jumps refers to Lemma 2.4 in [19] or Theorem 2.1 in [1].
1 P denotes the σ -algebra of Ft -predictable subsets of Ω × [0, T ].
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Lemma 2.1. Assume (A1) and (A2) hold. Then for any random variable ξ ∈ L2(Ω ,FT , P), the
BSDE with jump
yt = ξ +
∫ T
t
g(s, ys, zs, ks)ds −
∫ T
t
zs dBs −
∫ T
t
∫
E
ks(e)µ˜(ds, de),
0 ≤ t ≤ T, (2.1)
has a unique adapted solution
(yT,g,ξt , z
T,g,ξ
t , k
T,g,ξ
t )t∈[0,T ] ∈ S2(0, T ;R)×H2(0, T ;Rd)×K2λ(0, T ;R).
In the following we always assume that the generator g satisfies (A1) and (A2).
Lemma 2.2 (Comparison Theorem). Let h : Ω×[0, T ]×R×Rd×R beP⊗B(R)⊗B(Rd)⊗B(R)
measurable and satisfy
(i) there exists a constant C ≥ 0 such that, P-a.s., for all t ∈ [0, T ], y1, y2 ∈ R, z1, z2 ∈ Rd ,
k1, k2 ∈ R,
|h(t, y1, z1, k1)− h(t, y2, z2, k2)| ≤ C(|y1 − y2| + |z1 − z2| + |k1 − k2|).
(ii) h(·, 0, 0, 0) ∈ H2(0, T ;R).
(iii) k → h(t, y, z, k) is non-decreasing, for all (t, y, z) ∈ [0, T ] × R× Rd .
Furthermore, let l : Ω × [0, T ] × E → R be P ⊗ B(E) measurable and satisfy
0 ≤ lt (e) ≤ C(1 ∧ |e|), e ∈ E .
We set
g(t, ω, y, z, ϕ) = h

t, ω, y, z,
∫
E
ϕ(e)lt (ω, e)λ(de)

,
for (t, ω, y, z, ϕ) ∈ [0, T ] × Ω × R× Rd × L2(E,B(E), λ;R).
Let ξ ′, ξ ∈ L2(Ω ,FT , P) and g′ satisfies (A1) and (A2).
We denote by (y, z, k) (resp., (y′, z′, k′)) the unique solution of Eq. (2.1) with the data (ξ, g)
(resp., (ξ ′, g′)). If
(iv) ξ ≥ ξ ′, a.s.
(v) g(t, y, z, k) ≥ g′(t, y, z, k), a.s., a.e., for any (y, z, k) ∈ R× Rd × L2(E,B(E), λ;R).
Then, we have, yt ≥ y′t , a.s., for all t ∈ [0, T ]. And if, in addition, we also assume that
P(ξ1 > ξ2) > 0, then P{yt > y′t } > 0, 0 ≤ t ≤ T , and in particular, y0 > y′0.
The proof is referred to [1, Proposition 2.6].
With the above notations in Lemma 2.1 we now assume that, for some g : Ω × [0, T ] × R×
Rd × L2(E,B(E), λ;R) −→ R satisfying (A1) and (A2) and for i = 1, 2, the generators gi are
of the form
gi (s, y
i
s, z
i
s, k
i
s) = g(s, yis, zis, kis)+ ϕi (s), dsdP-a.e.,
where ϕi ∈ H2(0, T ;R). Therefore, for ξ1, ξ2 in L2(Ω ,FT , P) we have the following lemma.
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Lemma 2.3. The difference of the solutions (y1, z1, k1) and (y2, z2, k2) of BSDE (2.1) with the
data (ξ1, g1) and (ξ2, g2), respectively, has the following estimate:
|y1t − y2t |2 +
1
2
E
[∫ T
t
eβ(s−t)(|y1s − y2s |2 + |z1s − z2s |2)ds|Ft
]
+ 1
2
E
[∫ T
t
∫
E
eβ(s−t)|k1s (e)− k2s (e)|2λ(de)ds|Ft
]
≤ E[eβ(T−t)|ξ1 − ξ2|2|Ft ] + E
[∫ T
t
eβ(s−t)|ϕ1(s)− ϕ2(s)|2ds|Ft
]
,
P-a.s., for all 0 ≤ t ≤ T,
where β ≥ 2+ 2C + 4C2.
Refer to [1, Proposition 2.2].
3. A DPP for SDGs with jumps
Now we consider the SDGs with jumps under our setting. We denote by U (resp., V) the set
of admissible control processes for the first (resp., second) player, i.e., the set of all U (resp.,
V )-valued F-predictable processes. The control state spaces U and V are assumed to be compact
metric spaces.
Given admissible controls u(·) ∈ U and v(·) ∈ V , the corresponding orbit is the solution of
the following SDE with jumps with the initial time t and the initial state ζ ∈ L2(Ω ,Ft , P;Rn):
dX t,ζ ;u,vs = b(s, X t,ζ ;u,vs , us, vs)ds + σ(s, X t,ζ ;u,vs , us, vs)dBs
+
∫
E
γ (s, X t,ζ ;u,vs− , us, vs, e)µ(ds, de), s ∈ [t, T ],
X t,ζ ;u,vt = ζ,
(3.1)
where the functions
b : [0, T ] × Rn ×U × V → Rn σ : [0, T ] × Rn ×U × V → Rn×d ,
γ : [0, T ] × Rn ×U × V × E → Rn,
satisfy the following assumptions:
(i) For every fixed (x, e) ∈ Rn × E, b(., x, ., .), σ (., x, ., .) and γ (., x, ., ., e) are
continuous in (t, u, v).
(ii) There exists a constant C > 0 such that, for all t ∈ [0, T ],
x, x ′ ∈ Rn, u ∈ U, v ∈ V,
|b(t, x, u, v)− b(t, x ′, u, v)| + |σ(t, x, u, v)− σ(t, x ′, u, v)| ≤ C |x − x ′|.
(iii) There exists ρ : E → R+ with
∫
E
ρ2(e)λ(de) < +∞, such that,
for any t ∈ [0, T ], x, y ∈ Rn, u ∈ U, v ∈ V and e ∈ E,
|γ (t, x, u, v, e)− γ (t, y, u, v, e)| ≤ ρ(e)|x − y|,
|γ (t, 0, u, v, e)| ≤ ρ(e).
(H3.1)
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From (H3.1) we get the global linear growth of b and σ , i.e., there exists some C > 0 such
that, for all 0 ≤ t ≤ T, u ∈ U, v ∈ V, x ∈ Rn ,
|b(t, x, u, v)| + |σ(t, x, u, v)| ≤ C(1+ |x |);
|γ (t, x, u, v, e)| ≤ ρ(e)(1+ |x |). (3.2)
Obviously, with the above assumptions, for any u(·) ∈ U and v(·) ∈ V , SDE (3.1) has a unique
strong solution, see (A.2) in the Appendix. Furthermore, there exists C ∈ R+ such that, for any
t ∈ [0, T ], u(·) ∈ U , v(·) ∈ V and ζ, ζ ′ ∈ L2(Ω ,Ft , P;Rn), P-a.s.:
E[ sup
s∈[t,T ]
|X t,ζ ;u,vs − X t,ζ
′;u,v
s |2|Ft ] ≤ C |ζ − ζ ′|2,
E[ sup
s∈[t,T ]
|X t,ζ ;u,vs |2|Ft ] ≤ C(1+ |ζ |2).
(3.3)
The constant C depends only on the Lipschitz and the linear growth constants of b, σ and γ
to x .
Let us give three measurable mappings
Φ : Rn → R, f : [0, T ] × Rn × R× Rd × R×U × V → R, l : Rn × E → R
which satisfy the following assumptions:
(i) For every fixed (x, y, z, k) ∈ Rn × R× Rd × R, f (., x, y, z, k, ., .) is continuous in
(t, u, v) and there exists a constant C > 0 such that, for all t ∈ [0, T ], x, x ′ ∈ Rn,
y, y′ ∈ R, z, z′ ∈ Rd , k, k′ ∈ R, u ∈ U and v ∈ V,
| f (t, x, y, z, k, u, v)− f (t, x ′, y′, z′, k′, u, v)|
≤ C(|x − x ′| + |y − y′| + |z − z′| + |k − k′|).
(ii) k → f (t, x, y, z, k, u, v) is non-decreasing,
for all (t, x, y, z, u, v) ∈ [0, T ] × Rn × R× Rd ×U × V .
(iii) There exists a constant C > 0 such that,
0 ≤ l(x, e) ≤ C(1 ∧ |e|), x ∈ Rn, e ∈ E,
|l(x, e)− l(x ′, e)| ≤ C |x − x ′|(1 ∧ |e|), x, x ′ ∈ Rn, e ∈ E .
(iv) There exists a constant C > 0 such that, for all x, x ′ ∈ Rn,
|Φ(x)− Φ(x ′)| ≤ C |x − x ′|.
(H3.2)
From (H3.2) f and Φ also satisfy the global linear growth in x , i.e., there exists some C > 0
such that, for all 0 ≤ t ≤ T, u ∈ U, v ∈ V, x ∈ Rn ,
| f (t, x, 0, 0, 0, u, v)| + |Φ(x)| ≤ C(1+ |x |). (3.4)
For any u(·) ∈ U , v(·) ∈ V and ζ ∈ L2(Ω ,Ft , P;Rn), the mappings ξ := Φ(X t,ζ ;u,vT ) and
g(s, y, z, k) := f

s, X t,ζ ;u,vs , y, z,

E k(e)l(X
t,ζ ;u,v
s , e)λ(de), us, vs

, (s, y, z, k) ∈ [0, T ] ×
R×Rd×L2(E,B(E), λ;R), satisfy the assumption of Lemma 2.1 on [t, T ]. Hence, the following
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BSDE with jumps has a unique solution:
−dY t,ζ ;u,vs = f (s, X t,ζ ;u,vs , Y t,ζ ;u,vs , Z t,ζ ;u,vs ,∫
E
K t,ζ ;u,vs (e)l(X t,ζ ;u,vs , e)λ(de), us, vs)ds
− Z t,ζ ;u,vs dBs −
∫
E
K t,ζ ;u,vs (e)µ(ds, de),
Y t,ζ ;u,vT = Φ(X t,ζ ;u,vT ),
(3.5)
where X t,ζ ;u,v is the solution of Eq. (3.1).
Note that in (3.5) and in the sequel, f depends on K in a very specific way in order to make
full use of the comparison theorem— Lemma 2.2.
Moreover, similarly to Proposition A.1 in the Appendix, we can prove that there exists some
constant C > 0 such that, for all 0 ≤ t ≤ T, ζ, ζ ′ ∈ L2(Ω ,Ft , P;Rn), u(·) ∈ U and v(·) ∈ V ,
P-a.s.,
(i) |Y t,ζ ;u,vt − Y t,ζ
′;u,v
t | ≤ C |ζ − ζ ′|;
(ii) |Y t,ζ ;u,vt | ≤ C(1+ |ζ |).
(3.6)
The following definitions are borrowed from [9] or [5].
Definition 3.1. An admissible control process u = {ur , r ∈ [t, s]} (resp., v = {vr , r ∈ [t, s]}) for
Player I (resp., II) on [t, s] (t < s ≤ T ) is anFr -predictable process taking values in U (resp., V).
The set of all admissible controls for Player I (resp., II) on [t, s] is denoted by Ut,s (resp., Vt,s).
We identify both processes u and u¯ in Ut,s and write u ≡ u¯ on [t, s], if P{u = u¯ a.e. in [t, s]} = 1.
Similarly, we interpret v ≡ v¯ on [t, s] in Vt,s .
Definition 3.2. A nonanticipative strategy for Player I on [t, s] (t < s ≤ T ) is a mapping
α : Vt,s −→ Ut,s such that, for any Fr -stopping time S : Ω → [t, s] and any v1, v2 ∈ Vt,s with
v1 ≡ v2 on [[t, S]], it holds α(v1) ≡ α(v2) on [[t, S]]. Nonanticipative strategies for Player
II on [t, s], β : Ut,s −→ Vt,s , are defined similarly. The set of all nonanticipative strategies
α : Vt,s −→ Ut,s for Player I on [t, s] is denoted byAt,s . The set of all nonanticipative strategies
β : Ut,s −→ Vt,s for Player II on [t, s] is denoted by Bt,s .
(Recall that [[t, S]] = {(r, ω) ∈ [0, T ] × Ω , t ≤ r ≤ S(ω)}.)
For the control processes u(·) ∈ Ut,T and v(·) ∈ Vt,T we define the following related cost
functional
J (t, x; u, v) := Y t,x;u,vt , (t, x) ∈ [0, T ] × Rn, (3.7)
where the process Y t,x;u,v is introduced by BSDE (3.5).
Similarly to Theorem A.1 in the Appendix, we can prove that, for any t ∈ [0, T ] and ζ ∈
L2(Ω ,Ft , P;Rn),
J (t, ζ ; u, v) = Y t,ζ ;u,vt , P-a.s. (3.8)
When ζ is deterministic, i.e., ζ = x ∈ Rn , we define the lower value function of our SDG with
jumps
W (t, x) := essinf
β∈Bt,T
esssup
u∈Ut,T
J (t, x; u, β(u)) (3.9)
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and its upper value function
U (t, x) := esssup
α∈At,T
essinf
v∈Vt,T
J (t, x;α(v), v). (3.10)
Remark 3.1. Under (H3.1)–(H3.2) the lower value function W (t, x) and the upper value
function U (t, x) are well defined and, a priori, bounded, Ft -measurable random variables.
However, we show below that they are in fact deterministic functions. Such a result was already
got in the case of SDGs only driven by a Brownian motion (see [5]). However, here, in presence
of an additional driving compensated Poisson random measure, the argument of the Girsanov
transformation employed in [5] does not work anymore and has to be replaced by a quite different
transformation argument. In what follows we concentrate on the study of W , the upper value
function U can be investigated in a similar manner.
Proposition 3.1. For any (t, x) ∈ [0, T ] × Rn , we have W (t, x) = E[W (t, x)], P-a.s. Thus, let
W (t, x) equal to its deterministic version E[W (t, x)],W : [0, T ] ×Rn −→ R is a deterministic
function.
For the proof we need two lemmas.
Lemma 3.1. Let (t, x) ∈ [0, T ] × Rn and τ : Ω → Ω be an invertible F − F measurable
transformation such that
(i) τ and τ−1 : Ω → Ω are Ft − Ft measurable;
(ii) (Bs − Bt ) ◦ τ = Bs − Bt , s ∈ [t, T ];
µ((t, s] × A) ◦ τ = µ((t, s] × A), s ∈ [t, T ], A ∈ B(E);
(iii) the law P ◦ [τ ]−1 of τ is equivalent to the underlying probability measure P.
Then, W (t, x)(τ ) = W (t, x), P-a.s.
Proof. The proof is divided to four steps:
1st step: For any u ∈ Ut,T , v ∈ Vt,T , J (t, x; u, v) ◦ τ = J (t, x; u(τ ), v(τ )), P-a.s.
Indeed, applying the transformation τ to SDE (3.1) (with ζ = x), we compare the obtained
equation with the SDE got from (3.1) by replacing u and v with the controlled processes
u(τ ), v(τ ). Then, from the uniqueness of (3.1) we have X t,x;u,vs (τ ) = X t,x;u(τ ),v(τ )s , for any s ∈
[t, T ], P-a.s. Moreover, with a similar transformation method from the uniqueness of BSDE
(3.5) we get,
Y t,x;u,vs (τ ) = Y t,x;u(τ ),v(τ )s , for any s ∈ [t, T ], P-a.s.,
Z t,x;u,vs (τ ) = Z t,x;u(τ ),v(τ )s , dsdP-a.e. on [t, T ] × Ω ,
K t,x;u,vs (τ ) = K t,x;u(τ ),v(τ )s , dsλ(de)dP-a.e. on [t, T ] × E × Ω .
Therefore, we have
J (t, x; u, v)(τ ) = J (t, x; u(τ ), v(τ )), P-a.s.
2nd step: For β ∈ Bt,T , let β(u) := β(u(τ−1))(τ ), u ∈ Ut,T . Then, β ∈ Bt,T .
Obviously, β maps Ut,T into Vt,T . Furthermore, this mapping β is nonanticipative. Indeed, let
S : Ω → [t, T ] be an F-stopping time and u1, u2 ∈ Ut,T such that u1 ≡ u2 on [[t, S]]. Then,
2724 R. Buckdahn et al. / Stochastic Processes and their Applications 121 (2011) 2715–2750
obviously, u1(τ−1) ≡ u2(τ−1) on [[t, S(τ−1)]] (note that S(τ−1) is still an F-stopping time since
τ(Fs) := {τ(A), A ∈ Fs} = Fs, s ∈ [t, T ], from the assumptions (i) and (ii)). Therefore, since
β ∈ Bt,T , we get β(u1(τ−1)) ≡ β(u2(τ−1)) on [[t, S(τ−1)]]. Hence,β(u1) = β(u1(τ−1))(τ ) ≡ β(u2(τ−1))(τ ) = β(u2) on [[t, S]].
3rd step: For all β ∈ Bt,T we have
(esssup
u∈Ut,T
J (t, x; u, β(u)))(τ ) = esssup
u∈Ut,T
(J (t, x; u, β(u))(τ )), P-a.s.
Indeed, from the notation I (t, x;β) := esssupu∈Ut,T J (t, x; u, β(u)), β ∈ Bt,T , we get
I (t, x;β) ≥ J (t, x; u, β(u)), and thus I (t, x;β)(τ ) ≥ J (t, x; u, β(u))(τ ), P-a.s., for all u ∈
Ut,T (recall that P ◦ τ−1 is equivalent to P from assumption (iii)). On the other hand, for
any random variable ζ satisfying ζ ≥ J (t, x; u, β(u))(τ ), and therefore, also ζ(τ−1) ≥
J (t, x; u, β(u)), P-a.s., for all u ∈ Ut,T , we have ζ(τ−1) ≥ I (t, x;β), P-a.s., i.e., ζ ≥
I (t, x;β)(τ ), P-a.s. Hence,
I (t, x;β)(τ ) = esssup
u∈Ut,T
(J (t, x; u, β(u))(τ )), P-a.s.
4th step: W (t, x) is invariant with respect to the transformation τ , i.e.,
W (t, x)(τ ) = W (t, x), P-a.s.
Indeed, analogously to the last step we can prove that
(essinf
β∈Bt,T
I (t, x;β))(τ ) = essinf
β∈Bt,T
(I (t, x;β)(τ )), P-a.s.
Hence, from above we get,
W (t, x)(τ ) = essinf
β∈Bt,T
esssup
u∈Ut,T
(J (t, x; u, β(u))(τ ))
= essinf
β∈Bt,T
esssup
u∈Ut,T
J (t, x; u(τ ),β(u(τ )))
= essinf
β∈Bt,T
esssup
u∈Ut,T
J (t, x; u,β(u))
= essinf
β∈Bt,T
esssup
u∈Ut,T
J (t, x; u, β(u))
= W (t, x), P-a.s.,
where both latter equalities hold since {u(τ ) | u(·) ∈ Ut,T } = Ut,T , {β | β ∈ Bt,T } = Bt,T . 
Now let ℓ ≥ 1. We define the transformation τ ′ℓ : Ω1 → Ω1 such that, for all ω1 ∈ Ω1 =
C0(R;Rd),
(τ ′ℓω1)((t − ℓ, r ]) = ω1((t − 2ℓ, r − ℓ])(:= ω1(r − ℓ)− ω1(t − 2ℓ));
(τ ′ℓω1)((t − 2ℓ, r − ℓ]) = ω1((t − ℓ, r ]), for r ∈ [t − ℓ, t];
(τ ′ℓω1)((s, r ]) = ω1((s, r ]), (s, r ] ∩ (t − 2ℓ, t] = ∅;
(τ ′ℓω1)(0) = 0.
(3.11)
Moreover, for p ∈ Ω2, p = Σx∈Dp p(x)δx , we put
τ ′′ℓ p := Σx∈Dp∩(t−2ℓ,t]c p(x)δx + Σx∈Dp∩(t−ℓ,t] p(x)δx−ℓ + Σx∈Dp∩(t−2ℓ,t−ℓ] p(x)δx+ℓ.
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Obviously, τ ′′ℓ : Ω2 → Ω2 is a bijection, τ ′′ℓ −1 = τ ′′ℓ , which preserves the measure P2 ◦ [τ ′′ℓ ]−1 =
P2. Moreover,
µ(τ ′′ℓ p; (t − ℓ, r ] ×∆) = µ(p; (t − 2ℓ, r − ℓ] ×∆), r ∈ (t − ℓ, t], ∆ ∈ B(E);
µ(τ ′′ℓ p; (t − 2ℓ, r − ℓ] ×∆) = µ(p; (t − ℓ, r ] ×∆), r ∈ (t − ℓ, t], ∆ ∈ B(E);
µ(τ ′′ℓ p; (s, r ] ×∆) = µ(p; (s, r ] ×∆), (s, r ] ∩ (t − 2ℓ, t] = ∅, ∆ ∈ B(E).
(3.12)
Thus, the transformation τℓ : Ω → Ω , τℓω := (τ ′ℓω1, τ ′′ℓ p), ω = (ω1, p) ∈ Ω = Ω1 × Ω2,
satisfies the assumptions (i)–(iii) of Lemma 3.1. Therefore, W (t, x)(τℓ) = W (t, x), P-a.s., ℓ ≥
1. The proof of Proposition 3.1 will be completed by the following auxiliary Lemma 3.2.
Lemma 3.2. Let ζ ∈ L∞(Ω ,Ft , P) be such that, for all ℓ ≥ 1 natural numbers, ζ(τℓ) = ζ, P-
a.e. Then, there exists some real C such that ζ = C, P-a.s.
Proof. Obviously, since ζ ∈ L∞(Ω ,Ft , P), we have E[ζ |Ft−ℓ,t ] → ζ , P-a.s. and in L1, as
ℓ → +∞, where Ft−ℓ,t denotes the σ -field generated by the increment of B and µ on the time
interval [t − ℓ, t]. However, the invariance of ζ with respect to the transformations τℓ, ℓ ≥ 1,
also allows to show that E[ζ |Ft−ℓ,t ] → E[ζ ], P-a.s. and in L1, as ℓ → +∞, from where we
get ζ = E[ζ ], P-a.s. Let us prove this latter convergence.
To simplify the notation we introduce the Brownian motion B ′r := Bt − Bt−r , r ≥ 0, and the
Poisson random measure
υ([0, r ] ×∆) := µ([t − r, t] ×∆), r ≥ 0, ∆ ∈ B(E),
on R+ × E . Then, using the definition of the transformations τ ′ℓ, τ ′′ℓ , ℓ ≥ 1, we obtain
B ′r (τ ′ℓω1) = B ′ℓ+r (ω1)− B ′ℓ(ω1);
(B ′ℓ+r − B ′ℓ)(τ ′ℓω1) = B ′r (ω1), r ∈ [0, ℓ];
B ′r (τ ′ℓω1)− B ′s(τ ′ℓω1) = B ′r (ω1)− B ′s(ω1), (s, r ] ∩ [0, 2ℓ] = ∅;
and
υ(τ ′′ℓ p; [0, r ] ×∆) = υ(p; [ℓ, ℓ+ r ] ×∆);
υ(τ ′′ℓ p; [ℓ, ℓ+ r ] ×∆) = υ(p; [0, r ] ×∆), r ∈ [0, ℓ], ∆ ∈ B(E);
υ(τ ′′ℓ p; [s, r ] ×∆) = υ(p; [s, r ] ×∆), [s, r ] ∩ [0, 2ℓ] = ∅, 0 ≤ s ≤ r, ∆ ∈ B(E).
Moreover, we put F ′s,r := σ {B ′s′ − B ′s, υ([s, s′] ×∆), s′ ∈ [s, r ],∆ ∈ B(E)} ∨NP , 0 ≤ s ≤
r < +∞. Let ζ ∈ L∞(Ω ,Ft , P) be such that ζ(τℓ) = ζ, P-a.s., for all ℓ ≥ 1 natural numbers.
To prove Lemma 3.2 it suffices to show that ζ = E[ζ ], P-a.s.
For this we consider a random variable of the form θης , where θ ∈ L∞(Ω ,F ′0,ℓ, P), η ∈
L∞(Ω ,F ′ℓ,2ℓ, P), and ς ∈ L∞(Ω ,F ′2ℓ,∞, P). Then, θ(τℓ) ∈ L∞(Ω ,F ′ℓ,2ℓ, P), and the random
variable η(τℓ) ∈ L∞(Ω ,F ′0,ℓ, P) is independent ofF ′ℓ,∞. Consequently, taking into account that
ς(τℓ) = ς, P-a.s., we have
E[(θης)(τℓ)|F ′ℓ,∞] = E[η(τℓ)]θ(τℓ)ς
= E[η]θ(τℓ)ς (Recall that P ◦ [τℓ]−1 = P)
= E[η|F ′0,ℓ ∨ F ′2ℓ,∞]θ(τℓ)ς (η is independent of F ′0,ℓ ∨ F ′2ℓ,∞)
= E[θης |F ′0,ℓ ∨ F ′2ℓ,∞](τℓ), P-a.s.
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From the monotone class theorem we conclude that, for all θ ∈ L1(Ω ,F ′∞, P),
E[θ(τℓ)|F ′ℓ,∞] = E[θ |F ′0,ℓ ∨ F ′2ℓ,∞](τℓ), P-a.s., ℓ ≥ 1.
Observe that F ′∞ = Ft . Thus, for our ζ ∈ L∞(Ω ,Ft , P) invariant with respect to the transfor-
mations τℓ, ℓ ≥ 1, we have E[ζ |F ′ℓ,∞] = E[ζ(τℓ)|F ′ℓ,∞] = E[ζ |F ′0,ℓ ∨ F ′2ℓ,∞](τℓ), P-a.s.,
ℓ ≥ 1.
As E[ζ |F ′ℓ,∞] → E[ζ | ∩ℓ≥1 F ′ℓ,∞] = E[ζ ], as ℓ→∞, P-a.s., and in L1, it follows that
E[|E[ζ |F ′0,ℓ] − E[ζ ]|] = E[|E[E[ζ |F ′0,ℓ ∨ F ′2ℓ,∞] − E[ζ ]|F ′0,ℓ]|]
≤ E[|E[ζ |F ′0,ℓ ∨ F ′2ℓ,∞] − E[ζ ]|]
= E[|E[ζ |F ′0,ℓ ∨ F ′2ℓ,∞](τℓ)− E[ζ ]|] (Recall : P ◦ [τℓ]−1 = P)
= E[|E[ζ |F ′ℓ,∞] − E[ζ ]|] → 0, as ℓ→+∞.
Consequently, E[ζ |F ′0,ℓ] → E[ζ ] in L1, as ℓ → ∞. But, on the other hand, E[ζ |F ′0,ℓ] →
E[ζ |F ′0,∞] = ζ , in L1, as ℓ→∞. This shows that ζ = E[ζ ], P-a.s. 
Remark 3.2. From Lemma 3.2 we know W (t, x) is independent of FT .
From the definition of W (t, x) and (3.6) we get the following lemma.
Lemma 3.3. There exists a constant C > 0 such that, for all 0 ≤ t ≤ T, x, x ′ ∈ Rn ,
(i) |W (t, x)− W (t, x ′)| ≤ C |x − x ′|;
(ii) |W (t, x)| ≤ C(1+ |x |). (3.13)
We now begin to prove (the generalized) DPP of our SDG with jumps (3.1), (3.5) and (3.9).
For this we define the family of (backward) semigroups related with BSDE (3.5). Peng [18] first
introduced the definition of the stochastic backward semigroup which was applied to study the
DPP of stochastic control problems in the framework of Brownian motion. Our method translates
Peng’s ideas to the framework of SDGs with jumps.
Given (t, x), δ ∈ (0, T − t], admissible control processes u(·) ∈ Ut,t+δ, v(·) ∈ Vt,t+δ and a
random variable η ∈ L2(Ω ,Ft+δ, P;R), we define
G t,x;u,vs,t+δ [η] := Y˜ t,x;u,vs , s ∈ [t, t + δ], (3.14)
where (Y˜ t,x;u,vs , Z˜ t,x;u,vs , K t,x;u,vs )t≤s≤t+δ is the solution of the following BSDE on [t, t + δ]:
−dY˜ t,x;u,vs = f

s, X t,x;u,vs , Y˜ t,x;u,vs , Z˜ t,x;u,vs ,∫
E
K t,x;u,vs (e)l(X t,x;u,vs , e)λ(de), us, vsds
− Z˜ t,x;u,vs dBs −
∫
E
K t,x;u,vs (e)µ(ds, de), s ∈ [t, t + δ],
Y˜ t,x;u,vt+δ = η,
(3.15)
where X t,x;u,v is the solution of SDE (3.1).
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Remark 3.3. When f is independent of (y, z, k) we have
G t,x;u,vs,t+δ [η] = E
[
η +
∫ t+δ
s
f (r, X t,x;u,vr , ur , vr )dr |Fs
]
, s ∈ [t, t + δ].
Obviously, for the solution (Y t,x;u,v, Z t,x;u,v, K t,x;u,v) of BSDE (3.5) we have
G t,x;u,vt,T [Φ(X t,x;u,vT )] = G t,x;u,vt,t+δ [Y t,x;u,vt+δ ]. (3.16)
Furthermore,
J (t, x; u, v) = Y t,x;u,vt = G t,x;u,vt,T [Φ(X t,x;u,vT )] = G t,x;u,vt,t+δ [Y t,x;u,vt+δ ]
= G t,x;u,vt,t+δ [J (t + δ, X t,x;u,vt+δ ; u, v)].
Theorem 3.1. Under the assumptions (H3.1) and (H3.2), the lower value function W (t, x)
satisfies the following DPP: for any 0 ≤ t < t + δ ≤ T, x ∈ Rn ,
W (t, x) = essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
G t,x;u,β(u)t,t+δ [W (t + δ, X t,x;u,β(u)t+δ )]. (3.17)
The proof is similar to Theorem 3.6 in [5]. We give the proof in Appendix A.2 of the Appendix
for the sake of completeness.
In Lemma 3.3 we have already seen that W (t, x) is Lipschitz continuous in x , uniformly in t .
From Theorem 3.1 we can now prove that W (t, x) is continuous in t .
Theorem 3.2. Assume (H3.1) and (H3.2) hold. Then W (t, x) is 12 -Ho¨lder continuous in t: there
exists a constant C such that, for every x ∈ Rn, t, t ′ ∈ [0, T ],
|W (t, x)− W (t ′, x)| ≤ C(1+ |x |)|t − t ′| 12 .
Proof. Let (t, x) ∈ [0, T ] × Rn and δ ∈ (0, T − t] be arbitrarily given. We want to prove the
following inequality with the help of the estimates (A.20) and (A.21) in the Appendix:
− C(1+ |x |)δ 12 ≤ W (t, x)− W (t + δ, x) ≤ C(1+ |x |)δ 12 . (3.18)
From it we see immediately that W is 12 -Ho¨lder continuous in t . We will only prove the second
inequality in (3.18), the first one can be proved similarly. For this we notice that from (A.20), for
an arbitrarily small ε > 0,
W (t, x)− W (t + δ, x) ≤ I 1δ + I 2δ + ε, (3.19)
where
I 1δ := G t,x;u
ε,β(uε)
t,t+δ [W (t + δ, X t,x;u
ε,β(uε)
t+δ )] − G t,x;u
ε,β(uε)
t,t+δ [W (t + δ, x)],
I 2δ := G t,x;u
ε,β(uε)
t,t+δ [W (t + δ, x)] − W (t + δ, x),
for arbitrarily chosen β ∈ Bt,t+δ and uε ∈ Ut,t+δ such that (A.20) holds. From Lemma 2.3 and
(3.13)-(i) we get that, for some constant C which does not depend on the controls uε and β(uε),
|I 1δ | ≤ [C E(|W (t + δ, X t,x;u
ε,β(uε)
t+δ )− W (t + δ, x)|2|Ft )]
1
2
≤ [C E(|X t,x;uε,β(uε)t+δ − x |2|Ft )]
1
2 ,
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and since E[|X t,x;uε,β(uε)t+δ − x |2|Ft ] ≤ C(1 + |x |2)δ we derive that |I 1δ | ≤ C(1 + |x |)δ
1
2 . From
the definition of G t,x;u
ε,β(uε)
t,t+δ [·] (see (3.14)) I 2δ can be written as
I 2δ = E

W (t + δ, x)+
∫ t+δ
t
f

s, X t,x;uε,β(uε)s ,Y t,x;uε,β(uε)s ,Z t,x;uε,β(uε)s ,∫
E
K t,x;uε,β(uε)s (e)l(X t,x;uε,β(uε)s , e)λ(de), uεs , βs(uε. )

ds
−
∫ t+δ
t
Z t,x;uε,β(uε)s dBs − ∫ t+δ
t
∫
E
K t,x;uε,β(uε)s (e)µ(ds, de)|Ft

− W (t + δ, x)
= E
∫ t+δ
t
f

s, X t,x;uε,β(uε)s ,Y t,x;uε,β(uε)s ,Z t,x;uε,β(uε)s ,∫
E
K t,x;uε,β(uε)s (e)l(X t,x;uε,β(uε)s , e)λ(de), uεs , βs(uε. )

ds|Ft

,
where (Y t,x;uε,β(uε)s ,Z t,x;uε,β(uε)s , K t,x;uε,β(uε)s )t≤s≤t+δ is the solution of the BSDE (3.15) with
terminal value η = W (t + δ, x). From the Schwarz inequality, the estimates (3.3) and (A.4)-(i)
in the Appendix, we then get that, for some constant C ∈ R independent of t and δ,
|I 2δ | ≤ δ
1
2 E
∫ t+δ
t
 f

s, X t,x;uε,β(uε)s , Y˜ t,x;u
ε,β(uε)
s , Z˜
t,x;uε,β(uε)
s ,
∫
E
K t,x;uε,β(uε)s (e)l(X t,x;uε,β(uε)s , e)λ(de), uεs , βs(uε. )

2
ds|Ft
 1
2
≤ δ 12 E
∫ t+δ
t

| f (s, X t,x;uε,β(uε)s , 0, 0, 0, uεs , βs(uε. ))| + C |Y˜ t,x;u
ε,β(uε)
s |
+C |Z˜ t,x;uε,β(uε)s | + C
∫
E
K t,x;uε,β(uε)s (e)l(X t,x;uε,β(uε)s , e)λ(de)
2
ds|Ft
 1
2
≤ Cδ 12 E
∫ t+δ
t

1+ |X t,x;uε,β(uε)s |2 + |Y˜ t,x;u
ε,β(uε)
s |2 + |Z˜ t,x;u
ε,β(uε)
s |2
+
∫
E
|K t,x;uε,β(uε)s (e)|2λ(de)

ds|Ft
 1
2
≤ C(1+ |x |)δ 12 .
Therefore, from (3.19),
W (t, x)− W (t + δ, x) ≤ C(1+ |x |)δ 12 + ε,
and letting ε ↓ 0 we have the second inequality of (3.18). 
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4. Viscosity solutions of Isaacs’ equations with integral–differential operators
In this section we study the following second order IPDEs of Isaacs’ type
∂
∂t
W (t, x)+ H−(t, x,W, DW, D2W ) = 0, (t, x) ∈ [0, T )× Rn,
W (T, x) = Φ(x), x ∈ Rn,
(4.1)
and 
∂
∂t
U (t, x)+ H+(t, x,U, DU, D2U ) = 0, (t, x) ∈ [0, T )× Rn,
U (T, x) = Φ(x), x ∈ Rn .
(4.2)
Their Hamiltonians are defined by
H−(t, x,W, DW, D2W ) = sup
u∈U
inf
v∈V H(t, x,W, DW, D
2W, u, v)
and
H+(t, x,U, DU, D2U ) = inf
v∈V supu∈U
H(t, x,U, DU, D2U, u, v),
respectively, where
H(t, x,Ψ , DΨ , D2Ψ , u, v) = 1
2
tr(σσ T (t, x, u, v)D2Ψ)+ DΨ .b(t, x, u, v)
+
∫
E
(Ψ(t, x + γ (t, x, u, v, e))−Ψ(t, x)− DΨ(t, x).γ (t, x, u, v, e))λ(de)
+ f

t, x,Ψ(t, x), DΨ(t, x).σ (t, x, u, v),
∫
E
(Ψ(t, x + γ (t, x, u, v, e))
−Ψ(t, x))l(x, e)λ(de), u, v

,
Ψ = W or U, resp., (t, x, u, v) ∈ [0, T ] × Rn × U × V . Here the functions b, σ, f and Φ are
assumed to satisfy (H3.1) and (H3.2), respectively.
Now we want to prove that W (t, x) defined by (3.9) is the viscosity solution of Eq. (4.1), while
U (t, x) introduced by (3.10) is the viscosity solution of Eq. (4.2). For this we adapt Peng’s BSDE
method [18] in the framework of stochastic control theory driven by a Brownian motion into that
of the SDGs driven by a Brownian motion and a Poisson random measure. Uniqueness of the
viscosity solution will be proved in the next section. We first give the definition of a viscosity
solution of Eq. (4.1). The definition is similar for Eq. (4.2). It is referred to [7] for more details
about viscosity solutions.
Remark 4.1. We should assume here that there exists a constant C such that
|ρ(e)| ≤ C(1 ∧ |e|), for all e ∈ E . (H4.1)
This condition (H4.1) is only necessary for the following Definition 4.1. If Definition 4.1 is
restricted to some function of linear growth, then (H4.1) is not necessary. Note that W defined
by (3.9) has this linear growth property.
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Definition 4.1. A real-valued continuous function W ∈ C([0, T ] × Rn) is called
(i) A viscosity subsolution of Eq. (4.1) if W (T, x) ≤ Φ(x), for all x ∈ Rn , and if for all
functions ϕ ∈ C3l,b([0, T ] × Rn) and (t, x) ∈ [0, T ) × Rn such that W − ϕ attains a local
maximum at (t, x),
∂ϕ
∂t
(t, x)+ sup
u∈U
inf
v∈V {A
u,vϕ(t, x)+ Bδ,u,v(W, ϕ)(t, x)
+ f (t, x,W (t, x), Dϕ(t, x).σ (t, x, u, v),Cδ,u,v(W, ϕ)(t, x), u, v)} ≥ 0, (4.3)
for any sufficiently small δ > 0, where
Au,vϕ(t, x) = 1
2
tr(σσ T (t, x, u, v)D2ϕ(t, x))+ Dϕ(t, x).b(t, x, u, v),
Bδ,u,v(W, ϕ)(t, x) =
∫
Eδ
(ϕ(t, x + γ (t, x, u, v, e))
−ϕ(t, x)− Dϕ(t, x).γ (t, x, u, v, e))λ(de)
+
∫
Ecδ
(W (t, x + γ (t, x, u, v, e))− W (t, x)
− Dϕ(t, x).γ (t, x, u, v, e))λ(de),
and
Cδ,u,v(W, ϕ)(t, x) =
∫
Eδ
(ϕ(t, x + γ (t, x, u, v, e))− ϕ(t, x))l(x, e)λ(de)
+
∫
Ecδ
(W (t, x + γ (t, x, u, v, e))− W (t, x))l(x, e)λ(de),
with Eδ = {e ∈ E | |e| < δ}.
(ii) A viscosity supersolution of Eq. (4.1) if W (T, x) ≥ Φ(x), for all x ∈ Rn , and if for all
functions ϕ ∈ C3l,b([0, T ] × Rn) and (t, x) ∈ [0, T ) × Rn such that W − ϕ attains a local
minimum at (t, x),
∂ϕ
∂t
(t, x)+ sup
u∈U
inf
v∈V {A
u,vϕ(t, x)+ Bδ,u,v(W, ϕ)(t, x)
+ f (t, x,W (t, x), Dϕ(t, x).σ (t, x, u, v),Cδ,u,v(W, ϕ)(t, x), u, v)} ≤ 0. (4.4)
(iii) A viscosity solution of Eq. (4.1) if it is both a viscosity sub- and a supersolution of Eq. (4.1).
Remark 4.2. C3l,b([0, T ] × Rn) denotes the set of real-valued functions that are continuously
differentiable up to the third order and whose derivatives of order from 1 to 3 are bounded.
Remark 4.3. Let us assume that W ∈ C([0, T ]×Rn) has a linear growth and ϕ ∈ C3l,b([0, T ]×
Rn) is such that W − ϕ achieves a local maximum at (t, x) ∈ [0, T ) × Rn . Then, for some
ε > 0,W − ϕ has a maximum at (t, x) in the ε-ball Bε(t, x) around (t, x). Taking into
account that W has a linear growth, we can change ϕ outside B ε
2
(t, x) such that W − ϕ
has a global maximum at (t, x) and ϕ remains in the class C3l,b([0, T ] × Rn). We also
observe that, since this redefinition of ϕ does not affect its values in B ε
2
(t, x), the operators
Bδ,u,v(W, ϕ)(t, x),Cδ,u,v(W, ϕ)(t, x) do not change, for all δ ≤ ε2C(1+|x |) . Indeed, recall that|γ (t, x, u, v, e)| ≤ C(1+ |x |)(1∧ |e|), (u, v, e) ∈ U × V × E . For this reason, if W is of linear
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growth, the local maximum of W − ϕ in Definition 4.1(i) can be replaced by a global one, and
the local minimum in Definition 4.1(ii) by a global one.
Similarly to [1] we have the following result.
Lemma 4.1. In the definition of W being a viscosity sub- (resp., super-)solution of (4.1), we can
replace
Bδ,u,v(W, ϕ)(t, x) by Bu,vϕ(t, x), and
Cδ,u,v(W, ϕ)(t, x) by Cu,vϕ(t, x),
where
Bu,vϕ(t, x) =
∫
E
(ϕ(t, x + γ (t, x, u, v, e))− ϕ(t, x)− Dϕ(t, x).γ (t, x, u, v, e))λ(de),
Cu,vϕ(t, x) =
∫
E
(ϕ(t, x + γ (t, x, u, v, e))− ϕ(t, x))l(x, e)λ(de).
Proof. We only study the subsolution case, the supersolution case can be done similarly.
If (t, x) ∈ [0, T ) × Rn is such that W − ϕ attains a global maximum at (t, x) (recall
Remark 4.3) we have W (s, y) − ϕ(s, y) ≤ W (t, x) − ϕ(t, x), for all (s, y) ∈ [0, T ] × Rn .
Hence, W (t, y)− W (t, x) ≤ ϕ(t, y)− ϕ(t, x), for any y ∈ Rn and this makes, for any δ > 0,
Bδ,u,v(W, ϕ)(t, x) ≤ Bu,vϕ(t, x),
Cδ,u,v(W, ϕ)(t, x) ≤ Cu,vϕ(t, x).
Since f is increasing in k, from (4.3) we have
∂ϕ
∂t
(t, x)+ sup
u∈U
inf
v∈V {A
u,vϕ(t, x)+ Bu,vϕ(t, x)
+ f (t, x,W (t, x), Dϕ.σ (t, x, u, v),Cu,vϕ(t, x), u, v)} ≥ 0. (4.5)
It remains to show that (4.5) implies (4.3). Changing ϕ into ϕ − (ϕ(t, x) − W (t, x)), we
may assume that W (t, x) = ϕ(t, x). Then W (s, y) ≤ ϕ(s, y), for all (s, y) ∈ [0, T ] × Rn .
Furthermore, without loss of generality we may assume that,
(i) for all α > 0, there exists some ηα > 0, with ηα → 0 as α → 0, such that, for all
(s, y) ∈ [0, T ] × Rn with |(s, y)− (t, x)| > α, ϕ(s, y)− W (s, y) ≥ ηα.
Moreover, there exists a sequence of elements ϕα in C3l,b([0, T ] × Rn) with the following
properties:
(ii) ϕα(s, y) = ϕ(s, y) ≥ W (s, y), if |(s, y)− (t, x)| ∉

α,
1
α

;
(iii) ϕα(s, y) ≥ W (s, y), if α ≤ |(s, y)− (t, x)| ≤ 1
α
;
(iv) ϕα(s, y) ≤ W (s, y)+ ηα, if 3α ≤ |(s, y)− (t, x)| ≤ 1
α
− 2α;
(v) ϕα(s, y) ≤ ϕ(s, y), for all(s, y) ∈ [0, T ] × Rn;
(vi) There exists some ρ¯α > 0 with ρ¯α → 0 (α ↓ 0) such that
0 ≤ ϕα(s, y)− W (s, y) ≤ ρ¯α, for all (s, y) satisfying |(s, y)− (t, x)| ≤ 1
α
− 2α.
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Therefore, obviously, we have Dϕα(t, x) = Dϕ(t, x), ∂ϕα(t,x)∂t = ∂ϕ(t,x)∂t , D2ϕα(t, x) = D2
ϕ(t, x). Thus, since ϕα(t, x) = W (t, x) and ϕα(s, y) ≥ W (s, y), from (4.5) we have
∂ϕα(t, x)
∂t
+ sup
u∈U
inf
v∈V {A
u,vϕα(t, x)+ Bu,vϕα(t, x)
+ f (t, x,W (t, x), Dϕα.σ (t, x, u, v),Cu,vϕα(t, x), u, v)} ≥ 0.
From (v) and the monotonicity of f , we have
∂ϕ(t, x)
∂t
+ sup
u∈U
inf
v∈V {A
u,vϕ(t, x)+ Bδ,u,v(ϕα, ϕ)(t, x)
+ f (t, x,W (t, x), Dϕ.σ (t, x, u, v),Cδ,u,v(ϕα, ϕ)(t, x), u, v)} ≥ 0.
In the end, from (vi) and the Lebesgue dominated convergence theorem we get that
lim
α→0 supu∈U
inf
v∈V B
δ,u,v(ϕα, ϕ)(t, x) = sup
u∈U
inf
v∈V B
δ,u,v(W, ϕ)(t, x);
lim
α→0 supu∈U
inf
v∈V C
δ,u,v(ϕα, ϕ)(t, x) = sup
u∈U
inf
v∈V C
δ,u,v(W, ϕ)(t, x).
Indeed, because ϕα(t, .),W (t, .) are continuous and coincide in x we have
|Bδ,u,v(ϕα, ϕ)(t, x)− Bδ,u,v(W, ϕ)(t, x)|
≤
∫
Ecδ
|ϕα(t, x + γ (t, x, u, v, e))− W (t, x + γ (t, x, u, v, e))|λ(de)
≤ ρ¯αλ(Ecδ )+ C
∫
Ecδ
I|γ (t,x,u,v,e)|> 1
α
−2α
λ(de)
−→ 0(α → 0) uniformly in (u, v) ∈ U × V .
The second convergence uses the same discussion. Hence, letting ε → 0 in the above inequality
we get the desired result. 
Remark 4.4. For the construction of the sequence (ϕα), we refer the reader to Remark 4.3
in [14].
Now we begin to prove that W (t, x) is a viscosity solution of Eq. (4.1).
Theorem 4.1. Under the assumptions (H3.1) and (H3.2) the lower value function W (t, x) is a
viscosity solution of Eq. (4.1).
For the proof of Theorem 4.1 we need four lemmas. To simplify the notation we define, for some
arbitrarily chosen but fixed ϕ ∈ C3l,b([0, T ] × Rn),
F(s, x, y, z, k, u, v) = ∂
∂s
ϕ(s, x)+ Au,vϕ(s, x)+ Bu,vϕ(s, x)
+ f

s, x, y + ϕ(s, x), z + Dϕ(s, x).σ (s, x, u, v),
∫
E
k(e)l(x, e)λ(de)+ Cu,vϕ(s, x), u, v

, (4.6)
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(s, x, y, z, k, u, v) ∈ [0, T ] ×Rn ×R×Rd × L2(E,B(E), λ;R)×U × V , and we consider the
following BSDE with jumps on the interval [t, t + δ] (0 < δ ≤ T − t):
−dY 1,u,vs = F(s, X t,x;u,vs , Y 1,u,vs , Z1,u,vs , K 1,u,vs , us, vs)ds − Z1,u,vs dBs
−
∫
E
K 1,u,vs (e)µ(ds, de),
Y 1,u,vt+δ = 0,
(4.7)
where X t,x;u,v is the solution of (3.1) and u(·) ∈ Ut,t+δ, v(·) ∈ Vt,t+δ .
Remark 4.5. It is obvious that F(s, X t,x;u,vs , y, z, k, us, vs) satisfies (A1) and (A2). Therefore,
from Lemma 2.1, (4.7) has a unique solution.
The solution process Y 1,u,v has the following property.
Lemma 4.2. For every s ∈ [t, t + δ],
Y 1,u,vs = G t,x;u,vs,t+δ [ϕ(t + δ, X t,x;u,vt+δ )] − ϕ(s, X t,x;u,vs ), P-a.s. (4.8)
Proof. We recall that G t,x;u,vs,t+δ [ϕ(t + δ, X t,x;u,vt+δ )] is defined from the solution of the BSDE with
jumps
−dY u,vs = f

s, X t,x;u,vs , Y u,vs , Zu,vs ,
∫
E
K u,vs (e)l(X
t,x;u,v
s , e)λ(de), us, vs

ds
− Zu,vs dBs −
∫
E
K u,vs (e)µ(ds, de), s ∈ [t, t + δ],
Y u,vt+δ = ϕ(t + δ, X t,x;u,vt+δ ),
by the following equality:
G t,x;u,vs,t+δ [ϕ(t + δ, X t,x;u,vt+δ )] = Y u,vs , s ∈ [t, t + δ] (4.9)
(see (3.14)). Hence, we only need to show that Y u,vs − ϕ(s, X t,x;u,vs ) ≡ Y 1,u,vs . This result
can be get easily by using Itoˆ’s formula to ϕ(s, X t,x;u,vs ). Indeed, we get that the stochastic
differentials of Y u,vs − ϕ(s, X t,x;u,vs ) and Y 1,u,vs are equal, with the terminal condition Y u,vt+δ −
ϕ(t + δ, X t,x;u,vt+δ ) = 0 = Y 1,u,vt+δ . 
Now we study the following BSDE in which X t,x;u,v is substituted by its deterministic initial
value x :
−dY 2,u,vs = F(s, x, Y 2,u,vs , Z2,u,vs , K 2,u,vs , us, vs)ds − Z2,u,vs dBs
−
∫
E
K 2,u,vs (e)µ(ds, de),
Y 2,u,vt+δ = 0, s ∈ [t, t + δ],
(4.10)
where u(·) ∈ Ut,t+δ, v(·) ∈ Vt,t+δ .
Lemma 4.3. For every u ∈ Ut,t+δ, v ∈ Vt,t+δ , we have
|Y 1,u,vt − Y 2,u,vt | ≤ Cδ
3
2 , P-a.s., (4.11)
where the constant C does not depend on the control processes u and v.
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Proof. From Proposition 1.1 in [1], for all p ≥ 2 there exists some C p ∈ R+ such that
E[ sup
t≤s≤t+δ
|X t,x;u,vs − x |p|Ft ] ≤ C pδ(1+ |x |p),
P-a.s., uniformly in u ∈ Ut,t+δ, v ∈ Vt,t+δ. (4.12)
We now apply Lemma 2.3 and (4.12) to Eqs. (4.7) and (4.10). For this we define in Lemma 2.3:
ξ1 = ξ2 = 0, g(s, y, z) = F(s, X t,x,u,vs , y, z, k, us, vs),
ϕ1(s) = 0,
ϕ2(s) = F(s, x, Y 2,u,vs , Z2,u,vs , K 2,u,vs , us, vs)
− F(s, X t,x,u,vs , Y 2,u,vs , Z2,u,vs , K 2,u,vs , us, vs).
Obviously, the function g is Lipschitz in (y, z, k). We also note that
Bu,vϕ(s, x) =
∫
E
(ϕ(s, x + γ (s, x, u, v, e))− ϕ(s, x)− Dϕ.γ (s, x, u, v, e))λ(de)
=
∫
E
∫ 1
0
(1− θ)tr(D2ϕ(s, x + θγ (s, x, u, v, e))γ γ T (s, x, u, v, e))dθλ(de);
Cu,vϕ(s, x) =
∫
E
(ϕ(s, x + γ (s, x, u, v, e))− ϕ(s, x))l(x, e)λ(de)
=
∫
E
∫ 1
0
Dϕ(s, x + θγ (s, x, u, v, e))γ (s, x, u, v, e)dθl(x, e)λ(de).
Then, we can get |ϕ2(s)| ≤ C(1+|x |2)(|X t,x;u,vs −x |+|X t,x;u,vs −x |3), for s ∈ [t, t+δ], (t, x) ∈
[0, T )×Rn, u ∈ Ut,t+δ, v ∈ Vt,t+δ . Therefore, with the notation ρ0(r) = (1+|x |2)(r+r3), r ≥
0, we get
E
[∫ t+δ
t
(|Y 1,u,vs − Y 2,u,vs |2 + |Z1,u,vs − Z2,u,vs |2)ds|Ft
]
+ E
[∫ t+δ
t
∫
E
|K 1,u,vs (e)− K 2,u,vs (e)|2λ(de)ds|Ft
]
≤ C E
[∫ t+δ
t
ρ20(|X t,x,u,vs − x |)ds|Ft
]
≤ CδE[ sup
t≤s≤t+δ
ρ20(|X t,x,u,vs − x |)|Ft ]
≤ Cδ2.
Hence,
|Y 1,u,vt − Y 2,u,vt | = |E[(Y 1,u,vt − Y 2,u,vt )|Ft ]|
=
E
∫ t+δ
t
(F(s, X t,x,u,vs , Y
1,u,v
s , Z
1,u,v
s , K
1,u,v
s , us, vs)
− F(s, x, Y 2,u,vs , Z2,u,vs , K 2,u,vs , us, vs))ds|Ft

≤ C E
[∫ t+δ
t
(ρ0(|X t,x,u,vs − x |)+ |Y 1,u,vs − Y 2,u,vs | + |Z1,u,vs − Z2,u,vs |)ds|Ft
]
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+C E
[∫ t+δ
t
∫
E
(K 1,u,vs (e)− K 2,u,vs (e))l(x, e)λ(de)
 ds|Ft]
≤ C E
[∫ t+δ
t
ρ0(|X t,x,u,vs − x |)ds|Ft
]
+ Cδ 12

E
[∫ t+δ
t
|Y 1,u,vs − Y 2,u,vs |2ds|Ft
] 1
2
+ E
[∫ t+δ
t
|Z1,u,vs − Z2,u,vs |2ds|Ft
] 1
2
+ E
[∫ t+δ
t
∫
E
|K 1,u,vs (e)− K 2,u,vs (e)|2λ(de)ds|Ft
] 1
2

≤ Cδ 32 . 
Lemma 4.4. Let Y0(·) be the solution of the following ordinary differential equation:−Y˙0(s) = F0(s, x, Y0(s), 0, 0), s ∈ [t, t + δ],
Y0(t + δ) = 0, (4.13)
where the function F0 is defined by
F0(s, x, y, z, k) = sup
u∈U
inf
v∈V F(s, x, y, z, k, u, v),
(s, x, y, z, k) ∈ [0, T ] × Rn × R× Rd × L2(E,B(E), λ;R).
(4.14)
Then, P-a.s.,
esssup
u∈Ut,t+δ
essinf
v∈Vt,t+δ
Y 2,u,vt = Y0(t). (4.15)
Proof. It is clear that F0(s, x, y, z, k) is Lipschitz in (y, z, k), uniformly in (s, x). So Eq. (4.13)
has a unique solution. We first introduce the function
F1(s, x, y, z, k, u) = inf
v∈V F(s, x, y, z, k, u, v),
(s, x, y, z, k, u) ∈ [0, T ] × Rn × R× Rd × L2(E,B(E), λ;R)×U,
(4.16)
and consider the BSDE with jumps−dY
3,u
s = F1(s, x, Y 3,us , Z3,us , K 3,us , us)ds − Z3,us dBs −
∫
E
K 3,us (e)µ(ds, de),
Y 3,ut+δ = 0, s ∈ [t, t + δ],
(4.17)
for u ∈ Ut,t+δ . We note that since F1(s, x, y, z, k, us) is Lipschitz in (y, z, k), for every
u ∈ Ut,t+δ , the BSDE (4.17) has a unique solution (Y 3,u, Z3,u, K 3,u). Moreover,
Y 3,ut = essinf
v(·)∈Vt,t+δ
Y 2,u,vt , P-a.s., for all u ∈ Ut,t+δ.
Indeed, from the definition of F1 and Lemma 2.2 we get
Y 3,ut ≤ essinf
v(·)∈Vt,t+δ
Y 2,u,vt , P-a.s., for all u ∈ Ut,t+δ.
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On the other hand, there exists a measurable function v3 : [t, T ] ×Rn ×R×Rd ×R×U → V
such that
F1(s, x, y, z, k, u) = F(s, x, y, z, k, u, v3(s, x, y, z, k, u)), for any s, x, y, z, k, u.
Then, for an arbitrarily given u ∈ Ut,t+δ we definev3s := v3(s, x, Y 3,us , Z3,us , K 3,us , us), s ∈ [t, t + δ],
and obviously,v3 ∈ Vt,t+δ ,
F1(s, x, Y
3,u
s , Z
3,u
s , K
3,u
s , us) = F(s, x, Y 3,us , Z3,us , K 3,us , us,v3s ), s ∈ [t, t + δ].
Therefore, from the uniqueness of the BSDE we have
(Y 3,u, Z3,u, K 3,u) = (Y 2,u,v3 , Z2,u,v3 , K 2,u,v3)
and particularly, Y 3,ut = Y 2,u,v3t , P-a.s. This means
Y 3,ut = essinf
v∈Vt,t+δ
Y 2,u,vt , P-a.s., for all u ∈ Ut,t+δ.
In the end, since F0(s, x, y, z, k) = supu∈U F1(s, x, y, z, k, u), a similar argument yields
Y0(t) = esssup
u∈Ut,t+δ
Y 3,ut (= esssup
u∈Ut,t+δ
essinf
v∈Vt,t+δ
Y 2,u,vt ), P-a.s.
It uses the truth that (4.13) can be regarded as a BSDE with solution (Ys, Zs, Ks) = (Y0(s),
0, 0). 
Lemma 4.5. For every u ∈ Ut,t+δ, v ∈ Vt,t+δ , we have
E
[∫ t+δ
t
|Y 2,u,vs |ds|Ft
]
+ E
[∫ t+δ
t
|Z2,u,vs |ds|Ft
]
+ E
[∫ t+δ
t
∫
E
K 2,u,vs (e)l(x, e)λ(de)
 ds|Ft]
≤ Cδ 32 , P-a.s., (4.18)
where the constant C is independent of t, δ and the control processes u, v.
Proof. Because F(s, x, ·, ·, ·, u, v) has a linear growth in (y, z, k), uniformly in (u, v), from
Lemma 2.3 we get that, for some constant C independent of δ and u, v, P-a.s.,
|Y 2,u,vs |2 ≤ Cδ, E
[∫ t+δ
s
|Z2,u,vr |2dr |Fs
]
≤ Cδ,
E
[∫ t+δ
s
∫
E
|K 2,u,vr (e)|2λ(de)dr |Fs
]
≤ Cδ, t ≤ s ≤ t + δ.
On the other hand, from Eq. (4.10),
|Y 2,u,vs | ≤ E
[∫ t+δ
s
|F(r, x, Y 2,u,vr , Z2,u,vr , K 2,u,vr , ur , vr )|dr |Fs
]
≤ C E
[∫ t+δ
s

1+ |x |2 + |Y 2,u,vr | + |Z2,u,vr | +
∫
E
K 2,u,vr (e)l(x, e)λ(de)
 dr |Fs]
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≤ Cδ + C√δ

E
[∫ t+δ
s
|Z2,u,vr |2dr |Fs
] 1
2
+C√δ

E
[∫ t+δ
s
∫
E
|K 2,u,vr (e)|2λ(de)dr |Fs
] 1
2
≤ Cδ, P-a.s., s ∈ [t, t + δ],
and, from Itoˆ formula to |Y 2,u,vs |2 we can get
E
[∫ t+δ
t
|Z2,u,vs |2ds|Ft
]
+ E
[∫ t+δ
t
∫
E
|K 2,u,vs (e)|2λ(de)ds|Ft
]
≤ Cδ2, P-a.s.
Finally,
E
[∫ t+δ
t
|Y 2,u,vs |ds|Ft
]
+ E
[∫ t+δ
t
|Z2,u,vs |ds|Ft
]
+ E
[∫ t+δ
t
∫
E
K 2,u,vs (e)l(x, e)λ(de)
 ds|Ft]
≤ Cδ2 + δ 12

E
[∫ t+δ
t
|Z2,u,vs |2ds|Ft
] 1
2
+Cδ 12

E
[∫ t+δ
t
∫
E
|K 2,u,vs (e)|2λ(de)ds|Ft
] 1
2
≤ Cδ 32 , P-a.s. 
Now we give the proof of Theorem 4.1:
Proof. (1) Obviously, W (T, x) = Φ(x), x ∈ Rn . Let us show first that W is a viscosity
supersolution. For this end we suppose that ϕ ∈ C3l,b([0, T ] × Rn), and (t, x) ∈ [0, T ) × Rn
are such that W − ϕ attains a minimum at (t, x). Note that, from Remark 4.3 we can substitute
the condition of a local minimum with that of a global one in the definition of the viscosity
supersolution. Without loss of generality we may also assume that ϕ(t, x) = W (t, x). Then,
from the DPP (see Theorem 3.1),
ϕ(t, x) = W (t, x) = essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
G t,x;u,β(u)t,t+δ [W (t + δ, X t,x;u,β(u)t+δ )], 0 ≤ δ ≤ T − t,
and from W ≥ ϕ and the monotonicity property of G t,x;u,β(u)t,t+δ [·] (see Lemma 2.2) we get
essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
{G t,x;u,β(u)t,t+δ [ϕ(t + δ, X t,x;u,β(u)t+δ )] − ϕ(t, x)} ≤ 0, P-a.s.
Thus, from Lemma 4.2,
essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
Y 1,u,β(u)t ≤ 0, P-a.s.,
and furthermore, from Lemma 4.3 we get
essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
Y 2,u,β(u)t ≤ Cδ
3
2 , P-a.s.
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Therefore, because essinfv∈Vt,t+δY
2,u,v
t ≤ Y 2,u,β(u)t , β ∈ Bt,t+δ , we have
esssup
u∈Ut,t+δ
essinf
v∈Vt,t+δ
Y 2,u,vt ≤ essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
Y 2,u,β(u)t ≤ Cδ
3
2 , P-a.s.,
and Lemma 4.4 means
Y0(t) ≤ Cδ 32 , P-a.s.,
where Y0 is the unique solution of Eq. (4.13). Then it follows directly that
sup
u∈U
inf
v∈V F(t, x, 0, 0, 0, u, v) = F0(t, x, 0, 0, 0) ≤ 0,
and from the definition of F we get that W is a viscosity supersolution of Eq. (4.1).
(2) Now we begin to prove that W is a viscosity subsolution. Suppose that ϕ ∈ C3l,b([0, T ] ×
Rn) and (t, x) ∈ [0, T ) × Rn are such that W − ϕ attains a maximum at (t, x). Without loss of
generality we assume again ϕ(t, x) = W (t, x). We must prove that
sup
u∈U
inf
v∈V F(t, x, 0, 0, 0, u, v) = F0(t, x, 0, 0, 0) ≥ 0.
Let us suppose that it is not true. Then there exists some θ > 0 such that
F0(t, x, 0, 0, 0) = sup
u∈U
inf
v∈V F(t, x, 0, 0, 0, u, v) ≤ −θ < 0, (4.19)
and we can find a measurable function ψ : U → V such that
F(t, x, 0, 0, 0, u, ψ(u)) ≤ −3
4
θ, for all u ∈ U.
Furthermore, because F(·, x, 0, 0, 0, ·, ·) is uniformly continuous on [0, T ]×U ×V there exists
some T − t ≥ R > 0 such that
F(s, x, 0, 0, 0, u, ψ(u)) ≤ −1
2
θ, for all u ∈ Uand |s − t | ≤ R. (4.20)
On the other hand, from the DPP (Theorem 3.1), for every δ ∈ (0, R],
ϕ(t, x) = W (t, x) = essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
G t,x;u,β(u)t,t+δ [W (t + δ, X t,x;u,β(u)t+δ )],
and from W ≤ ϕ and the monotonicity property of G t,x;u,β(u)t,t+δ [·] (Lemma 2.2) we get
essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
{G t,x;u,β(u)t,t+δ [ϕ(t + δ, X t,x;u,β(u)t+δ )] − ϕ(t, x)} ≥ 0, P-a.s.
Hence, from Lemma 4.2,
essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
Y 1,u,β(u)t ≥ 0, P-a.s.,
and particularly,
esssup
u∈Ut,t+δ
Y 1,u,ψ(u)t ≥ 0, P-a.s.
Then, by putting ψs(u)(ω) = ψ(us(ω)), (s, ω) ∈ [t, T ] × Ω , ψ is an element of Bt,t+δ . For an
arbitrarily given ε > 0 we can choose uε ∈ Ut,t+δ such that Y 1,u
ε,ψ(uε)
t ≥ −εδ (similar to the
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proof of (A.21)). From Lemma 4.3 we further get
Y 2,u
ε,ψ(uε)
t ≥ −Cδ
3
2 − εδ, P-a.s. (4.21)
Since
Y 2,u
ε,ψ(uε)
t = E
[∫ t+δ
t
F(s, x, Y 2,u
ε,ψ(uε)
s , Z
2,uε,ψ(uε)
s , K
2,uε,ψ(uε)
s , u
ε
s , ψs(u
ε
. ))ds|Ft
]
we derive from the Lipschitz property of F in (y, z, k), (4.20) and Lemma 4.5 that
Y 2,u
ε,ψ(uε)
t ≤ E
∫ t+δ
t

C |Y 2,uε,ψ(uε)s | + C |Z2,u
ε,ψ(uε)
s |
+C
∫
E
K 2,u
ε,ψ(uε)
s (e)l(x, e)λ(de)
+ F(s, x, 0, 0, 0, uεs , ψs(uε. ))

ds|Ft

≤ Cδ 32 − 1
2
θδ, P-a.s. (4.22)
From (4.21) and (4.22), −Cδ 12 − ε ≤ Cδ 12 − 12θ, P-a.s. Letting δ ↓ 0, and then ε ↓ 0 we get
θ ≤ 0 which induces a contradiction. Hence,
F0(t, x, 0, 0, 0) = sup
u∈U
inf
v∈V F(t, x, 0, 0, 0, u, v) ≥ 0,
and from the definition of F , we know that W is a viscosity subsolution of Eq. (4.1). From above
we prove that W is a viscosity solution of Eq. (4.1). 
Remark 4.6. We can similarly prove that U is a viscosity solution of Eq. (4.2).
5. Viscosity solution of Isaacs’ equation: uniqueness theorem
In this section we want to study the uniqueness of the viscosity solution of Eq. (4.1),
∂
∂t
W (t, x)+ H−(t, x,W, DW, D2W ) = 0, (t, x) ∈ [0, T )× Rn,
W (T, x) = Φ(x), x ∈ Rn .
(5.1)
Recall that
H−(t, x,W, DW, D2W ) = sup
u∈U
inf
v∈V

1
2
tr(σσ T (t, x, u, v)D2W )+ DW.b(t, x, u, v)
+
∫
E
(W (t, x + γ (t, x, u, v, e))− W (t, x)− DW.γ (t, x, u, v, e))λ(de)
+ f

t, x,W (t, x), DW.σ (t, x, u, v),
∫
E
(W (t, x + γ (t, x, u, v, e))
−W (t, x))l(x, e)λ(de), u, v

,
where t ∈ [0, T ], x ∈ Rn . The functions b, σ, f and Φ are still assumed to satisfy (H3.1) and
(H3.2), respectively.
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We will prove the uniqueness of the solution of Eq. (5.1) in the following space
Θ =

ϕ ∈ C([0, T ] × Rn) : ∃ A > 0 such that lim|x |→∞ϕ(t, x)
× exp

−A log (|x |2 + 1) 12 2 = 0, uniformly in t ∈ [0, T ].
The continuous function in this space has a growth condition which is slightly weaker than the
polynomial growth. This growth condition was introduced in [1,2] to prove the uniqueness of the
viscosity solution of an IPDE related with a decoupled FBSDE with jumps but without controls.
We will prove the uniqueness of (5.1) in Θ , similarly for Eq. (4.2). If K denotes a Lipschitz
constant of f (t, ., ., ., ., u, v), uniformly in (t, u, v), we first have the following two lemmas.
Lemma 5.1. Let u1 ∈ Θ be a viscosity subsolution and u2 ∈ Θ be a viscosity supersolution of
Eq. (5.1). Then the function ω := u1 − u2 is a viscosity subsolution of the equation
∂
∂t
ω(t, x)+ sup
u∈U,v∈V
{Au,vω(t, x)+ Bu,vω(t, x)+ K |ω(t, x)|
+ K |Dω(t, x).σ (t, x, u, v)| + K (Cu,vω(t, x))+} = 0, (t, x) ∈ [0, T )× Rn,
ω(T, x) = 0, x ∈ Rn .
(5.2)
The proof of this lemma follows immediately from that of Lemma 3.7 in [1] with the help of
Lemma 1 (Nonlocal Jensen–Ishii’s Lemma) in [2].
Now we can prove the uniqueness theorem.
Theorem 5.1. Assume that (H3.1) and (H3.2) hold. Let u1 (resp., u2) ∈ Θ be a viscosity
subsolution (resp., supersolution) of Eq. (5.1). Then we have
u1(t, x) ≤ u2(t, x), for all (t, x) ∈ [0, T ] × Rn . (5.3)
Proof. Suppose that u1 and u2 are bounded and put ω1 := u1 − u2. Theorem 4.1 in [2] is
a comparison principle for bounded sub- and supersolutions of Hamilton–Jacobi–Bellman’s
equations with nonlocal term of type (5.2). From Lemma 5.1 ω1 is a viscosity subsolution of
Eq. (5.2). On the other hand, ω2 = 0 is a viscosity solution and, therefore, also a viscosity
supersolution of Eq. (5.2). The functions ω1 and ω2 are bounded, then from Theorem 4.1 in [2]
u1−u2 = ω1 ≤ ω2 = 0, i.e., u1 ≤ u2 on [0, T ]× Rn . In the end, if u1, u2 are viscosity solutions
of (5.2), they are both viscosity sub- and supersolutions, and hence we get the equality of u1
and u2. However, with our standard assumptions we cannot expect that W is bounded, so that
we have to prove the theorem for u1, u2 ∈ Θ . For the proof the following auxiliary lemma is
needed.
Similarly to [1] we also have
Lemma 5.2. For any A > 0, there exists C1 > 0 such that the function
χ(t, x) = exp[(C1(T − t)+ A)ψ(x)],
with
ψ(x) =

log

(|x |2 + 1) 12

+ 1
2
, x ∈ Rn,
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satisfies
∂
∂t
χ(t, x)+ sup
u∈U,v∈V
{Au,vχ(t, x)+ Bu,vχ(t, x)+ Kχ(t, x)
+ K |Dχ(t, x).σ (t, x, u, v)| + K (Cu,vχ(t, x))+} < 0 in [t1, T ] × Rn,
where t1 = T −
A
C1
. (5.4)
Proof. We can get the following estimates:
|Dψ(x)| ≤ 2[ψ(x)]
1
2
(|x |2 + 1) 12
≤ 4, |D2ψ(x)| ≤
C

1+ [ψ(x)] 12

|x |2 + 1 , x ∈ R
n .
It means that, if t ∈ [t1, T ],
|Dχ(t, x)| ≤ (C1(T − t)+ A)χ(t, x)|Dψ(x)|
≤ Cχ(t, x) [ψ(x)]
1
2
(|x |2 + 1) 12
,
and, analogously,
|D2χ(t, x)| ≤ Cχ(t, x) ψ(x)|x |2 + 1 .
The above estimates do not depend on C1 from the definition of t1. Then, because γ is bounded
and ψ is Lipschitz continuous, we have
χ(t, x + γ (t, x, u, v, e))− χ(t, x)− Dχ(t, x).γ (t, x, u, v, e)
≤ Cχ(t, x) ψ(x)|x |2 + 1 |γ (t, x, u, v, e)|
2,
and
χ(t, x + γ (t, x, u, v, e))− χ(t, x) ≤ Cχ(t, x) [ψ(x)]
1
2
(|x |2 + 1) 12
|γ (t, x, u, v, e)|.
Therefore,
∂
∂t
χ(t, x)+ sup
u∈U,v∈V
{Au,vχ(t, x)+ Bu,vχ(t, x)+ Kχ(t, x)
+ K |Dχ(t, x).σ (t, x, u, v)| + K (Cu,vχ(t, x))+}
≤ −χ(t, x)

C1ψ(x)− Cψ(x)− C[ψ(x)] 12 − Cψ(x)|x |2 + 1
− K − C K [ψ(x)] 12 − C K [ψ(x)]
1
2
(|x |2 + 1) 12

< −χ(t, x){C1 − [C + K ]}ψ(x) < 0, if C1 > C + K large enough. 
Now we can continue to prove the uniqueness theorem— Theorem 5.1.
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Proof of Theorem 5.1 (Continued). Denote ω := u1 − u2. Then, for some A > 0,
lim|x |→∞ω(t, x)e
−A[log((|x |2+1) 12 )]2 = 0,
uniformly in t ∈ [0, T ]. This implies, particularly, that for any α > 0, ω(t, x) − αχ(t, x) is
bounded from above in [t1, T ] × Rn , and
M := max
[t1,T ]×Rn
(ω − αχ)(t, x)e−K (T−t)
is obtained at some point (t0, x0) ∈ [t1, T ]×Rn (depending on α). We now have to consider two
cases.
For the first case we assume that, ω(t0, x0) ≤ 0, for any α > 0.
Then, M ≤ 0 and u1(t, x)− u2(t, x) ≤ αχ(t, x) in [t1, T ] ×Rn . Therefore, letting α tending
to zero we get
u1(t, x) ≤ u2(t, x), for all (t, x) ∈ [t1, T ] × Rn .
For the second case we suppose that there exists some α > 0 such that ω(t0, x0) > 0.
We note that ω(t, x) − αχ(t, x) ≤ (ω(t0, x0) − αχ(t0, x0))e−K (t−t0) in [t1, T ] × Rn . Then,
putting
ϕ(t, x) = αχ(t, x)+ (ω − αχ)(t0, x0)e−K (t−t0)
we get ω−ϕ ≤ 0 = (ω−ϕ)(t0, x0) in [t1, T ]×Rn . Hence, because ω is a viscosity subsolution
of (5.2) from Lemma 5.1 we get
∂
∂t
ϕ(t0, x0)+ sup
u∈U,v∈V
{Au,vϕ((t0, x0))+ Bu,vϕ(t0, x0)
+ K |ϕ(t0, x0)| + K |Dϕ(t0, x0).σ (t0, x0, u, v)| + K (Cu,vϕ(t0, x0))+} ≥ 0.
Moreover, from our assumption that ω(t0, x0) > 0 and because ω(t0, x0) = ϕ(t0, x0),
K |ϕ(t0, x0)| can be replaced by Kϕ(t0, x0) in the above inequality. Then, due to the definition of
ϕ and Lemma 5.2,
0 ≤ α

∂χ
∂t
(t0, x0)+ sup
u∈U,v∈V
{Au,vχ((t0, x0))+ Bu,vχ(t0, x0)
+ Kχ(t0, x0)+ K |Dχ(t0, x0).σ (t0, x0, u, v)| + K (Cu,vχ(t0, x0))+}

< 0
which is a contradiction. In the end, by using the same argument on the interval [t2, t1] succes-
sively with t2 =

t1 − AC1
+
, and then, if t2 > 0, on [t3, t2] with t3 =

t2 − AC1
+
, etc, we get
u1(t, x) ≤ u2(t, x), (t, x) ∈ [0, T ] × Rn . 
Remark 5.1. Obviously, because W (t, x) is at most of linear growth it belongs to Θ , and hence
W (t, x) is the unique viscosity solution inΘ of (5.1). Similarly, we get that U (t, x) is the unique
viscosity solution in Θ of Eq. (4.2).
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Remark 5.2. If the Isaacs’ condition holds, that is, if for all (t, x) ∈ [0, T ] × Rn ,
H−(t, x,Ψ(t, x), DΨ(t, x), D2Ψ(t, x)) = H+(t, x,Ψ(t, x), DΨ(t, x), D2Ψ(t, x)),
then Eqs. (5.1) and (4.2) are the same and from the uniqueness in Θ of viscosity solution we get
that the lower value function W (t, x) equals to the upper value function U (t, x) which means
the related SDG with jumps has a value.
Acknowledgments
Juan Li thanks the Department of Mathematics of the University of West Brittany, and
especially Rainer Buckdahn, for their hospitality during her stay in France.
Rainer Buckdahn was supported by the Agence Nationale de la Recherche (France),
reference ANR-10-BLAN 0112, and by the Marie Curie ITN “Controlled Systems”, call:
FP7-PEOPLE-2007-1-1-ITN, No. 213841-2. The work of Juan LI has been supported by a
one-year fellowship awarded by the General Council of Finiste`re, France, and by the NSF
of P.R.China (No. 10701050, 11071144), Shandong Province (No. Q2007A04), Independent
Innovation Foundation of Shandong University, SRF for ROCS (SEM) and National Basic
Research Program of China (973 Program) (No. 2007CB814904).
Appendix
A.1. FBSDEs with jumps
In this subsection we give some basic results on BSDEs with jumps related with forward
SDEs with jumps (for short: FBSDEs), for reader’s convenience. Measurable functions b :
[0, T ] ×Ω ×Rn → Rn, σ : [0, T ] ×Ω ×Rn → Rn×d and γ : [0, T ] ×Ω ×Rn × E → Rn are
assumed to satisfy the following conditions:
(i) b(·, 0) and σ(·, 0) are Ft -adapted processes, and for some constant C > 0 such that
|b(t, 0)| + |σ(t, 0)| ≤ C, dtdP-a.e.;
(ii) b and σ are Lipschitz in x, i.e., there is some constant C > 0 such that
|b(t, x)− b(t, x ′)| + |σ(t, x)− σ(t, x ′)| ≤ C |x − x ′|, dtdP-a.e., for x, x ′ ∈ Rn;
(iii) There exists a measurable function ρ : E → R+ with
∫
E
ρ2(e)λ(de) < +∞,
such that, for any x, y ∈ Rn and e ∈ E,
|γ (t, x, e)− γ (t, y, e)| ≤ ρ(e)|x − y|,
γ (·, e) is Ft -predictable, and |γ (t, x, e)| ≤ ρ(e)(1+ |x |), dtdP-a.e.
(H6.1)
We consider the following SDE with jumps parameterized by the initial condition (t, ζ ) ∈
[0, T ] × L2(Ω ,Ft , P;Rn):dX
t,ζ
s = b(s, X t,ζs )ds + σ(s, X t,ζs )dBs +
∫
E
γ (s, X t,ζs−, e)µ˜(ds, de),
X t,ζt = ζ, s ∈ [t, T ].
(A.1)
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With the assumption (H6.1), SDE (A.1) has a unique strong solution and, there exists C ∈ R+
such that, for any t ∈ [0, T ] and ζ, ζ ′ ∈ L2(Ω ,Ft , P;Rn),
E[ sup
t≤s≤T
|X t,ζs − X t,ζ
′
s |2|Ft ] ≤ C |ζ − ζ ′|2, a.s.,
E[ sup
t≤s≤T
|X t,ζs |2|Ft ] ≤ C(1+ |ζ |2), a.s.
(A.2)
(Referred to Karatzas and Shreve [13] or Proposition 1.1 in [1]). Notice that the constant C in
(A.2) only relies on the Lipschitz and the growth constants of b, σ and γ .
Now let us give two real valued functions f (t, x, y, z, k) and Φ(x) satisfying the following
conditions:
(i) Φ : Ω × Rn → R is an FT ⊗ B(Rn)-measurable random variable and
f : [0, T ] × Ω × Rn × R× Rd × L2(E,B(E), λ;R)
→ R is P ⊗ B(Rn)⊗ B(R)⊗ B(Rd)⊗ B(L2(E,B(E), λ;R))-measurable.
(ii) There exists a constant C > 0 such that
| f (t, x, y, z, k)− f (t, x ′, y′, z′, k′)| + |Φ(x)− Φ(x ′)|
≤ C(|x − x ′| + |y − y′| + |z − z′| + ‖k − k′‖), a.s.,
for all 0 ≤ t ≤ T, x, x ′ ∈ Rn, y, y′ ∈ R, z, z′ ∈ Rd and k, k′ ∈ L2(E,B(E), λ;R).
(iii) f and Φ satisfy a linear growth condition, i.e., there exists some C > 0
such that, dt × dP-a.e., for all x ∈ Rn,
| f (t, x, 0, 0, 0)| + |Φ(x)| ≤ C(1+ |x |).
(H6.2)
With the above assumptions the coefficient f (s, X t,ζs , y, z, k) satisfies (A1) and (A2) and
ξ = Φ(X t,ζT ) ∈ L2(Ω ,FT , P;R). Hence, the following BSDE with jumps has a unique solution:−dY t,ζs = f (s, X t,ζs , Y t,ζs , Z t,ζs , K t,ζs )ds − Z t,ζs dBs −
∫
E
K t,ζs− (e)µ˜(ds, de),
Y t,ζT = Φ(X t,ζT ), s ∈ [t, T ].
(A.3)
From Lemma 2.1, the estimate (A.2) and Itoˆ’s formula we can prove the following.
Proposition A.1. Assume that (H6.1) and (H6.2) hold. Then, for any 0 ≤ t ≤ T and the related
initial conditions ζ, ζ ′ ∈ L2(Ω ,Ft , P;Rn),
(i) E

sup
t≤s≤T
|Y t,ζs |2 +
∫ T
t
|Z t,ζs |2ds|Ft

+ E
[∫ T
t
∫
E
|K t,ζs (e)|2λ(de)ds|Ft
]
≤ C(1+ |ζ |2), a.s.;
(ii) E

sup
t≤s≤T
|Y t,ζs − Y t,ζ
′
s |2 +
∫ T
t
|Z t,ζs − Z t,ζ
′
s |2ds|Ft

+ E
[∫ T
t
∫
E
|K t,ζs (e)− K t,ζ
′
s (e)|2λ(de)ds|Ft
]
≤ C |ζ − ζ ′|2, a.s.
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In particular,
(iii) |Y t,ζt | ≤ C(1+ |ζ |), a.s.;
(iv) |Y t,ζt − Y t,ζ
′
t | ≤ C |ζ − ζ ′|, a.s.
(A.4)
The above constant C > 0 depends only on the Lipschitz and the growth constants of b, σ, γ, f
and Φ.
Define the random field:
u(t, x) = Y t,xs |s=t , (t, x) ∈ [0, T ] × Rn, (A.5)
where Y t,x is the solution of BSDE (A.3) with x ∈ Rn .
From Proposition A.1 we have that, for all t ∈ [0, T ], P-a.s.,
(i) |u(t, x)− u(t, y)| ≤ C |x − y|, for all x, y ∈ Rn;
(ii) |u(t, x)| ≤ C(1+ |x |), for all x ∈ Rn . (A.6)
The random field u and Y t,ζ , (t, ζ ) ∈ [0, T ]×L2(Ω ,Ft , P;Rn), have the following property.
Theorem A.1. Under the assumptions (H6.1) and (H6.2), for any t ∈ [0, T ] and ζ ∈ L2(Ω ,
Ft , P;Rn), we have
u(t, ζ ) = Y t,ζt , P-a.s. (A.7)
Remark A.1. Obviously, Y t,ζs = Y s,X
t,ζ
s
s = u(s, X t,ζs ), P-a.s.
The proof of Theorem A.1 is similar to that in [18] for the FBSDE with Brownian motion, we
can also refer to Theorem A.1 in [14].
A.2. Proof of Theorem 3.1
Proof. Denote
Wδ(t, x) = essinf
β∈Bt,t+δ
esssup
u∈Ut,t+δ
G t,x;u,β(u)t,t+δ [W (t + δ, X t,x;u,β(u)t+δ )].
Similarly to the proof for W (t, x) we can prove that Wδ(t, x) is well-defined. The proof that
Wδ(t, x) equals to W (t, x) will be divided into three lemmas under (H3.1) and (H3.2).
Lemma A.1. Wδ(t, x) is deterministic.
The proof is similar to Proposition 3.1 so we omit it. 
Lemma A.2. Wδ(t, x) ≤ W (t, x).
Proof. Let β ∈ Bt,T be arbitrarily given. Then, given a u2(·) ∈ Ut+δ,T , we define the restriction
β1 of β to Ut+δ,T as follows:
β1(u1) := β(u1 ⊕ u2)|[t,t+δ], u1(·) ∈ Ut,t+δ,
where u1 ⊕ u2 := u11[t,t+δ] + u21(t+δ,T ] extends u1(·) to an element of Ut,T . It is easy to prove
that β1 ∈ Bt,t+δ . Furthermore, from the nonanticipativity property of β we get that β1 does not
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depend on the special choice of u2(·) ∈ Ut+δ,T . Therefore, from the definition of Wδ(t, x),
Wδ(t, x) ≤ esssup
u1∈Ut,t+δ
G t,x;u1,β1(u1)t,t+δ [W (t + δ, X t,x;u1,β1(u1)t+δ )], P-a.s. (A.8)
Denote Iδ(t, x, u, v) := G t,x;u,vt,t+δ [W (t + δ, X t,x;u,vt+δ )] and notice that there exists a sequence
{u1i , i ≥ 1} ⊂ Ut,t+δ such that
Iδ(t, x, β1) := esssup
u1∈Ut,t+δ
Iδ(t, x, u1, β1(u1)) = sup
i≥1
Iδ(t, x, u
1
i , β1(u
1
i )), P-a.s.
For any ε > 0, we put Γi := {Iδ(t, x, β1) ≤ Iδ(t, x, u1i , β1(u1i )) + ε} ∈ Ft , i ≥ 1.
Then Γ1 := Γ1,Γi := Γi \ (∪i−1l=1 Γl) ∈ Ft , i ≥ 2, form an (Ω ,Ft )-partition, and uε1 :=∑
i≥1 1Γi u1i obviously belongs to Ut,t+δ . Furthermore, from the nonanticipativity of β1 we
get β1(uε1) =
∑
i≥1 1Γiβ1(u1i ), and from the uniqueness of the solution of the FBSDE,
Iδ(t, x, uε1, β1(u
ε
1)) =
∑
i≥1 1Γi Iδ(t, x, u1i , β1(u1i )), P-a.s. Hence,
Wδ(t, x) ≤ Iδ(t, x, β1) ≤
−
i≥1
1Γi Iδ(t, x, u
1
i , β1(u
1
i ))+ ε = Iδ(t, x, uε1, β1(uε1))+ ε
= G t,x;uε1,β1(uε1)t,t+δ [W (t + δ, X
t,x;uε1,β1(uε1)
t+δ )] + ε, P-a.s. (A.9)
On the other hand, since β1(·) := β(· ⊕ u2) ∈ Bt,t+δ does not depend on u2(·) ∈ Ut+δ,T we can
define β2(u2) := β(uε1 ⊕ u2)|[t+δ,T ], for all u2(·) ∈ Ut+δ,T . This such defined β2 : Ut+δ,T →Vt+δ,T is in Bt+δ,T since β ∈ Bt,T . Hence, from the definition of W (t + δ, y), for any y ∈ Rn ,
W (t + δ, y) ≤ esssup
u2∈Ut+δ,T
J (t + δ, y; u2, β2(u2)), P-a.s.
Finally, since there exists a constant C ∈ R such that
(i) |W (t + δ, y)− W (t + δ, y′)| ≤ C |y − y′|, for any y, y′ ∈ Rn;
(ii) |J (t + δ, y, u2, β2(u2))− J (t + δ, y′, u2, β2(u2))| ≤ C |y − y′|, P-a.s.,
for any u2 ∈ Ut+δ,T ,
(A.10)
(see Lemma 3.3-(i) and (3.6)-(i)) we can prove by approximating X
t,x;uε1,β1(uε1)
t+δ that
W (t + δ, X t,x;uε1,β1(uε1)t+δ ) ≤ esssup
u2∈Ut+δ,T
J (t + δ, X t,x;uε1,β1(uε1)t+δ ; u2, β2(u2)), P-a.s.
To estimate the right side of the above inequality we notice that there exists some sequence
{u2j , j ≥ 1} ⊂ Ut+δ,T such that
esssup
u2∈Ut+δ,T
J (t + δ, X t,x;u
ε
1,β1(u
ε
1)
t+δ ; u2, β2(u2)) = sup
j≥1
J (t + δ, X t,x;u
ε
1,β1(u
ε
1)
t+δ ; u2j , β2(u2j )), P-a.s.
Then, putting ∆ j := {esssupu2∈Ut+δ,T J (t + δ, X t,x;uε1,β1(uε1)t+δ ; u2, β2(u2)) ≤ J (t + δ,
X
t,x;uε1,β1(uε1)
t+δ ; u2j , β2(u2j ))+ ε} ∈ Ft+δ, j ≥ 1; we have with ∆1 := ∆1,∆ j := ∆ j \ (∪ j−1l=1 ∆l)
∈ Ft+δ, j ≥ 2, an (Ω ,Ft+δ)-partition and uε2 :=
∑
j≥1 1∆ j u2j ∈ Ut+δ,T . From the
nonanticipativity of β2 we have β2(uε2) =
∑
j≥1 1∆ jβ2(u2j ), and from the definition of β1, β2
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we know that β(uε1 ⊕ uε2) = β1(uε1) ⊕ β2(uε2). Therefore, from the uniqueness of FBSDE with
jumps, we get
J (t + δ, X t,x;uε1,β1(uε1)t+δ ; uε2, β2(uε2)) = Y
t+δ,X t,x;u
ε
1,β1(u
ε
1)
t+δ ;uε2,β2(uε2)
t+δ (see (3.8))
=
−
j≥1
1∆ j Y
t+δ,X t,x;u
ε
1,β1(u
ε
1)
t+δ ;u2j ,β2(u2j )
t+δ
=
−
j≥1
1∆ j J (t + δ, X
t,x;uε1,β1(uε1)
t+δ ; u2j , β2(u2j )), P-a.s.
Hence,
W (t + δ, X t,x;uε1,β1(uε1)t+δ ) ≤ esssup
u2∈Ut+δ,T
J (t + δ, X t,x;uε1,β1(uε1)t+δ ; u2, β2(u2))
≤
−
j≥1
1∆ j Y
t,x;uε1⊕u2j ,β(uε1⊕u2j )
t+δ + ε
= Y t,x;uε1⊕uε2,β(uε1⊕uε2)t+δ + ε
= Y t,x;uε,β(uε)t+δ + ε, P-a.s., (A.11)
where uε := uε1⊕uε2 ∈ Ut,T . From (A.9), (A.11), Lemmas 2.2 and 2.3, for some constant C ∈ R,
Wδ(t, x) ≤ G t,x;u
ε
1,β1(u
ε
1)
t,t+δ [Y t,x;u
ε,β(uε)
t+δ + ε] + ε
≤ G t,x;uε1,β1(uε1)t,t+δ [Y t,x;u
ε,β(uε)
t+δ ] + (C + 1)ε
= G t,x;uε,β(uε)t,t+δ [Y t,x;u
ε,β(uε)
t+δ ] + (C + 1)ε
= Y t,x;uε,β(uε)t + (C + 1)ε
≤ esssup
u∈Ut,T
Y t,x;u,β(u)t + (C + 1)ε, P-a.s. (A.12)
Because β ∈ Bt,T has been arbitrarily given we have (A.12) for all β ∈ Bt,T . Therefore,
Wδ(t, x) ≤ essinf
β∈Bt,T
esssup
u∈Ut,T
Y t,x;u,β(u)t + (C + 1)ε = W (t, x)+ (C + 1)ε. (A.13)
Hence, letting ε ↓ 0, we get Wδ(t, x) ≤ W (t, x). 
Lemma A.3. W (t, x) ≤ Wδ(t, x).
Proof. We continue to use the above notations. From the definition of Wδ(t, x) we get
Wδ(t, x) = essinf
β1∈Bt,t+δ
esssup
u1∈Ut,t+δ
G t,x;u1,β1(u1)t,t+δ [W (t + δ, X t,x;u1,β1(u1)t+δ )]
= essinf
β1∈Bt,t+δ
Iδ(t, x, β1),
and, for some sequence {β1i , i ≥ 1} ⊂ Bt,t+δ ,
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Wδ(t, x) = inf
i≥1 Iδ(t, x, β
1
i ), P-a.s.
For any ε > 0, we let Λi := {Iδ(t, x, β1i ) − ε ≤ Wδ(t, x)} ∈ Ft , i ≥ 1,Λ1 := Λ1 and Λi :=Λi \ (∪i−1l=1Λl) ∈ Ft , i ≥ 2. Then {Λi , i ≥ 1} is an (Ω ,Ft )-partition, βε1 := ∑i≥1 1Λiβ1i
belongs to Bt,t+δ , and from the uniqueness of the solution of our FBSDE, Iδ(t, x, u1, βε1(u1)) =∑
i≥1 1Λi Iδ(t, x, u1, β1i (u1)), P-a.s., for all u1(·) ∈ Ut,t+δ . Hence,
Wδ(t, x) ≥
−
i≥1
1Λi Iδ(t, x, β
1
i )− ε
≥
−
i≥1
1Λi Iδ(t, x, u1, β
1
i (u1))− ε
= Iδ(t, x, u1, βε1(u1))− ε
= G t,x;u1,βε1 (u1)t,t+δ [W (t + δ, X
t,x;u1,βε1 (u1)
t+δ )] − ε, P-a.s., for all u1 ∈ Ut,t+δ . (A.14)
On the other hand, from the definition of W (t + δ, y), similarly we get that, for any y ∈ Rn ,
there exists βεy ∈ Bt+δ,T such that
W (t + δ, y) ≥ esssup
u2∈Ut+δ,T
J (t + δ, y; u2, βεy(u2))− ε, P-a.s. (A.15)
Let {Oi }i≥1 ⊂ B(Rn) be a decomposition of Rn such that ∑i≥1 Oi = Rn and diam(Oi ) ≤
ε, i ≥ 1. Furthermore, we fix arbitrarily for each i ≥ 1 an element yi of Oi , i ≥ 1. Then,
defining [X t,x;u1,βε1 (u1)t+δ ] :=
∑
i≥1 yi 1{X t,x;u1,β
ε
1 (u1)
t+δ ∈Oi }
, we have
|X t,x;u1,βε1 (u1)t+δ − [X
t,x;u1,βε1 (u1)
t+δ ]| ≤ ε, everywhere on Ω , for all u1 ∈ Ut,t+δ. (A.16)
Moreover, for each yi there exists some βεyi ∈ Bt+δ,T such that (A.15) holds, and, obviously,
βεu1 :=
∑
i≥1 1{X t,x;u1,β
ε
1 (u1)
t+δ ∈Oi }
βεyi ∈ Bt+δ,T .
Now define the new strategy βε(u) := βε1(u1) ⊕ βεu1(u2), u ∈ Ut,T , where u1 =
u|[t,t+δ], u2 = u|(t+δ,T ] (restriction of u to [t, t + δ] ×Ω and (t + δ, T ] ×Ω , resp.). Obviously,
βε maps Ut,T into Vt,T . Furthermore, βε is nonanticipative: indeed, let S : Ω −→ [t, T ] be
an Fr -stopping time and u, u′ ∈ Ut,T be such that u ≡ u′ on [[t, S]]. Decomposing u, u′ into
u1, u′1 ∈ Ut,t+δ, u2, u′2 ∈ Ut+δ,T such that u = u1 ⊕ u2 and u′ = u′1 ⊕ u′2, we have u1 ≡ u′1 on[[t, S ∧ (t + δ)]] from which we get βε1(u1) ≡ βε1(u′1) on [[t, S ∧ (t + δ)]] (recall that βε1 is
nonanticipative). On the other hand, u2 ≡ u′2 on ]]t + δ, S∨ (t + δ)]](⊂(t + δ, T ]× {S > t + δ}),
and on {S > t + δ} we have X t,x;u1,βε1 (u1)t+δ = X
t,x;u′1,βε1 (u′1)
t+δ . Consequently, from our definition,
βεu1 = βεu′1 on {S > t + δ} and β
ε
u1(u2) ≡ βεu′1(u
′
2) on ]]t + δ, S ∨ (t + δ)]]. This yields
βε(u) = βε1(u1) ⊕ βεu1(u2) ≡ βε1(u′1) ⊕ βεu′1(u
′
2) = βε(u′) on [[t, S]], from where it follows
that βε ∈ Bt,T .
Now let u ∈ Ut,T be arbitrarily given and decomposed to u1 = u|[t,t+δ] ∈ Ut,t+δ and
u2 = u|(t+δ,T ] ∈ Ut+δ,T . Then, from (A.14), (A.10)-(i), (A.16) and Lemmas 2.2 and 2.3 we
get,
Wδ(t, x) ≥ G t,x;u1,β
ε
1 (u1)
t,t+δ [W (t + δ, X
t,x;u1,βε1 (u1)
t+δ )] − ε
≥ G t,x;u1,βε1 (u1)t,t+δ [W (t + δ, [X
t,x;u1,βε1 (u1)
t+δ ])− Cε] − ε
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≥ G t,x;u1,βε1 (u1)t,t+δ [W (t + δ, [X
t,x;u1,βε1 (u1)
t+δ ])] − Cε
= G t,x;u1,βε1 (u1)t,t+δ
−
i≥1
1{X t,x;u1,β
ε
1 (u1)
t+δ ∈Oi }
W (t + δ, yi )

− Cε, P-a.s. (A.17)
Moreover, from (A.17), (A.10)-(ii), (A.15) and Lemmas 2.2 and 2.3,
Wδ(t, x) ≥ G t,x;u1,β
ε
1 (u1)
t,t+δ
−
i≥1
1{X t,x;u1,β
ε
1 (u1)
t+δ ∈Oi }
J (t + δ, yi ; u2, βεyi (u2))− ε

− Cε
≥ G t,x;u1,βε1 (u1)t,t+δ
−
i≥1
1{X t,x;u1,β
ε
1 (u1)
t+δ ∈Oi }
J (t + δ, yi ; u2, βεyi (u2))

− Cε
= G t,x;u1,βε1 (u1)t,t+δ [J (t + δ, [X
t,x;u1,βε1 (u1)
t+δ ]; u2, βεu1(u2))] − Cε
≥ G t,x;u1,βε1 (u1)t,t+δ [J (t + δ, X
t,x;u1,βε1 (u1)
t+δ ; u2, βεu1(u2))− Cε] − Cε
≥ G t,x;u1,βε1 (u1)t,t+δ [J (t + δ, X
t,x;u1,βε1 (u1)
t+δ ; u2, βεu1(u2))] − Cε
= G t,x;u,βε(u)t,t+δ [Y t,x,u,β
ε(u)
t+δ ] − Cε
= Y t,x;u,βε(u)t − Cε, P-a.s., for any u ∈ Ut,T . (A.18)
Therefore,
Wδ(t, x) ≥ esssup
u∈Ut,T
J (t, x; u, βε(u))− Cε
≥ essinf
β∈Bt,T
esssup
u∈Ut,T
J (t, x; u, β(u))− Cε
= W (t, x)− Cε, P-a.s. (A.19)
In the end, letting ε ↓ 0 we have Wδ(t, x) ≥ W (t, x). 
Remark A.2. (i) From the inequalities (A.9) and (A.14) we notice that for all (t, x) ∈ [0, T ] ×
Rn, δ > 0 with δ ≤ T − t and ε > 0, it holds:
(a) For every β ∈ Bt,t+δ , there exists some uε(·) ∈ Ut,t+δ such that
W (t, x)(=Wδ(t, x)) ≤ G t,x;u
ε,β(uε)
t,t+δ [W (t + δ, X t,x;u
ε,β(uε)
t+δ )] + ε, P-a.s. (A.20)
(b) There exists some βε ∈ Bt,t+δ such that, for all u ∈ Ut,t+δ ,
W (t, x)(=Wδ(t, x)) ≥ G t,x;u,β
ε(u)
t,t+δ [W (t + δ, X t,x;u,β
ε(u)
t+δ )] − ε, P-a.s. (A.21)
(ii) Recall that W is deterministic. Hence, taking δ = T − t and taking the expectation on both
sides of (A.20) and (A.21) we can prove that
W (t, x) = inf
β∈Bt,T
sup
u∈Ut,T
E[J (t, x; u, β(u))].
Similarly, we also have
U (t, x) = sup
α∈At,T
inf
v∈Vt,T
E[J (t, x;α(v), v)].
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