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Abstract. We revisit the problem of computing the boundary density profile of
a droplet of two-dimensional one-component plasma (2D OCP) with logarithmic
interaction between particles in a confining harmonic potential. At a sufficiently
low temperature but still in the liquid phase, the density exhibits oscillations as
a function of the distance to the boundary of the droplet. We obtain the density
profile numerically using Monte-Carlo simulations of the 2D OCP. We argue that
the decay and period of those oscillations can be explained within a picture of the
Wigner crystallization near the boundary, where the crystal is gradually melted
with the increasing distance to the boundary.
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1. Introduction
The one-component plasma is a classical system of identical, charged particles,
interacting via a repulsive potential. Here we focus on a two-dimensional plasma
with a logarithmic potential placed in a uniform neutralizing background of opposite
sign. We refer to this system as 2D OCP. The energy of such plasma is given by
E = − q2
∑
1≤j<k≤N
ln |zj − zk|+ q2
N∑
j=1
W (zj, z¯j) . (1)
Here q is the charge of each particle and N is the total number of particles. We use
complex notations for particle coordinates z = x + iy, z¯ = x − iy. For a uniform
neutralizing background corresponding to a one particle per unit area one has
W (z, z¯) =
pi
2
|z|2 . (2)
All thermodynamic properties of the model are then determined by its partition
function
Z =
∫ N∏
j=1
d2zj exp
{
−Γ
[
−
∑
1≤j<k≤N
ln |zj − zk|+
N∑
j=1
W (zj, z¯j)
]}
. (3)
The model depends on two parameters: the dimensionless inverse temperature
Γ = q2/kBT and the number of particles N . In the following, we will be interested
in the many-particle problem N  1. The 2D OCP model (3) is a classical model of
statistical mechanics [1, 2, 3] and it was extensively studied in the literature together
with its various generalizations and extensions. It has resurfaced many times in
connection to different problems. To mention a few: at Γ = 2 the Boltzmann weight
is equal to the probability density for the exact many-electron wavefunction of the
completely filled lowest Landau level, and Laughlin famously proposed that the
analogy could be carried on to hold between a few states with fractional filling ν and
the 2D OCP at Γ = 2/ν [4]; at some special temperatures, the equilibrium density
of particles of the 2D OCP is found to give the probability distribution function
of eigenvalues of certain random matrix ensembles [5, 6], like the complex Ginibre
ensemble for Γ = 2 [7]; chiral matter, where a (constant-sign) vorticity patch in an
incompressible inviscid two-dimensional fluid is understood as composed of discrete
vortices of circulation proportional to Γ [8, 9].
Despite an extensive literature, the phase diagram of the 2D OCP is still a
subject of controversy (for a recent review see, e.g., [10]). It is believed that there
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is a melting phase transition at Γ = Γm ≈ 140. The thermodynamic state is
one of a crystal at low temperatures Γ > Γm and a liquid (plasma) state at high
temperatures Γ < Γm [11, 12]. As the most stable lattice at zero temperature
is the triangular one [13], it seems reasonable to assume that this lattice persists
until the melting temperature. The nature of the melting phase transition is
less certain. One possibility is that the order is destroyed by a first-order phase
transition. The other leading scenario is that the triangular crystal is melted
by proliferating dislocations according to Berezinsky-Kosterlitz-Thouless-Halperin-
Nelson-Young (BKTHNY) scenario [14, 15, 16, 17, 18, 19] (see also Ref. [20] for
review and further references). In the latter, dislocations of the triangular lattice
decouple at the transition point, destroying the quasi-long-range translational order
of the crystal. This scenario also predicts a possibility of an intermediate hexatic
phase so that, for some Γ < Γm, the system’s translational order is broken but there
is still a remaining quasi-long-range orientational order, which is then destroyed at
some higher temperature Γ′m < Γm. [18] While the nature of the phase transition
is non-universal and depends on the interparticle potential [20, 21, 22], for the
logarithmic interactions considered in this work most numerical studies see a single
weakly first-order phase transition at Γ = Γm ≈ 140 with no compelling evidence for
the intermediate hexatic phase [2, 3, 12, 23]. In the following, we assume that there
is a single melting transition at Γm. Regardless of the nature of this transition, it is
clear that the softening of the crystal by dislocation pairs, essential for the BKTHNY
theory, is important on the crystal side of the transition (low temperatures). It
might help explain, for example, why the transition occurs at a temperature which
is significantly lower than the typical temperature scale Γ ∼ 1.
While it seems that, numerically, nothing dramatic happens at temperatures
above melting Γ < Γm ≈ 140, an important change occurs in the boundary density
profile at exactly Γ = 2. As we mentioned, Γ = 2 is the special point where the
Boltzmann weights of (3) can be understood through Laughlin’s plasma analogy as
a probability distribution of non-interacting electrons completely filling the lowest
Landau level in a constant magnetic field. The problem of free fermions in a magnetic
field can then be solved exactly. In particular, one can compute analytically the
density ρ(r) [24, 25], which is a function of the radius r. It is equal to 1 in the
bulk of the droplet and decays monotonously to zero at the boundary (see Figure
1). For Γ > 2, however, the character of the density profile changes from monotonic
(Γ < 2) to oscillating [26, 27, 28, 29], analogously to the character of the bulk pair
correlation function [2, 30, 28]. This transition in the behavior of the boundary
density profile has been studied analytically using the expansion around Γ = 2
[24, 29, 31] and by a combination of analytical and numerical methods available in
the theory of simple fluids such as hypernetted-chain approximation [27], molecular
dynamics [3, 12] and Monte-Carlo [28]. Although this has been repeatedly verified
by numerical calculations, a full analytical understanding of this phenomenon is
lacking. A few works clarified the appearance of an overshoot singularity, which
can be seen as the first peak of the oscillations, in the density [32, 29] and pair
correlation function [24], but the properties of the oscillations themselves appear
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as non-perturbative effects which could not yet be captured by the large-N and
temperature expansions employed in there.
In this work, we will approach the problem from a different starting point.
We assume that, at sufficiently low temperatures but still above the freezing
temperature, 2  Γ < Γm, a good starting point is to think that the OCP freezes
near the boundary of the droplet. Then the oscillations of the density near the
boundary correspond to the crystal planes (actually, lines for the 2D crystal) smeared
by thermal fluctuations. These oscillations decay into the bulk of the droplet,
interpolating into the bulk liquid phase. We will show that this picture is consistent
with new Monte-Carlo data obtained in the temperature range 2  Γ < Γm and
can be extended almost all the way to Γ = 2.
In the conclusion of our brief review, we mention that there is significant
literature on the mathematics of the 2D OCP. In the mathematical physics
community, many works are studying the effects of the background curvature and
topology on 2D OCP defined on curved surfaces [32, 33, 34]. On the mathematical
side, the main contributions lie at the interface between analysis and probability
theory. A typical result concerns the large N behavior of
∑N
i=1 f(zi) for f a smooth
enough function, supported on scales much larger than inter-particle distance. Its
mean is given by a simple “liquid droplet” continuous description like the one
discussed in section 2, and the fluctuations are given by a free field theory [35, 36, 37].
Such Gaussian fluctuations are of order one, and inversely proportional to Γ, for all
Γ > 0. Hence the oscillations we are studying in this paper are nowhere to be seen.
There is no contradiction, however, since these oscillations occur precisely on scales
of the order of the inter-particle distance. Hence they are averaged out and disappear
in the regime where rigorous techniques can be used. This is also what makes
crystallization challenging to study from a mathematical perspective. In fact, even
the widely accepted fact that the triangular lattice minimizes the Coulomb energy
at infinite Γ is still a conjecture [38]. Note also that the smoothness assumption
on f is important; for example, full counting statistics in a spatial region A, which
corresponds to f being an indicator function, leads to different scaling behaviors,
with fluctuations of the order of the boundary length of A [39, 40].
We start with a brief introduction into the scales and properties of the OCP
in the high-temperature phase Γ ≤ 2 in Section 2 to establish notations and set
up the problem. In Section 3 we present results of new Monte-Carlo simulations.
We analyze numerically the oscillations of density near the edge of the droplet. In
Section 4 we argue that at sufficiently low temperatures Γ ∼ 120 the boundary
density profile suggests the picture of the plasma being frozen into a triangular
crystal near the edge of the droplet. We compute the density of the triangular
crystal near the boundary taking into account the smearing of lattice planes by
thermal fluctuations. We find in Section 4 that the obtained density profiles are
quantitatively consistent with the results of our Monte-Carlo simulations. We
summarize and discuss possible future directions of research in Section 5. Some
details of computations are relegated to appendices.
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2. Statistical mechanics of 2D OCP
The statistical mechanics model of the 2D OCP in a constant background of
opposite charge is defined by the partition function (3). We will be interested
in the corresponding density profile, given by the thermodynamic average of the
microscopic density of particles
ρ(z) =
〈
N∑
i=1
δ(2)(z − zi)
〉
Γ
, (4)
where the subscript Γ indicates that the averaging over particles’ coordinates zi
is done at the corresponding inverse temperature. The angular brackets in (4)
denote the thermodynamic average with respect to (3). In (4) and below we use an
abbreviated notation ρ(z) instead of the full notation ρ(z, z¯).
As we are interested in the case N  1 it is tempting to approximate the
statistical ensemble of the system in terms of coarse-grained variables, averaging over
a fluctuating smooth density of particles ρ(z) instead of the particles’ microscopic
coordinates zi, i = 1, . . . , N . We refer the reader to Ref. [32] for a systematic
treatment which realizes this through the 1/N expansion and further references
within. As a result the exact partition function (3) is replaced by a functional
integral over the density field ρ(z),
Z =
∫
Dρ exp {−ΓF [ρ]} , (5)
where
F [ρ] = − 1
2
∫
d2z d2z′ ρ(z) ln |z − z′|ρ(z′) +
∫
d2z ρ(z)W (z)
−
(
1
4
− 1
Γ
)∫
d2z ρ(z) ln ρ(z) . (6)
The two terms in the first line of (6) are obtained by a naive replacement of the
summation in (1) by integration with density. The origin of the second line is more
subtle. The part with coefficient 1/4 originates from the short distance regularization
of the logarithmic potential while the part with 1/Γ comes from the change of
the measure in the partition function from
∏
d2zi to Dρ. It is also important to
remember that the functional integral in (5) should be taken over semi-positive-
definite fields ρ(z) ≥ 0 constrained by a fixed total number of particles∫
d2z ρ(z) = N . (7)
Taking the variation of (6) with respect to ρ(z) and then applying the Laplacian
∆ to the result we obtain the following saddle-point equation
ρ− ρ¯+ Γ− 4
8piΓ
∆ ln ρ = 0 . (8)
Here we defined the background charge density ρ¯ as
ρ¯ ≡ ∆W
2pi
= 1 , (9)
CONTENTS 6
where we used the choice of the potential (2). Note that this is equivalent to a choice
of the length unit, which we adopt along the paper except where explicitly stated
otherwise.
The saddle-point equation (8) is known as the Mean Field Equation (MFE) and
is the subject of a number of studies [41, 42, 43]. Its obvious solution is
ρ(z) = 1 , (10)
corresponding to the exact screening of the background charge by the OCP particles.
In a finite system, however, the solution is more complicated. Indeed, while the
solution ρ(z) = 1 is the correct minimum of F [ρ] in the bulk, the correct minimum
outside of the domain where the particles are concentrated is ρ(z) = 0.‡ This means
that as a good initial guess one can take the circular “droplet”
ρ0(r) = θ(R− r) , R =
√
N
pi
, (11)
where θ(x) is a step function, r = |z| and the radius of the droplet R is found
from the normalization condition (7). While this solution describes the main effect
of screening, it does not take into account 1/N corrections represented by the last
term of MFE (8). These corrections are generally singular in the 1/N expansion
[32] and become smooth only when terms nonperturbative in 1/N are taken into
account. The latter non-perturbative effects are the subject of this work.
Figure 1. Exact density profile at Γ = 2 for N = 200 particles. The infinite N
result is also shown to illustrate the non-perturbative effect of smearing, present
at any finite N . In plots of this form we present r and ρ in units of the radius
R =
√
N/pi and the bulk density ρ¯, respectively.
As a first example of such non-perturbative effects consider the case of the
special temperature of Γ = 2 at which the density can be exactly computed from
the original partition function (3) by mapping to free fermions [24, 25]. The result
of the computation is (see figure 1)
ρΓ=2(r) =
Γ(N, pir2)
Γ(N)
, (12)
‡ The vanishing solution ρ(z) = 0 does not come from (8) but from the boundary of the domain
of functional integration. Remember that the functional integral should be taken over the fields
satisfying ρ(z) ≥ 0.
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where Γ(s, x) and Γ(s) in the right-hand side denote the incomplete Gamma
function, and the Gamma function respectively:
Γ(s, x) =
∫ ∞
x
e−tts−1dt, Γ(s) =
∫ ∞
0
e−tts−1dt, (13)
and should not to be confused with the inverse temperature temperature Γ = 2. We
express the density (12) as a function of ξ ≡ r2−R2
2R2
. Close to the boundary of the
droplet, r ≈ R, the variable ξ ≈ (r−R)/R coincides with the rescaled distance to the
boundary. After taking the Fourier transform of (12) and performing straightforward
computations (see Appendix A) we find
ρΓ=2(ξ) = θ(−ξ) +
∫ +∞
−∞
dk
2pi
eikξ
ik
(
1− ei k2
(
1 +
ik
2N
)−N)
. (14)
Expanding in 1/N we obtain (c.f. [32]) a singular expansion of the density near the
droplet boundary
ρΓ=2(ξ) = θ(−ξ)− 1
8N
δ′(ξ) +
1
24N2
δ′′(ξ)
− 1
128N2
(
1 +
2
N
)
δ′′′(ξ) + . . . . (15)
The series (15) is asymptotic in 1/N . The first few terms of (15) do not capture
effects non-perturbative in 1/N such as the smearing of the boundary profile at
r − R ∼ 1 (or ξ ∼ 1/√N) as well as the exponentially small corrections to the
density far away from the boundary at |r − R|  1. These effects are present in
the exact expression (12) but are lost when only the first few terms of (15) are
considered.
In this work we are going to focus on other effects which are non-perturbative
in 1/N . Namely, we will see that at Γ > 2 the density profile develops oscillations
with period of the order of interparticle distance. The amplitude of these oscillations
decay exponentially into the bulk of the droplet. Both the existence of oscillations
and the nature of their decay is non-perturbative in 1/N .
Before going to the regime of interest for this paper, 2 < Γ < 140, let us briefly
consider high temperatures Γ  2. For small Γ, the Debye-Hückel approximation
is applicable [2, 25, 44], and the density at the boundary remains a monotonously
decreasing function of the radius like in the Γ = 2 case, but with a smearing which
scales with the Debye length λD = (2piΓ)−1/2, as shown in figure (2).
In the regime of large Γ the Debye length is formally smaller than the inter-
particle distance and both the mean-field and the Debye-Hückel approximations
are not self-consistent at the boundary. Thus alternative approximations should be
used.
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Figure 2. In the Debye-Hückel regime of Γ  1, the boundary density profile
has no oscillations, like in the Γ = 2 case, and the smearing at the boundary
is controlled by the Debye length λD = (2piΓ)−1/2. In the left, the density is
plotted for different values of Γ < 1, N = 400 particles. The horizontal axis shows
the distance from the classical radius of the droplet, which is defined here as the
position at which ρ = 1/2. In the right, the same curves are shown, but the radial
coordinate is rescaled by the Debye length, so that the curves collapse on top of
one another.
3. Intermediate temperatures 2 Γ < Γm ≈ 140: Monte Carlo Results
As the freezing of 2D OCP occurs at a numerically large value of Γ ≈ 140 [12, 10, 11]
we can investigate the regime of Γ large but still below freezing 2 Γ < Γm ≈ 140.
In this section, we investigate this regime using Monte Carlo simulations and observe
that density oscillations develop near the boundary of the droplet. For now, we
focus on presenting numerical observations leaving possible interpretations for the
following sections.
All data shown in this paper are obtained using a simple update scheme that we
now explain. Given a configuration of theN particles, we pick one particle at random
and then propose a move elsewhere using a symmetric probability distribution. The
move is then accepted or rejected according to the Metropolis-Hastings criterion.
Due to the specific form of the energy (1), this can be achieved in O(N) time.
We found this to outperform more sophisticated but slower schemes. The chosen
probability distribution also favors moves to a distance O(1) to get a significant
acceptance rate, but longer moves are also possible. All random numbers are
obtained using the 64-bit Mersenne twister generator.
A given MC run is initialized by picking random uniform points for the positions
of the particles, in the disk of radius R. We then try many updates, make
measurements every fixed number of updates, after a given burn-in time. We found
that these parameters have to be chosen carefully when Γ > 140 and N > 1000. In
that case, we chose about 50N MC tries between measures, performed about 4×105
measures, and took a bur-in time as high as one quarter of the total simulation time.
To make sure that proper thermalization is achieved, we make several
independent runs (in practice about 12, and double that for Γ > 140), compare
the final results, and check that those are very close. Finally, we average over all
the runs, to further improve statistics. This final average is the data shown in all
subsequent plots. At the free fermion point, we also checked that this procedure
reproduces exact finite N results for the density, to high precision. Another check
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is presented in the next subsection.
3.1. Sum rules
The 2D OCP studied here satisfies a number of sum rule identities [45, 46, 32].
The first one is simply the statement that the total number of particles is N . The
second one is non trivial, and serves as a strong check of our numerical procedure.
To introduce it let us define the quantity
d =
1
4N
∫
d2x(ρ− ρ0)r2 , (16)
which, in the large N limit, is related to the boundary dipole density. d can be
computed exactly for finite N (see Appendix B):
d = − 1
8pi
(
1− 4
Γ
)
, (17)
which can be rewritten as Γ
4
(8pid+ 1) = 1. A numerical check of the latter identity is
presented in figure 3, and shows impressive agreement. This agreement within 0.2%
is a testament to the accuracy of our Monte Carlo simulations and is an evidence
that the system thermalizes well even at low temperatures (large Γ).
Figure 3. Numerical check of the sum rule as function of Γ (the values
Γ = 2, 4, 6, 20, 100, 200 are shown) for N = 16, 128, 256, 512. We plot the Monte
Carlo estimate of Γ4 (8pid+ 1) which should equal 1. As can be seen the error
is particularly small, less 0.2%. Data for a smaller number of particles with
considerably better statistics is also shown.
3.2. Oscillations near the edge
For Γ > 2, oscillations appear close to the edge [26, 27, 28, 29], as one can see in
figure 4. These oscillations are at the scale of the inter-particle distance and appear
also in the pair correlation function of the density [24, 30]. In the large N limit,
in which the boundary becomes sharp when plotted as a function of r/R, the first
peak develops into an overshoot singularity [32].
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Figure 4. Appearance of oscillations in the density profile as Γ is increased from
Γ = 2 to Γ = 8. These are simulations for N = 200 particles.
We also observe already in figure 4 that the number of visible oscillations
increases with the increasing value of Γ. This trend continues as can be seen from the
following numerical results, probing this phenomenon at much smaller temperatures.
A few results are summarized in figure 5, which gives the radial density profile for
values of Γ ranging from Γ = 2 to Γ = 120, for N = 512 particles. In this whole
range, the oscillations start from the edge and are damped into the bulk, while the
number of visible oscillations increases with Γ starting from Γ > 2.
Figure 5. Differences in density profile as Γ is increased from Γ = 2 to Γ = 120.
Here, Γ = 2 is a plot of the exact analytical expression while the other curves are
simulations for N = 512 particles.
For a given temperature and number of particles, the peaks are roughly equally
spaced. This can be seen clearly from figure 6 at Γ = 130. The inter-peak distance is
of the order of the inter-particle distance ∆rpeak = 0.94±0.02 and is independent of
Γ and N . This can be contrasted with the linear waves coming from the mean-field
theory. Linearization of the MFE (8) around the constant solution, ρ = 1 + δρ eikr
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gives a wave vector and the wavelength of oscillations
k(Γ) =
√
8piΓ
Γ− 4 , λ =
2pi
k
=
√
pi
2
(
1− 4
Γ
)
. (18)
First of all, we observe that the corresponding wavelengths of these waves disagree
with the inter-peak distances observed in our simulations except perhaps for small
values of Γ, as shown in figure 7. Indeed, at large Γ we have λ ≈ √pi/2 ≈ 1.25,
significantly different from the numeric result 0.94± 0.02.
Figure 6. Density profile of the 2D OCP at Γ = 130, N = 2048. The points
have (almost invisible) error bars to show the high precision of the data. The solid
line is just an interpolation between the points. The left inset gives the distance
between consecutive peaks as a function of the radius and shows that this is a
constant equal to 0.94 ± 0.02 close to the edge of the droplet. The right inset
presents the peaks in log-linear scale demonstrating that the decay of oscillations
is exponential.
A second important observation about the oscillations is that they are
exponentially damped into the bulk as can be seen in the right inset in figure 6.
This aspect is absent in the mean-field theory (8), which leads to real (i.e., no
damping) wave vectors (18). The damping is independent of N and decreases with
Γ as shown in figure 7, leading to more visible peaks at lower temperatures.
Let us also mention that the positions of the peaks, measured from the
boundary, are independent of Γ (figure 5) and depend on N only through the
length-scale set by the bulk density ρ¯1/2. On the other hand, the number of visible
oscillations is only a function of Γ.
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Figure 7. Left: Comparison of the distance between peaks in the oscillations
observed in simulations of the 2D OCP at various inverse tempeartures Γ (points)
with the prediction from linear waves in the mean-field theory (18) (curve). There
is only a possibility of an agreement at large temperatures (small Γ). Right:
Imaginary part of the wave vector of oscillations in density profiles found from
Monte Carlo simulations at different values of Γ shows that the damping increases
with temperature. The mean-field equation does not predict any damping of these
oscillations.
3.3. Squeezing
Another non-perturbative effect known to be present in the density profile of the 2D
OCP is the squeezing of the droplet [47]. Here we adopt a simple definition of the
squeezing (different from the one used in [47]) as the distance δ between the last peak
of the density profile ρ(r) and the classical radius of the droplet R =
√
N/pi. This
definition is applicable only for Γ > 2 as the density profile does not have any peaks
for Γ ≤ 2. With this definition, the squeezing is seen to be roughly independent
of N and increasing with Γ, saturating at a value slightly above δ ≈ 0.46 in units
corresponding to ρ¯ = 1, as shown in figure 8.
Figure 8. The squeezing of the droplet, defined as the distance δ between the
position of the last peak of the density profile ρ(r) and the classical radius, is seen
to saturate at some value slightly above 0.46.
In the following section, we propose a simple physical picture that naturally
explains these numerically observed effects: freezing at the edge.
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From the perspective of the 1/N expansion and the mean-field approach, which
seems to be a good approximation for the fluid bulk of the 2D OCP in the range
2 < Γ < Γm ≈ 140, the density oscillations are nonperturbative. Therefore, in this
work, we take a different “low temperature” starting point – the triangular crystal
formed by charges.
4. Freezing at the edge
Let us assume that the 2D OCP is frozen at the boundary and forms a crystalline
triangular lattice. Then the peaks of density oscillations simply label the positions
of crystal planes. As the bulk phase at Γ < Γm is fluid, the crystal is melted by
thermal fluctuations far away from the boundary which explains the decay of density
oscillations.
4.1. Oscillations and Squeezing
To support this point of view let us compare density profiles obtained numerically
for temperatures below and above the bulk melting transition Γm ≈ 140. At Γ > Γm,
the triangular crystal is the phase of the bulk. In the density profile, the difference
between the two phases can be seen from the fact that in the crystal (Γ > Γm) the
oscillations do not decay exponentially as they do in the fluid phase (Γ < Γm), as
shown in figure 9. Notice, however, that close to the boundary the profiles are close
to each other and have the same period of oscillations.
Figure 9. At Γ = 200, the oscillations in the radial density persist into the bulk,
which can be contrasted to the exponential decay seen at Γ = 130 the plots are
for N = 2048. In the left, a snapshot at Γ = 200 for N = 512 particles shows the
triangular lattice structure.
The wavelength of oscillations found numerically in the previous section ∆r =
0.94 ± 0.02 is compatible with the distance h between lattice planes (in this case,
lines) of a triangular lattice. Indeed, as it is illustrated in Figure 10, the area per
particle is given by
√
3
2
a2, where a is the lattice constant and
ρ¯ =
2
a2
√
3
, h = a
√
3
2
⇒ h√ρ¯ = 3
1/4
21/2
≈ 0.93 , (19)
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where we briefly restored explicitly our length unit, the bulk density ρ¯, for clarity.
δ
h
Figure 10. A segment of a triangular lattice with lattice constant a is shown.
The blue rhombus is a convenient choice of the unit cell of the lattice. The area
of the unit cell is given by
√
3
2 a
2. The interplane spacing is given by h = a
√
3
2 .
The region shaded in blue represents the uniform positive background. The last
crystal line at the edge of the droplet is the distance δ = h/2 from the outer edge
of the background (classical radius).
The squeezing can likewise be explained. Note that, in finding the distance
between lattice planes above, we used the charge screening to determine the size of
the lattice constant. We now consider the charge screening at the edge of a triangular
crystal, which we take to occupy a half-plane, for simplicity. It is convenient to think
of a triangular lattice as obtained by translations of a unit cell given by a rhombus
surrounding a vertex of the lattice (see Figure 10). The charge screening here means
that the total charge of the uniform background occupying the rhombus (shown in
purple in Figure 10) is opposite and equal in magnitude to the elementary charge of
a particle. For the last lattice plane, half of such a rhombus is outside the lattice.
The half of the height represents the squeezing of the droplet for an ideal triangular
lattice and is given by the parameter δ as:
δ =
h
2
⇒ δ√ρ¯ = 3
1/4
23/2
≈ 0.465 (20)
which is consistent with the large Γ value of δ = 0.46 ± 0.01 found from the
simulations (see Figure 8).
4.2. Damping
2D crystals are known not to have a truly long-range order. Rather, correlations of
the translational order parameter decay slowly with distance, as a power law. Our
crystal edge, however, does not present such algebraic order. Instead, the crystal
signature of oscillations in the radial density profile decreases exponentially with
the distance to the boundary. This should be understood as following from that
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the translational order is short-ranged in the fluid regime Γ < Γm ≈ 140. Although
the boundary is a strong perturbation, which fixes the position of the last plane
of particles by the requirement of charge screening, such ordering is exponentially
melted into the bulk.
Let us make this argument more quantitative. Starting from the crystal at the
edge, the density can then be calculated from the theory of elasticity as
ρ(r) =
〈∑
i
δ(r −Ri − u(Ri))
〉
u
=
∑
i
∫
d2q
(2pi)2
eiq(r−Ri)−S¯(q,Ri) ,
e−S¯(q,Ri) ≡ 〈e−iqu(Ri)〉
u
. (21)
Here the second line introduces e−S¯ known as the Debye-Waller factor, Ri are the
equilibrium positions of lattice sites, u(r) is the displacement field in the crystal and
〈...〉u denotes the expectation value with respect to the linear elasticity Hamiltonian,
〈A[u]〉u = 1
Z
∫
DuA[u] exp
{
−Γ
2
H[u]
}
H[u] =
∫
M
d2r
1
2
Cijkluijukl . (22)
Here uij = 12(∂iuj + ∂jui) is the symmetric strain tensor and Cijkl is the elastic
tensor of the crystal in units in which the charge of the particles is e = 1, which was
calculated at zero temperature in [48, 49]. For a triangular lattice Cijkl is highly
symmetric, with only two independent components, the Lamé constants µ and λ.
At zero temperature, λ is divergent, and the longitudinal phonon modes are totally
suppressed [11]. At finite temperature, however, λ gets renormalized to some finite
value (see [50] for the related case of 1/r potential). Here the domainM = D2(0, R)
is a disk of radius R in R2. In translationally invariant systems the Debye-Waller
factor e−S¯ is a function of the momentum q only, but because of the presence of a
boundary it gains a dependence on the lattice site. We are especially interested in
how S¯(q, r) varies as r moves from the boundary r = R to the bulk of the crystal
at a given temperature.
For simplicity, we consider the problem in the half-plane geometry, M =
{(x, y) ∈ R2|x > 0}. The radial density profile now corresponds to the density
averaged over y direction
ρ(x) =
∫
dy
Ly
∑
i
∫
d2q
(2pi)2
eiq(r−Ri)
〈
e−iqu(Ri)
〉
u
(23)
=
1
Ly
∑
i
∫
dqx
2pi
eiqx(x−Xi)
〈
e−iqxux(Ri)
〉
u
, (24)
where Ri = (Xi, Yi).
We proceed, heuristically, by remembering that the fluctuations of the particles
close to the boundary are small ux(Xi = 0) ≈ 0. We also assume that there is
no significant dependence of the average on y-coordinate and replace ux(Ri) →
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ux(Xi, 0)− ux(0, 0) in (24). We obtain§
ρ(x) =
∑
Xi
∫
dqx
2pi
eiqx(x−Xi)
〈
e−iqx(ux(Xi,0)−ux(0,0))
〉
u
. (25)
The summation in (25) is performed over crystal planes Xi.
The Debye-Waller factor is now given by
e−S¯(qx,X) =
〈
e−iqx(ux(X,0)−ux(0,0))
〉
u
(26)
with the average computed in linear elasticity theory. The correlation function (26)
decays as a power law in the 2D crystal phase but is expected to decay exponentially
above melting point. For large enough X the rate of this exponential decay is
controlled by the bulk correlation function and up to pre-exponential factors
〈e−iqx(ux(X,0)−ux(0,0))〉 ≈ e− q
2
x
2
〈(ux(X,0)−ux(0,0))2〉 ∼ e− q
2
x
G2
X
ξ . (27)
It is convenient to normalize the exponent by the principal reciprocal wave vector
G = 2pi
h
so that the correlation length ξ has the units of length.
Substituting the approximation (27) back in (25) then gives
ρ(x) =
∑
Xi
∫
dqx
2pi
eiqx(x−Xi)e−
q2x
G2
Xi
ξ =
∑
Xi
1√
2piσ2
e
− 1
2
[
(x−Xi)
σ(Xi)
]2
, (28)
which is quite an intuitive result: the delta peaks corresponding to the lattice planes
get smeared by thermal fluctuations into Gaussians. The width of these Gaussians
increases with the distance from the boundary,
G2σ2(X) =
2X
ξ
, (29)
which means that, at large X, σ is much larger than the inter-particle distance
and one recovers the constant density fluid bulk profile. Moreover, the argument
goes on to explain why the damping of the observed oscillations is exponential. Let
us perform a summation over lattice planes Xi = nh on the expression for ρ(x),
assuming that x is sufficiently deep into the bulk of the fluid
ρ(x) =
∞∑
n=0
1√
2piσ2
e−
(x−hn)2
2σ2 ≈
∞∑
n=−∞
1√
2piσ2
e−
(x−hn)2
2σ2 (30)
=
1
h
∞∑
m=−∞
e−
1
2(
2piσ
h )
2
m2+i 2pim
h
x
=
1
h
(
1 + 2e−2pi
2σ2/h2 cos(Gx) + . . .
)
. (31)
Here we expanded the summation to the infinite region in the first line using x σ.
In the second line the Poisson’s summation formula was used. Sufficiently deep
in the bulk (x-large) the combination 2pi2σ2/h2 = 4pi2x/(ξG2h2) = x/ξ becomes
§ There are two approximations involved here: (i) we substitute the soft wall boundary conditions
of the 2D OCP by Dirichet boundary conditions on the elastic displacement field and (ii) we then
use the infinite-system result for the correlation function (26). Corrections are not expected to
change the leading exponential decay of (26), and we discuss improvements to these approximations
in section 5.
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larger than one and the second term in the expansion (31) dominates the oscillating
corrections to the background density. This term gives oscillations of period h,
modulated by an envelope e−2pi2σ2/h2 = e−x/ξ over the constant bulk value, which
explains the observed exponential decay of the oscillations. The correlation length
for the decay of density oscillations coincides with the bulk correlation length defined
by displacements as (27).
4.3. Comparison with numeric results
To compare with numerics, we fit the density profile with the full expression (30).
Figure 11 shows a comparison for Γ = 130, N = 2048. Aside from the first two peaks,
we see very good agreement, and the inset shows how the thermal fluctuations of the
lattice planes do increase linearly with the distance from the boundary as predicted
by equation (29).
Figure 11. Density profile of the 2D OCP at Γ = 130, N = 2048. The points
are a Monte Carlo simulation while the solid line is given by (30) where the width
of the gaussian peaks varies with the distance to the boundary according to (29).
Aside from the first two peaks, we see very good agreement.
4.4. Divergence of the Correlation Length
In figure 7 we showed that the damping of the density oscillations becomes smaller
at large Γ. After seeing the relationship between the damping and the correlation
functions of the translational order parameter of the crystal, a simple explanation for
the temperature dependence of the damping follows, at least close to Γm ≈ 140. One
of the signatures of the crystallization transition is the divergence of the correlation
length of the order parameter. The above discussion shows that the damping of
oscillations in the radial density profile is a probe into this effect, and should show
the same divergence.
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In particular, the BKTHNY theory of continuous melting of two-dimensional
crystals predicts a very peculiar divergence of the correlation length in the hexatic-
to-solid transition,
ξ ∝ e
a
|Γ−1−Γ−1c |ν , (32)
and gives a universal prediction for the exponent ν ≈ 0.36963 [19, 18]. In figure
12 we plot ln ξ vs. 1/Γ and see signs of divergence at Γc ≈ 136. The divergence
seems stronger than the one expected from power law but is consistent with the one
of (32). To see this better we plot (32) on top of the data adjusting non-universal
constants and using Γc = 136 and the values ν = 0.3, ν = 0.4. We find that the
prediction seems compatible with our density data for Γ close to Γc. However, the
data does not allow to extract the accurate value of the critical exponent ν.
We see that a good understanding of the temperature dependence of the
damping of the oscillations is related to the understanding of the melting transition
of the 2D OCP. In particular, it would be interesting to see if an improvement of the
numerics could allow one to use this connection to test whether the solid-to-hexatic
paradigm (32) is realized or whether a weak first-order transition happens instead.
Figure 12. The correlation length extracted from the decay of the oscillations in
the radial density profile, for different values of Γ and N . The plot has axes 1/Γ
and ln ξ. In these units, the BKTHNY prediction is that of a power law divergence
(32). We show the dependence (32) by solid lines with Γc = 136 and ν = 0.3 and
0.4. The strong divergence (32) seems compatible with our data close to Γc but
the data does not allow to extract the accurate value of the critical exponent ν.
5. Discussion and Conclusions
In this work we performed extensive Monte-Carlo simulations of the 2D OCP. There
is a wide range of temperatures 2 < Γ < 140 at which the density of the 2D
OCP exhibits oscillations at wave vectors of the order of an inter-particle distance,
besides other boundary features. These numerical observations (see Sec. 3) support
the “freezing at the edge” picture. In this picture the bulk plasma is in a liquid
state while the crystal order is formed at the edge of the droplet. In particular, we
showed that the wave vector of oscillations of the boundary density, which are very
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pronounced at 2  Γ, is in a very good agreement with the lattice constant of the
triangular lattice even at Γ < Γc ≈ 140, i.e., in the regime which corresponds to the
liquid in the bulk.
Let us remark here that while historically the disk has been a favorite droplet
geometry in 2D OCP studies, other geometries can be considered and sometimes
give more control. For example, one can consider the 2D OCP on the surface of a
cylinder rolled in y direction y ∈ [0, 2pir0] (see Appendix C). In this geometry the
droplet has a shape of a section of the cylinder with the longitudinal coordinate x
roughly in the range x ∈ [−L,L]. This “droplet” has two boundaries. The advantage
of this geometry is that the geodesic curvature of the boundaries is zero and, more
importantly, does not change with the increased number of particles as in the case of
the disk. Therefore, one can fix r0 and increase the number of particles N , increasing
the available range for the distance to the boundary x linearly with N (vs.
√
N for
the disk). Moreover, for the tuned values of r0 one can wrap the triangular lattice
around the cylinder without introducing any lattice defects, which is not possible
for the disk.
In figure 13 we present the results of a Monte-Carlo run we performed in the
geometry of a cylinder (for definitions of the OCP on the cylinder see Appendix C).
We placed N = 576 = 242 particles on the surface of the cylinder fixing the positions
of the 24 leftmost and 24 rightmost particles (shown as a leftmost and rightmost
columns of red dots, respectively) so that it might be possible in principle to put
all other particles in between them as a perfect triangular lattice array. Then we
show 500 typical configurations at Γ = 120 allowing all particles to move except
for the fixed ones. All positions of particles for all snapshots are put on top of
each other as blue dots in figure 13. The best energy configuration of particles
encountered during all the runs is shown as red dots. One can notice that it is
not a perfect triangular lattice but is pretty close, showing that we had sufficiently
many runs to explore configurations near the absolute energy minimum. We would
like to attract the reader’s attention to the following features clearly seen in this
figure. (i) the blue dots covering is almost uniform deep in the bulk, consistent with
the liquid bulk state at Γ = 120, (ii) a good crystal can be seen near the left and
right boundaries of the droplet, (iii) the increased smearing of the crystal towards
the bulk (iv) anisotropy in the fluctuations of the positions of particles close to the
boundaries, seen as elliptic shapes formed by the blue dots in this region, (v) the
anisotropy seems to get smaller deeper in the bulk.
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Figure 13. Blue dots are the positions of 576 particles for 500 Monte-Carlo
configurations on top of each other. The temperature is Γ = 120. The
simulation is done on a cylinder with the vertical axes showing the angle (compact
direction). The leftmost and the rightmost columns of red dots correspond to fixed
particle positions. The remaining red dots show the lowest energy configuration
encountered during the Monte-Carlo simulation.
The features of figure 13 strongly support the “freezing at the edge” picture for
2D OCP for Γ & 10 advocated in this work. The density profile (28) with (29) is in
good agreement with the Monte Carlo data. To have a more quantitative analysis
of the data one needs to replace the partially heuristic arguments used in section 4.2
with a more precise derivation of the boundary density profile due to the boundary
perturbation in the 2d melting problem. This can be done more rigorously in the
setting in figure 13, which involves Dirichlet boundary conditions rather than the
soft wall boundary conditions analysed in this paper. We leave this and many other
interesting questions for future work.
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Appendix A. 1/N expansion for the boundary density at Γ = 2
The density for N particles at Γ = 2 is given by (see, for example, section 2.1 in
[25])
ρ(r) = e−pir
2
N−1∑
n=0
(pir2)n
n!
=
Γ(N, pir2)
Γ(N)
. (A.1)
Here we use units in which the background density is ρ¯ = 1. We introduce ξ = r2−R2
2R2
and rewrite
ρˆ(ξ) ≡ ρ(r)− ρ0(r) = e−piR2(2ξ+1)
N−1∑
n=0
(piR2(2ξ + 1))n
n!
− θ(−ξ) . (A.2)
We extend the ρˆ(ξ) so that for ρˆ = 0 for ξ ≤ −1/2 and take a Fourier transform
ρˆk =
∫ +∞
−∞
dξ ρˆ(ξ)e−ikξ (A.3)
= ei
k
2
(
1
2piR2
N−1∑
n=0
(
1 + i
k
2piR2
)−n−1
+
e−i
k
2 − 1
ik
)
(A.4)
=
1
ik
[
1− ei k2
(
1 + i
k
2N
)−N]
(A.5)
=
1
ik
[
1− ei k2−N ln(1+i k2N )
]
. (A.6)
Expanding in 1/N we have
ρˆk =
1
ik
[
1− e− k
2
8N
+i k
3
24N2
+ k
4
64N3
+...
]
= − i k
8N
+
k2
24N2
+ i
k3
128N2
(
1 +
2
N
)
+ . . . . (A.7)
Taking the inverse Fourier transform of this expression then gives equation (15),
ρˆ(ξ) = − 1
8N
δ′(ξ)− 1
24N2
δ′′(ξ)− 1
128N2
(
1 +
2
N
)
δ′′′(ξ) + . . . .(A.8)
We notice that alternatively we could have used a different 1/N expansion,
ρˆk =
1
ik
[
1− e− k
2
8N
+i k
3
24N2
+ k
4
64N3
+...
]
=
1
ik
[
1− e− k
2
8N
]
− e− k
2
8N
(
k2
24N2
− i k
3
64N3
+ . . .
)
, (A.9)
keeping k2/N in the exponent. In this case the typical values of k are of the order
of
√
N . This is the scale of the boundary smearing, which is lost in the singular
expansion (A.7,A.8).
Appendix B. Sum rules
Sum rules have a long history in statistical mechanics. For a review of sum rules
for charged fluids, and OCP in particular, see Refs. [45],[46]. More recently a
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combination of exact sum rules (or more generally Ward identities) with 1/N
expansion was shown to be a powerful tool in studying the OCP [32]. Here, to
make this work more self-contained we present a derivation of the simplest sum
rule, which was used in section 3.1.
It is straightforward to derive the following useful sum rules for the system (3)∫
d2x ρ = N , (B.1)
1
N
∫
d2x ρr2 =
R2
2
− Γ− 4
2piΓ
. (B.2)
The first one is just a statement that the total number of particles is fixed and equal
N . The second one is less trivial and can be derived in the following way. Let us
make a change of variables in the partition function (3) zj → λzj. As this is just a
change of integration variables the partition function (3) will not change, which is
equivalent to the following statement
λ2NλΓ
N(N−1)
2
〈
exp
(
−Γ
N∑
j=1
[
W (λzj, λz¯j)−W (zj, z¯j)
])〉
= 1 . (B.3)
Here the first factor comes from the measure of integration
∏
j d
2zj, the second from
the logarithmic interaction and the last factor is from the change of the background
potential. The average is performed with (3). Assuming that λ = 1 + , expanding
(B.3) in , and keeping only the terms of the first order in  we obtain:
2N + Γ
N(N − 1)
2
− Γ
〈
N∑
j=1
(
zj
∂W
∂zj
+ z¯j
∂W
∂z¯j
)〉
= 0 . (B.4)
For the potential (2) we rewrite (B.4) as
1
N
〈
N∑
j=1
|zj|2
〉
=
N
2pi
− Γ− 4
2piΓ
. (B.5)
The exact sum rule (B.5) can be rewritten as (B.2) with the density defined by (4)
and N = piR2.
It is convenient to rewrite (B.2) as the moment of the density distribution
relative to ρ0(r) from (11)
1
N
∫
d2x
(
ρ− ρ0
)
r2 = − Γ− 4
2piΓ
. (B.6)
Let us define the following quantity
d ≡ 1
4N
∫
d2x (ρ− ρ0)r2 = − 1
8pi
(
1− 4
Γ
)
. (B.7)
Here the second equality follows from the sum rule (B.6). Following [29] we can
connect d defined by (B.7) to the dipole density at the boundary in large N limit.
Indeed, we have
d ≡ 1
4N
∫
d2x (ρ− ρ0)r2 = 1
4N
∫
d2x ρˆ(r2 −R2) , (B.8)
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where we used the fact that the integral of ρˆ ≡ ρ − ρ0 is zero by (B.1). Assuming
that ρˆ(r) is non-vanishing only close to the boundary, we proceed as
d ≈ 1
4N
∫
dr 2piR ρˆ (r −R)2R =
∫
dr ρˆ (r −R) . (B.9)
The last expression defines the boundary density of the dipole moment relative to
ρ0(r). We remark here that the sum rule (B.7) is exact, while the connection of the
quantity d to the boundary dipole density becomes exact only in the large N limit.
For numerical checks of the sum rule it is convenient to rewrite the expression
(B.7) as
Γ
4
(
8pid+ 1
)
= 1 . (B.10)
Here the left hand side can be computed from Monte Carlo data and the microscopic
expression for d:
d =
1
4N
〈
N∑
j=1
|zj|2
〉
− N
8pi
, (B.11)
which is equivalent to (16).
Appendix C. 2D OCP in cylinder geometry
There is a simple generalization of the problem studied in this paper, that of the one-
component plasma in a surface. Again we consider N particles interacting through
a repulsive Coulomb potential v(x,x′) in the presence of a potentialW (x) generated
by a background of constant opposite charge. The total energy is
E = q2
∑
1≤j<k≤N
v(xi,xj) + q
2
N∑
j=1
W (xj) , (C.1)
and the partition function is
Z =
∫ N∏
j=1
d2xj exp
{
−Γ
[ ∑
1≤j<k≤N
v(xi,xj) +
N∑
j=1
W (xj)
]}
. (C.2)
Here the Coulomb potential v(x,x′) is defined by the Green’s function of the Laplace-
Beltrami operator‖ of the surface,
∆v(x,x′) = −2piδ(x− x′). (C.3)
Likewise, the background potential W (x) satisfies
∆W (x) = 2pi. (C.4)
In the plane, one recovers the logarithmic Coulomb potential and the quadratic
background potential, thus recovering (1) and (3). In the cylinder geometry, one
has similar expressions. Let η be the coordinate along the cylinder axis and φ the
azimuth angle, around the cylinder. In these coordinates,
v(x,x′) = − ln
[
2 cosh
(
η − η′
r0
)
− 2 cos(φ− φ′)
]1/2
, (C.5)
‖ For details on regularization of the Green’s function on general surfaces see Ref. [51].
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where r0 is the radius of the cylinder. This reduces, at distances much smaller
than the radius of the cylinder r0, to the planar potential v = − ln |x − x′|/r0
and, at distances much larger than r0, to the one-dimensional Coulomb potential
v = −|η − η′|/2r0. The background potential is, in these coordinates,
W (x) = W (η, φ) = piη2 . (C.6)
The results in figure 13 are presented for the model (C.2) with (C.5,C.6) and fixed
particle positions at the boundaries of the cylindrical droplet.
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