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Abstract. In this work, We proposed a two-stage method for segmen-
tation of kidneys and kidney tumors in CT images based on cascade
Res-VNet. In the first stage, we consider the kidney and tumor as a
whole region and use a cascade Res-VNet to do the segmentation. In the
second stage, we firstly extract patches of ROIs based on the results of
the first stage and use some tricks to improve precision. Then, we use
another cascade Res-VNet to segment the tumor. Ouput from each stage
are combined together as the final results.
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1 Materials
1.1 Data
The experimental data is collected from KiTS19[2] challenge dataset. The train-
ing and test datasets include 210 and 90 cases, respectively. The CT scan has
an in-plane size of 512 x 512 pixels and a spatial resolution between 0.43 mm
and 1.04 mm. The number of slices varies from 29 to 1059 with a slice thickness
between 0.5 mm and 5 mm. All the datasets
Data preprocessing: In order to highlight the ROI, we chose the kidney win-
dow for global intensity value normalization. The window level and window width
we chosen are 30 and 310, respectively. The value greater than 185 is set to 185
and the value less than -125 is set to -125. Moreover, we normalized each 3D CT
volume by subtracting the mean and dividing the standard deviation, then we
use linearly method to convert the data intensity values into range [-1,1].
2 Method
2.1 Multi-Stage Task
In order to get more accurate segmentation results, we divided the automatic
segmentation of kidneys and tumors into two stages. In the first stage, considere-
ing the tumors always grow inside or around the kidneys, we regarded the kidney
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and tumor as a whole region to segment. Then, we performed automatic segmen-
tation of tumors based on the whole region obtained from the first stage and we
called this procedure the second stage. We trained the Res-VNet independently
for the two stages, and the total procedure is shown in Fig. 1.
Fig. 1. Pipeline of data preprocessing for the first stage
2.2 Segmentation
We let I be an (CT) 3D volume with corresponding ground-truth K and T
donating kidney mask and tumor mask, respectively. Moreover, we let OutT be
the segmentation result of tumor and OutK be the segmentation result of kidney,
Then, we assume H is the union of K and T :
Hi = Ki ∪ Ti. (1)
where i (i = 1, 2, 3, . . . ) donating the index of cases.
Whole Region of Kidney and Tumor: In the first stage, for the purpose of
removing interference of other tissues or organs, we cropped each slice and its
corresponding mask by using a same bounding box. The bounding box is the
body location of the most middle slice for each 3D volume and it was obtained by
using morphological methods. Due to the different dimensions of 3D images, we
used the zoom method to unify the size of I and H to 128x160x160. To ensure
the accuracy of the learning process, we just let Fout = H in training phase,
where Fout is the output of the first stage. The pipeline of ROIs extraction was
shown in Fig. 2.
Tumor: In the second Stage, we only segment the region of tumor. We let IP
and TP be the input image and annotation of the second stage. IP and TP for
each case is calculated by the following steps:
First, we selected the largest two remaining connected domains and calcu-
lated their bounding boxes which are defined as B1 and B2. We used these two
bounding boxes to locate the kidneys. Sometimes, only one connected domain
will be reserved because there is only one kidney can be seen in the CT image
and in this case, we will let B2 = B1.
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Fig. 2. Pipeline of ROIs extraction for the first stage
Fig. 3. Pipeline of ROIs extraction for the second stage
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Second, we zoomed Fout to the origin size and calculated all connected do-
mains of Fout, then we deleted the connected domains whose volume were less
than the threshold. After some experiments, we set the threshold to 100. Let IT
be the result of multiplying I and Fout:
IT = I ∗ Fout (2)
This method is applied to clear interference from other tissues and organs.
Third, IT and T were cropped according to the coordinates and size of the
bounding boxes (B1 and B2). The patches of IT are defined as P1, P2, and
patches croped from T are T1, T2. Because of the different size of connected
domains, we need to zoom those patches into same size. After analyzing all the
training data, we choose to zoom the patches to 48x96x96.
At last, we concatenated P1, P2 as IP and concatenated T1, T2 as TP in
the first axis (the order is random) to obtain ROIs and their corresponding
annotations. These ROIs were used to segment tumors in the second stage. And
we let Sout donate the output of the second stage. Fig. 3. shows the pipeline of
ROIs extraction.
Results Merge: We used two trained networks to get Fout and Sout sequen-
tially. After that, we used the intersection of Fout and Sout as the final result of
tumor:
OutT = Fout ∩ Sout (3)
OutK was obtained by calculating the difference set between Fout and OutT :
OutK = Fout −OutT (4)
2.3 Network Architecture:
Res-VNet: Our network was inspired by VNet[5] architecture which is widely
used in medical image segmentation. VNet is composed of two paths, the con-
traction path on the left is used to extract high-level context information. The
right expanding path uses skip connections to fuse high-level context features
with fine-grained local features for precise contour localization.
The expressive power of the network is enhanced as the depth of the network
increases. In order to get more accurate segmentation, we cascaded two networks
together in sequence. To a certain extent, this approach increases the depth of the
network. In order to avoid degradation of network and maintain the expressive
power of the network, we added residual structures[2] to our architecture. Due
to the use of residual block, the architecture is known as Res-VNet.
Moreover, we replaced the max pooling layers in the network by convolution
layers whose kernel size is 2x2x2 and stride is 2 to avoid the loss of information
of small ROI. To capture multi-scale context information, we replaced the convo-
lutions in the last two blocks of the contraction path with dilated convolutions.
Fig. 4. shows the architecture of Res-VNet.
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Fig. 4. Res-VNet Architecture
Cascade Network: In order to improve the segmentation accuracy, we cas-
caded two ResVNet together. During both train and inference procedures, the
input images were narrowed down to 1/2 of its original size to reduce the cost of
gpu memory. The output will be doubled and concatenated with original image
as the input of the second Res-VNet.The architecture of our proposed cascaded
Res-VNet is shown in Fig. 5.
2.4 Data Augmentation:
We used data augmentation to reduce overfitting. During training, the input
images and labels were randomly rotated from -90 to 90 degrees and flip around
a random axis with a probability of 0.5.
Fig. 5. Cascade Res-VNet Architecture
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3 Experiments
3.1 Training Details
The implementation of our networks is based on PyTorch-1.1.0. We used Adam
as optimizer and set 1e-3 as the initial learning rate. We totally trained the net-
works for 500 epochs. When training the network for segmentation of the whole
region of kidney and tumor, the learning rate was decayed by multiplying 0.90
every 10 epochs and the batch size was set to 2. For the networks of segmenting
tumor, the learning rate will decay by multiplying 0.94 every 5 epochs and the
batch size is 4. All the networks were trained by using NVIDIA Tesla V100 GPU.
3.2 Loss Function
We trained the network by minimizing a dice loss function:
dice = 1− 2 ∗ |P | ∗ |G||P |2 + |G|2 (5)
where P is the results of prediction and G is the ground truth. It is the most
common loss function in the field of medical imaging.
As mentioned in 2.3, the data was trained by a cascade network so we inde-
pendently calculated the loss of each Res-VNet and joint them as follow to be
the final loss:
` =
d1 + d2
2
(6)
where d1 and d2 seperately donate the dice of each Res-VNet.
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