Abstract. Some sharp bounds for the Euclidean operator radius of two bounded linear operators in Hilbert spaces are given. Their connection with Kittaneh's recent results which provide sharp upper and lower bounds for the numerical radius of linear operators are also established.
Introduction
Let B (H) denote the C * −algebra of all bounded linear operators on a complex Hilbert space H with inner product ·, · . For A ∈ B (H) , let w (A) and A denote the numerical radius and the usual operator norm of A, respectively. It is well known that w (·) defines a norm on B (H) , and for every A ∈ B (H) ,
For other results concerning the numerical range and radius of bounded linear operators on a Hilbert space, see [2] and [3] . In [4] , F. Kittaneh has improved (1.1) in the following manner:
( [5] , we consider the Euclidean operator radius of a pair (C, D) of bounded linear operators defined on a Hilbert space (H; ·, · ) . Note that in [5] , the author has introduced the concept for an n−tuple of operators and pointed out its main properties.
Let (C, D) be a pair of bounded linear operators on H. The Euclidean operator radius is defined by:
w e (C, D) := sup
As pointed out in [5] , w e : B 2 (H) → [0, ∞) is a norm and the following inequality holds:
where the constants
We observe that, if C and D are self-adjoint operators, then (1.4) becomes (1.5)
We observe also that if A ∈ B (H) and A = B + iC is the Cartesian decomposition of A, then
By the inequality (1.5) and since (see [4] )
then we have
We remark that the lower bound for w 2 (A) in (1.7) provided by Popescu's inequality (1.4) is not as good as the first inequality of Kittaneh from (1.2). However, the upper bounds for w 2 (A) are the same and have been proved using different arguments. The main aim of this paper is to extend Kittaneh's result to Euclidean radius of two operators and investigate other particular instances of interest. Related results connecting the Euclidean operator radius, the usual numerical radius of a composite operator and the operator norm are also provided.
Some Inequalities for the Euclidean Operator Radius
The following result concerning a sharp lower bound for the Euclidean operator radius may be stated: Theorem 1. Let B, C : H → H be two bounded linear operators on the Hilbert space (H; ·, · ) . Then
2 is best possible in the sense that it cannot be replaced by a larger constant.
Proof. We follow a similar argument to the one from [4] .
For any x ∈ H, x = 1, we have
Taking the supremum in (2.2), we deduce
Utilising the inequality (2.3) and the properties of the numerical radius, we have successively:
which gives the desired inequality (2.1).
The sharpness of the constant will be shown in a particular case, later on.
Corollary 1.
For any two self-adjoint bounded linear operators B, C on H, we have
The constant The following particular case may be of interest:
Corollary 2. For any bounded linear operator A : H → H and α, β ∈ C we have:
Proof. If we choose in Theorem 1, B = αA and C = βA * , we get
which, by (2.1) implies the desired result (2.5).
Remark 2. If we choose in (2.5) α = β = 0, then we get the inequality
for any bounded linear operator A ∈ B (H) . If we choose in (2.5), α = 1, β = i, then we get
for every bounded linear operator A : H → H.
The following result may be stated as well.
Theorem 2. For any two bounded linear operators B, C on H we have:
2 is sharp in both inequalities.
Proof. The first inequality follows from (2.3).
For the second inequality, we observe that
for any x ∈ H, x = 1. The inequality (2.9) and the parallelogram identity for complex numbers give:
for any x ∈ H, x = 1. Taking the supremum in (2.9) we deduce the desired result (2.8).
The fact that √ 2 2 is the best possible constant follows from the fact that for B = C = 0 one would obtain the same quantity √ 2w (B) in all terms of (2.8).
Corollary 3. For any two self-adjoint operators B, C on H we have:
2 is best possible in both inequalities.
Proof. Follows from (2.11) applied for the Cartesian decomposition of A.
The following result may be stated as well:
Corollary 5. For any A a bounded linear operator on H and α, β ∈ C, we have:
Remark 3. The above inequality (2.13) contains some particular cases of interest. For instance, if α = β = 0, then by (2.13) we get (2.14)
, since, obviously w (A + A * ) = A + A * and w (A − A * ) = A − A * , A−A * being a normal operator. Now, if we choose in (2.13), α = 1 and β = i, and taking into account that A + iA * and A − iA * are normal operators, then we get
The constant 1 2 is best possible in both inequalities (2.14) and (2.15). The following simple result may be stated as well. Proposition 1. For any two bounded linear operators B and C on H, we have the inequality:
Proof. For any x ∈ H, x = 1, we have
for any x ∈ H, x = 1. Taking the supremum in (2.17) over x = 1, we deduce the desired inequality (2.16).
In particular, if B and C are self-adjoint operators, then , where A ∈ B (H) , then we deduce:
The following result provides a different upper bound for the Euclidean operator radius than (2.16).
Proposition 2. For any two bounded linear operators B and C on H, we have
Proof. Utilising the parallelogram identity (2.10), we have, by taking the supremum over x ∈ H, x = 1, that 
The conclusion follows now by (2.21) and (2.22).
A different upper bound for the Euclidean operator radius is incorporated in the following Theorem 3. Let (H; ·, · ) be a Hilbert space and B, C two bounded linear operators on H. Then
The inequality (2.23) is sharp.
Proof. Firstly, let us observe that for any y, u, v ∈ H we have successively
On the other hand, Making use of (2.24) and (2.25) we deduce that
for any y, u, v ∈ H, which is a vector inequality of interest in itself. Now, if we apply the inequality (2.26) for y = x, u = Bx, v = Cx, x ∈ H, x = 1, then we can state that
for any x ∈ H, x = 1, which is of interest in itself. Taking the supremum over x ∈ H, x = 1, we deduce the desired result (2.23).
To prove the sharpness of the inequality (2.23) we choose C = B, B a self-adjoint operator on H. In this case, both sides of (2.23) become 2 B 2 .
If information about the sum and the difference of the operators B and C are available, then one may use the following result:
Corollary 6. For any two operators B, C ∈ B(H) we have
The constant The fact that 1 2 is best possible in (2.28) follows by the fact that for C = B, B a self-adjoint operator, we get in both sides of the inequality (2.28) the quantity 2 B 2 .
Corollary 7. Let A : H → H be a bounded linear operator on the Hilbert space H. Then:
The constant and
Utilising (2.23) we deduce (2.29).
Remark 4. If we choose in (2.23), B = A and C = A * , A ∈ B(H) then we can state that
The constant 1 2 is best possible in (2.30). Note that this inequality has been obtained in [1] by the use of a different argument based on the Buzano's inequality.
Finally, the following upper bound for the Euclidean radius involving different composite operators also holds: Theorem 4. With the assumptions of Theorem 3, we have
The inequality (2.31) is sharp.
Proof. We use (2.27) to write that
Since Bx 2 = B * Bx, x , Cx 2 = C * Cx, x , then (2.32) can be written as
Taking the supremum in (2.33) over x ∈ H, x = 1 and noticing that the operators B * B ± C * C are self-adjoint, we deduce the desired result (2.31). The sharpness of the constant will follow from the one of (2.36) pointed out below. We observe that, if B and C are chosen to be the Cartesian decomposition for the bounded linear operator A, then we can get from (2.35) that The constant 1 4 is best possible. This follows by the fact that for A a self-adjoint operator, we obtain in both sides of (2.36) the same quantity A 2 .
