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1. Introduction
Because of the limits of narrow band radio channels and the desire for more
and more communication channels, spread spectrum communication systems have
become very attractive. Code division multiple access (CDMA) is one type of
spread spectrum communication system that is currently under intensive study in
the communication community. CDMA is made possible by the existence of fami-
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lies of spread spectrum communication codes with low auto- and cross-correlation
properties.
Gold [2] is generally credited with being the first to exhibit codes with these
desirable properties. His work was done in the late sixties and rests on theory of
polynomials over finite fields. Historically the impetus for spread spectrum communi-
cation was given by covert communication and its commercial uses are only of recent
interest.
Let us become a little more specific. By a code c of length L we mean a sequence
of complex numbers c0 , c1 , . . . , cL01 , where ck  1. The cyclic auto-correlation
of a code c is defined as
Ac(m)  1L ∑
L01
k0
ckrck/m , m  0, . . . , L 0 1,
where addition is taken mod(L) or in Z /LZ. If d is another code of length L the
cross-correlation of c and d is defined as
Cc,d(m)  1L ∑
L01
k0
ckrdk/m , m  0, . . . , L 0 1,
where k / m is defined mod(L) .
The engineering community considers a family of codes ‘‘good’’ if Amax 
maxmx0Ac(m) and Cmax  maxmCc,d(m) are as small as possible for all codes c ,
d in the family. The Gold codes satisfy
Amax  3√
L
Cmax  3√
L
.
It is worth mentioning that auto- and cross-correlation properties cannot be arbitrarily
‘‘good.’’ More explicitly, let a family of codes of length L have K elements. In 1974
Welch [7] showed that
max(Amax , Cmax) ¢
√
(K 0 1)/(LK 0 1)
and in 1979 Sarwate [5] showed that
LrC 2max / L 0 1K 0 1 A
2
max ¢ 1.
Another fundamental property of CDMA codes is a ‘‘flat’’ power spectral density.
The power spectral density of a code c of length L is defined as 1/L times the absolute
value of the discrete Fourier transform (DFT) of the auto-correlation function of the
members of the code family.
6116$$0222 03-26-98 15:32:09 achaa AP: ACHA
111COMMUNICATION CODES
In this paper we will discuss new families of CDMA codes. Our approach to the
generation of CDMA codes will be motivated by ergodic theory, especially Bernoulli
shifts and some modifications thereof. Because ergodic properties are asymptotic in
nature, while all CDMA codes are finite, the material in this paper divides naturally
into two parts. In Part I, we will prove some asymptotic results that suggest that
certain codes may be satisfactory CDMA codes. In Part II, we will present some
explicit CDMA codes called AB codes,1 that demonstrate that the codes suggested
by ergodic theory do, indeed, produce interesting CDMA codes.2
PART I: ASYMPTOTIC RESULTS
2. H. Weyl’s Theorem on Uniform Distribution mod(1)
Consider the reals R and the integers Z , R, identify the circle S 1 with R /Z , and
let p:R r R /Z . We will call p(x) , x mod(1). A sequence x0 , x1 , rrr in R determines
a sequence of points s0 , s1 , rrr in S 1 by p(xk)  sk . We say that a sequence of
points s0 , s1 , rrr in S 1 is uniformly distributed if given any interval I , S 1 , with
length l :
lim
Nr`
{#si ˆ I, i ¡ N}
N
 l .
A sequence of points x0 , x1 , rrr in R is said to be uniformly distributed mod(1),
UD1, if {p(xk)}k¢0 is uniformly distributed.
Let f (s) be a continuous function on the circle. If {xk}k¢0 is UD1 then
lim
Nr`
1
N ∑
N01
k0
f (p(xk))  *
S1
f (s)ds .
THEOREM 2.1. (H. Weyl) . A sequence {xk}k¢0 is UD1 if and only if for all integers
n x 0
lim
Nr`
1
N ∑
N01
k0
e 2p inrxk  0.
COROLLARY 2.2. If {xk}k¢0 is UD1 and if n x 0 , n ˆ Z, c ˆ R, then {nxk /
c}k¢0 is UD1 .
Let T :S 1 r S 1 be a mapping and let m denote Haar measure on the circle with
m(S 1)  1. We say that T is measure preserving if, for any measurable set X , S 1 ,
m(T01(X ))  m(X ) . Now let X be a measurable set such that T01(X )  X . T is said
to be ergodic if this implies m(X )  0 or 1.
1 Patent applications covering AB codes have been filed.
2 Remark. The proof of any result stated without proof in this paper can be found in the References.
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THEOREM 2.3. Let T be an ergodic transformation of the circle with respect to
Haar measure. Then for almost all s ˆ S 1 the sequence {Tk(s)}k¢0 is uniformly
distributed.
A measure-preserving transformation T of the circle is called mixing if the two
equivalent relations
lim
nr`
m(T0n(A) > B)  m(A)rm(B) , (1)
lim
nr`
*
S1
f (Tn(x))rg(x)dm(x)  *
S1
f ( x)dm(x)r*
S1
g(x)dm(x) (2)
hold for any two measurable sets A and B and any two L 2 functions f ( x) and g(x) .
3. Bernoulli Shifts and AB-Codes
Let a ˆ Z/ , a x 1 and let x ˆ R. Define
Ba(x)  arx mod(1).
This defines a measure preserving mapping of S 1 onto itself that is ergodic and mixing.
Ba is an example of a Bernoulli shift. It follows that for almost all x ˆ R
lim
Nr`
1
N ∑
N01
k0
e 2p ia
krx  0. (3)
Notation. Those x ˆ R such that (3) holds will be denoted by x0 .
LEMMA 3.1. Let t1  t2 be two positive integers. Define ck  e 2p iakrx0 . Then, if x0
ˆ R satisfies (3) ,
lim
Lr`
1
L
∑
L01
k0
ck/t1rck/t2  0. (4)
Proof. It is enough to prove the statement for t2  0. Since
ak/t1 x0 0 akx0  akrx0(at1 0 1)
and at1 0 1  c x 0, the left side of (4) has the form
lim
Lr`
1
L
∑
L01
k0
e 2p ira
kcx0 , c x 0.
By Corollary (2.2) , {akx0rc}k¢0 is UD1 and so (4) holds. j
Since the auto- and cross-correlations we are interested in are cyclic ones, it is
necessary to prove the following result which provides the link between the cyclic
and noncyclic asymptotics.
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THEOREM 3.2. Let x0 and c0 , c1 , rrr be a sequence of complex numbers of
modulus one as in Lemma 3.1 . Let cL  (c0 , c1 , . . . , cL01) be considered as a code
of length L. Then
lim
Lr`
( max
0n¡L01
AcL (n))  0 (5)
for almost all x0 .
Remark. The fact that we first maximize over 0  n ¡ L 0 1 and then pass to
the limit is a uniformity statement.
LEMMA 3.3. Let Ba be a Bernoulli shift and f, g two continuous functions on S1 .
For almost all x0 ˆ [0 , 1) it holds that for any sequence {(Lj , nj)} of strictly
increasing integers:
lim
jr`
1
Lj 0 1 ∑
L j
k0
f ( Bk/n ja (x0)) g(Bka(x0))  *
S1
f ( x)dm(x)r*
S1
g(x) dm(x) .
Proof. Since Ba is mixing we have that (1) and (2) hold.
Consider now for every integer M  1 a subdivision of [0, 1) into intervals of the
form Ik  [(k 0 1)/aM , k /aM) . By the ergodicity of Ba we have for almost all x0
lim
Nr`
{#i:B ia(x0) ˆ Ik , i ¡ N}
N
 1
aM
∀k .
But, since Ba is also mixing and by the choice of the sets Ik we made, it holds in
particular that for n  M
m(B0na (Ij) > Ik)  m(Ij)rm(Ik)  1
a 2M
∀ j , k . (6)
Since {Bka(x0)}k¢0 is a UD1 sequence it holds that
lim
Nr`
sup
0¡ab¡1
Z {#i:B ia(x0) ˆ [a , b] , i ¡ N}N 0 (b 0 a)Z  0.
Now using the fact that Ba is acting as a shift on the space of sequences (a0 , a1 , a2 ,
rrr) with 0 ¡ ak ¡ a 0 1 one can easily show that for any two of the chosen
intervals, say Ii and Ik , Eq. (6) implies
lim
jr`
Z {#Bla(x0) ˆ Ii :Bla(x0) ˆ B0n ja (Ik) , i ¡ Lj}Lj 0 1a 2MZ  0
for any choice of a double sequence {(Lj , nj)} of strictly increasing numbers.
Consider now the subsequence {x lk} of the Bia(x0)’s that lie in the interval Il . From
the previous discussion it follows that
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lim
jr`
1
Lj
∑
L j01
k0
f ( Bk/n ja (x lk)) g(Bka(x lk))  *
S1
f ( x)dm(x)r*
Il
g(x) dm(x) .
Thus, the sums
1
Lj
∑
L j01
k0
f ( Bk/n ja (x0)) g(Bka(x0))
can be used as a Riemann sum approximation of the integral
*
S1
f ( x)dm(x)r*
S1
g(x) dm(x)
and our lemma is proven. j
Proof of Theorem 3.2. First we observe that since the auto-correlation function
AcL (r) is defined as a cyclic convolution we have that for any n
AcL (n)  AcL (L 0 n),
we can therefore restrict our attention to n ¡ L /2 / 1.
For such an n we can write (using the convention of adding mod(L) in the indices):
AcL (n)  Z1L ∑
L01
k0
ck/nrckZ (7)
 Z1L ∑
L0n01
k0
ck/nrck / 1L ∑
n01
k0
ckrcL0n/kZ (8)
¡ Z1L ∑
L0n01
k0
ck/nrckZ / Z1L ∑
n01
k0
ckrcL0n/kZ . (9)
From Lemma 3.1, for any fixed n we have
lim
Lr`
Z1L ∑
L0n01
k0
ck/nrckZ  0. (10)
Since the ck’s have all modulus one, for the second sum in (9) we can write
Z1L ∑
n01
k0
ckrcL0n/kZ ¡ nL . (11)
Suppose now that the theorem is false. Then there is a monotone increasing subse-
quence {Lj} and a sequence of positive integers {nj} such that, for some d  0
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ALj (nj) ¢ d ∀nj , Lj .
There are two possible cases:
1. The set {nj} is bounded with bound nmax . Choose n  nj for each Lj . Since in
this case nmax ¢ nj ∀nj , we get, by using (10) and (11):
lim
jr`
ALj (nj) ¡ lim
jr`
Z 1Lj ∑
L j0n j01
k0
ck/njrckZ / lim
jr`
nmax
Lj
.
The second term on the right hand side is zero. Since nj takes values in a finite set,
by Lemma 3.1 we obtain that also the first term is zero, contradicting our assumption.
2. The set {nj} is unbounded.
By passing to a subsequence we can assume that the nj’s are increasing. By applying
Lemma 3.3 to the sums in (9) we will arrive again to a contradiction:
lim
jr`
Z 1Lj ∑
n j01
k0
ckrcL0nj/kZ ¡ lim
jr`
Z 1
nj
∑
n j01
k0
ckrcL0nj/kZ .
Now since Lj 0 nj r ` Lemma 3.1 gives
lim
jr`
Z 1
nj
∑
n j01
k0
ckrcL0nj/kZ  S*
S1
e 2p ixdm(x)D2  0;
hence,
lim
jr`
Z 1Lj ∑
n j01
k0
ckrcL0nj/kZ  0
for almost all x0 . The same conclusion holds for the other sum.
The two previous cases lead to a contradiction and thus the theorem is proven. j
We will now define a family of codes called AB(a) family of codes. Let a  1
be an integer and let x0 such that {akx0}k¢0 is UD1. An AB(a) family of codes
generated by x0 is a collection of codes of the form
c(x0 , L , l)  (c (l01)L , c (l01)L/1 , . . . , cLl01) , l  0, l ˆ Z.
THEOREM 3.4. Let {c(x0 , L, l)} for some finite set of distinct l’s be a family of
AB(a) codes of length L. Then
lim
Lr`
( max
0n¡L01,l
Ac (L ,x0,l ) (n))  0 (12)
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lim
Lr`
( max
0¡n¡L01,lxl =
Cc (L ,x0,lc (L ,x0,l = ) ) (n))  0. (13)
Proof. Let xl  aLlx0 . Then
Ac (x0,L ,l ) (m) 
1
L
∑
L01
k0
e 2p ia
k(am01)xl01
.
On the other hand, since the sequences c (l01)L , c (l01)L/1 , rrr satisfy the conditions
of Theorem 3.2 for each l :
lim
Lr`
( max
0n¡L01
Ac (L ,x0,l ) (n))  0.
Thus, given e  0 there exists L0 such that for all L ¢ L0
max
0n¡L01
Ac (L ,x0,l ) (n)  e
for all l’s and we have (12) in our theorem.
Now for l / n  l1 x l2  l and 0 ¡ n ¡ L 0 1
Cc (L ,x0,l1c (L ,x0,l2) ) (m) 
1
L
∑
L01
k0
e 2p ia
k(anL01)xl
.
Letting x( l1 , l2)  (alL 0 1)xl we have that {akx( l1 , l2)}k¢0 is UD1. One verifies
easily that the hypothesis of Theorem 3.2 is satisfied and we may argue exactly as
above to prove (13). j
4. Permuted AB Codes
Clearly if {Lj}j¢0 is a monotone increasing sequence of positive integers and
{ck}k¢0 , defined as in Lemma 3.1, is UD1 then
lim
jr`
1
Lj
∑
L j01
k0
ck/mck  0. (14)
In the special case where the Lj’s are primes, we will show how to obtain from AB(a)
codes, new codes, called permuted AB(a) codes. We do this as follows.
View c0 , c1 , . . . , cL01 as a codes and define for a fixed positive integer m  Lj
ck( j , m)  cl ,
where l  mrk mod(Lj) and view
(c0( j , m) , c1( j , m) , . . . , cLj01( j , m))
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as a code of length Lj . We claim
lim
jr`
1
Lj
∑
L j01
k0
e 2p irck( j ,m )  0. (15)
To see this consider the sequences {ck( j , m)}0¡k¡Lj01. Since the Lj are primes it
follows that multiplication by m x 0, Lj is an automorphism of the finite abelian
group Z /LjZ and therefore the sequences are just a permutation of the terms of the
sequence {ck}0¡k¡Lj . Thus the limits in (15) and (14) have to coincide.
Given a sequence c  (c0 , c1 , . . . , cL01) let us define its l 2 norm by
\c \2  ( ∑
L01
k0
ck2) 1/2 .
The goal of the rest of this section is to prove the following.
THEOREM 4.1. Given a permuted AB(a) code and e  0 there exists L0 such that
for all primes L  L0
max
nx0
Ac (x0,L ,l ) (n)  e (16)
\Cc (x0,L ,l ) ,c (x0,L ,l = )\
2
2 ¡ \Ac (x0,L ,1 )\ 22 , 1 ¡ l ¡ L 0 1. (17)
The one we have given is a generalization of the codes obtained by using Bernoulli
shifts that can be extremely useful in extending the families of good CDMA codes.
Proof of Theorem 4.1. Consider statement (16) in the theorem. First notice that,
with obvious notation,
ck/n( j)rck( j)  exp(2pi(a (k/n )r l mod(L j ) 0 akrl mod(L j ) )x) .
Since multiplication by l is an automorphism of the group Z /LjZ, the sequence
a (k/n )r l mod(L j ) 0 akrl mod(L j ) , 0 ¡ k ¡ L 0 1,
coincides, up to permutations, with the sequence
ak/n = mod(L j ) 0 ak mod(L j ) , 0 ¡ k ¡ L 0 1,
for n*  lrn mod(Lj) .
We have now
Ac (x0,Lj ,l ) (n)  Ac (x0,Lj ,1 ) (n *)  Z 1Lj ∑
L j01
k0
ck/n( j) ck( j)Z .
The asymptotic behavior of the auto-correlation functions, therefore, satisfies our
claim by application of Theorem 3.2.
6116$$0222 03-26-98 15:32:09 achaa AP: ACHA
118 AUSLANDER AND BARBANO
To prove (17) observe that, given any sequences c  (c0 , c1 , rrr cL01) and d 
(d0 , d1 , rrr dL01) of complex numbers, we can write [5]
\Cc,d \ 22  ∑
L01
k0
Ac(k)AU d(k) .
Therefore, in our case
\Cc (x0,L ,l ) ,c (x0,L ,l = )\
2
2  ∑
L01
k0
Ac (x0,L ,l ) (k)AU c (x0,L ,l = ) (k) ,
since the values of the auto-correlation of c(x0 , L , l) and c(x0 , L , l *) coincide with
the ones of c(x0 , L , 1) , our result follows by Cauchy–Schwarz. j
5. A Probabilistic Estimate
In the previous section our results are of the following form: given an e there exists
an L0 satisfying certain conclusions. One would like results that estimate how fast L0
has to grow as e goes to zero. In particular we are interested in results of the form
e 2  c /L0 . Using probabilistic estimates we will show a result of the form e 2 
c /L 10d .
It has to be pointed out that the asymptotic behavior of distribution function of the
series
P(L , x)  ∑
L01
k0
e 2p ia
kx (18)
has been extensively studied in the past. For this kind of so called lacunary Fourier
series both the law of iterated logarithm and the central limit theorem hold (see for
this the work of Weiss [6] and Salem and Zygmund [4]) .
If we define FL(h) to be the measure of the set of x ˆ [0, 1) for which
P(L , x)√
L
 h,
we have that as L r ` , FL approaches a Gaussian with zero mean, and unit dispersion
[4]:
lim
Lr`
FL(h)  1√
2p *
h
0`
e0x
2 /2dx .
The law if the iterated logarithm, on the other hand, says that
lim sup
Lr`
P(L , x))√
Lrlog(log(√L))  1.
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This means that for any e  0 and almost all x ˆ R the cardinality of the set of Lk
for which
Z P(Lk , x)√Lk Z  (1 / e)
√
log(log(√Lk)) (19)
is finite.
In other words, for almost all x ˆ [0, 1] the probability of choosing an L such that
(19) holds is zero. This is a useful information, since the function
√
log(log(√L))
grows extremely slowly with respect to L . However, for our kind of application we
need a similar estimate to hold once a specific L has been chosen. More precisely, if
we define
S(L , x)  1
L
∑
L01
k0
e 2p ia
kx
we will show that the measure of the set of points x such that for any c  1
S(L , x)2  c
L 10d
is larger than
1 0 1(cL d 0 1)2 .
To show this we use Chebysheff ’s inequality. Thus we need to compute
*
1
0
S(L , x)2dx (20)
S*1
0
S(L , x)dxD2 . (21)
Now S(L , x) S(L , x)  (1/L 2) (
m ,n
e 2p i (a
m0an )x
. Since amn  am 0 an  0 B n 
m , we have
*
1
0
S(L , x)2  1
L
.
Similarly, amn / ars  0 2L 2 0 L times, so that
*
1
0
(S(L , x)2) 2  ∑
m ,n ,r,s
1
L 4 *
1
0
e 2p i (amn/ars )x  2
L 2
0 1
L 3
.
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Hence,
s 2(S(L , x))  L 0 1
L
r
1
L 2
.
Thus, Chebysheff ’s inequality says that
mHx :ZS(L , x)2 0 1LZ  CLJ  L 0 1L 1C 2 .
We want to estimate how fast the measure of the points such that
S(L , x)2  K
L 10d
, K  1,
goes to zero as L r ` . Now for such x’s
S(L , x)2 0 1
L
 KL
d 0 1
L
 0,
but by Chebysheff
mHx :ZS(L , x)2 0 1LZ  KL
d 0 1
L J  L 0 1L 1(KL d 0 1)2 .
We have thus proven
THEOREM 5.1. Let S(L, x)  1 /L (
L01
0
e 2p ia
kx
, K  1 , d ¢ 0 . The measure of
points x such that
S(L , x)2 ¡ K
L 10d
has measure greater than 1 0 1/(KL d 0 1)2 .
6. Power Spectral Density
In [3] Van de Corput’s difference theorem is discussed. We will need not only the
statement of this theorem, but an inequality that is used in its proof.
THEOREM 6.1. (Van de Corput’s difference theorem, [3, Lemma 1.3.1]) . Let
{xk}k¢0 a sequence of real numbers. If for any positive integer n, the sequence
{yk  xk/n 0 xk}k¢0 is UD1 , then {xk}k¢0 is UD1 .
The proof requires the following inequality. Let {ck}0¡k¡L01 be any sequence of
complex numbers and let M ¡ L 0 1. Then
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M 2∑
L01
k0
ck2 ¡ M(L / M 0 1) ∑
L01
k0
ck2
/ 2(L / M 0 1) ∑
M01
n1
(M 0 n)Re( ∑
L0n01
k0
ckck/n) .
In the case where ck  1 ∀k we have
Z1L ∑
L01
k0
ckZ2 ¡ L / M 0 1LM
/ 2 ∑
M01
n1
(L / M 0 1)(M 0 n)(L 0 n)
L 2M 2 Z 1L 0 n ∑
L0n01
k0
ckck/nZ
which implies
Z1L ∑
L01
k0
ckZ2  1L / 1M / 4r max1¡n¡M01 SZ 1L 0 n ∑
L0n01
k0
ckck/nZD . (22)
COROLLARY 6.2. Let a  1 be a positive integer, let x0 be an absolutely normal
number, and let p(r) be a polynomial. Then the sequence {xk  akx0 / p(k)}k¢0
is UD1 .
Proof. The argument uses induction on the degree of p(x)  (
m
j0
ajx
j
. If deg(p)
 0 the statement follows from Theorem 6.1, since the difference
xk/n 0 xk  ak(an 0 1)x0
is UD1 by Weyl’s criterion. Otherwise, observe that for any positive integer n
xk/n 0 xk  [ak/nx0 / p(k / n)] 0 [akx0 / p(k)]  ak(an 0 1)x0 / p *(k) ,
where p *(r) is a polynomial in k of degree one less than deg(p) . Therefore, by
inductive hypothesis the difference sequences will be UD1. By applying again Theo-
rem 6.1 our claim follows. j
THEOREM 6.3. Let ck  exp(2piakx0) and
c(L , x0)  (c0 , . . . , cL01) .
Let Aˆ L(m) denote the Fourier transform of the cyclic auto-correlation of c(L, x0) .
Then
lim
Lr`
1
L
max
0¡mL
AO L(m)  0.
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Proof. We will base our proof on the Fourier transform formulation of correlation.
If cˆ( L , x0)(m) is the finite Fourier transform of c(L , x0) we have
1
L
cP (L , x0)(m)  1L ∑
L01
k0
e 2p ir[T
kx00km /L ]  1
L
∑
L01
k0
e 2p irxk , (23)
so that the sequence of the differences of the arguments will be
xk/n 0 xkmod(1)  akr(an 0 1)x0 0 nrmL mod(1),
which implies, by Lemma 6.2, that the sequences {xk  Tk(x0) / km /L}k¢0 are UD1.
Furthermore, by Van de Corput’s inequality, the sum in (23) can be bounded by
1/M for any positive integer M , by choosing an L sufficiently large:
Z1L cP (L , x0)(m)Z
2
 1
L
/ 1
M
/ 4r max
1¡n¡M01
SZ 1L 0 n ∑
L0n01
k0
ea
kr (an01)x00n (m /L )ZD
 1
L
/ 1
M
/ 4r max
1¡n¡M01
SZ 1L 0 n ∑
L0n01
k0
ea
kr (an01)x0ZD .
Thus given any positive integer M for all L larger than some fixed LM it holds that
Z1L cP (L , x0)(m)Z
2
 1
M
,
where this bound is independent of m . Now simply observe that
1
L
AO L(m)  1LZ1L (c(L , x0)∗c(L , x0)(m)) O Z  Z1L cP (L , x0)(m)Z
2
,
and the theorem is proven. j
7. An Example
Until now most of our effort has been devoted to proving uniform asymptotic results
and a very weak growth result. In this section we will show by example that growth
results may be not so easy to obtain.
Consider a  10 and consider AB(10) codes. Our first task is to produce an explicit
x0 such that {10 kx0}k¢0 is UD1. This problem is well known to be related to the
concept of normal numbers to the base 10. Let x 0.x1x2rrrbe the decimal expansion
of a number 0  x  1. Let Dk any block of k digits a1 , . . . , ak , 0 ¡ ai  10 and
let A(Dk , N) be the number of times the block Dk occurs in the first N digits x1 , . . . ,
xN . We say that x is normal to the base if for any Dk
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lim
Nr`
 1
N
A(Dk , N)  110 k .
It is well known that x is normal to the base 10 if and only if {10 kx}k¢0 is UD1. It
is further a known fact ([3]) that j  0.123456789101112rrr is normal to the base
10. By computation, we will show that {10 kj}k¢0 does not yield satisfactory CDMA
codes for L ranging between 1 and 103. The absolute value of the auto-correlation
function of this code for L  500 is plotted in Fig. 1. Many of the values Ac1 (n)
for n x 0 are very high, making the code unusable.
The regularity of the distribution of the digits produces a poor auto-correlation for
these codes. In Fig. 2 we see how also the power spectral density of the given code
has insufficient spread spectrum characteristics.
PART II: NUMERICAL EXPERIMENTATIONS
8. An Example with p
Until recently the only known examples of normal numbers have been constructed
ad hoc (see, e.g., [1]) , while nothing is known about the numbers in the classical
mathematical literature.
Despite intensive study throughout the centuries still nothing is known about the
distribution of the digits of the number p. In particular it is not known whether p is
normal; the same has to be said of most numbers of number-theoretic interest, like√
2, e , log 2, etc. However, very accurate statistical studies have been carried out on
the known digits of these numbers, giving at least strong numerical evidence in favor
of the normality hypothesis [3, p. 75].
By setting j  p and letting the length L range between the order of 102 and 104,
we obtained significant numerical results. It has to be pointed out that we have also
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tested this approach to the generation of spread spectrum CDMA codes with a plethora
of other digit sequences and the performance appeared to be as satisfactory as in the
following example.
With this new set of codes we can achieve much better spread spectrum characteris-
tics than in any of the previously described techniques; their spectrum is extremely
well distributed and shows a random-like behavior.
For each of the asymptotic results proven in Part I we produce a family of codes
with different lengths and we tested them. To do this we generated the sequence Xp
 {xk}  {10 krp mod(1)}0¡k¡10000 of the first 10,000 digits of p by using a symbolic
mathematical toolbox (e.g., in our case MAPLE).
8.1. Permuted AB Codes
In the experiment we have considered three families of permuted AB(10) codes
generated by using the digits of p as described in Theorem 3.2. The chosen primes
for the lengths of the codes are L  97,997, and 9973. In Fig. 3 we display the auto-
correlation for the first codes in the three families in increasing order of length.
The maximum values AL  maxnx0A(n) are resp. 2.36/
√
97, 3.18/
√
997, and
2.93/
√
9973 for the first (nonpermuted) codes in the family.
In the fourth figure we display the histogram of the set of the maximum values of
the auto- and cross-correlation of the codes in the three sets.
Since the maximum absolute values C/
√
L of the cross- and auto-correlation of any
two codes in a family of length L , for L  97, 997, 9973 are equal to, resp.,
3.13/
√
97, 4.02/
√
997, and 4.34/
√
9973 we see that our numerical experiments show that
the performance of these full spectrum AB-codes is indeed comparable with the one of
binary codes generated by linear shift register sequences; for those codes the maximum
values of the cross-correlations are in fact lower, but significant restrictions in their use
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for spread spectrum communication are given by the rigidity in the choice of their lengths
(L  2n 0 1 for the Gold codes) and by the number of spread spectrum codes (i.e.,
codes with a ‘‘flat’’ power spectral density) actually available in each family.
9. Standard and Permuted AB Codes
In this case we take the full sequence Xp and extract a family of 97 codes of
length 97 as defined in Theorem 3.4. The histogram of the maximum values of their
correlations is shown in Fig. 5.
FIGURE 4
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Our next numerical experiment demonstrates the effectiveness of this approach in
providing a very large number of possible families of codes to choose from. We
generate a family of 2 1 96 codes of length 97 by combining two permuted AB(10)
codes of length 97; in particular, if we choose the first two codes in the previous set,
the full set of auto- and cross-correlation is distributed as shown in Fig. 6.
It is worthwhile repeating here that, as it turns out from the proof of Theorem 3.2,
to establish that a family of permuted AB codes of length L is ‘‘good’’ it is not
required to compute the full set of L 2 correlations. The correlations of one of the
elements of the family with the others is sufficient. This makes the practical use of
these codes relatively easy.
FIGURE 6
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9.1. Ensemble Properties
One important application of CDMA codes is to the situation when several different
users of a communication system are transmitting simultaneously in an unsynchronized
FIGURE 8
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way; i.e., one wishes to detect one of the signals when transmitted along with randomly
shifted versions of the others.
In Fig. 7 we show the a typical cross-correlation of this kind for the family of
permuted codes of length 997 and, respectively, 2, 10, and 50, unsynchronized users.
The same type of results hold for the standard family of AB codes exhibited before.
10. Power Spectrum
In any spread spectrum application it is required for the energy of the transmitted
signals to be distributed as evenly as possible over a wide range of the spectrum.
While the use of linear shift register sequences does not necessarily provide codes
with sufficiently flat power spectral density for the families of AB codes described
in this paper this requirement is easily met. In Fig. 8 we plot some typical power
spectral densities; they refer to the codes generated with the digit expansion of the
number p. As in the previous section we chose prime lengths L equal to 97, 997,
and 9973.
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