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The detection of signals in the pr esence of noise is an impor tant 
problem in the field of communicat i ons . The detection problem is con-
cerned with the design of systems which determine only the presence or 
absenc e of a signal which occurs w1.th background noise . An exampl e of 
considerable importance , which is encountered quite frequently in prac-
tice, is the radar detection problem. In the radar problem it is 
desired to determine the presence of a target by detecting the presence 
of a radar return signal in noise. Another example is the seismic 
exploration problem which utilizes the detec t ion of reflected signals 
from dif ferent depths of rock formations. 
In the past, most of the work in signal detection (1)-(5) has been 
limited to eituations in which the signals were assumed to be of known 
deterministic form and t he nois e was assumed to be of known statistical. 
form. This type of detection, which dea l s with signals and noise ot 
known f orm, will be denoted as parametric detection (2). In some detec-
tion problems the information required by the detectors may be available. 
However, in other situations there may be much less information; f or 
example, the statistical form of the nois e may be unknown. In such 
cases, the parametric detectors become inappropriate. 
Thus, there is a need for a theor7 of detection systems which 
require much les s a priori information than the parametric detectors. 
This detector, when the signal and noise are not completely known is 
called a nonparametric detector (2). The nonparametr ic detector 
originates from nonparametrio statistical methode which are well covered 
in the literature (15)-(48). These nonparaaetric statistical methods 
(nonparametric detectors) have previously been applied to the problem 
of signal detection (6)-(14), but not nearly as xtensiv ly as the 
parametric detectors. These nonparametric detectors however, have been 
limited to the detection of signals which on1y change the de level of 
the noise distribution when the signals are added to the noise. 
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In this paper, nonparametric detectors will be considered, which 
not only will detect one specific class of signals, for example, signals 
which chaage the de level of the noise distribution, but in general 
will detect signa1s which change the noise distribution in any respect. 
The signa1s will be assumed to be of the familiar additive variety (60). 
Using the goodness criterion of Asymptotic Relative Efficiency (A.R.E.) 
(9, 10, 14, 20), these nonparametric detectors are compared to the 
cor responding optimum parametric detectors, which are optimum in 
gaussian noise and gaussian signal plus noise. The A.R.E. of one detect-
or with respect to another is an indication of how many more sample 
points on the observation interval one detector requires than the other 
to detect a weak signal with the same error levels. For a giveR noise 
distribution and a given signal plus noise distribution, the optimum 
detector is defined as that detector which requires the least number 
of sample points to achieve the desired accuracy. 
After the theory of these nonparametric detectors is developed, a 
nonparametric detector is used for the detection of a Frequency Modulated 
(FM) signal (49)-(59) in the presence of background noise under con-
ditions of lov(<1) and extremely 1ow ((<1) signal to noise ratios. 
Since many FM d tection problems restrict attention to messages which 
are assumed to be expressed in a binary coded form (Binary Frequency 
Shift Keyed) or in r-ary coded form (Mu1tip1e Frequency Shift Keyed) 




FORMULATION OF THE DETECTION PROBLEM 
The function of a detector is to determine whether an observed 
waveform x(t) consists of noise alone or of signal plus noise. It will 
be assumed that the detector appropriately samples the waveform x(t) 
at times ti,icl,2, ••• ,N to obtain the samples ~,x2 , ••• XN<x1.x<t1), 
i=l,2, ••• ,N), and that the detector's decision is based on these N 
samples. This detection decision problem can be represented as a 
statistical hypothesis testing problem (2). In the statistical 
hypothesis testing case there are two different alternatives and they 
are represented as the null hypothesis and the alternative hypothesis. 
The detector can be regarded as testing the null hypothesis that the 
samples of x(t) are from noise alone versus the alternative hypothesis 
that they are from signal plus noise. 
All detectors considered here are of the tiPe which involves one 
of two decisions, i.e., either the null hypothesis, noise alone, or the 
alternative hypothesis, signal plus noise is accepted. The decision is 
determined according to whether some function of the observations is 
greater or less than a fixed threshold level. This level is predeter-
mined by the number of errors that can be tolerated. There are two 
types of errors which the detector can make: (Type I) the detector 
says there is a signal present, when in reality the signal is absent; 
the probability of such an error is denoted by~, and is known as the 
false aLarm probability, (Type II) the detector says there is a no sig-
na1 present, when in reality there is a signal present; the probability 
of this type of error is denoted by ~' and is known as the false 
dismissal probabilit7. 
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Various special cases of the detection problem are obtained by 
making assumptions regarding the signal and noise statistics. The 
simplest and most considered case arises when it is assumed that the 
signal and noise distributions are exactly known. In this case, the 
optimum detector, in the sense of yielding the smallest fa1se dismissal 
probability, fl, for a given false alarm probability, 0(, and a given 
sample size N or in the sense of yielding the sma11est N for a given 
~and f; is the Neyman-Pearson or likelihoo4 ratio detector (2, 15). 
Since specific distribution functions are specified by a finite 
number of real parameters, the Neyman-Pearson detector is said to be a 
parametric detector. If the noise is gaussian and the signal is a 
constant, the Neyman-Pearson detector takes the s~ple and well-known 
form of the t-detector (8, 15) which is given as 
t = (2.1) 
when the variance of the noise or noise power is known, and 
t = (2.2) 
when the variance of the noise is unknwon. When the variance is known, 
the problem of detecting a de or constant signal can be represented as 
testing the nul1 hypothesis that x(t) consists of noise alone, gaussian 
with mean Ao and variance ~· versus the alternative hypothesis that 
x(t) consists of signa l plus nois e , gaussian with mean not equal to 
2 A'o and variance <S()• The alternative hypothesis that signal. is present 
is accepted when t exceeds a certain preset thresho~d level. determined 
through the use of the gauss ian distribution of mean zero and variance 
one, and the null hypothesis that signal. is absent is accepted when t 
does not exceed this threshold level. In the second case above, when 
the variance of the noise is unknown, the detection problem is a test 
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of the null hypothesis that x(t) consists of noise alone, gaussian with 
mean ..110 and unknown variance, versus the alternative hypothesis that 
x(t) consists of signal plus noise, gaussian with mean not equal to ~O 
and unknown variance. The t-detector makes its decision in a similar 
way but the threshold level is determined through the use of the t-
distribution with N-1 degrees of freedom instead of the gaussian 
distribution. 
For the detection of a signal which increases the power of the 
noise distribution but does not affect the de level, the optimum Neyman-
Pearson detector in gaussian noise is the \ 2-detector (15) based on 
which has the chi-square distribution with N degrees of freedom. The 
\ 2-detector decides that a signal is present when the above quantity is 
greater than some threshold value determined through the use of the 
chi-square distribution with N degrees of freedom. This detection 
problem corresponds to the testing of the null hypothesis that the 
observations are gaussian with variance equal to~ and known mean ..q0 , 
i.e., the observations are from noise alone, versus the alternative 
hypothesis that the observations are gaussian with variance greater 
than ~ and known mean ~· If' the mean were unknown, the ~-detector 
woul.d be based on 
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(2.4) 
which has the chi-square distribution with N-1 degrees of' freedom. In 
this case the null hypothesis that the observations are gaussian with 
variance equal to ~ and unknown mean is tested against the alternative 
hypothesis that the observations are gaussian with variance greater 
2 than 00 and unknown mean. 
Although the Neyman-Pearson approach bas proven very valuable, it 
has at least two serious drawbacks. The most fundamental difficulty 
is that in many situations the underlying statistical distributions are 
not known. Also, even when the underlying distributions are known, at 
least to a good approximation, the structure of the Neyman-Pearson 
detector may be extremel~ complicated. If the statistics vary, a diff'-
erent detector might be required for each different distribution. In 
such situations, the Neyman-Pearson approach is inappropriate. Because 
of this, it is desirable and advantageous to go to a nonparametric 
detector (nonparametric meaning that there is less than a complete 
statistical description of the signal and noise available) which is not 
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dependent upon the underlying statistical distributions. 
A11 of the above mentioned detectors can be classified as one-
input detectors because they base their decisions on one set of 
observations from x(t). If the noise distribution were unknown, but if 
it were possible to samp1e the noise, y{t), a1one and also to samp1e 
x(t), this type of detector would be classified as a two-input detector. 
It is called two-input because it bases its decision on two sets of 
observations. The noise, y(t), is sampled in the same manner as x(t) 
but not necessarily at the same times to obtain the samples Y1 ,Y2, ••• ,YM 
(YjaY(tj),j=l,2, ••• ,M). 
In the two-input case, the detection problem is to determine 
whether the x1 observations and the Yj observations have the same dis-
tribution, noise alone, or whether they have different distributions, 
signal plus noise. The detection problem, for the detection of a signal 
which only changes the de level, corresponds to the testing of the null 
hypothesis that the means of the x1 observations and the Yj observations 
are the same, noise alone, versus the alternative hypothesis that the 
means are different, signal plus noise. The t-detector for two-inputs 
(15) provides the optimum Neyman-Pearson detector, for a gaussian dis-
tribution, and is given as 
N M 
2 Xi/}i L Y j/M 
t = __ i_=_l ___ _..j_=l..._....,._ 
~(N+M)/(NM) 1/2 (2.5) 
when the variance of the noise or noise power is known, and 
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t = (2.6) 
when the variance of the noise i.s unknown. When the variance is known, 
the threshold level is determined through the use of the gaussian 
distribution with mean zero and variance one, and when the variance is 
unknown, the threshold level is determined through the use of the 
t-distribution with N+M-2 degrees of freedom. 
For the detection of a signal which increases the power of the 
noise distribution but does not affect the de level, the nul1 hypothesis, 
that the variances of the Xi observations and the Yj observations are 
the same, noise alone, will be tested against the alternative hypothesis, 
that the variances are different, signal plus noise. The opt~ 
Neyman-Pearson detector in gaussian noise is the F-detector (15) 
based on 
F= 
when the mean of the noise is knovn, and 





when t he mean value of the noise is unknown . When the mean is known, 
the threshold level is determined through the use of the F-distribution 
with N and M degrees of freedom, and when the mean is unknown the 
threshold level is determined through the use of the F-distribution 
with N-1 and M-1 degrees of freedom. 
It will be assumed that all samples of x(t) are independent , all 
samples of y(t) are independent and that x(t) and y(t) are strict time 
s tationary , unless otherwise stated. In order to compare detectors, 
the goodness criterion of asymptotic relative efficiency (A.R.E.) (9, 
10 , 14, 20) will be used. Given one detector with a sample size of N 
and errors o< and f3 and a second detector with a sample size of N* and 
errors o<* and (3*, and if 01..* and [3 • are set such that o..*= ot. and ~·= f, 
the A. R.E. of the second detector with respect to the first is defined as 
A.R.E. a lim N 6-+0 N* 
where e is the signal to noise ratio and N and N* are functions of the 
errors and e. 
The signal to noise ratio, e, will be defined (5?) as the ratio of 
the r.m.s. value of the signal to the r.m.s. value of the noise. Also 
p(x) is defined as the probability density function on x, i.e., p(x~x 
is the probability of x falling in the interval ~x, and P(x) is the 
cumulative probability distribution or the probability that X takes on 
values less than or equal to x, i.e., 
P(x) • Prob(X~) • pr(X~) = ~xp(X)dX 
-oo 
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The cumulative gaussian distribution of x with mean zero and variance 
A "" - 1 
one will be denoted by G(x), and G (b) will aean the number whose 
cumulative gaussian distribution is b. 
In the remaining chapters of this paper, both one-input and two-
input nonparametric detectors will be compared to the optimum Neyman-
Pearson detectors, using A.R.E., for signals which change the de level 
of the noise distribution and signals which change the power of the 
noise distribution. Then the Kolmogorov-Smirnov (26)-(48) detector, a 
nonparametric detector is used to detect an FM signal in noise for 
various signal to noise ratios, e. 
CHAPTER III 
KOLMOGOROV-SMIRNOV DETECTOR 
3.1 KOLMOGOROV-SMIRNOV DETECTOR FOR ONE-INPUT 
3.1.1 Definition 
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Since the signal detection problem can be considered as a problem 
of testing hypotheses, it is necessary in the one-input case to test some 
hypothesis about the distribution of the observed random variables. If 
the test is concerned with the agreement between the distribution of a 
set of sample values and a theoretical distribution it is called a "test 
of goodness of fit.tt The Kolmogorov-Smirnov detector for one-input is a 
test of goodness of fit. This detector determines whether the observa-
tions in the sample can reasonably be thought to have been a random 
sample from the noise distribution. 
The detector consists of comparing the cumulative distribution which 
would occur for noise alone with the observed cumulative distribution. 
The observed cumulative distribution is expected to be fairly close to 
the theoretical cumulative distribution. If it is not close enough, 
this is evidence to reject the hypothesis that the observed distribution 
is the noise distr ibution. The decision is then made that a signal is 
present. The statistic that is to be used in the Kolmogorov-Smirnov 
detector, to test for a difference in t he two distributions, is the 
maximum absolute difference between the two cumulative distributions. 
Let X be random variable with t he completely specified cumulat ive 
distribution function 
F(x) a pSX::X) 
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where F(x) is the noise cumulative distribution under the null hypothesis 
that the sample is of noise alone. Let x1 ,x2 , ••• ,~ be a sample of 
N observations from this distribution, ordered so that X1 ~ X2 ~ ••• ~ ~· 
Define the observed cumulative distribution function SN(x) by 
for x<Xi 
for xj ~ x<Xj+l j • 1,2, ••• ,N-1 
for Xa ~ X 
The observed cumulative distribution function is a step-function with 
N jumps, each of height 1/N, occurring at the points of the sample. In 
other words, NSN(x) equals the number of variables which do not exceed x. 
It would be expected that, for large N, ~(x) would be very close 
to F(x) if the sample were actually taken from F(x). 
Th Kolmogorov-Smirnov detector is based on the statistic DR defined 
as 
which was introduced by Kolmogorov (26). If DN is small, the null 
hypothesis, i.e., the observ~tions represent noise alone, would be 
accepted, but if~ were large, the alternative hypothesis, i.e., the 
observations represent signal plus noise, would be accepted. 
For large N, Kolmogorov (26) showed that the probability distribu-
tion of ~ is given by 
14 
GO 
lim(p$~/2~ ~ D«)) • 1- 2~(-l)j-1exp(-2j2n~> 
N~oo j=l 
if Do( > 0 
• 0 if D~ ~ 0 
Massey (30) gives a method of obtaining the theoretica l distr ibution of 
DN for a small number of observations. Kolmogorov (26) shows that the 
probability distribution of DN depends on N but i s independent of F(x), 
and also that the false alarm probability of this test is independent 
ot F(x). Because of this independance, ~ is called a "Distribution-
free" statistic. 
On the basis of the Kolmogorov-Smirnov detector, the null hypothesis, 
noise alo~e, is rejected if N1/~ is larger than some critical value 
D~ which is chosen so that the false aLarm probability is some desired 
value ex., i.e., 
The threshold va1ue Dae is chosen so that the area under the density 
function (namely p(Nl/~) vs Nl/~) in the interval D~ < N1/~ ~ «> is 
exactly equal to ~ . See Figure (3.1). Tables of Eq. (3.5) are given 
in (30), (35), and (40). 
There is no exact method for calcul.ating the ta1se di.smissal. 
probability, ~' since the asymptotic distribution ot DN tmder the 
alternative hypothesis, signal is also present, is not known. In order 
to obtain a least upper bound for the false dismissal probability, the 
hypothesis that F(x) bas some specified fora F0(x), is tested against 
the alternative that F(x) has a different form, say F1 (x), (28). Now 
I 
suppose that x0 is th valu of x for which tF0{x) - F1(x)f becomes a 
Area • 1-o< 
DO( 
Figure (3.1). Determination of the threshold value D~. 
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mwd.mum. Let this maximum be called d, i.e., 
d = maximum I F0 (x) - F1 (x) l -co<.x<<» 
Even though x0 is the point which yields the maximum value d, it is not 
neceesaril.y the point which yields the maximum value ~ (Recall that 






or in other words 
which ie equival.ent to saying 
or fi.nal.ly 
p$N1/2~ .i D~) ~ P.,.(NF0(x0 ) - r12o~~ N~(x0) ~ NF0 (x0 ) + N1/2noc.> 
{3.8) 
Under the alternative hypothesis that signal is present, the left band 
side of Eq. (3.8) is fN' and so the right hand side is a least upper 
bound tor ~· 
In Appendix A, i.t is shown that N~(x0) baa a bino ial distribution. 
Under the alternative hypothesis, the value of p in the binomial is 
F1 (Xo). Furthermore, the mean of NS.(x0 ) is NF1 (x0 ), and the variance :ls 
NF1 (x0 ) [ l-F1 (x0 )J, (14). For convenience we will use a modified 
Yersion of this binomial. by subtracting the mean from NS.(x0 ) and 
dividing by the square root of the variance. The upper bound for the 
false dismissal probability becomes 




Although the right band side of Eq. (3.9) is a least upper bound 
for ~' it is difticu1t to evaluate this upper bound xcept in the case 
where N becomes very larg , because the binomial distribution is awkward 
to hand1e. In the case where N becomes large, one can appeal. to the 
central l.imit theore (15) and show that the area under this binomial 
distribution can be evaluated by using the familiar gaussian distribution, 
the area of which is tabulated in standard tables. The result (Se 
Appendix B) is 
lim ~v~O 
N-No ·" 
and since ~ is a probability it must satisfy the prOperty 
Thus the results of the last two equations taken together yield • 
lim ~ = 0 
-too 
However, if N is finite, it ie only possible (See Appendix B) to 
• This is prop rty of ~ which in the literature is termed 
"con i t t". Ther fore, since the Kolmogorov-Smirnov detector 




and to further approximate this by 
Because we have appealed to the idea of an approximation, we can no 
longer guarantee that our result will be a least upper bound or even an 
upper bound. However, i. t ie an approximate least upper bound and will 
be denoted by ~N. fN is then written as 
or to a 1eeser approximation 
wh re fro App d±x B 
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and 
The larger the va1ue of N, the better vil1 be the approximation. 
In our subsequent development we are restricting our statements to those 
situations in which the approximate results are acceptable. For example, 
Parzen (16) states that the gaussian approximation to the binomial gives 
2-decimal accuracy or better it Np ~ 37, and much better accuracy if p is 
close to 0.5. In the latter case, 2-decimal accuracy is obtained with 
N as smal1 as 3. In the eases considered here, N will be much larger 
than these values, so that the gaussian approximation is a very good 
approximation. 
3.1.2 Asymptotic Relative Efficiency Relative to the t-Detect or f or 
Detecting de Levels. 
The t-detector i s the optimum detector for the detection of a signal 
with a c onstant mean va lue in gaussian nois e. It i s optimum in t he s ense 
that it requires a s maller number of sampl es than any other detector to 
achieve the same error probabilities, ex and (3 (fa1se al.arm probability 
and false dis missal probability respectively). 
The A.R.E. ( asymptotic relative efficiency) wi l l be used as a 
measure of the goodness of t he K. s . (Ko1mogorov-Smirnov) detec t or 
relative to the t-det ector for t he detection of a constant s ignal in 
gaussian noise. Since t he t -detector i s optimum for this case its A. R.E. 
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is de :fined to be unity. 
~o actually calculate the A.R.E. of the K. s. detector, the ~and f 
of the K. s. detector are first set equal to those of the t-detector. 
In each case, the noise is assumed to be gaussianly distributed with 
mean -"o and variance ~ and the amplitude of the constant signal is 
taken to be A. As stated before, the signal to no~se ratio, e, is the 
ratio of r.m.s. signal to r.m.s. noise. The r.m.s. value of a constant 
is that constant. Thus 
e =A/~ 
Each detector can be considered as a test of the null hypothesis that 
the observed waveform consists of noise alone, gaussian with mean ~O and 
variance ~' against the alternative hypothesis that the observed wave-
form consists of signal plus noise, gaussian with mean ~O ~ A and 
2 
variance 60• Because e can be either positive or negative, the tests 
are frequently called two-sided tests. 
To compare the two detectors for a given set of ~ and ~ values, we 
simply compare the number of samples needed in each case to detect a 
signa1 with a signal.-to-noise ratio of e. Then since we are interested 
in the behavior of the detectors for small e, we will take the limit of 
our result as e approaches zero. We denote the number of samples for the 
t-detector by N and the number for the K. s. detector by N*. 
Using Eq. (3.4) and Eq. (3.5), a relation between D~ and~ is 
obtained as 
o( = 2 
CD j 1 2 2 ~ ( -1) - exp( -2j Do() 
j-J. 
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For sufficiently ema11 o( , Eq. (3.14) can be approximated using only 
the first term of the summation. Then 
0( ~ 2exp(- 2~) 
or 
The approx~te least upper bound for the false dismissal probabil-
ity is given in Eq. (3. 11) . A A Although N* and N are different, ~N and PN• 
are the same , so the approximate least upper bound for the false dismissal 
probability can be writtea as 
or 
A 
where G( A1 ) is the standard gaussian distribution evaluated at A1 • 
Solving for A1 yields 
(3.1.8) 
A ]. A 
where G- (1-fL) means the number whose cumulative gaussian distribution 
ia 1-fk. Setting Eq. (3.12) equal to Eq. (3.18) gives 
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and upon adding Eq. (3.15) to Eq. (3.19) and squaring we obtain 
Now an expression for d is needed. Using Eq. (3.6) and realizing 
that the maximum occurs at the point x0 where the derivative of the 
function is equal to zero, the following is obtained 
Since dF(x)/dx equals t(x), f(x) being the density function correspond-
ing to the cumu1ative distribution F(x), 
This gives a method for finding x0 • From this 
and thus 
Using Eq. (3.21) to find x0 yie1ds 
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Solving this, we obtain 
and using this in Eq. (3.22) we find that 
~ 
d = \2G{9/2) - ll (3.24) 
Using a Taylor's series expansion of the form 
on G(9/2) yields 
d = 1 2[G(0)+(8/2-0)G'(O)+(e/2-o)2o••(o)/21+{e/2-o)3G•••(o)/3l+ •• ~ -1t 
= 1(211)-l/2 (9 - e3 /2'f + ••• ) \ 
By using a first order approximation (which is acceptable tor small e) 
and squaring, the following is obtained 
Putting Eq. (3.26) into Eq. (3.20) gives 
(3.27) 
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which is an expression in terms of the number N• of samples for the 
Kolmogorov-Smirnov detector and the signal-to-noise ratio, e. 
A similiar expression for the t-detector will now be obtained. 
Under the null hypothesis, the observations, x1 , represent noise alone, 
thus they are gaussianly distributed with mean ~O and va riance ~· For 
convenience this latter statement is symbolized as follows 
• 
Since the variance is known, the statistic used for the t-detector will 
.... 
be, from Eq. (2.1), the maximum-l.ikelihood estimator for the mean, A , 
where 
It is well known tba t 
I~ G( __? /N) 




• In our subsequent work, the abbreviated statement, X.-G(q0 , ~) 
will be used in place ot the more elaborate stat~ent that ptx1> bas a gaussian distribution with mean PO and variance era• 
Since the false alarm probability, o(' is the probability of accepting 
the alternative hypothesis (signal plus noise) given that the nu11 
hypothesis (noise alone) is true, it is possible to write 
_____ .,..... • 1-OC/2 G ... (M. - ).(0 1
oc:/Nl./2 
This is illustrated in Figure 3.2. 
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Under the alternative hypothesis, i.e., the observations represent 
signal plus noise, the observations are gaussianly distributed with mean 
2 Mo + A and variance 6Qt i.e. 
or similiarly 
"' 
M - (~O + A) 
,..., G(O,l) o-~2 
Since the talse dismissal probability, ~N' is the probability of accept-
ing the null hypothesis, (noise alone) given that the alternative hypot~ 
eeis (signal plus noise) is true, the following is obtained 
A 
p(A) 
Figure (3.2). Determination of ~and~ for a two-sided t-detector. 
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This is also illustrated in Figure 3.2. 
Solving for ; in Eqs. (3.28) and (3.29) and equating the results 
gives 
or sine e A equals e <SQ, 
Upon canceling 6Q and squaring we obtain 
where N represents the number of samples for the t-detector and e 
denotes the signal-to-noise ratio. 
Recall that the asymptotic relative efficiency for the Kolmogorov-
Smirnov detector with respect to the optimum t-detector is 
A.R.E. = lim N /N* 
e~o 
where both detectors have the same signal-to-noise ratio, e, and the 
same errors o< and ~· Now by dividing Eq. (3.30) by Eq. (3.27) we obtain 
[G-1<1-o/2> - a-1< ~>J 2 
A • R • E. = 2 It -{-L1_/._2_ln_(-2/c_o<._)_] 1~/~2-+ _l_/...,2G._ _ l_( -1--~-N-) -}~2-
1 
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Since foN is an approximate least upper bound on ~' replacing ,SN by ~ 
in the above equation makes this expression an approximate greatest 
lower bound on the A.R.E. Denoting this approximate greatest lower 
----
bound by A.R.E. the following is obtained 
~ 1 ta-1 <1-«/2) - Ci-1 < ;sN> J 2 
A.R.E. "' ;:; {[(l./2) ln(2/o<)] i/2 + \l/~-l(l-1,)} 2 
From this equation it is seen that the lower bound for the A.R.E. is 
a function of o<. and ~· Values of the A.R. E. are given in Table 1 for 
various values of o< and (3N. The A.R.E. approaches a limiting value of 
0.636619 as both c( and ,tSN approach zero. 
Now if the signal has a constant positive mean value (which in many 
instances would be the case) the tests woUld be considered as one-sided 
tests. Assuming that a two-sided detector (one which is capable of 
detecting a signal with either a positive or a negative mean value) 
were used to detect a signal whose mean was known to be positive, part 
of the two-sided detector would not be used. In other words, information 
would be lost in using a two-sided detector because it is set up to 
al1ow for part of the error to occur in detecting signals with a nega-
tive mean. In the case at band, there would be no error of this sort. 
A detector which is set up to allow all of the error to occur in 
detecting a signal with a positive mean would then be a better detector 
for such a case, and a detector which does this is called a one-sided 
detector. The two-sided t-detector can be adjusted for use as a one-
sided detector as can the K. s. detector. The procedure for finding 
the A.R.E. will be the same as that which was applied to the two-sided 
~ 0.1 0.01 0.001 0.0001 0.00001 0.000001 0.0000001 
0.1 0.392007 0.440496 0.465407 0.481639 0.493436 0.502574 0 • .509956 
0.01 0.460221 o.491o68 0.507591 0.518625 0.526784 0.533186 0.538413 
0.001 0.495866 0.518263 0.530607 0.538992 0.545267 0.550236 0.554323 
0.0001 0.5182o4 0.535667 0 • .545497 0.552261 0.55'7369 0.561443 0.564813 
0.00001 0.534500 0.548633 0.556721 0.562342 0.566618 0.570048 0.572898 
0.000001 0.545300 0.557256 0.564192 0.569052 o.572m o.575m 0.578273 
0.0000001 0.555157 0.565320 0.5'71282 0.575489 0.578726 0.581345 0.583538 
Tabl e I. Values of A.R.E. for a two-sided det ector of a de signal . {For 0 lese t ban 0.004 




detectors, but the result will be somewhat different. The one-sided 
detection problem is sufficiently important to warrent ite own develop-
ment here. 
The Kolmogorov-Smirnov detector would now be based on the new 
+ statistic ~ defined as 
and introduced by Feller (28). For large N, Feller (28) shows that 
the probability distribution of D; is given by the relationship 
lim 
N_,.oo 
In a manner similiar to that which was used for Eq. (3.5), the 
+ critical value D~ is chosen so that the false alarm probability is some 
desired value ~ , i.e. 
Also in similarity with Eq. (-3-6), d+ is given by 
Following the same line of reasoning as was set forth from Eq. 
(3.6) to Eq. (3.13), an expression similiar to Eq. (3.10) is obtained 
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for the approximate least upper bound on fN. It is given by 
where 
Using the same definitions as before for A, e, N, and N*, we 
proceed to find the A.R.E. for the one~sided detectors. 
From Eq. {3.33) and Eq. {3.34), a re1ation between n!_ and d.. is 
obtained as 
or 
D! • l\1/2) ln(l/0()] l/2 
The approximate least upper bound of t he false dis mi ssa l probability 
can be written from Eq. {3.36) in the form 
Sol ving for -A3 yi e l ds 
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and setting this equal to the negative of Eq. (3.37) gives 
Now adding this to Eq. (3.38) and squaring, gives 
Using Eq. (3.39), Eq. (3.26) and real.izing that d+2 equals d2 , an 
expression similiar to Eq. (3.27) is obtained as 
The expressions given in Eqs. (3.28) and (3.29) for the t-detector 
are only changed by the fact that o<. is just on one end of the null 
hypothesis curve and PN is on one end of the alternative hypothesis 
curve as illustrated in Figure 3.3. The expressions for 1- o< and fi 
are then 
and 





Figure (3.3). Determiaation of ~and~ for a one-sided t-detector. 
Solving these for Ne2 as before gives 
which is aimiliar to Eq. (3.30). As before, dividing Eq. (3.41) by 
Eq. (J.40) and replacing ,BN by ~ an approximate greatest lower bound 
of the A.R.E. for the one-sided detectors is obtained: 
(3.42) 
Values of this A.R.E. are given in Table II for various ~, and ~· The 
A.R.E. approaches the same limiting value as the two-sided detector, 
namely 0.636619. 
3.1.3 Asymptotic Relative Efficiency Relative to the t 2-Detector for 
Detecting Power Levels. 
The ~2-detector as stated in Chapter II is the optimum detector for 
the detection of a signal which increases the variance of the data in a 
gauss~ noise situation. It is optimum in the sense previously 
described, i.e., it requires a sma1ler number of samples than any other 
detector to achieve the same error probabilities, ~and p. If the 
noise environment cannot reasonably be assumed gaussian, then the 
~2-detector is not optimum and the K. s. detector is more appropriate 
since it is a nonparametric detector. 
Again the A.R.E. will be used as a measure of the relative goodness 
~ 0.1 o.o1 o.oo1 0.0001 0.00001 0.000001 0.0000001 
o.1 0.356002 o.414309 0.443771 0.462'792 0.476515 0.487090 0.495598 
0.01 o.44478o 0.479475 0.497860 0.510059 0.519038 0.526061 0.531779 
0.001 0.486992 0.511430 0.524797 0.533835 0 • .540576 0.545902 0.550274 
0.0001 0.512467 0.531172 0.541641 0.548819 0.554226 0.558530 o • .562o85 
0.00001 0.529774 0.544829 0.553405 0.559349 0.563861 0.567475 0.5'70475 
0.000001 0.542414 0.554946 0.562189 0 • .567252 0.57ll21 0.574235 0.576830 
o.oooooo1 0.552110 o.5628oo 0.569051 0.573454 0.576836 0.579570 0.581857 
Table II, Values of A.R.E. for a one-sided detector of a do signal. (For 0 less than 0.004 
this table has at least six place accuracy and for 0 less than 0.1 tour place.) 
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of the K. s. detector with respect to the ' 2-detector for the detection 
of an increase :in variance. 
The procedure that will be used here is similia r to that used in 
finding the A.R.E. with respect to the t-detector. In the present 
situation though, the signal-to-noise ratio, e, is given as 
= 
2 2 
where ~ and ~ are the variances of the signal and the signal plus 
noise respectively. Each detector can be considered as a test of the 
null hypothesis that the observed waveform consists of noise alone, 
gaussian with mean ,u0 and variance ~' against the alternative hypothesis 
that the observed waveform consists of signal plus noise, gaussian with 
2 mean~ and variance~· Because the addition of any density function 
to a given density function a1ways increases the variance of the given 
2 density function, the variance of the signal plus noise, cSJ., will always 
be greater than that of the noise alone, ~· Thus the signal-to-noise 
ratio, e, is always positive and the tes ts are one-sided tests. 
As before the number of samples for the ~-detector is denoted by 
N and the number for the K. s. detector by N•. The relation between N* 
and d+ for the one-sample test, Eq. (3.39), remains valid even though we 
are interested in detection of a variance change. Thus it is written 
again as 
Now an expression for d+ ie needed. Using Eq. _(3.21) we see for 
the case at band that 
and solving for x0 7].elds 
/( 2 2>} 1/2 ~-6(5 
or in terms of e 
By adjusting Eq. (3.35) it can be written as 
and substituting the val.ue of x0 given in Eq. (3.!t4) into this yields 
Using a Taylor's series expansion of the form given in Eq. (3.25) 
on each term of Eq. (3.45) gives, to a first order approximation, 
or 
Putting Eq. (3.46) into Eq. (3.43) yields 
which is an expression in terms of the number N• of samples for the K. S. 
detector and the signal-to-noise ratio, e. 
A similiar expression for the ~2-detector will now be obtained. 
Since the observations are gaussianly and independently distributed with 
N 
mean .~t0 and variance (92 +1) ~' the distribution of L (Xi- .t<0 ) 2/[(e2 +1) 
2 i=l 
6Q] is a chi-square distribution with N degrees of freedom, or 
Under the null hypothesis, the observations, x1 , represent noise alone, 
e 1 dth · · 2 Th fthi hi equa s zero an e var1ance 1s 9Q• e mean o s c -square 
distribution is N and its variance is 2N. Appealing to the central limit 
theorem again, for large N the chi-square distribution approaches the 
gaussian distribution with mean N and variance 2N. Then 
The statistic used for the ~2-detector wiLl be the maximum-
~2 likelihood estimator for the variance, ts- , 
which can be shown to be distributed as 
or similiarly 
~z 2 2 
o- - <a +l>oo 
(92+1)~(2/N)l/2 G(O,l.) 
Since ~ is the probability of accepting the alternative hypothesis, 
(signal plus noise) given that the null hypothesis (noise alone) is 
true, it is possible to write (see Figure 3.4) 
where we have taken "9" to be zero since the signa1 is completel.y 
absent. 
Also fN' the probability of accepting the nul.l hypothesis given 
that the alternative hypothesis is true, is 
p(~) 
a-1<1-«> 
Figur (3.4). Determination of ci. and ~ for a \ 2 -detector. 
as shown in Figure 3.4. 
A2 So1ving for ~ in Eqs. (3.48) and (3.49) and equating the resuJ.ts 
yields 
or upon solving for e2 
Neglecting G-1(~) with respect to (N/2)1/ 2 and squaring the result, 
we obtain 
2 
where N again represents the number of samples for the ~ -detector 
and 8 denotes the signal-to-noise ratio. 
As before an approximate greatest lower bound for the A.R.E. is 
obtained by dividing Eq. (3.50) b7 Eq. (3.47) 
~ 
A.R.E. 
1 ca-1 <1-c(} _ a-1< ~>] 2 
= 41re {l0../2) ln(l/o<)J1/ 2 +(1/2) a-1 (1-1,)}2 
42 
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Values of this A.R.E. are given in Table III. Notice that this A.R.E. 
approaches the limiting value of 0.11?099 as ~ and ~N approach zero. 
It is informative to mention that another author (48) baa shown that 
2 the A.R.E.'s with respect to the t-detec t or and~ -detector for cauchy 
noise and cauchy signal plus noise are 1.000 and 0.541 respectively, 
and for gaussian noise and gaussian signal plus noise are 0.637 and 
0.117 respectively. 
3.1.4 Joint Detection of a Signal Which Shifts the Mean and Increases 
the Power ot the Noise Background. 
In the previous section, the mean value of the noise was assumed to 
be a known constant, while the mean value of the signal was zero. If 
there is no information available about the mean value of the noise, 
which is the ease in many situations, the ~-detector can still be used 
A 
if the maximum l.ikelihood estimator tor the mean, A., is substituted for 
the unknown mean of the noise. From Eq. {2.4) with the mean replaced 
by its maximum likelihood estimator, the distribution of 
~(Xi_;)z/[(92+1)~1 is a chi-square distribution with N-1 degrees 
i•l 
ot freedom, or 
N 2 2 2 2 L X1/tf) /[(e +1) CSQ] - ~ (N-1) i=l. 
The only difference between this equation and the one used in the previous 
section is the loss of one degree of freedom. Asymptotically the results 
will be identical. As mentioned before, the expression in the previous 
section is only good if the mean of the noise is a known value, There-
~ 0.1 o.o1 0.001 0.0001 0.00001 0.000001 0.0000001 
0.1 o.o65490 o.o76216 o.o81637 o.o85135 o.o87659 0.089046 0.091170 
o.o1 o.o81821 o.o882o4 0.091.586 0.093830 0.095482 0.096774 0.097825 
0.001 0.049587 o.Q94o8z 0.096541 0.098204 0.099444 0.1oo424 0.101228 
0.0001 0.094273 0.09'7718 o.Q9964o 0.100960 0.101955 0.102746 0.103400 
0.00001 0.09?457 0.100226 0.101&>4 0.102897 0.103727 0.104392 O. lo4944 
0.000001 0.0997$2 o.102o87 0.103420 0.1o4351 0.105063 0.105636 O. lo6113 
0.0000001 0.101566 0.103532 0.1olt682 0.105492 0.106114 0.106617 0.107038 
Table I II. Values of A.R.E. for a detector of a signal which increa es the noise power. 
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fore, tor finite N when the noise mean is known, the expression given 
in the previous section will be slightly better than the one given here 
• because there is information los t in calculating the estimator J.<. When 
the noise mean is unknown, the expression for the ~-detector cannot be 
used and the expression given here bas to be used in place of the 
2 ~ -detector. 
The max~um likelihood estimator for the mean of the noise would 
also have to be used if the K. s. detector were used to detect a signal 
which increases the variance of the noise, when the noise mean is un-
known. 
The detectors used in Section 3.1.1 were used under the assumption 
that the variance of the noise was a known constant value. If there is 
no information available about the variance of the noise, the maximum 
likelihood estimator for the variance,~' could be substituted for the 
variance in the t-detector, but then the probability statement wou1d no 
longer be exact and might be quite wrong for small N. In the limit as 
•2 N goes to infinity, the probability statement would be exact if eo 
were substituted for ~· For finite N i f the unbiased estimator of ~' 
• 
... 2 





the distribution of(~ X1/N ial 
A 
MO - A)/ ( ~/N)l/2 is not a gaussian 
distribution. However, as we shall see, it is a Student's t-distribution 
with N-1 degrees of freedom (15). If y i s a gaussian distribution with 
mean 0 and variance 1 and u is a chi-square distribution with k degrees 
of freedom, and if u and y are independent, then the statistic 
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is distributed as Student's t with k degrees of freedom. As in 
Eq. (2.2) we can write 
or 
( f X./N - 4 0 - A)/ [ ( ~/M)l/2 ] i=l 1 0' --
t = ~~------~~----------------N N 
fL:: (Xi - L Xi/N) 2/ [(N-1) ~ Jf/2 
i=l i=l 
(3.53b) 
This is a Student's t distribution since the numerator of this expression 
bas a gaussian distribution with mean 0 and variance 1, and the denomina-
tor is the square root of a chi-square distribution divided by its 
degrees of freedom, N-1. For gaussian noise, this detector uses the 
statistic given in Eq. (3.53a) and is the optimum unbiased detector for 
the detection of a signal with a constant mean value when the variance 
is unknown. If the variance were known and this detector were still 
used, it would not be quite as good as the t-detector given in Section 
3.1.1 for small N. However, it would give the same results in the limit 
as N goes to infinity, since there is some finite information lost in 
calculating an estimator for the variance. 
The maximum likelihood estimator for the variance of the noise or 
its unbiased estimator would also have to be used if the K. s. detector 
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were used to detect a signal with a constant mean value, when the noise 
variance is unknown. If the variance of the noise were actually known, 
but an estimator for the variance ia used in the K. s. detector, there 
would be information lost and this would not be as good as if the actual 
variance were used. 
One of the advantages of the K. s. detector is that it incorporates 
the detection of the mean and variance and in general of any difference, 
whereas the t-detector and the ~-detector are each detectors which are 
set up to detect only one thing. In many instances the signal will 
have a constant mean value and also increase the variance of the noise 
background. If this were the case, we would need a joint detection 
scheme which would detect both a shift in the mean and an increase of 
the variance of the noise backgrouad. The K. s. detector is formulated 
so as to be useful as a joint detector of a shift in the mean and an in-
crease in the variance of the noise. It is used the same as it wou1d be 
used to detect just one of these things. 
However, a joint detector may be formed by using the statistics 
N 2 N N 2 from the t-detector, L X1/M, and the ~ -detector, L. (Xi - L X1/N) , i=l ial i=l 
which are independently distributed. Since thea& two statistics are 
independently distributed, the joint probability statement is just the 
product of the two individual probability statements. This joint t-
2 
and ~ -detector involves the calculation of two statistics while the 
K. s. detector only involves the calculation of one statistic. This is 
an advantage of the K. s. detector. 
Now for a two-sided detection or the mean and a detection of an 
increase in variance of the noise, the individual probability statements 
can be made as 
and 
• 1 - 0(2 
where G ce. and X~ are the critical values to give the individual false 
alarm probabilities o(l and o<2 • The joint probability statement can 
then be written as 
because the two probability statements are independent. The three 
inequalities given in Eq. (3.54) determine a region in the M-/= space 
which can easily be found by plotting its boundaries. This region is 
the acceptance region ot the null hypothesis that the observations 
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consist of noise alone. It is shown in Figure 3.5a. From this figure, 
it is seen that the acceptance region is an area bounded by a parabola 
and a straight line, the parabola coming from the equation 
( .tl -
and the straight line from the equation 
2 
<'!S 
( ) Two-sided detector on~. (b) One-sided det ctor on ).l. 
Figure (5.5). Acceptance region of the null hypothesis, tbat th observations consist of 




If the mean value of the noise is assumed to be a positive coa-
stant, the joint detector would be required to detect an increase in 
the mean and variance of the noise. The probability statement for the 
joint detector can then be written as 
The two inequaltites g~ven in Eq. (3.55) determine the acceptance region 
of the null hypothesis. This region is shown ill Figure 3.5b. 
If the K. s. detector were used for the joint detection of a signa1 
which shifts the mean and increases the variance of the noise, if the 
probability of accepting the nul1 hypothesis considering just the shift 
in the mean is 1-()(.1 , and if the probability of accepting the null hypothe-
sis considering just the increase in variance is 1- ~, then the proba-
bility of accepting the null hypothesis considering both the shift in 
the mean and the increase in variance is not less than (1-~1)(1-oz). 
If the joint t- and ~-detector were used to detect a change in mean or 
variance alone, the probability of accepting the null hypothesis would 
remain at (1-:t)(l-~). On the other band, if the K. s. detector were 
used, the probability of accepting the null hypothesis would be either 
(1-~) or (1-~) depending upon whether it was a change in mean or 
variance. In general, when used as a joint detector on the mean and 
variance, the K. s. detector gives a probability of accepting the null 
hypothesis greater than (1-~1)(1-~). Therefore in this case, the 
K. s. detector has increased in efficiency with respect to the optimum 
test. 
3.2 KOLMOOOROV-SMIRNOV DET!X:TOR FOR TWO-INPUTS 
3.2.1 Definition 
The Kolmogorov-Smirnov detector for two inputs is very simi1ar to 
the Kolmogorov-Smirnov detector for one-input, and is likewise concerned 
with the agreement between two cumulative distributions. Unlike the one-
input detector which is concerned with the agreement between the 
distribution of a set of observations and some specified theoretical 
noise distribution, the two-input detector is concerned with the agree-
ment between two sets of observations. The first set of observations 
will be the aaae as was used in the one-input case, where we let 
JS_ ,x2 , ••• ,~ be a sample of size N observations, which may be signal plus 
noise or noise alone, ordered so that ~u2~ •• ·~· The cumulative 
distribution, ~(x) corresponding to these- observations is defined as 
in the one-input case as the ratio of the number of observations less 
than or equal to x to the total number of observations, N. 
The other set of observations that will be necessary is a set of 
observations of the noise alone. This second set of observations is 
necessary since there is no information available about the noise sta-
tistics. Let Y1 ,Y2 , ••• YM be a sample of M observations of the noise 
alone ordered so that Y1~Y2~ ••• ~YM and define its corresponding 
cumulative distribution function ~(x) as 
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k = 1,2, ••• ,H-1 
Then ~(x) equals the number of observations which do not exceed y. 
It would be expected that, for large N and M, SN(x) would be very 
close to SM(x) if there was no signal present, since when no signal is 
present the observations are from the same distribution, i.e., the noise 
distribution. The K. s. detector for two-inputs is based upon the same 
statistic as the one-input detector, namely, the maximum absolute differ-
ence between the two cumulative distributions. This difference is now 
given as 
which was introduced by Kolmogorov (26). If DNM is small, the null 
hypothesis, i.e., the unknown observations represent noise a1one, is 
accepted, but if DNM is large the alternative hypothesis, i.e., the 
unknown observations represent signal plus noise, is accepted. 
For 1arge N and M, Feller (28) show that, if in the limit as N and 
M approach infinity the ratio M/N approaches a constant value, the 
probability distribution of DNM is given by the relationship 
co 
lim {Pv [ (NM/(N+M) ) 1/2~~«)} =1-2 2 (-l)j-lexp(-2j2D~) 
N-+ao j=1 
if DC'{> 0 
M~QCI 
= 0 if Dot~ 0 
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This equation is identical t o the one given in Eq. (3.4) 1r the N in that 
equation is replaced by t he quantity NM/(N+M) . This quantity, NM/(N+M) 
can be thought of as the reduced sample size or equivalent sample size, 
since the noise statistics are not known and the sample of M observations 
on the noise is the only thing that is availiable to describe the noise. 
Since Eq. (3. 58) is identical to Eq. (3.4) with N replaced by NM/(N+M), 
for the two-input case, all of the equations given in Section 3.1 for the 
K. s. detector are applicable here if N is replaced by ~(N+M). 
From Eqs. (3 .10) and (3.11), an approximate least upper bound on 
NM for the two-input detector is given by 
(3.59a) 
or as a lesser approximation 
Leo ... 1 2 2 f"NM • (211)- / exp(-x /2)dx 1 
where 
and 
Also, by rewriting Eq. (3.14), the fals e a larm probabi 1ity is given as 
co 
oe. = 2 L (-l)j-l.exp(-2j2n;) 
j=l 
3.2.2 Asymptotic Relative Efficiency Relative to the t-Detector for 
Detecting de Levels 
Going directly to Eq. (3.27) and substituting NM/(N+M) for N, an 
expression in terms of the number of samples, N* and M*, for the K. s. 
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detector and the signal-to-noise ratio, e, for the two-input detector is 
given as 
This expression is for the two-sided case with the noise variance known. 
A similar expression for the t-detector will next be obtained. 
Since the observations Y1 represent noise alone, each Y1 is distributed 
as 
Y rv i 
Also each observation Xi is distributed as 
where under the nul1 hypothesis, the observations Xi represent noise 
alone, A is equal to zero. Under the alternative hypothesis, the 
observations x1 represent signal plus noise, A is not equal to zero but 
equal to the mean value of the signal. As in Eq. (2.5), the statistic 
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used for the two-input t-detector will be the difference between the 
ma.ximum-~ikelihood eatima tor for the mean of the observa tiona of signal 
plus noise and the maximum-likelihood estimator for the mean of the 
observations of noise alone, i.e., 
,u -,1,( = X y 
A 
From the distributions of Y1 and x1 above, Aly can be shown to be 
distributed as 
A 
and ,1( x can be shown to be distributed as 
Then the statistic <4x - Zy> can be shown to be distributed as 
This statistic bas the same distribution as the one used for the one-
input detector with1) equal to zero and N replaced by NM/(N+M). From 
Eq. (3.30) an expression in terms of the number of observations for the 
t-detector and the signal-to-noise ratio is obtained as 
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is obtained for the left band side of the resulting equation. Now MIN 
is equal to a constant and M* ,IN• is equal to another constant. Thus if 
these constants are assumed to be equal, the ratio NM(N*+M*)/ [{N+M)N*M*] 
reduces t o the r a tio N/N* . This is the desired result . The A. R. E. is 
t hen independent of the number of observations on noise alone, a s long 
as each detector takes k times as many noise alone observations as it 
does s i gnal plus noise . The approximate greatest lower bound on the 
A. R. E. f or the two-input two-sided case with the noise variance known 
is exactly the same as for the one-input case and is given by Eq. (3. 31) . 
For the two-input one-sided case with the noise var~nce known, 
we follow the same approach as above; the approximate greatest lower 
bound on the A. R. E. is exactly the same as for the one-input case and 
is given by Eq. (3. 42) . 
In the more general case, when the noise variance is unknown, the 
two-input t-detector that would be used is not the same as the one used 
in the one-input case. The statistic used in this case, <Zx- ~), 
is adjusted so that 
( ; - ~ - A)/[ o,;02 (N+M)NMJ1 / 2 = g ;v G(O,l.) X "3 
Now an estimator for the variance is needed. Since the estimator for 
the variance will be better if the information from both sets of 
2 A2 
observations is used, t he unbiased estimator of 00, ~, wi.ll be used, 
i.e., 
N 








independently distributed as chi-square with N-1 and M-1 degrees of 
freedom respectively; hence their sum has the chi-square distribution 
""2 2 
with N+M-2 degrees of freedom. Now ~~~ is a chi-square distribution 
divided by its number of degrees of £reedo , N+M-2, and g is a gaussian 
distribution with mean zero and variance one, so that the ratio 
is distributed as Student's t with N+M-2 degrees of freedom. From this, 
t is given as in Eq. (2.6) as 
For gaussian noise, this detector which uses the statistic given in 
Eq. (3.65) is the optimum unbiased detector, for two-inputs, for the 
detection of a signal with a constant mean value when the variance is 
unknown. This detector compares the difference in the means of the 
observations from noise alone and of the observations of signal plus 
noise when the variance is unknown. This difference in the mean will be 
the mean value, A, of the signal. Under the null hypothesis, that the 
observations Xi are from noise alone, A will be zero; under the alterna-
tive hypothesis, that the observations x1 are from signal plus noise, 
A. will be a non-zero quantity. If the variance were known and an 
estimator wer used for the variance, there would be some finite 
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information lost in calculating this estimator. 
The two-input K. s. detector for detecting a difference in mean of 
the two sets of observations, Xi and Y1 , is not dependent upon a knowledge 
of the underlying variance of the noise. Therefore, there is no need 
for an estimator of the variance when it is unknown. Thus, in this 
case for finite N, the relative goodness of the K. s. detector bas 
increased with respect to the optimum t-detector since the t-detector 
requires additional information to calculate an estimator for the 
variance. 
3.2.3 Asymptotic Relative Efficiency Re1ative to the F-Detector for 
Detecting Power Levels 
The F-detector is the optimum two-input detector for the detection 
of a signal which increases the variance of the noise in gaussian noise. 
The equations for the two-input K. s. detector are the same as the ones 
for the one-input detector with N replaced by NM/(N+M). 
Consider first the case when the mean of the noise is known to be 
a constant Ao and the mean of the signal to be zero. The distribution 
N 2 2 2 
of ,L (Xi - ).(0 ) / [ (e +1) ~0] still bas a chi-square distribution with i=l 
N degrees of freedom, i.e., 
where e, the signal-to-noise ratio is either zero or some positive value 
depending upon whether the signal is absent or present in the observations 
Xi. Also 
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If u is a chi-square distribution with k degrees of freedom, if v 
is a chi-square distribution with p degrees of freedom, and if u and v 
are independent, then the statistic 
F = (u,lk)/(v/p) 
is defined to be distributed as an F distribution with k and p degrees 
of freedom. This can now be written in similarity with Eq. (2.?), as 
F = 
N 2 2 2 M 2 2 { ~ <xi - .)(0 ) I [ <e +1)N cSQJ} I { 2:. (Y1 - 1>> /(M~>! (3.66a) i=1 i=l 
or 
F = 
This has an F distribution with N and M degrees of freedom because the 
numerator of this expression is a ~2-distribution with N degrees of 
freedom divided by N and the denominator is a ~2 distribution with M 
degrees of freedom divided by M. 
For gaussian noise, the detector of Eq. (3.66b) is the optimum 
unbiased detector, for two-inputs, for the detection of a signal which 
increases the variance of the noise background when the mean is known. 
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This detector compares the variance of the observations from signal plus 
noise to the variance of the observations of noise alone. 
Now when the means of the noise and the signal plus noise are 
unknown, the statistic for the F-detector given in Eq. (3.66b) is only 
changed by the fact that the maximum-like~ibood estimators are used in 
place ot the mean)/0 • The statistic for the tvo-~put F-detector when 
the mean is unknown is then writ ten as in Eq. ( 2. 8) as 
F = 
and this is distributed as F with N-1 and M-1 degrees of freedom. 
The F distribution given in Eq. (3.66b) has a mean value of ~(M-2) 
and a variance of ~(N+M-2)/0N(M-2)2(M-4)l when M>4, (16). Asymptotic-
ally it can be shown that this result for the F-detector is identical to 
that for the t 2-detector discussed in Section 3.1.3. The asymptotic 
result of Eq. (3.67) is also the same. 
The two-input K. s. detector for the detection of a signal which 
causes an increase of the variance of the x1 observations over the Yi 
observations, is not dependent upon a knowledge of the mean values. 
Therefore, there is no need for an estimator for the variance. 
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CHAPTER IV 
OTHER NONPARAMETRIC DEI'ECTORS 
Other nonparametric detectors will now be discussed that will detect 
signals which when added to noise can change the noise distribution in 
any respect. Some brief comparisons of these detectors to the K. s. de-
tector will also be made. Both one~input and two-input detectors will 
be discussed. 
4.1 Cramer-Von Mises Detector 
The Cramer-Von Mises detector (35, 37) is s~ilar to the K. s. de-
tector in that it is also based on the difference between two cumulative 
distributions. This detector is based on 
(4.1) 
The asymptotic distribution of NW~ and a table of threshold values for 
given false alarm probabilities, is given in (35). The A.R.E. of this 
detector has not yet been investigated but from its appearance it would 
be reasonable to assume that it has higher A.R.E.'s than the K. s. detec-
tor, since it takes into consideration the difference at every point. 
With the joint detection of de level, power and other changes ~ will 
increase. This gives better detection. 
Another detector that might be better suited to the problem at hand 
is one that would be based on the absolute value of the area between the 
two distributions. The serious limitation of this technique is that 
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there is no information avai1ab1e, to th author's knowledge, about the 
distribution of the area. 
4.2 Pearson Detector 
Another detector which wil1 detect signals which change the 
observations in any respect is the Parson goodness-of-fit detector (15). 
The Pearson detector is baaed on 
(4.2) 
where the N independent ordered observations are divided into k mutually 
exclusive groups. The probabi1ity under the nu11 hypothesis that an 
observation falls in the i th interval ie given by POi. Then NP 01 is the 
expected number of observations in the ith interva1 under the nu11 
hypothesis, and ni is the number of observations in the ith interva1. 
The x2 has approximately the chi-square distribution with k-1 degrees of 
freedom, and the approximation becomes better as N increases. The 
Pearson detector decides that a signal is present when x2 is greater than 
some critica1 value deter.tned through the use of the chi-square 
distribution with k-1 degrees of freedom. 
In order to calculate the A.R.E. of the Pearson detector, a relation 
between POi and Pli is needed for all i, where P11 is the probability 
under the alternative hypothesis of an observation falling in the ith 
interval. Since there is no relationship between P01 and P1i for all i, 
the A.R.E. of the Pearson detector cannot be calculated. It bas been 
stated (18) that the K. s. detector ie more efficient tban this Pearson 
detector. 
4.3 Modified Pearson D tector 
If in the Pearson detector POi' the theoretical probabi1ity under 
the null hypothesis of an observation falling in the ith interval, is 
replaced by its observed probability mi/M' then this detector can be 




where m1 is the number of noise observations in the ith interval. The 
approximation is not quite as good as before, but still this x2 has 
approximately the chi-square distribution with k-1 degrees of freedom. 
4.4 Wald-Wolfowitz Detector 
The Wald-Wolfowitz detector (10, 39) is also applicable when we 
wish to test the null hypothesis that two sets of independent observations 
have the same distribution against the a1ternative hypothesis that the 
two sete differ in any respect whatsoever. To apply this detector, the 
total number of observations in both sets, N+M, are ordered together. 
Then the number of runs in these ordered observations, where a run is 
defined as any sequence of observations from the same set (either xi's 
or Y1 •s), are calculated. When the two sets of observations have the 
same distribution, under the null hypothesis, the Xi and Yi. observations 
will be well mixed. In that case, the number of runs will be relatively 
large, but when the two sets of observations differ in any respect what-
soever, the number of runs will be small. Therefore, the detector 
decides that a signal is present when the number of runs is smaller than 
some threshold value. 
It bas been shown that the A.R.E., for gaussian distributions, is 
zero (39) with respect to both the t-detector for detecting a change in _ 
the de level, and the F-detector for detecting an increase in the power. 
CHAPTER V 
DEr:EX::TION OF A FM SIGNAL 
In this chapter, the K. s. detector will be used to detect an 
FM signal in the presence of background noise. The two-input K. s. 
detector will be used in this detection problem. Thus, it wil1 be 
required to take a set of samples from x(t) where x(t) can consist of 
either noise alone or the FM signal plus the noise, and a1so a set of 
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samples from y(t) where y(t) is the noise waveform alone. Using these 
two sets of observations, the K. s. detector wi11 decide, with a 
prescribed false alarm and false dismissal probability, whether the 
FM signal is present or noise alone is present. 
In this FM detection problem, it is desired to detect the presence 
or absence of a general message m(t). This message m(t) frequency 
modulates a cosine wave, which is the carrier, to give 
A Cos [ w t + rt m(z) dz ] (5.1) 
c Jo 
where w is the carrier frequency and L is the amplitude. Eq. (5.1) 
c 
is the basic form of the frequency modulated carrier, but in the general 
case, the amplitude and also the phase of the carrier may fade. Assuming 
amplitude and phase fading, the FM carrier takes on the form 
a( t)Cos [ w t + ft m(z)dz + ~( t)] 
c Jo 
where a(t) is the fading amplitude and ~(t) is the fading phase. 
Since many FM detection problems restrict attention to messages which 
are assumed to be expressed in a binary coded form (Binary Frequency 
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Shift Keying) or in r-ary coded form (Multiple Frequency Shift Keying), 
attention here will be restricted to these types of messages. In 
Binary Frequency Shift Keying (B~y F. s. K.), the message ie of 
t he f orm 
or 
_tm(z)dz = 0 
LlW t 
c 
and in Mu1tiple F. s. K. the message is of the form 







:I Ll w t r c 
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Now that the message m(t) is limited to Binary or Multiple F. S. K. 
the frequency modulated carrier can be written as 
a(t) Cos [ wj t + ~{t)] 
where 
w. = c.u + ll.w J c J j = 0,1,2, ••• ,r 
and ~O equals zero. If filters are centered at each frequency ~j a 
K. s. detector can be used after each one of these filters to detect a 
signal of the form given in Eq. (5.3). 
The detection problem now is to sample x(t) and y(t) and then decide 
whether x(t) contains noise alone, i.e., 
x(t) = y(t) 
or x(t) contains the FM signal plus noise, i.e., 
x( t) • a( t) Cos [ wj t + '( t)] + y(t) 
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The functions a(t) and ~(t) are slow varying functions compared to wjt 
and will be assumed to be time stationary. The noise y(t) is also 
assumed to be time stationary, but x(t) is not time stationary because 
of wj t. 
This FM signal will be detected using Rayleigh amplitude fading 
and uniform phase fading when the noise is gaussianly distributed. 
The r.m.s. value of the signal is shown in Appendix C to be 6:, 
s 
where 6: is a parameter of the Rayleigh distribution. Thus the signal 
s 
to noise ratio e is given by 
9 = 
where 6Q is the r.m.s. value of the noise. Plots of these results 
are shown in Figure (5.1) - Figure (5.11). These results were obtained 
by actually generating random numbers from the gaussian distribution 
for the noise alone observations, and random numbers from the gaussian 
distribution added to the FM signal for the signal plus noise observations. 
A random number from the Rayleigh distribution was used for the amplitude 
of the signal and a random number from the uniform distribution for the 
phase. The K. s. detector then compared the noise alone distribution 
to the signal plus noise distribution. The observations used here were 
processed on an IBM 360 Mod 40 digital computer which was able to process 
5,000 of these observations per minute, which is approximately 50 times 
faster than the IBM 1620 Mod II. 
To actually illustrate the use of the K. S. detector, it was used 
30 times to determine the presence of the signal when only noise was 
present, and 30 times to determine the presence of the signal when it 
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was present in the noise with e • 0.5 and g -1 o( = ,-N • 10 • From 
Figure (5.2) withe • 0.5, the number of samples needed to de tect with 
-1 ~ • f?N • 10 is 3,900. The detector decided 29 times out of 30 that 
there was no signal when only noise was present, and it decided 30 times 
out of 30 there was signal. when signal pl.us noise was present. These 
results are tabulated in Table IV. The higher number of successes for 
the detector than expected may be partially due to the interpolation 
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- ~ 10 7. 00 
0 
e:a.5 ~ -1 «. ·N•10 Threshold Leve1a0.024298 
SIGNAL IS PRESENT SIGNAL IS ABSENT 
D~ISION MAXIMUM 
ll..l~")t'tt:W' tt:Nl :It ~'OJ DECISION MAXIMUM IJ_I_p·.,r · l'~tc liON I ; II. 
YES 0.039487 1 NO 0~000000 
YES 0.030000 2 NO 0.014872 
YES 0.036410 3 NO 0.009231 
YES 0.03'7692 4 NO 0.012308 
YES 0.039231 5 YES 0.026410 
YES 0.035385 6 NO 0.016923 
YES 0.040513 7 NO 0.022820 
YES 0.035898 8 NO 0.023077 
YES 0.035385 9 NO 0.010513 
YES 0.032564 n_o NO 0.018205 
YES 0.030513 ~1 NO 0.019744 
YES 0.027439 l2 NO 0.017949 
YES 0.034615 l3 NO 0.013590 
YES 0.035641 ~4 NO 0.015897 
YES 0.037949 l5 NO 0.010513 
YES 0.031795 ~6 NO 0.015128 
YES 0.032820 ~7 NO 0.015128 
YES 0.031795 ~8 NO 0.014359 
YES o.o323o8 ~9 NO O.Oll538 
YES 0.030710 ~0 NO 0.013077 
YES 0.036154 n NO o.o123o8 
YES o.o428zo ~2 NO 0.011795 
YES 0.0.50513 ~3 NO 0.014359 
YES o.o38462 ~4 NO o.o223o8 
YES 0.037949 !5 NO 0.015641 
YES 0.037949 ~6 NO 0.021026 
YES 0.031282 ~7 NO 0.016923 
YES 0.038462 ~8 NO 0.013590 
YES 0.044103 ~9 NO 0.018205 
YES 0.034872 ~0 NO 0.010257 
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In this paper, the nonparametric detectors that have been con-
sidered are capable of detecting signals which when added to noise can 
change the noise distribution in any respect. It the signal is known 
to just add a de level to the noise distribution, then a detector should 
be used that is specifically designed to detect a change in the de level. 
A detector designed to detect any class of signals will have an A.R.E., 
for detecting any one particular class, less than 1 with respect to a 
detector that is specifically designed to detect this particular class. 
Ot all the detectors considered in this paper, which are for a signal 
which can change the noise distribution in any respect, the Kolmogorov-
Smirnov detector appears to be the best. It also appears to have the 
highest A.R.E., except for the Cramer-Von Mises detector, with respect 
to other detectors that can detect signals which change the noise 
distribution in any respect. 
In using the K. S. detector for detecting an FM signal in background 
noise, it has been shown that the signal to noise ratio at which a 
signal can be detected, and the allowable false a1arm and false dis-
missal probabilities are directly dependent upon the sample size. From 
this it can be stated that for any arbitrarly small value of signal to 
noise ratio, e, that is desired, the K. s. detector can detect a signal 
with any desired accuracy if the digital computer can process the 
number of samples that is needed. 
It has been shown that for this FM signal with a signal to noise 
ratio of 0.2 the number of samples needed to detect this signal with a 
false alarm and false dismissal probability equal to 10-5 is approxi-
mately 1,425,000. If a signal to noise ratio of 0.4 is desired with 
a false alarm and false dismissal probability equal to 10-3, the 
number of samples required is 53,000. Also, with ~ fixed at 10-3 and 
~ at 10-5 , the difference in the number of samples to detect a signal 
with e = 0.6 and e = 0.5 is 33,000 - 18,000 = 15,000. 
The K. S. detector was used to actually detect for 30 sets of noise 
alone observations and 30 sets of signal plus noise observations. The 
detector decided 29 t~es out of 30 that there was no signal when only 
noise was present, and it decided 30 times out of 30 there was signal 
when signal plus noise was present. 
APPENDIX A 
In order to find a least upper bound for fN of the Ko1mogorov-
Smirnov detector, the distribution of N~(x0) is needed. By recalling 
that N is the total number of observations, we can think of NSN(x0 ) as 
be~ the number of observations which yield a value lees than or equal 
to x0 • It will be assumed that the observations are time stationary, 
independent, and that the probability, p, of any observation being less 
than or equal to x0 is the same for all the observations. If the 
probability of being less than or equal to XO is p, then the probabil-
ity of any observation being greater than x0 is 1-p. 
84 
For N=l, 1S1 (x0 ) bas two values 0 or 1, see Figure (A.l). The 
probability of 1S~{x0) being equal to 0 is 1-p since for this to occur 
~ is greater than x0 • Also, the probability of 1S1 (x0 ) being equal to 
1 is p. Next for Na2, 2S2(x0 ) has three values 0 or 1 or 2, see Figure 
(A.2). Now p [ 2S2(x0 )=0] is (l-p)
2 since this i.e the joint probability 
2 
of both ~ and ·~ being greater than Xo· Also, p[2S2(x0 ):2] is p since 
this is the joint probability of both ~ and ~ being less than or equal 
to x0 • Furthermore p[2S2 (x0 ):1] is 2p(l-p) since this can occur in two 
ways; either ;_ is less than XO and ~ is greater than x0 or ~ is 
greater than Xo and x2 is less than x0 • Similarly for N=3 and N=4, 
3S3 (x0 ) and 484 (~) have four values 0 or 1 or 2 or 3 and five values 
0 or 1 or 2 or 3 or 4 respectively, see Figures (A.3) and (A.4). 
Since the coefficients of the probabilities in Figures {A.l) to 
(A.4) are the binomial coefficients for N•l, 2, 3, 4 respectively it 
can reasonably be concluded that these densities are binomial densities. 
-t ,... 
-
0 1 2 3 4 5 
l.Sl(xo> 





0 1 2 3 5 
282<xo> 







4 5 2 3 
383(Xc>) 
Probability of observations being less than or 
equal to x0 for N•3· 
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Figure (A.4). Probability of observations being less than or 
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Figure (A.5). Probability of observations being less than or 
equal to x0 for a:n.y N. 
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In general, for any N, NSN(x0 ) can take on N+l val.ues, and the pertinent 
probabilities are given in Figure (A.5). Therefore, N~(x0) has the 
binomial distribution; ita probability is given b~ 
APP~DIX B 
APPROXIMATE LEAST UPPER BOUND OF THE FALSE DISMISSAL PROBABILITY FOR 
THE K.S. DETmTOR 
The exact least upper bound tor ~ is given in Eq. (3.9) and is 




~ (+ 1/2 




By inspection of Eqs. (B.2) and (B.3) we can see that as N gets 
large Al and A2 will have the same sign, because N
1/ 2 d :is greater than 
Dei.• Either sign can be used, but the positive sign wil.l be used for 
convenience. 
By using the central limit theorem ( 15) , we can argue that in the 
limit as N goes to infinity the area under the binomial distribution 
given in Eq. (B.l) is given exactly by the area under a gaussian 
distribution with the same limits. Thus 
(B.5) 
From Eqs. (B.2) and (B.3) it is seen that as N goes to infinity both 
\_ and A2 approach infinity. Thus the right hand side of Eq. (B.S) 
approaches zero. From this 
lim B <. O N_,.oo IN a 
but since fN is a probabi1ity and must be greater than or equal to 
zero, we obtain 
lill R N,.~ 1-N • O 
This is a property ot ~N which in the literature is termed 
"consistent". Therefore, since the K.S. detector possesses this property 
it is called a consistent detector. 
Nov for finite N the central limit theorem cannot be used exactly, 
but it can be used to approximate the area under the binomial distri-
bution of Eq. (B.l). Thus 
90 
(B.6) 
Furthermore, since both \ and "\ are positive and approach infinity 
as N approaches infinity and since )..2 is larger than A.1 , ~ can be 
repl.aced by infinity to give a lesser approximation: 
Thus 
(B.?) 
Since we have used approximations in Eqs. (B.6) and (B.?) we 
cannot say tbat the right band side of these equations will be a 1east 
upper bound or even an upper bound on ,SN. The approxima tiona are good 
with 2-decimal accuracy or better if Np>37, (16), and much better 
accuracy for p close to 0.5. In the latter case 2-decimal accuracy is 
obtained with N as smal.l as 3. The right hand sides ot Eqs. (B.6) and 
(B. 7) are call.ed approximate least upper bounds, and the right hand 
side of Eq. (B.6) is a better approximation than the right band side 
of Eq. (B.?). These approximate least upper bounde for f'N will be 
denoted by ,SN. 
A 
The quantity ~N can be written as 
(B.8) 
or to a l.esser approximation 
(B.9) 
To obtain an approximate least upper bound for f3N we will want to 
maxim:ize the right hand side of Eq. (B.8). For convenience let 
and 
Now Eq. (B.8) can be written as 




The integrand of Eq. (B.lO) is a gaussian density function with zero 
2 
mean and variance 1/g. From Figure (B.1) it is seen tbat the right 
band side of Eq. (B.10) increases as the variance increases. It takes 
on its aaximum value when the variance takes on its maximum value, and 
this occurs when g takes on its minimum value. The value of F1 (x0) which 
minimizes g is 1/2. Then g becomes 2. Therefore an approxi.ma te least 
upper bound tor ~N is still given by Eqs. (B.8) and (B.9) where the 




Figur (B.l). Determination of an approximate least upper bound for ~· 




RMS VALUE OF a(t) Cos[~t + ~(t)] 
To find the r.m.e. va1ue of a(t) Cos[wjt + ~(t)] l.et 
w • a(t) Coa(wjt + ~(t)J (C.l) 
Using a triganometric substitution on the cosine gives 
w = a( t)( Cos[~ t] Cos [0( t)] - Sin (j t] Sin[~( t)J} 
• a(t)(u - v} 
where 
u = Cos [ j t] Coa [f( t)] 
and 
Since a(t), u, and v are independent 
2 2 2 2 } r.m.s. (w) • r.m •• (a){r.m.s. (u) + r.m.e. (v) 
yleigh distribution of a(t) is giTen as 





where a is the random variable and ~ ie a parameter of this diatri-
s 
bution. The r.m.a. value of a(t), r.m.s,(a), or second moment of a is 
given as 
or 
2 2 fco r.m.s. (a) = oa p(a)da 
fd) 2 2 2 2 r.m.s. (a) = a 3 {(exp(-a /2<T )J/crJda 8 s 
0 
Solving this gives 
2 2 
r.m.s. (a) = 2~ 
s 
Now 
where it is known that 
2 
r.m.s. [Cos ['j tJ} • l/2 (C.4) 
The uniform distributi.on ot $(t) is given as 




2 { Cos tt( t)]} • 1/2 
Using Eq. (C.4) and (C.5) 
2 
r.m.s. (u) = l/4 
Fo1lowing the same procedure 
2 r.m.a. (v) = 1/4 
Finally using Eqs. (C.3), (C.6), and (C.?) the r.m.s. value of 
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