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Abstract
In population genomics, genetic diversity measures play an important role in genome
scans for divergent sites. In population epigenomics, comparable tools are rare
although the epigenome can vary at several levels of organization. We propose a
model-free, information-theoretic approach, the Jensen-Shannon divergence (JSD), as
a flexible diversity index for epigenomic diversity. Here, we demonstrate how JSD
uncovers the relationship between genomic features and cell type-specific methylome
diversity in Arabidopsis thaliana. However, JSD is applicable to any epigenetic mark and
any collection of individuals, tissues, or cells, for example to assess the heterogeneity in
healthy organs and tumors.
Keywords: Epigenomics, Population biology, Information theory, Jensen-Shannon
divergence
Background
The ongoing development of sequencing-based functional genomics has a tremendous
impact on the study of gene regulation. Nowadays, we can get an almost comprehen-
sive, genome-wide readout of gene expression and chromatin states. This technological
progress not only produces genomic data sets for more and more organisms but enables
us to profile gene regulation at the level of organs, tissues, and even individual cells. How-
ever, new technologies beget new problems. We are confronted with multidimensional
data sets and a sophisticated sampling situation that involves population structure, cell
heterogeneity, temporal change, and technical bias, raising new questions about how reg-
ulatory factors vary within and across these different levels. Themeasurement of diversity
and its apportionment is prominent in population biology to assess species or genetic
diversity. In population genomics, for example, genome-wide scans with measures of
genetic differentiation are used to detect conserved or polymorphic sites [1]. In contrast,
population-level measures to perform genome-wide scans for epigenetically divergent
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sites are still missing but the data that are now available provide a solid foundation for
developing and testing such measures.
DNA methylation has been studied extensively in humans and several model organ-
isms at genome scale. Whole-genome sequencing of bisulfite-converted DNA (BS-seq)
[2–4] provides accurate, genome-wide maps of the chemically modified cytosine base 5-
methylcytosine (5mC) at single-base resolution, so-called methylomes. Although 5mC is
not ubiquitous, it is widespread in higher eukaryotes [5]. In vertebrates, it is mainly found
at CpG dinucleotides (CG context), whereas plants harbor 5mC also in the CHG and
CHH context (H being A, C, or T).
DNA methylation can interfere with gene expression and contributes to the silencing
of repetitive elements [6]. Moreover, the DNA methylation landscape must be actively
controlled throughout the life cycle by an enzymatic machinery. In mammals, exten-
sive reprogramming takes place during primordial germ cell development and early
embryogenesis [7] and the methylome also changes during tumorigenesis [8]. In plants,
reprogramming is less extensive and the details are yet unclear but some epigenetic marks
get reprogrammed during reproduction [9–11]. A drastic perturbation of the methylation
pathways is lethal to mammalian embryos [12] and can lead to sterility and developmen-
tal aberrations after inbreeding in plants [13]. These severe effects illustrate an essential
role for DNA methylation, not only for the activity of specific genes but for the integrity
of the genome as a whole.
Due to its correlation with fitness-relevant traits [14, 15] and its susceptibility to stress
[16], DNA methylation has attracted considerable interest in evolutionary biology as a
mediator of soft inheritance [17]. For evolutionary studies, Arabidopsis thaliana is an
excellent model for organisms with a full-featured methylation machinery. It has a small
genome, a short life cycle, and large populations that harbor methylation polymorphisms
of natural [15, 18–20] as well as artificial origin [21, 22] are available.
To enable genome scans of DNA methylation divergence at single-base resolution, we
use a non-parametric approach based on Jensen-Shannon divergence (JSD), a divergence
measure in information theory with unique properties [23, 24]. JSD measures the loss of
information (or, equivalently, the increase in uncertainty) if a set of distinct, information-
carrying units is pooled. To define JSD formally, the concepts of probability distribution
and Shannon entropy [25] are necessary (see the “Methods” section for the details) but
Fig. 1a illustrates the calculation of JSD geometrically. In this example, the three proba-
bility distribution functions (PDFs) are a sample from the population whose divergence
is estimated by measuring the length of the dashed blue line. In the case of methylome
data, the PDF of each individual is derived from the count data in a methylation table. A
methylation table assigns two numbers to each cytosine site in the reference genome, the
count of methylated and unmethylated reads. Therefore, in a population sample with s
methylomes, each site is associated with a contingency table of 2 × s entries. JSD is used
to map this site-specific table to a site-specific number that reflects whether the methy-
lation state at the given site is conserved (dip in JSD) or diversified (peak in JSD). More
details and an example are given in the “Methods” section.
We have analyzed DNA methylation divergence in different parts of Arabidopsis
thaliana as summarized in Fig. 1c. We distinguish the methylomes according to the
source of the corresponding DNA, that is according to which cell type, tissue, or organ
the DNA was extracted from. Our analysis emphasizes the role of sequence context,
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Fig. 1 Application of Jensen-Shannon divergence to DNA methylation. a Geometric explanation of
Jensen-Shannon divergence (JSD) in terms of Shannon entropy. The graph shows the entropy of a binary
distribution (with probabilities p and q = 1 − p) in terms of p. For the purpose of illustration, the red dots
designate the coordinates of three distributions, P1 , P2 , P3 , that define a red curve segment and a
corresponding polygon (red triangle). The curve segment constrains the entropy of the mixture distribution,
H〈P〉, while the polygon constrains the corresponding average entropy, 〈H〉. The exact location of both JSD
terms depends on the weights. For equally weighted distributions (here πi = 1/3 for all i), their locations are
given by the blue dots. The corresponding distance (length of the dashed line) equals JSD. b Phase plane in
terms of weighted average methylation MET (μ) and diversity index JSD. The methylation state of a cytosine
in the population is represented by a point at or below the graph. Four regions of interest are highlighted:
three regions with JSD below ≈ 0.7, LMC (low-methylated cytosines), MMC (medium-methylated cytosines),
and HMC (high-methylated cytosines); a region with high JSD for MSCs (metastable cytosines). c Overview of
methylome data sources. Four hundred eighty-two Arabidopsis thalianamethylomes from 75 different
studies have been analyzed. All methylomes derive from wild-type plants of the Columbia 0 (Col-0)
accession. The image is modified based on [26]
chromatin accessibility, and genomic location, particularly the proximity to transposable
elements (TEs), in shaping DNA methylation divergence.
Results
Genomic spectrum of methylation divergence
This section summarizes the genome-wide features of DNA methylation divergence
depending on genomic source and sequence (C) context. The source is expected to affect
methylation divergence because the activity of genes differs between tissues and cell
types. The C context is expected to affect divergence because different mechanisms are
responsible for maintaining methylation in the CG, CHG, and CHH context [27].
Divergence is higher in the CG than the non-CG context
The “phase plane” spanned by MET and JSD for each C-site (see Fig. 1b and the
“Methods” section) provides a bird’s-eye view of methylome divergence in a population.
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Also, as indicated in Fig. 1b, we have found it useful to distinguish the sites into differ-
ent cytosine types (C types), based on their position in the phase plane: first of all, we
distinguish between low-methylated Cs (MET < 0.2, abbreviated as LMCs) and high-
methylated Cs (MET > 0.8, abbreviated as HMCs). These boundaries are not set in stone
and just conform to our observations that Cs in unmethylated and methylated regions,
respectively, often fall into these intervals. LMCs andHMCs differ little among each other
in their MET values, respectively, but can differ substantially in their JSD values. Due to
the entropy upper bound, LMCs and HMCs can have a JSD between 0 and ≈ 0.72 bit,
respectively. The remaining sites, falling into the region 0.2 ≤ MET ≤ 0.8, are not as easy
to characterize as the previous ones. This interval contains a subregion with sites that
have a range of JSD similar to LMCs and HMCs. We denote these as medium-methylated
Cs (MMCs) in order to distinguish them from sites with exceptionally high JSD above 0.7
bit, which we classify as metastable Cs (MSCs). MSCs are special because at these sites,
the population tends to segregate into two subpopulations, methylated and unmethy-
lated. In the following, we have used the classification into C types to analyze their global
(i.e., whole-genome) as well as local enrichment using non-overlapping, genomic intervals
along the genome.
Figure 2a shows the rosette leaf phase plane for each context. It illustrates what we find
in all analyzed sources, namely that the methylome is stable over a wide range of MET
values. Both the histograms in the margins of the phase plane plots in Fig. 2a and the
empirical cumulative distribution functions in Fig. 2b show that more than 90% of C-
sites have a JSD below 0.2 bit regardless of C context. The genome-wide proportions of C
types in all three C contexts are depicted in Fig. 2c, again for rosette leaves only. Table 1,
however, gives a detailed overview of C-type proportions in all methylome sources: MSCs
make up only a very small fraction of C-sites and the majority are LMCs regardless of C
context, as expected for the largely unmethylated genome of Arabidopsis thaliana. But a
closer look at the remaining C types reveals that HMCs tend to be enriched in the CG
context while MMCs tend to be enriched in the CHG context.
The dominance of LMCs is responsible for the overall positive correlation between
MET and JSD, as measured by Spearman’s rank-order correlation coefficient ρ (here-
inafter abbreviated by Spearman’s ρ), see Fig. 2a. However, this obscures the more
complex picture if we look at different subregions of the phase plane. Figure 3 depicts
Spearman‘s ρ between MET and JSD for different C types for all combinations of source
and context. The correlation is close to 1 for LMCs, regardless of source and context,
whereas the positive correlation is not observed in other C types: for HMCs,MET and JSD
are rather negatively correlated; for MMCs, MET and JSD are virtually uncorrelated; and
for MSCs, the correlation is around zero (CG context) or only weakly positive (non-CG
context).
As shown in Fig. 2b, the cumulative distribution functions of MET and JSD, respec-
tively, do not differ by C context up to the median value of the distribution (specified at
frequency= 0.5). However, there is a tendency for higher JSD in the CG context indicated
by the long tails of the distributions at higher percentiles, respectively. The Mann-
Whitney U test has confirmed that there is strong evidence for higher JSD in the CG
context (Additional file 1: Table S2). The propensity for higher MET in the CG context
is also reflected by the different proportions of C types: around 24% of the CG sites are
HMCs, as opposed to only around 1% of the CHG and only 0.02% of the CHH sites (see
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Fig. 2 Genomic spectrum of methylation divergence. aMethylome phase plane for rosette leaves and all
three sequence contexts. The C context colormap is used throughout the paper. In the margins, the
distribution of MET and JSD, respectively, are shown. SciPy (scipy.stats.spearmanr) was used to compute
Spearman’s ρ and the corresponding p value. b Empirical cumulative distribution function for MET and JSD in
all three C contexts (same color code as phase plane). The line and error band display the mean and standard
deviation of the data of all sources. c Proportions of C types for rosette leaves based on phase plane
partitioning. The color hue indicates the different C types for each C context. d Rosette chromosome tracks
for the proportions of C types following the color code in subfigure c. Bars for all C types except LMCs are
stacked at non-overlapping, 50-kb intervals over the nuclear chromosomes (1 to 5 from top to bottom). Since
LMCs are not explicitly shown, a smaller stack implicates a high proportion of LMCs. e Hierarchical clustering
of genomic JSD signal for all source-context combinations using Spearman’s ρ over non-overlapping, 50-kb
intervals
Fig. 2c and Table 1 for a comprehensive summary). In fact, the joint distribution in the
rosette phase plane for CGs is bimodal (see histograms in the margins of Fig. 2a, left) with
one peak at LMCs and another one with slightly higher JSD formed by HMCs. The rosette
phase plane demonstrates another striking difference between the CG and CHG (and, to
some extent, CHH) context around MET = 0.5: non-CG sites mainly occupy regions of
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Table 1 Genome-wide proportions of C types per source and context
Proportion (%)
Context CG CHG CHH
Source C type
Aerial part HMC 26.25 2.87 0.25
LMC 65.41 81.99 92.41
MMC 7.78 14.59 6.45
MSC 0.54 0.53 0.87
Embryo HMC 23.48 4.61 0.54
LMC 72.07 86.67 93.31
MMC 4.15 8.20 5.75
MSC 0.28 0.49 0.38
Endosperm HMC 11.69 2.56 0.11
LMC 73.21 87.94 95.90
MMC 14.00 8.80 3.65
MSC 1.08 0.67 0.32
Flower buds HMC 30.24 7.00 0.32
LMC 63.68 82.12 94.27
MMC 5.67 10.31 5.04
MSC 0.40 0.55 0.35
Inflorescence HMC 25.42 3.49 0.02
LMC 69.91 85.30 97.43
MMC 4.65 11.18 2.52
MSC 0.00 0.01 0.00
Root HMC 21.53 1.00 0.01
LMC 69.12 84.85 96.73
MMC 9.10 14.12 3.24
MSC 0.23 0.01 0.00
Rosette HMC 23.84 1.22 0.02
LMC 67.75 84.83 96.01
MMC 8.21 13.91 3.95
MSC 0.18 0.02 0.00
Shoot HMC 21.08 1.63 0.13
LMC 68.29 83.56 94.82
MMC 10.56 14.76 4.97
MSC 0.05 0.03 0.06
Sperm cell HMC 29.99 2.13 0.00
LMC 67.87 82.21 99.35
MMC 2.12 15.62 0.64
MSC 0.00 0.02 0.00
Vegetative nucleus HMC 23.18 7.23 0.32
LMC 70.60 83.44 94.88
MMC 6.17 9.28 4.77
MSC 0.03 0.02 0.02
Whole organism HMC 23.51 1.44 0.01
LMC 68.22 83.67 95.32
MMC 8.21 14.86 4.64
MSC 0.04 0.01 0.01
lower JSD meaning that these sites show consistently intermediate levels of methylation
in the majority of individuals. The reason for these intermediate MET values is unknown
and needs to be further analyzed. These sites could be methylated allele-specifically, but
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Fig. 3 Correlation between MET and JSD. Spearman’s ρ (y-axis) was measured in each subregion of the
phase plane, defining a C type (encoded by hue), and for each C context (encoded by color and x-axis)
with our data, we cannot confirm this because the tissue-specific methylomes are mix-
tures of different cells (and cell types). Thus, intermediate methylation signals could be
the result of pooling many cells.
Note that the 328 rosette methylomes considered here originate from leaves that have
been harvested at different developmental stages (9), from plants that have been grown
in different labs (13), under different stresses (7), and photoperiods (3). The stability of
the methylome despite this heterogeneity suggests that environmental conditions have
a minor effect on methylation at large and that the genotype and cell type-specific
regulation may play the main role in shaping the methylation landscape [28].
Heterochromatin is enriched in CG-HMCs and CHG-MMCs
The chromosome tracks for the proportions of C types in rosettes (Fig. 2d, see Additional
file 1: Fig. S1 for all sources) show increasing proportions of methylated sites in regions
that are rich in repetitive elements and usually heterochromatic: the pericentromeric
regions and, for example, the knob in the left arm of chromosome 4. The chromo-
some arms dominated by protein-coding genes show enrichment for LMCs. This pattern
of methylation is in accordance with well-established findings for Arabidopsis thaliana
[3, 4]. However, we can observe that pericentromeric chromatin is dominated by CG-
HMCs and CHG-MMCs and that differences between the methylome sources are mainly
due to shifts between HMCs and MMCs. In the CG context, HMCs are dominant in all
sources but the endosperm. In the CHG context, HMCs are virtually absent in roots and
rosettes; slightly increased in embryo, endosperm, and sperm cells; and on a par with
MMCs in the vegetative nucleus and flower buds. In the CHH context, HMCs are virtu-
ally absent in all sources. MMCs form the smallest fraction of (partially) methylated sites
in all sources and are virtually absent in sperm cells. The lack of MMCs in the haploid
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sperm cells concurs with our interpretation of MMCs given above since heterozygosity
is not possible in haploid cells. MSCs also form only a tiny fraction of Cs in the hete-
rochromatic regions with no substantial difference between the sources, although MSCs
appear to be slightly increased in endosperm. In contrast to the regions dominated by
heterochromatin, there are no regions in the chromosome arms that have a particularly
high proportion of MSCs. In conclusion, the enrichment of metastable sites in hete-
rochromatin suggests that this is due to the neutrality of single cytosine polymorphisms
in transcriptionally silenced regions.
The source determines JSD in the non-CG context
Although genome-wide there is a positive correlation between MET and JSD, we have
seen that these quantities can become uncoupled in certain regions of the phase plane
and, thus, reflect different properties of the methylome. Hence, we assumed that compar-
ing all combinations of source and context by MET or JSD may lead to different results.
By correlating the mean at non-overlapping, 10-kb genomic intervals, we have performed
a hierarchical clustering for JSD (Fig. 2e) and for MET (Additional file 1: Fig. S2). First,
for both genomic signals, there is a clear separation into CG and non-CG context. In
the non-CG context, however, the MET signals cluster differently than the JSD signals:
while context still separates the signals before the source in the case of MET (with the
exception of embryo and endosperm, which cluster by source first and then by context,
respectively), JSD separates by source first and then by context. Here, the exceptions are
root, vegetative nucleus, and sperm cell: all three cluster together in the CHG context,
but in the CHH context, only vegetative nucleus and sperm cluster together, while roots
are more similar to rosettes. We think that the general pattern observed here reflects the
interplay between maintenance and de novo methylation.
There is a robust mechanism in place to maintain CG methylation across cell divisions
[29], such that the strong similarity across tissues and cell types is plausible. On the other
hand, it has been observed that changes in non-CG methylation accompany cell differen-
tiation, which suggests the effect of de novo methylation [30]. In contrast to the strong
separation into CG and non-CG context, the merely weak separation into CHG and CHH
context along the MET coordinate is overridden along the JSD coordinate through a
clear separation into different sources. This may reflect the importance of cell or tissue
differentiation, and thus de novo methylation, for the non-CG context.
Chromatin state andmethylation divergence
DNA methylation depends not only on DNA sequence features but also on the local
state of chromatin. Prominent among the determinants of chromatin state are the
location of nucleosomes and the combinations and modifications of their constituent
histone proteins. These chromatin marks can interfere with higher-order organization
that generates proximity in three dimensions between regions that are distant in the
genome. In concert with other regulatory proteins, all of these chromatin marks bring
about a compaction or relaxation in certain segments of the genome that supports
or counteracts the silencing of genes. In this section, we want to investigate whether
regions that have a different chromatin state also differ with respect to methylation
divergence.
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Inaccessible chromatin accumulatesmethylation polymorphisms
The distinction between eu- and heterochromatin is not sufficient to characterize the
variation of chromatin states present in the Arabidopsis thaliana genome. In order to
compare methylation divergence with annotated chromatin features, we used a compre-
hensive classification of regions into chromatin states based on a multitude of chromatin
marks. Sequeira-Mendes et al. [31] have identified nine different chromatin states based
on DNA methylation, nucleosome occupancy, presence of different histone variants and
modifications, and transcriptional activity.
Figure 4a summarizes the profiles of the arithmetic mean of MET and JSD across
regions (and 2 kb flanks up- and downstream) distinguished by chromatin state for the
rosette. The findings for rosette leaves illustrate by and large a general pattern but some
deviations are observed for the heterochromatic states in certain reproductive tissues,
e.g., the vegetative cell of pollen and the endosperm of seeds (Additional file 1: Fig. S3).
Here, we focus on the rosette profiles in the CG context since only the heterochromatic
states 8 and 9 show a modest increase in MET and JSD in the non-CG context.
As expected, MET levels are highest in the heterochromatic states 8 and 9, followed by
the transcriptionally active, intragenic states 3 and 7 and the inactive states 4 (intergenic)
and 6 (intragenic). MET and JSD levels usually increase concomitantly (Fig. 4a), except for
the intergenic state 4 where an increased MET is not mirrored by an increased JSD. The
JSD levels in the active states 3 and 7 tend to be similar to those in the heterochromatic
states while the inactive state 6 shows lower JSD. If we focus not only on the levels in
a specific region but on the whole profile, including boundaries and flanking regions,
we see further differences among the intragenic as well as the heterochromatic states
with elevated JSD. In state 3, MET shows a small dip close to the boundaries, increasing
again within the flanking regions, and JSD is slightly higher than in the flanks. In state 6,
however, MET actually drops and JSD barely differs compared to the flanks. In contrast
to both states 3 and 6, a clear upsurge in MET and JSD is observed for state 7. This state
shows a MET profile similar to those of the heterochromatic states 8 and 9. However,
for state 8 (AT-rich) JSD drops around its boundaries, which is not observed in state 9
(GC-rich).
According to Sequeira-Mendes et al. [31], the heterochromatic states have a high
propensity for DNAse I-inaccessible sites. Their increased JSD suggests that inaccessi-
ble regions tend to harbor more methylation polymorphisms than accessible regions.
This is confirmed by a negative correlation of JSD with DNAse I- [34] and ATAC-
seq [35] signal levels (Fig. 4b, see Additional file 1: Fig. S4 for MET). In accordance,
nucleosome positioning (NPS) shows a positive correlation with CG-JSD; however, the
correlation is rather weak and even absent in the non-CG context. Another histone
mark that is associated with heterochromatic states is H3K9me2 (Additional file 1:
Fig. S8). This is the major silencing mark in plants and is involved in a positive feed-
back loop with DNA methylation to maintain genome stability [32]. Accordingly, this
histone mark displays a strong positive correlation with methylation divergence (Fig. 4c).
Accessibility also seems to affect the divergence of intragenic state 7. This state, which
is usually located in gene bodies, shows the sharpest increase in JSD among the intra-
genic states and tends to have more inaccessible sites than other intragenic states. The
increase of JSD in the states close to the coding sequence (3) and the transcription
termination site (6) seem to be unrelated to accessibility; in fact, state 3 is the most
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Fig. 4 The influence of chromatin state on methylation divergence. aMET (top) and JSD (bottom) profiles
over regions defined by different chromatin states for rosettes. The profile comprises 2-kb flanks and
color-codes the arithmetic mean in non-overlapping, 50-bp bins. b Hierarchical clustering of JSD (rosette)
with chromatin accessibility signals using Spearman’s ρ over non-overlapping, 50-kb intervals. Wherever
applicable, replicate signals have been averaged. c Hierarchical clustering of JSD (rosette) with histone marks.
The H3K9me2 signal is log2(H3K9me2/H3) as in [32]. dMean JSD in regions characterized by positive (x-axis)
and negative (y-axis) HiC-eigenvalues (e). The dots indicate the observed pair of values for different C
contexts (color-coded) and all sources (not annotated). The kernel density estimates (small ellipses) represent
the corresponding random distributions for reshuffled genomic bins. The dashed bisecting line divides the
plane into regions of higher JSD in compacted (CSDs) and loose (LSDs) structural domains as defined in [33]
accessible state. Hence, inaccessibility alone cannot explain the intragenic increases in
JSD, and we have to consider how chromatin state is determined at the underlying level
of histones.
Histone signatures characteristic for gene bodies andwith depletion of activatingmarks are
correlated with increased JSD
We have seen that states 3, 6, and 7 are the only intragenic chromatin states that show
a noteworthy increase in MET and JSD in the CG context. It is therefore reasonable to
investigate whether the differences between these states mirror distinct combinations of
histone marks.
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With respect to average levels of JSD in the different intragenic states, the highest lev-
els are observed in state 7, followed by state 3, and then state 6, having the lowest levels.
What are the differences between these intragenic states in terms of histone marks that
could explain these differences? Let us first highlight common features. All three states
are enriched in H3K4me1 and are depleted in H3K27me3. H3K4me1 is a chromatin mark
typical for gene bodies. H3K27me3 is a Polycomb mark typical for intergenic, repressive
chromatin enriched in chromatin states 2, 4, and 5. At genome scale (Fig. 4c), H3K4me1
shows a substantial negative correlation with JSD in the non-CG but not in the CG con-
text. H3K27me3 shows the opposite pattern, a negative but rather weak correlation with
JSD in the non-CG context but a substantial negative correlation with JSD in the CG con-
text. These findings suggest that histone combinations characteristic for gene bodies are
conducive to increased methylation divergence in the CG context. Gene bodies are also
characterized by a lack of the histone variant H2A.Z, which accumulates close to the TSS
[36]. Thus, we would expect increased methylation divergence with increased gene body
likeness, that means lower H2A.Z levels. Indeed, for H2A.Z, the levels are largest in state
6, followed by state 3, equal to the genomic average, and smallest in state 7 [31]. This is the
exact reverse of the order with respect to JSD, indicating that histone signatures typical
for gene bodies correlate positively with CG-JSD.
Activating histone marks are enriched in state 3, followed by state 7, and finally 6
[31]. The lowest transcribed state 6 lacks the common activating marks H3K36me3 and
H3K4me(2/3). The highly expressed but partially inaccessible state 7 does have high levels
of the activating mark H3K36me3 but harbors only average H3K4me2 and even reduced
H3K4me3 levels. Finally, the highly expressed, highly accessible state 3 contains all three
activating marks. An activating histone modification that was not included in the chro-
matin state classification is H3K27ac, the antagonist to the Polycomb mark H3K27me3.
It is mainly found in gene bodies and correlates positively with gene expression [37]. At
genome scale, H3K27ac is negatively correlated with JSD in all three contexts (Fig. 4c).
In summary, our findings suggest that intragenic regions display increased methylation
divergence if they have a histone signature typical for gene bodies and are depleted in
activating histone marks.
Compacted structural domains show increasedmethylation divergence
The state of chromatin can also be defined based on the three-dimensional architecture of
the chromosomes. In particular, Hi-C studies in Arabidopsis thaliana have revealed that
the genome can be segmented into loose and compacted structural domains (LSDs and
CSDs, respectively) [33]. LSDs show a high frequency of interactions with distal domains,
while CSDs have a high frequency of local interactions. There is some evidence that CSDs
represent a more repressive chromatin state.
We used the quantitative representation of this domain structure, the eigenvalues (e)
associated with the principal component analysis of the Hi-C correlation matrix, to com-
pare it against MET and JSD. While the magnitude of the eigenvalue does not have
a biological meaning, its sign has been shown to indicate LSDs (e > 0) and CSDs
(e < 0), respectively [33]. The sign of the eigenvalue has been identified previously in
non-overlapping segments of 50 kb length. We have used this observed segmentation
to quantify MET and JSD in LSDs and CSDs, respectively. Then we compared the aver-
age difference between these domains in the observed to that in randomly reshuffled
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segmentations (1000 random sign permutations) and computed an empirical estimate
of the p value. In this case, the p value is defined as the probability to randomly obtain
an average difference of the signals between CSDs and LSDs at least as extreme as the
observed one, P (〈Se<0〉 − 〈Se>0〉 > 0 | H0), where S denotes the genomic signal (MET
or JSD, respectively) and H0 is a random segmentation where the number of bins with
positive and negative eigenvalues, respectively, is constrained to be the same as in the
observed segmentation.
In line with the results obtained using the nine chromatin states, we found that both
MET and JSD are increased in CSDs, corresponding largely to repressive chromosome
domains (Fig. 4d and Additional file 1: Fig. S4b). Although the difference between CSDs
and LSDs is small in magnitude, it is highly unlikely to be expected by chance; the empir-
ical estimates of the p value are zero (Additional file 1: Table S3) and the distributions
associated with the 1000 randomly reshuffled segmentations are very sharp and falling on
the bisecting line in Fig. 4d that indicates no difference between LSDs and CSDs.
We conclude that compacted chromatin domains are prone to increased methylation
and tolerate higher methylation divergence than loose chromatin domains.
Methylation divergence of genomic features
In this section, our focus is on DNA methylation divergence in protein-coding genes and
different TE categories. We want to analyze whether genes with high divergence have
common functional or positional features, which could explain higher JSD in general and
enrichment with metastable Cs (MSCs) in particular.
TEs are associated with increasedmethylation divergence
TEs are an important factor in sequence evolution as well as major targets of DNA
methylation for the purpose of silencing [6, 38]. Silencing may not have accuracy at the
single-base level, in which case we would expect TEs to display methylation polymor-
phisms.
Figure 5a shows averaged MET and JSD profiles of all protein-coding genes. We have
considered three mutually exclusive groups: (1) transposable-element genes (TEGs), as
annotated by TAIR following [39] and used in the Araport 11 release [40], (2) genes that
are not TEGs (non-TEGs) and have no overlap with TEG annotations, and (3) non-TEGs
that overlap with TEGs.
Non-TEGs that do not overlap TEGs show the well-known gene body methylation pro-
file forMET in the CG context, with the expected decrease in endosperm. The JSD profile
largely follows theMET profile, although the typical shift of the methylation peak towards
the 3′ end that is observed in metagene profiles is not apparent. The non-TEGs with TEG
overlap have higher MET and JSD levels than the non-overlapping genes, but the TEGs
themselves are highly methylated and also show increased JSD levels. Figure 5b shows
the MET and JSD profiles of the rosette across all TE superfamilies in all three contexts.
All TE superfamilies display high MET also with respect to their vicinity (DNA Mariner
and DNA Tc1 are exceptions that may be due to noise as the coverage of these elements
is low). Three superfamilies, DNA, DNA En-Spm, and LTR Gypsy, show increased MET
also beyond feature boundaries and, thus, seem to fall into regions that are thoroughly
methylated. Most of the TEs have an increased MET in the CHG context as well, but
not in the CHH context. The exceptions are non-autonomous retroelements (SINE and
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Fig. 5 MET and JSD for genes and TEs. All metagene profiles use the arithmetic mean across genomic
features with 2-kb flanks divided into 50-bp bins. a CG-MET and CG-JSD profiles in each source across non-TE
genes without TEG overlap, non-TE genes with TEG overlap, and TEGs only. bMET and JSD profiles for rosette
leaves in each context across TE superfamilies. c Proportion of C types for TE superfamilies in each C context
sorted by MSC proportion
RathE(1/2/3)_cons superfamilies) [39], showing increased MET also in the CHH context.
The JSD profiles mainly follow the MET profiles. Figure 5c compares the proportions
of C types among TE superfamilies in all three contexts, showing that RathE1, RathE2,
and RathE3 have rather high proportions of MSCs and MMCs in all contexts, while
DNA transposons (DNA, DNA Pogo, and RC Helitron superfamilies) show the highest
proportions of MSCs in the CG and CHG context.
In summary, TEs are clearly associated with higher methylation divergence in genes. If
the silencing of TEs does not require single-base precision, the increased single-site JSD in
and around TEs makes sense. Note that a consistently methylated region can harbor poly-
morphisms at the single-base level and show high JSD, even though it was not identified
as a differentially methylated region (DMR). This is apparently the case for TEs.
Metastable genes are associated with heterochromatic states
TEs are the main drivers of heterochromatin formation. As we have seen, heterochro-
matic states (chromatin states 8 and 9) have high levels of JSD. Here, we want to
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investigate whether protein-coding genes that have high proportions of metastable Cs
are enriched in heterochromatic regions. Based on that, we will take a deeper look
into the co-localization of these genes with conserved genomic elements that provoke
heterochromatin formation.
In the following, we use the term metastable gene (MSG) for genes with a high pro-
portion of MSCs. For each C context, we quantified the proportion of all C types in each
gene, followed by sorting the genes according to the proportion of MSCs to select the top
5%. In some sources, this has lead to very low numbers of MSGs and we have excluded
these from further analyses. To study the genomic distribution of MSGs without bias, we
have normalized the MSG count by the total gene count in non-overlapping, genomic
intervals. That is, a high signal in a genomic interval reflects a high proportion of MSGs.
Figure 6 shows the genomic distribution of this fraction of MSGs by context and source
over 500-kb intervals. Most of the MSGs are enriched in pericentromeric and telomeric
heterochromatin where we usually find a lot of TEs in Arabidopsis thaliana. However,
there are also enrichments outside these regions in the chromosome arms. To see if the
identified MSGs are unique, we have analyzed the overlap of MSGs by source and con-
text. Figure 7 shows UpSet plots [41] for overlaps between sources for each context.
Interestingly, the MSGs identified with respect to the CG context are mostly unique for
each source. We see the opposite in the CHG context, where MSGs are, as a rule, shared
among sources; a mixed picture emerges in the CHH context, where we find both unique
and shared MSGs. For each source, the overlap among MSGs in different C contexts
(Additional file 1: Fig. S5) shows that the majority of MSGs are unique for each context.
CMT2- and RdDM-targeted TEs correlate with increasedmethylation divergence in genes
The genomic overview plot in Fig. 6 hints at silenced heterochromatin as a determinant
of methylation divergence in genes. Silencing often targets TEs to prevent their transpo-
sition and mutagenic effects. TEs can be classified into families and superfamilies [39]
but also into elements that are targeted by different pathways of the DNA methylation
machinery. Based on the analysis of mutants, two groups of TEs have been identified that
show differential methylation if either CHROMOMETHYLASE2 (CMT2) or the RNA-
dependent DNAmethylation (RdDM) pathway is affected [20, 38, 42], referred to CMT2-
and RdDM-targeted TEs hereafter. In this section, we want to explore whether MSGs
preferentially co-localize with certain chromatin states and TE categories in order to
highlight features that may trigger divergence at the level of DNA methylation.
We looked at the correlation of TE superfamilies, CMT2- and RdDM-targeted TEs, and
chromatin states with MSGs to quantify the strength of co-enrichment of these features.
Figure 8a shows the hierarchical clustering of these elements based on enrichment in non-
overlapping, 50-kb intervals. The enrichments are normalized to the count of all protein-
coding genes for MSGs, the count of all TEs for the different categories of TEs, and to
the length of the interval (here 50 kb) for the coverage with chromatin states, respectively.
The distance matrix used for clustering contains the average of Spearman’s ρ between the
enrichments in the intervals. In addition, we used a relative distance measure (Fig. 8b,
[43, 44]) and a randomized permutation test (Fig. 8d) to infer if MSGs are unusually close
to CMT2- and RdDM-targeted TEs or certain chromatin states.
According to the hierarchical clustering by enrichment scores (Fig. 8a), there is a clear
separation of regions that harbor MSGs from regions that harbor chromatin states and
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Fig. 6 Genome-wide fraction of metastable genes. The axes from outside to inside are chromosome
coordinates and idiograms highlighting centromeres (red), pericentromeres (light red), and telomeric
heterochromatin (dark grey). The heatmaps show the fraction of genes that fall into the top 5% percentile of
all protein-coding genes (excluding TE genes) with respect to the proportion of MSCs in the open reading
frame. The colors encode C context following the colormap used throughout the paper, and the opacity
encodes the fraction of metastable genes (MSGs). For each context, the order of sources from outside to
inside is rosette, root, vegetative nucleus, sperm cell, and inflorescence
TEs. MSGs cluster by CG and non-CG context as usual. The cluster without the MSGs
roughly splits into chromatin states and TEs with some “impurities” in the chromatin state
cluster: In the bigger sub-cluster, all euchromatic chromatin states (1–7) correlate posi-
tively with the RC Helitron superfamily. These TEs are known to be near genes [38]. The
smaller sub-cluster, which correlates negatively with the bigger sub-cluster, shows that
heterochromatic states 8 and 9 are enriched together with LTR retrotransposons of the
Gypsy superfamily, DNA transposons of the EnSpm/CACTA superfamily, and CMT2-
targeted TEs. CMT2 preferentially targets Gypsy elements (Additional file 1: Fig. S6) and
EnSpm/CACTA elements are known to accumulate along with LTR retrotransposons at
pericentromeres, knobs, and TE islands [38]. These heterochromatic chromatin states
and TE superfamilies, as well as the CMT2-targeted TEs in general, show increased
levels of H3K9me2 (Additional file 1: Fig. S8), which is positively correlated with JSD
(Fig. 4c). The remaining TE superfamilies and RdDM-targeted TEs form a cluster with
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Fig. 7 UpSet plots for MSGs by source in each context. The filled cells below the x-axis indicate the sources
that are part of the intersection and the y-axis indicates the number of MSGs in the respective intersection.
The total number of MSGs in each source is visualized by the bars on the left
rather weak correlation, but RdDM-targeted TEs show some co-enrichment with AT-rich
heterochromatin (state 8), which itself is co-enriched with MSGs in the CHH context.
Figure 8b shows that in the vicinity of CMT2- and RdDM-targeted TEs one will find
more MSGs than any gene from the background. If there would be no spatial correlation,
we would expect a uniform frequency [44]. The increase of the frequency close to small
relative distances to the TEs suggests a spatial correlation betweenMSGs and the targeted
TEs. The tendency to co-localize with genes near chromatin states 8 and 9 is even more
pronounced (8b, bottom), but there are some interesting differences between these states:
RdDM-targeted TEs are close to genes nearby chromatin state 8, whereas CMT2-targeted
TEs are close to genes nearby chromatin state 9. Apart from sequence composition (AT-
rich vs. GC-rich), state 8 also differs from state 9 by increased levels of the Polycombmark
H3K27me3 and its genomic location [31]: state 8 is located in the chromosome arms,
interspersed with euchromatic but inactive regions in states 4 (noncoding, intergenic) and
5 (Polycomb-regulated), whereas state 9 is characteristic for pericentromeres and is rather
interspersed with state 8 only.
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Fig. 8 Spatial association of MSGs, TE categories, and chromatin states. a Hierarchical clustering for
normalized enrichment scores of features based on Spearman’s ρ in non-overlapping, 50-kb intervals. b
Spatial correlation measured by relative distance between, on the one hand, CMT2- and RdDM-targeted TEs
and, on the other hand, genes that are metastable (left) and nearby certain chromatin states (right). cMET
and JSD profiles for rosette leaves in each context across CMT2- and RdDM-targeted TEs. d Probability of
metastable genes (MSGs) nearby CMT2- and RdDM-targeted TEs. The x-axis gives the gene count normalized
to the total number of MSGs (top 5%, here for rosettes). The vertical lines show the observed fraction of MSGs
nearby the targeted TE category. The kernel density estimates show the distribution of the fraction of genes
nearby TEs for 10,000 randomly selected gene sets, each of a size equal to the total number of MSGs. The p
value that is estimated by the randomization test is defined by p = P (g ≥ gobserved | H0), where the null
hypothesis H0 is random selection of protein-coding genes that are not TEGs
The MET and JSD profiles of CMT2- and RdDM-targeted TEs clearly differ (Fig. 8c).
It is not so much the level of these signals within the TE boundaries that differs, with
MET being highest in the CG, intermediate in the CHG, and barely above noise in the
CHH context for both TE categories. In contrast, both signals spread into the vicinity
of CMT2- but not RdDM-targeted TEs, since RdDM’s role seems to be to “reinforce the
boundary between TE and non-TE” [38]. It is also known that these pathways can target
different parts of long TEs with the borders targeted by the RdDM and the middle tar-
geted by the CMT pathway [45]. We have analyzed the MET and JSD profiles for long
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and short TEs (Additional file 1: Sec. S1.3 and Fig. S7) and see clear divergence peaks at
the border of long TEs especially in the CHH context, which is known to be targeted in
the wild type by RdDM [45]. The differences between long and short TEs are less pro-
nounced in the CG and CHG context. However, it is known that RdDM is not exclusively
targeted to the borders but that it can have an effect on the whole TE body [46]. The
phase planes for the targeted TE groups (Fig. 9) are similar in the CG and CHH con-
text with peaks at high and low MET, respectively; in the CHG context, MET is more
evenly distributed but reveals a peak at LMCs in RdDM-targeted TEs that is absent in
CMT2-targeted TEs.
It seems that metastable genes tend to be close to CMT2- and RdDM-targeted
TEs. We tested for this by comparing the observed fraction of MSGs near TEs to
the fraction in random gene sets (10,000 random draws of gene sets of the same
size as the set of observed MSGs). As Fig. 8d clarifies, the distributions for ran-
dom gene sets are consistently centered below the observed fractions (vertical lines),
which makes it highly unlikely that the association of MSGs with CMT2- and RdDM-
targeted TEs is by chance. Note that although the fractions for RdDM-targeted TEs are
higher than those for CMT2-targeted TEs, the statistical evidence is even stronger for
CMT2-targeted TEs.
In summary, these results suggest an important role for silenced, heterochromatic ele-
ments and associated TEs in driving intragenic methylation divergence. Notably, MSGs
co-localize with CMT2- and RdDM-targeted TEs. Therefore, it is likely that TE insertions
provoke imprecise de novomethylation through CMT2 and RdDM and thereby introduce
single methylation polymorphisms that are stabilized through maintenance methylation
and amplified into metastable (i.e., segregating) sites characterized by high JSD at the
population level.
Fig. 9 Context-specific MET-JSD phase planes for CMT2- and RdDM-targeted TEs. Methylome phase planes
for rosette leaves. The margins display the distribution of MET and JSD, respectively. SciPy
(scipy.stats.spearmanr) was used to compute Spearman’s ρ and the corresponding p value
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Methylation divergence and gene expression
Location is not the only factor that affects gene methylation. In fact, a long-standing
discussion in epigenetics concerns the interplay of DNA methylation and gene expres-
sion. Here, we are interested in the differences in DNA methylation (and methylation
divergence) between differentially expressed genes.
To this end, we have profiled MET and JSD in two different categories of genes—the
top 50 and bottom 50 genes by relative expression level. Since the expression of genes dif-
fers between tissues and organs, we have looked at these two categories in carpels, mature
pollen, roots, and rosettes during the vegetative phase of the life cycle using data from
the Arabidopsis thaliana expression angler [47]. Hence, different groups of genes were
compared for each transcriptome source. We compared the metagene profiles across tis-
sues, that is for a source-specific pair of gene sets (e.g., top and bottom expressed genes
in rosette), we have looked for differences not only in the signals coming from the same
source but also in the other sources that were included in this study. In addition, we
performed a correlation analysis of all genes for available datasets (see Additional file 1:
Sec. S1.4 and Fig. S9).
While we observe a negative correlation between MET/JSD and gene expression in
general (Additional file 1: Fig. S9), effectively, there is no difference in DNA methylation
between the top 50 and bottom 50 expressed genes of all analyzed sources with one excep-
tion: in mature pollen, the gene bodies of downregulated genes show on average higher
levels of MET and JSD in the CG context (Fig. 10a). The increased methylation diver-
gence in these genes is not restricted to the sperm cell and vegetative nucleusmethylomes,
which make up the pollen methylome. It is also observed in methylomes from vegetative
sources like rosette leaves. Interestingly, many of the genes that are repressed in mature
pollen are expressed constitutively in the rest of the plant (see Additional file 1: Fig. S10
for a snapshot of the 9 least expressed genes). That means, although there is a difference
in methylation between the top 50 and bottom 50 expressed genes in mature pollen, the
methylation level of the bottom 50 genes themselves does not change in response to the
repression during pollen development. One example is given in Fig. 10b. The AT2G01060
gene, encoding amyb-like HTH transcriptional regulator family protein, shows gene body
methylation and is upstream of CMT2- and RdDM-targeted TEs that are associated with
high methylation in all three sequence contexts. The inset image shows the deactivation
of this gene during pollen development.
In summary, our analysis of differentially expressed genes across many sources high-
lights numerous counterexamples to the general claim that variation in gene body
methylation is somehow related to expression levels. The increased methylation in the
bottom 50 genes expressed in mature pollen is probably a remnant of ancient methy-
lation that is perpetuated through maintenance methylation: first, only CG methylation
is different from the top 50 genes, and second, CG methylation does not change during
development despite changes in gene expression. Taking also previous negative findings
into account [20, 36], the significance of the correlation between gene expression and gene
body methylation is still unclear.
Discussion
This is, to our knowledge, the first application of JSD to DNA methylation or any epi-
genetic mark. As the symmetrical, smoothed version of the Kullback-Leibler divergence
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Fig. 10 Differential DNA methylation for differentially expressed genes in mature pollen. aMET (left) and JSD
(right) profiles (arithmetic mean, 2-kb flanks, 200-bp bins) from sperm cells for high- (top 50) and
low-expressed (bottom 50) genes in mature pollen. The top panels show the metagene profiles over all top
and bottom 50 genes, respectively. The bottom panels show profiles of each gene as a heatmap. b A
genome browser view centered at a gene in the bottom 50 expressed group in mature pollen (myb-like HTH
transcriptional regulator family protein; AT2G01060). The TE track highlights the TE family (blue), the
superfamily (grey), and the targeting DNA methylation pathway (red) if applicable. The signal tracks are for
JSD (scatter plot) and MET (heatmaps) in sperm cells using context-dependent colors as in the rest of the
text. The eFP image shows relative gene expression of AT2G01060 and was generated with the “Tissue
Specific Microgametogenesis eFP” of ePlant [48] using Affymetrix ATH1 array data [49]
[23, 50], JSD is always well-defined and bounded. JSD and mutual information are closely
related [51] and can measure any type of statistical dependence between variables [52],
not being restricted to linear or monotonous relations. These and other unique prop-
erties of JSD have been discussed extensively in the literature [24, 53–57] and have led
to successful applications in different fields [24, 58–60]. Interestingly, since JSD is based
on the partitioning of a measure of variation, in this case the entropy of distributions,
it embodies an idea that is also prevalent in the analysis of species [61, 62] and genetic
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diversity (F-statistics, [1, 63]). However, the extension of JSD to more levels of popula-
tion subdivision, similar to hierarchical F-statistics [64], is outstanding. This would allow
the apportionment of JSD to different groups or experimental factors and substantially
increase the practical value of our approach.
Here, we have characterized the variation of organ-, tissue-, and cell-specific methy-
lomes of Arabidopsis thaliana by applying JSD to methylation tables. These tables
characterize each cytosine’s state by two counts, the number of methylated and unmethy-
lated reads, which leads to contingency tables at each site. In this case, the weighted
methylation level (MET) turns out to be a natural complement to JSD. Together, they
define the state of each C-site with respect to the population, as illustrated in Fig. 1b.
It is reassuring that MET has been identified previously as the most suitable summary
statistic for the methylation level across many sites [65]. We want to emphasize here that
methylation tables are by no means the only way to characterize the state of cytosine
sites. For example, a methylation caller like Bis-SNP [66] would provide probability dis-
tributions over the sample space of “epigenotypes” CC,MC,MM, where C and M denote
the unmethylated and methylated cytosine, respectively. The divergence of these distri-
butions can also be analyzed with JSD by giving, for example, each distribution the same
weight. In principle, any method or analysis pipeline that yields information in the form
of a probability distribution can be used as the input for JSD, not only contingency tables.
This makes JSD such a highly flexible framework to confront different types of data sets.
Different approaches already exist to detect differentially methylated cytosines (DMCs)
and regions (DMRs) based on BS-seq data [67], some of them also based on the concept
of entropy. However, we want to emphasize that it was not our aim to propose another
approach to infer DMCs. The JSD statistic of single C-sites can be used to do hypothesis
testing (see [24] and [68] on the relation between testing and information divergences) to
identify DMCs. However, we do not advocate such a practice here because we do not want
to know if a site differs with respect cytosine methylation but by how much. Moreover,
DMCs and DMRs are usually restricted to case-control designs where two individuals or
two groups are compared. The advantage of JSD for population studies is that it applies to
many individuals or groups and that it acknowledges the intrinsic hierarchy in the data set
by taking into account the variability at each site. In that sense, JSD is rather comparable
to the analysis of variance (ANOVA) without assuming normally distributed variables
and with the same variance (i.e., homoscedasticity). Regarding DMRs, it is important to
realize that the average JSD of C-sites in a region does not equal the total JSD of the
region. The average JSD, which has been analyzed in this study, ignores the variation of
JSD within the region, something that a proper regional divergence measure should take
into account. However, the proper weighting to quantify the regional JSD is still an open
problem. Thus, a region with increased average JSD of sites may indicate a robust DMR
but can also just be a hotspot of divergent sites in the examined population.
One way to improve the present approach is to use better estimators of JSD and to also
estimate the uncertainty of different estimators due to finite sampling from a popula-
tion. The non-parametric “plug-in” estimator, which replaces probabilities by frequencies,
is fast to compute and gives good results for large sample sizes. But better estimators
exist for small sample sizes based on the k-nearest neighbor algorithm [69], and these
may be relevant for estimating JSD at sites with small read depth. Also, the empirical
estimator of methylation divergence is sensitive to uneven coverage at a site across the
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population—that is, if one or very few sampling units have a substantially higher read
depth than the rest, their weights π will be close to one while the weights of all other
units will be close to zero (see the definition of the weights in the “Methods” section).
This leads to a bias towards lower values of JSD in the sample as compared to the popu-
lation. On the other hand, the present estimator of JSD has minimum variance [24]. An
improved estimator of population JSD should correct for the coverage bias while still hav-
ing theminimum variance possible. For exploring divergent sites, at least, the bias towards
false negatives rather than false positives is a tenet because selecting candidate sites for
further study that turn out to be dead ends can be wasteful. Apart from developing and
implementing better estimators for JSD, it is also useful to quantify their uncertainty. The
uncertainty estimate can be in the form of (orthodox) confidence or (Bayesian) credible
intervals. For example, if the sample size is small yet representative, resampling tech-
niques like the bootstrap or the jackknife are appropriate to compute confidence intervals
for estimators in the absence of exact formulae [70]. Alas, the determination of uncer-
tainty with randomized algorithms is computationally expensive. A future task is to test if
uncertainty quantification is feasible at the genome scale.
The divergence analysis of Arabidopsis thaliana underscores the remarkable overall
stability of the methylome across different conditions and supports the conclusion that
methylation patterns are to a significant extent determined by genome organization and
not by environmental impacts [71, 72]. In regions that show a stable methylation state
(i.e., hypo- or hypermethylated regions), JSD can uncover whether precision at the sin-
gle nucleotide level is critical. If the region shows elevated JSD across the population, as
is often the case in heterochromatin, the state of each single cytosine is less important
than the state of the region itself. The consideration of different organs, tissues, and cell
types highlights some features that may be overlooked if one focuses only on the whole
organism or a single tissue: some loci are controlled by gene regulatory processes that
unfold during development; in the non-CG context, mainly affected by de novo methy-
lation, patterns of variation are determined by source rather than the difference between
the CHG and CHH context. Thus, intra-individual data pooling can indeed obscure inter-
individual differences. The same conclusion has been drawn recently in other plants
[73, 74] and mammals [30, 75].
This study has shown that methylation divergence tends to be higher in the CG context
compared to the non-CG context, especially in regions with gene body-like chromatin sig-
natures. Although our analysis cannot rule out the influence of different Col-0 accessions,
as there will surely be some genetic variation between plants maintained in different labo-
ratories, we think that CG sites tend to display higher divergence because a methyl-group
is occasionally lost during replication, and thus not maintained over subsequent cell divi-
sions [27, 29]. These random perturbations can lead to differing methylation states in
the daughter cells, which persist in the different lineages if there is no intrinsic tendency
to reset the methylation state in the lineage that has lost methylation. This is a possible
explanation for populations of cells and even whole plants with increased methylation
divergence at CG sites, leading to metastable states at the population level [76].
Our results support and refine previous indications that TEs influence epigenomic vari-
ation [20, 77, 78]. Arabidopsis thaliana uses DNA methylation for the silencing of TEs
using the RdDM and CMT2 pathways. The increased methylation divergence associated
with these TEs indicates that the defense response is not precise at the single-cytosine
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level. That is, TEs seem to provoke an epigenetic layer of variation that may influence the
“selective arena.” It is known that “selfish” genetic elements, although largely deleterious,
can become functional [79, 80] and may even play a role in speciation [81]. Our results
support the role of TEs as important drivers of evolution even if they are neutralized.
Conclusions
We have implemented a fast, scalable method to perform genomic scans of divergence in
large populations. This approach based on JSD is non-parametric; hence, it works without
parameter tuning and model specification. JSD can be applied to any functional genomics
data thatmaps a discrete probability distribution to a locus. Furthermore, its application is
general and can be extended to analyze epigenetic variation between individuals, organs,
tissues, or cells, including different cell lineages in heterogeneous tumors [8]. The applica-
tion of JSD to methylome data inArabidopsis thaliana shows that methylation divergence
tends to increase the more closed, heterochromatic or silenced chromatin is. Our analy-
sis emphasizes the dominant role of location for DNA methylation and its divergence, in




We chose JSD as a divergence measure mainly for two reasons: general applicability and
flexibility. JSD is an information-theoretic divergence that can be applied to a set of prob-
ability distributions [23]. It is based on the concept of Shannon (or information) entropy
[25] and can be interpreted in terms of the Kullback-Leibler divergence, as well as mutual
information. As a divergence measure, it assigns a real number to a set of probability
distributions with a common measure. This number reflects the variability of the set. In
terms of Shannon entropy H , the general Jensen-Shannon divergence [55] for a set of








= H〈P〉 − 〈H〉 (2)
Here, the mixture distribution 〈P〉 =
∑
j πjPj is the average of the probability distribu-
tions Pj with respect to the weights πj and 〈H〉 is the corresponding average of the entropy
of all Pj. The weights are normalized, that is
∑
j πj = 1 holds such that the mixture is a
convex combination of distributions. Different weights can be assigned according to the
importance of each distribution, which is useful for decision problems [23]. The Shannon




Pjk logb Pjk . (3)
Here, k ∈  is an event from the sample space with probability Pjk , such that
∑
k Pjk =
1 is fulfilled. We follow the convention in information theory using the base b = 2 to
measure JSD in bit.
In terms of JSD, variation is equivalent to the expected loss of information upon
“mixing” the data sources. Figure 1a illustrates this geometrically, using three binary dis-
tributions (i.e., with two events in the sample space). The maximum entropy in bit is
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log2(2) = 1 bit in this case. The mixture entropy, H〈P〉, must lie on the red segment of
the entropy graph, the exact location depending on the weights. Likewise, the point rep-
resenting the corresponding average entropy, 〈H〉, of the set must lie on the red triangle.
Due to the shape of the entropy graph, the red segment will always be above the red trian-
gle, which means that H〈P〉 ≥ 〈H〉. Essentially, this inequality expresses the expectation
that mixing different sources of information tends to increase uncertainty or, equivalently,
leads to a loss of information. Due to this inequality, JSD is always bounded by zero and
the logarithm of the size of the sample space, 0 ≤ D ≤ log(||).
Methylation divergence
To compute methylation divergence over a reference genome, we have to estimate JSD
from a set of methylation tables, that is, from read counts for two different events over a
collection of methylomes. Let i, j, and k be indices for cytosine position in the genome,
methylome in the population sample, and methylation state, respectively. Without loss
of generality, we let k = 1 indicate the methylated state and k = 2 the unmethylated
state, such that nijk denotes the corresponding read count. Based on these read counts,
a straightforward estimate of population JSD is obtained by replacing probabilities with









= H 〈̂Pi〉 − 〈Ĥi〉 (5)











k nijk is the per-methylome coverage at position i in methylome j and
ni =
∑
j nij is the total coverage of position i. That is, at each position, each sampling
unit has a weight corresponding to its coverage relative to the whole sample. Grosse et
al. [24] have shown that the plug-in estimator of JSD with data-dependent weights has
some bias but that it is the maximum likelihood estimator of JSD with minimum variance.
Table 2 exemplifies the computation of JSD at a single site using the plug-in, or empirical,
estimator.
We have developed an open-source program in Python, tentatively called Shannon [82],
with a simple command line interface to efficiently perform JSD scans for a large set of
methylomes using the plug-in estimator, see Additional file 1: Sec. S1.1 for more details.
Table 2 How to compute the terms of JSD at site i for a sample of three methylomes. The result is
D̂i = 0.58 − 0.39 = 0.19. NA not applicable
n1 n2 μ π H πH
Pi1 15 0 1.00 0.42 0.00 0.00
Pi2 11 1 0.92 0.33 0.41 0.14
Pi3 5 4 0.56 0.25 0.99 0.25
〈Pi〉 31 5 0.86 NA 0.58 0.39
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A by-product of computing JSD at a site i is the methylation level μ̂i, which is the







This is the plug-in estimate of themethylation bias (MET) within the population. Unless
stated otherwise, we refer to the position-specific estimates D̂i and μ̂i whenever we speak
of concrete JSD andMET values. Figure 1b shows that JSD andMET span a “phase plane”
that visualizes the spectrum of methylation across the genome and the population. At the
population level, each cytosine can be represented by a combination of JSD and MET,
hence a point in the phase plane. Since H〈P〉 is an upper bound for JSD, all such points
must fall within the region below the curve.
Data preprocessing
To generate the metadata, custom Python scripts were used to query the European
Nucleotide Archive (ENA) and NCBI’s Biosample database for all available Arabidop-
sis thaliana BS-seq runs which were subsequently curated semi-automatically to remove
inconsistencies (see Additional file 2). The investigation was restricted to wild-type
methylomes of the Col-0 accession and to tissues/organs (hereinafter called source), for
which at least three methylomes were available, see the overview in Fig. 1c and the
relevant metadata tables in the repository [83] (under results/tables/metadata).
Based on themetadata, methylation tables were generated by, first, mapping sequencing
runs in fastq format (quality-filtered using TrimGalore!/cutadapt [84] and mapped to the
reference genome (TAIR10) using Bismark [85]) and, second, making methylation calls
with MethylDackel [86]. The methylation tables were subsequently indexed with tabix
[87] to prepare the data for computing JSD with Shannon [82].
Data analysis
For the downstream analysis, we used the current genome annotation Araport 11 [40].
The complete pipeline was implemented in Snakemake [88], mainly using the scientific
python stack [89–92], R visualization libraries [41, 93, 94], and tools for genome analysis
[43, 95, 96]. Further details are given in Additional file 1: Sec. S1.2. The complete pipeline
and data are publicly available [83, 97].
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Additional file 2: metadata table. Excel file (metadata_Col-0_allGenotypes.xlsx) with all sequencing
runs that form the basis for our analysis. A CSV version of Additional file 2 can be found in the Gitlab repository [83] at
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Acknowledgments
We thank Eriko Sasaki and Magnus Nordborg (Gregor Mendel Institute, Vienna) for providing the list of CMT2- and
RdDM-targeted TEs. We thank Stefan Grob (Department of Plant and Microbial Biology, University of Zurich) for providing
the coordinates of CSDs and LSDs.
Peer review information
Kevin Pang was the primary editor of this article and managed its editorial process and peer review in collaboration with
the rest of the editorial team.
Review history
The review history is available as Additional file 3.
Authors’ contributions
Conceptualization: ÖK and UG; methodology: ÖK and UG; software: ÖK and MWS; formal analysis: ÖK and MWS;
investigation: ÖK; data curation: ÖK; writing the original draft: ÖK; writing, review, and editing: ÖK and UG; visualization:
ÖK and MWS; funding acquisition: ÖK and UG. The authors read and approved the final manuscript.
Funding
This work was supported by the University of Zurich, a Transition Postdoc Fellowship from SystemsX.ch (to ÖK), and
grants from the European Research Council and the Swiss National Science Foundation (to UG).
Availability of data andmaterials
Shannon is published under a MIT license in Gitlab [82]. The complete data analysis pipeline and filtered metadata files
are available in a Gitlab repository [83]. A version of the pipeline along with all genomic data, tables, and figures is
available under a CC BY 4.0 license in Zenodo [97].
Ethics approval and consent to participate
Not applicable.
Consent for publication
All authors have consented to the publication of this work in Genome Biology.
Competing interests
The authors declare that they have no competing interests.
Author details
1Department of Plant and Microbial Biology & Zurich-Basel Plant Science Center, University of Zurich, Zollikerstrasse 107,
8008 Zurich, Switzerland. 2Creoptix AG, Zugerstrasse 76, 8820 Wädenswil, Switzerland. 3MWSchmid GmbH, Möhrlistrasse
25, 8006 Zurich, Switzerland.
Received: 6 November 2019 Accepted: 10 June 2020
References
1. Holsinger KE, Weir BS. Genetics in geographically structured populations: defining, estimating and interpreting FST .
Nature. Rev Genet. 2009;10(9):639–50.
2. FrommerM, McDonald LE, Millar DS, Collis CM, Watt F, Grigg GW, et al. A genomic sequencing protocol that yields a
positive display of 5-methylcytosine residues in individual DNA strands. Proc Nat Acad Sci U S A. 1992;89(5):1827–31.
3. Cokus SJ, Feng S, Zhang X, Chen Z, Merriman B, Haudenschild CD, et al. Shotgun bisulphite sequencing of the
Arabidopsis genome reveals DNA methylation patterning. Nature. 2008;452(7184):215–9.
4. Lister R, O’Malley RC, Tonti-Filippini J, Gregory BD, Berry CC, Millar AH, et al. Highly integrated single-base
resolution maps of the epigenome in Arabidopsis. Cell. 2008;133(3):523–36.
5. Jeltsch A. Phylogeny of methylomes. Science. 2010;328(5980):837–8.
6. Slotkin RK, Martienssen R. Transposable elements and the epigenetic regulation of the genome. Nat Rev Genet.
2007;8(4):272–85.
7. Heard E, Martienssen RA. Transgenerational epigenetic inheritance: myths and mechanisms. Cell. 2014;157(1):
95–109.
8. Assenov Y, Brocks D, Gerhäuser C. Intratumor heterogeneity in epigenetic patterns. Semin Cancer Biol. 2018;51:
12–21.
9. Baroux C, Raissig MT, Grossniklaus U. Epigenetic regulation and reprogramming during gamete formation in plants.
Curr Opin Genet Dev. 2011;21(2):124–33.
10. Kawashima T, Berger F. Epigenetic reprogramming in plant sexual reproduction. Nat Rev Genet. 2014;15(9):613–24.
Kartal et al. Genome Biology          (2020) 21:172 Page 27 of 29
11. Gehring M. Epigenetic dynamics during flowering plant reproduction: evidence for reprogramming?. New Phytol.
2019;224(1):91–6.
12. Li E, Bestor TH, Jaenisch R. Targeted mutation of the DNA methyltransferase gene results in embryonic lethality.
Cell. 1992;69(6):915–26.
13. Reinders J, Wulff BBH, Mirouze M, Marí-Ordóñez A, Dapp M, Rozhon W, et al. Compromised stability of DNA
methylation and transposon immobilization in mosaic Arabidopsis epigenomes. Genes Dev. 2009;23(8):939–50.
14. Kooke R, Johannes F, Wardenaar R, Becker F, Etcheverry M, Colot V, et al. Epigenetic basis of morphological
variation and phenotypic plasticity in Arabidopsis thaliana. Plant Cell. 2015;27(2):337–48.
15. Schmid MW, Heichinger C, Schmid DC, Guthörl D, Gagliardini V, Bruggmann R, et al. Contribution of epigenetic
variation to adaptation in Arabidopsis. Nat Commun. 2018;9(1):4446.
16. Lämke J, Bäurle I. Epigenetic and chromatin-based mechanisms in environmental stress adaptation and stress
memory in plants. Genome Biol. 2017;18:124.
17. Cavalli G, Heard E. Advances in epigenetics link genetics to the environment and disease. Nature. 2019;571(7766):
489–99.
18. Schmitz RJ, Schultz MD, Lewsey MG, O’Malley RC, Urich MA, Libiger O, et al. Transgenerational epigenetic
instability is a source of novel methylation variants. Science. 2011;334(6054):369–73.
19. Becker C, Hagmann J, Muller J, Koenig D, Stegle O, Borgwardt K, et al. Spontaneous epigenetic variation in the
Arabidopsis thalianamethylome. Nature. 2011;480(7376):245–9.
20. Kawakatsu T, Huang SsC, Jupe F, Sasaki E, Schmitz RJ, Urich MA, et al. Epigenomic dversity in a global collection of
Arabidopsis thaliana Accessions. Cell. 2016;166(2):492–505.
21. Johannes F, Porcher E, Teixeira FK, Saliba-Colombani V, Simon M, Agier N, et al. Assessing the impact of
transgenerational epigenetic variation on complex traits. PLoS Genet. 2009;5(6):e1000530.
22. Cortijo S, Wardenaar R, Colomé-Tatché M, Gilly A, Etcheverry M, Labadie K, et al. Mapping the epigenetic basis of
complex traits. Science. 2014;343(6175):1145–8.
23. Lin J. Divergence measures based on the Shannon entropy. IEEE Trans Inf Theory. 1991;37:145–51.
24. Grosse I, Bernaola-Galván P, Carpena P, Román-Roldán R, Oliver J, Stanley HE. Analysis of symbolic sequences
using the Jensen-Shannon divergence. Phys Rev E Stat Nonlinear Soft Matter Phys. 2002;65(4 Pt 1):041905.
25. Shannon CE. A Mathematical theory of communication. Bell Syst Tech J. 1948;27:379–423.
26. Schmid MW, Schmidt A, Grossniklaus U. The female gametophyte: an emerging model for cell type-specific
systems biology in plant development. Front Plant Sci. 2015;6:907.
27. Law JA, Jacobsen SE. Establishing, maintaining and modifying DNA methylation patterns in plants and animals. Nat
Rev Genet. 2010;11(3):204–20.
28. Seymour DK, Becker C. The causes and consequences of DNA methylome variation in plants. Curr Opin Plant Biol.
2017;36:56–63.
29. Song J, Rechkoblit O, Bestor TH, Patel DJ. Structure of DNMT1-DNA complex reveals a role for autoinhibition in
maintenance DNA methylation. Science. 2011;331(6020):1036–40.
30. Luo C, Keown CL, Kurihara L, Zhou J, He Y, Li J, et al. Single-cell methylomes identify neuronal subtypes and
regulatory elements in mammalian cortex. Science. 2017;357(6351):600–4.
31. Sequeira-Mendes J, Araguez I, Peiro R, Mendez-Giraldez R, Zhang X, Jacobsen SE, et al. The functional topography
of the Arabidopsis genome is organized in a reduced number of linear motifs of chromatin states. Plant Cell.
2014;26(6):2351–66.
32. Zhao S, Cheng L, Gao Y, Zhang B, Zheng X, Wang L, et al. Plant HP1 protein ADCP1 links multivalent H3K9
methylation readout to heterochromatin formation. Cell Res. 2019;29(1):54–66.
33. Grob S, Schmid MW. Grossniklaus U. Hi-C analysis in Arabidopsis Identifies the KNOT, a structure with similarities to
the Flamenco locus of Drosophila. Mol Cell. 2014;55(5):678–93.
34. Zhang T, Marand AP, Jiang J. PlantDHS: A Database for DNase I hypersensitive sites in plants. Nucleic Acids Res.
2016;44(D1):D1148–53.
35. Lu Z, Hofmeister BT, Vollmers C, DuBois RM, Schmitz RJ. Combining ATAC-Seq with nuclei sorting for discovery of
cis-regulatory regions in plant genomes. Nucleic Acids Res. 2017;45(6):e41.
36. Bewick AJ, Ji L, Niederhuth CE, Willing EM, Hofmeister BT, Shi X, et al. On the origin and evolutionary
consequences of gene body DNA methylation. Proc Nat Acad Sci U S A. 2016;113(32):9111–6.
37. Yan W, Chen D, Schumacher J, Durantini D, Engelhorn J, Chen M, et al. Dynamic control of enhancer activity
drives stage-specific gene expression during flower morphogenesis. Nat Commun. 2019;10(1):1–16.
38. Sigman MJ, Slotkin RK. The first rule of plant transposable element silencing: location, location, location. Plant Cell.
2016;28(2):304–13.
39. Buisine N, Quesneville H, Colot V. Improved detection and annotation of transposable elements in sequenced
genomes using multiple reference sequence sets. Genomics. 2008;91(5):467–5.
40. Cheng CY, Krishnakumar V, Chan AP, Thibaud-Nissen F, Schobel S, Town CD. Araport11: a complete reannotation
of the Arabidopsis thaliana reference genome. Plant J. 2017;89(4):789–804.
41. Conway JR, Lex A, Gehlenborg N. UpSetR: an R package for the visualization of intersecting sets and their
properties. Bioinformatics. 2017;33(18):2938–40.
42. Stroud H, Greenberg MVC, Feng S, Bernatavichute YV, Jacobsen SE. Comprehensive analysis of silencing mutants
reveals complex regulation of the Arabidopsismethylome. Cell. 2013;152:352–64.
43. Quinlan AR, Hall IM. BEDTools: a flexible suite of utilities for comparing genomic features. Bioinformatics. 2010;26(6):
841–2.
44. Favorov A, Mularoni L, Cope LM, Medvedeva Y, Mironov AA, Makeev VJ, et al. Exploring massive, genome scale
datasets with the GenometriCorr package. PLoS Comput Biol. 2012;8(5):e1002529.
45. Zemach A, Kim MY, Hsieh PH, Coleman-Derr D, Eshed-Williams L, Thao K, et al. The Arabidopsis nucleosome
remodeler DDM1 allows DNA methyltransferases to access H1-containing heterochromatin. Cell. 2013;153(1):
193–205.
Kartal et al. Genome Biology          (2020) 21:172 Page 28 of 29
46. Sasaki E, Kawakatsu T, Ecker JR, Nordborg M. Common alleles of CMT2 and NRPE1 are major determinants of CHH
methylation variation in Arabidopsis thaliana. PLOS Genet. 2019;15(12):e1008492.
47. Austin RS, Hiu S, Waese J, Ierullo M, Pasha A, Wang TT, et al. New BAR tools for mining expression data and
exploring cis-elements in Arabidopsis thaliana. Plant J. 2016;88(3):490–504.
48. Waese J, Fan J, Pasha A, Yu H, Fucile G, Shi R, et al. ePlant: visualizing and exploring multiple levels of data for
hypothesis generation in plant biology. Plant Cell. 2017;29(8):1806–21.
49. Honys D, Twell D. Transcriptome analysis of haploid male gametophyte development in Arabidopsis. Genome Biol.
2004;5(11):R85.
50. Kullback S, Leibler RA. On information and sufficiency. Ann Math Stat. 1951;22(1):79–86.
51. Ross BC. Mutual information between discrete and continuous data sets. PLoS One. 2014;9(2):e87357.
52. Kinney JB, Atwal GS. Equitability, mutual information, and the maximal information coefficient. Proc Nat Acad Sci U
S A. 2014;111(9):3354–9.
53. Menéndez ML, Pardo JA, Pardo L, Pardo MC. The Jensen-Shannon divergence. J Frankl Inst. 1997;334(2):307–18.
54. Endres DM, Schindelin JE. A new metric for probability distributions. IEEE Trans Inf Theory. 2003;49(7):1858–60.
55. Fuglede B, Topsøe F. Jensen-Shannon divergence and Hilbert space embedding. In: International Symposium on
Information Theory, 2004. ISIT 2004. Proceedings. IEEE; 2004. https://doi.org/10.1109/isit.2004.1365067.
56. Cha SH. Comprehensive survey on distance/similarity measures between probability density functions. Int J Math
Models Methods Appl Sci. 2007;1(4):300–7.
57. Cichocki A, Amari S-i. Families of alpha- beta- and gamma- divergences: flexible and robust measures of similarities.
Entropy. 2010;12(6):1532–68.
58. Dagan I, Lee L, Pereira F. Similarity-based methods for word sense disambiguation. In: Proceedings of the 35th
annual meeting on Association for Computational Linguistics -. Association for Computational Linguistics; 1997.
https://doi.org/10.3115/976909.979625.
59. Majtey AP, Lamberti PW, Prato DP. Jensen-Shannon divergence as a measure of distinguishability between mixed
quantum states. Phys Rev A. 2005;72(5):052310.
60. Trapnell C, Williams BA, Pertea G, Mortazavi A, Kwan G, van Baren MJ, et al. Transcript assembly and quantification
by RNA-Seq reveals unannotated transcripts and isoform switching during cell differentiation. Nat Biotechnol.
2010;28(5):511–5.
61. Hill MO. Diversity and evenness: a unifying notation and its consequences. Ecology. 1973;54(2):427–32.
62. Jost L. Entropy and diversity. Oikos. 2006;113(2):363–75.
63. Wright S. The genetical structure of populations. Ann Eugenics. 1951;15(4):323–54.
64. Yang RC. Estimating hierarchical F-statistics. Evolution. 1998;52(4):950–6.
65. Schultz MD, Schmitz RJ, Ecker JR. ‘Leveling’ the playing field for analyses of single-base resolution DNA
methylomes. Trends Genet. 2012;28(12):583–5.
66. Liu Y, Siegmund KD, Laird PW, Berman BP. Bis-SNP: combined DNA methylation and SNP calling for Bisulfite-seq
data. Genome Biol. 2012;13(7):R61.
67. Shafi A, Mitrea C, Nguyen T, Draghici S. A survey of the approaches for identifying differential methylation using
bisulfite sequencing data. Brief Bioinformatics. 2017;19(5):737–53.
68. Basseville M. Divergence measures for statistical data processing - an annotated bibliography. Sig Process.
2013;93(4):621–33.
69. Kraskov A, Stögbauer H, Grassberger P. Estimating mutual information. Phys Rev E Stat Nonlinear Soft Matter Phys.
2004;69(6 Pt 2):066138.
70. Efron B, Gong G. A leisurely look at the bootstrap, the jackknife, and cross-validation. Am Stat. 1983;37(1):36–48.
71. Seymour DK, Koenig D, Hagmann J, Becker C, Weigel D. Evolution of DNA methylation patterns in the Brassicaceae
is driven by differences in genome organization. PLoS Genet. 2014;10(11):004785.
72. Hagmann J, Becker C, Müller J, Stegle O, Meyer RC, Wang G, et al. Century-scale methylome stability in a recently
diverged Arabidopsis thaliana lineage. PLoS Genet. 2015;11(1):.
73. Lauria M, Echegoyen-Nava RA, Rodríguez-Ríos D, Zaina S, Lund G. Inter-individual variation in DNA methylation is
largely restricted to tissue-specific differentially methylated regions in maize. BMC Plant Biol. 2017;17:52.
74. Alonso C, Pérez R, Bazaga P, MedranoM, Herrera CM. Within-plant variation in seed size and inflorescence fecundity
is associated with epigenetic mosaicism in the shrub Lavandula latifolia (Lamiaceae). Ann Bot. 2018;121(1):153–60.
75. Decato BE, Lopez-Tello J, Sferruzzi-Perri AN, Smith AD, Dean MD. DNA methylation divergence and tissue
specialization in the developing mouse placenta. Mol Biol Evol. 2017;34(7):1702–12.
76. Rakyan VK, Blewitt ME, Druker R, Preis JI, Whitelaw E. Metastable epialleles in mammals. Trends Genet. 2002;18(7):
348–51.
77. Dubin MJ, Zhang P, Meng D, Remigereau MS, Osborne EJ, Paolo Casale F, et al. DNA methylation in Arabidopsis
has a genetic basis and shows evidence of local adaptation. elife. 2015;4:e05255.
78. Stuart T, Eichten SR, Cahn J, Karpievitch YV, Borevitz JO, Lister R. Population scale mapping of transposable
element diversity reveals links to gene regulation and epigenomic variation. eLife. 2016;5(e20777):.
79. Lisch D. How important are transposons for plant evolution?. Nat Rev Genet. 2013;14(1):49–61.
80. Chuong EB, Elde NC, Feschotte C. Regulatory activities of transposable elements: from conflicts to benefits. Nat Rev
Genet. 2017;18(2):71–86.
81. Belyayev A. Bursts of transposable elements as an evolutionary driving force. J Evol Biol. 2014;27(12):2573–84.
82. Kartal Ö, Schmid MW. Shannon - measuring genomic diversity using information theory. Gitlab. 2019. https://gitlab.
com/okartal/shannon.
83. Kartal Ö, Schmid MW, Meta-Methylome. Gitlab. 2019. https://gitlab.com/okartal/meta-methylome.
84. Martin M. Cutadapt removes adapter sequences from high-throughput sequencing reads. EMBnetjournal.
2011;17(1):10–12.
85. Krueger F, Andrews SR. Bismark: a flexible aligner and methylation caller for Bisulfite-seq applications.
Bioinformatics. 2011;27(11):1571–2.
Kartal et al. Genome Biology          (2020) 21:172 Page 29 of 29
86. Ryan D. MethylDackel: a (mostly) universal methylation extractor for BS-seq experiments. GitHub. 2017. https://
github.com/dpryan79/MethylDackel. Accessed Sep 2016.
87. Li H. Tabix: fast retrieval of sequence features from generic TAB-delimited files. Bioinformatics. 2011;27(5):718–9.
88. Köster J, Rahmann S. Snakemake–a scalable bioinformatics workflow engine. Bioinformatics. 2012;28(19):2520–2.
89. Hunter JD. Matplotlib: a 2D graphics environment. Comput Sci Eng. 2007;9(3):90–5.
90. McKinney W. Data structures for statistical computing in Python. In: van der Walt S, Jarrod Millman, editors.
Proceedings of the 9th Python in Science Conference; 2010. p. 51–6.
91. VanderPlas J, Granger B, Heer J, Moritz D, Wongsuphasawat K, Satyanarayan A, et al. Altair: interactive statistical
visualizations for Python. J Open Source Softw. 2018;3(32):1057.
92. Waskom M, Botvinnik O, O’Kane D, Hobson P, Ostblom J, Lukauskas S, et al. mwaskom/seaborn: Version v0.9.0
Zenodo. 2018. http://doi.org/10.5281/zenodo.1313201. Accessed July 2018.
93. Gu Z, Gu L, Eils R, Schlesner M, Brors B. Circlize implements and enhances circular visualization in R. Bioinformatics.
2014;30(19):2811–2.
94. Hahne F, Ivanek R. Visualizing genomic data using Gviz and Bioconductor. In: Statistical genomics methods in
molecular biology. New York: Humana Press; 2016. p. 335–51.
95. Dale RK, Pedersen BS, Quinlan AR. Pybedtools: a flexible Python library for manipulating genomic datasets and
annotations. Bioinformatics. 2011;27(24):3423–4.
96. Ramírez F, Dündar F, Diehl S, Grüning BA, Manke T. deepTools: a flexible platform for exploring deep-sequencing
data. Nucleic Acids Res. 2014;42(W1):W187–91.
97. Kartal Ö, Schmid MW, Grossniklaus U. Data and code for “Cell type-specific genome scans of DNA methylation
diversity indicate an important role for transposable elements”. (Data set, Version v1.0). Zenodo. 2019. http://doi.org/
10.5281/zenodo.3521984.
Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
