Abstract--Residual
As stated in the previous section, a P-stage RVQ can be represented by a tree as illustrated in Figure 2 . The associated "single-stage" direct-sum VQ codebook and the tree-structured RVQ codebook are identical in the sense that they produce the same representation of the source output, and thus, have the same expected distortion. For the direct-sum VQ, let us define the following symbols: 
lt2).
A P-stage RVQ is said to be optimal if it gives at least a locally minimum value of the average distortion incurred in representing zl with _1, 
The optimal direct-sum partition cells are denoted with asterisks, V*(j). is the pth stage-removed direct-sum path of the RVQ tree.
Given a particular zl 6. _k and a fixed RVQ encoding rule, there exists a pth
This residual vector is the difference between the input and the stage-removed directsum vector. Because the stage-removed residual % is a translation (conditioned on the pth stage) of the realization zl of the random vector X1, it is also a realization of a random vector rp with associated stage-removed residual probability density function frp(%).
In addition, let Hp(jp) be the set of P-tuple indices corresponding to all directsum code vectors y(j) that contain 1/p(Jp) in their construction. In other words, Hs,(jp) C J is the set of all indices such that Jr 6. Jp is the pth element of j. The set Hp(jp) can be used to describe the j_th stage-removed residual equivalence class
jcxp(j,)
where V(j)-g(_p(j)) indicates that all _l 6. V(j) have been translated by g(_p(j)).
If V(j)
is assumed to be an optimal partition, i.e. V(j)
is an optimal stage-removed residual equivalence class. 
et,
In the second approach, often called the nonlinear Gauss-Seidel algorithm, the minimizations axe carried out successively for each codebook and may be described mathematically by C_(t + 1)= argminF(C,(t + 1),...,Cp_,(t + 1),Cp, Cp+,(t),...,Ce(t)), 
Using the assumption that the distortion measure is translation invariant, and also using (3) together with the law of total probability, we can rewrite the above equation
--jpEJp UE_ Convergenceof the nonlinear Gauss-Seidel algorithm applied to RVQ can now be established using a descent approach. ,ce) = -cvFCe ,e2,... ,cp),
In [19], it is shown that
where c is a positive real number and VF denotes the gradient of F [21] . 2 cannot be used to guarantee the convergence of the Jacobi algorithm (when the squared error distortion measure is used). In fact, computer simulations confirm the Jacobi algorithm is not guaranteed to converge, even when the initial vector is close to (C_,q,... ,C,g).
2.2
The RVQ Design Algorithm
The 
where _ can be interpreted as the slope of a line supporting the convex hull of the operational distortion-rate function bk(R).
A variable rate P-stage RVQ (with an average rate no greater than R) is said to be optimal for fX, (') if it gives at least a locally minimum value of the average distortion. The design problem can be stated as follows: Choose the codebook C, partition P, and variable-length mapping L that minimize the average distortion
where 1 : _k _ _ is the variable length of the codeword representing zl, and is defined by
This constrained minimization problem can be replaced by the following unconstrained minimization problem:
Choose the codebook C, partition P, and variable length mapping I, that minimize the Lagrangian 
z_ E V*(j) iff d[z_,y(j)]q-A [L(j)I __ d[zl,y(k)]q-A [L(&)[ for all k E J. (12)
Note that (2) is a special case of (12) when _ = 0. where _', = ffi: -g(]q,(j)), and fr,ti,('Y,) is defined by (9).
The EC-RVQ Design Algorithm (17)
The EC-RVQ design algorithm proposed here is an iterative descent algorithm similar to the one used for the design of EC-VQ codebooks.
Each iteration consists of
applying the transformation (ECt + 1),LCt + 1),D(t + 1))-
T(E(t),L(t),DCt))

where E(t+ 1)= argm_n(E,L(t),D(t))
Lit 
sequence (E(t),L(t),D(t))
, t = 0,1,..., generated by the transformation T minimizes the Lagrangian Jx(E, L,D) (as given by (11)). Therefore, the EC-RVQ design algorithm is guaranteed to converge to a local minimum.
To find several points on the convex hull of the operational rate-distortion curve, the minimization of Jx(E, L, D) is repeated for various _'s. Starting with _ = 0 (which corresponds to the RVQ codebook designed by the fixed rate RVQ design algorithm), the EC-RVQ design algorithm uses a pre-determined sequence of _'s to design locally optimal variable rate EC-RVQ codebooks.
For optimal performance, the EC-RVQ design algorithm must generally employ an exhanstive-search encoder, a jointly optimized direct-sum decoder, and an optimal entropy coder as described by (14) . Unfortunately, the computational complexity and memory requirements associated with optimal EC-RVQs are usually prohibitive, and sub-optimal design procedures are usually used to generate practical EC-RVQs.
As with fixed rate RVQ design aigorithms, the encoder does not necessarily have to be optimal to be useful. lJp-_,...,J,-,,,) )_ H(J). For each of the sources considered here, the EC-RVQs, the EC-RSQs, and the EC-SQs, which are described in Table 6 . Again, Figure 6 shows the rate-distortion performance of several EC-RVQs and EC-SQ relative to R(D) while Table 6 
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