Random walk on heterogeneous networks is a recently emerging approach to effective disease gene prioritization. Laplacian normalization is a technique capable of normalizing the weight of edges in a network. We use this technique to normalize the gene matrix and the phenotype matrix before the construction of the heterogeneous network, and also use this idea to define the transition matrices of the heterogeneous network. Our method has remarkably better performance than the existing methods for recovering known gene-phenotype relationships. The Shannon information entropy of the distribution of the transition probabilities in our networks is found to be smaller than the networks constructed by the existing methods, implying that a higher number of top-ranked genes can be verified as disease genes. In fact, the most probable gene-phenotype relationships ranked within top 3 or top 5 in our gene lists can be confirmed by the OMIM database for many cases. Our algorithms have shown remarkably superior performance over the state-of-the-art algorithms for recovering gene-phenotype relationships. All Matlab codes can be available upon
as a new approach to the elimination of the bias and noise. For example, Li and co-workers proposed the random walk with restart on heterogeneous network (RWRH) algorithm [21] and the random walk with restart on multigraph gene networks (RWRM) working on Complex Heterogeneous Network (CHN) algorithms [22] to integrate the different data sources. Random walk with restart [15] simulates a random walker, either starting on a seed gene node or on a set of seed gene nodes, who moves to its immediate neighbors or returns to the seed gene nodes randomly at each step. Every gene node in the graph is ranked according to the probability of the random walker reaching to this node. method then calculates traditional transition probabilities for this heterogeneous network and operates random walk with restart [15] on this network for disease gene prioritization. For the second option LapRWRH2, the Laplacian idea is not only used to normalize the gene-gene interaction matrix and the phenotypephenotype similarity matrix, it is also used to redefine the transition matrix of some subnetworks, including the gene network and the phenotype network, and the transition matrix of the gene-phenotype network and that of the phenotypegene network. This is an entirely new method.
We apply leave-one-out cross-validation to examine the performance of our new algorithms on recovering gene-phenotype relationships whose susceptible chromosomal loci are known, on a genome-wide scan of the susceptible chromosomal locus of a known phenotype, and on an ab initio prediction to identify causative genes for those phenotypes whose genetic mechanism is unknown. The performance of our methods is remarkably better than the state-of-the-art methods RWRH [21] and CIPHER [17] . We analyzed the receiver operating characteristic (ROC) curve [9] and achieved higher AUC (area under the curve ROC) value. We also compared the area value under the ROC curve with RWRH, and We also compare the Shannon information entropies [27] of the three transition matrices used by the three algorithms to draw the observation that the smaller the entropy is, a higher number of disease genes at a top list can be predicted. Furthermore, we report that some of the most probable gene-phenotype relationships as top-3 or top-5 genes predicted by our method exist in the OMIM database indeed.
Methods

Data Sets
The gene-phenotype relationship matrix (GP ) is a 8919×5080 matrix. It is a year 2010 version of the OMIM database [28] (http://www.ncbi.nlm.nih.gov/omim/) downloaded via BioMart [29] (http://www.biomart.org/biomart/martview) for a fair performance comparison with the state-of-the-art methods. Elemen-t GP (i, j) at row i and column j of GP denotes the relationship between disease gene i and phenotype j. In this matrix, there are only 1428 known gene-phenotype relationships between 937 genes (of the 8919 genes) and 1126 phenotype entries (of the 5080 phenotypes). The relationships between other genes and other phenotypes were unknown in 2010. For each of the 1428 known gene-phenotype relationships, we define a candidate gene set as the union of this disease gene and its 99 nearest genes in the chromosome [21] .
Random Walk Algorithms
Our algorithms LapRWRH1 and LapRWRH2 share the same framework which consists of the following five steps:
• Step 1: Construct and normalize the gene-gene interaction matrix and the phenotype-phenotype similarity matrix where the genes and phenotypes are exactly from the gene-phenotype relationship matrix GP ;
•
Step 2: Construct a heterogeneous network by merging the gene interaction matrix, the phenotype similarity matrix, and the gene-phenotype relationship matrix;
• Step 3: Calculate the transition matrices related to the heterogeneous network;
• Step 4: Set initial probabilities and perform random walk with restart;
• Step 5: Obtain stable probabilities to rank the candidate genes.
The difference between LapRWRH1 and LapRWRH2 is at Step 3. LapRWRH1 uses traditional methods to calculate the transition matrices. However, LapRWRH2 applies the Laplacian normalization idea to determine the transition matrices.
Next, we present details for each of the five steps.
Construction and normalization of the gene-gene interaction matrix and the phenotype-phenotype similarity matrix: The genes and the phenotypes are exactly from the gene-phenotype relationship matrix GP . The gene-gene interaction matrix G is a 8919×8919 matrix. Element G(i, j) at row i and column j of G is the number of phenotypes commonly shared by genes i and j. This idea follows the hypothesis that if two genes have a higher number of common phenotypes, they should have a higher number of interactions [23, 30] .
The phenotype similarity matrix P is a 5080×5080 matrix, which is similarly constructed as constructing G. That is, element P (i, j) at row i and column j of P is the number of genes commonly shared by phenotypes i and j. Laplacian normalization (i.e., Eq. (1)) is then used to normalize G and P . The normalized G and P are denoted byĜ andP respectively.
Laplacian normalization: Suppose that
which also yields a symmetric matrix. The elements ofÂ are defined bŷ
This process is called Laplacian normalization of A. It is often used for the normalization of a weight matrix of a network [18, 23] . In fact, this technique normalizes the weight of an edge based on the degrees of its end-points. These degrees of end-points in a network are closely related to the probability of observing an edge between the same end-points in a random network with the same node degrees in the given network [18] . This normalization process is thus good for the transition matrices needed by random walk algorithms. 
Construction of the heterogeneous network:
Random walk with restart:
We take two strategies to obtain the transition matrix: One is to use the traditional method, the other is to calculate transition matrix via the Laplacian normalization idea. Random walk with restart (RWR) is a ranking algorithm [15] , which has been used for candidate gene prioritization in the previous work [15, 20] . RWR simulates a random walker, either starting on a seed node or on a set of seed nodes, and moving to its immediate neighbors or returning to the seed nodes randomly at each step.
All the nodes in the graph can be ranked according to the probability of the random walker reaching to the corresponding node.
Let A be the weight matrix of a network. Based on the topology of the network, the traditional transition matrix M with element M(i, j) is defined as
Using the Laplacian normalization idea, element M (i, j) is calculated through two steps:
Let p 0 be the initial probability vector, in which equal probabilities are assigned to all the source nodes with the sum of the probabilities equal to 1.
The probability vector at step s + 1 is updated by
Here the parameter γ ∈ (0, 1) is the restart probability, and M T is the transpose 
, then node i is more proximate than the node j to the seed nodes [21, 22, 23] .
Random walk with restart on heterogeneous network:
Let M =   MĜ M GP M P G MP   be
the transition matrix of the heterogeneous network, where
MĜ is the transition matrix of the gene network G, MP is the transition matrix of the phenotype network P , M GP is the transition matrix from G to P , and M P G is the transition matrix from P to G. Let parameter λ be the jumping probability. When the random walker moves to a bridging node, it may jump to the other subnetwork with the probability λ or move back to the other nodes in its home subnetwork with the probability 1 − λ.
Traditionally, the transition probability from gene g i to phenotype p j is defined as
Similarly, the transition probability from p i to g j is defined as
For MĜ, element MĜ(i, j) at the ith row and jth column is the transition probability of the random walker moving from node g i to g j . It is defined as
, otherwise. (8) For MP , element MP (i, j) at the ith row and jth column is the transition probability of the random walker moving from p i to p j , defined as
, otherwise.
As introduced, we also propose to use Laplacian normalization to calculate transition matrices of heterogeneous networks. With this normalization idea, the transition probability M GP (i, j) from gene g i to phenotype p j is calculated via two steps, defined as
The element of MĜ at the ith row and jth column is the transition probability of the random walker moving from node g i to g j . The two steps to compute this probability are:
if
and
Similarly, the element of MP at the ith row and jth column is the transition probability of the random walker from node p i to p j . Its calculation is via two steps:
We use u 0 and v 0 to denote the initial probability of the gene network and the initial probability of the phenotype network, respectively. u 0 and v 0 are constructed in a way to ensure that equal probabilities are assigned to all the seed nodes in the network and that the sum of the probabilities equals to 1. The initial probability vector of the heterogeneous network is denoted 0, 1) ). The parameter η is used to weight the importance of each subnetwork. Two subnetworks are equally weighted when η is set as 0.5. If the phenotype network is more important than the gene network, then η is set above 0.5. In this case, it implies that the random walker prefers to jump to the phenotype seed nodes. On the other hand, if η is set as thresholds less than 0.5, then the random walker tends to jump to the gene seed nodes.
By repeatedly substituting the transition matrix M and initial probability p 0 into the iterative Eq. (5), we can obtain a steady probability p ∞ = 
Then, all the genes and phenotypes can be ranked according to the steady probabilities u ∞ and v ∞ , respectively.
Shannon entropy
Information theory [27] has strong connections to probabilistic modelling.
An entropy is a measurement of the average uncertainty of an outcome. The
Shannon entropy s associated with a probability distribution p m is defined as 
, hence,
The Shannon entropy of transition matrices can be used to evaluate the algorithms for the prediction of potential gene-phenotype relationships. We believe that a smaller Shannon entropy of the transition matrix can imply a better performance of the algorithm.
Results and Discussion
Our experimental results are grouped into four parts. First, we report our comparing results with two state-of-the-art methods RWRH [21] and CI-PHER [17] to show the tremendous improvement on the disease gene prioritization. Second, we describe the effects of parameters on our algorithms. Third, we present the Shannon entropy of the three transition probability matrices, and the fourth part reports the results on predicting potentially new gene-phenotype relationships. A list of candidate genes were ranked after the random walk step Eqn. (5) became stable, forming a candidate gene rank list. Because not all candidate genes were contained in the set of 8919 genes, we only ranked the candidate genes which could be found in the set of 8919 genes. If the held-out disease gene is ranked as top one in the list, we considered it as a successful prediction.
Comparison with RWRH and CIPHER
Since there were 1428 phenotype-gene relationships, we obtained 1428 candidate gene rank lists in total.
When parameters were set as γ = 0.7, λ = η = 0.5, our algorithms LapRWRH1 and LapRWRH2 successfully ranked 981 and 985 disease genes as top one, respectively. This result was tremendously better than the performance by RWRH or CIPHER, as there were only 814, 709 and 765 successful predictions by R-WRH, CIPHER-SP and CIPHER-DN, respectively. This evaluation process is denoted by LOO1; the result is summarized at the first column of Table 1 . Our second assessment is on the performance when the susceptible chromosomal locus is assumed to be unknown. Such an experiment is useful because some newly found phenotypes are only linked to some experimentally validated disease genes, but with unknown susceptible chromosomal locus. In this case, there is no good candidate gene set for our algorithms. We decided to use a genome-wide scan to find genes which are likely to be involved in the newly found phenotypes. In the same way as LOO1, we removed one known genephenotype link (edge) each time. The phenotype and the remaining disease genes related to this phenotype were then used as seed nodes. Particularly for this experiment, all the genes in the gene network (genome-wide scan), excluding the seed genes, were used as our candidate genes. When parameters were set as γ = 0.7, λ = η = 0. These experiments demonstrate that our algorithms are remarkably superior to the two state-of-the-art algorithms RWRH and CIPHER for (i) recovering gene-phenotype relationships whose susceptible chromosomal loci are known,
(ii) genome wide scan of the susceptible chromosomal locus of a known phenotype, and (iii) ab initio prediction to identify causative genes for those phenotypes whose genetic mechanism is totally unknown. This huge performance improvement is brought by the Laplacian normalization idea to normalize the gene matrix, the phenotype matrix, and the transition probability matrices of the heterogeneous matrix.
Effect of parameters
Three parameters λ, γ and η can effect the performance of our two algorithms. As parameter γ, the restart probability, has only slight effect on the results [15] , it is fixed as the typical value 0.7 for this study.
Parameter λ is the jumping probability. To understand its effect, we set various values of λ changing from 0.1 to 0.9 with step 0.2. The corresponding performances of LapRWRH1, LapRWRH2 and RWRH [21] are compared under Table 2 . It can be seen that when the λ value was around 0.5, the performances of our two algorithms had little change. When λ ranged from 0.1 to 0.9, the performance of our two algorithms was always much better than RWRH. These results imply that our LapRWRH1 and LapRWRH2 can capture the mutually reinforcing relationship between the gene network and the phenotype network.
We note that for the extreme case of λ = 1, the random walker cannot reach to any of the nodes outside the bipartite graph (instead only the nodes in the gene network or the phenotype network). We did not test this situation. 
Entropy comparison
Our two algorithms LapRWRH1 and LapRWRH2 produced smaller Shannon entropies for the gene and phenotype transition matrices than those by the RWRH algorithm as shown in Table 3 . As the Shannon entropy of a heterogeneous network transition matrix is related to parameter λ, we set various values of λ from 0.1 to 0.9 at every 0.2 interval to get the entropies of the heterogeneous network transition matrices. The result is shown in Table 4 . We can see that the Shannon entropy of the transition matrix of our heterogeneous network was always smaller than that of the heterogeneous network used by RWRH. Mapping the disease gene prioritization results in Tables 1 and 2 with the   entropy results in Tables 3 and 4 , we infer that the smaller the entropy is, the more number of disease genes can be predicted. With this observation, we believe that the Shannon entropy of a network can be used as a criteria for comparing the performance of ranking algorithms in future studies.
Prediction of potentially new gene-phenotype relationships
The gene-phenotype data set GP is a data set obtained from the OMIM • Get the two files mim2gene.txt and genemap.txt from the OMIM database
• Find out the corresponding OMIM entry of the predicted genes at mim2gene.txt.
• Go through genemap.txt to see whether the predicted gene-phenotype relationships are recorded in the latest version of the OMIM database.
We examined the most potential genes for each of the 1428 phenotypes.
The prediction results by LapRWRH1 and LapRWRH2 are presented in Tables   5 in comparison with the performance by the RWRH algorithm. We can observe that our LapRWRH1 and LapRWRH2 algorithms have achieved superior performance over RWRH.
As seen from this table, there are 37 of our predicted genes (the most potential genes) by LapRWRH1 (also LapRWRH2) which have actually been annotated in the OMIM database since 2010. However, RWRH could only predict We also conducted experiments by changing the procedure from LOO1 to LOO2 (genome-wide scan). It was found that our algorithms loss some performance. So, we suggest to use LOO1 for the prediction of potentially new gene-phenotype relationships. As some of the truly predicted gene-phenotype relationships by RWRH are not covered by the true predictions of our algorithms. It is also an interesting problem to combine our algorithms and RWRH when applied to the latest version of the OMIM database for the prediction of potentially new gene-phenotype relationships.
Conclusion
We have proposed and implemented two options of our algorithm LapRWRH1 and LapRWRH2 to prioritize disease genes and identify potentially new genephenotype relationships. These two algorithms are random walk-based methods which work on heterogeneous networks merging gene-gene interaction networks, phenotype-phenotype networks, and gene-phenotype networks. The novel idea of our algorithms is to use Laplacian normalization to normalize the gene interaction matrix and the phenotype similarity matrix before the construction of the heterogenous network, and also use the Laplacian normalization idea to normalize the transition probability matrices. Our algorithms have shown remarkably superior performance over the state-of-the-art algorithms for recovering gene-phenotype relationships whose chromosomal loci are known, for genomewide scan of disease genes, and for the ab initio prediction of causative genes.
Our algorithms have also been tested for the identification of potentially new gene-phenotype relationships by predicting the newly-added gene-phenotypes at the OMIM database since 2010. The performance is significant. According to the Shannon information theory, we have drawn an observation that a ranking algorithm has a better prediction performance if the Shannon entropy of the transition matrix is smaller. Disease gene prioritization is a hard research problem. We will conduct a deep study in the future to combine the novel ideas of the existing method to improve more of the prediction performance. 
