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ABSTRACT
Implementing an IIoT Core System for Simulated Intelligent
Manufacturing in an Educational Environment
Andrew Craig Nemrow
School of Technology, BYU
Master of Science
In this new digital age, efficiency, quality and competition are all increasing rapidly as
companies leverage the Industrial Internet of Things (IIoT). However, while industrial
innovation moves at a faster and faster pace, educational institutions have lagged in the
development of the curriculum and environment needed to support further development of the
IIoT. To fully realize the potential of the IIoT in the manufacturing sector educational
institutions must support the technological training and education rigor demanded to instill the
skills and thought leadership to move the industry forward.
The purpose of this research is to provide an IIoT core system in an educational factory
environment. This system will assist in teaching basic principles of IIoT in the factory while
simultaneously allowing for students to envision the manufacturing journey of any facility by
implementing principles of IIoT. This will be accomplished by providing all the following
capabilities together in a single data system: unified connectivity, role-based data display, realtime issue identification, data analytics, and augmented reality.
The implementation of such an IIoT core system on Brigham Young University campus
as well as its testing are included in this thesis.

Keywords: IIoT, IoT, smart manufacturing, intelligent manufacturing, educational factory
environment, unified connectivity, role-based data, data analytics, augmented reality

ACKNOWLEDGEMENTS
I wish to show appreciation towards all of those who contributed to the completion of this
system as well as its testing. Yuri Hovanski was a very patient mentor and tenacious in acquiring
the needed software and licensing for this project. His depth of experience and knowledge of the
manufacturing industry provided the direction I needed to confidently define this project. To the
many students who worked with the Thingworx, Kepware and Vuforia software inside and
outside of their classes, as well as those who spent many hours researching custom data
connections and configuring equipment, all of which can’t be shown here, I thank you. I would
also like to thank PTC for their persistence in working with us to make this project possible.

TABLE OF CONTENTS

TABLE OF CONTENTS .............................................................................................................. iv
LIST OF TABLES ....................................................................................................................... vii
LIST OF FIGURES .................................................................................................................... viii
1

Introduction .......................................................................................................................... 11
Nature of the Problem ................................................................................................... 11
Purpose of the Research ................................................................................................ 12
Research Question ......................................................................................................... 12
Hypotheses .................................................................................................................... 12
Methodology ................................................................................................................. 13
Cost of the Research ...................................................................................................... 15
Glossary......................................................................................................................... 15

2

Literature Review ................................................................................................................. 16
Introduction ................................................................................................................... 16
Unified Connectivity ..................................................................................................... 16
Role-Based Data ............................................................................................................ 17
Real-Time Issue Identification ...................................................................................... 17
Analytics........................................................................................................................ 18
Augmented Reality........................................................................................................ 18

3

Methodology......................................................................................................................... 20
Creating a Simulated Factory Environment Using Existing Lab Assets ...................... 20
3.1.1

Thingworx Platform and Server Hardware ............................................................ 20

Unified Connectivity ..................................................................................................... 24
3.2.1

Allen-Bradley Micrologix PLC ............................................................................. 24

3.2.2

Universal Robot UR5............................................................................................. 27

3.2.3

LORD Microstrain Wireless Sensor Gateway ....................................................... 30

3.2.4

National Instruments DAQ 9215 Wireless Sensor Module ................................... 34

Role-Based Data ............................................................................................................ 36
3.3.1

Thingworx Platform User Configuration ............................................................... 36

Real-Time Issue Identification ...................................................................................... 38
3.4.1

Thingworx Platform Software ............................................................................... 38

Data Analytics System .................................................................................................. 40
iv

3.5.1

Soft Edge Analytics ............................................................................................... 40

3.5.2

Hard Edge Analytics .............................................................................................. 41

3.5.3

Data Lake Analytics ............................................................................................... 42

Augmented Reality........................................................................................................ 43
3.6.1
4

Vuforia Studio and Experience Server .................................................................. 43

Results .................................................................................................................................. 47
Unified Connectivity Results ........................................................................................ 48
4.1.1

Automation Lab Test ............................................................................................. 48

4.1.1.1

Allen-Bradley 1400 PLC Connection ................................................................ 48

4.1.1.2

Universal Robot 5 Connection ........................................................................... 49

4.1.1.3

LORD Microstrain Wireless Sensor Network Connection ................................ 50

4.1.1.4

National Instruments DAQ 9215 Wireless Sensor Module Connection ............ 51

4.1.2
4.1.2.1
4.1.3

Plastics & Composites Lab Test ............................................................................ 52
Composite Oven Connection ............................................................................. 52
Machining Lab Test ............................................................................................... 53

4.1.3.1

Lathe Data Connection ....................................................................................... 53

4.1.3.2

Mill Data Connection ......................................................................................... 55

4.1.4
4.1.4.1
4.1.5

Mobile Exercise Data Test ..................................................................................... 56
Android Data Connection................................................................................... 56
Discussion of Results ............................................................................................. 57

Role-Based Data Results ............................................................................................... 57
4.2.1

Automation Lab Test ............................................................................................. 58

4.2.2

Discussion of Results ............................................................................................. 60

Real-Time Issue Identification Results ......................................................................... 60
4.3.1

Automation Lab Test ............................................................................................. 60

4.3.2

Plastics and Composites Lab Test.......................................................................... 62

4.3.3

Discussion of Results ............................................................................................. 63

Analytics Results ........................................................................................................... 64
4.4.1

Plastics & Composites Lab Test ............................................................................ 64

4.4.2

Thingworx Edge Microserver/SDK ....................................................................... 66

4.4.3

Thingworx Analytics Server Test .......................................................................... 66

4.4.4

Discussion of Results ............................................................................................. 68

Augmented Reality Test ................................................................................................ 68
v

5

4.5.1

Automation Lab Test ............................................................................................. 68

4.5.2

CAD Assembly Test .............................................................................................. 70

4.5.3

Discussion of Results ............................................................................................. 71

Conclusions and Recommendations ..................................................................................... 72
Conclusions of the Research ......................................................................................... 72
Suggestions for Further Research ................................................................................. 74

References .................................................................................................................................... 75

vi

LIST OF TABLES

Table 4-1: IIoT Core System Components and Validating Tests Table ....................................... 47
Table 4-2: Unified Connectivity Validation Table ....................................................................... 57
Table 4-3: Role-Based Data Validation Table .............................................................................. 60
Table 4-4: Real-Time Issue Identification Validation Table ........................................................ 63
Table 4-5: Analytics Validation Table .......................................................................................... 68
Table 4-6: Augmented Reality Validation Table .......................................................................... 71

vii

LIST OF FIGURES

Figure 3-1: Thingworx Platform Composer ................................................................................. 21
Figure 3-2: Thingworx 7.0 Remote Cloud Instance Composer .................................................... 22
Figure 3-3: Thingworx Local Server Testing Hardware Setup .................................................... 23
Figure 3-4: Thingworx 8.3 Final Local Server ............................................................................. 24
Figure 3-5: Allen-Bradley Micrologix 1400 PLC ........................................................................ 25
Figure 3-6: KEPServerEX 6 Configuration .................................................................................. 26
Figure 3-8: Modbus Connection Configuration Option ............................................................... 28
Figure 3-9: TCP/IP Connection Configuration Option................................................................. 28
Figure 3-10: SocketTest Program TCP/IP Connection Testing.................................................... 29
Figure 3-11: Thingworx TCP Extension....................................................................................... 30
Figure 3-12: LORD Microstrain Wireless Sensor Nodes and Gateway ....................................... 31
Figure 3-13: MSCL Open Communication Library ..................................................................... 32
Figure 3-14: LORD Microstrain Connection Application File System ........................................ 33
Figure 3-15: Connection Configuration Window 1 ...................................................................... 33
Figure 3-16: Connection Configuration Window 2 ...................................................................... 33
Figure 3-17: Connection Configuration Window 3 ...................................................................... 34
Figure 3-18: Labview Connection Program to Thingworx REST API ........................................ 35
Figure 3-19: National Instruments Wireless Sensor Node Measuring Lathe Voltages ................ 35
Figure 3-20: User Groups Configuration ...................................................................................... 36
Figure 3-21: Entity Permissions Configuration ............................................................................ 37
Figure 3-22: Thingworx Subscription Using Automated Service Triggers .................................. 38
Figure 3-23: Thingworx Mail Extension Download..................................................................... 39
viii

Figure 3-24: Thingworx SMS Extension Download .................................................................... 39
Figure 3-25: Thingworx Infotable Dataset Field Configuration ................................................... 41
Figure 3-26: Infotable Thing Service ............................................................................................ 41
Figure 3-27: Thingwrox Edge SDKs Available Online................................................................ 42
Figure 3-28: Thingworx Analytics Uploaded Demo Datasets ...................................................... 43
Figure 3-29: Vuforia Studio Home Page ...................................................................................... 44
Figure 3-30: Vuforia Studio AR Experience Designer ................................................................. 45
Figure 3-31: Vuforia Studio Thingmark Selection ....................................................................... 46
Figure 4-2: Universal Robot 5 Thingworx TCP Services ............................................................. 50
Figure 4-3: LORD Microstrain Sensor Node Things in Thingworx............................................. 51
Figure 4-4: National Instruments Thing Entity Properties ........................................................... 52
Figure 4-5: Oven Properties in Thingworx Platform .................................................................... 53
Figure 4-6: Lathe Properties in Thingworx Platform ................................................................... 54
Figure 4-7: Machining Lab Mill Data Properties ......................................................................... 55
Figure 4-8: Connected Thingworx Properties from Android Phone ............................................ 56
Figure 4-9: First Thingworx HMI for Allen-Bradley 1400 PLCs ................................................ 58
Figure 4-10: First Thingworx HMI for UR5 ................................................................................ 59
Figure 4-11: Operator Group Permissions vs Administrator All Access Group .......................... 59
Figure 4-12: Automation Lab Real-Time Interactions Alerts Demonstration .............................. 62
Figure 4-13: Oven Connected HMI .............................................................................................. 63
Figure 4-14: Infotable Line Graph Mashup .................................................................................. 65
Figure 4-15: Infotable Event Browser Mashup ............................................................................ 65
Figure 4-16: Thingworx Analytics Line Graph Output with a Demo Dataset ............................. 67

ix

Figure 4-17: Thingworx Analytics Scatter Plot Output With a Demo Dataset ............................ 67
Figure 4-18: AR Experience LORD Microstrain Sensor Data Overlay ....................................... 69
Figure 4-19: 3D CAD Model in Vuforia ...................................................................................... 70
Figure 4-20: 3D Disassembled CAD Model in Vuforia ............................................................... 71

x

1

INTRODUCTION

Nature of the Problem
Internet of Things (IoT) and Intelligent Manufacturing technologies are beginning to
revolutionize industry around the world. The IoT applied in a manufacturing setting enables
production resources to be converted into smart manufacturing objects that are able to sense,
interconnect, and interact with each other to adaptively carry out manufacturing logistics (Zhong,
2017; Digital, 2018). When combined with other information and manufacturing technologies,
such systems are able to achieve flexible, smart, and reconfigurable manufacturing processes that
are capable of addressing a dynamic and global market (Shen, 1999; Porter, 2014).
Technologies such as these are the key to transformation and adaptation for
manufacturing companies in an increasingly digital world. When properly implemented and
secured (Li, 2016), these advances in technology serve not only as an enabler of new
organizational processes and functions, but also as a stimulus for new organizational paradigms.
These systems need to be understood and further developed to help manufacturing organizations
achieve their missions and adapt as the technology advances (Balakrishnan, 1999).
In order to support and drive this widespread adoption of Industrial internet of things
(IIoT) technology in manufacturing, the educational sector must begin to provide an environment
for students to apply the IoT and learn these new technologies on factory floors or in simulated
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settings. The core features of such an educational system include unified connectivity, real-time
issue identification, role-based data display, analytics, and augmented reality capabilities.
When these features are brought together in a learning environment, such a system can
provide students with the knowledge and skill they need to implement this technology that is
transforming the manufacturing industry.

Purpose of the Research
The purpose of this research is to implement an IIoT core system that will enable
experiences with IIoT technologies in a simulated factory environment.

Research Question
Can an IIoT core system in an educational environment be capable of providingunified
connectivity, role-based data display, real-time issue identification, analytics, and augmented
reality in a simulated intelligent manufacturing scenario?

Hypotheses
1. The system will allow unified connectivity through data connections to disparate assets
using a variety of protocols from a variety of locations.
2. The system will allow role-based data through the management of multiple user
accounts, data visualizations, and permissions between users.
3. The system will allow real-time issue identification through data stream monitoring,
customizing alerts, and automated system reactions.
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4. The system will allow both hard edge and soft edge analytics, as well as data lake
solutions.
5. The system will allow augmented reality experiences using data visualization, CAD
model animations, and data overlay using a variety of mobile devices.

Methodology
To create an IIoT core system, the Thingworx software platform (Thingworx Foundation,
Thingworx Analytics, Thingworx Experience Server, and Thingworx Studio) by PTC was
selected as suitable. PTC has agreed to provide the Thingworx software for this system in
partnership with the university. The machines running the primary core server software will be
networked together and made available for projects and testing over the university network. The
resulting system will be maintained long-term by the School of Technology for use in student
education.
The Thingworx software platform itself provides much of the framework needed to
satisfy most of our hypotheses in testing, but to test unified connectivity to the Thingoworx
servers in a suitable variety of assets and locations, various protocols and additional softwares
will be used. The KepserverEX software by Kepware will be used to establish Ethernet/IP
connectivity to the lab PLCs. TCP/IP connectivity through Thingworx extensions will be used
for some assets without PLCs within range of ethernet cables. The Thingworx REST API will
be used for connectivity to various remote networks such as wireless sensor node gateways and
other data systems in remote lab locations or outside of university networks. The LabVIEW
software as well as Python scripts running on a variety of edge devices will connect over REST.
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PTC also offers software development kits in a variety of programming languages to allow
custom edge devices to connect over REST or SSH to the Thingworx platform.
To validate the hypotheses of this study, tests will be run on the system and evaluated
based on their use of each of the five IIoT core system components. The following requirements
must be met through system tests:
1. The IIoT core system will demonstrate connectivity using Ethernet/IP, TCP/IP, and
REST API protocols to an Allen-Bradley PLC, a Universal Robot UR5, a LORD
Microstrain wireless sensor network, and a National Instruments DAQ wireless
sensor module in both local and remote network locations.
2. The IIoT core system will demonstrate support for multiple users with individualized
data visualizations and customizable permissions using the Thingworx Platform
software.
3. The IIoT core system will demonstrate real-time data stream monitoring,
customizable alerts that can be triggered and sent to users by email or SMS, and
automated system actions following alerts.
4. The IIoT core system will demonstrate communication with “hard” edge devices in
remote locations using REST protocol. The system can process data on the “soft”
edge within its own data streams. The system can upload larger “data lake” datasets
for processing.
5. The IIoT core system will demonstrate incorporation of CAD models, create data
visualization interfaces, and overlay data on top of physical assets in augmented
reality experiences.
14

Cost of the Research
Equipment and labor costs were provided through the BYU MET program. Academic
software has been provided by PTC in partnership with BYU.

Glossary
PLC – programmable logic controller
IIoT – industrial internet of things
TCP – transmission control protocol
REST – representational state transfer
SSH – secure socket shell
AR – augmented reality
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2

LITERATURE REVIEW

Introduction
Academic literature concerning the definition and practical use of the IIoT, or smart
manufacturing, are few and far between. Global spending in industrial manufacturing on IoT is
predicted to increase to $890 billion by 2020 (Columbus, 2017), and the potential economic
impact of IoT in general is estimated to be at $11.1 trillion by 2025, yet few groups have
published detailed works concerning their use of IoT systems in industry and fewer still have
academically published such uses as part of any larger core system, systems necessary in order
to realize the technology’s value (Biron, 2018; Institute, 2015; Porter, 2014; PTC, 2018).
Searches for such a system supporting education has shown even fewer results. The components
of these systems need to be defined and demonstrated in education. The following sections
cover the five foundational components for a core system to leverage IoT technologies for
industry. Making such a system available in a university environment will help fill a knowledge
gap for prospective workers and leaders who will bring the benefits to greater portions of their
respective industries.

Unified Connectivity
Unified connectivity in a manufacturing environment is the ability of a system to bring
all of the data generated from production resources together into a single core platform where it
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can be configured to interact according to needed logic (Zhong, 2017). This connectivity must
be fast to deploy on assets and flexible to benefit innovative environments (Business,2018),
otherwise the system could become a burden when adaptive changes must be made.
An IIoT system must have ways of gathering in data from all actionable sources. This is
often the most difficult part of unified connectivity as many assets were never designed with
data collection and connectivity in mind.

Role-Based Data
Role-based data is the ability of a system to aggregate large amounts of data into
actionable formats and make them viewable by users of many different roles in an organization.
The ability for many different users to access the same system and view actionable data that is
personalized for their specific role in the organization enables many levels of efficient
cooperation to occur. When role-based data can be quickly created and distributed, advanced
manufacturing models can be efficiently created. Such a system can leverage management data,
equipment data, user data, product data, and public data all together and enable higher strategies
such as mass customization, sustainable manufacturing, flexible manufacturing, intelligent
manufacturing, and cloud manufacturing (Tao, 2018).

Real-Time Issue Identification
Real-time issue identification is a key aspect of any manufacturing system. It enables the
system to monitor its live data streams and generate alerts in real-time based on customizable
criteria. Once the criteria for an alert is triggered the system must have the ability to notify either
human operators or other automated systems of the problem so that action can be taken.
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Real-time issue identification allows monitoring of things and processes such as
inventory, machine-tool and control, production line, life cycle of product, and PLCs in order to
connect humans with the cyber world (Zou, 2017). Production issues and disturbances can be
identified and controlled in real-time, and planning and scheduling decisions are more practically
and precisely made and executed with real-time data (Zhong, 2013).
The ability of the system to monitor data streams at all levels, from floor assets to higher
analytics, enables occurrences to be tracked, reacted to, and eventually understood for the benefit
of production.

Analytics
Manufacturing data analytics is the way that software processes both real-time and
historically obtained data to enable enhanced decision-making for human users. While
information about production processes has been becoming increasingly transparent, detailed,
and real-time, the utilization of this information for real-time manufacturing analysis and
decision-making has been lagging behind largely due to the limitation of the traditional
methodologies for production system analytics (Zou,2017). Modern systems must employ
advanced analytic tools that can assist users with identifying past and real-time issues as well as
predicting future issues. Giving these abilities to users, or automating them, helps expose and
implement new manufacturing strategies (Packard, 2018).

Augmented Reality
Augmented reality (AR) is a novel human-computer interaction tool that overlays
computer-generated information on top of a person’s real-world view. It has begun to mature and
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has proven to be an innovative and effective tool to address some of the critical problems to
simulate, guide and improve manufacturing processes before they are launched. Activities such
as design, planning, machining, etc., can now be done right the first time without the need for
subsequent re-work and modifications (Nee, 2013).
Augmented reality is set to revolutionize every aspect of the way we consume
information and interact with an increasingly digital world. It will deliver value across the entire
value chain, and it is already dramatically improving reliability in complex manufacturing
processes that can often require hundreds or even thousands of steps. Mistakes are costly, and
AR can deliver just the right information the moment it’s needed to factory workers on assembly
lines, reducing errors, enhancing efficiency, and improving productivity (Porter, 2017).
The ability of a system to manage and distribute AR experiences tied with real-time data
will open the door for education to teach many innovative techniques that can enhance worker
skills and effectiveness. More innovative uses are expected to emerge with continued maturity
of augmented reality techniques, but the technology will initially excel in maintenance tasks,
training guides, design and analysis capabilities, quality improvement, safety, and especially
any work that requires an excess number of detailed steps to execute a task. Many innovative
uses will emerge for this new interface as it becomes more accessible and understood.
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3

METHODOLOGY

Creating a Simulated Factory Environment Using Existing Lab Assets
When building the initial IIoT core system, as well as a simulated factory environment,
many existing assets that were in the university lab would be used. This included two desktop
computer systems, an automated assembly training line utilizing six Allen-Bradley Micrologix
1400 PLCs, a 6-axis Universal Robot UR5, a LORD Microstrain wireless sensor network
consisting of a wired gateway and two wireless temperature sensor nodes, and a National
Instruments wireless sensor node (NI DAQ 9215) including both an RPM and Voltage sensor.
Images as well as further details concerning the planned configuration of each device and system
are included in the section below.

3.1.1

Thingworx Platform and Server Hardware
Thingworx Platform is a versatile connectivity platform tied to a single database. It

provides students with a single hub in which to manage their connections and data streams
across many assets and systems.
This section describes the progression of the Thingworx system software implementation
as well as the hardware on which it was installed. Thingworx Platform installs with a versatile
connectivity system, a user creation and permissions management system, data monitoring, as
well as alerts and notification abilities. All these abilities combined would provide a base for the
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first three capability requirements of the IIoT core system: unified connectivity, role-based data,
and real-time issue identification.

Figure 3-1: Thingworx Platform Composer

The initial implementation of Thingworx Platform that was acquired was a free, cloudbased academic offering from PTC running Thingworx version 7.0 on their own remote servers.
This version would demonstrate basic connectivity, but the cloud-based system was limited to
only connections using the REST web protocol. It also would suffer from more latency than a
local implementation, as well as uncertainty concerning long-term data storage on a remote
cloud platform. All assets could not be included in test builds, and there was no guarantee that
what was built would persist.
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Figure 3-2: Thingworx 7.0 Remote Cloud Instance Composer

A license for a local Thingworx Platform version 8.0 server would be acquired to address
the problems. This would be set up on an available lab machine running Windows 10. The server
itself was previously a Linux standalone running on VirtualBox inside a Windows machine. A
PostgreSQL server would also be set up on the same machine to act as the central database for
the platform. Having a local Thingworx server would resolve connectivity, latency, and
persistence issues. This version could also be better used to establish local connectivity needed in
the lab for physical connections to assets and more complete troubleshooting abilities that would
not be otherwise available using a cloud system from another provider. This local setup would
also give better assurance of control over the system data as well as what data goes over
networks external to the lab and university. It would be expected that a local server would be
preferred in controlled production environments for the all of the reasons stated above, especially
for any critical systems.
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Figure 3-3: Thingworx Local Server Testing Hardware Setup

A final, more robust version, of the server would be needed for long term service on the
network. This final system would need server grade hardware to address hardware limitation and
reliability problems. New machines would be needed that were intended to run as long-term
servers with server operating systems.
To solve these problems, three server blade machines would be provided by the
university to be managed long-term by their IT department. Windows Server 2016 would be
used and Thingworx upgraded again to the latest version 8.3. PostgreSQL would be used as the
background database for Thingworx to provide increased support for more users and
simultaneous connections as well as improved database write speeds for faster sensor
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connections when needed. The other two server blades would be used for Thingworx Analytics
Server and Vuforia Experience Server which will be explained in coming sections.

Figure 3-4: Thingworx 8.3 Final Local Server

Unified Connectivity

3.2.1

Allen-Bradley Micrologix PLC

The Thingworx Platform is versatile, but it would not be able to directly connect to the
Allen-Bradley Micrologix 1400 PLC network, either because of the PLC hardware’s age or its
inability to create tags as newer PLCs do. To bridge the gap to our IIoT core system, the
KEPServerEX software by Kepware would be used. This software is built specifically to talk to
tag-based PLCs, and it has a built-in data connection to the Thingworx Platform software that
can be used easily across most networks.
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Figure 3-5: Allen-Bradley Micrologix 1400 PLC

In research and testing, it was found that the Micrologix 1400 PLC was too old to have
been designed with tag generation and third-party data gathering in mind. The Kepware
Micrologix 1400 driver solved this problem by emulating the tag system and allowing users to
configure tags of their own from the PLC. The driver would provide read/write options for the
emulated tags as well as the ability to create new tags using available data, something that these
old PLCs were never able to do for themselves. Having this software in our system would enable
connectivity to any PLC for which Kepware has a built-in driver.
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Figure 3-6: KEPServerEX 6 Configuration

When installing the KEPServerEX, the free trial version comes with a two hour limit on
its dataflow connection. This would cause a problem with the server having to be constantly
restarted in order for it to continue feeding data to Thingworx Platform. These constant
disconnections would leave gaps in data gathering from the PLCs. After acquiring a license for
the Kepware software and activating KEPServerEX, this connection issue would be resolved.
When the PLC data tags were ready to be routed back to the IIoT core system, selecting
the KepServerEX server under the “Industrial Connections” section of Thingworx Platform and
creating data “Properties” for each tag would complete this connection.
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3.2.2

Universal Robot UR5
Research was performed on available connection options between the Universal Robot

UR5 and Thingworx Platform. Early on, a dedicated PLC system to tie in to the I/O ports on the
robot would be considered in order to take advantage of the previously mentioned Kepware
software, but with more research it was shown to be unnecessary thanks to the wealth of
connection options available through the Ethernet connection.
The Universal Robot has several useful connection servers built-in, two of which seemed
the most promising: the TCP/IP Modbus server (port 502), and the TCP/IP Primary client server
(port 30001). Thingworx Platform had an easily available TCP/IP Extension, so either of these
options could establish communication with the core system, but the TCP/IP Primary client
server was eventually chosen for the speed and simplicity of its connection and control
commands.

Figure 3-7: Universal Robot 5
27

Figure 3-8: Modbus Connection Configuration Option

Figure 3-9: TCP/IP Connection Configuration Option
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The Modbus server option potentially had deeper data and commands available as a
result of more complex queries, but the Primary client server provided basic state monitoring and
control options sufficient for testing. It also offers simple plaintext commands that are easier for
the average student to follow. Testing of the robot’s TCP/IP connection would be performed
using an open source web tool called “SocketTest”. A connection would be established and the
monitoring/control commands verified to allow program loading, running, stopping, as well as
tracking of the robot’s state, and a command to unlock a protective stop should the robot get
stuck.

Figure 3-10: SocketTest Program TCP/IP Connection Testing
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This connection process would then be applied to connect the robot to Thingworx
Platform by configuring a Thingworx TCP Extension and coding each of the TCP commands
into Thingworx “Services” pointed at the robot’s IP address.

Figure 3-11: Thingworx TCP Extension

3.2.3

LORD Microstrain Wireless Sensor Gateway
In order to connect Thingworx Platform to the LORD Microstrain Wireless Sensor

network, research was performed on available options for the system. A student had previously
built a Python program that could post data to a cloud instance of Thingworx Platform through
its REST API. The program would rely on the LORD Microstrain open source MSCL library
and was the proof of concept for a more permanent and easily configurable solution.
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Figure 3-12: LORD Microstrain Wireless Sensor Nodes and Gateway
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Figure 3-13: MSCL Open Communication Library

The existing program connecting the sensor gateway and Thingworx would only support
a single sensor node instead of all nodes on the gateway, and details of its connection could not
be configured when new connections were needed without editing the program code itself.
To resolve these problems, an easily configurable Python executable program that could
connect multiple sensor nodes on a gateway to Thingworx Platform would be created. The result
would be an executable file and user interface with easy node configuration and data connection
to Thingworx Platform. To implement this solution, Python version 3.6.6 would be installed on
the Thingworx Platform host machine followed by the program executable. Thingworx Things
would then need to be created for each node and the names matched; the Python program could
then be run to connect the node data to Properties in Thingworx Platform resulting in that data
being available wherever needed throughout the entire system.
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Figure 3-14: LORD Microstrain Connection Application File System

Figure 3-15: Connection Configuration Window 1

Figure 3-16: Connection Configuration Window 2
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Figure 3-17: Connection Configuration Window 3

3.2.4

National Instruments DAQ 9215 Wireless Sensor Module
In order to connect Thingworx Platform to a National Instruments DAQ 9215 wireless

sensor module, a data connection would have to be established with software that could run the
module. The LabVIEW software would be made available in the labs in order to serve this
purpose. With the ability from LabVIEW to easily network with the NI DAQ 9215 sensor
module, a separate machine would be needed to house the program and bridge the data from the
module to the Thingworx Platform section of the IIoT core system. Coding the program to
transform the module data values to the REST format would allow the data to reach Thingworx
Platform’s REST API. With this configuration, the wireless module would be able to transmit its
sensor data back to the IIoT core system from any location with a WiFi wireless network
connection. This setup would make data properties from the National Instruments module
available across the IIoT network for any users or other assets that may need them to monitor or
perform tasks.
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Figure 3-18: Labview Connection Program to Thingworx REST API

Figure 3-19: National Instruments Wireless Sensor Node Measuring Lathe Voltages
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Role-Based Data

3.3.1

Thingworx Platform User Configuration
The Thingworx Platform version 8.3 software comes with built-in role-based

management and data distribution features, allowing the platform to support user creation and
user grouppermissions configuration. Administrators would be able to create individual users in
the system as well as configure what entities those users can view, interact with, or change.
“User Groups” could also be created to more easily sort and manage permission settings for large
numbers of users.

Figure 3-20: User Groups Configuration
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Figure 3-21: Entity Permissions Configuration

“Organizations” and “Projects” could also be created within Thingworx Platform,
allowing for mass permissions customization for organizations of users and their entities within
the system. The creation of Organizations, User Groups, and Projects in Thingworx could be
used to quickly mold the access hierarchy in the system using the Permissions controls.
Read/write privileges for entities could also be assigned or revoked for entire groups and
organizations at once.
Data displays called Mashups would also conform to these permission hierarchies. Any
user viewing a data mashup could only view the data from entities for which they have the
proper permissions. This would allow for single mashups to potentially be used for many users
of different access levels instead of taking more time to create a new mashup for each user of an
asset.
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Real-Time Issue Identification

3.4.1

Thingworx Platform Software
Thingworx Platform version 8.3 comes with built-in real-time issue identification

features. Data streams, or “Properties”, from connected assets could be dragged into
“Subscriptions”. These “Subscriptions” monitor the data streams and perform actions based on
customizable triggers and criteria. Automated events or alerts could also be configured to act on
their own by using “Services” on assets or to notify human users of situations as soon as the
indicating data enters the system.

Figure 3-22: Thingworx Subscription Using Automated Service Triggers
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By installing the Thingworx Mail and OpenMarket SMS Extensions, notifications could
be sent to any user in the system by email, text or both. Many of these types of applications can
be imported to Thingworx Platform in a modular fashion from the Thingworx online community.
They could then be integrated into the system by coding services and subscriptions that interact
with other entities. Custom services and subscriptions can also be codded in Thingworx to create
new abilities such as these, but it is simpler to import existing extensions if approved ones have
already been made.

Figure 3-23: Thingworx Mail Extension Download

Figure 3-24: Thingworx SMS Extension Download
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Data Analytics System

3.5.1

Soft Edge Analytics
Soft edge analytics is defined as data processing and analysis taking place on the data

level inside of the IIoT core system. Infotables are used inside the Thingworx Platform portion of
the IIoT core system to accomplish soft edge analytics.
Infotables are entities created in Thingworx Platform that can allow datasets to be built
and stored in arrays where they can be queried and interacted with by other entities in real-time.
When performing analytics using real-time data, Infotables are used to constantly update and
interact with the dataset.
To build an infotable in Thingworx, an infotable DataShape would be created and used to
create a Thing entity. These two entities would interact with each other to form the dataset. The
dataset fields are created and structured using the DataShape, and the Thing entity Services and
Subscriptions allow automated logics and interactions between the dataset and any other entities
such as Mashup interfaces or other Things.
Below can be seen an infotable DataShape in Thingworx that outlines a three-field
dataset structure as well as an infotable Thing with a Service configured to create that dataset.
These are the data structures that would allow “soft edge” analytics in the system to process
analytics in at the data level of the system as the data is flowing..
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Figure 3-25: Thingworx Infotable Dataset Field Configuration

Figure 3-26: Infotable Thing Service

3.5.2

Hard Edge Analytics
Hard edge analytics is defined as data processing and analysis taking place on dedicated

hardware at the asset level outside of the IIoT core system. The IIoT core system, through
Thingworx Platform, would be capable of interacting with compatible hard edge solutions.
Thingworx Edge Microserver and Thingworx Edge SDKs would be several such systems
compatible with Thingworx Platform. These software solutions would be available on the
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Thingworx support and community websites, and they would interact with the core system using
the Thingworx REST API protocol.
Since by definition hard edge solutions are systems external to the IIoT core system that
is the focus of this thesis, no hard edge analytics solution were implemented in this work.

Figure 3-27: Thingwrox Edge SDKs Available Online

3.5.3

Data Lake Analytics
In order to bring more powerful data analytics abilities able to work with larger datasets

to the IIoT core system, the Thingworx Analytics Server software provided by PTC would be
included in the core system. It would be installed on its own separate Windows server to
conserve processing resources and then networked with our separate Thingworx Platform server
where it could be accessible through the same interface.
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Thingworx Analytics server would allow datasets to be uploaded and scrutinized to find
patterns and predictions. To upload datasets, the dataset files would be formed with proper
headers as well as a .json file detailing its structure. These files would be uploaded to the
Thingworx Analytics section of the Thingworx Platform composer. This method could be used,
as opposed to Infotables, to analyze large datasets spanning years of data.

Figure 3-28: Thingworx Analytics Uploaded Demo Datasets

Augmented Reality

3.6.1

Vuforia Studio and Experience Server
In order to bring augmented reality capabilities to the system, Vuforia Experience Server

and Vuforia Studio software would be implemented in the lab. Vuforia could provide augmented
reality capabilities to a wide variety of mobile devices, and it comes with easily configurable
Thingworx Platform data integration as well as CAD model support. Vuforia Experience server
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is only supported as a Linux-based standalone server at the time of this work, so a VirtualBox
machine (CentOS Linux) would be set up sharing the same host with Thingworx Platform. This
guest/host relationship would result in some initial network trouble which would be resolved by
correcting a configuration error in the port forwarding options on VirtualBox. As the Thingworx
Platform server would later migrate to true server hardware, the Vuforia Experience Service
server would also receive its own server machine running native Linux.
To get users started building with Vuforia, Vuforia Studio software would be set up on
each of the available lab machines, this allowed users to create 2D and 3D augmented reality
experiences and publish them to the Vuforia Experience Service for others to access and use.

Figure 3-29: Vuforia Studio Home Page
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Figure 3-30: Vuforia Studio AR Experience Designer

Once published to the lab Experience Server, an augmented reality experience can be
viewed by any user with a mobile device, tablet, or Microsoft Hololens. Experiences have the
same configurable permissions as Thingworx “Mashups” (see above). They could be set to
public on the network or restricted to those with Thingworx Platform logins and sufficient
permissions.
Vuforia Experiences tether to a QR code that could be printed and attached to assets; this
is what tethers the 3D objects to their positions in our visual space. Experiences can be
programmed to display 3D objects on real-world assets and trigger animations, allowing users to
convey information or instructions to users in a directly visual way.
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Figure 3-31: Vuforia Studio Thingmark Selection

Vuforia experiences can tap into real-time asset data the same way as Thingworx
Platform Mashups. Real-time data streams from any asset connected to Thingworx Platform can
be imported and bound to 2D or 3D “Widgets”. When the experience is viewed in augmented
reality then the data appears on the user’s mobile device tethered to 3D or 2D objects and
updates itself in real time.
Integrating Vuforia with the Thingworx Platform system in the lab would allow users to
build augmented reality into their projects for use in visual training, data monitoring, intuitive
control, or any other application they might imagine. It is expected that many uses for real-time
data in augmented reality experiences will emerge with the increasing availability of the
technology.
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4

RESULTS

The results and validation of the hypotheses of this thesis were obtained through multiple
tests involving use of the five components of the IIoT core system: unified connectivity, rolebased data, real-time issue identification, analytics, and augmented reality. Below is a table
listing each of these tests as well as the system components they each verified. The following
sections explore these test results in detail.

Table 4-1: IIoT Core System Components and Validating Tests Table
IIoT Core System
Components and
Validating Tests

Unified
Role-Based
Connectivity Data

Real-Time
Issue
Identification

Automation Lab Test

X

X

X

Plastics and
Composites Lab Test

X

X

X

Machining Lab Test

X

Exercise Data Test

X

Analytics Augmented
Reality
X
X

CAD Assembly Test

X

Thingworx Analytics
Server Test

X

Thingworx Edge
Microserver/SDK

X

47

Unified Connectivity Results
Four tests were performed using the Unified Connectivity portion of the IIoT core
system. The sections below display the results of each of those tests. Covered are the three
requirements of the unified connectivity hypothesis: the disparate assets that were connected, the
various protocols used to connect assets, and the locations of those assets either local or remote.

4.1.1

Automation Lab Test
The purpose of this test was to connect the three primary assets available in the university

automation lab to Thingworx Platform in the IIoT core system. The following sections display
the connection results for each asset, the protocols used, and the location of the asset either local
or remote.

4.1.1.1 Allen-Bradley 1400 PLC Connection
A network of six Allen-Bradley PLCs on the automation lab assembly line were
successfully connected to the KepServerEX software. The KepServerEX software emulated a tag
system to successfully bridge real-time data from each of the six Micrologix PLCs to send to
Thingworx Platform. The result of this connection were data property entities that could be
freely accessed by users or assets across the IIoT core system who have need and the proper
permissions. This connection was established over a wired ethernet connection which is
considered to be in a local network location in the lab relative to the Thingworx server.
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Figure 4-1: Thingworx Properties for Allen-Bradley PLCs

4.1.1.2 Universal Robot 5 Connection
A Universal Robot 5 asset in the university automation lab was successfully connected to
Thingworx Platform. This connection used the Thingworx TCP client extension to interact with
the Primary TCP/IP server on the robot, resulting in data property and service entities that could
be used across the IIoT core system to monitor the current operating state as well as command
robot actions such as the loading, starting or stopping of programs. This connection was
established over a wired ethernet connection and is considered to be in a local network location.
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Figure 4-2: Universal Robot 5 Thingworx TCP Services

4.1.1.3 LORD Microstrain Wireless Sensor Network Connection
A LORD Microstrain wireless sensor node gateway with two temperature sensing nodes
was successfully connected to the Thingworx Platform. This connection used Python to
communicate over a REST API protocol, resulting in data property entities that could be used
across the IIoT core system to monitor real-time temperature readings. This connection was
established over a wireless node network and is considered to be in a remote network location.
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Figure 4-3: LORD Microstrain Sensor Node Things in Thingworx

4.1.1.4 National Instruments DAQ 9215 Wireless Sensor Module Connection
A National Instruments DAQ 9215 wireless sensor module was successfully connected to
the Thingworx Platform. The National Instruments module had both a voltage and an RPM
sensor connected, with the voltage sensor taking readings from machines in the university
machining lab that had no other options besides wireless sensors to collect digital data. The
wireless module was connected to LabVIEW software which used a program to convert the data
into packets following the REST API protocol and sent the data to the IIoT core system,
resulting in data property entities that could be used the IIoT core system for users or other assets
to monitor the sensor readings if they have need and the proper permissions. This connection was
established over a wireless WiFi network and is considered to be in a remote network location.
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Figure 4-4: National Instruments Thing Entity Properties

4.1.2

Plastics & Composites Lab Test
The purpose of this test was to establish a data connection between Thingworx and a

composite oven located in the university plastics and composites lab.

4.1.2.1 Composite Oven Connection
A composite oven asset in the plastics and composites lab was successfully connected to
the Thingworx Platform section of the IIoT core system. This connection used a Raspberry Pi
model B+ machine running a Python script to collect and forward real-time data through the
REST API protocol. This resulted in data property entities that could be used across the IIoT
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core system to monitor oven cycles and data. This asset connection was established in a separate
lab using a WiFi wireless network and is considered to be in a remote network location.

Figure 4-5: Oven Properties in Thingworx Platform

4.1.3

Machining Lab Test
The purpose of this test was to establish a data connection between Thingworx and two

asset groups located in the university machining lab. These assets included groups of machining
mills and lathes.

4.1.3.1 Lathe Data Connection
A composite oven asset in the plastics and composites lab was successfully connected to
the Thingworx Platform section of the IIoT core system. This connection used a Raspberry Pi
model B+ machine running a Python script to collect and forward real-time data through the
REST API protocol. This resulted in data property entities that could be used across the IIoT
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core system to monitor oven cycles and data. This asset connection was established in a separate
lab using a WiFi wireless network and is considered to be in a remote network location.
A lathe in the machining lab was successfully connected to the Thingworx Platform
section of the IIoT core system. This connection used a previously connected National
Instruments wireless DAQ module and LabVIEW software to collect real-time voltage
measurements from the lathe asset. This resulted in data property entities that could be used
across the IIoT core system to monitor and interpret the asset voltages. This asset connection was
established in a separate lab between a separate computer for the LabVIEW software over a
WiFi wireless network and is considered to be in a remote network location.

Figure 4-6: Lathe Properties in Thingworx Platform
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4.1.3.2 Mill Data Connection
Three machining lab mill assets were successfully connected to the Thingworx Platform
section of the IIoT core system. This connection used the previously connected KepServerEX
software to collect real time voltage measurements from the mill inverters. This resulted in data
property entities that could be used across the IIoT core system to monitor and control the asset
voltages. This asset connection was established in a separate lab between a separate computer for
the KepServerEX software over a WiFi wireless network and is considered to be in a remote
network location.

Figure 4-7: Machining Lab Mill Data Properties
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4.1.4

Mobile Exercise Data Test
The purpose of this test was to establish a data connection between Thingworx and a

mobile Android device.

4.1.4.1 Android Data Connection
A mobile Android device was successfully connected to the Thingworx Platform section
of the IIoT core system. The connection used a Thingworx Android software development kit to
communicate using the REST API protocol. This resulted in data property entities that could be
used across the IIoT core system to monitor available sensors connected to the mobile device.
This asset connection was established over a mobile network and is considered to be in a remote
network location.

Figure 4-8: Connected Thingworx Properties from Android Phone
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4.1.5

Discussion of Results
The four test results shown above each validated parts of the three Unified Connectivity

hypothesis requirements by connecting a variety of assets using multiple protocols in a variety of
local and remote network locations. The following table shows the results of the four tests
relative to the three hypothesis requirements:

Table 4-2: Unified Connectivity Validation Table
Unified Connectivity
Validation

Disparate Connected
Assets

Variety of
Connectivity
Protocols
-KepServerEX
-TCP/IP
-REST/Python
-REST/LabVIEW

Variety of Network
Locations

Automation Lab Test

-Allen-Bradley 1400
PLC
-UR5 Robot
-LORD Microstrain
sensors
-NI DAQ module

Plastics and
Composites Lab Test

-Oven

-REST/Python

Remote lab
connection

Machining Lab Test

-Lathes
-Mills

Exercise Data Test

-Android Mobile Device

-REST/LabVIEW Remote lab
-KepServerEX
connection
Remote lab
connection
-REST
Remote mobile
device

Local lab connection
Local lab connection
Remote sensors
Remote sensors

Role-Based Data Results
One test was performed using the Roll-Based Data portion of the IIoT core system. The
sections below display the results of each of those tests. Covered are the three requirements of
the roll-based data system hypothesis: support for multiple users, data visualizations, and data
permissions.
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4.2.1

Automation Lab Test
This test was a continuation of the Automation Lab Test mentioned previously. The

purpose of this version of the test was to grant multiple users in the IIoT core system access to
data visualizations configured with individualized data permissions.
A data visualization for the line “Administrator” user was successfully created with
permissions allowing them to monitor sequential logic data from an Allen-Bradley Micrologix
1400 PLC network and state data from a Universal Robot 5.

Figure 4-9: First Thingworx HMI for Allen-Bradley 1400 PLCs

A second user, the robot “Operator”, was granted access to a separate visualization built
specifically for the Universal Robot 5. This visualization had permissions customized to allow
the “Operator” user to see the current state of the robot and trigger controls to load, run and stop
custom programs.
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Figure 4-10: First Thingworx HMI for UR5

Further permissions resulted in user access to only their own visualizations and controls.
The line “Administrator” had access to the PLC network data and robot state data with two select
controls, while the robot “Operator” was granted full access to the robot commands but without
any visibility to the PLC network.

Figure 4-11: Operator Group Permissions vs Administrator All Access Group
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4.2.2

Discussion of Results
The test results shown above validated the three role-based data system hypothesis

requirements by granting multiple users access to data visualizations and configuring customized
data permissions between the users and visible assets. The following table shows the results of
the test relative to the three hypothesis requirements.

Table 4-3: Role-Based Data Validation Table
Role-Based Data
Validation

Multi-user Access

Data Visualizations

Data Permissions

Automation Lab Test

Line “Administrator”
and robot “Operator”
users

PLC network data
visualization and
robot data
visualization

Customized user and
data visualization
permissions

Real-Time Issue Identification Results
Two tests were performed using the Real-Time Issue Identification portion of the IIoT
core system. The sections below display the results of each test. Covered are the three
requirements of the Real-Time Identification System hypothesis: data stream monitoring,
customized alerts and automated actions between connected assets.

4.3.1

Automation Lab Test
This test was a continuation of the Automation Lab Test mentioned previously. The

purpose of this version of the test was to demonstrate system actions and alerts based on data
stream monitoring.
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Real-time data stream monitoring was successfully implemented for a connected AllenBradley Micrologix PLC stations two and six. PLC station two data was monitored to create
aggregated data on completed line assemblies, and station six data was monitored to trigger
automated actions on the Universal Robot 5 to disassemble and reintroduce assembly parts.
Real-time data stream monitoring was successfully implemented for a connected LORD
Microstrain temperature sensor node. Temperature Data was monitored for overheats above sixty
degrees Celsius. This monitoring resulted in alerts for overheads. An automated e-stop was
triggered, as well as automated email alerts that were successfully sent to the email addresses of
the line “Administrator” and “Operator”. These messages informed the two users of the overheat
and resulting automatic e-stop including information relevant to their access to the line. The
“Administrator” user was not sent an email like the “Operator” unless the temperature spike was
severe enough or the line was stopped as a result.
Real-time data stream monitoring was successfully implemented for a connected National
Instruments RPM sensor. RPM sensor data was monitored for any deviations from zero RPM.
When sufficient deviations were detected, an alert was successfully triggered and an automated
email was sent to the line “Operator” user to inform them of relevant actions that needed to be
taken with his access to the line. The Administrator was also informed of the alerts through
automated emails, but their emails alerts were only sent if the RPM spike was severe enough or
if an automated asset or full line emergency stop was initiated as a result of the RPM sensor
spike.
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Figure 4-12: Automation Lab Real-Time Interactions Alerts Demonstration

4.3.2

Plastics and Composites Lab Test
This test was a continuation of the Plastics and Composites Lab test mentioned

previously. The purpose of this version of the test was to demonstrate automated alerts based on
data stream monitoring. This test did not include automated actions between connected assets.
Real-time data stream monitoring was successfully implemented for a connected oven
asset. The data was configured to monitor temperatures below or above a customized range.
When the temperature was outside that range an SMS alert was successfully sent to the
“Operator” user containing the timestamp and current temperature in the oven.
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Figure 4-13: Oven Connected HMI

4.3.3

Discussion of Results
The test results shown above validated the three Real-Time Issue Identification system

hypothesis requirements by implementing data stream monitoring, customized alerts and
automated actions between connected assets. The following table shows the results of the tests
relative to the three hypothesis requirements.

Table 3-4: Real-Time Issue Identification Validation Table
Real-Time Issue
Identification
Validation
Automation Lab Test

Plastics and
Composites Lab Test

Data Stream Monitoring

Customized Alerts

Automated Actions

-PLC station 6 monitor
-PLC station 2 monitor
-Temperature node
monitor
-RPM Sensor monitor
-Oven heat monitor

-Temperature node
overheat email
-RPM sensor
trigger email

-Automatic PLC Estop
-UR5 robot
integration

-Oven temperature
range SMS

NA

63

Analytics Results
Three tests were performed using the Analytics portions of the IIoT core system. The
sections below display the results of each test. Covered are the three requirements of the
Analytics hypothesis: hard edge analytics, soft edge analytics, data lake analytics.

4.4.1

Plastics & Composites Lab Test
This test was a continuation of the Plastics and Composites Lab test mentioned

previously. The purpose of this version of the test was to demonstrate soft edge analytics running
on the Thingworx Platform data level of the IIoT core system using data coming in from the
previously connected oven asset.
Soft edge analytics was successfully implemented using data from the Plastics and
Composites lab connected oven and Thingworx infotables. The data from the oven was
successfully collected into an infotable service. This database was constantly updated with
incoming data from the oven asset. The dataset was also queried by users during and after oven
cycles to show records of oven cycle history, event history, and current temperatures. These
queries were triggered in a separate tab built into the oven data mashup. Users of the oven data
mashup were able to monitor the current temperature readings of the oven as well as compare
those to any previous oven cycles just by moving between tabs. Performing these analytics at the
data level on the IIoT core server, and away from the remote oven asset, classifies this as soft
edge analytics.
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Figure 4-14: Infotable Line Graph Mashup

Figure 4-15: Infotable Event Browser Mashup
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4.4.2

Thingworx Edge Microserver/SDK
The Thingworx Platform portion of the IIoT core system is capable of communicating

with hard edge analytics solutions running on hardware at the asset level such as Thingworx
Edge SDKs and Edge Microserver software using the REST API protocol. These are wellpublicized offerings but considering that this thesis is focused on an IIoT core system, and that
dedicated hard edge processing by definition must be external to that core, testing of these
components was not considered a necessary part of this thesis.

4.4.3

Thingworx Analytics Server Test
The purpose of this test was to demonstrate data lake analytics running on the Thingworx

analytics server portion of the IIoT core system.
Data lake analytics was successfully implemented using the Thingworx Analytics
software and a testing dataset provided by PTC and Thingworx. was uploaded to the Thingworx
Analytics Server databse portion of the IIoT core server and processed to form line graphs and
scatter plots revealing trends in the data.
These results came from a test dataset provided by the Thingworx team, but they are
sufficient to demonstrate data lake analytics abilities in the IIoT core system as well as to
demonstrate that the system is ready to be used once large enough datasets are eventually
generated from connected lab assets.
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Figure 4-16: Thingworx Analytics Line Graph Output with a Demo Dataset

Figure 4-17: Thingworx Analytics Scatter Plot Output With a Demo Dataset
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4.4.4

Discussion of Results
The test results shown above validated the three Analytics System hypothesis

requirements: hard edge analytics, soft edge analytics, data lake analytics. The following table
shows the results of the tests relative to the three hypothesis requirements.

Table 4-5: Analytics Validation Table
Analytics Validation

Hard Edge Analytics

Soft Edge Analytics

Data Lake Analytics

Plastics and
Composites Lab Test

NA

Oven dataset cycle
history/event queries

NA

Thingworx Edge
Microserver/SDK

Edge Microserver
software/ SDK

NA

NA

Thingworx Analytics
Server Test

NA

NA

Thingworx testing
data set
upload/analysis

Augmented Reality Test
Two tests were performed using the Augmented Reality portion of the IIoT core system.
The sections below display the results of each test. Covered are the three requirements of the
Augmented Reality hypothesis: CAD model integration, data visualization, and data overlay.

4.5.1

Automation Lab Test
The purpose of this test was to create an augmented reality experience displaying a three-

dimensional, real-time data overlay on top of a LORD Microstrain wireless temperature sensor
node.
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An augmented reality experience was successfully published using the Vuforia
Experience Server portion of the IIoT core system. When logging in using a mobile device, users
successfully viewed data from a LORD Microstrain wireless temperature sensor on top of
physical sensor node itself. When the end of the sensor was touched the temperature was seen to
rise within the experience view.

Figure 4-18: AR Experience LORD Microstrain Sensor Data Overlay
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4.5.2

CAD Assembly Test
The purpose of this test was to create an augmented reality experience displaying a three-

dimensional CAD model within a augmented reality experience served by the IIoT core system.
An augmented reality experience was successfully created integrating a threedimensional CAD model. The experience was published using the Vuforia experience server
portion of the IIoT core system and the CAD model was displayed in both assembled and
unassembled forms to logged in users.

Figure 4-19: 3D CAD Model in Vuforia
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Figure 4-20: 3D Disassembled CAD Model in Vuforia

4.5.3

Discussion of Results
The test results shown above validated the three requirements of the Augmented Reality

hypothesis: CAD model integration, data visualization, and data overlay. The following table
shows the results of the tests relative to the three hypothesis requirements.

Table 4-6: Augmented Reality Validation Table
Augmented Reality
Validation

CAD Model Integration

Data Visualization

Data Overlay

Automation Lab
Test

NA

Real-time LORD
Microstrain sensor
data

LORD Microstrain
physical sensor
overlay

CAD Assembly Test

CAD model upload
NA
assembled/disassembled
views
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NA

5

CONCLUSIONS AND RECOMMENDATIONS

Conclusions of the Research
The purpose of this research was to implement an IIoT core system that will enable
experience with IIoT technologies in a simulated factory environment. To achieve these goals
five hypotheses were investigated and concluded as follows:
1. The system will allow unified connectivity through data connections to disparate assets
using a variety of protocols in a variety of locations.
This hypothesis was not rejected. Through testing performed in the Thingworx Platform
portion of the IIoT core system, data connections were established with an Allen-Bradley
Micrologix 1400 PLC network, a Universal Robot UR5, a LORD Microstrain wireless sensor
network, a National Instruments DAQ wireless sensor module, as well as other assets in the
university labs. Ethernet/IP, TCP/IP, and REST API protocols were used to connect the assets in
both local and remote lab locations.
2. The system will allow role-based data through the management of multiple user
accounts, data visualizations, and permissions between users.
This hypothesis was not rejected. Through testing performed in the Thingworx Platform
portion of the IIoT core system, multiple users were created along with individualized data
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visualizations. Permissions were customized as different views and control abilities were applied
or restricted to individuals through user groups, organizations, and projects.
3. The system will allow real-time issue identification through data stream monitoring,
customizing alerts, and automated system reactions.
This hypothesis was not rejected. Through testing performed in the Thingworx Platform
portion of the IIoT core system, data streams were tied to subscriptions, services, and alerts. Data
monitoring and automated system reactions were implemented for specific assets. Email and
SMS notifications were also configured for delivery to users from the system.
4. The system will allow both hard edge and soft edge analytics, as well as data lake
solutions.
This hypothesis was not rejected. Through testing performed in the Thingworx Platform
portion of the IIoT core system, Soft edge data analysis was demonstrated through infotables,
data lake analysis was demonstrated through Thingworx Analytics Server integration, and hard
edge data analytics was shown to be achievable through additional Thingworx software
integrations.
5. The system will allow augmented reality experiences using data visualization, CAD
model animations, and data overlay using a variety of mobile devices.
This hypothesis was not rejected. Through testing performed in the Thingworx Platform
and Vuforia Experience Server portions of the IIoT core system, augmented reality applications
were published and viewed by users. These experiences incorporated CAD models with
assembled and disassembled views, visualized asset data, and overlayed real-time data on top of
physical assets.
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Suggestions for Further Research
Areas of further research would include more exploration in generating larger datasets
from continuously running the automated assembly line, as well as the use of analytics and
infotables to analyze that data. Security research into our data connections and interactions
across the system would be valuable to discover common vulnerabilities and develop best
practices. Hardening, and penetration testing of the system as a whole could also generate
beneficial material. More effort could also be extended to connecting additional assets available
on campus to the core system for inclusion in future student projects. Additional analytics
software could also be acquired from PTC such as ThingWatcher” and “ThingPredicter” for
experimentation in machine learning related to lab assets. Hard and soft edge Analytics could
also see future research as more lab assets are connected to the system as the infotable ability is
explored and matured as well as larger datasets generated for long-term analysis.
A great deal of research and future projects could be done using the Vuforia augmented
reality system incorporated with the automated assembly line such as training experiences,
automated maintenance guides, intuitive control interfaces, etc. The continued use and expansion
of this IIoT core system could help pave the way for greater understanding of the connected
assets and systems in our labs, digitization and automation of legacy operations, strategic
analytics applications, and IoT based customer offerings. This core system could also enable
future experimentation with more advanced and adaptive smart manufacturing applications such
as smart connected supply chain coordination and distribution models.
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