ABSTRACT Pedestrian detection attracts much attention from the academic community since it is an essential and significant component of autonomous driving. Despite many similarities with general object detection, pedestrian detection still has unique challenges such as background false positives and missed detections in a crowd. In this paper, we explore the value of contextual information for pedestrian detection, arguing that the contextual information is not a panacea in all cases. Despite the importance of enriching context, a method should focus on the core area where there is the target instance. To this end, we propose a pedestrian detection framework that extends proposals to enrich the context and relieves the confusions caused by contextual information through a supervised attention module. The ablation study demonstrates that the proposed extension is effective for both crowded and non-crowded instances; moreover, the attention module narrows the precision gap between these two cases. The extensive experiments on commonly used pedestrian benchmarks are conducted, which show the superior performance of our method. We achieve the average precision of 74.78% on KITTI pedestrian benchmark with the hard metric level, ranking the first places among all methods.
I. INTRODUCTION
Object detection is a fundamental task for many computer vision applications, such as face recognition, person re-identification, and autonomous driving. the object detection task is defined as localizing all the objects in an image with tight bounding boxes and simultaneously classifying them into the right categories. With the help of powerful Convolutional Neural Networks (CNN) to extract high-quality semantic features of images, algorithms [1] - [8] in the field of object detection have developed rapidly in recent years. Pedestrian detection, which is a special case of object detection, attracts much attention from academic community since it is an essential and significant component of autonomous driving. Similar to general object detection, pedestrian detection aims at localizing all pedestrians in an image. Typical scenario of pedestrian detection includes intelligent surveillance and autonomous driving. The establishment of pedestrian detection benchmarks such as KITTI [9] and The associate editor coordinating the review of this manuscript and approving it for publication was Xiaogang Jin.
Caltech [10] has promoted the rapid development of this research topic.
Despite many similarities with general object detection, pedestrian detection still has its unique challenges. As reported in [11] , the hard negative instances from background regions usually lead to confusions when detecting pedestrians. Fig. 1(a) illustrates the problem: false positives occur in the background areas that contain humanoid things, such as poles. This is contrast to general detection methods where the dominant confusion lies on multiple categories and most research works focus on alleviating the confusions among different categories. Besides, another challenge is detecting each pedestrian in the crowd with a precise bounding box. The mutual occlusion of pedestrians increases the difficulty of detection. Moreover, the anchor boxes between pedestrians are prone to produce duplicated detections with inaccurate localizations, which is shown in Fig. 1(b) . As a result, conventional detection methods do not perform well on the crowded instances, and there is a great gap between the Average Precision (AP) of crowd set and that of noncrowd set. In addition, small size instances (e.g., 25 pixels in KITTI [9] ) are more common in pedestrian detection, [9] and a bounding box is plotted if its confidence score is larger than 0.3.
compared to general object detection. Although [12] argues that the contextual information is conducive to detecting small size objects, careless context involvement would cause feature confusion. Especially in the detection of crowded instances, information of other pedestrians would be involved when enriching the context, which would degrade the localization subtask. An intuitive example is shown in Fig. 1(c) . In conclusion, simply applying general methods into pedestrian detection field does not produce anticipated results due to the above challenges. The methods should be tailored for pedestrian detection.
In this work, we investigate the value of contextual information in CNN-based algorithms. Interestingly, we find that two-stage methods such as RV-CNN [13] could be significantly improved by involving contextual information. Based on context involvement, we reveal that although AP of both the crowd set and non-crowd set have improved, the gap between them does not narrowed. To get better results on detecting crowded instances, we argue that the feature of Region of Interests (RoI) proposals should focus on core area where there is the target instance.
We propose an effective two-stage framework for pedestrian detection. The first stage is an object proposal stage performed with multiple output layers, each focusing on instances within certain scale ranges. In the second stage, we first extend the RoI proposals to acquire necessary contextual information. This operation shares the same insight with the principle of setting handcrafted anchor boxes, which is always smaller than the size of receptive field. Then a novel supervised attention mask is introduced into this stage to relieve the confusions caused by context involvement. With the attention module, our method could focus on the core area where there is the target instance. In a nutshell, the RoI proposal extension first improves detection accuracies of both crowd and non-crowd instances, and the attention module further narrows the AP gap between the two cases.
Extensive experiments have been conducted on two commonly used pedestrian detection benchmark: the KITTI pedestrian benchmark [9] and PASCAL VOC2007 person dataset [14] . Our method achieves 74.78% AP on KITTI pedestrian detection benchmark with the hard metric level, ranking the first place among all methods on the result list. 1 The results evaluated on PASCAL VOC2007 person dataset demonstrate our method is no worse than the other state-ofthe-art object detectors in general object detection.
II. RELATED WORK A. OBJECT DETECTION
Object detection is a prominent research area in a variety of computer vision tasks. Recently, CNN-based methods have demonstrated superior performances in various detection benchmarks [14] - [16] . CNN-based methods initially use handcrafted features, such as Selective Search [17] , to extract RoI proposals. Then Faster R-CNN [3] introduces the anchor boxes, which are inspired by MultiBox [18] , to get high quality proposals. The idea of region proposal network (RPN) and anchor box promotes the development of detection, and almost all subsequent two-stage methods [19] - [21] inherit this design. On the other hand, one-stage methods are equally attractive because of their efficiency. These methods output detection results directly without time consuming RoI pooling operation [2] . It is worth noting that both YOLOv2 [6] and SSD [5] , which are typical one-stage methods, also use anchor boxes for fast object detection. As a result, many other similar methods [22] - [24] leverage anchor boxes on CNN multiple feature maps for multi-scale object detection. Naturally, the principle of anchor box settings has attracted the academic research. References [5] and [24] have demonstrated that the scale of anchor boxes should be preferably smaller than the size of receptive field. Taking SSD-VGG16 [5] , [25] as an example, the receptive field size in conv4_3 feature layer is 92 pixels whereas the longest side length of anchor box in this layer is about 50 pixels.
Some other works [13] decouple the region proposal stage and final detection stage, cropping the RoI proposals from images and training the second stage with an independent network. These methods have been proven to have competitive performances on detection. In this work, we argue that these methods could be better if they follow the principle between anchor box settings and the receptive field in the independent second stage.
B. PEDESTRIAN DETECTION
Detecting pedestrians in images is a research topic with a long history [26] , [27] , and general object detection methods have limited success for this topic. The academic community has made great efforts to achieve a superior performance. [11] investigates issues involving Faster R-CNN for pedestrian detection, and argues that the second-stage after RoI pooling surprisingly degrades the results as pedestrian instances are too small to handle. Reference [28] explores whether and how CNN-based pedestrian detectors can benefit from extra features such as apparent-to-semantic features, temporal features, and depth features. A HyperLearner is proposed in [28] to jointly learn the features which are conductive to pedestrian detection.
Thanks to the establishment of large-scale pedestrian detection benchmark [9] , [14] , more effective methods have been presented in recent years. MS-CNN [19] proposes a unified multi-scale network for fast object detection. Multiple output layers are used in [19] to ease the inconsistency between object scales and receptive fields. RRC [29] gradually and selectively introduces the contextual information to the bounding box regressor. The problem of small-size pedestrian instance is alleviated by enlarging the original image (from 1280 × 384 to 2560 × 768), which however, brings massive redundant computations during its recurrent rolling process. RepLoss [30] and Occlusion-aware R-CNN [31] focus on detecting pedestrians in a crowd. They explore reasons behind the poor performances on pedestrian detection in crowds, and propose elegant frameworks to reduce the miss rate of crowded pedestrians.
C. ATTENTION MODEL
Attention models have been widely used in deep neural networks. Non-Local Network [32] proposes non-local operations for video classification, which is attentive to the feature relationships among different positions. It discusses that self-attention [33] can be seen viewed as a form of non-local mean. Reference [34] integrates the bottomup attention, the object-level top-down attention, and the part-level top-down attention for the task of fine-grained image classification. In [35] , an attention mechanism is introduced for semantic segmentation that learns weight for each pixel location.
For object detection, several works leverage attention model to extract better feature presentations. AttentionNet [36] estimates an exact bounding box by aggregating many weak predictions from the classification model. DeepSaliency [37] pays attention to the salient information by means of semantic segmentation task. More interestingly, AC-CNN [38] explores the relationship between contextual information and attention mechanism. It proposes a novel method which is attentive to context. The attentive map in [38] is learned with few supervision, which is the main difference that set it apart from our method. In the next, we will introduce a core-region-aware network for effective pedestrian detection.
III. METHODOLOGY
In this section, we describe our method for pedestrian detection in detail. As shown in Fig. 2 , the framework consists of two stages. Each input image will be sent to the proposal stage first. Several detection branches simultaneously output proposal results, each focusing on instances within certain scale ranges. After obtaining the proposals, we use the extension and attention stage to predict the final results. The proposals are extended to acquire necessary contextual information, and then the features of those proposals are regularized by an attention module, which is trained under supervision. Multiple tasks are learned simultaneously in this stage, aiming to refine the classification and localization results.
A. PROPOSAL STAGE
The mechanism of RPN has been widely used in detectors in recent years. However, a standard RPN feature map (with a stride of 16 pixels) cannot cover the whole scale range of pedestrian instances, as demonstrated in [11] . Similar to the previous pedestrian detection works [19] , [29] , we implement a multi-scale proposal stage based on VGG16 [25] . The detailed architecture of the proposal stage is shown in Fig. 2(a) . Different anchor boxes are distributed in different output branches with the stride of 8, 16, 32, and 64 pixels respectively. The anchor box size in each detection branch is chosen based on two factors: 1) the size should fit with the receptive field in the certain layer; 2) it should also fit with the instance size distribution of training set. We explore the size distribution by leveraging k-means clustering on the groundtruth labels. Taking KITTI benchmark [9] as an example, with the input image size 1920×576, we finally choose the anchor boxes {34 × 75, 60 × 132}, {85 × 200, 116 × 280, 224 × 226}, {153 × 346}, {202 × 429, 401 × 424} for conv4_3, conv5_3, conv6, and conv7 layers respectively.
B. EXTENSION AND ATTENTION STAGE
The proposal stage produces RoI proposals. Although those proposals could be viewed as final results, the second stage is needed to increase the detection accuracy. RoI pooling [2] performs max pooling on the feature inputs to obtain fixed-size features for the second stage. Specifically, the input feature X for the second stage is:
where RoIPool(·) denotes RoI pooling operation, · denotes floor operation and · denotes ceiling operation, F is the feature for RoI pooling, c l , c r , c t , c b are the left, right, top, bottom coordinates of a certain proposal bounding box respectively, and s denotes stride size of F. RoI pooling significantly speeds up two-stage methods, but as pointed in [11] , it performs on a low-resolution feature map with a stride of 16 pixels and does little help for small object detection. As a result, some works, such as [13] , carry out the second stage with proposal patches cropped from the original image, rather than the feature patches from RoI pooling. Thus the input changes to X = I c l :c r ,c t :c b , where I denotes the original image. With no surprise, those methods achieve superior performance in object detection. In this paper, the framework in [13] is adopted, and the architecture details are illustrated in Fig. 2(b) . One of the main differences between [13] and our method is that we extend the input proposal patches to enrich contextual information. To be precise, the inputs for our extension and attention stage is formulated as follows:
where α and β denote the extension proportions in the horizontal and vertical direction respectively.
Although the proposal is not extended in (1), the feature layer for RoI pooling already has a sufficient receptive field for involving contextual information. In contrast, our inputs are cropped directly from the original image. We suggests that explicit extension is needed in this framework. Despite the simple form, the extension is very effective for detection. More experimental analysis will be presented in the next section.
Contextual information, however, is not a panacea in all cases, which has already been discussed in Section I. Information of other instances could be involved when enriching the context, and what happens next is the feature confusion about this proposal. In order to induce the feature to focus on the core area, we introduce a supervised attention module in the layer before average pooling operation, as shown in Fig 2(b) . The module assigns different weights to different positions on the feature, allowing the stage to focus on the core area while introducing contextual information. The element value A kq in attention mask A ∈ m×n is defined as follows:
where m and n denote vertical and horizontal size of mask A respectively, g l , g r , g t , g b are the left, right, top, bottom coordinates of the ground-truth box respectively, and they should be 0 if the proposal patch is a negative sample (which means the proposal matches neither of ground-truth boxes). * c t , * c b , * c l , * c r have been defined in (2) . In a nutshell, the weight value in A should be 1 when its position locates in the region of the matched ground-truth bounding box, and it should be 0.5 otherwise.
For three reasons, we set the values of non-core area to 0.5 rather than 0 in A. First, contextual information lies on the non-core area, and it should be considered just less rather than completely ignored. Second, for those negative proposal patches, an all-zero mask A does not make sense. Because the all-zero mask cannot derive an one-hot vector with the component of background classification close to 1. Thus A kq should be positive even when the position locates in the noncore area. Last but not least, since the attention feature passes through the operation of ReLU and sigmoid in order before generating mask A, 0.5 is the lower bound A kq can achieve.
In summary, the complete form of the input for our extension and attention stage is:
where N is number of the proposals in a mini-batch, subscript i is the index of proposals, y denotes the ground-truth label vector that the stage should outputs, δ x , δ y , δ w , δ h are the bounding box regression target for positive proposals. They are normalized so as to encourage the regression to be invariant to scale and location. cls denotes an one-hot vector indicating the category this proposal belongs to. It is worth noting that δ ρ , ρ ∈ {x, y, w, h} is based on c η , η ∈ {l, r, t, b} rather than * c η , η ∈ {l, r, t, b}. Because it would increase the difficulty of regression task and degrade the localization accuracy of a proposal when extending the coordinates in (6).
C. MULTI-TASK LOSS FUNCTION
Multi-task learning has been widely used in computer vision tasks in recent years [37] , [39] , [40] . Their experiments have demonstrated that it can solve and boost each correlated task through knowledge sharing.
In this paper, we train the first proposal stage with two losses: a cross-entropy loss for classification and a smooth L 1 loss [2] for bounding box regression. The training details for proposal stage are consistent with MS-CNN [19] : the weight of smooth L 1 is set to 0.05 whereas that of classification is set to 1.
In the extension and attention stage, the subnetwork has two outputs, namely the attention maskÂ and detection resultsŷ, corresponding to the labels A, y in (5). Forŷ, we implement three losses: a cross-entropy loss L cls forĉ ls, a smooth L 1 loss L loc and a regularization term L reg for δ ρ , ρ ∈ {x, y, w, h}. ForÂ, we implement another smooth L 1 loss L msk . The total loss function for the extension and attention stage is defined as follows:
where λ 1 , λ 2 , λ 3 are hyper-parameters for balancing different losses. N denotes number of the proposals in a mini-batch. C is the number of categories.
[S] maps a true statement S to 1 and a false statement S to 0. Since cls i is an one-hot vector mentioned above, cls i0 = 1 means the ith proposal is a negative sample (background) and vice versa. In (7), we introduce a regularization term L reg for bounding box regression. Different with L loc which imposes an independent smooth L 1 loss on eachδ ρ , ρ ∈ {x, y, w, h}, L reg regresses them as a whole unit through computing the IoU value. Thus it can optimize bounding box coordinates jointly with L loc from different directions. L reg is similar to the IoU loss [41] . What sets L reg apart from IoU loss is that L reg aims at the normalized δ ρ rather than the absolute difference value in [41] . The previous works [3] , [5] have pointed out that normalized targets are more friendly and easier to learn for CNN-based regression.
D. IMPLEMENTATION DETAILS
For simplicity, we set the hyper-parameter α = β = 0.25, λ 1 = λ 2 = λ 3 = 1 in (2), (7) throughout our experiments. The ResNet18 [42] pre-trained on ImageNet [43] is used for the extension and attention stage. All proposal patches are cropped and resized to 224 × 224 for this stage, thus the size of A is 7 × 7 (m = n = 7). The mini-batch size of proposal patches is set to 128, the ratio between positive and negative samples is set to 1 : 2 in the proposal stage and 1 : 1 in the second stage. On-line hard (negative) example mining (OHEM) [5] is implemented in sampling process.
On KITTI pedestrian benchmark, the backbone network for the first stage is VGG16 [25] , its initial learning rate TABLE 1. Ablation study on KITTI validation set. Extension proportion denotes the value of α and β in Equation (2) . Channel denotes the number of attentive mask channels, and L msk will be ignored if the attention module is not supervised. N/A denotes ''not applicable''. is 5 × 10 −5 , momentum is 0.9, weight decay is 5 × 10 −4 , and the learning rate is changed to 5 × 10 −5 after 10K/15K iterations, the maximum iteration is 15K/20K for train and trainval set respectively. The pre-trained model for the extension and attention stage is ResNet18, and its initial learning rate is set to 1 × 10 −3 , momentum is 0.9, weight decay is 5 × 10 −4 , and the learning rate is changed to 1 × 10 −4 after 20K/40K iterations, the maximum iteration is 40K/60K for train and trainval set respectively.
On PASCAL VOC2007 person dataset, the backbone, initial learning rate, momentum, and weight decay are consistent with that of KITTI pedestrian benchmark. The step size for learning rate decay is changed to 7K and 10K iterations for the first and the second stage respectively. Similarly, the maximum iteration is changed to 10K and 25K for the first and the second stage respectively.
IV. EXPERIMENT
In this section, extensive experiments are conducted on KITTI pedestrian benchmark [9] and PASCAL VOC2007 [14] person dataset. By comparing to the state-of-the-art methods in object detection, we demonstrate that our pedestrian detector is effective, outperforming other competitors.
A. ABLATION STUDY
KITTI benchmark [9] is collected for promoting the related algorithms of autonomous driving. All images in KITTI are captured by a camera mounted on top of a running vehicle, thus the benchmark contains most of common scenarios in pedestrian detection. In particular, it consists of 7481 training images and 7518 testing images, and three levels of evaluation are introduced in the benchmark: easy, moderate, and hard.
We perform a number of ablations to analyze our method in KITTI pedestrian benchmark. Since the annotations of test set are not publicly available, we split the whole training set into train set and val set, which are totally the same as [44] and [13] . Results are shown in Table 1 and discussed in detail next.
1) THE SECOND STAGE IS NECESSARY FOR REFINEMENT
Model A in Table 1 
2) THE PROPOSAL EXTENSION IS EFFECTIVE BUT NOT A PANACEA IN ALL CASES
In model C and model D, we perform proposal extensions with different proportion α and β. The results show that proposal extension is simple but very effective. The average precision (AP) gains about 4 percents (74.92% to 78.86%) in all validation subsets. Based on the results, we suggest two main factors are responsible for the improvements: 1) Proposal extension means contextual information involvements, which is conductive to detection. 2) Plenty of positive proposals do not cover all parts of the object, although they have large IoUs with the ground truth object. By proposal extension, they could ''see'' the whole picture of the objects, which is important for detecting the border of the bounding box.
However, proposal is not a panacea in all cases. Model D degrades the performance (78.86% to 76.55%) with an oversize extension (α = β = 0.5). We suggest that oversize extensions introduce contextual disturbance, such as other pedestrian instances around the target. The detector would be confused about which one is the target for localizing, as shown in Fig 1(c) .
3) THE ATTENTION MODULE PROMOTES THE DETECTION PERFORMANCE
An unsupervised attention module is added on model E and model F, inducing them to focus on the core area where there is the target. In model E, a single attention mask is generated for all feature channels (512) in the last residual block, and model F produces channel-wise attention masks. The results show that even with unsupervised attention masks, the detection performance is improved from 78.86% to 79.37% and 80.07%. Moreover, AP in crowd set has a more significant improvement (66.37%, 65.92%) compared to the model without attention module (63.13%).
4) THE SUPERVISED ATTENTION MODULE FURTHER NARROWS THE AP GAP BETWEEN NON-CROWD AND CROWD SET
Finally, we perform our extension and attention stage in model G. The attention module is constrained by L msk in (7) and generates a single mask for all feature channels. Table 1 . As shown in Table 1 , model G outperforms all the other methods in all validation subsets.
It is worth noting that the supervised attention module narrows the AP gap between non-crowd set and crowd set (from 13% to about 10%). To show the improvement on crowd set more intuitively, we visualize the confidence histogram of all true positive cases in crowd set in Fig. 3 . By introducing the extension and attention stage, plenty of crowded pedestrians are detected successfully with the confidence score 0.4 to 0.8. 
5) A POWERFUL BACKBONE IS CONDUCTIVE TO DETECTION
Based on the extension and attention framework, we explore several more powerful backbones in Table 2 . The results show that better backbones bring expected gains: ResNet101 achieves the best AP on all three pedestrian detection metric levels (85.64%, 81.22%, 71.64%).
B. KITTI PEDESTRIAN BENCHMARK
We train our method with the whole training set (7481 images) to compare with the state-of-the-art methods fairly on test set. To get a better detection result before submitting to the official evaluation website, we implement commonly used tricks such as Soft-NMS [55] and multi-model result fusion. Table 3 presents the detection results on three metric levels of KITTI test set. Our extension and attension framework (ExtAtt) ranks the first place among all published methods on the result. For qualitative analysis, precisionrecall curves of those methods are illustrated in Fig. 5 , and several examples of our detection results on KITTI pedestrian benchmark are presented in Fig. 4 .
C. PASCAL VOC2007 DATASET
To compare to the state-of-the-art general object detectors, PASCAL VOC2007 person dataset [14] is also utilized in our experiments. All images containing person instances in VOC2007 trainval set, 2008 images in total, are selected for training. Similarly, all images containing person instances in test set are used for evaluation. Because the codes of several superior general object detectors, such as SSD [5] , RFBNet [54] , Fast RCNN [2] and Faster RCNN [3] , are publicly available, we retrain these methods as person detectors with the same pre-trained model VGG16.
The reason we choose PASCAL VOC2007 person dataset is to prove our method is not sensitive to a certain dataset or a certain instance distribution. The proposed ExtAtt outperforms all the competitors again in this different dataset. In Table 4 , the proposed ExtAtt method achieves 79.16%, which is no worse than any other competitor.
V. CONCLUSION
In this paper, we investigate value of contextual information in CNN-based algorithms for object detection, arguing that despite the importance of enriching context, a model should focus on the core area where there is the target instance. Therefore, we propose an effective framework for pedestrian detection. It consists of two stages: the first stage produces proposals by multiple output layers, each focusing on instances within certain scale ranges; next the extension and attention stage refines the results with multiple loss functions. Experiments on KITTI pedestrian benchmark and PASCAL VOC person dataset show that the proposed method outperforms the state-of-the-art detectors. In the future, we will explore better ways to perform the extension and attention operations with high efficiency, enabling the framework to detect pedestrians in real time.
