Abstract Text-based image retrieval is a popular and simple framework, which consists in using text annotations (e.g., image names, tags) to efficiently collect images relevant to a query word, from very large image collections. Even if the set of images retrieved using text annotations is noisy, it constitutes a reasonable initial set of images that can be considered as a bootstrap and improved further by analyzing image content. In this context, this paper introduces an approach for improving this initial set by re-ranking the so-obtained images, assuming that non-relevant images are scattered (i.e., they do not form clusters), unlike the relevant ones. More specifically, the approach consists in computing efficiently and on-the-fly closed frequent patterns, and in re-ranking images based on the number of patterns they contain. To do this, the paper introduces a simple but powerful new scoring function. Moreover, after the re-ranking process, we show how pattern mining techniques can also be applied for promoting diversity in the top-ranked images. The approach is validated on three different datasets for which state-of-the-art results are obtained.
Introduction
Web image search has become a key feature of well-known search engines such as 'Google', 'Yahoo', and 'Bing'. Similar to the way in which web-pages are retrieved, a user searches for images of interest by simply inputting a text query to the search engine. Within less than a second, millions of images related to the query are retrieved. Most of these search engines are primarily based on the use of text metadata such as keywords, tags, and/or text descriptions nearby the images. Although retrieving images based on meta-data is extremely fast using inverted files, the retrievals are usually mixed with a significant amount of undesirable non-relevant images, due to the fact that keywords or tags do not always correspond to the visual content of the images. In Web image search, users usually observe only the top few tens or hundreds of images. This implies that for this scenario, precision is more important than recall. In other words, having less images returned, if they are more relevant, is more interesting than having more images mixed with non-relevant ones.
The retrieval system can be improved using a secondary re-ranking system in a cascade fashion. The key idea is to take benefit from the use of the visual information contained in the images, as shown by [17] . This new step re-orders the images by having the relevant images to be displayed up front of the non-relevant ones. Even if an additional computing step is performed, the re-ranking is only applied to the top retrieved images from the first stage (e.g., few hundreds) and that allows a trade-off between effectiveness and efficiency. We give now the main insights of our approach.
Web image re-ranking can be seen as a binary classification problem where the relevant images belong to the positive class. Although true labels are not provided, it is still possible to build class models based on the two following assumptions. ( reasonable initial ranking, which is to say that a majority of the top-ranked images are relevant to the query, meaning that classifiers such as SVMs can be trained using the topranked images as (noisy) positive images while the images that are ranked below or even the images from other datasets are treated as negative images (see e.g., [4] ). ( 2) The relevant images are visually similar to each other (at least within groups) while the non-relevant images tend to be not similar to any other images. Graph-based re-ranking approaches exploit this second assumption, by modeling the connectivity among retrieved images [21] . Besides the challenge of building a class model from noisy labeled data, a challenging aspect of web image re-ranking is the efficiency of the approach. Indeed, the re-ranking process has to be done on-the-fly-since the queries from the users are not known in advance-hence limiting the type of algorithm that can be used. Although many approaches in the literature have shown excellent re-ranking results, most of them are computationally expensive and therefore unsuitable for real web image re-ranking applications.
In this context, this paper proposes a new approach for image re-ranking, building on recent advances in data mining [1, 29] . Our approach is based on frequent pattern mining, a key technique in data mining. It allows the discovery of sets of image visual features shared by many images (more precisely, we use closed frequent patterns, we explain below the reasons for this choice). The key idea is that frequent patterns are more likely to occur in relevant images since such images have related content (this is illustrated on a toy example in Fig. 1 ). Furthermore, once frequent patterns are extracted, the patterns found in each image infer the connectivity with other images in the database. More precisely, a new scoring function using the statistics of frequent patterns found in images is proposed. This scoring function allows to re-rank images without having to train any expensive classification models, contrarily to [21] . The encoding of images as pattern mining transactions is also critical. We used the adaptive thresholding process of [33] , giving the same number of items (i.e., features) for each image. This prevents the risk that some non-relevant images have more frequent patterns only because they have more items than the relevant ones. In addition, we also propose efficient mining techniques either based on the extraction of closed patterns in the transposed database or on multiple random projections. Consequently, the proposed approach not only gives excellent results in terms of accuracy, but it is also very fast. Therefore, it is suitable for re-ranking applications. The paper also shows that the approach can be used for more general outlier detection tasks. The approach is validated through extensive experiments on three different datasets, and compared to state-ofthe-art algorithms.
Recently, an interesting question has been brought up to the community: how to organize the returned images in a way that facilitates the users to browse through the results and find their images of most interest as quickly as possible. Indeed, re-ranking systems based on visual content tend to return a lot of duplicates or very similar images in the top ranks. If an image has high score, obviously all of other images that look identical or very similar to the image will have also high ranking scores. Actually, it will be more interesting for users to see a variety of images, (i.e., from different class instances, colors, aspect ratios, sizes, view points, etc.) rather than seeing tens of duplicate or very similar images. Promoting diversity is another aspect of image retrieval besides the precision and efficiency of the systems. The most straightforward idea is to group similar images into clusters, and display only an instance of each cluster. The users not only can quickly search for the type of image, but also can refine their search by clicking on the cluster of interest to see all the images inside the cluster. Traditional clustering algorithms have been applied to the top-ranked images [18, 30] . Unfortunately, such algorithms are usually time consuming and can not be used on-the-fly. Moreover, they are not scalable to large datasets. Another contribution of our paper is to propose to apply our duplicate detection approach [32] , also based on pattern mining techniques, to group near duplicate images together. It has been shown, in [32] , that the process of detecting groups of near duplicate images is very fast and scalable to large datasets. This allows to be computed on-the-fly and to be used as a post processing step after the re-ranking process with just a small amount of additional computational cost.
The paper is organized as follows: Sect. 2 discusses related works, while Sect. 3 describes our approach in detail, including how to encode images as data mining transactions, how to extract frequent patterns, how to re-rank images using frequent patterns, and how to group near duplicate images. Section 4 provides the experimental validation, and finally, Sect. 5 concludes the paper with an analysis and discussion of the presented results, as well as possible future work based in our findings.
Related work
Image re-ranking has attracted a lot of attention during the last five years. The different approaches in the literature differ in the way they model the class of relevant images, using (1) clustering and cluster centers, (2) topic models, (3) classification-based models, (4) graph-based models or (5) data mining models.
Clustering-based re-ranking algorithms exploit the property that relevant images form clusters, as they share some common visual properties [3, 5, 16] . Images are then ranked according to their distance to one of the cluster centers (nonrelevant images are expected to be far from cluster centers since these images are supposed to be very diverse and scattered). However, in practice, the relevant images have large visual variability (e.g., side-views and front-views of bicycles look very different) so it is difficult to determine the number of relevant clusters for a given query. Moreover, how to compare the relevance between the images of different clusters is still an open issue (e.g., 'Is an image belonging to a small cluster but close to its center more relevant than another image which belongs to a bigger cluster but being farther from its center?').
Topic models have been used to deal with the diversity of relevant image content [6, 7, 9] . Brought by the field of natural language processing, these models assume that the content of a document is generated by the set of topics it contains. Within this framework, each image is basically mapped to a lower dimensional topic space representing the strength of each topic in the image. The images are then ranked according to the dominating topics in the entire retrieval set, which means that if an image contains many dominating topics, it is likely to be relevant to the query.
Classification-based approaches have also been used for re-ranking e.g., [4, 11, 25] . In this case, a classifier is trained using the initial top-ranked images as noisy positive training images. The trained classifier is used to give a newhopefully more relevant-score to each image. The problem is that the selected pseudo-positive and pseudo-negative images may not be truly-positive and truly-negative, and can damage the classification model. Moreover, a new classifier has to be learned for each new query. Krapac et al. [17] proposed a method based on query-relative visual word features to train a single generic classifier that can be used across different queries. It is possible to calculate which visual words are strongly associated with the query set, as the majority of the images are the relevant images; the visual words which occur often are the ones strongly associated to the query set. The statistics of the amount of strongly associated visual words can reflect the relevance of the image and can be used as generic features. Thollard and Quénot [28] proposed to combine an unsupervised re-ranking approach with a supervised re-ranking one. The unsupervised approach is based on the hypothesis that a relevant image is visually similar to some other relevant images, while a non-relevant image does not share similarity with any other images. The ranking score of the approach is based on the average distances between the K-nearest neighbors. Regarding the supervised re-ranking approach of [28] , the idea is to train a single 'junk' classifier to filter out some non-relevant images that are typically found across all queries. These noisy images share some similar characteristics such as they commonly have very small size and are less textured (e.g., 'icons', 'banners'). The two re-ranking methods and the original ranking are complimentary and can improve the overall ranking.
Graph-based methods [13, 15, 20, 35] have shown very good results in image re-ranking. A fully connected graph is constructed from a query set, graph in which images are represented by nodes that are connected by vertices when they are close enough. A regularization scheme is applied, hence enforcing the scores to be smooth on the graph while keeping the score consistent with the prior information, (i.e., the initial text-based ranking). Unfortunately, such a graphbased approach has very high computational complexity, due to the computation of the distance between all image pairs and the computation of the pseudo-inverse of the adjacency matrix.
Finally, frequent pattern mining has been used for removing outliers in [21] . Each image is described as a transaction (or pattern). A pattern is made of items which are the visual words located on images' interest points. Frequent pattern mining is applied to find frequent combinations of visual attributes -constituting new image features-used by a oneclass SVM to re-rank the images. Despite our approach also uses patterns, it is very different from [21] . One key difference lies in the way images are encoded as transactions. In [21] , as the number of items per image varies a lot from an image to another, non-relevant images (which contain often more patterns as they are often richer in shape and texture) will contain more frequent patterns and will consequently have higher scores. In contrast, we adopted the encoding strategy of [33] , for the aforementioned reasons. Another important difference with [21] lies in the way images are ranked: [21] trains a one-class SVM, which is slow when the dimensionality of the data is large, forcing themselves to use very poor image representation. In comparison, the simplicity and the efficiency of our scoring function allow to extract frequent patterns from very high dimension image features (i.e., 2,000 visual words and 21 spatial pyramids bins [19] , resulting in 42,000 features) and use hundreds of thousands frequent patterns to rank images.
For promoting the diversity of the top-ranked images, traditional clustering techniques have been applied as a post processing stage on the top-ranked images [18, 30] . From their discriminative power, they have been shown to be effective to promote the diversity. However, visual clustering requires highly time-consuming computation which prevents its use as an online process. Another way for promoting the diversity is to simultaneously take diversity and relevance into account simultaneously [36] . The selection is then done by choosing not only the most relevant images to the query but also according to the diversity of the already selected images. Although the computational complexity is lower than clustering approaches, it can still be very slow when processing high number of retrievals. Instead of these techniques, we propose to use our efficient groups of duplicate detection approach which can group similar images together. It has been shown in [32] that the run time is <3 minutes to detect groups of duplicates in a database of 1 million images using only a single core machine. Applying the approach as a post processing step to our re-ranking system will cost less than a second of extra computational time for retrieval sets in a scale of hundreds or thousands.
Re-scoring of retrieved images
As said in the introduction, the rational for using frequent patterns (i.e., frequent groups of visual features jointly occurring in images) for re-ranking is that (1) patterns that occur frequently are likely to come from relevant images as relevant images do share similarities (in contrast with non-relevant images which are scattered) and (2) they can be computed on-the-fly very efficiently.
This section presents new scoring functions based on frequent patterns and explains how images can be represented as sets of binary items. This binarization step-required for mining patterns as data mining algorithms can only handle binary items-is critical as it provides the information from which the score will be computed. Finally, we explain how frequent pattern mining can be used for detecting groups of near duplicate images. We propose to use our groups of duplicates detection system [32] after the re-ranking step in order to promote diversity of the retrievals.
Scoring function
Let A = {a 1 , . . . , a k } denotes the set of all possible items. In our case, items are visual words (i.e., quantized local features), and A is the visual vocabulary. A set of items X ⊆ A, is called a pattern. The length of a pattern l(X ) = |X | is the number of items in the pattern. The set of images is denoted by I = {I 1 , . . . , I |I| }, where |I| represents the number of images. Each image is represented by a pattern and forms a database entry, so-called a transaction. The transaction of image I i is denoted as t i . The set of transactions T obtained from the retrieved images is called the transaction database, denoted as T = {t 0 , . . . , t |T | }. A pattern X can be covered by (i.e., can be subset of) many transactions and the set of transactions covering X is called the cover of X with respect to the transaction database T , denoted as
The frequency measure provides the number of occurrences of a pattern X in the database. X is considered to be a frequent pattern if its frequency f r(X ) = |K T (X )| is above a minimum frequency threshold min f r (in other words, min f r is the minimum number of images that must contain a pattern X in order to consider X as a frequent pattern).
Using these notations, we define the set of frequent patterns as :
Toy example. In order to illustrate the approach, let us discuss the toy example depicted in Fig. 1 . In this example, the images are supposed to be retrieved by a text-based search engine and sorted by their initial rank (from 1 to 5). There are three relevant images, I 1 , I 2 , and I 4 and two non-relevant images, I 3 and I 5 (see Fig. 1a ). In the toy example, image I 2 is described by the items a 1 , a 4 and a 6 . The frequency of the pattern X = {a 2 , a 3 } is 2 and X is covered by I 1 and I 4 (i.e.,
Scoring function.
A first possible scoring function can be:
which is the number of frequent patterns included in the transaction representing the image I i . Following our toy example, Fig. 1b gives the closed frequent patterns which have been extracted with min f r = 2 (Sect. 3.2.2 gives the details of the mining step). Note that the frequent patterns are found mostly in the relevant images. At last, Fig. 1c shows the reranking of the images according to the number of frequent closed patterns they contain. Each pattern is characterized by its frequency and its length, both playing a role in determining the relevance of the pattern. We therefore suggest to improve the basic scoring function (i.e., Eq. 2) by weighting individually each pattern, more important patterns receiving higher weights. Equation 3 implements this weighting scheme.
The following paragraphs give four different definitions of the weighting function w(X ).
1. Frequency: Frequent patterns appear in many images, likely to be the positive ones (remind that positive images are assumed to share patterns with other positive images). In contrast, rare patterns appear only in very few images, most of them being non-relevant images (as they do not share many patterns with other images). This property can be expressed by defining w as: w(X ) = f r(X ). In this case, patterns with higher frequencies will contribute more to the scoring function. 2. Length: The length of the patterns reflects the similarity between the images sharing them. Positive images tend share many visual features with other positive images. Therefore, long patterns are likely to come from them. On the other hand, non-relevant images tend not to share features with other images, and, therefore, the patterns extracted from them tend to be shorter. Based on this observation, a second proposal for w is:
where longer patterns contribute more to the scoring function. 3. Area: Since both frequency and length are important, we can consider them together. More formally, w can be defined as: . According to this weighting scheme, the frequent patterns found in the top images should contribute more to the final score.
The different weighting schemes have been experimented in Sect. 4.2.
Mining image transactions

Representing images by transactions
In order to extract frequent patterns from images, images have to be represented as sets of binary items. Starting from bag-of-words (BoW) histograms, which is considered as a good choice for representing images [12, 26, 34] , the idea is to obtain binary items by thresholding the bins of the BoW histogram. Visual words whose frequencies are above the threshold are set to 'one' and are considered as the items of the image. More formally, in the BoW representation, each image I is described as a histogram of visual words h = ( p(w 0 |I ), . . . p(w d |I )) where d is the size of the dictionary. The binary vector is described as
where τ is the threshold, and i is the bin index of the histogram. Options for setting τ are described along with the explanation of the advantages and disadvantages of each method in the following paragraphs.
Fixed threshold.
The simplest way is to set a fixed constant global threshold τ = C (Fig. 2a) . The disadvantage of this method is that the images which have flat distributions can be entirely set to 'zeros' or 'ones' (Fig. 2a-left) depending on the threshold value. Besides having a single threshold for all features, an alternative is to set distinct thresholds for 'each' bin/feature. For example, the threshold for each features, can be set according to its mean valuef i or its median valuef i . However, the number of attributes after binarization (i.e., the number of ones) can vary a lot from an image to the another. This is problematic when extracting patterns since the images with more items will contain more patterns than the images having less items.
First q-quantile of the sorted histogram.
Another method is to set the threshold to the first q-quantile of the sorted histogram h s (Fig. 2b) . We denote h s as a vector in which components correspond to the bins of h sorted in descending order. Then τ = h s i * , where i * verifies
This binarization method seems to be a suitable choice since the total amount of bits being set to one comes from a fixed proportion of the total probability distribution of the original histogram. Unlike the fixed threshold method, this thresholding ensures that at least one bit is set to one (each image contains at least one item), and there will not be any case where all the bits are set to one (no image contain all items). This binarization method can avoid having too many or too less items in flat distributions ( Fig. 2b-left) as it would be if using a fixed threshold (Fig. 2a-left) , However, a problem remains when only a few visual words dominate the image. We give here an example of an image of a small plane flying in the sky. This image contains a large amount of a single non-gradient visual word. The amount of this visual word exceeds the first q-quantile which sets only the bit corresponding to this visual word to one. In this case, the visual words representing the plane are discarded. Having only one attribute, the combinations of attributes in this image are limited. Figure 2b -right illustrates this problem. (Fig. 2c) . Selecting the visual words which have the highest counts is favorable since they are the most representative features in the image. Unlike the two previously described methods, this binarization ensures that all images will have a reasonable amount of attributes.
This can avoid the problems of having too high or too low number of attributes as mentioned in the previous examples. The main advantage of this binarization is that images will have exactly the same number of items, which ensures that the number of frequent patterns found in each image truly reflects the connectivity with other images. Using other binarization methods, may allow non-relevant images to have more frequent patterns than the relevant ones, due to the possibility of having more items in the transactions. Furthermore, having a fixed number of attributes also makes the implementation more efficient. For example, it allows to adopt fixed array sizes which is much more efficient in terms of computation time and memory usage (the exact need of memory is known in advance).
Efficient frequent pattern mining
Once images are represented as sets of items, the next step is to extract frequent patterns [1] (see definition Sect. 3.1).
Pattern condensed representations
As each subset of a frequent pattern is also a frequent pattern, the entire set of frequent patterns can be very large and can include redundant information (i.e., many frequent patterns are extracted from the same set of images). To reduce this redundancy, we consider two condensed representations of frequent patterns: (1) closed frequent patterns [22] , and (2) maximal frequent patterns [2] .
Regarding the definitions, X is a closed frequent pattern if X is frequent and Y ⊃ X | f r(X ) = f r(Y)
where Y is any superset of X . A closed pattern summarizes the frequency of a subset of patterns having the same frequency value. On the other hand, X is a maximal frequent pattern, if X is frequent and Y ⊃ X | f r(Y) ≥ min f r where Y is any superset of X . Maximal patterns are the longest patterns (w.r.t. the items) satisfying the min f r threshold. All frequent patterns can be derived from both condensed representations but the difference lies in the knowledge of the frequency values: the exact frequencies of all the frequent patterns can be derived from the frequent closed patterns but not from the maximal frequent patterns. Mining closed or maximal patterns also significantly enhances the computing effort [29] . Indeed, specific pruning techniques make the mining of closed and maximal frequent patterns much more efficient than the mining of the whole set of frequent patterns. Moreover, since the amount of closed frequent patterns is much less than the amount of frequent patterns, the computational cost of the re-ranking stage is reduced. In practice, we experimented with frequent patterns, closed frequent patterns, and maximal frequent patterns and concluded from these experiments that closed frequent patterns gave the best results both in terms of efficiency and performance. In practice, we use the LCM algorithm to extract closed and maximal frequent patterns [29] . LCM stands for Linear time Closed pattern Miner and is one of the fastest implementations to mine closed frequent patterns. Theoretically, the complexity of LCM is bounded by a linear function with respect to the number of closed frequent patterns, thus its acronym. LCM uses a prefix preserving closure extension to completely enumerate closed patterns. This allows counting the support of a pattern efficiently during the mining process.
Improving mining efficiency.
The mining complexity is linear with the number of images but can grow exponentially in the worst case with the number of items, which can be unfortunately very large. We investigated two solutions to make the mining process more efficient: (1) mining frequent patterns from the transposed data, (2) reducing the number of items per transaction by applying multiple random projections.
Matrix transposition. [24] proposed to use the Galois connection property to solve the problem of mining patterns from high number of items with respect to the number of transactions. The principle is to transpose the original data matrix and then to extract the closed patterns from the transposed data matrix. Thanks to the Galois connection, we can infer the results that would be extracted from the initial data matrix by associating the closed patterns from the transposed matrix with the closed patterns from the initial matrix. Finally, the same set of closed patterns with their frequencies are extracted, but much more efficiently. We use this transposition trick when the query dataset has few images. In other words, instead of considering an image as a data mining transaction with binary items, each image item is now considered as a data mining transaction containing a few images. Figure 3 explains the transposition of the data. In the following description of the method, we still use the terms of the original database.
Multiple random projections. It has been shown that representing high-dimensional data by multiple projections leads to good approximations of the data e.g., [14] . We propose a binarization framework consisting in (1) projecting the high-dimensional feature space into several low dimensional sub-spaces by applying P random projections, (2) binarizing features using top-K binarization, (3) extracting and counting frequent patterns found in each sub-space (more details are in [33] ). Note that the combination of the first two-steps bears similarity with local sensitive hashing (LSH) [10] . The difference is that in LSH a fixed threshold is used instead of top-K . We have mentioned the advantages of top-K over the fixed threshold in Sect. 3.2.1. Moreover, in practice, the projection is done by randomly selecting p visual words from the original BoW. This can be seen as projecting the original d-dimensional data to a p-dimensional subspace where the projection matrix is obtained by randomly selecting p basis vectors among the d ones from the original space (more complex projections have been investigated, without improving the performance). As an alternative to multiple random projections, we also experimented with principal component analysis (PCA) to reduce the dimensionality of input histograms. However, we obtained much worse results.
Promoting diversity
As mentioned in the introduction, it is more interesting for users to get as diverse as possible positive images. However, our scoring function tends to promote image belonging to large clusters. We observe that there are many groups of duplicates or near duplicate images (i.e., with slight differences in scaling, cropping, or colors etc.) in each query set, especially those queries such as 'flags', 'logos' in which there are not so much class variations. Having the top-ranked images all the same, indeed, makes the result less appealing.
To solve this, we make use of our groups of duplicates detection system described in [32] to cluster duplicates or near similar images together. We have shown in [32] that the system is very fast. The computational time for detecting groups of duplicates in a retrieval set of typically about 500 images is in a range of only a few tens of milliseconds. To describe the detection in brief, we target on representing each image as a very compact set of binary items (i.e., ten binary items). Note that we can use a very compact representation, since we are only interested in finding duplicates. This is not the case for modeling classes of objects which needs to have a richer image representation in order to capture large intraclass variations. We extract closed frequent patterns, with min f r = 2 (two images form a group of duplicates). From the set of frequent patterns, we keep only the very long patterns e.g., l(x) > 8. As mentioned earlier, the length of the patterns reflects the similarity of the images sharing the patterns (cf. Fig. 8 ). We can control the similarity of the images in the group using the length threshold. The set of images sharing a long pattern is considered as a group of duplicates. More detail of groups of duplicate detection is given in [32] . If different groups overlap, meaning that they have common images, we merge those groups together. After the merging stage, we represent each group by the image which has the highest re-ranking score among other images in the group.
Scalability
The primary motivation for the proposed approach is the ability to re-rank the top few retrieved images such as provided by a first round of retrieval. However, in some case, a second search could be required to discover good candidates possibly buried far behind in the initially retrieved list. It can be done by extending the search to a second round of retrieval, providing a potentially large set of images, hence raising the question of the scalability of the approach. The overall complexity of the approach depends on the number of images (N) and the number of patterns (P) in the following way: extracting the patterns is polynomial in N, computing patterns' scores (in the worst case) is O(P × N ) or O(P × log N ) using a multithreaded divide and conquer strategy (e.g., using a GPU). P depends on N but is bounded by the number of possible items (i.e., the number of visual words in the case of the bag-ofwords representations). Finally, ranking the images based on the new score can be done in O(N log N ). The bottleneck is hence the final ranking, which however can benefit from approximate or parallelized algorithms [23] .
Experiments
This section provides the experimental validation of the proposed approach. We first describe the datasets and then present and analyze the experimental results. For extracting closed frequent patterns, we use the LCM mining tool [29] , setting min f r = 2 (i.e., a pattern is frequent if it appears in at least two images).
The visual binary attributes are obtained by binarizing bag-of-words (BoW) representations of images. To compute BoWs, we use multi-scale SIFT as local descriptors, as computed by the VLFeat library [31] (12 scales from 3 up to 14 pixels with the default step size of 2 pixels). The visual words are pooled from 3-level SPM [19] grids (1 × 1, 2 × 2, 4 × 4). To binarize the BoW representation, we use the adaptive thresholding of [33] .
Datasets and evaluation protocol
The approach is validated on the three following datasets: the INRIA Web Queries dataset [17] , the QUAERO's visual concepts image dataset [27] , and finally the eBay Motorbike dataset [8] . The rationale for choosing those 3 datasets is based upon their frequent usage in the recent computer vision literature, hence allowing us to provide experimental comparisons with state-of-the-art approaches such as [17, 20, 21, 28] .
The INRIA Web Queries dataset consists of top-ranked images from text queries returned by a web search engine. In total, there are 71,478 images from 353 queries, having about 250 images per query. For each query, about 40 % of the images are relevant to the query. The queries are very diverse, ranging from general object classes or scenery classes such as 'car', 'bird', and 'mountain' to specific names of objects, places, events, or persons such as 'Nike Logo', 'Eiffel tower', 'Cannes festival', 'Cameron Diaz', etc For each query, the annotation giving the relevance to the query is provided. The evaluation protocol is as follows. For each query, the images are sorted according to their ranking score. The Average Precision A P is calculated per each query and the mean Average Precision m AP is reported.
The QUAERO's visual concepts image dataset is similar to the INRIA Web Queries dataset in the way the images are obtained. The diversity of the queries, the types of images, as well as the intra-class variations within each query, are comparable to the ones of the INRIA Web Queries dataset. The main difference is that the number of images per concept is larger with about 950 images per concept. Moreover, since the dataset was created after the INRIA Web Queries dataset, web search engines had been improved, resulting in cleaner data. For each concept, about 55 % of the images are relevant images. The number of concepts is also larger consisting of 519 concepts. In total, this dataset contains 187,029 images. We follow the same evaluation protocol as used in [28] by using 100 concepts as test data to report the m AP over the 100 test concepts.
The eBay Motorbike dataset contains 5,245 images of different types of motorbikes collected from eBay. The dataset was designed for studying the problem of removing outlier images from a large dataset, rather than re-ranking web images. Since the images are for advertising, the quality of the images are better than web images. The dataset is also much cleaner with 97 % of relevant images (i.e., motorbike images) compare to the INRIA Web Queries and the QUAERO's visual concepts datasets which have about 40-60 % of relevant images per query. The metric used to evaluate the performance is the Equal Error Rate (E E R).
On setting the system
This section justifies the chosen options regarding the algorithm and studies the sensitivity of the parameters. For doing this, we used a sub-part of the INRIA Web Queries dataset, by randomly selecting 30 queries (out of the 353 queries).
Transposed versus random projections. As mentioned in Sect. 3.2.2, we proposed two methods for making frequent pattern mining more efficient, either by mining the transposed database or by doing random projections. We compared the two alternatives, computed from the same BoW representation. We run grid-search to obtain the best hyper-parameters (i.e., K for the first method, and P, p, K for the second) which gives the highest score for each method on a validation set.
In terms of performance, both methods are comparable (the difference in m AP is of about 1 %). However, in terms of complexity, the random projection approach is better since it is linear according to the number of images. The computational time of pattern extractions process between the two methods are compared in Table 4 . Note that for the random projections method, all sub-processes (i.e., transaction encoding and pattern extraction of each random projection) are independent to each other, and therefore, the computation for the sub-processes can be run in parallel. In Table 4 , the number of CPUs used is equal to the number of random projections which is 50. Note that for the matrix transposition approach, the computational time for extracting frequent patterns from some queries (i.e., 'Map World' and 'Logo Chelsea') is very large. This is due to the number of items (i.e., images) of some transactions (i.e., features) can be very large. The reason is that these queries contain a lot of duplicates or near duplicates, and some features can appear in all of them. On the other hand, the computational time of the random projection approach is quite stable across different queries, since the number of items (i.e., features) per transaction (i.e., images) is fixed. To conclude this experiment, when multi-process resource is available and especially when the number of images is large, the random projection method is a better choice. The remaining experiments use this approach.
Hyper-parameters. In this set of experiments, the influence of the parameters as well as the justification for the chosen values are given. There are three parameters to be considered in our approach (see Sect. 3.2 for their definitions): (1) the value K in the adaptive thresholding process, (2) the dimensionality of the projected features p, and (3) the number of random projections P. The performance is expected to increase with P since more information of the original representation is used. We first set P to the arbitrary value of 20 and run grid-search to find K and p. As shown in Fig. 4 , to obtain good performance, K has to be set to about 10 % of p. The performance is not sensitive to the dimensionality of the projected features p, and a large range of values can be used. Nevertheless, small values for p are more desirable since they lead to small values for K . Remind that the mining complexity grows exponentially with K . To see the influence of P, we next fix K = 20 and p = 800 and evaluate the results with different values of P. As shown by Fig. 5 , the performance increases with the number of projections and saturated around P = 50.
Types of patterns. In this set of experiments, we investigate how the performance is related to the type of pattern, chosen as being either (1) frequent patterns, (2) closed frequent patterns or (3) maximal frequent patterns (see previous Sect. for their definitions). As shown terns. We also observe that the number of maximal frequent patterns is 5 times lower than the number of closed frequent patterns, but the performance is significantly worse. We do not report here run-times, but they are approximately proportional to the number of patterns that are produced. Vocabulary size. In this experiment, different vocabulary sizes are investigated. As shown by Table 2 , the performance increases with the size of the vocabularies. However, increasing the size of the vocabulary also increases the encoding time so that we limited the size to 2,000 visual words. Values are given both for the method using transposed data (Tr.) and the one using multiple random projections (Rp.). Computed on a validation set Weighted scoring function. In this experiment, we investigated different weighting schemes used with Eq. 3. The results in Table 3 , show that weighting the closed frequent patterns according to their frequency or to their length does not give any improvement. The explanation could be that longer patterns are less frequent than the shorter patterns, and vice-versa. Giving more importance to long patterns, means that we explicitly also give more importance to the less fre- Qualitative re-ranking results. We show the top-ranked results of five queries ranging in an order from small to high diversities categories (i.e., logos, specific objects, celebrities, specific landmarks, animals). The results after the re-ranking stage significantly improve the purity of the original ranking. However, the drawback of the re-ranking system is that it pulls all duplicate images up especially for queries with small diversities. After we group the duplicate images, we obtain better results in the aspect of promoting diversity quent patterns which is not what we want. On the other hand, if we give more importance to frequent patterns, we explicitly also give more importance to shorter patterns. Weighting according to the area does not give any improvement either, as it is unlikely to find long closed frequent patterns with high frequency.
However, we observed that integrating the original ranking significantly improve the performance (+2.4%), see Table 3 . We tried different functions besides the inverse of the ranking such as exponential functions but could not obtain better results. This weighting scheme is applied in the remaining experiments.
Best P random projections. As described in Sect. 3.2.2, we evaluated the performance given by the use of 5,000 random projections, and kept the best few projections which perform best. We made threefold cross-validation on the validation data and found that the performance saturates after adding the 20 best random projections. The improvement is of 2 % m AP over using all the projections. Consequently, this feature selection not only makes the process faster but also improves performance. For the remaining experiments, we selected the best 20 (out of 5,000) random projections on the validation data and use them on the test data.
Complexity and computational time
Regardless of the time for computing the BoW representation -which can be done off-line and is the same for any reranking approach-we observed that extracting the patterns is linear according to the number of images. In addition, the computational time for scoring an image is linear with the number of patterns. The computational time for pattern extractions and scoring the images are given Table 4 . As shown by Table 4 , the approach is fast enough for being used on-the-fly. Moreover, the computation time is stable across different queries. On average, it takes about 0.15 s, which is comparable to the computational times reported by [28] .
Performance evaluation and comparison with related state-of-the-art methods
In this section, we compare our re-ranking method with the state-of-the-art re-ranking methods available in the literature. In these experiments, the three hyper-parameters are set as: P = 20, p = 800, K = 20. The size of vocabularies is of 2,000. The original ranking is integrated excepted for the eBay Motorbike dataset for which the initial positions of the images are meaningless. The selection of the best random projections is activated. Note that we have cross-validated the settings on all datasets, and, interestingly, the choice of the hyper-parameters is very stable. Moreover, even the 20 best random projections apply well to all datasets. It explains why we eventually used the same settings for the 3 datasets. INRIA web queries dataset. On this dataset, as shown by Table 5 , our re-ranking approach improves the original search engine ranking by about 15 % m AP and is better than any classifier-based approaches [17, 28] . Comparing with the graph ranking of [20] , our approach has comparable performance in terms of m AP. However as explained in Sect. 2, our approach is real-time while the graph-based ranking approach has a significantly higher complexity and cannot be used on-the-fly.
We can observe Fig. 6 that after applying our re-ranking the top results are very clean compared to the original ranking, especially for queries in which images have small variations e.g., 'logos', 'maps', and 'flags' up to immediate variations e.g., 'landmarks', 'celebrities'. For queries in which images have a large range of diversity e.g., 'Generic objects', 'Animals', the top images are less clean. Nevertheless, our re-ranking approach can still improve the original ranking from the text-based search.
QUAERO's visual concepts image dataset. In this dataset, as shown by Table 6 , our re-ranking approach improves the original search engine ranking by about 6 % m AP, and is 3 % m AP better than the best result reported on this dataset [28] .
eBay Motorbike dataset. As shown by Table 7 and Fig. 7 , our approach is 7.4 % E E R better than the state-of-the-art approach of [21] .
Promoting diversity
In this section, we use our groups of duplicate detection approach [32] to find groups of near duplicate images, hence increasing the diversity of the resulting images. We made an experiment to show that the similarity between images forming clusters increases according to the length of the patterns (Fig. 8) . Notice that the number of images in the clusters (the frequency) is inversely proportional to the length of the patterns.
For each group, we use the image with the highest reranking score as the instance to represent the group and display the results. In Fig. 6 , we show some qualitative results illustrating the results after the re-ranking stage, and after the duplicate grouping. We observe that queries in which there are less diversity in the classes, such as logos (e.g., Nike logo), there are a large number of duplicates. After the grouping, we can see significant improvement in promoting the diversity. However, for classes with large intra-class variations such as animals (e.g., Monkey), we do not observe the difference between the top-ranked images before and after the grouping stage. Nevertheless, the top-ranked images are already diversified.
ing function for re-ranking images in the context of textbased image retrieval is defined. Our method relies on the hypothesis that non-relevant images are more scattered than relevant ones, the proposed scoring function updates the original scores by measuring the amount of frequent patterns contained in images. Building on this assumption, our approach mines closed frequent patterns which are groups of image attributes shared by sets of images. Closed frequent patterns are likely to be discovered in the relevant images which have visually similar appearance, and not in the nonrelevant images which do not share similarity to other images (negative images' appearances are very diverse). We showed that weighting closed frequent patterns based on the initial ranking position of the images supporting the patterns can improve the results of the non-weighted scheme. Regarding the efficiency of the approach, we show that we can reduce the mining complexity while maintaining the same quality of results using multiple random projections. This allows to re-rank images even for very large sets of retrievals as the re-ranking computation scales linearly to the number of images. In addition of being fast enough for on-the-fly usage, the approach gives state-of-the-art results on three different challenging datasets. At the end, we show that we can apply our group of detection approach to group duplicates or very near duplicates together in order to promote diversity in the top-ranked images.
