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ABSTRACT 
Lowner matrices are special matrices which were first used by LGwner in [4] to 
characterize the so-called monotone matrix functions. Liiwner showed also their 
connection with the problem of rational interpolation (for these questions see also 
Donoghue [2], Belevitch [l] and Fiedler [3]). Liiwner matrices also occur in applica- 
tions, for example in the theory of electric networks. In this paper we show that for a 
nonsingular LGwner matrix 
the matrix (L I)?‘ can be written in the form 
(L 1)“ = D,L’D, 
where D, and Da are diagonal matrices and L’ is again a Lowner matrix of the form 
y, - Sj ” - l 
i 1, Yn-'j , j-0’ 
For a more detailed description of all forms L ’ = D,L’D, possible we introduce the 
notion of D-classes of the Liiwner matrices. 
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DEFINITIONS AND PRELIMINARIES 
A Lowner matrix is a matrix of the form 
where y0 ,...,Yn~llZo,...,2,-1 are 2n distinct complex numbers and 
GJ,..., npir c d,,..., d ,,_ I are any complex numbers. Throughout the paper 
we shall suppose that n is fixed, greater than one, and that 
YO,...,Yn~l,Zo,...,Zn~l are given. We shall use the notation 5?( y, z) for the 
set of all Lowner matrices with given y,, zj. 
Further, we shall use the following notation and symbols: 
,I ~ 1 
a(x>= jQIll,(x-Yj)> 4x1 ai = - x - yi ’ 
,I ~ 1 
b(x)= jFI(x-zj)3 hi(x)=$&> 
I 
r(M) = the rank of the matrix M, 
deg f( x ) = the degree of the polynomial f( x ) . 
1. LijWNER MATRICES AND RATIONAL INTERPOLATION 
Of the known connections between Lowner matrices and rational interpo- 
lation we shall use one assertion only: 
THEOREM 1.1. Let the numbers c,, . . . , c,,_ I und d,,, . . . , d,, _ I be given. 
lf the matrix 
is nonsingular, then there are infinitely many pairs of relatively prime 
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polynomials f(x), q(x) of degree at most n such that 
4( zc, 
f(Yi) 
‘(‘i) =d, 
" f(2,) " 
i, j=O ,...,n - 1. 
Moreover, for all such pairs max(degq(x), degf(x)) = n. 
This assertion is proved in [4]. 
DEFINITION 1.1. We shall use the notation L,,f for the matrix 
1 4(Yi) q('j) \ -~ 
f(Y,) f('j) 
. yi - zj 
\ I 
2. THE SPECIAL FORM OF THE INVERSE OF A NONSINGULAR 
LiiWNER MATRIX 
THEOREM 2.1. Let L E 2’( y, z) be a nonsingular Liiwner matrix. Then 
the matrix ( LP ‘)r can he written in the form 
(L-1)’ = D,L’D2 
where D, and D2 are diagonal matrices and L’ E _$?(y, 2). 
Proof. By Theorem 1.1 there exists a pair of polynomials f(x), q( r ) such 
that L = L,,f. Under the assumption that the polynomial f(x) is of degree 
exactly n and all its roots are simple, we shall prove that 
L;,,W+& = 1, 
where q(x) is a polynomial of degree at most n such that 
dx)q(x)=a(x)b(x)mod f(x), 
D, = diaga, 
I I 
D2 = diag#. 
I 2, 
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[The polynomial 9(x) is determined up to addition of a constant multiple of 
f(x). We remark that this has no effect upon the matrix L,,,.] 
Denote J~~,,-D,L,,~D~ = ( mik). Then 
n-1 [9(=i)f(Yj)-9(Yj)f(z;)][4(Yj)f(sk)-9(zk)f(Yj)] 
mik= C 
j=O f(zi)bk(Zk)(Yj-Zk)(Zi-Yj)aj(Yj)f(Yj) ’ 
However, by decomposition into partial fractions we find that 
= ‘iI [cl(‘,)f(Yj)-9(Yj)f(“i)] [rl(Yj)f(“k)-Q(z,)f(Yj)] 
j=O f(~i)bk(Zk)(Yj-Zk)(X-Yj)aj(Yj)f(Yj) 
where to,..., t n_l are the roots of the polynomial f(x). Substituting x = zi, 
we obtain 
The second term is the expansion of the function 
(which has simple poles at the points to,. . . , t, _ 1) about x = z,. Therefore, 
mik = a,, the Kronecker symbol. 
The proof is complete if we use the fact that there always exists a pair 
f(x), 9(x) such that 
L = L4/f 
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and f(x) has n simple roots (see Fiedler [3]). On the other hand, a continuity 
argument shows that the equality 
is valid for any relatively prime polynomials q(x), f(x) with max(deg 9(x), 
deg f(x)) = n [the roots of f(x) must be, of course, different from 
YO>..., Yn-l. q),..., z, _ 1] and any polynomial q(x) of degree at most n such 
that 
9(x)q(x) = a(x)b(x) mod f(x). n 
3. D-CLASSES OF LOWNER MATRICES 
It is evident that the expression of (L- l)T in the form D,L’D, is not 
unique. We can ask for all such expressions possible. For this purpose we shall 
solve the following problem: What are necessary and sufficient conditions for 
the matrices L, z E 2’(y, z) in order that there exist nonsingular diagonals -_ 
D, D such that DL = LD? 
THEOREM 3.1. Let L, z E -cP(y, z), 
and suppose that there exist nonsingular diagonals D, D such that 
DL = LD. 
Then at least one of the following possibilities occurs: 
(1) ci = K Vi, where K is a constant, 
C, = E Vi, where g is a constant, 
di, dj are arbitrary except for condition 
d, = K if and only if di = K. 
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(21 c: = K Vi. 
d; are arbitrary, different from K, 
C, are arbitrary, different from E. 
(3) cli = K Vj, 
di = K v’j, 
q, C, are arbitrary except that 
(4) dj =_K Vj, 
C, = K Vi, 
ci = K if and only if ci = K. 
5 are arbitrary, different from K, 
di are arbitrary, different from E. 
(5) ci = di = K Vi V’j and C, = 6, = K Vi Vj (if L, z are null matrices). 
(6) The c, are not all equal, nor are the C,, nor the dj, nor the zi, and there 
exist complex numbers a, /3, y, 6, a8 - /3~ # 0, such that 
ac. + p c, = 1 
adj+p 
* yci + s ’ 
di = ~ 
vdi + S 
Vi Vj. 
Proof. For brevity we shall show the principal idea only. Let 
D = diag(ai), D = diag( si ) , 
From DL = zo we have 
Si( C, - dj) = (5, - d;)$j, 
i.e., 
-- 
6,ci + S,d j = Sid j + 8,~~. 
If we write cl for ci+ 1 - ci and analogously di, S:, etc., we have 
Si’d; + “&‘= 0, i, j = 0 ,...,n - 2. 
Analyzing this equality, we come to the assertion of the theorem. 
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Now we know that, with some exceptions, the relation DL = LD for some 
D, n is equivalent to 
cxc.+p - adi+/ 
I5 =LTdi=- 1 yci + 8 ydj + 6 forsomea,fi,y,6, cr8-fiy#O. 
That leads us to the concept of D-classes of the Lowner matrices: 
DEFINITION 3.1. Let 
c, - di 
i i 
yi - xi . 
We shall say that L, z are D-equivalent and we shall write L - L if and only 
if there exist numbers CX, p, y, 6, a8 - fly z 0, such that 
OS- +p 
c. = t 
adj+p 
I yci + 6 ’ 
dj = ___ 
ydi+6 * 
We shall use the term D-class for each class of D-equivalent matrices in 
_!Z’(y, z). We shall denote D-classes by the letters A, 12 etc. 
It is evident from Theorem 3.1 that if L - z, then ci = K Vi or dj = Q Vj 
implies that i;, = E Vi or dj = Q Vj. 
DEFINITION 3.2. A D-class A E Y( y, n) is called special if there is 
c, = K Vi or d i = K V’j (K is a constant) for all matrices 
ci - dj 
L= - 
i i 
E A. 
yi - zj 
In the opposite case, D-class A is called nonspecial. 
LEMMA 3.1. lf L, z are in the same D-class A, then there exist nonsin- 
gular diagonals D,, D, such that 
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Conversely, if a matrix L belongs to a nonspecial D-class A and if 
r, = D,LD,, 
then z belongs to the D-class A as well. 
Proof. The first part we obtain easily from the definition of D-equiva- 
lence; the second part follows from Theorem 3.1. n 
From Lemma 3.1 it is evident that L - z implies r(L) = r(z). We can 
thus speak about the rank of the Dclass. 
Now we come to our basic result: 
THEOREM 3.2. Let A be a nonspecial nonsingular Lklass. Than there 
exists exactly one Dclass A’ such that: 
(1) For each pair L, L’ such that L E A, L’ E A’ there exist nonsingular 
diagonals D,, D, such that 
(Lp’)T = D,L’D,. 
(2) For no pair L, L’ such that either L E A, L’ E dp(y, x)\ A’, or 
L E Z’( y, .z)\ A, L’ E A’, is the expression 
(Lp’)T = D,L’D, 
possible. 
Moreover, the D-class A’ is nonspecial and nonsingular. 
Proof. The uniqueness of A’ follows from its properties, and we have 
only to show the existence. 
Let L be an arbitrary matrix in A. By Theorem 2.1, there exist matrices 
L’, D,, and D2 such that (L-l)T = D,L’D,, L’ E Z(y, 2). We shall show 
that the D-class A’ for which L’ E A’ is that of the theorem. 
(a) Indeed, for any z E A, z’ E A’ we have 
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(b) Further, we shall show that A’ is a nonspecial D-class. We have 
L’= L,,f if L = L4,f, 
where 
If 
and, say, 
c/= K’ Vi, 
then 
Considering the degrees of the polynomials, we have 
4(x) = K’f(x)+ 044 for some constant Q. 
But then the polynomial 9(x) must have the form 
(Q must be different from zero) for some K”, which contradicts the fact that 
L= Ldf E A, A being nonspecial. 
(c) Finally, let (say) z E A and z’ E Z( y, x)\ A’, and suppose that 
(L -1)’ = D,L’D,. 
By the first part of Lemma 3.1, 
L = 9~L&. 
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and, by the second part of Lemma 3.1, z’ E A’, which is a contradiction. n 
Theorem 3.2 gives us a satisfactory description of all expressions (L ’ )T = 
D,L’D, in the case that L is in a nonspecial D-class. 
DEFINITION 3.4. We shall call the D-class A’ of Theorem 3.2 the inverse 
D-class to A, and we shall write A’= A-‘. 
REMARK. With regard to the symmetry of A and A’ in Theorem 3.2, it is 
evident that (A-‘)-’ = A. 
The author wishes to thank his teacher Professor M. Fiedler for many 
helpful conversations. 
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