Abstract -Digital pathology has entered a new era with the availability of whole slide scanners that create the high-resolution images of full biopsy slides. Consequently, the uncertainty regarding the correspondence between the image areas and the diagnostic labels assigned by pathologists at the slide level, and the need for identifying regions that belong to multiple classes with different clinical significances have emerged as two new challenges. However, generalizability of the state-of-the-art algorithms, whose accuracies were reported on carefully selected regions of interest (ROIs) for the binary benign versus cancer classification, to these multi-class learning and localization problems is currently unknown. This paper presents our potential solutions to these challenges by exploiting the viewing records of pathologists and their slide-level annotations in weakly supervised learning scenarios. First, we extract candidate ROIs from the logs of pathologists' image screenings based on different behaviors, such as zooming, panning, and fixation. Then, we model each slide with a bag of instances represented by the candidate ROIs and a set of class labels extracted from the pathology forms. Finally, we use four different multi-instance multilabel learning algorithms for both slide-level and ROI-level predictions of diagnostic categories in whole slide breast histopathology images. Slide-level evaluation using 5-class and 14-class settings showed average precision values up to 81% and 69%, respectively, under different weakly labeled learning scenarios. ROI-level predictions showed that the classifier could successfully perform multi-class localization and classification within whole slide images that were selected to include the full range of challenging diagnostic categories. Index Terms-Digital pathology, breast histopathology, whole slide imaging, region of interest detection, weaklylabeled learning, multi-class classification.
I. INTRODUCTION

H
ISTOPATHOLOGICAL image analysis has shown great potential in supporting the diagnostic process for cancer by providing objective and repeatable measures for characterizing the tissue samples to reduce the observer variations in the diagnoses [1] . The typical approach for computing these measures is to use statistical classifiers that are built by employing supervised learning algorithms on data sets that involve carefully selected regions of interest (ROI) with diagnostic labels assigned by pathologists. Furthermore, performance evaluation of these methods has also been limited to the use of manually chosen image areas that correspond to isolated tissue structures with no ambiguity regarding their diagnoses. Unfortunately, the high accuracy rates obtained in studies that are built around these restricted training and test settings do not necessarily reflect the complexity of the decision process encountered in routine histopathological examinations.
Breast histopathology is one particular example with a continuum of histologic features that have different clinical significance. For example, proliferative changes such as usual ductal hyperplasia (UDH) are considered benign, and patients diagnosed with UDH do not undergo any additional procedures [2] . On the other hand, major clinical treatment thresholds exist between atypical ductal hyperplasia (ADH) and ductal carcinoma in situ (DCIS) that carry different risks of progressing into malignant invasive carcinoma [3] . In particular, when a biopsy that actually has ADH is overinterpreted as DCIS, a woman may undergo unnecessary surgery, radiation, and hormonal therapy [4] . These problems have become even more important because millions of breast biopsies are performed annually, and the inter-rater agreement has always been a known challenge. However, generalizability of the state-of-theart image analysis algorithms with accuracies reported for the simplified setting of benign versus malignant cases is currently unknown for this finer-grained categorization problem.
In this paper, we propose to exploit the pathologists' viewing records of whole slide images and integrate them with the pathology reports for weakly supervised learning of fine-grained classifiers. Whole slide scanners that create high-resolution images with sizes reaching to 100,000 × 100,000 pixels by digitizing the entire glass slides at 40× magnification have enabled the whole diagnostic process to be completed in digital format. Earlier studies that used whole slide images have focused on efficiency issues where classifiers previously trained on labeled ROI were run on large images by using multi-resolution [5] or multi-field-ofview [6] frameworks. However, two new challenges emerging from the use of whole slide images still need to be solved. The first challenge is the uncertainty regarding the correspondence between the image areas and the diagnostic labels assigned by the pathologists at the slide level. In clinical practice, the diagnosis is typically recorded for the entire slide, and the local tissue characteristics that grabbed the attention of the pathologist and led to that particular diagnosis are not known. The second challenge is the need for simultaneous detection and classification of diagnostically relevant areas in whole slides; large images often contain multiple regions with different levels of significance for malignancy, and it is not known a priori which local cues should be classified together. Both the former challenge that is related to the learning problem and the latter challenge that corresponds to the localization problem necessitate the development of new algorithms for whole slide histopathology.
The proposed framework uses multi-instance multi-label learning to build both slide-level and ROI-level classifiers for breast histopathology. Multi-instance learning (MIL) differs from traditional learning scenarios by use of the concept of bags, where each training bag contains several instances of positive and negative examples for the associated bag-level class label. A positive bag is assumed to contain at least one positive instance, whereas all instances in a negative bag are treated as negative examples, but the labels of the individual instances are not known during training. Multi-label learning (MLL) involves the scenarios in which each training example is associated with more than one label, as it can be possible to describe a sample in multiple ways. Multi-instance multilabel learning (MIMLL) corresponds to the combined case where each training sample is represented by a bag of multiple instances, and the bag is assigned multiple class labels.
The use of multi-instance and multi-label learning algorithms has been quite rare in the field of histopathological image analysis. Dundar et al. [7] presented one of the first applications of MIL for breast histopathology by designing a large margin classifier for binary discrimination of benign cases from actionable (ADH+DCIS) ones by using whole slides with manually identified ROIs. Xu et al. [8] used boosting-based MIL for binary classification of images as benign or cancer. They also used multi-label support vector machines for multi-class classification of colon cancer [9] . Cosatto et al. [10] studied binary classification in the multi-instance framework for diagnosis of gastric cancer. Kandemir and Hamprecht [11] used square patches as instances for multi-instance classification of tissue images as healthy or cancer. Most of the related studies in the literature consider only either the MIL or the MLL scenario. Most also The main contributions of this paper are twofold. First, we study the MIMLL scenario in the context of whole slide image analysis. In our scenario, a bag corresponds to a digitized breast biopsy slide, the instances correspond to candidate ROIs in the slide, and the class labels correspond to the diagnoses associated with the slide. The candidate ROIs are identified by using a rule-based analysis of recorded actions of pathologists while they were interpreting the slides. The class labels are extracted from the forms that the pathologists filled out according to what they saw during their interpretation of the image. The second contribution is an extensive evaluation of the performances of four MIMLL algorithms on multi-class prediction of both the slide-level (bag-level) and the ROIlevel (instance-level) labels for novel slides and simultaneous localization and classification of diagnostically relevant regions in whole slide images. The quantitative evaluation uses multiple performance criteria computed for classification scenarios involving 5 and 14 diagnostic classes and different combinations of viewing records from multiple pathologists. To the best of our knowledge, this is the first study that uses the MIMLL framework for learning and classification tasks involving such a comprehensive distribution of challenging diagnostic classes in histopathological image analysis. The rest of the paper is organized as follows. Section II introduces the data set, Section III describes the methodology, Section IV presents the experiments, and Section V gives the conclusions. An earlier version of this work was presented in [12] .
II. DATA SET
We used 240 haematoxylin and eosin (H&E) stained slides of breast biopsies that were selected from two registries that were associated with the Breast Cancer Surveillance Consortium [13] . Each slide belonged to an independent case from a different patient where a random stratified method was used to include cases that covered the full range of diagnostic categories from benign to invasive cancer. The class composition is given in Table I . The cases with atypical ductal hyperplasia and ductal carcinoma in situ were intentionally [13] . The focus of data collection was to study ductal malignancies, so when only lobular carcinoma in situ or atypical lobular hyperplasia was present in a slide, it was put to the non-proliferative category.
oversampled to gain statistical precision in the estimation of interpretive concordance for these diagnoses [4] .
The selected slides were scanned at 40× magnification, resulting in an average image size of 100,000 ×64,000 pixels. The cases were randomly assigned to one of four test sets, each including 60 cases with the same class frequency distribution, by using stratified sampling based on age, breast density, original reference diagnosis, and experts' difficulty rating of the case [13] . A total of 87 pathologists were recruited to evaluate the slides, and one of the four test sets was randomly assigned to each pathologist. Thus, each slide has, on average, independent interpretations from 22 pathologists. The data collection also involved tracking pathologists' actions while they were interpreting the slides using a web-based software tool that allowed seamless multi-resolution browsing of image data. The tracking software recorded the screen coordinates and mouse events at a frequency of four entries per second. At the end of the viewing session, each participant was also asked to provide a diagnosis by selecting one or more of the 14 classes on a pathology form to indicate what she/he had seen during her/his screening of the slide. Data for an example slide are illustrated in Figure 1 . We also use a more general set of five classes with the mapping shown in Figure 2 .
In addition, three experienced pathologists who are internationally recognized for research and education on diagnostic breast pathology evaluated every slide both independently and in consensus meetings where the result of the consensus meeting was accepted as the reference diagnosis for each slide. The difficulty of the classification problem studied here can be observed from the evaluation presented in [14] where the individual pathologists' concordance rates compared with the consensus-derived reference diagnosis was 82% for the union of non-proliferative and proliferative changes, 43% for ADH, 79% for DCIS, and 93% for invasive carcinoma. In our experiments, we only used the individual viewing logs and the diagnostic classifications from the three experienced pathologists for slide-level evaluation, because they were the only ones who evaluated all of the 240 slides. These pathologists' data also contained a bounding box around an example region that corresponded to the most representative and supporting ROI for the most severe diagnosis that was observed during their examination of that slide during consensus meetings. These consensus ROIs were used for ROI-level evaluation.
In summary, we used the three experienced pathologists' viewing logs, their individual assessments, and the consensus diagnoses for the four sets of 60 slides described above in a four-fold cross-validation setting so that the training and test slides always belonged to different patients. The study was approved by the institutional review boards at Bilkent University, University of Washington, and University of Vermont.
III. METHODOLOGY A. Identification of Candidate ROIs
The weakly supervised learning scenario studied in this paper used candidate ROIs that were extracted from the pathologists' viewing logs as potentially informative areas that may be important for the diagnosis of the whole slide. These candidate ROIs were identified among the viewports that were sampled from the viewing session of the pathologists and were represented by the coordinates of the image area viewed on the screen, the zoom level, and the time stamp.
Following the observation that different pathologists have different interpretive viewing behaviors [15] , [16] , we defined the following three actions: zoom peak is an entry that corresponds to an image area where the pathologist investigated closer by zooming in, and is defined as a local maximum in the zoom level; slow panning corresponds to image areas that are visited in consecutive viewports where the displacement (measured as the difference between the center pixels of two viewports) is small while the zoom level is constant; fixation corresponds to an area that is viewed for more than 2 seconds. The union of all viewports that belonged to one of these actions was selected as the set of candidate ROIs. Figure 3 illustrates the selection process for an example slide.
B. Feature Extraction
The feature representation for each candidate ROI used the color histogram computed for each channel in the CIE-Lab space, texture histograms of local binary patterns computed for the haematoxylin and eosin channels estimated using a color deconvolution procedure [17] , and architectural features [6] computed from the nucleus detection results of [18] . Table II provides the details of the resulting 370-dimensional feature vector. The use of deep features will be the focus of future work because it is not yet straightforward to model this kind of complex histopathological content by using convolutional structures with limited training data.
C. Learning
The granularity of the annotations available in the training data determines the amount of supervision that can be incorporated into the learning process. Among the most popular weakly labeled learning scenarios, multi-instance learning (MIL) involves samples where each sample is represented by a collection (bag) of instances with a single label for the collection, and multi-label learning (MLL) uses samples where each sample has a single instance that is described by more than one label. In this section, we define the multi-instance multi-label learning (MIMLL) framework that contains both cases. Figure 4 illustrates the different learning scenarios in the context of whole slide imaging.
Let
be a data set with M samples where each sample consists of a bag and an associated set of labels. The bag X m contains a set of instances {x mn } n m n=1 where x mn ∈ R d is the feature vector of the n'th instance, and n m is the total number of instances in that bag. The label set Y m is composed of class labels {y ml } l m l=1 where y ml ∈ {c 1 , c 2 , . . . , c L } is one of L possible labels, and l m is the total number of labels in that set. The traditional supervised learning problem is a special case of MIMLL where each sample has a single instance and a single label, resulting in the data set {(
. MIL is also a special case of MIMLL where each bag has only one label, resulting in the data set {(X m , y m )} M m=1 . MLL is another special case where the single instance corresponding to a sample is associated with a set of labels, resulting in the
. In the following, we summarize four different approaches adapted from the machine learning literature for the solution of the MIMLL problem studied in this paper. in the latter by assuming that the labels are independent from each other. The resulting MIL problem is further reduced into a traditional supervised learning problem by assuming that each instance in a bag has an equal and independent contribution to the label of that bag, and is solved by using the MISVM algorithm [19] . 2) MIMLSVM: An alternative is to decompose the MIMLL problem into a single-instance multi-label learning problem by embedding the bags in a new vector space. First, the bags are collected into a set {X m } M m=1 , and the set is clustered using the k-medoids algorithm [20] . During clustering, the distance between two bags X i = {x in } n i n=1
and X j = {x j n } n j n=1 is computed by using the Hausdorff distance [21] :
Then, the set of bags is partitioned into K clusters, each of which is represented by its medoid M k , k = 1, . . . , K , the object in each cluster whose average dissimilarity to all other objects in the cluster is minimal. Finally, the embedding of a bag X m into a K -dimensional space is performed by computing a vector z m ∈ R K whose components are the Hausdorff distances between the bag and the medoids as [22] . The resulting MLL problem for the data set
is further reduced into a binary supervised learning problem for each class by using all samples that have a particular label in their label set as positive examples and the rest of the samples as negative examples for that label, and is solved using the MLSVM algorithm [23] . 3) MIMLNN: Similar to MIMLSVM, the initial MIMLL problem is decomposed into an MLL problem by vector space embedding. This algorithm differs in the last step in which the resulting MLL problem is solved by using a linear classifier whose weights are estimated by minimizing a sum-of-squares error function [24] . 4) M 3 MIML: This method is motivated by the observation that useful information between instances and labels could be lost during the transformation of the MIMLL problem into an MIL (the first method) or an MLL (the second and third methods) problem [25] . The M 3 MIML algorithm uses a linear model for each label where the output for a bag for a particular label is the maximum discriminant value among all instances of that bag under the model for that label. During training, the margin of a sample for a label is defined as this maximum over all instances, the margin of the sample for the multi-label classifier is defined as the minimum margin over all labels, and a quadratic programming problem is solved to estimate the parameters of the linear model by maximizing the margin of the whole training set that is defined as the minimum of all samples' margins. Each algorithm described in this section was used to learn a multi-class classifier for which each training sample was a whole slide that was modeled as a bag of candidate ROIs (X m ), each ROI being represented by a feature vector (x mn ), and a set of labels that were assigned to that slide (Y m ). The resulting classifiers were used to predict labels for a new slide as described in the following section.
D. Classification
Classification was performed both at the slide level and at the ROI level. Both schemes involved the same training procedures described in Section III-C using the MIMLL algorithms.
1) Slide-Level Classification: Given a bag of ROIs, X , for an unknown whole slide image, a classifier trained as in Section III-C assigned a set of labels, Y , for that image. In the experiments, the bag X corresponded to the set of candidate ROIs extracted from the pathologists' viewing logs as described in Section III-A. If no logs were available at test time, an ROI detector for identifying and localizing diagnostically relevant areas as described in [15] and [16] would be used. Automated ROI detection is an open problem because visual saliency (that can be modeled by well-known algorithms in computer vision) does not always correlate well with diagnostic saliency [26] . New solutions for ROI detection can directly be incorporated in our framework to identify the candidate ROIs.
2) ROI-Level Classification: In many previously published works, classification at the ROI level involves manually selected regions of interest. However, this cannot be easily generalized to the analysis of whole slide images that involve many local areas that can have very different diagnostic relevance and structural ambiguities which may lead to disagreements among pathologists regarding their class assignments.
In this paper, a sliding window approach for classification at the ROI level was employed. Each whole slide image was processed within sliding windows of 3600 × 3600 pixels with an overlap of 2400 pixels along both horizontal and vertical dimensions. The sizes of the sliding windows were determined based on our empirical observations in [15] and [16] . Each window was considered as an instance whose feature vector x was obtained as in Section III-B. The classifiers learned in the previous section then assigned a set of labels Y and a confidence score for each class for each window independently. Because of the overlap, each final unique classification unit corresponded to a window of 1200 × 1200 pixels, whose classification scores for each class were obtained by taking the per-class maximum of the scores of all sliding windows that overlap with this 1200 × 1200 pixel region.
IV. EXPERIMENTAL RESULTS A. Experimental Setting
The parameters for the algorithms were set based on trials on a small part of the data, based on suggestions made in the cited papers. Three of the four algorithms (MIMLSVMMI, MIMLSVM, and M 3 MIML) used support vector machines (SVM) as the base classifier. The scale parameter in the Gaussian kernel was set to 0.2 for all three methods. The number of clusters (K ) in MIMLSVM and MIMLNN was set to 20% and 40%, respectively, of the number of training samples (bags), and the regularization parameter in the least-squares problem in MIMLNN was set to 1.
The three experienced pathologists whose viewing logs were used in the experiments are denoted as E1, E2, and E3. For each one, the set of candidate ROIs for each slide was obtained as in Section III-A, and the feature vector for each ROI was extracted as in Section III-B to form the bag of instances for that slide. The multi-label set was formed by using the labels assigned to the slide by that expert. Overall, a slide contained, on average, 1.77 ± 0.66 labels for five classes and 2.66±1.29 labels for 14 classes when the label sets assigned by all experts were combined. Each slide also had a single consensus label that was assigned jointly by the three pathologists. Table III summarizes the ROI statistics in the data set. There are some significant differences in the screening patterns of the pathologists; some spend more time on a slide and investigate a larger number of ROIs, whereas some make faster decisions by looking at a few key areas. It is important to note that the slides with consensus diagnoses of proliferative changes and atypical ductal hyperplasia attracted significantly longer views resulting in more ROIs for all pathologists. Studying the correlations between different viewing behaviors and diagnostic accuracy and efficiency is part of our future work.
B. Evaluation Criteria
Quantitative evaluation was performed by comparing the labels predicted for a slide by an algorithm to the labels assigned by the pathologists. The four test sets described in Section II were used in a four-fold cross-validation setup where the training and test samples (slides) came from different patients. Given the test set that consisted of N samples
where Y n was the set of reference labels for the n'th sample, let f (X n ) be a function that returns the set of labels predicted by an algorithm for X n and r (X n , y) be the rank of the label y among f (X n ) when the labels are sorted in descending order of confidence in prediction (the label with the highest confidence has a rank of 1). We computed the following five criteria that are commonly used in multi-label classification:
where is the symmetric distance between two sets. It is the fraction of wrong labels (i.e., false positives or false negatives) to the total number of labels.
where Y n denotes the complement of the set Y n . It is the fraction of label pairs where a wrong label has a smaller (better) rank than a reference label.
∈ Y n , where 1 is an indicator function that is 1 when its argument is true, and 0 otherwise. It counts the number of samples for which the top-ranked label is not among the reference labels.
• coverage( f ) = 1 N N n=1 max y∈Y n r (X n , y) − 1. It is defined as how far one needs to go down the list of predicted labels to cover all reference labels. 
CLASS LABELS) WERE USED FOR TRAINING (ROWS). TEST LABELS CONSISTED OF THE UNION OF PATHOLOGISTS' INDIVIDUAL LABELS AS WELL AS THEIR CONSENSUS LABELS IN TWO SEPARATE EXPERIMENTS. THE EVALUATION CRITERIA ARE: HAMMING LOSS (HL), RANKING LOSS (RL), ONE-ERROR (OE), COVERAGE (COV), AND AVERAGE PRECISION (AP). THE BEST RESULT FOR EACH SETTING IS MARKED
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C. Slide-Level Classification Results
The quantitative results given in this section show the average and standard deviation of the corresponding criteria computed using cross-validation. For each fold, the number of training samples, M, is 180, and the number of independent test samples, N, is 60. 1) 5-Class Classification Results: Two experiments were performed to study scenarios involving different pathologists. The goal of the first experiment was to see how well a classifier built by using only a particular pathologist's viewing records (candidate ROIs and class labels) on the training slides could predict the class labels assigned by individual pathologists to the test slides. Table IV shows the average precision values for the experiments repeated using the data for each of the three pathologists separately. The results showed that MIMLNN and MIMLSVM performed the best, followed by M 3 MIML, with MIMLSVMMI having the worst performance. An expected result (illustrated by the columns of Table IV) was that the classifier that performed the best on the test data labeled by a particular pathologist was the one that was learned from the training data of the same pathologist (different slides but labeled by the same person). Among the three pathologists, the first one had the largest average number of labels assigned to the slides (1.55 labels compared to 1.20 for the second and 1.26 for the third), that probably boosted the average precision values of the classifiers on the test data of the first pathologist.
The goal of the second experiment was to evaluate the effect of diversifying the training data, where the instance set for each training slide corresponded to the union of all candidate ROIs of the three pathologists (the last row of Table III) , and the label set was formed as the union of all three pathologists' labels for that slide. As test labels, we used the union of three pathologists' labels as one setting, and the consensus diagnosis as another setting for each test slide. Table V shows the resulting performance statistics. The highest average precision of 0.8068 was obtained when the test labels were formed from the union of all pathologists' data. The more difficult setting that tried to predict the consensus label for each test slide resulted in an average precision of 0.7377 with MIMLNN as the classifier. (The consensus label-based evaluation is harsher on wrong classifications than multi-label evaluation when at least some of the labels are predicted correctly.) 2) 14-Class Classification Results: We used the same experimental setup in Section IV-C.1 for 14-class classification. Table VI shows the average precision values. MIMLNN and MIMLSVM, that both formulated the MIMLL problem by embedding the bags into a new vector space and reducing it to an MLL problem, consistently outperformed both MIMLSVMMI that transformed the MIMLL problem into an MIL problem by assuming independence of labels, and M 3 MIML that used a more complex model that was more sensitive to the amount of training data. Due to similar reasons as in the previous section, the scores when the first pathologist's test data were used were higher than the scores on the test data of the second and third pathologists. Also similar to the 5-class classification results, a particular pathologist's test data were classified the best by the classifier learned from the same pathologist's training data with the exception of the third one's test data which were classified the best when the training data of the first one were used. However, the best classification performance of the third pathologist's classifier, 0.5448, was very close to the first one's classifier's best classification score of 0.5534. These experiments once again confirmed the difficulty of whole slide learning and classification by using slide-level information compared to the same by using manually selected, well-defined regions as commonly studied in the literature. The second set of experiments followed the same procedure as in Section IV-C.1 as well. Table VII presents the quantitative results. In agreement with the 5-class classification results, the best performance was achieved when the union of all pathologists' data were used for both training and testing, but with a drop in average precision from 0.8068 to 0.6917 for the more challenging 14-class setting. We would like to note that it was not straightforward to compare the 5-class and 14-class performances with respect to all evaluation criteria, as the number of labels in the respective test sets could often be different, and some performance criteria (e.g., coverage) were known to be more sensitive to the number of labels than others. The results obtained in this section will also be used as baselines in our future studies. Our future work will investigate the similarities and differences between the ROIs from different pathologists at the feature level, study the relationships between slide-level diagnoses and ROI-level predictions, and extend the experiments by using different scenarios that exploit data from additional pathologists.
D. ROI-Level Classification Results
We followed the sliding window approach described in Section III-D.2 to obtain confidence scores for all classes at each 1200 × 1200 pixel window of a whole slide image. The best performing classifier of the previous section, MIMLNN, was selected for training with the union of all candidate ROIs from the three pathologists and with the slide-level consensus labels. We used only the 5-class setting, since the consensus reference data used for performance evaluation at the ROI level had only 5-class information.
As mentioned in Section II, ADH and DCIS cases were oversampled during data set construction [4] . This made automatic learning of the minority classes NP and INV difficult even though they are relatively easier for humans. Therefore, we employed an upsampling approach for these two classes where a new bag was formed by sampling with replacement from the instances of a randomly selected bag until the number of training samples increased by twofold. The resulting set was used for weakly-labeled training of a multi-class classifier from slide-level information for ROI-level classification.
Since only the diagnostic label of the consensus ROI was known for each slide, only the 1200×1200 subwindows within that region were used for quantitative evaluation. We used the following protocol for predicting a label for this ROI by using its subwindows. First, we assigned the class that had the highest score as the diagnostic label of each subwindow. Then, we used a classification threshold on these scores to eliminate the ones that had low certainty. Finally, we picked the most severe diagnostic label among the remaining subwindows as the label of the corresponding ROI. If a slide-level grading is desired, the connected components formed by the subwindows that pass the classification threshold can be found, and the most severe diagnosis can be used as the diagnostic label of that slide. The components also provide clinically valuable information as one may want to localize all diagnostically relevant regions that may belong to different classes.
We evaluated different parameter settings for the protocol described above. The best results were obtained when the classification threshold was 0.7. Tables VIII and IX summarize the classification results. Among the five classes, namely nonproliferative changes only (NP), proliferative changes without atypia (P), atypical ductal hyperplasia (ADH), ductal carci- Figure 2 for the colors of the classes); scores for individual classes using the color map show on the right. The consensus ROIs are shown using black rectangles. The consensus diagnosis for the case in the first row is atypical ductal hyperplasia, and the consensus diagnoses for the second and third rows are ductal carcinoma in situ. noma in situ (DCIS), and invasive cancer (INV), we observed that the classifier could predict P, ADH, DCIS, and INV better than NP. In spite of the upsampling, most of the NP cases were incorrectly labeled as P, followed by ADH and DCIS. Precision values indicated better performance for DCIS and INV, followed by ADH and P. Recall values for P indicated a large number of missed cases; most were misclassified as ADH and a comparatively smaller number were misclassified as DCIS. ADH and DCIS were more successfully captured, with DCIS having a relatively smaller false positive rate compared to ADH where the classifier incorrectly assigned a class label of ADH to a large number of cases associated with P and a smaller number of cases associated with DCIS. The classifier could detect 10 out of the 22 INV cases correctly and 10 of the misclassified 12 cases were labeled as DCIS, which was not an unexpected result given that most cases labeled as INV also included DCIS in their pathology reports. Even though slide-level predictions achieved precision values up to 81%, ROI-level quantitative accuracy appeared to be lower than human performance. The main cause of the ROI-level predictions counted as errors was the difficulty of the multi-class classification problem by using weakly-labeled learning from pathologists' viewing records. For example, the multi-label training sets with INV, DCIS, or ADH as the most severe diagnosis often also included other classes, and the candidate ROIs that were included in the bags that corresponded to these multi-label sets covered diagnostically relevant regions that belonged to the full continuum (P, ADH, low-grade DCIS, high-grade DCIS, etc.) of histologic categories. Unfortunately, there is no comparable benchmark that studied these classes in the histopathological image analysis literature where discrimination of classes such as ADH and DCIS was intentionally ignored as being too difficult even in fully supervised settings and when manually annotated ROIs were used for training [7] , [27] . These classes are also often the most difficult to differentiate even by experienced pathologists using structural cues, and this was particularly apparent for our data set, as well [4] , [14] . The proposed classification setting was powerful enough to work with generic off-the-shelf features that were not specifically designed for breast pathology. Our future work includes the development of new feature representations that can model the structural changes used by humans in diagnosis and weakly labeled learning algorithms that further exploit the pathologists' records for the discrimination of these challenging classes. Figure 5 presents ROI-level classification examples. In general, the multi-class classification within the whole slide and the localization of regions with different diagnostic relevance appeared to be more accurate compared to the numbers given in quantitative evaluation.
V. CONCLUSION
We presented a study on multi-class classification of whole slide breast histopathology images. Contrary to the traditional fully supervised setup, where manually chosen image areas and their unambiguous class labels are used for learning, we considered a more realistic scenario involving weakly labeled whole slide images where only the slide-level labels were provided by the pathologists. The uncertainty regarding the correspondences between the particular local details and the selected diagnoses at the slide level was modeled in a multi-instance multi-label learning framework, where the whole slide was treated as a bag, the candidate ROIs extracted from the screen coordinates as part of the viewing records of pathologists were used as the instances in this bag, and one or more diagnostic classes associated with the slide in the pathology form were used as the multi-label set.
Training and test data obtained through various combinations of three pathologists' recordings were used to evaluate the performances of four different multi-instance multi-label learning algorithms on classification of diagnostically relevant regions as well as whole slide images as belonging to 5 or 14 diagnostic categories. Quantitative evaluation of 5-class slide-level predictions resulted in average precision values up to 78% when individual pathologist's viewing records were used and 81% when the candidate ROIs and the class labels from all pathologists were combined for each slide. Additional experiments showed slightly lower performance for the more difficult 14-class setting. We also illustrated the use of classifiers trained using slide-level information for multiclass prediction of ROIs with different diagnostic relevance.
We would like to note that the 240 slides in our data set were selected to include the full range of cases, and with more cases of ADH and DCIS than in typical clinical practice, this image cohort is diagnostically more difficult. Additionally, the classifiers used were trained only using weakly labeled data at the slide level, where the number of training samples could be considered very small for such a multi-class setting. Given the difficulty and the novelty of the learning and classification problems in this paper, our results provide very valuable benchmarks for future studies on challenging multiclass whole slide classification tasks where collection of fullysupervised data sets is not possible.
