Approximation properties of multivariate quasi-projection operators are studied in the paper. Wide classes of such operators are considered, including the sampling and the KantorovichKotelnikov type operators generated by different band-limited functions. The rate of convergence in the weighted Lp-spaces for these operators is investigated. The results allow to estimate the error for reconstruction of signals (approximated functions) whose decay is not enough to be in Lp.
Introduction
The classical Kotelnikov formula (sampling expansion) provides exact reconstruction of band-limited signals based on the sampled values. Up to now, an overwhelming diversity of digital signal processing applications and devices are based on it and more than successfully use it. However, the class of band-limited signals is very small. To deal with sampling expansions for essentially wider classes of functions, one studies the convergence and error analysis of sampling expansions as the dilation factor goes to infinity (see, e.g., books [30] , [36] , and survey [34] ). In the recent years, many works are dedicated to the study of approximation properties of sampling expansions and their generalizations in L p -norm (see [3, 6, 7, 11, 19, 16, 27, 28, 29] ).
The classical sampling expansion k∈Z f (M −j k) sinc(M j x − k) is a special case of the quasiprojection operators (or scaling expansions)
with the Dirac delta-function as ϕ and the sinc-function as ϕ. , f ∈ L p (R d ), 1 ≤ p ≤ ∞,
where ω n is the modulus of smoothness of order n and C does not depend on f , j, and M . Now let us consider the case of sampling expansions. If Q j (f ; ϕ, ϕ) is the classical sampling expansion (i.e. ϕ is the sinc-function and ϕ is the Dirac delta-function), then well-known Brown's inequality [5] f − Q j (f ; ϕ, ϕ) ∞ ≤ C |ξ|>M j /2 | f (ξ)|dξ holds for every j ∈ Z + and a function f : R → C whose Fourier transform is summable on R. This Brown's result was strengthened in [16] in several directions. Namely, a similar inequality was established in L p -norm, 2 ≤ p ≤ ∞, and the multivariate operators Q j (f ; ϕ, ϕ) with a matrix dilation were considered for a wide class of tempered distribution ϕ and a wide class of band-limited functions ϕ instead of the sinc-function. In particular, in the case of the Dirac delta-function as ϕ, under the assumption that the Fourier transform of ϕ is identical 1 on a δ-neighborhood of the origin, for any γ > d/p and every function f such that f ∈ L q (R d ), f (ξ) = O(|ξ| −γ−d/q ), 1/p + 1/q = 1, the following inequality was derived:
where C does not depend on f , j, and M . Error estimates (1) and (2) are aimed at the recovery of signals f , but they are not applicable to non-decaying signals and even for signals whose decay is not enough to belong to the space
The goal of the present paper is to obtain counterparts of these estimates in norms of some weighted L p -spaces. An idea to extend sampling theory in this regard was recently suggested by H. Q. Nguyen and M. Unser [25] . In particular, they extended a number of basic facts of the theory of shift-invariant spaces in L p (R d ) to the weighted spaces L p,1/w (R d ), where the function w belongs to the class of the so-called submultiplicative weights. Since this class contains weights with polynomial growth, signals which grow not faster than a polynomial are in an appropriate space L p,1/w (R d ). Using the technique developed in [17] and [19] as well as several basic facts obtained in [25] for the same class of submultiplicative weights, we derive an analog of estimate (1) given in terms of the best approximation and moduli of smoothness in the weighted L p spaces (see Theorems 11 and 13) . However, this technique does not allow to work with slowly decaying functions ϕ, in particular, with the sinc-function. Thus, in contrast to the non-weighted case, the corresponding results for L p,1/w are proved under additional assumption on smoothness of the Fourier transform of ϕ. To fix this drawback, we apply and extend the technique developed in [29] and [16] . This is done in Sections 4.2 and 4.3 but only for weights w satisfying some additional properties. Namely, the boundedness of the maximal function of the Hilbert transform in L p,1/w is required. For this purpose, we consider a certain subclass of Muckenhoupt type weights A p (R d ), which consists of all admissible weights w that belong to the classical Muckenhoupt class A p (R 1 ) in each variable uniformly with respect to other variables. Note that because of this we have to restrict our consideration to diagonal dilation matrices M .
Approximation properties of the sampling expansions in L p,1/w -norm for the submultiplicative Muckenhoupt weights w are studied in Section 4.3. In particular, under the additional assumption that w is band-limited and under certain assumptions on ϕ, we obtain an analog of estimate (2) (see Theorem 28) . Without this additional assumption on w and for a larger class of band-limited functions ϕ, an error estimate for the sampling expansions is derived in Theorem 31. Namely, the Fourier transform of ϕ should be smooth enough near the origin and all derivatives up to order n − 1 of the function 1− ϕ should vanish at the origin (instead of identical 1 in a neighborhood of the origin, as we suppose in Theorem 28). In this case, the approximation order represents a combination of estimates given in (1) and (2) . As a consequence, we obtain the following approximation order:
whenever the Fourier transform of the function f /w belongs to L q (R d ), 1/p + 1/q = 1, and has decay of order d + a, a > 0. Note that this estimate as well as Theorem 31 are new even in the non-weighted case.
The paper is organized as follows: in Section 2, we introduce notation and give some basic facts. In Section 3, we state and prove several auxiliary results. Section 4 is dedicated to the main results. In Subsection 4.1, we study approximation properties of the quasi-projection operator Q j (f ; ϕ, ϕ) in the case of ϕ and ϕ belonging to certain classes of functions whose Fourier transform has some smoothness. Only integrable functions belong to this class. In Subsection 4.2, we solve similar problems for the case of ϕ belonging to a class of band-limited functions that includes nonintegrable functions. Subsection 4.3 is dedicated to studying sampling expansions (i.e., the case of the Dirac delta-function as ϕ) for a wide class of band-limited functions ϕ.
Notation and basic facts
N is the set of positive integers, R is the set of real numbers, C is the set of complex numbers. R d is the d-dimensional Euclidean space, x = (x 1 , . . . , x d ) and y = (y 1 , . . . , y d ) are its elements (vectors),
A d × d real matrix M whose eigenvalues are bigger than 1 in modulus is called a dilation matrix. Since the spectrum of the operator M −1 is located in B r , where r = r(M
is the spectral radius of M −1 , and there exists at least one point of the spectrum on the boundary of B r , we have
for every positive number ϑ which is smaller in modulus than any eigenvalue of M . In particular, we can take ϑ > 1, then lim
In what follows, the class of matrix dilations is denoted by M, m = |det M |, M * denotes the conjugate matrix to M , and the d × d identity matrix is denoted by I d , note also that M 0 := I d . We will say that a weight w : R d → [1, ∞) belongs to the class W α for some α > 0 if the following conditions hold: 1) w is continuous and even;
2) there exist an even function w * : R d → R + and a constant c w > 0 such that
for all x, y ∈ R d ;
3) there exists a constant C ′ > 0 such that
A model example of such a weight is
Note that if w ∈ W α , then condition 2) is satisfied also for 1/w. Indeed,
Below, L p,w denotes the weighted space
In what follows, we will often use the following simple inequality for f ∈ L p,1/w and w ∈ W α :
In particular, if |h| ≤ 1, then
Similarly, ℓ p,w denotes the set of sequences c = {c k } k∈Z d with the norm
We use W n p,w , 1 ≤ p ≤ ∞, n ∈ N, to denote the Sobolev space on R d , i.e. the set of functions whose partial derivatives up to order n are in L p,w , with the usual Sobolev semi-norm given by
If f, g are functions defined on
Denote by S the Schwartz class of functions defined on
is the space of tempered distributions. The basic facts from distribution theory can be found, e.g., in [33] .
Denote by S ′ N the set of all tempered distribution whose Fourier transform ϕ is a function on
where θ is supported in a parallelepiped Π :
With the norm · Lp , L p is a Banach space. The simple properties are:
If ϕ ∈ L p and compactly supported, then ϕ ∈ L p for any p ≥ 1. If ϕ decays fast enough, i.e. there exist constants C > 0 and ε > 0 such that
The corresponding weighted L p,w space with respect to a weight function w is defined according the following weighted norm ϕ Lp,w := ϕw Lp .
The modulus of smoothness ω n (f, ·) p,w of order n ∈ N for a function f ∈ L p,w is defined by
where
The modulus ω n (f, ·) p,w is the classical modulus of smoothness. Together with the modulus (9), we will also use the following so-called anisotropic modulus of smoothness, in which the step h is replaced by a d × d real matrix M :
As usual, in the unweighted case, i.e., w 0 (x) ≡ 1, we use the following notation:
. It is obvious that for any M ∈ M and f ∈ L p,w , one has
Note also that in the case of the diagonal matrix M with λ 1 , . . . , λ d on the diagonal, the modulus Ω n (f, M ) p can be calculated by the following formula (see [31] ):
where ω
In what follows, the error of the best approximation of a function f ∈ L p,w is defined by
Auxiliary results
The following auxiliary statements will be useful for us.
The above three propositions can be proved repeating step-by-step the proofs of Propositions 2, 4 and 5 in [25] respectively. ✸
Proof. The proof of (10) directly follows from Propositions 2 and 3. ✸ An order of approximation by the quasi-projection operators essentially depends on the compatibility of a function ϕ and a distribution/function ϕ. Assuming that the Fourier transform of ϕ and ϕ is sufficiently smooth in a neighbourhood of the origin, we consider the following two types of compatibility.
Definition 5 A tempered distribution ϕ and a function ϕ are said to be strictly compatible if there exists δ > 0 such that ϕ(ξ) ϕ(ξ) = 1 a.e. on {|ξ| < δ}.
Definition 6 A tempered distribution ϕ and a function ϕ are said to be weakly compatible of order
< n, is a natural requirement for providing approximation order n of quasi-projection operators generated by ϕ and ϕ. This assumption often appears (especially in wavelet theory) in other terms, in particular, in terms of polynomial reproducing property (see [13, Lemma 3.2] ). It is clear that to provide an infinitely large approximation order, these conditions should be satisfied for any n. Obviously, the latter holds for strictly compatible functions ϕ and ϕ while the weak compatibility of ϕ and ϕ provides approximation order n.
Supposing that ϕ(ξ) = 1 a.e. on {|ξ| < δ}, it is easy to see that the simplest example of ϕ satisfying Definition 5 is the tensor product of the sinc functions.
, and ϕ and ϕ be strictly compatible with respect to the parameter δ. If a function f ∈ L 2 is such that its Fourier transform is supported in
Proof. First of all, we check that the right hand side of (11) belongs to L 2 . Set
On the other hand, since the system {ϕ 0k } k∈Z d is Bessel (see, e.g., [20, Remarks 1.1.3 and 1.1.7]), we derive that
Next, using the Cauchy inequality and (12), we get
This implies that the series k∈Z d f , ϕ 0k ϕ 0k converges as the limit in L 2 of the cubic partial sums and hence its sum belongs to L 2 . Using Carleson's theorem, we have
The sets {|ξ − l| < δ}, l ∈ Z d , are mutually disjoint and their union contains the supports of the functions f (· + l). If |ξ − l| < δ, l = 0, then ϕ(ξ) = 0 and if |ξ| < δ, then ϕ(ξ) ϕ(ξ) = 1. Hence,
which yields (11) ✸.
Next we need several basic properties of the modulus of smoothness, which can be proved by standard way using also the inequalities (6) and (7) (see, e.g., [23, Ch. 4] and [4, Ch. 4 
]).
Lemma 9 Let 1 ≤ p ≤ ∞, w ∈ W α for some α > 0, and n ∈ N. Then for any f, g ∈ L p,1/w and δ ∈ (0, 1), we have
where the constant C does not depend on f , δ, and λ > 0.
and
where the constant C does not depend on f and w.
Proof. In the unweighted case, inequalities (13) and (14) were proved in [4, Theorem 4.12, see also eq. (4.42)] by using the following function g:
In the weighted case, inequalities (13) and (14) can be proved similarly using the same function g and inequalities (6) and (7) as well as Lemma 9 instead of its unweighted counterpart. ✸
Main results
4.1 The case of ϕ ∈ L p,w * and ϕ ∈ L q,w * First, we consider the case of strictly compatible functions ϕ and ϕ and give the error estimate in terms of the best approximation.
2) ϕ and ϕ are strictly compatible with respect to the parameter δ > 0;
where the constant C does not depend on f , M , and j.
Proof. Without loss of generality, we can assume that δ is sufficiently small such that ϕ(ξ) = 0 a.e. on |ξ − l| < δ for all
Corollary 4 and (17) imply that
and supp g ⊂ {|ξ| < δ}. Thus, after the change of variable, using (18) 
To prove (16) , it remains to note that
apply (19) , and take into account that
which proves the theorem. ✸
Corollary 12
Under the conditions of Theorem 11, we have
where C 1 and C 2 do not depend on f , M , and j.
Proof. The corollary follows from Theorem 11, the Jakson-type inequality given in Theorem 17, and Lemma 9 (iii). ✸
2) ϕ, ϕ ∈ C γ (B ε ) for some integer γ > n + d + pα and ε > 0;
3) ϕ and ϕ are weakly compatible of order n;
where C does not depend on f , M , and j.
Remark 14
To determine the approximation order in (20) , one can use a natural approach replacing ω n f, M
. However this is not good because there exist matrices M ∈ M such that M −1 ≥ 1. A better way is to use (3), which yields
where ϑ is a positive number smaller (in absolute value) than any eigenvalue of M . If M is an isotropic matrix and λ is one of its eigenvalue (e.g., M = λI d ), then one can take ϑ = |λ|. If M is a diagonal matrix and λ is the smallest (in absolute value) its diagonal element, then one can take ϑ = |λ|.
To prove Theorem 13 we need the following lemmas.
where C does not depend on f and j.
Hence, due to Taylor's formula with the integral remainder,
From this, using Hölder's inequality and taking into account that
Next, it follows from (21), properties of w, and Proposition 2 that
This proves the theorem. ✸ Lemma 16 Let w, n, γ, ϕ, and ϕ be as in Theorem 13. Then for any f ∈ W n p,1/w ∩ L 2 , we have
where the functional Υ is independent of f and Υ(w * (M −j ·)) ≤ CΥ(w * ) for all j ∈ Z + and the constant C depends only on d, p, ϕ, ϕ, α, C ′ , and c w .
and extend this function such that F ∈ C γ (R d ). Define ψ by ψ = F . Obviously, the function ψ is continuous and ψ(x) = O(|x| −γ ) as |x| → ∞, where γ > α + d, which yields that ψ ∈ L ∞,w * , a fortiori ψ ∈ L q,w * . On the other hand, ψ is obviously in L 2 , and all assumptions of Lemma 15 with ψ = ϕ ∈ L p,w * are satisfied. Hence,
where C 0 depends on d, p, ψ, and α. Using (23), we derive
It remains to estimate the second summand in the right-hand side of (24) . For this, we will use the Meyer wavelets. Let θ be the Meyer scaling function (see, e.g. [24, Sec. 1.4] ). This function is band-limited, its Fourier transform is infinitely differentiable, supported in [−2/3, 2/3], and equals 1 on the interval [−1/3, 1/3]; the integer translates of θ form an orthonormal system. Set
It is well known (see, e.g. [24, Sec. 2.1]) that Φ generates a separable MRA in L 2 with respect to the matrix 2I d and the corresponding wavelet functions Ψ (ν) , ν = 1, . . . , 2 d − 1, such that for every j ∈ Z the functions Φ jk = 2 jd/2 Φ(2 j · +k) and Ψ
On the other hand, the functions Ψ (ν) are infinitely differentiable and compactly supported. It follows that (see [24, Theorem 1.7.7 and Sec. 1.4])
Thus, all assumptions of Lemma 15 with ψ = ψ = Ψ (ν) are satisfied. Hence
where C 1 depends on d, p, Ψ and α. For every i ∈ Z and ν = 1, . . . , 2 d − 1, after the change of variable, taking into account that w(2 −i ·) ∈ W α and
we have
Choose j ∈ Z such that 2
By construction, ϕ(ξ)( ϕ(ξ) + ψ(ξ)) = 1 whenever |ξ| ≤ δ ′ . It follows from (28) and Proposition 8 that
Since ϕ, ψ ∈ L q,w * , ϕ ∈ L p,w * , and f, G ∈ L p,1/w , due to Corollary 4, we derive
Combining (30), (25) , and (29), we obtain
It follows from (27) that
Since w * (x/2) ≤ c w (1 + |x| 2 ) α/2 and Ψ is infinitely differentiable, we have
Combining this with (31), (32) , and (24), we complete the proof of (22) with
where C 3 depends only on d, p, ϕ, ϕ, α, and c w . ✸ Proof of Theorem 13. Let g ∈ W n p,1/w be defined by (15) . Using Corollary 4, Lemma 16, and Proposition 10, we derive
where C 2 depends only on d, p, ϕ, ϕ, α, and c w . This yields (20) for j = 0. Consider now an arbitrary j ∈ Z + . After the change of variables, we have
.
Since w(M −j ·) ∈ W α and Υ (w
, which proves the theorem. ✸ As a corollary from Theorem 13, we obtain the following Jackson-type theorem in the weighted spaces L p,1/w . Theorem 17 (Jackson inequality) Let 1 ≤ p ≤ ∞, w ∈ W α for some α > 0, n ∈ N, and M ∈ M. Then for any f ∈ L p,1/w and j ∈ Z +
Proof. Choose a function g ∈ S such that
and set
where Φ is the scaling function of the separable Meyer MRA (see the proof of Lemma 16). It is obvious that supp P ⊂ {|M * −j ξ| < √ d} and all conditions of Theorem 13 with ϕ = ϕ = Φ are satisfied. Thus, taking into account that P ∈ L p,1/w ∩ L 2 , we obtain by Theorem 13 that
It remains to combine this with (34) . ✸ 4.2 The case of ϕ ∈ B and ϕ ∈ L q,w * Let X be a collection of all bounded sets in R d and let w be a nonnegative, locally integrable function. We say that w belongs to A p (R d , X ) for some 1 < p < ∞ if there is a constant c such that
for any I ∈ X . Now let Q d and R d denote the collection of all d-dimensional cubes and all d-dimensional rectangles with sides parallel to the coordinate axes, correspondingly. Then
In what follows, for simplicity we denote
In the results formulated in the previous sections, we suppose that the weight w belongs to the class W α . In the next results, we will in addition suppose that w −p ∈ A p . A model example of such a weight is
Lemma 18 (see [15, p. 453-454] and [21] ) Let 1 < p < ∞ and d ≥ 2. The following assertions are equivalent:
2) There exists a constant C such that for almost every fixed vector (x 1 , . . . , x j−1 , x j+1 , . . . , x d ) ∈ R d−1 and any interval I ⊂ R 1 one has
In other words, belonging to A p (R d ) implies belonging to A p (R 1 ) in each variable uniformly with respect to other variables;
Proposition 19 Let 1 < q < ∞, ϕ ∈ B, w ∈ W α for some α ∈ (0, 1), and
where C depends only on d, q, α, c w and ϕ.
Before the proof of Proposition 19, we introduce additional notation and prove one lemma. We set U 0 k = {t ∈ R : |t − k| < 1} and
Lemma 20 Let 1 < q < ∞, w ∈ W α (R) for some α ∈ (0, 1), and w q ∈ A q (R). Then for any f ∈ L q,w (R) and u ∈ R    k∈Z w(k)
where C depends only on q, α, and c w .
Proof. Using properties of w, we have k∈Z w(k)
Taking into account that by Minkowski's inequality
one can replace t − k in the denominators of the integrand in (36) by t − x. Next, we have
where f u (t) = f (t)e 2πiut and M (g) is the maximal function of the Hilbert transform of a function g. It remains to note that the operator M is bounded in L q,w under our assumption w q ∈ A q (R) (see, e.g., [10, Corollary 7.13] 
Thus, to prove (35) it suffices to show that for every χ ∈ {0, 1}
where C 0 depends on d, q, α, S, and c w . We prove (37) by induction on d. We will verify the inductive step d − 1 → d and the base for d = 1 simultaneously using the same arguments.
To prove the inductive step d − 1 → d, we assume that for any weightw such thatw
, whereθ is the same as in (8) withS in place of S), we have
where C 1 depends on d, p, α,S, and Cw.
In what follows, we will use the fact that under our assumptions, we have w
This follows from Lemma 18 and basic properties of the weights in W αq . For any χ ∈ {0, 1} d , we can write χ = (χ, χ d ) and
Let us estimate
Using the above notation and integrating by parts, we have
It follows from (40) that
Let us consider I 1 . Denoting
and using Lemma 20, we obtain
where C 2 is the same constant as in Lemma 20. Now, using the induction hypothesis (38), we derive
ds.
Hence, combining (43) and (44), we get
Let us consider I 2 . Setting
and using Hölder's inequality, we obtain
Thus, combining (42) and (46), using Lemma 20, and the induction hypothesis (38), we derive
The above arguments are valid also for d = 1. In this case, the function ψ x should be replaced by θ while Fk ,u (s) should be replaced by f 
where ψ is defined by (39). Using Hölder's inequality and induction hypothesis (38), we obtain
Since
it follows that
, which yields (37) for any χ = (χ 1 , . . . , χ d−1 , 0) ∈ {0, 1} d . If d = 1, then due to properties of w and Hölder's inequality, we have
which yields (37) for d = 1 and χ = 0. Thus, inequality (37) holds for every χ ∈ {0, 1} d and d ≥ 1, which proves the proposition. ✸ Proposition 21 Let 1 < p < ∞, ϕ ∈ B, w ∈ W α for some α ∈ (0, 1), and w −p ∈ A p . Then for
where C depends on d, p, α, c w , and ϕ.
Proof. It follows from Riesz's theorem that there exists g ∈ L q,w , 1/p + 1/q = 1, such that g q,w ≤ 1 and
It is not difficult to check that w q ∈ A q . Thus, to prove (48) it remains to apply Hölder's inequality and use Proposition 19 with f = g. ✸ Proposition 22 Let 1 < p < ∞, ϕ ∈ B, w ∈ W α for some α ∈ (0, 1), and
where C depends on d, p, α, c w and ϕ.
Proof. The proposition can be proved by following step by step the proof of Proposition 19 and using inequality (5) instead of (4). ✸ Corollary 23 Let 1 < p < ∞, w ∈ W α for some α ∈ (0, 1), and
where C depends on d, p, α, c w , ϕ, and ϕ.
Proof. The proof follows immediately from Propositions 21 and 22. ✸ Corollary 24 Let 1 < p < ∞, w ∈ W α for some α ∈ (0, 1), and w −p ∈ A p . If ϕ ∈ B and ϕ ∈ L q,w * , 1/p + 1/q = 1, then for any f ∈ L p,1/w
Proof. The proof follows immediately from Propositions 3 and 21. ✸ Lemma 25 Let 1 < p < ∞, w ∈ W α for some α ∈ (0, 1), w −p ∈ A p , and n ∈ N. Suppose
Then for any f ∈ W n p,1/w
where C depends only on d, p, n, ψ, ψ, c w , and α.
Proof. The lemma can be proved repeating step by step the proof of Lemma 15. One needs only to use Proposition 21 instead of Proposition 2. ✸ Theorem 26 Let 1 < p < ∞, w ∈ W α for some α ∈ (0, 1), w −p ∈ A p , and let M ∈ M be a diagonal matrix. Suppose 1) ϕ ∈ B and ϕ ∈ L q,w * , 1/p + 1/q = 1;
Proof. The proof is similar to the proof of Theorem 11. One only needs to use Corollary 24 instead of Corollary 4 ✸ In the case of weakly compatible functions ϕ and ϕ, we have the following result given in terms of the moduli of smoothness.
Theorem 27 Let 1 < p < ∞, w ∈ W α for some α ∈ (0, 1), w −p ∈ A p , n ∈ N, and let M ∈ M be a diagonal matrix. Suppose 1) ϕ ∈ B and ϕ ∈ L q,w * , 1/p + 1/q = 1;
Then for any f ∈ L p,1/w and j ∈ Z + , we have
where λ is the smallest (in absolute value) diagonal element of M and C does not depend on f , M , and j.
Proof. First we assume that f ∈ W n p,1/w ∩ L 2 and prove that
where the functional Υ is independent of f and Υ(w * (M −j ·)) ≤ CΥ(w * ) for all j ∈ Z + , where the constant C depends only on d, p, ϕ, ϕ, α, C ′ , and c w . To prove (50) we repeat step by step all arguments of the proof of Lemma 16, using Lemma 25 instead of Lemma 15 in (23) and using Corollary 24 instead of Corollary 4 in (30). Next we repeat all steps of the proof of Theorem 13, using (50) instead of Lemma 16 and taking into account that (w(M −j ·)) −p ∈ A p by Lemma 18 and
The case of sampling expansions (ϕ ∈ B and ϕ is the Dirat deltafunction)
In this section, we study expansions
f, ϕ jk ϕ jk where ϕ is the Dirac delta-function, i.e.,
In the theorems below, we will suppose that the function ϕ and the Dirac delta-function are strictly compatible (weakly compatible of order n ∈ N), which implies that
. First, we consider band-limited weights w and, as in the case of Theorem 27, we suppose that w ∈ W α and w −p ∈ A p .
Theorem 28 Let 2 ≤ p < ∞, w ∈ W α for some α ∈ (0, 1), w −p ∈ A p , supp w ⊂ B δ/2 for some δ ∈ (0, 1/2), and let M ∈ M be a diagonal matrix. Suppose
2) ϕ is strictly compatible with the Dirac delta-function with respect to the parameter δ;
where C does not depend on M , j, and f .
Proof. First, we consider the case j = 0 and prove that
where C 1 depends on p, α, c w and ϕ. We set
Using Lemma 1 from [19] and the Hausdorff-Young inequality, we have
it follows from Proposition 21 and inequality (52) that
Again using Lemma 1 from [19] , we have
Due to the du Bois-Reymond lemma, the function g(−x) coincides with g(x) almost everywhere. It follows from the Hausdorff-Young inequality that g p ≤ g q , which together with (53) and (54) yields This yields (51) for j = 0. To get the required inequality for any j ∈ N, we replace f by f (M −j ·) and w by w(M −j ·), take into account that (w(M −j ·)) −p ∈ A p by Lemma 18, and change variables in the integrals. ✸ where λ is the smallest (in absolute value) diagonal element of M .
Remark 30
In Theorem 28 and Corollary 29, we suppose that supp w ⊂ B δ/2 , which is quite exotic in such type of problems. Nevertheless, such weights can be easily constructed by the following way. For some weight v such that v ∈ W α and v −p ∈ A p , we set
where V is such that supp V is compact and V (x) ≥ 0 for all x ∈ R d . It is not difficult to see that if v is positive, symmetric, and v(x + y) ≤ v * (x)v(y), then for all x ∈ R d one has the following two-sided inequality:
Thus, for an appropriate function V , we have that w ∈ W α with w * = v * , w −p ∈ A p , and supp w is compact.
Theorem 31 Let 2 ≤ p < ∞, n ∈ N, w ∈ W α for some α ∈ (0, 1), 2) ϕ ∈ C r (B ε ) for some integer r > n + d + pα and ε > 0;
3) ϕ is weakly compatible of order n with the Dirac delta-function;
If a function f ∈ L p,1/w is such that F (w −1 f ) ∈ L q , 1/p + 1/q = 1, and F (w 
where C 1 and C 2 do not depend on M , j, and f .
Remark 32 Theorem 31 is new also in the unweighed case, i.e. for w(x) ≡ 1. In this case, one can show that inequality (57) holds for any M ∈ M and has the following form:
where C 1 and C 2 do not depend on M , j, and f . = O |ξ| −(d+a) , which can be found, e.g., in [32] , we see that all assumptions of Theorem 31 are satisfied. It is also obvious that the required estimate holds for the second term in the right hand side of (57 
