Abstract. We consider 1-equivariant wave maps from Rt × (R 3 x \ B) → S 3 where B is a ball centered at 0, and ∂B gets mapped to a fixed point on S 3 . We show that 1-equivariant maps of degree zero scatter to zero irrespective of their energy. For positive degrees, we prove asymptotic stability of the unique harmonic maps in the energy class determined by the degree.
Introduction
Wave maps, also known as nonlinear σ-models, are a well-studied area in physics and mathematics. They constitute a class of nonlinear wave equations defined as critical points (at least formally) of Lagrangians
where u : R d+1 → M is a smooth map into a Riemannian manifold (M, g). If M ֒→ R N is embedded, then critical points are characterized by the property that u ⊥ T u M where is the d'Alembertian. In particular, harmonic maps from R d → M are wave maps which do not depend on time. For a recent review of some of the main developments in the area we refer to Krieger's survey [10] .
In the presence of symmetries, such as when the target manifold M is rotationally symmetric, one often singles out a special class of such maps called equivariant wave maps. For example, for the sphere M = S d one requires that u • ρ = ρ ℓ • u where ℓ is a positive integer and ρ ∈ SO(d) acts on both R d and S d by rotation, in the latter case about a fixed axis. These maps themselves have been extensively studied, see for example Shatah [14] , Christodoulou, Tahvildar-Zadeh [6] , Shatah, Tahvildar-Zadeh [15] . For a summary of these developments, see the book Shatah, Struwe [16] .
In this paper, we investigate equivariant wave maps from 3 + 1-dimensional Minkowski space exterior to a ball and with S 3 as target. To be specific, let B ⊂ R 3 be the unit ball in R 3 . We then consider wave maps U : R × (R 3 \ B) → S 3 with a Dirichlet condition on ∂B, i.e., U (∂B) = {N } where N is a fixed point on S 3 . In the usual equivariant formulation of this equation, where ψ is the azimuth angle measured from the north pole, the equation for the ℓ-equivariant wave map from R 3+1 → S 3 reduces to ψ tt − ψ rr − 2 r ψ r + ℓ(ℓ + 1) sin(2ψ) 2r 2 = 0
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We restrict to ℓ = 1 and r ≥ 1 with Dirichlet boundary condition ψ(1, t) = 0 for all t ≥ 0. In other words, we are considering the Cauchy problem ψ tt − ψ rr − 2 r ψ r + sin(2ψ) r 2 = 0, r ≥ 1, ψ(1, t) = 0, ∀ t ≥ 0, ψ(r, 0) = ψ 0 (r),
The conserved energy is
Any ψ(r, t) of finite energy and continuous dependence on t ∈ I := (t 0 , t 1 ) must satisfy ψ(∞, t) = nπ for all t ∈ I where n ≥ 0 is fixed. The natural space to place the solution into for n = 0 is the energy space H := (Ḣ ∞) ) is the completion of the smooth functions on (1, ∞) with compact support under the first norm on the right-hand side of (4) .
The exterior equation (2) was proposed by Bizon, Chmaj, and Maliborski [3] as a model in which to study the problem of relaxation to the ground states given by the various equivariant harmonic maps. In the physics literature, this model was introduced in [2] as an easier alternative to the Skyrmion equation. Moreover, [2] stresses the analogy with the damped pendulum which plays an important role in our analysis. Numerical simulations described in [3] indicate that in each equivariance class and topological class given by the boundary value nπ at r = ∞ every solution scatters to the unique harmonic map that lies in this class. In this paper we verify this conjecture for ℓ = 1, n = 0. These solutions start at the north-pole and eventually return there. For n ≥ 1 we only obtain a perturbative result. Theorem 1.1. Consider the topological class defined by equivariance ℓ = 1 and degree n = 0. Then for any smooth energy data in that class there exists a unique global and smooth evolution to (2) which scatters to zero in the sense that the energy of the wave map on an arbitrary but fixed compact region vanishes as t → ∞.
The scattering property can also be phrased in the following fashion: one has (ψ, ψ t )(t) = (ϕ, ϕ t )(t) + o H (1) t → ∞
where (ϕ, ϕ t ) ∈ H solves the linearized version of (2), i.e., ϕ tt − ϕ rr − 2 r ϕ r + 2ϕ r 2 = 0, r ≥ 1, ϕ(1, t) = 0
We prove Theorem 1.1 by means of the Kenig-Merle method [8] , [9] . The most novel aspect of our implementation of this method lies with the rigidity argument. Indeed, in order to prove Theorem 1.1 without any upper bound on the energy we demonstrate that the natural virial functional is globally coercive on H. This requires a detailed variational argument, the most delicate part of which consists of a phase-space analysis of the Euler-Lagrange equation.
The advantage of this model lies with the fact that removing the unit ball eliminates the scaling symmetry and also renders the equation subcritical relative to the energy. Both of these features are in stark contrast to the same equation on 3 + 1-dimensional Minkowski space, which is known to be super-critical and to develop singularities in finite time, see Shatah [14] and also Shatah, Struwe [16] .
Another striking feature of this model, which fails for the 2 + 1-dimensional analogue, lies with the fact that it admits infinitely many stationary solutions Q n (r) which satisfy Q n (1) = 0 and lim r→∞ Q n (r) = nπ, for each n ≥ 1. These solutions have minimal energy in the class of all functions of finite energy which satisfy the nπ boundary condition at r = ∞, and they are the unique stationary solutions in that class. We denote the latter class by H n . Theorem 1.2. For any n ≥ 1 there exists ε > 0 small with the property that for any smooth data (ψ 0 , ψ 1 ) ∈ H n such that (ψ 0 , ψ 1 ) − (Q n , 0) H < ε the solution to (1) with data (ψ 0 , ψ 1 ) exists globally, is smooth, and scatters to (Q n , 0) as t → ∞.
The same result applies as well to higher equivariance classes ℓ ≥ 2, after some fairly obvious modifications of the arguments in Section 5. However, for the sake of simplicity we restrict ourselves to ℓ = 1. Scattering here means that on compact regions in space one has (ψ, ψ t )(t) − (Q n , 0) → (0, 0) in the energy topology, or alternatively (ψ, ψ t )(t) = (Q n , 0) + (ϕ, ϕ t )(t) + o H (1) t → ∞
where ϕ solves (6). Bizoń, Chmaj, and Maliborski [3] conducted numerical experiments which suggest that Theorem 1.2 should hold with ε = ∞. Not only does this conjecture appear out of reach, but even the non-perturbative regime ε ≃ 1 seems inaccessible, at least by the methods of this paper. The main difficulty with the implementation of the Kenig-Merle method lies with the coercivity of the virial functional centered at the harmonic maps Q n . Indeed, in Section 4, we establish the global coercivity of the virial functional centered at zero. This hinges crucially on the fact that the Euler-Lagrange equation of the associated variational problem can be transformed into an autonomous system in the plane which we analyze by a rigorous study of the phase portrait. For the nonzero Q n we lose this reduction to an autonomous system, making any rigorous statement about the Euler-Lagrange equation associated to the virial functional centered at Q n very difficult. Furthermore, no explicit expression is known for the Q n which makes even the perturbative analysis -in and of itself useless for the Kenig-Merle method -of this virial functional very non-obvious. It therefore seems that the case n ≥ 1 requires a different strategy from the one we employ here.
Basic well-posedness and scattering
One has the following version of Hardy's inequality inḢ 1 (1, ∞):
proved by integration by parts:
and an application of Cauchy-Schwarz. This shows in particular that E( ψ) ≃ ψ 2 H where ψ = (ψ,ψ). Another useful fact is the Strauss estimate:
which in particular implies that ψ ∞ ≤ 2 ψ Ḣ1 . Since the nonlinearity in (2) 
in the Duhamel sense which depends continuously on the data. Moreover, E( ψ(t)) = const and we have persistence of regularity.
Proof. Just write the equation in Duhamel form and apply the standard energy estimate to obtain local well-posedness.
To be more precise, we write
where S 0 (t) is the linear evolution of the wave equation in R 1 t × R 3 * , with a Dirichlet condition at r = 1 (everything can be taken to be radial, of course). By the conservation of energy one has
So we can set up a contraction in the space L ∞ t (I; H) where I = [0, T ) and T is small depending only on the size of ψ(0) H . The global statement therefore follows by energy conservation.
As in [16] we refer to these energy Duhamel solutions as strong solutions. For the scattering problem the formulation (2) is less convenient due to the linear term in the nonlinearity:
The presence of the strong repulsive potential 2 r 2 indicates that the linearized operator of (2) has more dispersion than the three-dimensional wave equation. In fact, it has the same dispersion as the five-dimensional wave equation as the following standard reduction shows.
We set ψ = ru which leads to the equation
The nonlinearity is of the form N (u, r) := u 3 Z(ru) where Z is a smooth function, and the linear part is the d'Alembertian in R 1 t × R 5 * . To relate strong solutions of (2) with those of (16) we first note that
via Hardy's inequality and the relations 
x (R 5 * )). In particular, there exists a constant δ > 0 small so that if u(0) H < δ, then u scatters to free waves as t → ±∞.
Proof. By the global Strichartz
1 estimates of Smith-Sogge [17] for the free wave equation outside a convex obstacle every energy solution of (19) satisfies
We claim the embeddingẆ
x for radial functions in r ≥ 1 in R 5 * . Indeed, one checks via the fundamental theorem of calculus thatẆ
Interpolating this with the embedding L 3 ֒→ L 3 we obtain the claim. From (20) we infer the weaker Strichartz estimate
which suffices for our purposes. Indeed, applying it to the equation
1 Due to the radial assumption and the simple geometry, one does not need to resort to the sophisticated construction in [17] . Indeed, grazing and gliding rays cannot occur in this setting which is the main difficulty in the general case and which is addressed by means of the MelroseTaylor parametrix in [17] . For the radial problem outside the ball one can instead rely on an elementary and explicit parametrix.
and estimating the inhomogeneous term in
By the usual continuity argument (expanding I) this implies
Moreover, the scattering is also standard. Indeed, denoting the free propagator in R 5 * with a Dirichlet boundary condition again by S 0 (t), we seek v(0) ∈ H such that
as t → ∞. In view of the Duhamel representation of u and using the group property and unitarity of S 0 this is tantamount to
The integral on the right-hand side is absolutely convergent in H provided u S < ∞. The necessity of the latter condition follows from the fact that free waves satisfy it, whence by the small data theory (applied to large times) it carries over to any nonlinear wave that scatters.
We remark that in the ψ formulation, the scattering of Proposition 2.2 means precisely (5), (6) .
To prove Theorem 1.1 we therefore need to show that every energy solution ψ of (2) has the property that in the u-formulation u S < ∞. This will be done by means of the Kenig-Merle concentration-compactness approach [8] , [9] .
Concentration Compactness
In this section, we prove the following result. 
is precompact in H.
In the following section we then lead this to a contradiction via a virial-type rigidity argument. To prove Proposition 3.1 we may work in the u-formulation of equation (16) since the map u = r −1 ψ is an isomorphism between H in R 5 * and R 3 * , respectively.
To proceed, we need the following version of the Bahouri-Gérard decomposition [1] . As before, "free" waves refer to solutions of (19). The following two lemmas are standard, see in particular Chapter 2 of the book [11] . 
we have for any j < k, γ
and the errors γ k n vanish asymptotically in the sense that
Finally, one has orthogonality of the free energy
as n → ∞.
Proof. Recall the Sobolev embeddingsḢ
for radial functions. Moreover, for any p ∈ ( , interpolation with these, as well as the Strichartz estimates from [17] implies that it suffices to bound the remainder in L 
then we are done by putting γ
∈ H is bounded, after extracting a subsequence it converges weakly in H, and γ
k be the free wave given by the limit
We repeat the same procedure inductively in k ≥ 1.
As before, let S 0 (t) denote the free exterior propagator in H. If
Indeed, if j < k then this follows from the inductive assumption, whereas for j = k it follows by construction.
To prove (28), expand (without loss of generality at t = 0)
The cross terms are all o(1) as n → ∞: for k > j = ℓ, and with the scalar product in H,
The first line of (29) vanishes as n → ∞ due to S 0 (t ℓ n − t 
uniformly in k. The final inequality follows from the radial Sobolev embedding (in other words, Sobolev embedding and compactness).
Applying this decomposition to the nonlinear equation requires a perturbation lemma which we now formulate. All spatial norms are understood to be on R 5 * . The exterior propagator S 0 (t) is as above. 
where eq(u) := u + u 3 Z(ru) in the sense of distributions, and w 0 (t) := S 0 (t − t 0 )( u − v)(t 0 ) with t 0 ∈ I arbitrary but fixed. Then
There is a partition of the right half of I as follows, where δ 0 > 0 is a small absolute constant which will be determined below:
We omit the estimate on I ∩ (−∞, t 0 ) since it is the same by symmetry. Let w j (t) := S 0 (t − t j ) w(t j ) for all 0 ≤ j < n. Then
which implies that, for some absolute constant C 1 ≥ 1,
To estimate the differences involving the Z function we invoke its smoothness as well as the fact that by radiality, ru and rv are bounded pointwise in terms of the energy of u and v, respectively (which we assume to be bounded by A). Note that w X(I0) < ∞ provided I 0 is a finite interval. If I 0 is half-infinite, then we first need to replace it with an interval of the form [t 0 , N ), and let N → ∞ after performing the estimates which are uniform in N . Now assume that
and fix δ 0 in this fashion. By means of the continuity method (which refers to using that the X-norm is continuous in the upper endpoint of I 0 ), (31) implies that w X(I0) ≤ 8C 1 ε. Furthermore, Duhamel's formula implies that
whence also
which is estimated as in (31). We conclude that w 1 X(R) ≤ 8C 1 ε. In a similar fashion one verifies that for all 0 ≤ j < n
where C 1 ≥ 1 is as above. By induction in j one obtains that
This requires that ε < ε 0 (n) which can be done provided ε 0 (A) is chosen small enough. Repeating the estimate (33) once more, but with the energy piece L ∞ t H included on the left-hand side, we can now bound the S(I)-norm on w.
We can now apply standard arguments to prove the main result of this section. Without further mention, all functions are radial.
Proof of Proposition 3.1. Suppose that the theorem fails. Then there exists a bounded sequence u n := (u 0,n , u 1,n ) ∈ H with
where u n denotes the global evolution of u n of (16). We may assume that E * is minimal with this property. Applying Lemma 3.2 to the free evolutions of u n (0) yields free waves v j and times t j n as in (25). Let U j be the nonlinear profiles of (v j , t j n ), i.e., those energy solutions of (16) which satisfy lim
The U j exist locally around t = t j ∞ by the local existence and scattering theory, see Proposition 2.2. Locally around t = 0 one has the following nonlinear profile decomposition
where η k n (0) H → 0 as n → ∞. Now suppose that either there are two non-
Note that the left-hand side does not depend on time since γ k n is a free wave. By the minimality of E * and the orthogonality of the energy (28) each U j is a global solution and scatters with U j L 3 t L 6
x < ∞. We now apply Lemma 3.3 on I = R with u = u n and
is small for large n follows from (26). To see this, note that with
The difference on the right-hand side here only consists of terms which involve at least one pair of distinct j, j
→ 0 as n → ∞ by (26). In order to apply Lemma 3.3 it is essential that lim sup n→∞ j<k
uniformly in k, which follows from (26), (28), and Proposition 2.2. The point here is that the sum can be split into one over 1 ≤ j < j 0 and another over j 0 ≤ j < k. This splitting is performed in terms of the energy, with j 0 being chosen such that for all k > j 0 lim sup n→∞ j0≤j<k
where ε 0 is fixed such that the small data result of Proposition 2.2 applies. Clearly, (38) follows from (28). Using (26) as well as the small data scattering theory one now obtains lim sup n→∞ j0≤j<k
with an absolute constant C. This implies (37), uniformly in k.
Hence one can take k and n so large that Lemma 3.3 applies to (34) whence
which is a contradiction. Thus, there can be only one nonvanishing v j , say v 1 , and moreover lim sup
Therefore, U 1 =: u * is the desired critical element. Suppose that
Then we claim that
is precompact in H. If not, then there exists δ > 0 so that for some infinite sequence t n → ∞ one has
Applying Lemma 3.2 to U 1 (t n ) one concludes via the same argument as before based on the minimality of E * and (41) that
where V , γ n are free waves in H, and τ n is some sequence in R. Moreover, (44) and (43) lead to a contradiction. If τ n → ∞, then
implies via the local wellposedness theory that
x ) < ∞ for all large n, which is a contradiction to (42). If τ n → −∞, then
x ) < C < ∞ for all large n where C is some fixed constant. Passing to the limit yields a contradiction to (41) and (43) is seen to be false, concluding the proof of compactness of K + .
The rigidity argument
In this section we complete the proof of Theorem 1.1 by showing that a critical element as given by Proposition 3.1 does not exist. This is based on the virial identity exterior to the ball. The main novelty here lies with the fact that due to the radial assumption in R 3 * we are able to show that the nonlinear functional arising in this virial identity is globally coercive on the energy space. In contrast, for equivariant energy critical wave maps in the energy class, Côte, Kenig, Merle [5] needed an upper bound on the energy in order to apply the virial argument. In particular, we have the following proposition.
Proposition 4.1 (Rigidity Property). Let (ψ 0 , ψ 1 ) ∈ H, and denote by ψ(t) the associated global in time solution to (2) given by Proposition 2.1. Suppose that the trajectory
The proof of Proposition 4.1 relies on the following two results related to the virial identity for solutions to (2) . In what follows we let χ ∈ C ∞ 0 (R) be an even function so that χ(r) = 1 for |r| ≤ 1, supp(χ) ∈ [−2, 2] and χ(r) ∈ [0, 1] for every r ∈ R. Define χ R (r) := χ(R −1 r).
Lemma 4.2. Let ψ(t) ∈ H be a solution to (2) . Then, for every T ∈ R we have
where here, the brackets ·|· refer to the
Proof. We first establish (45) for solutions
Integrating by parts, the preceding line can be further simplified as follows:
Next, observe that
And similarly, since supp(χ
Putting this together, we obtain
By integrating the above inequality in time from 0 to T we obtain (45) for smooth solutions. Our well-posedness theory for (2) then allows us to extend (45) to all energy class solutions ψ(t) ∈ H via an approximation argument.
We proceed in a similar fashion to prove (46). Thus, for smooth ψ we have by direct calculation,
Integrating by parts, the above simplifies as follows:
As before we have,
And, since |ψ sin(2ψ)| ≤ 2ψ 2 , we can deduce that
Therefore, we see thatf
Integrating the above in time from 0 to T proves (46) for smooth solutions. Approximating energy solutions by smooth solutions concludes the proof.
From (45) and (46) we construct a nonlinear functional, L : H → R, whose global coercivity on H is a key ingredient in the proof of Theorem 4.1. Using Lemma 45 we consider the following linear combination of (45) and (46):
We postpone the proof of Lemma 4.3, and first use it to prove Proposition 4.1.
Proof of Proposition 4.1. Suppose that ψ(t) ∈ H satisfies the conditions of Proposition 4.1, i.e., suppose that
is pre-compact in H. Note that the pre-compactness of K + in H implies, by Hardy's inequality, that K + is also pre-compact in L 2 (R 3 * , dr) where
Then, for every ε > 0 there exists R(ε) such that for every t ≥ 0 we have
Now, by (48) and Lemma 4.3, we have that for all T
Using (51), we fix R large enough so that
Therefore, we deduce that
for every T > 0. However, we can use Hardy's inequality and the conservation of energy to estimate the left hand side of the above inequality as follows,
RE( ψ)
Combining the above with (52) we conclude that
for all T > 0, which, since E( ψ) = const, implies that T ≤ CR. And this contradicts the fact that ψ exists globally in time.
We can now complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Suppose that Theorem 1.1 fails. Then Proposition 3.1 implies the existence of a critical element, i.e., a nonzero energy class solution ψ(t) ∈ H to (2) such that the trajectory K + = { ψ(t)|t ≥ 0} is pre-compact in H. However, Proposition 4.1 implies that any such solution must be identically zero, which contradicts the fact that the critical element is nonzero. 
Indeed, if (54) holds then
which is exactly (50). For each R > 1, define R) where the subscript 0 indicates Dirichlet boundary conditions at both r = 1 and r = R. We start by deducing (54) on A R for each R > 1. 
Then, 
and that We claim that Λ defines a bounded functional on A R . To see this, observe that for every x, we have |F (x)| ≤ 2 |x|. Hence by the Strauss estimate, (10) , and the fact that we are in A R , we have
Since Λ is bounded on A R and Λ(0) = 0, we define 0 ≤ µ ≤ C(R) by
Now, let {ψ n } ∞ n=1 ⊂ A R be a maximizing sequence, i.e., Λ(ψ n ) → µ as n → ∞. We claim that E(ψ n ) ≤ C. If not, then there exists a subsequence, {ψ n k } such that E(ψ n k ) → ∞. But then, by (56), we would have Λ(ψ n k ) → −∞, which contradicts the fact that {ψ n } is maximizing and µ ≥ 0. Since E(ψ n ) = 1 2 ψ n 2Ḣ 1 ≤ C we can extract a subsequence, still denoted by {ψ n }, so that
And, since A R =Ḣ 1 0 (1, R) , the boundary conditions are automatically satisfied and we have ψ ∞ ∈ A R . Next, we claim that ψ ∞ is in fact a maximizer, i.e., Λ(ψ ∞ ) = µ. On the one hand, since µ is the supremum, Λ(ψ ∞ ) ≤ µ. To prove the other direction we remark that by the lower semi-continuity of weak limits we have that
Putting this together we get
Hence Λ(ψ ∞ ) = µ and so ψ := ψ ∞ ∈ A R is our maximizer. Now, let η ∈ C ∞ 0 (1, R) and consider compact variations ψ ε := ψ + εη of ψ. Since ψ is a maximizer for Λ| AR , it follows that
This implies that ψ satisfies the following Euler-Lagrange equation
where the boundary conditions originate with the requirement that ψ ∈ A R . Setting r = e x and defining ϕ(x) := ψ(e x ) we obtain the following autonomous differential equation for ϕ:
where f (ϕ) := − We note that the conclusion of Lemma 4.5 depends highly on the exact form the function f . In fact, the lemma fails if we replace f with 3 2 f . Such a change would amount to requiring a smaller fraction of E(ψ) to dominate N (ψ) in (54). This subtlety necessitates the careful analysis that is carried out in the proof.
The proof of Lemma 4.5 will consist of a detailed analysis of the phase portrait associated to (59). Letting y(t) :=ẋ(t), and setting
we rewrite (59) as the following systeṁ
We can make a few immediate observations about the behavior of solutions to (60). First we note that since |N (v)| ≤ C |v|, Gronwall's inequality implies that solutions are unique and exist globally in time. Let Φ t denote the flow. Next observe that equilibria of (60) are all hyperbolic (following the terminology of Wiggins [18] ) and that they occur at the points v j := (x j , 0), where x j is a zero of f , i.e., f (x j ) = 0. To see this we linearize about the equilibrium v j , which results in the the equationξ
where
The eigenvalues of ∇N (v j ) are given by
To proceed, a more careful examination of the zeros of f is required. We can order the zeros x j so that
We note that since f is odd one has x −j = −x j and it suffices to look at only those x j such that x j ≥ 0. Indeed, all properties of the phase portrait on the right-half plane are identical to those on the left-half plane after a reflection about the origin. . This means that (60) has a saddle at v 0 = (0, 0). Next, we see that due to the oscillatory nature of f and the fact that f ′ (0) > 0 we can deduce that f ′ (x j ) > 0 for j even, and f ′ (x j ) < 0 for j odd. It is also straightforward to show that |f ′ (x j )| > 1 for every j > 0. These facts, together with (62) imply that Re (λ ± (v j )) < 0 if j is odd λ + (v j ) > 0, and λ − (v j ) < 0 if j is even Hence (60) has sinks at each x j for j even, and saddles at each x j for j odd. Also we note that in a neighborhood V j ∋ v j , the equilibira v j , for j even, each have a 1-dimensional invariant stable manifold
that are tangent to the respective invariant subspaces of the the linearized vector field corresponding to the right hand side of (61) at the point v j . For j even, the stable invariant linear subspace at v j is spanned by ξ − (v j ) = (1, λ − (v j )) and the unstable invariant subspace is spanned by ξ + (v j ) = (1, λ + (v j )). The equilibria v j , for j odd, each have a two dimensional invariant stable manifold, (see, for example, [11] , Chapt. 3.2).
Our goal is to demonstrate the impossibility of a trajectory v(t) such that v(0) = (0, y 0 ) and v(T ) = (0, y T ) with y 0 = 0 and T ∈ R. By symmetry considerations we can restrict ourselves to the case y 0 > 0. We rule out such a trajectory by showing that solutions with data on the unstable invariant manifolds at the equilibria v j , for j even, have the following properties: (i) There exists
We assume that T 1 , T 2 are minimal with the stated properties.
The conclusion of Lemma 4.6 is depicted in Figure 1 .
Proof that Lemma 4.6 implies Lemma 4.5.
Suppose we start with data v(0) = (0, y 0 ) with y 0 > 0. Then, since the right hand side of (60) is given by (y, −y) tr on the line {x = 0}, the trajectory v(t) enters the right-half plane in forward time. Note that v(t) can never cross back into the left-half plane when y(t) > 0 since the line {x = 0, y > 0} is repulsive with respect the forward trajectory of v. Hence, in order for there to be a time T > 0 such that v(T ) = (0, y(T )) the trajectory must first cross into the lower-half plane. However, v(t) must then either lie in the stable manifold W s j for some even j, or by Lemma 4.6 (i) it crosses the x-axis between x k and x k+1 for some k odd. But then, if the latter occurs, by Lemma 4.6 (ii), the flow must cross back into the the upper-half plane again at some point strictly between x k−1 and x k . If we track the trajectory further, (i) and (ii) will, in fact, force v(t) into the sink at x k , thus preventing it from ever reaching the y-axis. By the reflection symmetry of (60), the same logic works if we begin with data v(0) = (0, y 0 ) with y 0 < 0.
To simplify the picture we begin by dividing the phase plane into strips by defining Ω j/2+1 = [x j , x j+2 ] × R for j ∈ 2Z. We first verify Lemma 4.6 in Ω 1 and in Ω 2 and then we will renormalize (60) in order to treat cases (i) and (ii) in Ω ℓ for ℓ ≥ 3.
Proof of Lemma 4.6 on Ω 1 and Ω 2 . The main tool in the proof of Lemma 4.6 in Ω 1 and Ω 2 will be the following identity which is obtained by multiplying equation (59) byẋ and integrating from t = t 0 to t = t 1 .
Substituting y =ẋ this becomes
where F (x) := x sin(2x) is a primitive for f . We will also need to approximate the zeros x 0 , x 1 , . . . , x 4 . We can do this to any degree of precision, although a rather rough approximation will suffice. By inspection, the zero x j is close to the point 2j−1 4 π for j ≥ 1. Indeed we have,
First we show (i) on Ω 1 . We would like to show that there exists T ∈ (−∞, ∞] and p ∈ [x 1 , x 2 ] so that v + 0 (T ) = (p, 0). In the process we will also show that x + 0 (t) ≤ x j+2 for all t ∈ R.
Note that on the line {x = x j } in the phase plane the right-hand side of (60) is equal to (y, −y) tr . Hence, the trajectory v + 0 (t) can never enter the left-half tr repulses such a trajectory in forward time. Therefore, the only remaining possibilities for the forward trajectory v + 0 (t) are for Lemma 4.6 (i) to hold, or for one of the following two scenarios to occur: the trajectory crosses the line {x = x 2 , y > 0} in finite time, or it is heteroclinic connecting the saddles (x 0 , 0) and (x 2 , 0). Suppose that either of the latter two cases occurs. Then, there exists T ∈ R ∪ {∞} such that v + 0 (T ) = (x 2 , y(T )) with y(T ) ≥ 0. But then, letting t 0 → −∞ in (64) we would have
which is a contradiction since the left hand side is strictly positive. This proves (i) for Ω 1 . The proof of (i) for Ω 2 is identical. One first shows that the only possibilities for the trajectory v + 2 (t) are for either (i) to hold, or for it to cross the line {x = x 4 , y > 0} in finite time, or to be to heteroclinic. And the latter two scenarios are impossible by (64) since then there would be a T ∈ R ∪ {∞} so that
which contradicts the positivity of the left-hand-side above.
We will also use (64) to prove (ii), although we will not get by as easily as in the proof of (i), as we will need to estimate the size of the left hand side of (64) to obtain a contradiction. This will be achieved via the construction of a Lyapunov functional. Unfortunately, this is somewhat delicate as can been seen by means of the blue line in Figure 2 which is the unstable manifold W Finally, we set Σ = Σ 1 ∪ Σ 2 ∪ Σ 3 where,
The region Σ is pictured in Figure 3 . A few words are required in order to explain how one goes about constructing the region Σ, and in particular, about how one finds the functions p k . To choose p 1 , one begins by finding an approximate solution to (59) with data slightly to the right of x −2 via power series expansions. This approximate solution is then shifted downward by a small amount, here we take 3 1000 . As we will see below, this downward shift ensures that the resulting function forms a curve that is, at least initially, a Lyapunov functional in that it is repulsive with respect to the true trajectory emanating from x −2 , i.e., the unstable manifold W u −2 . We then define p 1 by approximating the coefficients of the polynomial we found by rationals. We cease to use the graph of p 1 as the boundary of Σ when it ceases to possess the desired Lyapunov properties. We then define p 2 and p 3 in similar fashions making sure that all of the respective graphs are eventually joined together by curves that are also Lyapunov. In the case of the segment joining the graph of p 1 and p 2 this is achieved with a vertical line as depicted in Figure 3 . For p 2 and p 3 the matching is done with a horizontal line.
We claim that the boundary of Σ is repulsive with respect to the trajectory v + −2 (t). To see this, it suffices to show that the outward normal ν on ∂Σ ∩ {y > 0} satisfies
where N := (y, −y + f (x)) tr is the vector field (60). There are five components to ∂Σ ∩ {y > 0}. Three components are given by the graphs of p 1 , . . . , p 3 , and we label these components ∂Σ 1 , . . . , ∂Σ 3 . The other two components are given by the vertical segment, ∂Σ 4 , connecting the point (− ). We must check that (66) holds on each component.
On ∂Σ 1 the outward normal ν 1 is given by −p 3 (y) ). Finally, ν 4 = (1, 0) and ν 5 = (0, −1). And, it is elementary to check that indeed,
as well as
Now, by (64), we have that
However, we claim that
To prove (68), we first make the claim that under our current assumptions, the integral on the left-hand side of (68) is greater than the area of the region bounded by the trajectory v + −2 (t) and the lines {x ≤ 0} and {y = 0}. To see this recall that v + −2 (t) lies on the unstable manifold W u −2 and hence locally we can either write y + −2 (t) = y(x(t)) or x + −2 (t) = x(y(t)). Assume that for τ 0 < t < τ 1 we can write y = y(x). Then, x(τ 0 ) < x(τ 1 ) and
which, since y(t) ≥ 0, is, in fact, the area of the region bounded by the trajectory v + −2 (t), the line {y = 0}, and the lines {x = x(τ 0 )} and {x = x(τ 1 )}. Next suppose we can write x = x(y) for τ 2 < t < τ 3 and that y(τ 2 ) > y(τ 3 ). Since all vertical lines in Ω −1 have the property that they cannot be crossed by the flow from right to left in forward time we have that x(y(τ 2 )) ≤ x(y(τ 3 )). Observe that if x = x(y(t)) thenẋ = x ′ (y)ẏ, and hence
but this can further be estimated from below by
where the last line is exactly the area of the region bounded by v + −2 (t), and the lines {x = x(τ 2 )}, and {y = y(τ 3 )}.
Therefore, since v + −2 (t) cannot enter Σ we have
. The remaining step is to compute the area of Σ which can be done explicitly since Σ is defined entirely in terms of polynomials with rational coefficients. Indeed,
which proves (68) and provides a contradiction when combined with (67). This proves (ii) in Ω 1 . Note that small margin of error which is allowed here (after all the relevant numbers are, respectively, 2.21 and 2.18) is a reflection of the "almost heteroclinic" nature of the blue line in Figure 2 which is W u 2 . This forces us to be very precise about the Lyapunov functionals that we constructed above.
Next, we will establish (ii) in Ω 2 . The relevant trajectory is v (t) ≤ 0 for all −∞ < t ≤ T . We assume the latter holds and seek a contradiction. As in the proof of (ii) in Ω 1 we will construct a subset Σ ⊂ Ω 2 so that the boundary, ∂Σ, is repulsive with respect to the forward flow v 
The function p is constructed in the same fashion as the Lyapunov functional for Ω −1 except that here we need only a 3rd order approximation. Indeed, the trajectory v − 4 is far from heteroclinic and thus provides us with a much larger margin for error as we seek a contradiction.
Again it suffices to show that the outward normal ν on ∂Σ ∩ {y < 0} satisfies ν · N ≥ 0. We have ν = (p ′ (x), −1) tr . And one can show that Again, we use (64) to obtain,
However, we have
which contradicts (69). This completes the proof of Lemma 4.6 in Ω 1 and in Ω 2 . We remark that the Lyapunov construction for Ω 2 is considerably easier than for Ω 1 as can be seen by Figure 4 . Indeed, the unstable manifold W u 4 , which is depicted by the blue trajectory in Figure 4 , is very far from being heteroclinic.
To prove Lemma 4.6 on Ω ℓ for ℓ ≥ 3 we first shift and rescale (60) via the following renormalization. For each j ∈ N, ε ∈ R we define ζ and η via
Define z j := 2j−1 4 π. Then (60) implies the following system of equations for ζ, η
where˙= d ds where s = ε −1 t. Observe that we have
where g(ζ) := 
Note that j ≥ 4 implies that 0 < ε < 
Note that (74) is the equation governing the motion of a damped pendulum with a small perturbative term ε 2 g(ζ), and in the limit as ε → 0, (74) is exactly the the equation of a simple pendulum.
Let's rephrase the set-up of Lemma 4.6 in terms of this renormalization. First we examine how this affects the strip Ω j/2+1 . We can write the zeros of f as
where 0 < ζ 0 < π 2 + ζ 1 < π + ζ 2 are the first three positive zeros of
Hence the strip Ω j/2+1 becomes the stripΩ = [ζ 0 , π + ζ 2 ] × R. Note that the renormalization (71) does not affect the topological properties of the dynamics of (60) and hence the invariant manifolds associated to the equilibria of (60) in Ω j/2+1 become invariant manifolds associated to the equilibria of (74) in the strip Ω. Denote by W u ζ0 and W u ζ2 , the unstable invariant manifolds associated to the equilibria (ζ 0 , 0) and (π + ζ 2 , 0). Thus Lemma 4.6 in Ω ℓ for ℓ ≥ 3 is equivalent to the following result. For simplicity, we again use t to denote time. such that there exists a τ 2 > 0 large enough so that η − (t) < 0 for all t < −τ 2 . Then, the following statements hold:
(i) There exists
Again, we let T 1 , T 2 be minimal with these properties.
The proof of Lemma 4.7 will require a rather precise knowledge of the location of the zeros ζ 0 and π + ζ 2 of h(ζ). 20 ] → [10, 40] such that h has a zero at
In particular, ζ 0 > 0 and ζ 2 > 0.
We will postpone the proof of Lemma 4.8 for the time being and first establish Lemma 4.7.
Proof of Lemma 4.7 . Again our main tool will be the following identity, which is deduced in the same manner as (64),
where G(x) := 
which is a contradiction since the left-hand-side above is strictly positive. Now, assume (ii) fails. Then there exists a time T ∈ R ∪ {∞} such that v − (T ) = (ζ 0 , η − (T )) with η − (t) ≤ 0 for every t ≤ T . As in the proof of Lemma 4.6 (ii) for Ω 1 and Ω 2 we construct a region Σ inΩ so that the boundary ∂Σ is repulsive with respect to the flow v − (t). Set
The region Σ is depicted in Figure 5 . Once again we need to check that the outward normal vectors ν 1 on ∂Σ 1 and ν 2 on ∂Σ 2 satisfy ν k ·Ñ ≥ 0 for k = 1, 2, wherẽ
Here ν 1 = (y ′ 1 (ζ), −1) tr and ν 2 = (y ′ 2 (x), −1) tr and we have
2 π Figure 5 . The region Σ = Σ 1 ∪Σ 2 pictured above has the property that ∂Σ is repulsive with respect to the unstable manifold W 
α 2 Observe that y 1 (x) ≤ 0 for 2 ≤ x ≤ π, and y 2 (x) ≤ 0 for 7 4 ≤ x ≤ 2. Hence, the following lemma will suffice to conclude that ν k ·Ñ ≥ 0 for k = 1, 2.
Lemma 4.9. Define F 1 , F 2 as in (82) and (83). 7 20 ]. For the moment we assume Lemma 4.9 and observe that it implies that the boundary of Σ is repulsive with respect to the flow v − (t). By (75) we have the following identity
To arrive at a contradiction we carefully estimate the left and right-hand sides of (84). By Lemma 4.8, we can expand the right hand side in powers of ε.
. On the other hand, as in the proof of Lemma 4.6 for Ω 1 and Ω 2 , we have that
as long as 0 ≤ ε ≤ Lemma 4.9 . Observe that for fixed, x, F 1 (x, ε) and F 2 (x, ε) are quadratic functions in ε and hence have real zeros for ε ∈ [0, 7 20 ] if and only if their associated discriminants are nonnegative. One can readily check that the discriminant associated to F 1 (x, ·) is negative for each 2 ≤ x ≤ π. And the discriminant associated to F 2 (x, ·) is negative for each 
The higher topological classes
In this section we prove Theorem 1.2. By [3] we know that for each integer n ≥ 1 there is a unique solution Q = Q n to the stationary problem
with the property that lim r→∞ Q n (r) = nπ. Moreover, these Q n are strictly increasing and satisfy
Now fix any such Q n for n > 0 and drop the subscript. Set ψ(r) := ∂ λ Q(λr) 
where ∆ 5 is the Laplacian in R 5 . By the preceding, V is a real-valued, radial, bounded and smooth potential on R 5 * which decays like r −6 as r → ∞ (and each derivative improves the decay by one power of r).
The operator
Its essential spectrum coincides with [0, ∞) and that spectrum is purely absolutely continuous. As observed in [3] , H has no negative spectrum. Indeed, if it did, then by a variational principle there would have to be a lowest eigenvalue −E 2 * < 0 which is simple and with associated eigenfunction f * which is smooth, radial, and does not change its sign on r > 1. We may assume that f * > 0 whence f ′ * (1) > 0. Then, with ·|· being the L 2 -pairing in R
which is a contradiction since the left-hand side is negative. It remains to analyze the threshold 0, which generally speaking can be either a resonance or an eigenvalue.
Since we are in dimension 5, the former would mean that there exists f ∈ D, f ≡ 0, with |f (x)| ∼ c |x| 3 as x → ∞ (the decay here being that of the Newton kernel). However, in that case f ∈ L 2 , whence we recover the well-known fact that zero energy can only be an eigenfunction, necessarily radial by our standing assumption. Thus, let Hf = 0, f ∈ L 2 radial. Then
which is a contradiction since f (1) = 0 precludes f ′ (1) = 0 (recall ϕ(1) = 0). In conclusion, H has no point spectrum (as already noted in [3] ). For future reference we remark that the same argument as in (93) shows that there can be no solution
Of course ϕ satisfies this condition, as can be seen from the equation.
In order to prove Theorem 1.2 we need to establish Strichartz estimates for the wave equation exterior to the ball, perturbed by the radial potential V . Once this is done, Theorem 1.2 is an immediate consequence via a standard contraction argument. Henceforth, the free problem refers to the wave equation exterior to a ball in R 5 with a Dirichlet condition at r = 1 as considered by [17] . By an admissible Strichartz norm for the free problem we mean any Strichartz norm as in [17] for solutions withḢ 
with radial data satisfies
with a constant C = C(V ).
Proof. The argument is a variant of the one in [13] . It suffices to consider F = 0 by Minkowski's inequality. Let −∆ be the Laplacian on R
on which it is self-adjoint (this incorporates the Dirichlet condition at r = 1). We claim that A := (−∆)
for all f ∈ C ∞ (R 5 ) which are compactly supported in {x ∈ R 5 | 1 < |x| < ∞}. Indeed, squaring both sides this is equivalent to −∆f |f = ∇f 2 2 for all such f , which is obviously true. For any real-valued u = (
Then
By [17] , with P := A −1 Re ,
where the factors decay like r −3 . By the Christ-Kiselev lemma, see [17] , and our exclusion of L 2 t , it suffices to bound
Now
The first factor on the right-hand side is some constant by [17] . We claim that the second one is bounded by C F L 2 t,x
. By duality, this claim is equivalent to the local energy bound
. This is elementary to prove for radial φ (which suffices for us), using the distorted Fourier transform relative to −∂ rr + 2 r 2 on L 2 ((1, ∞)) with a Dirichlet condition at r = 1. Indeed, map any smooth
Associated with L 0 there is a distorted Fourier basis φ 0 (r; λ) that satisfies
and such that for all g ∈ L 2 ((1, ∞))
where the integrals need to be interpreted in a suitable limiting sense. The realvalued functions φ 0 (r; λ) and the positive measure ρ 0 (dλ) = ω 0 (λ) dλ are explicit, see Lemma 5.2 below. Moreover, it is shown there that sup r≥1, λ>0
Taking this for granted, we note that (100) is equivalent to the following estimate for f ∈ L 2 ((1, ∞))
Here we used that A = √ L 0 (in the half-line picture) is given by multiplication by λ on the Fourier side, and so e −itA becomes e −itλ . Expanding the left-hand side and carrying out the t-integration explicitly reduces this to the following statement:
The left-hand side above is
In view of (102), (101), and
(r) dr < ∞, we obtain (103), and thus (100). This means that K L 2 t,x →X ≤ C, some finite constant. For the second factor in (99) we claim the estimate
valid for any solution of (95) with F = 0. To prove it, we invoke the distorted Fourier transform relative to the self-adjoint operator H := −∆ + V on the domain D as defined above, restricted to radial functions. As before, conjugation by r 
for a suitable positive measure ρ(dλ) = ω(λ) dλ on (0, ∞). It is here that the assumptions on the spectrum of H enter crucially. Indeed, the absence of negative spectrum means that ρ is supported on (0, ∞), and the absence of a zero eigenvalue implies that ω exhibits the same rate of decay as ω 0 as λ → 0+. The exact property which emerges from all this and which underlies the proof of (105) is the following variant of (102), see Lemma 5.2, (108)
where we used (107) to pass to the second inequality sign, and (97) to pass to the final inequality. The calculation for f = 0 is similar. Putting everything together we obtain (105) and therefore also (96).
Now we turn to the technical statements concerning the distorted Fourier transforms for the half-line operators ∞) ), respectively, with a Dirichlet condition at r = 1. This is completely standard, see for example [7, Section 2] , the first two chapters in [4] , or Newton's survey [12] . But since these references do not treat the specific half-line problem that we are dealing with, and in order to keep this paper self-contained, we include the details. Proof. For any z ∈ C denote by φ 0 (r; z) and θ 0 (r; z) the unique solutions of 
Here ε > 0 is a small absolute constant, which is to be determined. Notice that (124) is not a Volterra equation, but it can be solved by a contraction argument. Indeed, we set u 0 (r; λ) = u 0 (r) + λ 2 ru 2 (r; λ) and reformulate (124) in the form u 2 = T u 2 for some linear map T = T ε,λ . Then one checks that for all 0 < λ ≪ 1 and a small but fixed ε > 0, the map T is a contraction in a ball of fixed size in the space C([1, ελ 
as desired. To extend this bound to r > λ −1 , and in order to describe the spectral measure for small λ, we useψ from (110). In fact, writing φ(r; λ) = a(λ) ψ(r; λ) +ā(λ) ψ(r; λ)
one has a(λ) = W (φ(·; λ), ψ(·; λ)) W ( ψ(·; λ), ψ(·; λ))
For the denominator we used (115), whereas the numerator is evaluated at r = λ Finally, in order to determine Im m(λ) for small λ, we use the relation (118), valid for all r ≥ 1. We use it at r = C a large constant to conclude that φ(r; λ) ≍ 1, Im ψ(r; λ) ≍ Im ψ 0 (r; λ) ≍ λ 
