ABSTRACT. Genetic regulatory networks are the key to understanding biochemical systems. One condition of the genetic regulatory network under different living environments can be modeled as a synchronous Boolean network. The attractors of these Boolean networks will help biologists to identify determinant and stable factors. Existing methods identify attractors based on a random initial state or the entire state simultaneously. They cannot identify the fixed length attractors directly. The complexity of including time increases exponentially with respect to the attractor number and length of attractors. This study used the bounded model checking to quickly locate fixed length attractors. Based on the SAT solver, we propose a new algorithm for efficiently computing the fixed length attractors, which is more suitable for large Boolean networks and numerous attractors' networks. After comparison An algorithm for computing fixed length attractors using the tool BooleNet, empirical experiments involving biochemical systems demonstrated the feasibility and efficiency of our approach.
INTRODUCTION
Currently biologists use Boolean networks (Glass, 1985) to describe biological regulatory networks that function in biochemical systems to thoroughly understand the operating mechanisms of organisms. Kauffman (1995) previously described this phenomenon. In General, we can consider one condition of an organism and express its behavior using the genetic regulatory networks (GRNs). Next, the GRN can be modeled as a Boolean network. The genes follow Boolean rules to activate (1) and inhibit (0) the following genes according to the activities of their molecular inputs. All activities will follow a finite trajectory in their state space. Ultimately, the trajectory converges onto attractors that stabilize the system. Therefore, identifying the attractor is important for increasing the understanding of biochemical systems, particularly those in the cancer cells.
For the same GRNs, different modeling methods can be used, such as synchronous (Farrow et al., 2004; Fauré et al., 2006; Remy et al., 2006) , asynchronous (Fauré et al., 2006; Garg et al., 2008) and semi-asynchronous (Fauré et al., 2006 ) models. Dubrova et al. (2005) presented a basic algorithm known as BooleNet to identify attractors in synchronous Boolean networks. Zhao (2005) demonstrated that the computing attractors in synchronous Boolean networks represent a nondeterministic polynomial time complete problem. Ay et al. (2009) developed a faster method for identifying attractors of self-loops and simple-loops. All of these tools are based on binary decision diagram (BDD) package (Lee, 1959) .
This study used bounded model checking (BMC) (Clarke et al., 2001; Biere et al., 1999) to search for attractors in synchronous Boolean networks. Combined with the BMC theory, we propose a new algorithm for quickly identifying fixed length attractors in synchronous Boolean networks based on the SAT solver (Moskewicz et al., 2001; Goldberg and Novikov, 2002) . After comparison with BooleNet (Dubrova et al., 2005) , our experimental results showed that our algorithm was more efficient and feasible for large synchronous Boolean networks; it can also be used for analyzing actual large-scale biochemical system models. This paper is organized as follows: we first provide a brief review of the synchronous Boolean network and its basic definitions. In the following subsection, our new theory and an algorithm are explained. Next, a biological regulatory network is used as a simple example to demonstrate the computation of attractors. In the Results section, we use 7 benchmarks to demonstrate that our approach is highly efficient and feasible. The top 5 benchmarks are from realistic biochemical systems. The remaining are randomly generated benchmarks.
MATERIAL AND METHODS

Synchronous Boolean networks and basic definitions
In general, a synchronous Boolean network contains n nodes (x 1 , x 2 , x 3 …, x n ), with each node updating itself with each other in a synchronous manner (Milligan and Wilson, 1993; Farrow et al., 2004) . Each node has only 1 Boolean value: 1 (ON) or 0 (OFF) at 1 moment. Commonly, a synchronous Boolean network's value 1 (Active) or 0 (Inhibit) represents the status of its biological regulatory network. Therefore, we can describe the synchronous Boolean network using the following equations:
x 2,t+1 = f 2 (x 1,t , x 2,t, x 3,t , …, x n,t );
The above equations can also be simplified as shown below:
Here,
n to {0,1} n , that is, the state at time t + 1 can be determined using the previous state at time t. Definition 1. Predecessor/Successor: For a synchronous Boolean network with n nodes and a translation function F, if X t+1 = F (X t ), state X t+1 is the successor of state X t and state X t is the predecessor of state X t+1 , respectively. Next, we use (X t , X t+1 ) to represent that X t+1 is the successor state of X t .
Definition 2. An Attractor A tt : a set of states to which each state can return itself after finite translation computing by F. Length(A tt ) is the state number of attractor A tt . U Att represents all attractors whose lengths are n in a Boolean network.
Theoretical results
This subsection presents our theory and algorithm. We also demonstrate, using a biological regulatory network, how to compute the fixed length attractors. Equation 1 is the simplified form of the synchronous Boolean network. However, we can transform this equation to the following expression:
Here, all variables are the same as those in Equation 1. Based on the definition of an attractor (Definition 2), an attractor is a loop with finite states. In this loop, each state can return itself to a particular state through fixed transitions; that is, all states can return themselves after Length(A tt ) transitions. Therefore, we use the following equation to indicate an attractor:
, T is the propositional formula, which is unfolded from time step m to time step m+length-1, where m is a state at any time and length is an attractor length. Additionally, "⋀" and "" represent "AND" and "NOR" operators in Boolean logic, respectively. The propositional formula T represents an attractor, in which a state X i will return to itself after length transition steps.
Quickly locate fixed length attractors (QLFLA) algorithm
Based on BMC theory and Equations 3, we propose an algorithm for quickly locating fixed length attractors using the pseudo code shown below. In Algorithm 1, variable "A tt " indicates any attractor whose length is n; "A tt_num " is the number of attractors whose length is n; "U Att " is the union set of attractors whose length is n. In the pseudo code, "Sat(T)" corresponds to the so-called SAT solver. Furthermore, if there is any assignment of all variables, the SAT solver takes an expression and returns the result of true. Otherwise, it will return the result of false. In contrast, there is no assignment that qualifies this expression. The symbol "←" is assignment from left to right. 
Algorithm 1 QLFLA on BMC
A biological regulatory network example
Based on previous studies (Glass and Kaufmann, 1973; Heidel et al., 2003) , one condition of sigmoidal kinetics systems was chosen from a complicated environment, which is shown using the following differential equations:
Based on a study of Heidel et al. (2003) , we simplified the above differential equations as the Boolean network shown in Figure 1 (Boolean network) and its Boolean translation function. This is a nonlinear logic function with negative feedback.
x 2,t+1 = x 1,t ;
x 3,t+1 = ¬x 2,t ;
In this example, there are 3 Boolean nodes: x 1 , x 2 , and x 3 and. If we wish to compute whether an attractor exists with length 2, the propositional formula can be used: T = (X i, X i+1 ) ⋀ (X i+1, X i+2 ) ⋀ (X i ⨀ X i+2 ). After computing this propositional formula based on the SAT solver (Moskewicz et al., 2001; Goldberg and Novikov, 2002) , we can easily obtain the attractor with the above conditions: (011,100) ∧ (100,011) ∧ (011⨀011). Next, we obtain an attractor whose length is 2, as: (011) → (100) → (011). Figure 1 . A Boolean network of the sigmoidal kinetics system. Node x 1 actives node x 2 ; node x 2 inhibits x 3 ; node x 3 and x 2 active node x 1 . All nodes update themselves by synchronous mechanism.
RESULTS
In this section, we compare our results and those of previous studies obtained using our algorithm (QLFLA) and BooleNet (Dubrova et al., 2005) . The experimental results show that our algorithm is efficient and highly feasible particularly for large biological regulatory networks. The benchmarks contain 7 different test cases. The top 5 are Boolean models generated from realistic GRNs. The last 2 are randomly generated networks. All experiments can be performed on an Intel Core TM CPU 4300 1.80 GHz with 2 GB memory on an Ubuntu 9.04 Linux server. The top 4 Boolean networks were generated from 5 organisms, including Arabidopsis thaliana (Chaos et al., 2006) , budding yeast (Li et al., 2004) , Drosophila melanogaster (Albert and Othmer, 2003) , T-helper cell (Mendoza and Xenarios, 2006) , and protein (Gonze and Goldbeter, 2001; Heidel et al., 2003) . In addition to these 5 classical benchmarks, we provide the 2 other randomly generated Boolean networks. All experimental results are shown in Table 1 shows the runtime of Algorithm 1 (QLFLA) and BooleNet (Dubrova et al., 2005) under the same conditions. "Timeout" represents the running time over 12 x 3600 = 43,200 s. "E" indicates that no result was returned. The 4 testcases (D. melanogaster, protein, and random network 1 and 2) show that our algorithm can handle larger networks and compute their attractors in a short amount of time. However, BooleNet cannot be used to obtain these results. For the rest testcases, out algorithm is at least twice as faster as BooleNet. The experimental results demonstrate that our algorithm is highly efficient for the large Boolean network and for identifying numerous attractors in Boolean networks.
DISCUSSION
We applied BMC to biological regulatory networks of biochemical systems. We also proposed a new algorithm for quickly locating fixed length attractors based on the SAT solver. In addition, we used 5 classical realistic biological networks and 5 random networks to demonstrate that our algorithm is efficient and highly feasible for examing larger networks and numerous attractors in the same Boolean networks. In the future, we will cooperate with biologist to apply our algorithm to larger and more realistic biological regulatory networks.
