This study shows that electrocorticographic (ECoG) signals recorded from the surface of the brain provide detailed information about shifting of visual attention and its directional orientation in humans. ECoG allows for the identification of the cortical areas and time periods that hold the most information about covert attentional shifts. Our results suggest a transient distributed fronto-parietal mechanism for orienting of attention that is represented by different physiological processes. This neural mechanism encodes not only whether or not a subject shifts their attention to a location, but also the locus of attention. This work contributes to our understanding of the electrophysiological representation of attention in humans. It may also eventually lead to brain-computer interfaces (BCIs) that optimize user interaction with their surroundings or that allow people to communicate choices simply by shifting attention to them.
Introduction
Voluntary shifts of attention toward a spatial location enhance the accuracy and speed of our detection of and response to a visual stimulus at that location . Attending to a spatial location does not depend on gazeattention can be shifted peripherally while the eyes maintain fixation (LaBerge, 1995) , which is a capability called covert attention. Many studies have investigated the cortical mechanisms of covert attention, including a body of work that has used single-unit recordings in non-human primates (Moran and Desimone, 1985; Motter, 1993; Colby et al., 1996; Luck et al., 1997; Gottlieb et al., 1998; Goldberg et al., 2002; Bisley and Goldberg, 2003; Ghose and Maunsell, 2008; Lee and Maunsell, 2010; Awh et al., 2006; Buschman and Miller, 2007; Gregoriou et al., 2009) . Unfortunately, single-unit recordings can practically only be made from a relatively small number of distinct brain regions, which precludes the simultaneous observation of distributed cortical areas. On the other hand, studies using functional magnetic resonance imaging (fMRI) have focused on the delineation of widespread attentional networks in humans. The results suggest a dorsal attention network that is distributed across prefrontal, posterior parietal and visual cortices (Corbetta et al., 1998; Kastner et al., 1999; Hopfinger et al., 2000; Corbetta and Shulman, 2002; Yantis et al., 2002; Fox et al., 2006; Strotzer, 2009; Mantini et al., 2010; Szczepanski et al., 2010) . However, fMRI cannot readily distinguish between different physiological processes, such as local cortical processing vs. inter-regional interactions (Hermes et al., 2011) , and cannot readily track rapid brain signal changes, such as the temporal dynamics of shifting of attention.
Electrocorticographic (ECoG) recordings from the surface of the brain have recently begun to attract substantial attention, in part because they allow for simultaneous detection of different physiological processes (Crone et al., 1998a (Crone et al., , 1998b Miller et al., 2007; Leuthardt et al., 2007) , but also because they can track rapid brain signal changes with good spatial resolution and coverage. These characteristics have encouraged an increasing number of studies that used ECoG for studying task-related spectral modulations across various bands within and beyond the range of classical scalp-recorded electroencephalography (EEG) (i.e., >70 Hz), as well as for studying the temporal evolution of cortical processes related to important motor, language, or cognitive functions Miller et al., 2007; Kubanek et al., 2009; Jacobs and Kahana, 2009; Canolty and Knight, 2010; Pei et al., 2010) .
In this study, we investigate the ECoG correlates of shifting of attention in a modified Posner cueing task (Posner, 1980) in five subjects with broad ECoG coverage. Our results show for the first time that visual spatial attention is related to a widely distributed network NeuroImage 60 (2012 NeuroImage 60 ( ) 2285 NeuroImage 60 ( -2293 of different physiological processes that transiently and differentially engage during the shifting of attentive states. The ECoG correlates of these processes were highly informative about the attentive states and the locus of attention in single trials. Thus, the results presented in this paper add to the current understanding of the neural substrates of visual spatial attention. They may also provide the basis for the design of a new generation of brain-computer interface systems that can allow people who are completely paralyzed to select items without shifting gaze.
Materials and methods

Human subjects and data collection
The five subjects who participated in this study were patients with intractable epilepsy at Albany Medical Center (Subjects A,B,D,E) and Washington University in St. Louis (Subject C). Subjects underwent temporary placement of subdural electrode arrays to localize seizure foci prior to surgical resection of epileptic tissue (see Fig. 1 ). All gave informed consent to participate in the study, which was approved by the Institutional Review Boards of both hospitals. The subjects had performance IQs of at least 85 and were mentally, visually and physically capable of performing the task. Table 1 summarizes the subjects' clinical profiles.
The implanted electrode grids (Ad-Tech Medical Corp., Racine, WI) consisted of platinum-iridium electrodes (4 mm in diameter, 2.3 mm exposed) that were embedded in silicon and spaced at an inter-electrode distance of 1 cm. Subjects A, B, D, E had grids implanted over their left hemisphere, whereas Subject C's grid was placed on the right hemisphere. The total number of electrodes we recorded from in each subject was 96, 83, 64, 109, and 97 for Subjects A-E, respectively. Grid placement and duration of ECoG monitoring were based solely on the requirements of the clinical evaluation without any consideration of this study.
Each subject had postoperative anterior-posterior and lateral radiographs ( Fig. 1) , as well as computer tomography (CT) scans to verify grid locations. Three-dimensional cortical models of individual subjects were generated using pre-operative structural magnetic resonance (MR) imaging. These MR images were co-registered with the post-operative CT images using Curry software (Compumedics, Charlotte, NC) to identify electrode locations (see Fig. 2 ). Electrode locations were assigned to Brodmann areas using the Talairach Daemon (http://www.talairach.org, (Lancaster et al., 2000) ). Cortical activation maps were generated using custom Matlab software. Activation maps computed across subjects were projected on the three-dimensional cortical template provided by the Montreal Neurological Institute (MNI) (http://www.bic.mni.mcgill.ca). For visualization purposes, the grid implants of Subject C (whose electrodes were implanted on the right hemisphere) were projected to the left hemisphere.
ECoG signals were recorded at the bedside using eight 16-channel g.USBamp biosignal acquisition devices (g.tec, Graz, Austria) at a sampling rate of 1200 Hz. Electrode contacts distant from epileptic foci and areas of interest were used for reference and ground. Recordings were visually inspected offline for environmental artifacts and interictal activity. Channels that did not clearly contain ECoG signals were removed from the analysis. To help reduce the possibility that the decoding results could be explained by a visual response, we removed locations over the occipital cortex from the analyses. Overall, these procedures reduced the total number of channels that were submitted for further analyses to 86, 78, 64, 103, and 88 for Subjects A-E, respectively.
In addition to recording brain activity, the subjects' eye gaze was recorded using a monitor with a built-in eye tracking system (Tobii Tech., Stockholm, Sweden), along with the activity from a push button. The eye tracker was calibrated to each subject at the beginning of the experimental session using custom software. Data collection from the biosignal acquisition devices, stimulus presentation, and behavioral variables (i.e., eye tracker, push button), as well as control of the experimental paradigm were accomplished simultaneously using BCI2000 software (Schalk et al., 2004; Mellinger and Schalk, 2007; Schalk, 2010) . 
Experimental paradigm
The experimental design in this study was based on the seminal Posner cueing task which has time and time again demonstrated improved behavioral performance with attentional engagement (Posner, 1980; Posner and Petersen, 1990) . This task selectively requires endogenous orienting of attention. The presentation of a spatial cue indicated the visual field towards which subjects should shift attention. Randomly oriented cosine gratings were used as target and distractor stimuli because they provide a carefully controlled framework for manipulating stimulus properties by altering the contrast. Distractor stimuli were incorporated in the experiment as they have been shown to increase the neuronal response toward the target stimulus (Luck et al., 1997; Ghose and Maunsell, 2008; Lee and Maunsell, 2010) . Compared to the original design of the Posner task, the total number of stimuli was increased from two to three (i.e., one target and two distractors) to induce attentional shifts across two dimensions (i.e., vertical and horizontal).
The specific experimental stages are summarized in Fig. 3 . There were three types of trials; valid trials and two different control trials as described below. Throughout the session, subjects maintained visual fixation on a cross that was presented at the center of the screen. Fixation was verified online through the eye tracker and further through offline inspection of the eye tracker recordings. During online experimentation, a trial aborted if the subjects directed gaze away from the fixation cross beyond a predefined radius (20% of the screen height, ∼ 5 o visual angle) for more than 500 ms. A trial started with the presentation of a cue arrow that pointed away from the center to one of three possible directions (up, down left, or down right). The subjects' task was to covertly shift their attention to the cued portion of the screen. Two seconds later, three cosine gratings (i.e., the visual stimuli) appeared at an equal vertical distance from the fixation cross. On "valid" cue trials, the grating in the cued portion of the screen changed contrast after a random short interval (uniformly distributed between 1.5 and 2.5 s). Once the subject detected this contrast change, he/she responded by pressing the push button with the hand contralateral to the implant (regardless of their handedness and irrespective of the attentional locus), which ended the trial. To control for differences in subject performance, the level of contrast change for each subject was adaptively estimated using a parameter estimation through sequential testing (PEST) procedure (Taylor and Creelman, 1967; Hammett and Snowden, 1995) that was run at the beginning of the session. The PEST procedure selected the amount of contrast change (identical across all stimuli) such that the performance in detecting the contrast change was approximately 75%.
As the focus of this study was covert attention, it was important to control for and verify the subjects' engagement. To ensure that subjects were attending to the stimulus change before responding, control trials in which the cued stimulus did not change (i.e., a "no change" trial) were interleaved within the experiments. The subjects were instructed not to respond in such trials. False detection (i.e., responding during a no change trial) decreased performance accuracy. "Neutral" cue trials were also incorporated into the experiment. In these trials, three arrows appeared on the screen, each of which pointed toward one of the grating stimuli. This discouraged subjects from attending to any particular location on the screen. In neutral cue trials, the subjects still had to respond by pressing the button if one of the stimuli changed contrast. Consistent with the literature LaBerge, 1995) , the subjects responded faster during valid cue trials than during neutral cue trials (905 ms versus 1005 ms; p b 0.05, F-test). Each session consisted of one PEST run with 25 trials to estimate the subject-specific level of contrast change. This PEST run was followed by 10 runs of 30 trials each. 20% of the trials were no change trials and 20% were neutral cue trials. The remainder of the trials were valid cue trials. Subjects A, C, D, and E participated in one experimental session. Subject B participated in two sessions on two different days (i.e., 20 runs of 30 trials). The percentage of trials aborted due to eye movements was less than 30% across subjects (Subject A: 6.2%, Subject B: 28.9%, Subject C: 11.8%, Subject D: 27.6%, Subject E: 23.1%).
Feature extraction
Our data analyses began with high-pass filtering of all raw ECoG signals above 0.01 Hz and re-referencing signals from each electrode to a common average reference (CAR) . For each channel and each 300 ms time period (stepping by100 ms), the power spectral density was computed using a maximum entropy autoregressive model (Burg, 1972) of order 25 between 1 and 200 Hz in 1 Hz bins.
To study the ECoG correlates of shifts in attentive states, the intertrial intervals were labeled as "baseline," and the periods from the cue onset to the contrast change were labeled as "attention." The relationship between the brain signals and the attentional labels is shown in Fig. 4 for Subject A in two exemplary channels over the premotor (yellow hexagon) and parietal (purple star) cortices. Figs. 4B-C depict the correlation between power in the 1 Hz spectral bins and the respective attentional states ("baseline" or "attention") as a function of time, suggesting positive correlations with attentional engagement in the high gamma band and negative correlations in the low frequency bands.
Each attention period was also labeled with respect to the attended location (i.e., left: [−1,0], right: [1,0], or up: [0,1]). Figs. 4D-E show the temporal correlations between the attentional loci and the spectral features, once again demonstrating the presence of information within these ECoG features that can facilitate decoding of attentional locus.
Decoding of attentive states and attended locus
Next, we were interested in decoding shifts in attentive states and the attended locus from ECoG features. To this end, the spectral amplitudes in alpha, beta, and high gamma ranges (i.e., [8] [9] [10] [11] [12] [18] [19] [20] [21] [22] [23] [24] [25] [26] respectively) were computed for the baseline and attention periods. The first 1 s of these spectral features (i.e., 1 s from the "cue onset" for the attention period) in each channel was used to build a stepwise linear regression model (Jennrich, 1977) , followed by a Bayesian classifier (Duda et al., 2001) .
Stepwise regression and Bayesian classification models were also built to further infer the attended location from the first 1 s of ECoG features after cue onset. The stepwise regression in this case predicted the horizontal and vertical loci of attention (i.e., −1, 0, or 1; and 0 or 1, respectively) and the classifier mapped these results to one of the three stimuli (i.e., left, right, or up). As described in the Materials and methods, data from the occipital strips were removed to minimize a potential direct impact of visual stimulation.
Decoding of motor response
Finally, we inquired whether the attentional locus could be decoded during the motor response. As the experiment was designed such that the button press was indifferent to the attentional locus (i.e., the subjects pressed the same push-button for all trials), brain signals at this stage of the task should not contain directional information. Spectral ECoG features 500 ms before and after the "button press" were therefore used as a control for the directional classifier. Similar models were reproduced to predict the locus of attention during this period. Finally, we also decoded whether the subject was pushing the button or was at rest.
Results
Decoding of attentive states and attended locus
The main quantitative results of this study are presented in Table 2 . This table gives the classification accuracies for each subject, averaged across 10 cross-validation folds. The mean classification accuracies across subjects were 84.5 ± 6.5% for detecting attentional engagement (50% chance) 1 s after the cue onset, 92.5 ± 5.3% for detecting hand movement (50% chance) 1 s around the button press. The attentional locus was decoded 1 s after the cue onset and around the button press to determine the differences in performance accuracies during these two time periods. These analyses yielded mean classification accuracies of 48.0 ± 11.3% and 35.2 ± 12.3% across all subjects, respectively (33% chance). In other words, the attentional locus could be inferred after the cue onset (t-test, p b 0.05), but not during the button press, because the same button was pressed regardless of the cue, and presumably because the subjects did not pay attention to the target locus during the button press. Fig. 5 shows the scatter plots of the decoded attentional loci on the subject screen for Subject A, and Fig. 6 gives the confusion matrices for Subject A and the subject average.
To determine the information that was captured in the different frequency bands about the attentional engagement, the same analyses were performed separately for the alpha, beta and high gamma bands. The results of these analyses are given in Table 3 . Classification accuracies for gamma features are higher than those for alpha and beta features (t-test, p b 0.05), but not higher than those for the combination of all features (t-test, p b 0.05). In summary, these results demonstrate that it is possible to infer attentional engagement and its orientation in single trials using ECoG signals in humans.
Cortical locations involved in visual spatial attention
Subsequently, we were interested in determining the cortical locations that were involved in visual spatial attention and the motor response. To this end, the correlations and corresponding p-values between the tasks and model outputs were computed separately for each location. For each location, a significance index was defined as the − log(p) value, where log denotes the natural logarithm. These significance indices were then accumulated for all subjects and projected onto the template MNI brain (see Figs. 7A-B leftmost topographies). Fig. 7A shows the color-coded results for 1 s of attentional engagement after cue onset, whereas Fig. 7B shows the results for 1 s around the button press. These activations reflect the significance of the underlying area from which the features were extracted. Fig. 7A suggests a widely spread network for attentional processing. Fig. 7B shows local activations mainly in the premotor, primary motor/sensory, and parietal areas.
These maps were also generated separately for the alpha, beta, and gamma bands (inset Figs. 7A-B) . Fig. 7A reveals mostly nonoverlapping and distributed areas across alpha, beta, and high gamma ranges for attentional processing, suggesting different functional roles for these bands. On the other hand, Fig. 7B reveals overlapping activations over hand motor cortex with higher and more localized contributions from the high gamma band, which confirms the observations of a number of previous ECoG-based motor mapping studies (e.g., Leuthardt et al., 2007) ).
Temporal evolution of significance
We also studied the temporal evolution of these significance indices after cue onset and around button press. To plot the temporal evolution of attentional engagement, first significance indices were calculated using all features (i.e., all frequency bands and locations), but separately for each time point between 200 ms before and 1000 ms after the cue onset. The first row of Fig. 8A shows the −log(p) values of each 100 ms window averaged across all subjects. The significance index for attention peaks around 400 ms after cue onset. Significance indices were also computed 600 ms before and after the button press. In this case, the significance index peaks at the button press. Similar to the results shown in Fig. 7, Fig. 8B demonstrates that overt motor execution achieved greater significance than covert attention.
For the time points that yielded maximum significance (i.e., 400 ms after cue onset and time of button press), cortical locations of significance are mapped in Fig. 8 (bottom) . The results again suggest differential attentional networks for the different frequency bands. The results shown for the button press in Fig. 8B , which were computed over 100 ms around button press, suggest more localized activations over hand motor and sensory cortices as compared to Fig. 7B , which was calculated for the whole one second around button press and also implicated the premotor and posterior parietal cortices.
Effect of eye movements
While eye movements were controlled for during online experiments, additional analyses were performed offline to visualize the extent to which brief eye movements might be related to the cued direction. To do this, a vector was constructed from the center of the screen to the point on the screen at which the subjects were looking, at each 100 ms time step. The inner product of this "gaze vector" and a unit vector in the direction of the cue arrow was computed for that given trial. An inner product of one means that the subjects were gazing toward the cue direction and an inner product of zero means they were not. However, the inner product only reveals the direction of their eye gaze and not their deviation from the center. To reflect this deviation, the inner product was scaled by the length of the eye gaze vector. Figs. 9C-D show the time course of the average of these inner products, in addition to the temporal significance plots (Figs. 9A-B) . A vertical scale is also given to show that the magnitude of this product was much smaller than half the allowed radius, R. Hence, these plots demonstrate that the subjects' eye movements did not affect the significance results of Figs. 9A-B , as the products given in Figs. 9C-D do not show a similar temporal trend.
Discussion
In this study, we comprehensively characterized the spatiotemporal dynamics of shifting of attention in ECoG activity during a modified Posner cueing task. The intrinsic spectral and temporal specificity of ECoG recordings allowed us to expand on the dorsal attention networks elucidated by previous neuroimaging studies. Specifically, the spectral specificity of ECoG allowed us to isolate differential spatial modulations for mu, beta, and high gamma activity, which can be readily accessed and decomposed with ECoG but not fMRI (Logothetis et al., 2001; Hermes et al., 2011) . Spatially different activations across these different frequency bands suggest that selective control of sensory processing is realized using different physiological processes at in part different cortical networks. This is in contrast to low-level motor tasks (e.g., repeated hand opening and closing), for which studies have consistently identified spectral decreases in mu and beta amplitudes that spatially coincide with (although are somewhat less spatially specific than) increases in high gamma activity ((Crone et al., 1998a; Miller et al., 2007) ; see also Figs. 7B and 8B). Moreover, high gamma activity has been shown to correlate well with spiking activity (Manning et al., 2009) and hemodynamic responses (Logothetis et al., 2001; Brovelli et al., 2005; Mukamel et al., 2005; Niessing et al., 2005; Lachaux et al., 2007; Hermes et al., 2011) . This suggests that high gamma activity is likely an electrophysiological measure of local cortical activation produced by action potential firing (Miller, 2010) . On the other hand, mu and beta modulations are thought to reflect thalamo-cortical interactions that gate local high gamma activity in the motor cortex Canolty and Knight, 2010; Cohen et al., 2011) . The results presented in Figs. 7A and 8A are inconsistent with this gating hypothesis. Specifically, they suggest that mu and beta activations do not merely gate the local high gamma activity in the distributed cortical areas for attention, but contribute to physiological processes that engage higher-order thalamo-cortical and cortico-cortical interactions. In this context, Table 3 shows that classification accuracies are higher when features from all frequency bands are combined, which strengthens the hypothesis that ECoG in these different frequency bands represent complementary constituent attentional processes. At the same time, the detailed differential functional significance of the modulations of these different ECoG features during orienting of attention yet needs to be established.
The dynamics of the ECoG activations presented in this study also seem to reflect an attentional control signal that shifts between different attentive states rather than a signal that indicates the maintenance of attention (see temporal significance plot of Fig. 8A ). This is interesting, because attention (evidenced by improved reaction times) is behaviorally sustained beyond the transient period shown in Fig. 8A . Such transient activity is also observed in different cortical areas of the dorsal attention network in fMRI studies (Yantis et al., 2002; Luks et al., 2008) , although it is usually accompanied by sustained activity (Corbetta and Shulman, 2002; Luks et al., 2008) . One explanation for this difference may be the increased spatial resolution of fMRI compared to ECoG. It is also possible that the ECoG component that continuously maintains the current attentive state and that reflects the current locus of attention could not be detected by our signal acquisition or analysis setup. This is particularly true for analyses of the phase of ECoG oscillations, which were not considered in this study.
Our results also demonstrate that the modulation of ECoG signals is greater during movement execution than during shifting of attention (Fig. 8 ). This result is in line with a recent study ) that compared ECoG changes for actual and imagined motor actions. This study reported that the magnitude of imagery-induced ECoG changes was ∼25% of that associated with actual movements. Thus, it is possible that ECoG changes during covert tasks may generally be smaller than those during overt tasks.
This study provides the first evidence of the possibility to decode whether a person is paying attention and where he/she is attending directly from ECoG signals in single trials. The results in Fig. 9 clearly show that the subjects' eye movements had no systematic relation with the direction of the cued target. Thus, our results may eventually lead to real-time systems that are controlled through covert shifts of attention. For example, the ability to decode the locus of visual spatial attention could support the optimization of the locus of information in alerting applications. In an assistive technology context, people could select items or characters simply by paying attention to them, i.e., without having to direct gaze on the desired item. This capacity would be of most immediate benefit to people who are completely paralyzed and cannot fixate gaze, in particular because many existing brain-based visual selection systems (Farwell and Donchin, 1988) have important dependencies on gaze Treder and Blankertz, 2010) .
The current practice for acquisition and study of ECoG has several limitations for basic neuroscientific research, as well as for translational applications. First, the extent of grid coverage and its placement is determined by the clinical needs of the patients. Hence, grid coverage is variable across subjects and cannot encompass all cortical areas of interest. The physical and cognitive condition and level of cooperation of each subject are also variable. Although we incorporated two control conditions (no change and neutral cue trials) to verify subject engagement, human ECoG experiments are for practical reasons typically less controlled than comparable studies in healthy human subjects or in animals. Furthermore, the subjects in the study suffered from epilepsy, and thus may have some degree of functional or structural reorganization compared to healthy individuals. Despite these issues, the results presented in this and other ECoG studies are usually consistent with expectations based on the neuroanatomy or on results from other imaging modalities.
