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Abstract  
 
We describe an approach for computational prediction of protein-protein interaction sites using a 
support vector machine (SVM) classifier. Interface residues and other surface residues were 
extracted from 115 proteins derived from a set of 70 heterocomplexes in PDB. The SVM 
classifier was trained to predict whether or not a surface residue is located in the interface based 
on the identity of the target residue and its 10 sequence neighbors. The effectiveness of the 
approach was evaluated using 115 leave-one-out cross validation (jack-knife) experiments. In 
each experiment, an SVM classifier was trained using a set of 1250 randomly chosen interface 
residues and an equal number of non-interface residues from 114 of the 115 molecules. The 
resulting classifier was used to classify surface residues from the remaining molecule into 
interface and non-interface residues. The classifier in each experiment was evaluated in terms of 
several performance measures. In results averaged over 115 experiments, interface residues and 
non-interface residues were identified with relatively high specificity (71%) and sensitivity 
(67%), and with a correlation coefficient of 0.29 between predicted and actual class labels, 
indicating that the method performs substantially better than chance (zero correlation). We also 
investigated the classifier's performance in terms of overall interactions site recognition. In 80% 
of the proteins, the classifier recognized the interaction surface by identifying at least half of the 
interface residues, and in 98% of the proteins, at least 20% of the interface residues were 
correctly identified. The success of this approach was confirmed by examination of predicted 
interfaces in the context of the three-dimensional structures of representative complexes. This 
study demonstrates that an SVM classifier can be used to predict whether or not a surface residue 
is an interface residue using amino acid sequence information. Because surface residues can be 
identified based on their solvent accessible surface area (ASA), given recent progress in 
computational methods for predicting ASA from sequence, the approach described in this paper 
provides a basis for computational prediction of interaction sites in proteins for which only 
amino acid sequence information is available. 
 
Keywords: protein-protein interaction; interaction site prediction; interface residues; 
support vector machine.  
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Introduction 
 
Virtually all cellular processes depend on precisely orchestrated interactions between 
proteins, and a critical step in understanding the physiological function of a protein is the 
identification other proteins and/or ligands with which it interacts. Characterization of protein 
interactions is important for problems ranging from rational drug design to analysis of metabolic 
and signal transduction networks. Because the number of experimentally determined structures 
for protein-protein and protein ligand complexes is still quite small, methods for computational 
prediction of protein-protein interaction sites are becoming increasingly important.1,2 
The question we address in this study is: Given a protein and the fact that it can form a 
complex with another protein, can we reliably predict which amino acid residues are located in 
the interaction site? Many investigators have analyzed the characteristics of protein-protein 
interaction sites to gain insight into the molecular determinants of protein recognition and to 
identify characteristics predictive of protein-protein interfaces.3-14 In these studies, different 
aspects of interaction sites, such as hydrophobicity, residue propensities, size, shape, solvent 
accessibility, and residue pairing preferences, have been examined. Although each of these 
parameters provides some information indicative of protein interaction sites, none of them 
perfectly differentiates interaction sites from the rest of protein surfaces. Moreover, interfaces in 
different types of protein complexes (e.g., homodimers, heterodimers) have different 
properties.10,13,15 In general, subunit interfaces in oligomeric proteins tend to more closely 
resemble the protein core with respect to hydrophobicity and residue composition than do the 
interfaces in transient protein-protein complexes, which more closely resemble the protein 
exterior. Interfaces of such protein-protein heterocomplexes are usually smaller and have more 
polar residues than those of stable homocomplexes, which are relatively hydrophobic.10,16,17  
Several approaches have been proposed for predicting protein-protein interaction sites 
from amino acid sequence or from a combination of sequence and structural information. For 
example, based on their observation that proline residues occur frequently near interaction sites, 
Kini & Evans18 predicted potential protein-protein interaction sites by detecting the presence of 
"proline brackets." Building on their systematic patch analysis of interaction sites, Jones & 
Thornton15,19 successfully predicted interfaces in a set of 59 structures using a scoring function 
based on six parameters. Gallet et al.20 identified interacting residues using an analysis of 
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sequence hydrophobicity based on a method previously developed by Eisenberg et al.21 for 
detecting membrane and surface segments of proteins. In addition to these approaches, several 
different methods that rely on multiple sequence alignment and exploit conserved residues or 
correlated mutations to detect protein-protein interaction sites have been proposed.22-24 More 
recently, Lu et al.25 have used a structure-based multimeric threading algorithm to assign 
quaternary structures and predict protein interaction partners for proteins in the yeast database of 
interacting proteins. Neural network algorithms have been employed by Zhou & Shan26 and 
Fariselli et al.27 to predict whether or not a residue is located in an interaction site based, in part, 
on information about spatial neighbors of the residue derived from the structure of the protein. 
In this paper we present an approach for predicting protein-protein interaction sites using 
sequence neighbors of a target residue; no structure-derived information about spatial neighbors 
is required. We trained a support vector machine (SVM)28 to distinguish between interface 
residues that define sites of interaction or contact between proteins, from other residues on the 
surface of the protein, which we designate non-interface residues. The SVM uses a surface 
residue and information about its 10 neighbors as input. Our results show that the SVM classifies 
interface and non-interface residues with relatively high sensitivity (66.9%) and specificity 
(70.8%), and is especially useful for recognizing interacting surfaces in target proteins. In more 
than 80% of the proteins, the classifier can recognize the interaction surface by identifying at 
least half of the interface residues, and in 98% of the proteins tested, at least 20% of the interface 
residues are correctly identified. The level of success in predicting protein-protein interaction 
sites achieved in this study is significant because the SVM classifier relies primarily on the 
amino acid sequence of the target protein as input. The only structure-derived information 
needed is the solvent-accessible surface area (ASA) of residues, which is used to identify surface 
residues of the target protein. Hence, our approach provides a good starting point to tackle the 
problem of predicting interaction sites in protein complexes in the absence of structural 
information for the participating proteins. 
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Results  
 
Experimental rationale and design 
 
Our strategy for developing a sequence-based approach for predicting interface residues 
is based on the large body of work (summarized in the Introduction) in which the characteristics 
of protein-protein interfaces have been systematically characterized. One important conclusion 
from these studies is that different types of interfaces have different characteristic attributes (e.g., 
average shape, size, residue propensities, hydrophobicity and solvent accessibility); thus, 
schemes for effectively characterizing and predicting protein interfaces must take this into 
account.10 Another observation exploited in our approach is that surface patches corresponding 
to protein interfaces are very often segmented, i.e., formed from short segments of structure that 
are separated by more than 5 amino acids in primary sequence.10,15 The individual segments, 
however, often comprise residues that are both clustered in the three-dimensional structure and 
contiguous in the amino acid sequence of a protein.  
In the present study, we focused on developing a predictor for interfaces in protein-
protein heterocomplexes, using a data set of well-characterized heterocomplexes whose 
interaction surfaces have been analyzed in detail.14 We reasoned that, given an appropriate 
training data set, a knowledge-based classifier should be able to reliably distinguish interface and 
non-interface residues by detecting amino acid sequence features or patterns in the vicinity of 
interface residues (corresponding to segments of surface patches mentioned above). We chose to 
use a support vector machine (SVM) 28,29 for this task because SVMs are well-suited for data-
driven construction of high-dimensional patterns and are especially useful when the input is a 
real-valued pattern (see Materials and Methods). In addition, algorithms for constructing SVM 
classifiers effectively incorporate methods to avoid overfitting training data, thereby improving 
generalization, i.e., the performance of the resulting classifiers on test data. Support vector 
machine algorithms have proven effective in several applications, including text classification,30 
gene expression analysis using microarray data31, and prediction of protein interaction partners.32 
To generate our data set, we extracted 115 unique polypeptide chains from 70 
heterocomplexes used in the study of Chakrabarti and Janin.14 These include representatives of 
six different categories of heterocomplex interfaces: antibody-antigen, protease-inhibitor, 
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enzyme complexes, large protease complexes, G-proteins, cell cycle, signal transduction, and 
miscellaneous. We determined sets of surface residues and interface residues for each molecule 
based on structural information provided in the Protein Data Bank (PDB) 33 (see Materials and 
Methods for details). For most of the experiments described below, residues that lie in an 
interaction surface were identified on the basis of the reduction in solvent accessible surface area 
(ASA) of a residue in the complex relative to its ASA in the unbound molecule, computed using 
the DSSP program.34 A residue was considered to be an interface residue if its calculated ASA in 
the complex was less than that in the monomer by at least 1Å2.10 Using these procedures, we 
obtained a data set containing 3727 interface residues and 8949 non-interface residues (i.e., 
surface residues that are not in the interaction sites) from the 115 proteins.  
The input for the SVM classifier is derived from the identities of a target residue and 
residues surrounding it in the primary amino acid sequence. An 11-residue window consisting of 
the residue and its 10 sequence neighbors (5 on each side) was empirically chosen based on 
exploratory computational experiments (data not shown). Each of the 11 amino acids is 
represented by vector of 20 values, derived from a multiple sequence alignment-based HSSP 
profile of the sequence. The output of the classifier is +1 if the target residue is predicted to be an 
interface residue and -1 if the target residue is predicted to be a non-interface residue (see 
Materials and Methods for details). 
 
Classification of surface residues into interface and non-interface residues 
 
To evaluate the effectiveness of this approach, we performed 115 leave-one-out cross 
validation (jack-knife) experiments. In each experiment, an SVM classifier was trained using a 
training set of 1250 randomly chosen interface residues and an equal number of non-interface 
residues from 114 of the 115 molecules. The resulting classifier was used to classify the surface 
residues from the remaining molecule into interface and non-interface residues.  
Each classifier was evaluated in terms of several performance measures including recall 
(sensitivity), precision (specificity), false alarm rate, and the degree of correlation of predicted 
classes with the actual class labels. The results averaged over 115 experiments are shown in 
Table 1. Overall, the SVMs classified surface residues into interface residues and non-interface 
residues with relatively high sensitivity (66.9%), specificity (70.8%), and low false alarm rate 
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(35.9%). The correlation coefficient of 0.29 between predicted and actual class labels shows that 
the method performs substantially better than random (zero correlation). We do not emphasize 
overall prediction accuracy (i.e., the fraction of the test samples that are correctly classified) 
because it is not a useful measure for evaluating the effectiveness of a classifier when the 
distribution of samples over different classes is unbalanced.35 For instance, when there are 3727 
interface residues and 8949 non-interface residues in total, a predictor that always predicts a 
residue to be a non-interaction residue will have an accuracy of 0.71 (71%). However, such a 
predictor is useless for correct identification of interface residues. Note that when the distribution 
of instances is balanced across two classes, the perfect classifier has both accuracy and 
correlation coefficient equal to 1 and the worst classifier has both accuracy and correlation 
coefficient equal to 0.   
 
Recognition of interaction sites  
 
We also investigated the performance of the SVM classifier in terms of overall 
recognition of interaction sites. To do this, we examined whether the classifier correctly 
identifies enough interface residues to allow reliable "recognition" of the interaction surface of a 
target protein by examining the distribution of sensitivity, specificity, false alarm and correlation 
coefficient values in our experiments. Results for each of the 115 experiments are shown in 
Table 2 and summarized in Figure 1. 
Figure 1a shows the distribution of sensitivity+ values for the 115 experiments. The 
sensitivity+ value corresponds to the percentage of interface residues that are correctly identified 
by the classifier. In 80% (92 of the total 115) of the proteins the SVM correctly classified at least 
50% of the interface residues. In other words, the SVM classifier "recognized" interaction sites 
in 80% of the proteins by correctly identifying at least 50% of the interface residues. In 98% 
(113 of 115) of the proteins tested, at least 20% of the interface residues were identified as such.  
The false alarm rate+ indicates how many non-interface residues are incorrectly 
classified as interface residues. Figure 1b, shows that only 13% (15 of the total 115) of the 
experiments had a false alarm rate+ greater than or equal to 50%. Specificity+ (and Specificity-) 
correspond to the probability that a positive (or negative) prediction is correct. As shown in 
Figures 1c and 1d, the specificity+ value was greater than 50% for 51% of the proteins and 
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specificity- was greater than 50% in 95% of the experiments. Finally, the correlation coefficient 
shows how well the predicted class labels correlate with the actual class labels. Figure 1e shows 
that in 91% proteins (105 of the total 115) the correlation coefficient is greater than 0, that is, in 
91% experiments the SVM classifier performs better than chance. 
 
Evaluation of the predictions in the context of three-dimensional structures 
 
To further evaluate the performance of the SVM classifier, we examined predictions in 
the context of the three-dimensional structures of heterocomplexes. Figure 2 presents examples 
of these analyses, illustrating the performance of the predictor on one protein chosen from each 
of six different protein complex categories. The "best" example was chosen from the antibody-
antigen category (Figure 2a); the other examples illustrated are among the top 40%, in terms of 
performance parameters, in their respective categories (see correlation coefficients in Table 2; 
complete performance data are provided in Supplementary Materials).  
Figure 2a shows results obtained on a protein from the antibody-antigen complex 
category, the Fab fragment of murine IgG monoclonal antibody N10 (Fab N10, green ribbons), 
bound to Staphylococcal nuclease (SNase, gray wireframe), from the 1nsn structure in PDB 
determined by Bossart-Whitaker et al.36 For clarity, predicted interface residues are shown only 
for Fab N10, the "target" protein, composed of two chains L (light green) and H (dark green). 
The interface residues (from Fab N10) that are correctly identified as such, i.e., true positives, are 
shown in red. The classifier correctly identified 21 out of 24 interface residues (sensitivity+ 
87.5%). The classifier failed to identify only 3 of the interface residues (false negatives, shown in 
yellow). This analysis reveals that several residues incorrectly predicted to be interface residues 
(false positives, shown in blue) are actually in very close proximity to the interaction site. 
Moreover, given that an interaction site is a cluster of residues, two of the remaining false 
positives can be excluded from consideration because they do not form part of the identified 
cluster. Thus, in practice, the performance of predictor can be improved by examining the 
distribution of predicted interface residues within the three-dimensional structure of the target 
protein (when available). 
We systematically compared the results of our predictions for Fab N10 with the 
published analysis of Fab N10 interface residues in the 1nsn structure determined using X-ray 
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crystallography.36 First, we compared the set of interface residues extracted from the 1nsn 
structure using an interface residue definition based on reduction in residue ASA between 
unbound and bound molecules, with interface residues identified in the Bossart-Whitaker 
structure. Overall, the two sets of interface residues were in good agreement. Although 6 
interface residues identified using our ASA reduction definition were not included in a list of 
atomic pair-wise contacts (van der Waals, hydrogen bonds, salt-bridges) calculated by Bossart-
Whitaker, they were included among interface residues identified on the basis of buried surface 
area in the complex. Only 1 contact identified in that study, a hydrogen bond involving Asn H-
96, was not identified by the ASA definition.  
The Bossart-Whitaker structure revealed a U-shaped interface in the Fab N10-SNase 
complex which is somewhat unusual for antibody-protein antigen interfaces.36 Their study 
showed that 18 residues from six complementarity determining regions (CDR) of Fab N10 were 
involved in recognizing the SNase epitope. The SVM classifier recognized the U-shaped 
interface and correctly identified interface residues from all 6 CDRs (Figure 2a). It should noted 
that the prediction correlation coefficient (0.74) obtained for the Fab N10 protein, was the best in 
the antibody-antigen complex class analyzed in this study (see Table 1a). In contrast, the 
performance of the classifier in predicting interface residues for the Fab N10 interaction partner, 
SNase (PDB 1nsn S), was much lower (correlation coefficient = 0). Overall, the classification 
correlation coefficient obtained for 14 out of 31 proteins in the antibody-antigen class was 
greater than 0.50. 
Figures 2b-f illustrate the results of similar analyses of predicted interaction sites for a 
representative protein from each of the other five categories of complexes: Figure 2b, human 
stefin B (cystatin B), a cysteine proteinase inhibitor in a stoichiometric complex with papain in 
PDB structure 1stf;37 Figure 2c, uracil-DNA glycosylase in complex with uracil glycosylase 
inhibitor in the 1udi enzyme/inhibitor complex; 38  Figure 2d, hirudin, a potent natural inhibitor 
of thrombin, bound to human α-thrombin in 4htc, a large protease/inhibitor complex;39 Figure 
2e, the CheY binding domain of the histidine kinase, CheA, in complex with CheY, a bacterial 
chemotaxis response regulator, in la0o, a two-component signal transduction complex;40 and 
Figure 2f, a human immunoglobulin Fc fragment bound with fragment B of S. aureas protein in 
1fc2.41 For each of these examples, we compared our predictions on a residue-by-residue basis to 
the published analyses cited above, as described for the Fab N10 example. In each case, the 
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results presented in Figure 2 were in close agreement with published structures, although a few 
discrepancies, usually resulting from differences in methods used to identify interface residues, 
were noted (data not shown). 
Correlation coefficients obtained for predictions for each protein shown in Figure 2, 
together with results for all other members of each heterocomplex category are presented in 
Tables 2a-f. The prediction correlation coefficients for the six examples illustrated in Figure 2 
range from 0.74 for the Fab N10 fragment (1nsn L) to 0.23 for hirudin (4htc I). The correlation 
coefficients for the complete data set of 115 proteins ranged from -0.17 (2jel P) to 0.74 (1nsn L). 
The best performance (in terms of correlation coefficients) was obtained for the antigen antibody 
category, and the worst was obtained for the G protein, cell cycle, signal transduction category 
(Table 2).  
From these analyses, we conclude that the SVM classifer can provide useful predictions 
in molecules derived from six different protein heterocomplex categories. The examples 
presented in Figure 2 also illustrate that the proposed method is effective on proteins of different 
sizes, ranging from 43 residues (fragment B of protein A, Figure 2f), to 427 residues (Fab N10, 
Figure 2a) and on proteins with different shapes, ranging from extended conformations (hirudin, 
Figure 2d) to compact globular folds (Figures 2b, c, e, f). 
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Discussion 
 
Protein-protein interactions play a pivotal role in protein function. Hence, the ability to 
computationally recognize protein interaction sites and to identify specific interface residues that 
contribute to the specificity and affinity of protein interactions has important implications in a 
wide range of clinical and industrial applications. The results reported here demonstrate that an 
SVM classifier can reliably predict interface residues and recognize protein-protein interaction 
surfaces in proteins. In this study, interface and non-interface residues were identified with 
relatively high specificity (71%) and sensitivity (67%). In 80% of the proteins tested, the 
interaction site could be easily recognized because more than half of the interface residues were 
correctly identified. With this level of success, predictions generated using this approach should 
be valuable for guiding experimental investigations into the roles of specific residues of a protein 
in its interaction with other proteins. One goal of this research is to provide a server for 
prediction of protein-protein interaction sites from sequence information. 
In recent years, tremendous effort has been directed at developing computational methods 
for predicting interactions between proteins of known three-dimensional structure, the "protein 
docking problem".42 Much progress has been made in predicting protein-protein interaction sites 
based on knowledge of protein structures.19,20,26,27,43-46 One difficulty that limits the applicability 
of such approaches, at present, is that the number of solved structures is much smaller than the 
number of known protein sequences. Furthermore, generating molecular models for complexes is 
computationally intensive. When proteins are large, current docking algorithms are impractical.47 
Therefore, computational techniques for predicting interaction sites based on sequence 
information may provide an attractive complementary approach to protein docking and be useful 
for limiting the range of docked configurations that must be considered. 
In this study, we chose to focus on a single type of interface, using a well-characterized 
set of 70 heterocomplexes. Chakrabarti & Janin14 dissected protein-protein recognition sites in 
this data set using a geometric clustering algorithm. They found that relatively small interfaces 
(<2000 Å2) usually form a single surface patch whereas larger interfaces comprise several 
patches. Within each patch, they identified a core that becomes buried upon complex formation 
and a surrounding rim that remains partially accessible to solvent. The core and rim were found 
to contain approximately the same number of amino acids (12 in a standard size interface), but 
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differed in amino acid composition: the rim was similar to the rest of the protein surface but the 
core was distinguished by an excess of aromatic residues and a deficit in charged residues, 
except Arg.14 Similar results had been reported previously for the essentially the set of 
heterocomplexes by Lo Conte et al.12 and in an earlier study by Jones and Thornton.15 
Our results suggest that the degree of success in predicting interface residues achieved in 
this study is due to the ability of the SVM classifier to "capture" important sequence features in 
the vicinity of the interface. Neighborhood characteristics of interface residues (e.g., 
hydrophobicity) have been exploited in several other approaches for predicting protein 
interactions, but the use of an SVM classifier to distinguish interface residues from non-interface 
residues has not, to our knowledge, been reported. Work in progress is directed at improving the 
performance of the classifier by optimizing the kernel and parameter settings of the SVM. We 
are also investigating the design of classifiers for sequence-based classification of different types 
of interactions (e.g., intra-chain interactions between domains within a single protein, as opposed 
to interactions involving multiple proteins).  
In an effort to understand why certain residues are incorrectly classified by the SVM, we 
investigated whether residues associated with "false positive" or "false negative" predictions 
corresponded to residues with high anisotropic temperature factors (B-factors) in the PDB file, 
i.e., regions of the structural model that may be more flexible, disordered, or possibly incorrect. 
Visual inspection of the distribution of residues with high temperature factors in the context of 
three-dimensional structures for 10 representative proteins (Table 2, proteins marked with #) 
revealed no apparent correlation between high temperature factors and poor prediction 
performance. Preliminary analyses to examine whether crystal contacts influence the 
performance of the classifier, whether some residues or types of residues are more often mis-
classified than others, and whether prediction performance is affected by secondary structure 
have shown no significant correlations. It is also important to consider, however, that because 
any given protein may interact with multiple partners, some "false positives" could represent 
residues that actually participate in contacts with protein(s) other than the partner in the PDB file 
we used. If so, the performance of the SVM reported here could be an underestimate of the 
actual predictive performance. Systematic investigation of these issues is underway. 
In previous studies of protein-protein interaction sites, several different definitions of 
interaction sites have been used to identify interface residues.10,13,14,26,27,48 These definitions can 
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be divided into two basic types: those based on the reduction in residue ASA between unbound 
molecules and complexes and those based on the distance between residues (or atoms) of the two 
molecules in a complex. In the first type of definition, a residue is defined as an interface residue 
if its ASA in the complex is less than that in the unbound molecule by more than a threshold 
value.10,14 In the second type of definition, an interface residue in a molecule is one for which 
there exists a residue (or atom) in the other molecule that lies is within a threshold distance from 
the residue in question.13,26,27,48 Although these two types of definitions overlap to a certain 
extent, the first generally results in continuous interfaces, while the second generally captures a 
somewhat smaller set of specific contact residues. In the experiments presented here, we used a 
definition from first category: interface residues are those for which the reduction in ASA from 
unbound molecule to complex is at least 1Å2. Nearly identical performance results were obtained 
when we defined interface residues using a distance-based definition (<5.5Å inter-atomic 
distance, data not shown). This was expected because these two types of definitions have been 
shown to be strongly correlated. In interpreting interface prediction results on a residue-by-
residue basis, however, it is important to note that prediction performance for a specific protein 
may depend on how interface residues are defined. 
Several groups have previously published results of attempts to predict protein interaction 
sites from sequence information. For example, Kini & Evans18 showed that their approach of 
identifying protein interaction sites by detecting the existence of "proline brackets" worked with 
100% success in three cases. Pazos et al.24 proposed a method to predict interaction sites based 
on the assumption that interacting regions tend to mutate in a correlated fashion during evolution 
and used it with success on the heat shock protein Hsp70. The method of Gallet et al.20 was used 
to detect “receptor binding domains” by analyzing the hydrophobicity distribution along the 
sequence. In a set of 45 proteins from the database of Kini and Evans,18 it detected 55% of 
experimentally-defined interface residues in 59% of the proteins tested, but failed to detect any 
interface residues in 41% of proteins in that database and in 20% of proteins in DIP (Database of 
Interacting Proteins).49 In the set of 115 proteins used in the current study, our SVM classifier 
detected more than 50% of the interface residues in 80% of the proteins tested, and failed to 
correctly predict any interface residues in only 1 out of the 115 cases.  
It would be particularly interesting to directly compare the results obtained in our study 
using an SVM classifer with two recently published studies which used neural network-based 
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approaches and predicted interface residues with accuracies of 70%26 and 73%.27 Unfortunately, 
such a direct comparison is not possible due to differences in choice of data sets and methods for 
accessing performance. A notable difference between our study and the neural network studies is 
that the SVM classifier uses sequence neighbors, rather than spatial neighbors, of a target residue 
as input. Structural information from the PDB file is used to identify surface residues and define 
interface residues for proteins in the training set. The only structural information derived from a 
target protein is the set of surface residues, (representing, on average, 55% of total residues for 
proteins in our data set). No information about the topology of the interface or geometric 
neighbors of residues is required.  
We have begun to test the performance of our method without using any information 
derived from the structure of the target protein. Another alternative for a structure-independent 
approach would be to first predict surface residues based on sequence information and then use 
the predicted surface residue information to predict the interaction sites using the SVM classifier. 
Several groups have reported success in predicting surface residues on the basis of amino acid 
sequence alone.50-55 Among these, Mucchielli-Giorgi’s54 method can predict the solvent 
accessibility with accuracy between 71% and 81%. We are investigating whether we can use 
their method in concert with the SVM approach described here to realize the goal of predicting 
interaction sites directly from sequence information.   
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Materials and Methods 
 
Selection of protein complexes  
 
We extracted individual polypeptides from a set of 70 protein-protein heterocomplexes 
used in the study of Chakrabarti & Janin.14 After removal of redundant chains and molecules 
with fewer than 10 residues, we obtained a data set of 115 proteins representing six different 
categories of protein-protein interfaces, classified according to the scheme of Chakrabarti and 
Janin.14 The six categories and the number of representatives in each category are: Antibody-
antigen (31), Protease-inhibitor (19), Enzyme complexes (14), Large protease complexes (8), G-
proteins, cell cycle, signal transduction (22) and Miscellaneous (21). Table 2 provides a list of 
the proteins in each category and their PDB identifiers.  
 
Definition of surface residues and interface residues 
 
Two definitions of interface residues were considered in this research. The first definition 
is based on the reduction of accessible surface area (ASA). ASA was computed for each residue 
in the unbound molecule (MASA) and in the complex (CASA) using the DSSP program.34 The 
relative ASA of a residue is its ASA divided by its nominal maximum area as defined by Rost 
and Sander.56 A residue is defined to be a surface residue if its relative MASA is at least 25% of 
its nominal maximum area. By this definition, 55% of the residues in the 115 proteins of our data 
set are surface residues, corresponding to a total of 12,676 surface residues. A surface residue is 
defined to be an interface residue  if its calculated ASA in the complex is less than that in the 
monomer by at least 1Å2.10 Using these definitions, we obtained a data set of 3727 interface 
residues and 8949 non-interface residues (i.e., surface residues that are not in the interaction 
sites). Thus, on average, interface residues represent 29% of surface residues, or 15% of total 
residues for proteins in our data set. The second interface residue definition is based on a 
distance metric: a residue is considered to be an interface residue if the distance between one of 
its atoms and any atom in the other molecule of the complex is less than or equal to 5.5Å. Using 
this definition, we obtained 3624 interface residues. The sets of interface residues defined by 
these two methods have 3250 residues in common. Unless otherwise noted, the experiments 
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described in this paper used the data set of interface residues based on the ASA reduction 
definition.  
 
Support vector machine algorithm  
 
Our study used the SVM in the Weka package from the University of Waikato, New 
Zealand (http://www.cs.waikato.ac.nz /~ml/weka/).57 The package implements John C. Platt's58 
sequential minimal optimization (SMO) algorithm for training a support vector classifier using 
scaled polynomial kernels.59 (See Supplementary Materials for a more detailed description.) In 
our experiments, an SVM is trained to predict whether or not a surface residue is in the 
interaction site. It is fed with a window of 11 contiguous residues, corresponding to the target 
residue and 5 neighboring residues on each side. The 11 residue window size was empirically 
determined to be optimal (data not shown). Each amino acid in the 11 residue window is 
represented using 20 values obtained from the HSSP profile (http://www.cmbi.kun.nl/gv/hssp) of 
the sequence. This approach was previously reported in the study of Fariselli et al.27 The HSSP 
profile is based on a multiple alignment of the sequence and its potential structural homologs.60 
In the profile each residue is represented as a vector of 20 elements, with each element 
corresponding to one of the 20 amino acids. The value of an element in the vector is determined 
by the frequency with which the corresponding amino acid appears at that position in the 
multiple alignment. Thus in our experiments, each target residue is associated with a 220-
element vector because each position in the 11-residue window is represented by a 20-element 
vector. The SVM learning algorithm is given a set of labeled examples of the form (X, Y) where 
X is the 220 element vector representing a target residue and Y is its corresponding class label, 
either +1 for an interface residue or -1 for a non-interface residue. The learning algorithm 
generates a classifier which takes as input a 220 element vector that encodes a target residue to 
be classified and outputs a class label. The SVM classifier was trained and tested on non-
overlapping training and test sets as described in the Results section.  
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Evaluation measures for assessing the performance of classifiers 
 
We define: 
 
• TP (true positives) = the number of residues predicted to be interface residues that 
actually are interface residues.  
• TN (true negatives) = the number of residues predicted not to be interface 
residues that actually are not interface residues.  
• FP (false positive) =  the number of residues predicted to be interface residues 
that actually are not interface residues.  
• FN (false negative) = the number of residues predicted not to be interface 
residues that actually are interface residues.  
• N = TP+TN+FP+FN.  
 
The following measures35 were used in evaluating the classifier:  
 
• Sensitivity+ = 
FNTP
TP
+
.  This is the Sensitivity  for the positive class;  
also known as Recall+, hit rate+. 
 
• Sensitivity- = 
FPTN
TN
+
.  This is the Sensitivity  for the negative class;  
also known as Recall-, hit rate-. 
 
• Specificity+ = 
FPTP
TP
+ .  This is the Specificity for the positive class;  
also known as Precision+. 
 
• Specificity-  =  
FNTN
TN
+
.  This is the Specificity for the negative class;  
also known as Precision-. 
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• False Alarm Rate+ =  
TNFP
FP
+
. False Alarm Rate for the positive class. 
• False Alarm Rate- =  
TPFN
FN
+
. False Alarm Rate for the negative class. 
• Accuracy  =  
N
TNTP + . 
• Correlation Coefficient  =  
))()()(( FNTNFPTNFPTPFNTP
FNFPTNTP
++++
×−× .  
This also called the Pearson correlation coefficient, or Matthews correlation 
coefficient. 
 
• Overall Sensitivity  = −+ 

 ++

 + ySensitivit
N
FPTNySensitivit
N
FNTP   
 
• Overall Specificity  = ySpecificit
N
FPTN
ySpecificit
N
FNTP −+ 

 ++

 +   
 
• Overall False Alarm Rate = 




 ++




 + −+ RateAlarmFalse
N
FPTNRateAlarmFalse
N
FNTP  
 
The sensitivity for a class is the probability of correctly predicting an example of that 
class; the specificity for a class is the probability that a positive prediction for the class is correct; 
the false positive rate for a class is the probability that an example which does not belong to the 
class is classified as belonging to the class; the accuracy is the overall probability that prediction 
is correct. The correlation coefficient is a measure of how predictions correlate with actual data. 
It ranges from -1 to 1. When predictions match actual data perfectly, correlation coefficient is 1. 
When predictions totally disagree with actual data, correlation coefficient is -1. Random 
predictions will have a correlation coefficient of 0.   
 
Note that: 
  Sensitivity+ = 1- False Alarm Rate –  
  Sensitivity- = 1- False Alarm Rate +  
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Table 1.  Interaction site prediction results averaged over 115 experiments 
 
Overall performance* 
Correlation Coefficient  0.290 
Overall Sensitivity 66.9% 
Overall Specificity 70.8% 
Overall False Alarm Rate 35.9% 
Performance for Interface Residues 
(Positive Class) 
Performance for Non-Interface Residues 
(Negative Class) 
Sensitivity+ 62.0% Sensitivity- 69.0% 
Specificity+ 44.9% Specificity- 81.6% 
False Alarm Rate+ 31.0% False Alarm Rate- 38.0% 
 
 
Performance of the SVM in classifying surface residues into interface and non-interface residues 
was evaluated in 115 jack-knife experiments. Formal definitions of the measures used in this 
table are provided in the Materials and Methods. Informally, sensitivity measures the 
effectiveness of the classifier in picking out the members of the target class. Specificity measures 
the probability that an instance predicted to belong to the target class in fact belongs to the target 
class. Overall sensitivity, specificity, and false alarm rate denote the expected values of the 
corresponding measures taken over the both positive and negative classes. The correlation 
coefficient measures the degree to which the classifier predictions are correlated with the actual 
class labels. A correlation coefficient of 1 denotes perfect positive correlation, -1 denotes perfect 
negative correlation, and 0 denotes no correlation.  
 
* Note that overall accuracy (67.0%) obtained in these experiments is not included in the table 
because it is not a valid performance measure here (see text for explanation.) 
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Table 2. PDB identifiers and prediction results* for 115 individual proteins
PDB identifier  
& chain 
Correlation 
Coefficient 
a. Antibody-antigen 
complexes 
1ao7 A 0.13 
1ao7 B 0.22 
1ao7 D 0.39 
1ao7 E 0.35 
1dvf A B 0.66 
1dvf C D 0.61 
1iai L H 0.73 
1iai M I  0.59 
1jhl L H 0.73 
1jhl A 0.11 
1kb5 A B 0.13 
1kb5 L H 0.66 
1mel A B 0.6 
1nca L H 0.62 
1nca N -0.14 
1nfd A B C D -0.12 
1nfd E F G H  0.55 
1nmb N 0.04 
1nmb L H 0.48 
#1nsn L H 0.74 
1nsn S 0 
1osp L H 0.6 
1osp O 0.15 
1qfu A 0.23 
1qfu B 0.03 
1qfu L 0.25 
1qfu H 0.42 
2jel L H 0.73 
2jel P -0.17 
3hfl L H 0.54 
3hfm L H 0.69 
b. Protease-inhibitor 
complexes 
1acb I 0.42 
1acb E 0.35 
1avw A 0.38 
1avw B 0.14 
1cho I 0.1 
1fle E 0.35 
1fle I 0.62 
1hia A B X Y 0.33 
1hia I J 0.42 
1mct A 0.26 
#1stf I 0.54 
1stf E 0.19 
1tgs I 0.6 
1tgs Z 0.25 
2sic I 0.3 
2sni I 0.31 
2sni E 0.17 
3sgb E 0.34 
4cpa I 0.28 
c. Enzyme complexes 
1brs A B C 0.3 
1brs D E F 0.34 
1dfj E 0.38 
1dfj I 0.1 
1dhk A 0.2 
1dhk B  0.16 
1fss A 0.18 
1fss B  0.03 
#1gla F 0.36 
1gla G 0.04 
1udi E 0 
#1udi I 0.36 
1ydr E 0.22 
1ydr I n/a 
d. Large protease complexes 
1bth P Q  0.18 
#1dan L H 0.28 
1dan T U -0.04 
1tbq L H J K 0.33 
1tbq R S 0.25 
1toc A - H 0.33 
1toc R S T U 0.05 
#4htc I 0.23 
e. G-proteins, cell cycle, signal 
transduction complexes 
1a0o A C E G 0.38 
#1a0o B D F H 0.27 
1a2k A B 0.08 
1a2k C D E 0.18 
1agr A D 0.01 
1agr E H 0.17 
1aip A B E F 0.16 
#1aip C D G H 0.3 
1efu B D 0.26 
1fin A C 0.28 
1fin B D 0.27 
1gg2 A 0.14 
1gg2 B 0.16 
1gg2 G 0.14 
1got A 0.22 
1got B 0.23 
1got G 0.08 
1gua A 0.19 
1gua B -0.15 
1tx4 A 0.23 
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1tx4 B 0.18 
2trc P 0.11 
f. Miscellaneous complexes 
1ak4 A B 0.2 
1ak4 C D 0.04 
1atn A 0.1 
1atn D 0.32 
1dkg A B 0.27 
1dkg D 0.15 
#1efn A C 0.28 
1efn B D 0.11 
#1fc2 C 0.38 
1fc2 D 0.37 
1hwg A 0.24 
1hwg B C 0.28 
1igc L H -0.12 
1igc A 0.02 
1seb A B E F 0.41 
1seb C G n/a 
1seb D H 0.13 
1ycs A 0.36 
1ycs B 0.09 
2btf P 0.31 
2btf A 0.18 
 
* Values for additional performance parameters (specificity, sensitivity and false alarm 
rate) are provided in Supplementary Materials.  
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Figure Legends 
 
Figure 1. Interaction site recognition: distribution of prediction performance 
parameter values for 115 proteins. The bars in each graph illustrate the fraction of the 
115 proteins (vertical axis) that fall into the performance categories named below the 
horizontal axis. a. Sensitivity+ (Sensitivity for predicting interface residues); b. False 
Alarm Rate+ (False Positive Rate for interface residues); c. Specificity+ (Specificity for 
predicting interface residues); d. Specificity- (Specificity for predicting non-interface 
residues); e. Correlation coefficient. Definitions for performance parameters are 
described in Table 1 legend and Materials and Methods. Values of all performance 
parameters for each of the 115 proteins included in this summary are provided in 
Supplementary Materials.  
 
Figure 2. Interaction site recognition: visualization on three-dimensional structures 
of representative heterocomplexes.  The target protein in each complex is shown in 
green, with residues of interest shown in spacefill and color coded as follows: red. 
interface residues identified as such by the classifier (true positives); yellow, interface 
residues missed by the classifier (false negatives), and blue residues incorrectly classified 
as interface residues (false positives). For clarity, interface residues for the partner protein 
in each complex (gray wireframe) are not shown. The sequence of each target protein is 
shown below its structure, with residues are highlighted in red, yellow and blue as they 
are on the 3-D structure. On the sequence, residues are numbered according to the PDB 
file. The residues labeled with names and numbers in the structure are shown in 
underlined bold font in sequences. The number of the first residue labeled in the structure 
is also shown with the sequence.  a. FabN10, corresponding to the L and H chains in the 
1nsn complex. (Antibody-antigen); b. Stefin, chain I in the 1stf complex. (Protein-
inhibitor); c. Uracil-DNA glycosylase, chain I in UDG inhibitor 1udi complex (Enzyme 
complexes); d. Hirudin, chain I in the 4htc complex (Large protease complexes); e. 
CheA, chains B.D. F and H in the la0o CheA-CheY complex (G-protein, cell cycle, 
signal transduction); f. fragment B of protein A, chain C in 1fc2. (Miscellaneous). 
Structure diagrams were generated using RasMol (http://www.openrasmol.org/). 
Yan et al., Protein-Protein Interaction Sites 29
Figure 1 
 
 
 
 
Yan et al., Protein-Protein Interaction Sites 30
Figure 1 (Cont.) 
 
 
 
 
 
Yan et al., Protein-Protein Interaction Sites 31
Figure 1 (Cont.) 
 
Yan et al., Protein-Protein Interaction Sites 32
Figure 2 
 
  
(L chain) 
DIVLTQSPSS LAVSLGQRAT ISCRASQSVS TSSFRYMHWY 
QQKPGQPPRL LIKYASNLES GVPARFSGSG SGTDFTLNIH 
PVEEEDTATY YCQHSWEIPY TFGGGTKLEI KRADAAPTVS 
IFPPSSEQLT SGGASVVCFL NNFYPKDINV KWKIDGSERQ 
NGVLNSWTDQ DSKDSTYSMS STLTLTKDEY ERHNSYTCEA 
THKTSTSPIV KSFNRNE 
 
(H chain)  
DVQLQESGPG LVKPSQSLSL TCTVTGYSIT SDYAWNWIRQ  
FPGNKLEWMG YITYSGTTSY NPSLKSRISI SRDTSKNQFF  
MQLNSVTTED TGTFYCTRGN GDWGQGTTLT VSSAKTTPPS  
VYPLAPGSAA QTNSMVTLGC LVKGYFPEPV TVTWNSGSLS  
SGVHTFPAVL QSDLYTLSSS VTVPSSPRPS ETVTCNVAHP  
ASSTKVDKKI 
 
28
  30
SER 28 L 
ASN 53 L
THR 30 H 
GLY 55 H 
SER 191 L
 
a. 1nsn 
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MMSGAPSATQ PATAETQHIA DQVRSQLEEK YNKKFPVFKA  
VSFKSQVVAG TNYFIKVHVG DEDFVHLRVF QSLPHENKPL  
TLSNYQTNKA KHDELTYF 
 
 
11 
PRO 103 
PRO 11 
HIS 119 
 
b. 1stf 
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TNLSDIIEKE TGKQLVIQES ILMLPEEVEE VIGNKPESDI  
LVHTAYDEST DENVMLLTSD APEYKPWALV IQDSNGENKI  
KML 
 
9
c. 1udi 
ASN 79
GLU 9
PRO 63
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                9           
 
ITYTDCTESG QNLCLCEGSN VCGKGNKCIL GGNQCVTGEG  
TPKPESHNNG DFEEIPEEYL Q 
 
ASN 20 
SER 9 
PRO 60
 
d. 4htc 
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Figure 2 (Cont.) 
 
    
 
                          
PRRIILSRLK AGEVDLLEEE LGHLTTLTDV VKGADSLSAI  
LPGDIAEDDI TAVLCFVIEA DQITFETVEV 
 
  202 
e. 1ao0 
THR 222 
CYS 213 
ASP 202 
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     129  
 
FNKEQQNAFY EILHLPNLNE EQRNGFIQSL KDDPSQSANL  
LAE 
f. 1fc2 
GLN 129
GLN 151 
ALA 161  
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Supplementary Material 
 
Part I.  Analysis of experimental results 
The performance of the classifier trained on 114 proteins and tested on the remaining 
protein was evaluated as described in Materials and Methods. The protein used in the test 
is shown in the leftmost column. Protein entries shaded in the tables are those illustrated 
in Figure 2. 
Table 1a.  Antibody-antigen complexes 
Molecules PDB id & 
chain 
Specificity+ Specificity- Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient 
1 1ao7    A 0.52 0.62 0.56 0.43 0.57 0.13 
2 1ao7    B 0.59 0.64 0.59 0.36 0.61 0.22 
3 1ao7    D 0.70 0.70 0.56 0.19 0.70 0.39 
4 1ao7    E 0.41 0.90 0.75 0.34 0.68 0.35 
5 1dvf    A B 0.69 0.94 0.80 0.11 0.87 0.66 
6 1dvf    C D 0.61 0.94 0.83 0.15 0.85 0.61 
7 1iai    L H 0.69 0.98 0.85 0.05 0.93 0.73 
8 1iai    M I             0.60 0.95 0.73 0.09 0.88 0.59 
9 1jhl    L H 0.66 0.99 0.96 0.13 0.89 0.73 
10 1jhl    A 0.31 0.79 0.71 0.59 0.49 0.11 
11 1kb5    A B 0.31 0.81 0.41 0.26 0.66 0.13 
12 1kb5    L H 0.65 0.96 0.79 0.08 0.90 0.66 
13 1mel    A B 0.57 0.97 0.95 0.29 0.78 0.60 
14 1nca    L H 0.60 0.96 0.80 0.11 0.87 0.62 
15 1nca    N 0.13 0.76 0.35 0.53 0.44 -0.14 
16 1nfd    A B C D 0.03 0.86 0.05 0.20 0.71 -0.12 
17 1nfd    E F G H    0.53 0.95 0.77 0.13 0.86 0.55 
18 1nmb    N 0.13 0.90 0.63 0.56 0.46 0.04 
19 1nmb    L H 0.48 0.93 0.72 0.17 0.81 0.48 
#20 1nsn    L H 0.70 0.98 0.88 0.07 0.93 0.74 
21 1nsn    S 0.38 0.62 0.41 0.41 0.52 0.00 
22 1osp    L H 0.48 0.99 0.91 0.12 0.89 0.60 
23 1osp    O 0.28 0.86 0.30 0.15 0.76 0.15 
24 1qfu    A 0.61 0.62 0.55 0.32 0.62 0.23 
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25 1qfu    B 0.59 0.44 0.64 0.61 0.54 0.03 
26 1qfu    L 0.69 0.60 0.38 0.16 0.62 0.25 
27 1qfu    H 0.78 0.69 0.48 0.10 0.71 0.42 
28 2jel    L H 0.66 0.99 0.92 0.08 0.92 0.73 
29 2jel    P 0.21 0.61 0.20 0.37 0.49 -0.17 
30 3hfl    L H 0.48 0.97 0.73 0.09 0.90 0.54 
31 3hfm    L H 0.61 0.98 0.89 0.08 0.92 0.69 
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 Table 1b.  Protease-inhibitor complexes 
Molecules PDB id & chain Specificity+ Specificity- Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient
97 1acb    I 0.62 0.80 0.62 0.20 0.74 0.42 
98 1acb    E 0.36 0.93 0.88 0.47 0.61 0.35 
99 1avw    A 0.45 0.89 0.77 0.35 0.68 0.38 
100 1avw    B 0.25 0.87 0.73 0.56 0.50 0.14 
101 1cho    I 0.50 0.60 0.57 0.47 0.55 0.10 
102 1fle    E 0.38 0.93 0.88 0.49 0.61 0.35 
103 1fle    I 0.84 0.83 0.94 0.38 0.84 0.62 
104 1hia    A B X Y 0.44 0.88 0.84 0.49 0.61 0.33 
105 1hia    I J 0.58 1.00 1.00 0.69 0.65 0.42 
106 1mct    A 0.36 0.86 0.63 0.33 0.66 0.26 
#107 1stf    I 0.82 0.77 0.56 0.08 0.79 0.54 
108 1stf    E 0.37 0.82 0.81 0.62 0.52 0.19 
109 1tgs    I 0.85 0.75 0.79 0.18 0.80 0.60 
110 1tgs    Z 0.40 0.82 0.64 0.36 0.64 0.25 
111 2sic    I 0.40 0.86 0.67 0.33 0.67 0.30 
112 2sni    I 0.64 0.70 0.44 0.16 0.68 0.31 
113 2sni    E 0.36 0.79 0.50 0.32 0.64 0.17 
114 3sgb    E 0.50 0.83 0.57 0.22 0.73 0.34 
115 4cpa    I 0.54 0.75 0.78 0.50 0.62 0.28 
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Table 1c. Enzyme complexes 
Molecules PDB id & chain Specificity+ Specificity - Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient 
32 1brs    A B C 0.52 0.77 0.68 0.37 0.65 0.30 
33 1brs    D E F 0.60 0.74 0.71 0.37 0.67 0.34 
34 1dfj    E 0.67 0.72 0.76 0.38 0.69 0.38 
35 1dfj    I 0.25 0.84 0.58 0.45 0.56 0.10 
36 1dhk    A 0.36 0.82 0.69 0.47 0.58 0.20 
37 1dhk    B                0.50 0.67 0.39 0.24 0.62 0.16 
38 1fss    A 0.24 0.90 0.61 0.37 0.63 0.18 
39 1fss    B                  0.46 0.57 0.68 0.65 0.50 0.03 
#40 1gla    F 0.55 0.82 0.52 0.17 0.74 0.36 
41 1gla    G 0.12 0.91 0.44 0.38 0.60 0.04 
42 1udi    E 0.28 0.71 0.39 0.40 0.54 0.00 
#43 1udi    I 0.75 0.61 0.60 0.24 0.67 0.36 
44 1ydr    E 0.40 0.80 0.69 0.45 0.60 0.22 
45 1ydr    I 0.90 0.00 1.00 1.00 0.90 n/a 
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Table 1d.  Large protease complexes  
Molecules PDB id & chain Specificity+ Specificity - Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient
68 1bth    P Q                        0.66 0.57 0.89 0.75 0.64 0.18 
#69 1dan    L H 0.51 0.78 0.83 0.56 0.60 0.28 
70 1dan    T U 0.42 0.54 0.30 0.34 0.50 -0.04 
71 1tbq    L H J K 0.62 0.71 0.73 0.40 0.66 0.33 
72 1tbq    R S 0.64 0.64 0.81 0.59 0.64 0.25 
73 1toc    A B C D E F G H 0.57 0.77 0.79 0.46 0.65 0.33 
74 1toc    R S T U 0.47 0.57 0.47 0.43 0.53 0.05 
#75 4htc    I 0.79 0.43 0.65 0.40 0.64 0.23 
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Table 1e.  G-proteins, cell cycle, signal transduction complexes 
Molecules PDB id & chain Specificity+ Specificity - Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient 
46 1a0o    A C E G 0.40 0.92 0.80 0.35 0.68 0.38 
#47 1a0o    B D F H 0.64 0.67 0.41 0.17 0.66 0.27 
48 1a2k    A B 0.41 0.67 0.50 0.42 0.55 0.08 
49 1a2k    C D E 0.30 0.85 0.53 0.32 0.65 0.18 
50 1agr    A D 0.17 0.84 0.48 0.46 0.53 0.01 
51 1agr    E H 0.44 0.73 0.58 0.40 0.60 0.17 
52 1aip    A B E F 0.35 0.80 0.51 0.33 0.63 0.16 
#53 1aip    C D G H 0.65 0.66 0.54 0.25 0.66 0.30 
54 1efu    B D 0.49 0.77 0.48 0.22 0.68 0.26 
55 1fin    A C 0.54 0.73 0.63 0.34 0.64 0.28 
56 1fin    B D 0.51 0.75 0.65 0.38 0.63 0.27 
57 1gg2    A 0.24 0.86 0.63 0.45 0.56 0.14 
58 1gg2    B 0.63 0.54 0.63 0.46 0.59 0.16 
59 1gg2    G 0.90 0.21 0.47 0.29 0.51 0.14 
60 1got    A 0.61 0.62 0.70 0.48 0.61 0.22 
61 1got    B 0.70 0.52 0.61 0.38 0.62 0.23 
62 1got    G 0.85 0.21 0.44 0.33 0.48 0.08 
63 1gua    A 0.31 0.85 0.56 0.33 0.65 0.19 
64 1gua    B 0.24 0.63 0.31 0.46 0.46 -0.15 
65 1tx4    A 0.46 0.77 0.48 0.25 0.67 0.23 
66 1tx4    B 0.42 0.75 0.56 0.37 0.61 0.18 
67 2trc    P 0.50 0.61 0.58 0.48 0.55 0.11 
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Table 1f.  Miscellaneous complexes 
Molecules PDB id & chain Specificity+ Specificity- Sensitivity+ False Alarm 
Rate+ 
Accuracy Correlation 
Coefficient 
76 1ak4    A B 0.33 0.84 0.70 0.48 0.57 0.20 
77 1ak4    C D 0.19 0.84 0.50 0.45 0.54 0.04 
78 1atn    A 0.17 0.90 0.59 0.44 0.56 0.10 
79 1atn    D 0.42 0.87 0.67 0.30 0.69 0.32 
80 1dkg    A B 0.50 0.76 0.52 0.25 0.68 0.27 
81 1dkg    D 0.25 0.87 0.50 0.31 0.66 0.15 
#82 1efn    A C 0.60 0.68 0.60 0.32 0.65 0.28 
83 1efn    B D 0.29 0.81 0.73 0.61 0.48 0.11 
#84 1fc2    C 0.69 0.69 0.69 0.31 0.69 0.38 
85 1fc2    D 0.42 0.91 0.55 0.15 0.81 0.37 
86 1hwg    A 0.68 0.57 0.50 0.26 0.61 0.24 
87 1hwg    B C 0.53 0.75 0.57 0.29 0.66 0.28 
88 1igc    L H 0.00 0.90 0.00 0.16 0.77 -0.12 
89 1igc    A 0.40 0.62 0.27 0.25 0.56 0.02 
90 1seb    A B E F 0.54 0.85 0.69 0.26 0.72 0.41 
91 1seb    C G 1.00 0.00 1.00 0.00 1.00 n/a 
92 1seb    D H 0.25 0.85 0.60 0.44 0.57 0.13 
93 1ycs    A 0.37 0.93 0.85 0.41 0.64 0.36 
94 1ycs    B 0.26 0.82 0.70 0.59 0.48 0.09 
95 2btf    P 0.57 0.74 0.61 0.29 0.67 0.31 
96 2btf    A 0.22 0.92 0.74 0.49 0.55 0.18 
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Part II.  Support Vector Machines 
 
The input to an SVM is an n-dimensional pattern vector [ ]nxxxX ⋅⋅⋅= ,, 21 . The output is a 
binary value (-1 or 1), which indicates the classification of the input into one of two 
classes. The SVM learning algorithm28 finds a linear boundary, i.e., a hyperplane in a 
high dimensional Euclidean space, that separates the training data so that patterns of class 
1 fall on one side of the hyperplane and patterns of class -1 fall on the other side of the 
hyperplane. If the patterns are not separable in the original n-dimensional pattern space, a 
suitable non-linear kernel function is used to implicitly map the patterns in the n-
dimensional input space into a higher (finite or even infinite) dimensional feature space 
in which the patterns become separable. Any consistent training set (i.e., one in which 
each input pattern has a unique label) can be made separable with an appropriate choice 
of a feature space of a sufficiently high dimensionality. However, in general, this can 
cause the learning algorithm to overfit the training data, resulting in poor classification 
performance on data not used in training the classifier. SVM circumvents this problem by 
selecting the hyperplane that maximizes the margin of separation between the two classes 
from among all separating hyperplanes28 (Figure 1). It is also possible to use slack 
variables to obtain a linear hyperplane that separates most of the training patterns without 
attempting to obtain perfect separation. This is useful in cases where the training set is 
almost separable in the pattern space or using a simpler kernel, whereas perfect 
separation might require the use of a more complex kernel (with the corresponding 
increase in computational requirements and likelihood of overfitting).  The maximum 
margin separating hyperplane is fully specified by a weighted combination of the training 
patterns in the feature space and a bias (threshold term). The training patterns that are far 
from the hyperplane (the so-called support vectors) receive zero weight and those close to 
the hyperplane receive large positive or negative weights. Suppose the training set 
consists of a sequence of ordered pairs of patterns and their corresponding class labels: 
( ) ( ) ( ){ }pp yXyXyX ,,,, 2211 ⋅⋅⋅  where each [ ]iniii xxxX ⋅⋅⋅= ,, 21  is a training sample, 
{ }1,1−∈iy  its known classification.   The classifier constructed by the SVM learning 
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algorithm is of the form ( ) ( ) 

 −ΦΦ= ∑
i
iii bXXysignXf α)(  where )(XΦ  is the 
image of an n-dimensional pattern vector X in a high-dimensional feature space induced 
by the chosen kernel function (see below), AB  denotes the dot product between two 
vectors A and B, [ ]nxxxX ⋅⋅⋅= ,, 21  is a pattern to be classified; each iX  is a training 
sample, { }1,1−∈iy  the corresponding class label, and iα  the corresponding weight 
determined by the SVM learning algorithm; and b the threshold or bias term (also 
determined by the SVM learning algorithm). Note that 1)( =Zsign  if 0≥Z  and  
1)( −=Zsign  if 0<Z . Very high and if necessary, even infinite dimensional feature 
spaces can be utilized by computing the dot product ( ) ( )XX i ΦΦ  in the feature space 
implicitly when a kernel function ( )XX i ,Κ  exists such that ( ) ( ) ( )XXXX ii ΦΦ=Κ , .  
A number of such non-linear kernel functions have been studied in the literature.58 The 
choice of the kernel function determines the feature space into which the patterns are 
mapped. The corresponding separating hyperplane is given by ( ) 0=Xf in the feature 
space induced by the kernel function .K  The feature space will be the same as the 
original n-dimensional pattern space if no kernel is used i.e., ( ) XXX =Φ∀ . Thus, 
once trained, the SVM classifier can be used to assign a novel pattern X to class –1 or 1 
based on the value of ( ) ( ) 

 −ΦΦ= ∑
i
iii bXXysignXf α)( .  
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Figure 1.  The hyperplane that maximizes the margin of separation between samples 
belonging to the two classes (    ,    ) from among all separating hyperplanes in a 2-
dimensional feature space induced by the chosen kernel function. In this example, 1φ  and 
2φ  are the coordinates of the induced feature space. 
