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§1. Introduction
Both original and twisted Schro¨dinger-Virasoro Lie algebras were introduced by [7] in the
context of non-equilibrium statistical physics and further investigated in [8, 9], whose deformations
were introduced in [22]. All of them are closely related to the Schro¨dinger Lie algebra and the
Virasoro Lie algebra. The deformative Schro¨dinger-Virasoro Lie algebras Lsλ (λ ∈ C) considered
in this paper, possess the C-basis {Ln, Mn, Ys+n, c |n ∈ Z, s = 0 or
1
2} with the following non-
vanishing Lie brackets:
[Ln, Lm] = (m− n)Lm+n +
m3−m
12 δm+n,0c, [Ln,Mm ] = (m− λn)Mm+n,
[Ln, Ys+m] = (s +m−
λ+1
2 n)Ys+m+n, [Ys+n, Ys+m ] = (m− n)M2s+m+n.
(1.1)
It is easy to see that Lsλ contain the Virasoro algebra v = spanC{Ln, c |n ∈ Z} and Witt algebra
w = spanC{Ln |n ∈ Z} as their subalgebras and h
s = {Mn, Ys+n, c |n ∈ Z} as their ideals.
Due to their mathematical and physical backgrounds, interests and importance, a series of
papers on Lie algebras of these types appeared. The Lie bialgebra structures, modules of inter-
mediate series, non-trivial vertex algebra representations and Whittaker modules over the original
Schro¨dinger-Virasoro Lie algebra were respectively investigated in [6, 15, 26, 35]. The derivations,
central extensions and automorphism group of the extended Schro¨dinger-Virasoro Lie algebra were
determined in [5]. The Verma modules and derivations over generalized Schro¨dinger-Virasoro alge-
bras were respectively investigated in [25] and [27]. The second cohomology group of both original
and twisted deformative Schro¨dinger-Virasoro algebras were completely determined by [11, 14, 22].
Automorphisms and derivations of twisted and original deformative Schro¨dinger-Virasoro Lie al-
gebras were respectively determined in [28] and [10].
The notion of Lie bialgebras was introduced in 1983 by [1] to find solutions of the Yang-Baxter
equation. Many types of Lie bialgebras were considered over different algebras. Initially, the
Witt and Virasoro Lie bialgebras were investigated in [24] and classified in [21]. Lie bialgebras of
generalized Witt types, generalized Virasoro-like type, generalized Weyl type, Hamiltonian type
and Block type were considered respectively in [23, 29, 34, 32, 17]. Lie superbialgebra structures on
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the Ramond N=2 super Virasoro algebra were considered in [33]. The Lie bialgebra structures on
the original case L
1
2
0 (with c = 0) and a twisted case L
0
−3 (with c = 0) were respectively investigated
by [6] and [3]. In this paper we shall investigate Lie bialgebra structures on Lsλ mainly using the
techniques introduced recently in [13].
§2. Preliminaries and main results
For convenience, some basic concepts about Lie bialgebras are presented firstly. Respectively
denote ξ and τ the cyclic map of L⊗L⊗L and the twist map of L⊗L for any given vector space
L, which imply ξ(x1 ⊗ x2 ⊗ x3) = x2 ⊗ x3 ⊗ x1 and τ(x1 ⊗ x2) = x2 ⊗ x1, ∀ x1, x2, x3 ∈ L. For a
vector space L and two bilinear maps δ : L⊗ L→ L and ∆ : L→ L⊗ L, the pair (L, δ) becomes
a Lie algebra if the following two conditions hold:
Ker(1− τ) ⊂ Ker δ, δ · (1⊗ δ) · (1 + ξ + ξ2) = 0,
and the pair (L,∆) becomes a Lie coalgebra if the following two conditions hold:
Im∆ ⊂ Im(1− τ), (1 + ξ + ξ2) · (1⊗∆) ·∆ = 0.
The triple (L, δ,∆) will become a Lie bialgebra if the Lie algebra (L, δ) and Lie coalgebra (L,∆)
satisfy the following compatible condition:
∆δ(x⊗ y) = x ·∆y − y ·∆x, ∀ x, y ∈ L, (2.1)
where the symbol “·” is defined to be the diagonal adjoint action:
x · (
∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + ai ⊗ [x, bi]).
Denote U the universal enveloping algebra of L and 1 the identity element of U. For any
r =
∑
i ai ⊗ bi ∈ L⊗ L, we denote
r12 =
∑
i
ai ⊗ bi ⊗ 1, r
13 =
∑
i
ai ⊗ 1⊗ bi, r
23 =
∑
i
1⊗ ai ⊗ bi.
Define c(r) to be elements of U⊗ U⊗ U by
c(r) = [r12, r13] + [r12, r23] + [r13, r23]
=
∑
i,j
[ai, aj ]⊗ bi ⊗ bj +
∑
i,j
ai ⊗ [bi, aj ]⊗ bj +
∑
i,j
ai ⊗ aj ⊗ [bi, bj ].
Definition 2.1 (1) A coboundary Lie bialgebra is a 4-tuple (L, δ,∆, r), where (L, δ,∆) is a Lie
bialgebra and r ∈ Im(1− τ) ⊂ L⊗ L such that ∆ = ∆r is a coboundary of r, i.e.,
∆r(x) = x · r for x ∈ L. (2.2)
(2) A coboundary Lie bialgebra (L, δ,∆, r) is called triangular if it satisfies the following
classical Yang-Baxter Equation
c(r) = 0. (2.3)
(3) r ∈ Im(1− τ) ⊂ L⊗ L is said to satisfy the modified Yang-Baxter equation if
x · c(r) = 0, ∀ x ∈ L. (2.4)
2
Regard Vsλ = L
s
λ ⊗ L
s
λ as an L
s
λ-module under the adjoint diagonal action. Denote by
Der(Lsλ,V
s
λ) the set of derivations D
s
λ : L
s
λ → V
s
λ, namely, D
s
λ is a linear map satisfying
Dsλ([x, y]) = x ·D
s
λ(y)− y ·D
s
λ(x), (2.5)
and Inn(Lsλ,V
s
λ) the set consisting of the derivations vinn, v ∈ V
s
λ, where vinn is the inner derivation
defined by vinn : x 7→ x · v. Then H
1(Lsλ,V
s
λ)
∼= Der(Lsλ,V
s
λ)/Inn(L
s
λ,V
s
λ), where H
1(Lsλ,V
s
λ) is the
first cohomology group of the Lie algebra Lsλ with coefficients in the L
s
λ-module V
s
λ.
Lemmas 2.2 and 2.3 can be found in [10], [16] and [28].
Lemma 2.2
H1(L
1
2
λ ,L
1
2
λ )
∼=


CD1 ⊕ CD
0
2 ⊕ CD
0
3 if λ = 0,
CD1 ⊕ CD
−1
2 if λ = −1,
CD1 ⊕ CD
−2
2 if λ = −2,
CD1 otherwise,
where the corresponding non-vanishing components are given as follows:
D1(Yn+ 1
2
) = Yn+ 1
2
, D1(Mn) = 2Mn, D
0
2(Ln) = Mn, D
0
3(Ln) = nMn,
D−12 (Ln) = (n
2 − n)Mn, D
−2
2 (Ln) = n
3Mn,
for all n ∈ Z.
Lemma 2.3
H1(L0λ,L
0
λ)
∼=


Cd1 ⊕ Cd
0
2 ⊕ Cd
0
3 if λ = 0,
Cd1 ⊕ Cd
−1
2 ⊕ Cd
−1
3 if λ = −1,
Cd1 ⊕ Cd
−2
2 if λ = −2,
Cd1 ⊕ Cd
1
2 if λ = 1,
Cd1 otherwise,
where the corresponding non-vanishing components are given as follows:
d1(Yn) = Yn, d1(Mn) = 2Mn, d
0
2(Ln) = Mn, d
0
3(Ln) = nMn,
d−12 (Ln) = n
2Mn, d
−1
3 (Yn) = nMn, d
−2
2 (Ln) = n
3Mn, d
1
2(Yn) = Mn,
for all n ∈ Z.
The Lie bialgebra structures on the Schro¨dinger-Virasoro Lie algebras L0−3 and L
1
2
0 have already
been considered respectively in [3] and [6] (with c = 0). We just need to consider the following
cases:
L
1
2
−2, L
1
2
−1, L
1
2
λ
(
∀ λ /∈ S 1
2
)
, (2.6)
L0−2, L
0
−1, L
0
0, L
0
1, L
0
λ
(
∀ λ /∈ S0
)
, (2.7)
where S 1
2
={0, −1, −2} and S0={0, ±1, −2, −3}.
Lemmas 2.2 and 2.3 can be partially rewritten as follows.
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Lemma 2.4
H1(L
1
2
λ ,L
1
2
λ )
∼=


D1 if λ = −1,
D2 if λ = −2,
D3 if λ /∈ S 1
2
,
where Di consist of the following derivations σi respectively:
σ1(Ln) = α1(n
2 − n)Mn, σ1(Yn+ 1
2
) = β1Yn+ 1
2
, σ1(Mn) = 2β1Mn,
σ2(Ln) = α2n
3Mn, σ2(Yn+ 1
2
) = β2Yn+ 1
2
, σ2(Mn) = 2β2Mn,
σ3(Yn+ 1
2
) = β3Yn+ 1
2
, σ3(Mn) = 2β3Mn,
for all n ∈ Z and any α1, α2, βi ∈ C with i = 1, 2, 3.
Lemma 2.5
H1(L0λ,µ,L
0
λ,µ)
∼=


d1 if λ = 0,
d2 if λ = −1,
d3 if λ = −2,
d4 if λ = 1,
d5 if λ /∈ S0,
where di consist of the following derivations ̺i respectively:
̺1(Ln) = (µ1n+ ν1)Mn, ̺1(Yn) = γ1Yn, ̺1(Mn) = 2γ1Mn,
̺2(Ln) = µ2n
2Mn, ̺2(Yn) = γ2Yn + ζ2 nMn, ̺2(Mn) = 2γ2Mn,
̺3(Ln) = µ3n
3Mn, ̺3(Yn) = γ3Yn, ̺3(Mn) = 2γ3Mn,
̺4(Yn) = γ4Yn + ζ4Mn, ̺4(Mn) = 2γ4Mn,
̺5(Yn) = γ5Yn, ̺5(Mn) = 2γ5Mn,
for all n ∈ Z and any µ1, µ2, µ3, ν1, ζ2, ζ4, γi ∈ C with i = 1, 2, 3, 4, 5.
A derivation Dsλ ∈ Der(L
s
λ,V
s
λ) is homogeneous of degree α ∈ Zs if D
s
λ
(
(Lsλ)p
)
⊂ (Vsλ)α+p for
all p ∈ Zs. Denote Der(L
s
λ,V
s
λ)α = {D
s
λ ∈ Der(L
s
λ,V
s
λ) |degD
s
λ = α} for α ∈ Zs.
Let Dsλ be an element of Der(L
s
λ,V
s
λ). For any α ∈ Zs, define the linear map (D
s
λ)α : L
s
λ → V
s
λ
as follows: For any µ ∈ (Lsλ)q with q ∈ Zs, write D
s
λ(µ) =
∑
p∈Zs
µp with µp ∈ (V
s
λ)p, then we set
(Dsλ)α(µ) = µq+α. Obviously, (D
s
λ)α ∈ Der(L
s
λ,V
s
λ)α and we have
Dsλ =
∑
α∈Zs
(Dsλ)α, (2.8)
which holds in the sense that for every u ∈ Lsλ, only finitely many (D
s
λ)α(u) 6= 0, and D
s
λ(u) =∑
α∈Zs
(Dsλ)α(u) (we call such a sum in (2.8) summable).
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Lemma 2.6 One can find the following elements of Der(L
1
2
λ ,L
1
2
λ ⊗ L
1
2
λ ): σ
♮
1 for the case λ = −1,
σ♮2 for the case λ = −2, σ
♮
3 for the case λ /∈ S 1
2
, which are defined by the following relations
respectively:
σ♮1(Ln) = (n
2 − n)(α1z1 ⊗Mn + α
†
1Mn ⊗ z
†
1),
σ♮1(Yn+ 1
2
) = β1w1 ⊗ Yn+ 1
2
+ β†1Yn+ 1
2
⊗ w†1, σ
♮
1(Mn) = 2(β1w1 ⊗Mn + β
†
1Mn ⊗ w
†
1),
σ♮2(Ln) = n
3(α2z2 ⊗Mn + α
†
2Mn ⊗ z
†
2), σ
♮
2(Yn+ 1
2
) = β2w2 ⊗ Yn+ 1
2
+ β†2Yn+ 1
2
⊗ w†2,
σ♮2(Mn) = 2(β2w2 ⊗Mn + β
†
2Mn ⊗ w
†
2), σ
♮
3(Yn+ 1
2
) = β3w3 ⊗ Yn+ 1
2
+ β†3Yn+ 1
2
⊗ w†3,
σ♮3(Mn) = 2(β3w3 ⊗Mn + β
†
3Mn ⊗ w
†
3), σ
♮
3(Ln) = σ
♮
1(c) = σ
♮
2(c) = σ
♮
3(c) = 0,
for all n ∈ Z and some α1, α2, α
†
1, α
†
2, βi ∈ C and wi, zj , w
†
i , z
†
j ∈ C with i = 1, 2, 3, j = 1, 2.
Lemma 2.7 One can find the following elements of Der(L0λ,L
0
λ ⊗ L
0
λ): ̺
♮
1 for the case λ = 0, ̺
♮
2
for the case λ = −1, ̺♮3 for the case λ = −2, ̺
♮
4 for the case λ = 1, ̺
♮
5 for the case λ /∈ S0, defined
by the following relations respectively:
̺♮1(Ln) = (µ1n+ ν1)z1 ⊗Mn + (µ
†
1n+ ν
†
1)Mn ⊗ z
†
1, ̺
♮
1(Yn) = γ1w1 ⊗ Yn + γ
†
1Yn ⊗ w
†
1,
̺♮1(Mn) = 2(γ1w1 ⊗Mn + γ
†
1Mn ⊗w
†
1), ̺
♮
2(Ln) = n
2(µ2z2 ⊗Mn + µ
†
2Mn ⊗ z
†
2),
̺♮2(Yn) = γ2w2 ⊗ Yn + γ
†
2Yn ⊗ w
†
2 + n(ζ2v2 ⊗Mn + ζ
†
2Mn ⊗ v
†
2),
̺♮2(Mn) = 2(γ2w2 ⊗Mn + γ
†
2Mn ⊗w
†
2), ̺
♮
3(Ln) = n
3(µ3z3 ⊗Mn + µ
†
3Mn ⊗ z
†
3),
̺♮3(Yn) = γ3w3 ⊗ Yn + γ
†
3Yn ⊗ w
†
3, ̺
♮
3(Mn) = 2(γ3w3 ⊗Mn + γ
†
3Mn ⊗ w
†
3),
̺♮4(Yn) = γ4w4 ⊗ Yn + γ
†
4Yn ⊗ w
†
4 + ζ4v4 ⊗Mn + ζ
†
4Mn ⊗ v
†
4,
̺♮4(Mn) = 2(γ4w4 ⊗Mn + γ
†
4Mn ⊗w
†
4), ̺
♮
5(Yn) = γ5w5 ⊗ Yn + γ
†
5Yn ⊗ w
†
5,
̺♮5(Mn) = 2(γ5w5 ⊗Mn + γ
†
5Mn ⊗w
†
5), ̺
♮
4(Ln) = ̺
♮
5(Ln) = ̺
♮
k(c) = 0,
for all n ∈ Z, some µi, µ
†
i , ν1, ν
†
1, ζ2, ζ4, ζ
†
2, ζ
†
4, γj, γ
†
j ∈ C with i = 1, 2, 3, j = 1, 2, 3, 4, 5 and
z1, z
†
1, w1, w
†
1 ∈ C0, v2, v
†
2, v4, v
†
4, zk, z
†
k, wk, w
†
k ∈ C with k = 2, 3, 4, 5.
Respectively, denote the vector spaces spanned by σ♮i and ̺
♮
j as D
♮
i and d
♮
j for i = 1, 2, 3 and
j = 1, 2, 3, 4, 5.
The main results of this paper can be formulated as follows.
Theorem 2.8 (i) Every Lie bialgebra (Lsλ, [·, ·],∆) is triangular coboundary for the Lie algebras
Lsλ given in (2.6) and (2.7) with c=0 and (λ, s) 6= (0, 0).
(ii) Every Lie bialgebra (L00, [·, ·],∆) is not triangular coboundary with c=0 and ̺
♮
1 6= 0.
(iii) No Lie bialgebra (Lsλ, [·, ·],∆) with c 6=0 is triangular coboundary if the derivations given
in Lemmas 2.6 and 2.7 are not equal to zero.
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§3 Proof of the main result
Throughout the paper we denote by Z∗ the set of all nonnegative integers and C∗ the set of
all nonnegative complex numbers.
The following lemma can be found in Lemma 2.2 of [13].
Lemma 3.1 Suppose that g = ⊕n∈Zgn is a Z-graded Lie algebra with a finite-dimensional center
Cg, and g0 is generated by {gn, n 6= 0}. Then
H1(g,Cg ⊗ g+ g⊗ Cg)0 = Cg ⊗H
1(g, g)0 +H
1(g, g)0 ⊗ Cg.
Denote Zs = Z ∪ {s+ Z} and Z
∗
s = Zs\{0}, i.e., Z0 = Z, Z
∗
0 = Z
∗, Z 1
2
= 12Z and Z
∗
1
2
= 12Z
∗. Then
the above lemma can be generalized immediately as follows.
Lemma 3.2 Suppose that g = ⊕n∈Zsgn is a Zs-graded Lie algebra with a finite-dimensional center
Cg, and g0 is generated by {gn, n 6= 0}. Then
H1(g,Cg ⊗ g+ g⊗ Cg)0 = Cg ⊗H
1(g, g)0 +H
1(g, g)0 ⊗ Cg.
The following lemma is one of the main results given in [21].
Lemma 3.3 Every Lie bialgebra on the Witt algebra w and Virasoro algebra v is triangular
coboundary and H1(w,w ⊗w) = H1(v, v⊗ v) = 0.
Denote Lsλ
⊗n the tensor product of n copies of Lsλ and regard it as an L
s
λ-module under the
adjoint diagonal action of Lsλ. The first item of the following lemma can be obtained by using
the similar arguments as those given in the known references and the left two can be found in the
references (e.g. [1, 2, 21, 29]). For convenience, we introduce the following notations: C = Cc,
C0 = spanC{c, M0} and C
s
λ, where C
s
λ = C0 for the case (s, λ) = (0, 0) and C
s
λ = C for all the other
cases referred in (2.6) and (2.7).
Lemma 3.4 (i) If x · r = 0 for some r ∈ Lsλ
⊗n and all x ∈ Lsλ, then r ∈ C
s
λ
⊗n.
(ii) The r satisfies (2.3) if and only if it satisfies (2.4).
(iii) Let L be a Lie algebra and r ∈ Im(1− τ) ⊂ L⊗ L, then
(1 + ξ + ξ2) · (1⊗∆r) ·∆r(x) = x · c(r), ∀ x ∈ L,
and the triple (L, [·, ·],∆r) is a Lie bialgebra if and only if r satisfies (2.3).
Proposition 3.5
H1(Lsλ,V
s
λ) = Der(L
s
λ,V
s
λ)/Inn(L
s
λ,V
s
λ)
∼=


D
♮
1 if s =
1
2 , λ = −1,
D
♮
2 if s =
1
2 , λ = −2,
D
♮
3 if s =
1
2 , λ /∈ S 1
2
,
d
♮
1 if s = 0, λ = 0,
d
♮
2 if s = 0, λ = −1,
d
♮
3 if s = 0, λ = −2,
d
♮
4 if s = 0, λ = 1,
d
♮
5 if s = 0, λ /∈ S0.
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Proof of Proposition 3.5 This proposition follows from a series of claims.
Denote Hsλ = L
s
λ⊗ h
s+ hs⊗Lsλ. Then H
s
λ is an L
s
λ-submodule of V
s
λ, since h
s is an ideal of Lsλ
and denote the quotient Lsλ-module V
s
λ/H
s
λ as Q
s
λ, on which h
s acts trivially. The exact sequence
0→Hsλ → V
s
λ → V
s
λ/H
s
λ → 0 induces the following long exact sequence
−→ H0(Lsλ,Q
s
λ) −→ H
1(Lsλ,H
s
λ) −→ H
1(Lsλ,V
s
λ) −→ H
1(Lsλ,Q
s
λ) −→
of Zs-graded vector spaces, where all coefficients of the tensor products are in C. It is easy to see
that H0(Lsλ,Q
s
λ) = Q
s
λ
Ls
λ = {x ∈ Qsλ |L
s
λ · x = 0 } = 0. Then H
1(Lsλ,H
s
λ)
∼= H1(Lsλ,V
s
λ) if we can
prove H1(Lsλ,Q
s
λ) = 0.
Denote LC
s
λ = L
s
λ ⊗ C
s
λ + C
s
λ ⊗ L
s
λ. Then LC
s
λ is an L
s
λ-submodule of H
s
λ. The exact sequence
0→ LC
s
λ →H
s
λ → H
s
λ/LC
s
λ → 0 induces the following long exact sequence
−→ H0(Lsλ,H
s
λ/LC
s
λ) −→ H
1(Lsλ,LC
s
λ) −→ H
1(Lsλ,H
s
λ) −→ H
1(Lsλ,H
s
λ/LC
s
λ) −→ .
It is easy to see that H0(Lsλ,H
s
λ/LC
s
λ) = (H
s
λ/LC
s
λ)
Ls
λ = {x ∈ Hsλ/LC
s
λ |L
s
λ · x = 0 } = 0. Then
H1(Lsλ,LC
s
λ)
∼= H1(Lsλ,H
s
λ) if we can prove H
1(Lsλ,H
s
λ/LC
s
λ) = 0.
Claim 1 If α ∈ Z∗s, then (D
s
λ)α ∈ Inn(L
s
λ,V
s
λ).
For α 6= 0, denote γ = α−1(Dsλ)α(L0) ∈ (V
s
λ)α. For any Ln, Mn ∈ (L
s
λ)n and Ys+n ∈ (L
s
λ)s+n,
applying (Dsλ)α to [L0, Ln] = nLn, [L0,Mn] = nMn and [L0, Ys+n] = (s + n)Ys+n, we obtain(
recalling (Dsλ)α(Ln), (D
s
λ)α(Mn) ∈ (V
s
λ)n+α and (D
s
λ)α(Ys+n) ∈ (V
s
λ)s+n+α, i.e., L0 · (D
s
λ)α(Ln) =
(α + n)(Dsλ)α(Ln), L0 · (D
s
λ)α(Mn) = (α + n)(D
s
λ)α(Mn) and L0 · (D
s
λ)α(Ys+n) = (α + s +
n)(Dsλ)α(Ys+n)
)
(α+ n)(Dsλ)α(Ln)− Ln · (D
s
λ)α(L0) = n(D
s
λ)α(Ln),
(α+ n)(Dsλ)α(Mn)−Mn · (D
s
λ)α(L0) = n(D
s
λ)α(Mn),
(α+ s+ n)(Dsλ)α(Ys+n)− Ys+n · (D
s
λ)α(L0) = (s+ n)(D
s
λ)α(Ys+n).
Then Claim 1 follows.
Claim 2 (Dsλ)0(L0) ≡ 0 (mod C
s
λ ⊗ C
s
λ).
For any Ln, Mn ∈ (L
s
λ)n and Ys+n ∈ (L
s
λ)s+n, applying (D
s
λ)0 to [L0, Ln] = nLn, [L0,Mn] =
nMn and [L0, Ys+n] = (s + n)Ys+n, we obtain
Ln · (D
s
λ)0(L0) = Mn · (D
s
λ)0(L0) = Ys+n · (D
s
λ)0(L0) ≡ 0 (mod C
s
λ ⊗ C
s
λ),
which forces (Dsλ)0(L0) ≡ 0 (mod C
s
λ ⊗ C
s
λ) according to Lemma 3.4.
Claim 3 For any (Dsλ)α ∈ Der(L
s
λ,V
s
λ), (2.8) is a finite sum.
For any α ∈ Z∗s, one can suppose (D
s
λ)α = (vα)inn for some vα ∈ (V
s
λ)α. If ∆s = {α ∈ Z
∗
s | vα 6=
0} is an infinite set, then Dsλ(L0) = (D
s
λ)0(L0) +
∑
α∈∆s
L0 · vα = (D
s
λ)0(L0) +
∑
α∈∆s
αvα is an
infinite sum, which is not in Vsλ, contradicting the fact that D
s
λ is a derivation from L
s
λ to V
s
λ.
Then Claim 3 follows.
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Claim 4 H1(Lsλ,Q
s
λ) = 0.
The exact sequence 0 → hs → Lsλ → L
s
λ/h
s → 0 induces an exact sequence of low degree in
the Hochschild-Serre spectral sequence
0 −→ H1(Lsλ/h
s,Qsλ
hs) −→ H1(Lsλ,Q
s
λ) −→ H
1(hs,Qsλ)
Ls
λ
/hs
.
Lemma 3.3 forces H1(Lsλ/h
s,Qsλ
hs) = 0. Since Lsλ/h
s ∼= w and Qsλ
∼= w ⊗ w, H1(hs,Qsλ)
Ls
λ
/hs
can be embedded into HomU(w)(h
s,w⊗w), which can be easily proved to be zero. Then Claim 4
follows.
Claim 5 H1(Lsλ,H
s
λ/LC
s
λ) = 0.
Denote the subalgebra spanned by {Ln, Mn, c |n ∈ Z} of L
s
λ as W
s
λ, J
s
λ =W
s
λ⊗ h
s+ hs⊗Wsλ,
WC
s
λ = W
s
λ ⊗ C
s
λ + C
s
λ ⊗ W
s
λ and Ys = {Yn+s |n ∈ Z}. This claim of the case s =
1
2 follows
immediately from the following Subclaim 1 and Subclaim 2.
Subclaim 1 H1(Wsλ,J
s
λ/WC
s
λ) = 0.
This subclaim can be found in Remark 1 of [13].
Subclaim 2 H1(Wsλ, Ys ⊗ Ys) = 0 for the case s =
1
2 .
This subclaim can be proved similar to the proof of Theorem 4.5 (i) of [13]. According to
Subclaim 1 and Subclaim 2, we know that ϕsλ(Ln) = ϕ
s
λ(Mn) = 0 for any n ∈ Z and ϕ
s
λ ∈
H1(Lsλ,H
s
λ/LC
s
λ) when s =
1
2 , which implies ϕ
s
λ(Y 1
2
) = 0. Then Claim 5 holds for the case s = 12 .
Similar to the proof of Claim 3 of [3], we can prove this claim also holds for the case s = 0.
Claim 6
H1(Lsλ,LC
s
λ)
∼=


D
♮
1 if s =
1
2 , λ = −1,
D
♮
2 if s =
1
2 , λ = −2,
D
♮
3 if s =
1
2 , λ /∈ S 1
2
,
d
♮
1 if s = 0, λ = 0,
d
♮
2 if s = 0, λ = −1,
d
♮
3 if s = 0, λ = −2,
d
♮
4 if s = 0, λ = 1,
d
♮
5 if s = 0, λ /∈ S0.
This claim follows from Lemmas 3.2, 2.6, 2.7 and Claims 4, 5.
By now we have proved Proposition 3.5. 
The following lemma is still true for Lsλ by employing the technique of Lemma 2.5 in [6].
Lemma 3.6 Suppose v ∈ Vsλ such that x · v ∈ Im(1 − τ) for all x ∈ L
s
λ. Then there exists some
u ∈ Im(1− τ) such that v − u ∈ Cs ⊗ Cs.
Proof of Theorem 2.8 This theorem follows from Lemmas 2.6, 2.7, 3.6 and Proposition 3.5.
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