This paper is concerned with the global well-posedness and finite time blowup problem for the 3D focusing energy-critical inhomogeneous NLS. In the previous results [8, 6] the authors considered the same problems with the spatial inhomogeneity coefficient g such that g(x) ∼ |x| −b for 0 ≤ b < 4 3 . Here we extend the inhomogeneous index b up to 3 2 . For this purpose, we improve the local theory and develop a new profile decomposition based on weighted space.
Introduction
We consider the following Cauchy problem for an inhomogeneous nonlinear Schrödinger equation:
where g ∈ C 1 (R 3 \{0}) is the coefficient representing interaction among particles. The equation (1.1) can be a model of dilute Bose-Einstein condensate when the two-body interactions of the condensate are considered.
For this see [1, 19] . Also, it has been considered to study the laser guiding in an axially nonuniform plasma channel. See [10, 18, 19] .
To maintain theḢ 1 -scaling invariance structure we assume that p = 5 − 2b for 0 ≤ b < 2 and 0 ≤ g i ≤ |x| b g(x) ≤ g s and |x||∇g(x)| |x| −b for any x = 0, (1.2) where g i = inf |x| b g(x) and g s = sup |x| b g(x). HereḢ 1 denotes the homogenous Sobolev space defined bẏ
x : f Ḣ1 := ∇f L 2 x < +∞}. The energy E g of the solution to (1.1) is defined by
We say that (1.1) is locally well-posed if there exists a maximal existence time interval I * such that there exists a unique solution u ∈ C(I * ;Ḣ 1 ) and u depends continuously on the initial data. The local well-posedness (LWP) can be usually shown by a contraction argument based on the Strichartz estimates [4, 8, 6, 15] . In this paper the L q0 t L r0 x (|x| −r0 γ * )-norm controls our whole contraction argument. Here
, and q 0 = 4 1 − 2ε (1.4) for arbitrarily small ε > 0. The space L q0 t L r0 x (|x| −r0 γ * ) isḢ 1 -scaling invariance, that is, u λ L q 0 t L r 0
x (|x| −r 0 γ * ) = u L q 0 t L r 0
x (|x| −r 0 γ * ) for u λ (t, x) = λ 1 2 u(λ 2 t, λx) and for any λ > 0. The problem (1.1) is said to be globally well-posed if I * = R and the global solution u is said to scatter inḢ 1 if there exists linear solutions u ± such that u → u ± inḢ 1 as t → ±∞. The solution is said to blow up if
We also use the terminology of finite time blowup when I * is bounded.
The aim of this paper is to establish a global theory for radial solutions: the global well-posedness (GWP), the scattering, and the finite time blowup to (1.1) . In the previous papers [8, 6] the authors considered a global theory for g with 0 ≤ b < 4 3 which was shown by a concrete concentration-compactness argument based on the local theory and profile decomposition. The restriction of index b is due to the lack of local theory of (1.1). In this paper, we overcome it and extend the range of b up to 3 2 . In order to handle the g with 4 3 ≤ b < 3 2 we develop an improved local theory, which consists of LWP and long-time perturbation, and develop a new profile decomposition based on the weighted space L q0 t L r0 x (|x| −r0 γ * ). The global theory can be shown straightforwardly by the concentration-compactness argument of [13, 8, 6] .
To state our main results we first introduce a variational condition which restricts the lower and upper bounds of g as follows:
where g i = inf g and g s = sup g, and a rigidity condition for g such that −bg(x) ≤ x · ∇g(x) for all x = 0. (1.6) These conditions are crucial for variational estimates and localized virial estimates which play a key major role in the concentration-compactness argument. The condition (1.5) seems to be more or less technical.
In fact it is necessary while comparing the initial data with the ground state Q b , which is the solution
For this see Remark 2.1 of [20] and Appendix of [6] . The condition (1.6) enables us to control the error term occurring when we deal with the lower bound for the second derivative of localized virial quantity. Now we are ready to state our the main result.
Let g be a radial function satisfying (1.2), (1.5), and (1.6). Suppose that
Then (1.1) is globally well-posed inḢ 1 rad and the solution u scatters inḢ 1 rad .
The upper bound 3 2 of b is required to control, by the weighted norm L q0 t L r0 x (|x| −r0γ * ), the nonlinear terms appearing while dealing with LWP. This weighted space argument is inevitable in our local theory for the present.(See the Remark 2.4.) The gap 3 2 ≤ b < 2 will be hopefully filled in the near future. Since the local theory is based on weighted spaces, we need to develop a new profile decomposition associated with the weighted space. Once the local theory and profile decomposition are established, one can readily prove Theorem 1.1 by following the concentration-compactness argument of [14, 13, 8, 6] . Hence we focus mainly on the local theory and profile decomposition and sketch the concentration-compactness argument in this paper to avoid the duplication.
Let us Now consider a blowup result. Our blowup result follows from the standard virial argument for which we need to control the upper bound of the second derivative of localized virial quantity. This can be done by assuming that
3−b−g0 and for some ρ ≥ 0. Then we get the sharp blowup result as follows.
Let g be a nonnegative and bounded function satisfying (1.2), (1.5), and (1.9).
(1) Suppose that ϕ ∈Ḣ 1 , |x|ϕ ∈ L 2 ,
Then the solution u to (1.1) blows up in finite time.
(2) Suppose that g is radial, ρ > 0, and ϕ ∈Ḣ 1 rad satisfies (1.10). Then the radial solution u to (1.1) blows up in finite time.
Note that the radial symmetry is not necessary for the proof of (1). In (2) the moment condition |x|ϕ ∈ L 2
x has been replaced with the radial symmetry and L 2
x condition. This is due to the space-decay estimate of Strauss [17] . The condition ρ > 0 in (2) is required to handle error terms appearing in localized virial argument that is not necessary for (1).
Notations.
• Mixed-normed spaces: For a Banach space X and an interval I, u ∈ L q I X iff u(t) ∈ X for a.e. t ∈ I and u L q
x < ∞. • As usual different positive constants depending only on b, g i , g s are denoted by the same letter C, if not specified. A B and A B means that A ≤ CB and A ≥ C −1 B, respectively for some C > 0. A ∼ B means that A B and A B.
Local theory
In this section, we deal with a local theory on (1.1), which consists of local well-posedness (LWP) and long-time perturbation.
2.1. Preliminaries. We first introduce some preliminaries useful both in local and global theories. By
Duhamel's principle the equation (1.1) is rewritten as the integral equation:
Here we define the linear propagator e it∆ given by the solution to the linear problem i∂ t v = −∆v with initial data v(0) = f . It is formally given by
where f = F (f ) denotes the Fourier transform of f and F −1 (h) the inverse Fourier transform of h such that
Recently, a weighted version of Strichartz estimate was considered in [15] . It can be described as follows.
Let 2 ≤ q, r ≤ ∞ and 0 ≤ γ < 1. If a pair (q, r) satisfies the equation 2 q = 3( 1 2 − 1 r ) + γ, then we call it γ-admissible pair. If γ = 0, then just admissible.
Lemma 2.1. [15, 12] Let (q, r) be γ-admissible and (q,r) beγ-admissible. Then we have
Note that the pair (q 0 , r 1 ) with 1 r1 = 1 r0 + 1 3 is a γ * -admissible pair, where q 0 , r 0 , γ * is defined as (1.4) . Every weighted Strichartz pair satisfies theḢ 1 -scaling invariance, that is,
for any γ-admissible pair (q, r). Now fix 4 3 ≤ b < 3 2 and set p = 5 − 2b. For a small 0 < ε < 3 8 (p − 2) we define numbers associated with the weighted Strichartz estimate such that
Next we introduce a Hardy-Littlewood-Sobolev inequality of weighted type.
, and r ≤ q < ∞, then we have
Since 0 < ( 14 3 − 2p)ε + 4 3 pε 2 and hence 1 3 < − γ * 3 + 1 (p−θ)r * < 1, one can apply Lemma 2.2 with α = −γ * −, β = −γ * , r = q = (p − θ)γ * as follows:
The following lemma is on the nonlinear estimate. Lemma 2.3. Let θ, γ * be as above and 4 3 ≤ b < 3 2 . Then there exists ( q, r), (q 2 , r 2 ), and γ such that ( q, r) is γ-admissible, (q 2 , r 2 ) is γ * -admissible, and
. Then ( q, r) is 1 6 -admissible. By the scaling condition (1.2) and Lemma 2.2 we obtain
Here we used the Hölder pairs such that
This completes the proof of Lemma 2.3.
is necessary for ( q, r) to be 1 6 -admissible. These constraints say that p must satisfy that 2 < p ≤ 7 3 , that is, 4 3 
From now on we denote
where q 0 , q 2 , r 0 , r 1 , and r 2 are same as stated above.
The local well-posedness is shown in [15] . However, we need a different LWP result adapted to concentrationcompactness argument. We now state our LWP result.
Then there exists δ = δ(A) satisfied following: If e it∆ ϕ Sw(I) < δ, then there exists a unique solution u of (
In particular, if ϕ k → ϕ inḢ 1 , then the corresponding solutions u k → u in C(I;Ḣ 1 ) as k → ∞.
Proof. We use the contraction mapping principle. To this end we fix r, s > 0, to be chosen later. Let us define a complete metric space (M r,s , d) and a mapping Φ as following:
By Lemma 2.3 we obtain for each i = 1, 2 that
By weighted-type Sobolev embedding (Lemma 2.2) we may have
The continuous dependence on initial data follows immediately from the above contraction argument.
This completes the proof of Proposition 2.5. (ii) (Ḣ 1 scattering) Suppose that I * = R and u Sw(I * ) < +∞. Let us set
Then the solution u scatters to e it∆ ϕ ± inḢ 1 by standard duality argument.
(iii) (Mass-energy conservation) Let us define the mass by u(t) 2
L 2
x for the solution u to (1.1). Then we can readily get the mass conservation for initial data ϕ ∈Ḣ 1 . Also, energy conservation is established for the same initial data.
Propsition 2.7 (Long-time perturbation). Let g be a radial function satisfying (1.2) with 4 3 ≤ b < 3 2 . Let I ⊂ R be a time interval containing 0 and u be a radial function defined on I × R 3 . Assume that u satisfies following:
for q, r, γ are as in the proof of Proposition 2.5. Then there exists ε 0 = ε 0 (M, A, A ′ ) and a unique solution
Proof. Without loss of generality, we assume that I = [0, ∞) for some 0 < a ≤ ∞. By Hölder and Lemma 2.2 we get
By the integral equation (2.1) for u and Proposition 2.5 we also get
The continuous argument yields ∇ u Yi,w(I k ) < 2CA for sufficiently small ρ and hence one can readily obtain
Next we write u = u + w, so that the equation for w is written as
Then for arbitrary η > 0, there exists I j = [a j , a j+1 ) such that J j=1 I j = I and ∇ u Yi,w(Ij ) ≤ η (i = 1, 2). On I j w satisfies
By Sobolev embedding and Lemma 2.2, we get
. From the standard continuity argument, we can find C 0 > 0 satisfying that
provided η j ≤ C 0 . Repeating the above argument for the equation
Taking a sufficiently small η to satisfy η j+1 ≤ 10η j provided η j ≤ C 0 . This always happens if C10 J ε 0 < C 0 .
With this ε 0 we have that for any 0 < ε < ε 0
Using the Strichartz estimate and Hardy-Sobolev inequality(Lemma 2.2) once more, we reach that
Profile decomposition
In this section, we provide a new profile decomposition associated with weighted space. Since the concerned data are radially symmetric, we do not consider a general profile decomposition. Instead, we develop a decomposition adapted to radial data and follow the strategy of proof as in [7] .
Theorem 3.1. Let {u 0,n } ⊂Ḣ 1 rad with u 0,n Ḣ1 ≤ A.Then up to a subsequence (still called {u 0,n }) for any J ≥ 1 there exists a sequence {U 0,j } 1≤j≤J and W J n inḢ 1 rad and a family of parameters (λ j,n , t j,
x (|x| −rγ ) ≥ δ 0 for some γ-admissible pair (q, r) and positive δ 0 , then there exist
The proof of energy decomposition (iv) is not involved with weighted space and it was given in [6] . We omit its proof. Suppose that (i) − (iii) of Theorem 3.1 have been shown. Then (v) can be shown as follows (also see [5] ).
Proof of (v). From (i) it follows that
By Lemma 3.7 below we have
This yields that
Thus there exists J 0 ≥ 1 such that
x (|x| −rγ ) for all J ≥ J 0 . Therefore, using Strichartz estimates and (iii), we get
Hence,
2Ḣ 1 for some j 0 ∈ {1, · · · , J}. Relabeling U 0,j0 to U 0.1 , we get the desired result.
The proof of (i) − (iii) of Theorem 3.1 can be immediately reduced to the one of L 2 -version profile decomposition, Proposition 3.2 below, by defining v 0,n = |∇|u 0,n , U 0,j = |∇| −1 V 0,j , and W J n = |∇| −1 w J n .
Then up to a subsequence (still called {v 0,n }) for any J ≥ 1 there exists a sequence {V 0,j } 1≤j≤J and w J n in L 2 rad and a family of parameters (λ j,n , t j,n )
The next three subsections are devoted to showing Proposition 3.2 whose proof is divided into three steps:
refined Strichartz estimate, prerequisite decompositions, proof of L 2 -profile decomposition.
3.1. Refined Strichartz estimate. We first consider a refined Strichartz estimate. and
Here P k is the Littlewood-Paley projection on the annulus {|ξ| ∼ 2 k }, k ∈ Z. For the proof we need to improve the weighted Strichartz estimates for radial data.
Lemma 3.4. Let 0 < γ < 1 and (q, r) satisfy that 2 ≤ q, r ≤ ∞ and
.
Then for any f ∈ L 2 rad we have
and
Proof of Lemma 3.4. By Strichartz estimates for the radial data [9] , we have
and (a, b) = 2, 10 3 . We also have L 2 -weighted estimate of [11] such that
x . Then complex interpolation of weighted spaces (for instance see [2] ) yields
This implies (3.2).
By (3.2) we get
Let g = P k−1 f + P k f + P k+1 f . Then the above inequality yields that
where . This completes the proof of Lemma 3.4. Now we prove the refined Strichartz estimate, Proposition 3.3.
Proof of Proposition 3.3. From Lemma 2.1 and Littlewood-Paley theory we get
We will show the following estimates later.
for some p 0 , q 0 with p 0 < 2 < q 0 . Once these estimates hold, the interpolation of (3.4), (3.6), and (3.5) gives
for any ( 1 q * , 1 p * ) on triangle with vertices ( 1 2 , 1 2 ), ( 1 2 , 1 p0 ), and ( 1 q0 , 1 2 ). This yields that
We set p = p * and α = 1 − 2 q * . Then we get (3.1). We now show (3.5) and (3.6). By Lemma 3.4, we get e it∆ P 0 f L q t L r x (|x| − r γ ) P 0 f L 2 x for ( q, r, γ) satisfying the condition of Lemma 3.4. By Hausdorff-Young inequality we also get e it∆ P 0 f L ∞ t,x P 0 f L 1 ξ . Thus by complex interpolation we can find 0 < θ = θ(q, r, γ) < 1 and ( q, r, γ) for each (q, r, γ) such that
Therefore we have
We now turn to the (3.6). By (2.10) of [7] , we get
By the same argument as above for each (q, r, γ) we can find θ and ( q, r, γ) such that
Hence complex interpolation of (3.2) and (3.7) yields (3.6) . This completes the proof of Proposition 3.3.
Prerequisite decompositions.
At first we consider a decompositions associated with refined Strichartz estimate. 
Proof. If e it∆ u n L q t L r x (|x| −rγ ) ≤ η, the proof has been done. Thus we can assume that e it∆ u n L q t L r x (|x| −rγ ) > η. By Proposition 3.3 there exists an annulus A 1,n = {ξ : κ1,n 2 < |ξ| < κ 1,n } such that
for any ρ > 0 and hence
Then we have
This implies that
where v 1,n = u 1,n χ { u1,n<ρ} and A = {ξ :
x (|x| −rγ ) > η, we repeat the above process with u n − v 1,n . After repeating J times, we get
Now let us consider the property (iii). We say that κ j,n , κ j ′ ,n are orthogonal if and only if lim sup( κj,n κ j ′ ,n + κ j ′ ,n κj,n ) = ∞. Let us define f 1,n to be the sum of v j,n satisfied κ j,n are not orthogonal to κ 1,n . Set least j 0 ∈ [2, J] such that κ j0,n , κ 1,n are orthogonal. And let us define f 2,n to be sum of v j,n satisfied κ j,n are not orthogonal to κ j0,n but orthogonal to κ 1,n . After repeating finite step, we have {f j,n } satisfying that
Finally, we need to show (i). Since v j,n collected in f 1,n has κ j,n which is not orthogonal to κ 1,n , we obtain lim sup( κj,n κ j ′ ,n + κ j ′ ,n κj,n ) < ∞. We also know that |G j n ( v 1,n )| ≤ C η χ A . Hence by scaling and nonorthogonality, we get |G j n ( v 1,n )| ≤ C η χ A where A = {ξ : r 1 < |ξ| < r 2 } for some r 1 , r 2 > 0. The proof has been finished.
We next complement a further decomposition w.r.t. time parameter.
Then there exist {τ j,n } ⊂ R and {V l } ⊂ L 2
x such that (i) orthogonality: lim sup n→∞ |τ j,n − τ j ′ ,n | = ∞ j = j ′ , (ii) for every M > 0, there exists e M n ∈ L 2
x such that 
Proof. Let us denote by C the collection of functions {F n } which are given by F n (ξ) = (κ n ) 3 2 f n (κ n ξ), and define
Then µ(C) ≤ lim sup F n L 2 x . Let us choose a subsequence {F n }, τ 1,n and V 1 such that e −iτ1,n∆ F n ⇀ V 1 as n → ∞ and V 1
where ·, · is L 2 x -inner product. We repeat the process replacing F 1 n with F 2 n . By taking a diagonal sequence we may write
which satisfies that lim sup
x is convergent. Thus it yields lim sup n→∞ V l L 2
x , we get lim sup M→∞ µ(C M ) = 0.
Next we define e M n by e M n = κ for some θ ∈ (0, 1). By construction we may assume that V l have compact support K. Since the pair (q, r)
is γ-admissible, we get
for any θ ∈ (0, 1). We choose θ such that 0 < 1 − θ ≪ 1 and 3 
This ends the proof. To handle this we recall an orthogonality w.r.t. space-time norm. 
for J, M j enough large. This completes the proof of Proposition 3.2.
Proof of Lemma 3.7. It is suffice to prove that for (l, j) = (l ′ , j ′ ),
Let (λ j,n , t l,j n ) satisfy that lim sup n→∞ λ j ′ ,n λ j,n + λ j,n λ j ′ ,n = ∞ and lim sup
Since (q, r) is γ-admissible, we get
Since the time support of Ψ 2 (t, ·) L r (|x| −rγ ) is compact, lim sup n→∞ A n = 0. By density we get the desired result.
Proof of the main theorems
We are now ready to show main theorems. We follow the standard approach developed in [13] : variational estimate; existence and compactness of minimal energy blowup solution; rigidity. However, the variational estimates do not depend on the range of b and our proof of two remaining parts is very similar to that of [6] except for the weighted space norms. By replacing the norms S(I), W i (I) appearing in [6] 
for some δ 0 > 0. Then there exitsδ =δ(δ 0 ) such that
for all t ∈ I * and 0 ≤ η ≤ k g , where I * is the maximal existence time interval and k g = 2−b−g0 3−b−g0 , and Define E g,c = sup{e : β(e) < +∞}. In view of the blowup criterion and small data scattering (Remarks 2.6 and 2.6) we deduce that 0 < E g,c ≤ E g (Q b ). We assume that E g,c < E g (Q b ), which will lead us to a contradiction.
At this point, we may expect that E g (Q b ) is critical value between GWP and blowup. implies that E g,c = E g (Q b ). Therefore by (1) above we concluded that (1.1) is globally well-posed under the assumption of Theorem 1.1.
4.5.
Proof of Theorem 1.2. We first show the part (1) . Let ψ(x) ∈ C ∞ 0 (R 3 ) and ψ r (x) be as follows:
ψ(x) := |x| 2 (|x| ≤ 1) 0 (|x| ≥ 10) , ψ r (x) := r 2 ψ( x r ).
Set z r (t) = ψ r |u(t)| 2 dx. Then from the density by H 2 data and continuous dependency of solutions it follows that d dt z r = 2Im ∇ψ r · ∇uū dx (4.1) and d 2 dt 2 z r = 2Im [−∆ψ r u tū − (∇ψ r · ∇ū) u t + (∇ψ r · ∇u)ū t ] dx = 4Re (∇ 2 ψ r · ∇ū)∇udx − 4 − 2b 3 − b (∆ψ r )g|u| 6−2b dx
(∇ψ r · ∇g) |u| 6−2b dx − (∆ 2 ψ r )|u| 2 dx.
(4.2)
Note that (4.2) has been obtained without radial symmetry. By integrating and taking limit r → ∞ on both sides of (4.1) and (4.2), Fatou's lemma yields Then from Corollary 4.2 it follows that |x| 2 |u(t)| 2 dx ≤ −C gδ t 2 + 2tIm (∇ϕ · x)ϕ dx + |x| 2 |ϕ| 2 dx for some constant C g . The last inequality gives us that the maximal interval is bounded. Since ψ ′ r (s) ≤ 1 and x · ∇g ≤ (p + 1)(k g − ρ)g, we then have d 2 dt 2 z r (t) ≤ 4 |∇u(t)| 2 − (1 − k g + ρ)g|u(t)| 6−2b dx
To control the second term we use the Lemma 2.2:
The mass conservation (Remark 2.6) gives us that
where ε(r) = 1 4 CC 2 0 g s ϕ p−1 L 2
x r − p−1 2 . Hence if we choose r large enough, then since ρ > 0, by Lemma 4.2 we deduce that d 2 dt 2 z r (t) ≤ − C gδ 2 .
By the same argument as of part (1) we obtain the desired result.
