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Attrition is an issue all non-profit organizations face. 
Specialists at Whole Kids Outreach are constantly battling it 
and looking for ways to channel their resources effectively 
so that they can help more people live holistic and 
productive lives, free from preventable abuse, neglect, and 
illness. This study demonstrates the ability of a Multilayer 
Perceptron, a member of the Artificial Neural Network 
family, to recognize patterns in the data and predict attrition 
in the WKO program. The results suggest that the MLP can 
be trained to predict attrition with reasonable accuracy and 
can be used to predict potential refusal-of-services in the 
future.
1. Employment Status
2.  Marital status
3. Housing status
4. Type of aid
5. Number of live births
6. Number of neonatal 
 deaths
7. Number of living  children
8. Number of incidents of 
 pre-term labor
Data from 2,000 individual visits was used for training and 
included the information below:
INTRODUCTION CONFUSION MATRIX & COEFFICIENTS
A multi-layer perceptron can be trained to predict attrition 
with reasonable accuracy.
HYPOTHESIS
DATA
PREDICTION MODEL
RESULTS
CONCLUSION
Before the data was used, it was cleaned and standardized. 
Values of attributes that  were missing are mapped to 
integers using label encoding.
The overall score of precision and recall are 73% and 70% 
respectively. However, the breakdown shows that in some 
cases the precision and recall are better.
The confusion matrix shows the classification of each case. 
The model does reasonably well in classifying cases according 
to their actual class. It correctly classifies 156 of 169 cases as 
“no longer wants services.” This is the class of interest. It also 
correctly classifies 80 of 85 “Completed requirements” cases.
The proposed MLP model predicts, with reasonable accuracy, 
the potential of a client to leave the program.
Additionally the following features are significant in 
predicting the aforementioned attrition: number of livebirths, 
number of incidents of pre-term labor, number of labor 
complications, and number of induced pregnancies.  Since 
these features are important, specialists are recommended to 
pay attention to them as they induct clients into the program 
and resources should thus be disbursed accordingly.
Each number in the matrix represents the number of cases that 
the model predicted to be a reason for terminating  services 
versus the actual reason of termination for each case.
Important features in the system are defined by the final 
weights after training the MLP network. Weights for factors 
5, 8, 11, and 13 are weighted the highest.
9.   Number of pre-term deliveries
10. Number of low birth-rate babies
11. Number of labor complications
12. High School  Diploma/GED
13. Number of induced pregnancies
14.  Number of spontaneous 
  miscarriages
15.  Number of fetal deaths
16. Number of multi-gestations
 The prediction model used is a Multilayer Perceptron 
Classifier with 1 input, 1 output, and 3 hidden layers, each 
containing 25 perceptrons. The activation function used is 
the rectifier, and the initial learning rate was set to 0.001. 
Regularization is set to 0.0001 to avoid overfitting the model 
to the data. K-fold cross-validation is used to split the 
original data set for training and then testing.
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