We developed and applied a computational model for simulating unsteady flow in a drainage network of a boreal forested peatland site. The input to the model was the hourly runoff produced by a hydrological model. The simulations of the flow in the ditch network were performed using an iterative procedure for solving the Saint-Venant equations that govern the flow in each of the network channels. These equations were solved separately for each ditch branch, and the flow depths at the junctions were corrected using the method of characteristics. The model was applied to the drainage network of a peatland catchment in Eastern Finland over a period of 15 months. Because flow resistance in the ditches depended strongly on flow conditions, flow resistance (Manning's n) was introduced as a function of discharge. The model was calibrated and validated against field data and the simulation results were further applied to assess erosion risk. The highest risk of erosion occurred during long lasting flows induced by snowmelt at ditch sections with a steep slope and a large upstream area. These model results can aid in the design and siting of water protection measures within the drained area.
ha of peatlands are drained, amounting to about half of the total land area of peatlands in the country (Finnish Forest Research Institute 2013) . Nowadays artificial drainage is rarely conducted on pristine peatlands, and the focus in Finland has switched to the maintenance of existing ditch networks (Peltomaa 2007) while in the United Kingdom, for example, drain blocking is increasingly being applied to restore peatlands (Armstrong et al. 2009 ). It is estimated that one third of the drained peatlands in Finland are in need of ditch network maintenance in order to sustain forest productivity (Koivusalo et al. 2008a ). The ditch network maintenance has adverse environmental impacts through channel erosion and transport of suspended solids (SS) into the receiving rivers and lakes (Joensuu et al. 1999; Prévost et al. 1999) . According to Joensuu et al. (1999) , the SS load increases markedly after ditch network maintenance operations and remains high especially during the first post-treatment year. The risk of erosion has also been reported to further increase when the ditches are cut into mineral soil (Carling et al. 1997; Joensuu 2002) . report that the majority of the SS load on drained peatland sites in Finland is generated during summer peak discharges and spring season snowmelt.
Among forestry activities in Finland, the SS load after ditch network maintenance on peatlands causes one of the largest strains on surface waters . In earlier studies the excess loads by forestry activities have been determined in catchment scale using the paired catchment approach (e.g. Joensuu et al. 1999; Nieminen et al. 2010) . Such an approach is useful for quantifying the load magnitudes, but does not provide information about the processes at the areas within the ditch network where the sources of erosion occur. Water protection methods, such as breaks in cleaning, silt traps, and peak runoff control structures as well as peatland restoration measures such as ditch blockage (Armstrong et al. 2009 ) have been introduced to reduce the loads from drained peatland sites. The design and siting of these measures call for the description and quantification of the hydraulic conditions within ditch networks that drive erosion and transport of SS. Holden et al. (2007) reported that the bottom slope and the upstream catchment area explained most of the erosion occurring in the ditches and suggested that the bottom slope could be used as a simple variable to aid decision-making on drain blocking. Lappalainen et al. (2010) proposed one of the few sediment transport models tailored for drained peatland environments. Their model simulates erosion, sedimentation, and SS transport in a single collector ditch. Tuukkanen et al. (2012) presented a study of erosion risk assessment within an entire forest ditch network that was based on a simple steady-state solution of a design discharge solved with the RiverLifeGIS decision support tool (Lauri and Virtanen 2002) . The RiverLifeGIS software is based on the D8 method (Jenson and Domingue 1988 ) and Manning's equation which implies that flow cannot be divided at a diverging junction of the network and that the downstream flow conditions cannot affect the flow upstream. The present study was motivated by the need to develop a more sophisticated simulation tool that can be used for the assessment of erosion risk in forest ditch networks.
The simulation of unsteady flow in open channels typically rests on the numerical solution of the Saint-Venant equations. Compared to a single ditch, flow routing in a network is more complicated due to the presence of backwater effects at the junctions which necessitate the simultaneous solution for flow in all the connected channels (Islam et al. 2005) . Efficient algorithms to solve unsteady flow in general channel networks (e.g. Sen and Garg 2002; Zhu et al. 2011 ) are most suitable for simulating flow in complex drainage networks. Obtaining accurate simulations of flows in channels rests on the accurate estimation of flow resistance. The most common method for quantifying resistance is Manning's equation, where coefficient n describes surface roughness and is well-documented for different surfaces. However, the values of Manning's n presented in the literature are usually obtained for mean or high flow conditions, and for larger channels than typical drainage ditches (Hosia 1980) . In large streams with fully turbulent flow, Manning's n is nearly constant but for transitional or laminar flow, its value is expected to vary with changing flow conditions (Cunge et al. 1980; Yen 2002) . Additionally, in small streams with low flow conditions, the relative effect of the bed roughness and individual obstacles increases causing a higher flow resistance (Lee and Ferguson 2002; Järvelä and Helmiö 2004) . The variation of flow resistance has previously been related to Reynolds number, discharge, flow velocity and flow depth (e.g. Hosia 1980; Abdelsalam et al. 1992; Järvelä and Helmiö 2004) . Because of the empirical nature of Manning's n, model calibration is an essential step in the application of flow simulation models (Cunge et al. 1980) .
The objectives of this study were to develop a computational model for unsteady flow in channel networks, and to apply the model to a maintained ditch network of a small peatland forestry catchment in Eastern Finland. The goal was to assess erosion risk based on the hydraulic conditions simulated by the developed model. Since the flow resistance in the small ditches was expected to vary with the flow conditions, the challenge in the computations was to relate Manning's n to discharge. The hydrological FEMMA model (Koivusalo et al. 2006) was applied to produce inflow to the open ditches from the forested land areas and the hydraulic model for the ditch network was run for 15 months after the maintenance of the ditches. The erosion risk in the drainage network was then assessed using the simulated flow velocity and bed shear stress (Graf 1984) .
Material

Site Description
The study site was the Koivupuro catchment which is a 113 ha drained peatland area in Eastern Finland (63°53′ N, 28°40′ E; Fig. 1 ). During 1981-2010 the mean annual air temperature in the area was 2.3°C and the mean annual precipitation 591 mm (Pirinen et al. 2012 ). The Koivupuro catchment was initially drained by an open ditch network in 1983 for forestry purposes and has been monitored since 1978. In August 2011, the majority of the Koivupuro catchment ditch network was maintained and a smaller nested catchment was set up in the area for intensive monitoring (Fig. 1) . The ditches at the edges of the nested catchment were blocked.
The present study was focused on the small nested catchment in the Koivupuro area (Fig. 1) . The nested catchment was 5.2 ha in size and the total length of the cleaned ditches was 1.6 km. The ditch spacing was approximately 35 m. The ditches left unmaintained in the nested catchment in August 2011 (approximately 0.1 km) were expected to have a minor role in conducting water out of the area.
The soil type of the experimental area was mostly peat (Fig. 1) . The depth of the peat layer varied in the range 0-4 m. The peat was classified as either woody sphagnum peat (LS) or woody sphagnum-carex peat (LSC). The decomposition of peat in the area was characterized as 3-8 on the von Post scale (von Post 1922) . The majority of the ditches in the nested catchment were peat down to the ditch bottom, with only a few reaching the mineral soil.
The study area was slightly sloping (with a mean slope of 1 %), the highest areas being in the northern part and the lowest in the southeastern part of the catchment. The area was covered by a Scots pine (Pinus sylvestris) dominated stand with a mixture of Norway spruce (Picea abies) and Birch (Betula pendula). The stand volume was 89 m 3 ha −1 in 2012.
Measurements
Meteorological data were available from a weather station of the Finnish Forest Research Institute called Iso-Kauhea located 3 km from the Koivupuro catchment. The data included air temperature, precipitation, relative humidity, and global radiation recorded at a 20 min interval. Reference meteorological data from two nearby weather stations, Sotkamo (30 km) and Valtimo (26 km), of the Finnish Meteorological institute (FMI) were available to complete the data requirements. The number of stems, the diameter at breast height (DBH) and the stand height were determined using systematically selected experimental plots inside the nested catchment. Each characteristic was determined separately for Scots pine, Norway spruce, and Birch.
The water level in the ditches was measured at 5 locations ( Fig. 1 ) and the groundwater table at 3 locations using automatic Trutrack WT-HR Water Height loggers. Measurements were taken at a resolution of 1 mm every 15 min during the frost free period since August 2011. The loggers were placed in perforated pipes installed at the bottom of the ditch or in the ground. The stage of the bottom of the loggers was leveled in 2011 and 2013.
Discharge was measured at the outlets of both the nested catchment and the entire catchment ( Fig. 1 ) using V-notch weirs and pressure sensors. Water stage was measured by the pressure sensors every 15 min during the frost free period. The accuracy of the stage measurement was checked by regular manual water depth measurements. At the outlet of the nested catchment, the discharge was produced using the stage-discharge relationship:
where
] is the discharge, h [m] is the flow depth at the weir and h weir [m] is the distance from the bottom of the ditch to the bottom of the V-notch (0.27 m). In September 2011, the bottom elevation of all the cleaned ditches of the nested catchment was leveled every 10 m to an accuracy of 0.01 m. Furthermore, a 10×10 m 2 digital elevation model (National Land Survey of Finland) was available for the catchment area.
Methods
Modeling Inflow to Drainage Ditches
The runoff entering the open ditch network of the nested Koivupuro catchment was estimated by the forest hydrological model FEMMA, which has been earlier applied to study the hydrological impacts of forestry practices in boreal conditions (Koivusalo et al. 2006 (Koivusalo et al. , 2008b . The model reads meteorological data as input and calculates the water balance components. The model simulates interception and transpiration of over-and understorey vegetation, soil and groundwater movement, and runoff generation at an hourly resolution. In winter, the model accounts for snow accumulation, snowmelt, and ground freezing.
The input meteorological data consisted of hourly time series of air temperature, precipitation, wind speed, relative humidity, global radiation and long-wave radiation. Apart from longwave radiation, all the variables were measured at the Iso-Kauhea station. Occasional missing values in the Iso-Kauhea data, winter time precipitation, and wind speed were replaced with data from the FMI weather stations. Long-wave radiation was estimated based on the measurements of air temperature, relative humidity and global radiation (Allen et al. 2006; Turunen 2011 ). The canopy model included in FEMMA (Koivusalo et al. 2006 ) uses meteorological data above the forest canopy as input and simulates throughfall, net radiation, and wind speed beneath the forest canopy. The model simulates interception of rain or snowfall and unloading of intercepted snow in the overstorey vegetation layer. Throughfall can be intercepted by understorey vegetation, which can be covered with ground snow during freezing air temperatures. Interception evaporation and transpiration in the vegetation layers are simulated based on the Penman-Monteith type combination equation (e.g. Wigmosta et al. 1994) . Ground snow processes are simulated by a coupled energy and mass balance snow model.
The parameters required to characterize vegetation are the mean stand height, the mean DBH, the leaf area index (LAI), and the canopy density for both under-and overstorey. The understorey canopy density was set to the value of 1 (i.e. 100 % coverage). Based on the stand measurements, the LAI and the canopy density of the stand were estimated to be 1.6 m 2 m −2 and 0.7 respectively (Haahti 2014). The soil water movement and runoff generation is modeled by FEMMA in a typical longitudinal section (vertical 2D profile) from a water divide to an open channel. This profile is divided into vertical soil columns and into horizontal soil layers. The vertical distribution of the peat soil hydraulic properties was adopted from Smolander (2011) . The vertical fluxes in the unsaturated zone of the soil columns are computed based on a numerical solution of Richard's equation. Water that cannot infiltrate is transported downslope as surface runoff until it either reaches the ditch or infiltrates into the soil. The lateral groundwater flow between the soil columns is computed according to Darcy's law. As a boundary condition the groundwater flow model needs the water level in the ditch. In FEMMA the groundwater flow toward the ditches is activated when the water level in the downslope soil column of the profile rises above the ditch water level. It should be noted that the model does not account for lateral groundwater flow beneath the ditch network, when the groundwater level is below the ditch bed. Furthermore, in FEMMA no groundwater flow is assumed to occur through the boundaries of the modeled area. The FEMMA model accounts for channel flow processes using a simple delay function. A delay of 1 h was applied in the calibration of the hydrological model against the runoff measured at the outlet of the catchment. However, when the modeled runoff was used as the input to the hydraulic channel flow model, the delay was not applied.
The hydrological model was calibrated against measured discharge at the outlet of the nested catchment and the measured water table. This was achieved by adjusting the vertical and horizontal soil hydraulic conductivities, the coefficient α of the van Genuchten (1980) model of the water retention curve, and the global multiplication coefficient of potential evapotranspiration. The goodness of fit between the modeled and the measured runoff was evaluated using the Nash-Sutcliffe model efficiency coefficient, E NS (Nash and Sutcliffe 1970) . The calibration period was 8-27 July 2012, and the validation period was 1-20 June 2012. Finally the model was run from October 2011 until the end of 2012. During the winter period, the computed snow depth was evaluated against values obtained from the FMI weather stations and the coefficient for snowfall correction was adjusted.
The flow computed by the hydrological model was distributed to enter the ditch network according to the topography of the catchment. Based on the single-direction flow algorithm D8 (Jenson and Domingue 1988) , the relative amount of flow entering from the upslope terrestrial areas to each computational node in the ditches was estimated.
Defining Network Characteristics
The channels and vertices in the network were numbered in no specific order (Fig. 2) . The length of the branches varied from 16 to 278 m, and the average bottom slope was 0.0086. The connectivity of branches at junctions was stored in the form of an incidence matrix including the assumed flow directions (Kutija 1995) .
The maintained ditches were cleaned using a digger whose shovel dimensions determined the shape of the channel cross section (Fig. 3) . The sides of the cross section were approximated as arcs of a circle. Using this assumption, the spread (T [m m] are dimensions of the cross section (Fig. 3 ) and the integration interval is determined by a and b as follows: The flow in the Koivupuro ditch network was simulated using the algorithm of Zhu et al. (2011) . This algorithm was chosen for implementation into the model because it is applicable for both looped and dendritic channel networks, does not require a specific node numbering scheme, and it has been shown to accurately handle backwater effects. The developed model did not impose restrictions on the total number of branches, or on the number of branches connected to a single junction. The algorithm consists of an iterative procedure where the flow in each of the channels of the network is solved separately using the Saint-Venant equations, and the flow depth at the junctions are corrected at each iteration using the method of characteristics. This process is repeated until convergence is reached (Fig. 4) .
Governing Equations and Their Discretization
The one-dimensional unsteady flow in open channels is governed by the Saint-Venant equations which can be written as: 
where R [m] is the hydraulic radius and n is Manning's resistance coefficient. Because the flow in the Koivupuro drainage network was not fully turbulent and the ditches were small, the influence of bed roughness and small obstacles was amplified, and appropriate values of Manning's n could not be adopted directly from the literature (Lee and Ferguson 2002; Yen 2002) . Consequently, and based on evaluation of the flow depth and discharge measurements at Koivupuro (Haahti 2014), Manning's n was introduced as a function of the local discharge:
where c and d are calibration parameters. The maximum value of Manning's n was capped at 4, which occurred in situations when the flow rate was at its minimum. In order to compute unsteady flow, an initial steady-state solution for the flow in the network is required. The steady-state equations are derived from the Saint-Venant equations by neglecting the time derivatives (Cunge et al. 1980) . Using finite differences, the steady-state continuity and momentum equations can be expressed as: 
For unsteady flow, the variables are functions of both distance and time forming a computational grid (x, t). The widely used four-point Preissmann implicit scheme (e.g. Cunge et al. 1980 ) was chosen to discretize the full Saint-Venant equations. This yields:
where i refers to the i th node in the channel, k refers to the index of the time step, the star-values (**) refer to (16) and ω is the time weighting coefficient which was set to 0.6.
Simulating Flow in Channels
During the iteration process the flow in each branch of the network was simulated independently using the discretized Saint-Venant equations described in section 3.3.1. In addition to the continuity and momentum equations written for each reach of the channel, two further equations are required in the form of boundary conditions at the first and the last nodes. Boundary conditions can be known flow depths, known discharges or alternatively, a known relation between flow depth and discharge (Cunge et al. 1980) . To solve the non-linear system of equations, the iterative Newton-Raphson method was applied. The system of 2N equations (N is the number of nodes along the channel) can be expressed in the following form:
where Φ is an array containing the 2N unknown variables. The iterative solution starts with an initial guess for the unknown variable vector (Φ 1 ) which is corrected by an error vector (ΔΦ) until convergence is reached:
where I is the index of the iteration round and W I is the Jacobian matrix corresponding to the variable vector Φ I . The Jacobian matrix for F(Φ) needs thus to be formed (19) and the error vector can then be calculated according to (20) .
To form the Jacobian matrix (W), the discretized continuity and momentum equations are differentiated with respect to the unknown variables. While each equation in F(Φ) depends only on the variables of the current node i and the node i+1, the Jacobian matrix will contain elements only in the band along the main diagonal. Banded matrix solution methods were therefore applied to solve the linear system (20). Finally the solution vector was updated using (18) and the procedure is repeated until a certain tolerance for both |ΔQ/Q| and |Δh/h| is reached. Whereas the flow simulation in each channel of the network was independent, parallel processing was applied in the solution programming.
Correction of Flow Depth at Junctions
In channel networks, discontinuities are formed by channel junctions and separate equations need to be applied there to link the channels to each other. The so called inner boundary conditions are derived from the conservation of mass and energy (Cunge et al. 1980) :
where subscript in refers to the incoming flows and out to the outgoing flows. The junction water stage prediction and correction method proposed by Zhu et al. (2011) is based on the method of characteristics. In this method, the initially guessed flow depth at the junctions (h b ) is corrected using the equation:
where K is the iterations index and Δh b is the flow depth increment at the junctions. The latter is obtained from the characteristic curves derived from the Saint-Venant equations (Zhu et al. 2011) :
Equations (23-24) are solved repeatedly until the value of |Δh b /h b | drops below a pre-set tolerance.
Model Application and Evaluation
In the model applications to the ditch network of the nested catchment of Koivupuro, the flow at the upstream boundaries was set to zero and the downstream boundary at the catchment outlet was set according to Eq. (1). All the flow entering the channels was assumed to be through lateral inflow (which was produced by the hydrological FEMMA model) that was distributed along the ditches based on the topography (D8 method). To avoid dry-bed conditions, a lower limit of 0.5 l s −1 was set for the sum of lateral inflow. A grid resolution of Δx=1 m and Δt=3,600 s was chosen for the simulations. The Preissmann four-point implicit scheme applied in the algorithm has been reported to be stable for any Courant number, meaning there are no requirements for the relationship of Δx and Δt (Szymkiewicz 2010) . The distance step was set relatively short to avoid sawtooth profiles which are likely to arise during small flow depths (Strelkoff and Falvey 1993; Haahti 2014) . A tolerance of 0.001 for |ΔQ/Q|, |Δh/h| and |Δh b /h b | was set for all the simulations. To initiate the iterative procedure, constant flow depth and discharge in the whole channel network were specified.
The hydraulic model was calibrated against measured flow depth readings at the 5 locations in the network (Fig. 1 ) during 8-27 July 2012. For calibration, the sum of squared errors (SSE) between the measured and modeled flow depths was minimized by adjusting the two parameters, c and d, in Eq. (10). The minimization of SSE was performed using the built-in MATLAB optimization function which uses the Nelder-Mead simplex algorithm as described in Lagarias et al. (1998) . The hydraulic model performance was evaluated using E NS during the same calibration and validation periods as the hydrological FEMMA model (section 3.1).
Evaluation of Potential Erosion
The erosion risk in the ditch network was assessed over space and time by evaluating flow velocity v [m s ]. Bed shear stress was calculated at each node over the whole simulation period using the equation for reach-average bed shear stress (e.g. Biron et al. 2004) :
where ρ is the density of water [kg m
] and S f is estimated following Manning's Eq. (9). Manning's n, which here characterizes only the roughness associated with the bed material, was set equal to 0.03, as suggested by previous studies on drained peatland sites (Marttila and Kløve 2008; Lappalainen et al. 2010; Tuukkanen et al. 2012) . The magnitudes of flow velocity and bed shear stress were evaluated against the critical values in terms of particle detachment reported for deposited peat sediments.
Results
Hydrological Processes
Calibration of the hydrological FEMMA model for the period 8-27 July 2012 led to a NashSutcliffe coefficient between the measured and modeled discharge of 0. (Fig. 5) . The model tended to underestimate high flow peaks and overestimate low flow peaks, which was affected by the quality of the precipitation data. The hourly resolution of the input precipitation data does not represent well an intensive precipitation event that lasts for a shorter period than 1 h. The underprediction of long term low flows may be an indication of groundwater discharge in the area which is not described by the model. Since the catchment was artificially delineated with ditches it is also possible that there is a subsurface hydrological connection between the surrounding areas and the study catchment (e.g. Koivusalo et al. 2008b ). Due to measurement inaccuracy at the weir of the nested catchment, the discharge at the outlet weir of the whole Koivupuro catchment (113 ha, Fig. 1 ) was used before 1 June 2012 for assessment of model performance. At the outlet of the larger catchment the runoff dynamics are expected to be more attenuated but the correlation between the hourly runoff series of two catchments (0.83) suggested that the large catchment data could be used to check the timing of the peak flows.
The computed results for flow accumulation into the ditches at a 1 m interval are illustrated in Fig. 6 . The spatial distribution of runoff entrance to the ditch network was highly variable. For example, 3.2 % (50 nodes) of the network received no runoff at all, while 3.0 % (47 nodes) received one half of the total runoff entering the network. The flow accumulation scheme is affected by the D8 method which provides no possibility for flow divergence into two directions or to a direction somewhere between the eight possible directions. Figure 7 shows the simulated flow depth for the calibration period (8-27 July 2012) at the 5 flow depth measurement loggers. The measured flow depths are presented as bands which are 
Hydraulics in the Ditch Network
According to (26), Manning's n increases rapidly when the local discharge falls below 2 l s −1 . During the simulation period, Manning's n varied in the range 0.12-4. It is noteworthy that the high values of n in these small ditches characterize not only the bed material roughness but also other energy losses such as those due to leaf and needle litter at the bottom of the ditches (Fig. 8) . The overall Nash-Sutcliffe coefficient between modeled and measured flow depths for the calibration period was E NS =0.69 (Fig. 7) . A similar good fit, E NS =0.78, was observed between modeled and measured flow depths during the validation period (1-20 June 2012).
Simulation of the entire modeling period, October 2011-December 2012, revealed that there were periodic shifts in flow depth measurements (Fig. 9) . At three out of five of the water stage loggers, the measured flow depths exhibited an obvious positive trend. During the leveling measurements in 2011 and 2013, changes in the ditch bottom levels were observed too. The measured bottom elevation at three loggers (1-3) rose between the leveling measurements. Furthermore, at logger 3, the suddenly increasing flow depth after mid-August 2012 is likely to be due to a damming effect caused by debris in the open ditch. (Fig. 10) . Overall, values of velocity and bed shear stress were relatively low in the network ditches. Thus 82.0 % of the velocities remained below 0.04 m s −1 and 55.8 % of the bed shear stress values remained below 0.01 N m −2 during the time of the highest flow (Fig. 10) . During the whole simulation period (Fig. 9) , the respective values were 99.8 and 98.4 %. The spatial distributions of both flow velocity and bed shear stress (Fig. 10) suggest that the erosion risk was the highest in ditches 1 and 2, and in the collector ditches of the catchment (9-11). The location of the highest risk for erosion was in the steep southern end of ditch 2 where most of the flow accumulated. In the upstream feeder ditches (5-8), the discharge remained low even during this highest flow event on 16 July 2012.
The temporal velocity distribution at the southern end of the ditch 2 reveal that although velocities during intensive rainfall events reached higher values, the average flow velocity generated by spring snowmelt remained higher for an extended period of time (Fig. 11a-b) . The same phenomenon was observed in the distributions of bed shear stress during snowmelt and the period of rainfall events (Fig. 11c-d) . The tails of both shear stress distributions were however even longer than in the flow velocity distributions. The critical flow velocity for the surface layer of peat has been reported to be in the range 0.04-0.15 m s −1 (Kløve 1998; Marttila and Kløve 2008) . Figure 11a -b show that during 55 % of the time in the spring snowmelt period, the flow velocity remained higher than the reported critical values while the Fig. 6 Inflow to the open ditches at the Koivupuro nested catchment calculated using the D8 single flow direction algorithm corresponding probability for the period of summer rainfall events was only 16 %. For the case of bed shear stress, Marttila and Kløve (2008) observed two critical shear stress values for deposited peat sediments in laboratory flume experiments. They reported a lower critical shear stress of 0.01 N m −2 for the loose surface layer of peat, and a higher critical shear stress of 0.059 N m −2 for the entire peat bed. For the snowmelt period and the period of summer rainfalls, the lower critical limit was exceeded 92 and 50 % of the time, respectively (Fig. 11c-d) . The critical shear stress for the whole peat layer (0.059 N m −2 ) was exceeded during snowmelt with a probability of 26 % as the equivalent value for rainfall events was only 6 %.
Discussion
This study demonstrates a chain of computations to link local meteorological conditions to the ditch network flow regime and further to an assessment of erosion risk in a drained forested peatland catchment. Several prior studies have applied coupled hydrological and open channel flow models on drained agricultural and forested watersheds (Konyha and Skaggs 1992; Amatya et al. 1997; Giraud et al. 1997) . The main difference between our application and those of previous studies is that we are more focused on the accurate representation of the hydraulics in the open channel network. Furthermore, our drainage network is much denser (spacing 35 m vs. 100-200 m) and we do not exclude the feeder ditches with low discharge from the flow routing model. Here the developed flow routing model for channel networks and its calibration against field measurements brought insight to the hydraulic conditions in small forest ditches. Flow resistance was found to be strongly dependent on discharge, allowing flow velocities to increase markedly only during high runoff events in the downstream parts of the network. It is well known that the erosive power of flowing water is the highest on steep reaches which gather large flow volumes (e.g. Holden et al. 2007; Lappalainen et al. 2010 ). While it is easy to identify the steep reaches in complex drainage networks, finding out the flow paths through a complex network requires the kind of modeling presented in this paper. The applied modeling approach can potentially be used to support planning of best practice ditch network maintenance (Joensuu et al. 2008) and to aid decision-making on drain blocking in peatland restoration projects (Armstrong et al. 2009 ).
Application of the developed model demonstrated the need for calibrating a hydraulic model against flow depth measurements in the actual catchment area. This is especially true for sites with dense drainage networks where low flow conditions occur. The practice of adopting Manning's n from the literature would lead to a considerable overestimation of flow velocities. Previous studies on Finnish drained peatland sites have utilized values of Manning's n in the range of 0.02-0.04 (Hosia 1980; Marttila and Kløve 2008; Lappalainen et al. 2010; Tuukkanen et al. 2012 ). Higher Manning's n in the Koivupuro ditches (n=0.12-4) are justifiable considering that low flow conditions tend to increase the effects of roughness elements in the ditches ( Fig. 8 ; Lee and Ferguson 2002; Järvelä and Helmiö 2004) . The continuously measured flow depth profiles also brought up the need for a resistance coefficient that varied according to the discharge. While the increase of flow resistance of up to 10-fold measurements during different flow conditions (Abdelsalam et al. 1992) , which is comparable to the approach in this study where Manning's n is prescribed as a function of discharge. It should be noted that the resistance in Eq. (10) could be expressed as a function of flow depth instead of discharge. However, in Koivupuro discharge was found to yield better calibration results probably because discharge represented better the turbulence of the flow, which has also previously been related to an increase in resistance (e.g. Hosia 1980) . Tuukkanen et al. (2012) used a constant Manning's n of 0.022 for the entire ditch network in their steady-state flow computation, while their discharge ranged spatially in the range 0-0.08 m 3 s −1
. They applied the flow model to assess erosion risk and assumed that the erosion risk depended on flow velocity and the size of the upstream catchment area, which is directly related to the flow volume. This assumption implied that the critical flow velocity of the bed material was higher in the upstream areas of the ditch network where the discharge was low. However, the critical flow velocity is expected to be a property of the bed material, and thus should not depend on the flow (Graf 1984) . The need for making such an assumption is explained by our finding that Manning's n should be higher in the feeder ditches where the discharge is lower.
In this study, the spatial assessment of flow velocity and bed shear stress highlighted the potentially most critical parts of the network in terms of erosion. The low flow velocity and bed shear stress evaluation suggested that deposition of sediments on the ditch bed would be likely. According to Stenberg et al. (2015) the sediments transported in the ditches are likely to originate from bank erosion processes driven by groundwater seepage or gravitation, especially in the case of mineral soil banks. Based on our results, scouring of the ditch bed can be expected only during the highest flow events in the parts of the Koivupuro ditch network where most of the flow accumulates and where the reaches are steep. When the ditch bed receives sediments from the eroding banks, detachment of these bed particles can be expected to occur readily during increased flow (Marttila and Kløve 2008) . Also mineral bed load generated from upstream ditches that reach the mineral soil may affect the readiness of peat bed erosion downstream (Carling et al. 1997 ). In the nested catchment of Koivupuro the ditches are dug mostly in thick peat but outside the nested catchment several ditches are cut into mineral soil. Compared to the study of Tuukkanen et al. (2012) , the present computational model extended the erosion risk estimate and demonstrated how the temporal distribution of flow velocity and bed shear stress reveal the different erosive power of spring snowmelt compared to the summer storms. According to the results, the major difference contributing to high SS loads during spring season snowmelt are due to the lasting high flow velocities rather than individual exceptionally high values.
Conclusions
A computational model for simulating unsteady flow in drainage networks was developed. Input to this model was provided by the FEMMA hydrological model that represented the water balance in the forested land areas between the drainage ditches and produced runoff input to the modeled ditch network. The flow model meets the needs of flow simulation in a drainage network on a forested peatland site and provides a basis for estimating spatial and temporal distribution of the risk of erosion within the network. An iterative algorithm for solving the Saint-Venant equations in a network of arbitrary number of channels and junctions was implemented. The model was tailored for small forest drainage ditches by prescribing the resistance coefficient as a function of discharge. Linking the hydraulic model with a hydrological model enabled the representation of the seasonal variability of flow conditions which are driven by the meteorological data. The model can serve as a useful tool for assessment of spatial erosion risk within the ditch network, and assessment of temporal variation in erosion sensitivity. While this study is focused on the peatland forestry practices in Finland, peatland drainage is also performed in other boreal regions such as Russia and the United Kingdom (Paavilainen and Päivänen 1995) . For maintenance practices heavily conducted on Finnish drained peatlands, the model provides insight to the design and allocation of water protection measures, such as silt traps and peak runoff control structures. The findings made in this study and the modeling approach may however also provide useful information to other practices on peatlands such as ditch blocking based restoration projects.
