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RICCI SOLITONS, CONICAL SINGULARITIES, AND NONUNIQUENESS
SIGURD B. ANGENENT AND DAN KNOPF
Abstract. In dimension n = 3, there is a complete theory of weak solutions of Ricci ow —
the singular Ricci ows introduced by Kleiner and Lo [KL17, KL18] — which are unique across
singularities, as was proved by Bamler and Kleiner [BK17]. We show that uniqueness should not
be expected to hold for Ricci ow weak solutions in dimensions n ≥ 5. Specically, we exhibit
a discrete family of asymptotically conical gradient shrinking solitons, each of which admits non-
unique forward continuations by gradient expanding solitons.
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1. Introduction
It is well known that Ricci ow solutions
(
Mn, g(t)
)
typically develop local singularities in -
nite time, aer which the ow cannot be continued by classical means. To deal with this phenom-
enon, Hamilton [Ham97] introduced and Perelman [Per02, Per03] further developed Ricci ows
with surgery. As implemented by Perelman, these depend on a xed positive constant ε 1 and
three decreasing positive functions of time: a surgery parameter δ(t), a canonical neighborhood
scale r(t), and a non-collapsing parameter κ(t). While Perelman’s construction was brilliantly
successful, it suered from two limitations that he himself noted: the surgeries violate the pde
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2 SIGURD B. ANGENENT AND DAN KNOPF
where they occur, and they depend on arbitrary choices, hence are not canonical. A priori, the
forward evolution of a solution aer a surgery is not known to be independent of those choices.
In drawing aention to these issues, Perelman wrote: “It is likely that by passing to the limit in
this construction one would get a canonically dened Ricci ow through singularities, but at the
moment I don’t have a proof of that” [Per02]; and “Our approach . . . is aimed at eventually con-
structing a canonical Ricci ow, dened on a largest possible subset of space-time — a goal that
has not been achieved yet in the present work.” [Per03]
In the intervening years, there have been a few rigorous examples of Ricci ow singularity
recovery without intervening surgeries. For t < 0, the noncompact Ka¨hler “blowdown soliton”
discovered by Feldman, Ilmanen, and one of the authors is a shrinking gradient soliton with the
topology of CN blown up at the origin; as t ↗ 0, it converges to a cone on CN \ {0}; and
for t > 0, it desingularizes into an expanding gradient soliton on complete CN [FIK03]. A pde
regularization scheme, closer in spirit to what Perelman suggested, was used to recover from
nondegenerate neck pinches by Caputo and the authors of this paper [ACK12]. Similar techniques
were employed by Carson to recover from degenerate neck pinches [Car16] as well as from more
general singular initial metrics that need not be warped products globally [Car18]. ere has
also been signicant progress on owing through singularities in the Ka¨hler seing (where the
ow reduces to a strictly parabolic equation for a scalar function), notably by Song–Tian [ST17]
and by Eyssidieux–Guedj–Zeriahi [EGZ16]. All these examples can be thought of heuristically as
“weak” or “generalized” solutions of Ricci ow. (We note that several authors have also studied
existence, uniqueness, and regularity of Ricci ow solutions originating from non-smooth initial
data. See, in chronological order, [Sim02], [Sim09], [Top10], [CTZ11], [GT11], [KL12], [Sim12],
[Top12], [GT13], and [Top15].)
ere is now a complete theory of weak solutions for Ricci ow in dimension n = 3. Kleiner
and Lo dened and analyzed singular Ricci ows, constructed by regularization of compact 3-
dimensional (and 4-dimensional PIC) solutions [KL17, KL18]. In dimension n = 3, Bamler and
Kleiner subsequently proved that these singular Ricci ows are unique [BK17]. Together, these
results elegantly realize Perelman’s hope for a canonically-dened solution of the Ricci ow initial
value problem.
In higher dimensions, far less is currently known. “Super Ricci ows” have been studied by
McCann–Topping [MT10] and Sturm [Stu17] using techniques from optimal transport. An alter-
nate approach to constructing weak solutions, using stochastic analysis, is being pioneered by
Naber–Haslhofer [HN18].
Our main result in this paper demonstrates that, whichever denition(s) of Ricci ow “weak
solutions” emerge(s), one should not expect uniqueness to hold in dimensions 5 and above. (Di-
mension 4 remains, as is so oen the case, a mystery.) Specically, we construct families of asymp-
totically conical gradient solitons that model the formation of and recovery from nite-time sin-
gularities that admit non-unique forward continuations.
In our construction, we consider cohomogeneity-one metrics on the manifold R+ × Sp1 × Sp2
having the form of a doubly-warped product,
(1) g = (ds)2 + (p1 − 1)s
2
x1(s)
gSp1 +
(p2 − 1)s2
x2(s)
gSp2 ,
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where s ∈ R+, 4 ≤ p1 + p2 ≤ 8, and where gSpα is the round metric on the pα-dimensional unit
sphere Spα , or any other Einstein manifold with the same Einstein constant as Spα . In parts of this
paper, it is convenient to set s = eτ and write the metric in the form
(2) g = e2τ
{
(dτ)2 +
p1 − 1
x1(τ)
gSp1 +
p2 − 2
x2(τ)
gSp2
}
,
regarding xα : R → R+ as functions of τ . We are interested in smooth metrics that compactify
as s↘ 0 and that are complete as s↗∞, giving the topology of Rp1+1 × Sp2 .
Metrics of the form (1) extend to complete metrics on Rp1 × Sp2 if x1 and x2 satisfy
(3) x1(s) = p1 − 1 + o(1) and x2(s) = Cs2 + o(s2)
as s→ 0, for some constant C > 0.
Metrics of the form (1) are asymptotically conical as s→∞ if the limits
x¯α = lim
s→∞xα(s), α ∈ {1, 2},
exist and are positive. We call the constants x¯α the asymptotic apertures of the metric g.
In the very special case in which
(4) x1(s) = x2(s) = n− 1
for all s > 0, the metric (1) is that of the unique Ricci at cone of the form (1). is cone metric is
singular at s = 0: its Riemann tensor is unbounded as s↘ 0.
We seek complete metrics having the structure (1) that satisfy the Ricci soliton condition,
(5) − 2 Rc[g] + LX(g) = λg,
where
X = f(s)
∂
∂s
is the soliton vector eld (i.e., the vector eld onRp1+1×Sp2 that generates the dieomorphisms by
which the soliton evolves under Ricci ow), and λ ∈ {−1, 0, 1} is the dilation rate corresponding
to shrinking, steady, and expanding solitons, respectively. We show in § 2 below that the soliton
equation (5) applied to the Ansatz (1) gives rise to a system of ode on R6. Generalizations of this
system were investigated analytically and numerically by Dancer–Hall–Wang [DHW13].
e Ricci at cone metric (4) is a stationary soliton whose soliton vector eld is X = 0, but it
may also be regarded as an expanding or shrinking soliton if one chooses the soliton vector eld
to be X = −λs ∂∂s .
We are particularly interested in complementing pairs of shrinking solitons (G−,X−) and ex-
panding solitons (G+,X+) that are asymptotic to the same conical metric,
G0 = (ds)2 +
(p1 − 1)s2
x¯1
gSp1 +
(p2 − 1)s2
x¯2
gSp2 ,
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with apertures x¯1, x¯2. Given such a pair of solitons, we dene the family of metrics
g(t) :=

(−t)(ϕtX−)∗G− (t < 0),
G0 (t = 0),
t
(
ϕtX+
)∗
G+ (t < 0),
where ϕtX± denotes the ow on R
p1 ×Sp2 generated by the vector eld X±. e family of metrics
{g(t) | t ∈ R} is a smooth solution of Ricci ow onR×Rp1×Sp2 \{0R}×{0Rp1}×Sp2 . For t < 0,
the metric g(t) is the unique (see below) smooth shrinking soliton that converges to the singular
conical metric as t↗ 0. For t > 0, the solution continues as a smooth expanding soliton with the
singular conical metric as initial data. (is construction may be compared to that of eorem 1.6
in [FIK03].)
A theorem of Kotschwar and Wang [KW15] implies that there can be at most one shrinking
soliton that is asymptotic to a given cone G0. ere can however be many expanding solitons
G+ asymptotic to any given cone G0. In fact, one of our results is that the Ricci at cone (see
below) admits innitely many smooth expanding solitons as forward evolutions. Moreover, for
cones very close to the Ricci at cone, the number of expanding solitons can be arbitrarily large.
More precisely, we have the following existence result.
eoremA. Assume the dimensions pα satisfy p1, p2 ≥ 2 and p1 +p2 ≤ 8. en there exists a two-
parameter family of expanding solitons, (G+,X+)(j, T ), where the parameters (j, T ) take values in
[−ι,+ι]× [T0,∞) for certain ι > 0, T0 <∞, with the following properties.
e expanding solitons (G+,X+)(j, T ) as well as their asymptotic aperturesx+1 (j, T ) andx
+
2 (j, T )
are real analytic functions of j, T . For any k ∈ N, there exists a neighborhood Uk ⊂ R2 of the point
(n−1, n−1) ∈ R2 such that for each (x¯1, x¯2) ∈ Uk, there exist at least k distinct expanding solitons
(G+,X+)(ji, Ti), (i = 1, . . . , k), with
x+1 (ji, Ti) = x¯1, x
+
2 (ji, Ti) = x¯2 (i = 1, . . . k).
e metrics we nd can be thought of as the result of gluing two simpler soliton metrics, each
of which appears as a one-parameter family of solitons, the parameters being j for one family and
T for the other.
To describe the rst family, we recall that the singular cone x1 = x2 = n− 1, whose metric we
denote by
grfc = (ds)
2 +
p1 − 1
n− 1 s
2gSp1 +
p2 − 1
n− 1 s
2gSp2 ,
is Ricci at. With soliton vector elds
X± = ±s ∂
∂s
,
it is also an expanding or shrinking soliton, respectively. In the case of expanding solitons, it turns
out that there is a one-parameter family of metrics gj (with j ∈ [−ι, ι] for some small ι > 0) of
the form
gj = (ds)2 +
p1 − 1
x1(j; s)
s2gSp1 +
p2 − 1
x2(j; s)
s2gSp2 ,
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where xα(j; s) are real analytic functions of s2 with
x1(j; 0) = x2(j; 0) = n− 1.
us the metrics gj are singular at s = 0, and the singularity is asymptotically like the Ricci at
cone. ese metrics appear as solutions in the unstable manifold W u(rfc) of a xed point in the
ODE system (11) that we study.
e other ingredient in our construction is the Ricci at Einstein metric found by Bo¨hm [Bo99],
which is of the form
gB = (ds)
2 + (p1 − 1) s
2
xB1 (s)
gSp1 + (p2 − 1) s
2
xB2 (s)
gSp2 ,
where xBα (s) are again real analytic functions of s2, this time with
xB1 (0) = p1 − 1 and xB2 (s) = s2 + O(s4), (s→ 0).
is metric extends smoothly to a metric on Dp1+1 × Sp2 . As s → ∞, the metric grows asymp-
totically like a paraboloid, in that xα(s) = As+ o(s) for s→∞, and thus
gB ∼ (ds)2 + s
{
p1 − 1
A
gSp1 +
p2 − 1
A
gSp2
}
(s→∞).
Any multiple of a Ricci at metric is again Ricci at, so we have a one-parameter family of Ricci
at metrics given by e−2T gB, with T ∈ R.
Heuristically, to produce the metric G+(j, T ), one removes a neighborhood of size O(e−T ) of
the singular point in the expanding soliton metric gj on (0,∞) × Sp1 × Sp2 and replaces it by a
piece of the same size of the rescaled Bo¨hm metric e−2T gB. We execute this gluing by analyzing
the ode system that describes Ricci solitons.
More precisely, the Bo¨hm metric gB and the singular metrics gj appear as complete orbits
of the ode system, which meet at a hyperbolic xed point that represents the Ricci at cone
metric grfc. To glue the two families of orbits, we use techniques from dynamical systems, notably
Palis’ λ-lemma. Moreover, we nd when linearizing the ode system near the rfc xed point,
at which the Bo¨hm and gj metrics are to be glued, that the dierences x1 − x2 and s dds(x1 −
x2) decouple into a subsystem whose eigenvalues are complex when n = p1 + p2 satises n ∈
{4, 5, 6, 7, 8}. Existence of this oscillatory subsystem was earlier observed by Dancer–Hall–Wang
in their analysis of winding numbers of cohomogeneity-one shrinking solitons [DHW13]. ese
complex eigenvalues are responsible for the oscillatory dependence on the parameter T of the
asymptotic apertures of the expanding solitons we construct, and thus are the main source of
the nonuniqueness of smooth continuation by Ricci ow of the cone metrics that we nd in this
paper. is nonuniqueness is analogous to the phenomenon of “faening” for Mean Curvature
Flow [Ilm98, Lecture 4], [AIV].
For shrinking solitons, we have the following companion eorem.
eorem B. Assume again that the dimensions pα satisfy p1, p2 ≥ 2 and p1 + p2 ≤ 8. en there
exists a sequence of smooth shrinking soliton metrics {(G−i ,X−i ) | i ∈ N} on Rp1 × Sp2 having the
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form (1), i.e.,
G−i = (ds)
2 +
(p1 − 1)s2
x−i,1(s)
gSp1 +
(p2 − 1)s2
x−i,2(s)
gSp2 , X
−
i = f
−
i (s)
∂
∂s
,
whose asymptotic apertures (x−i,1(∞), x−i,2(∞)) satisfy
lim
i→∞
x−i,1(∞) = limi→∞x
−
i,2(∞) = n− 1.
To the best of our knowledge, this construction (at least for p1 +p2 even) gives the only known
examples of complete, nontrivial, gradient shrinking solitons that are neither Ka¨hler nor products
of compact Einstein spaces with a Gaussian soliton [PW09].
Combining eorems A and B, we immediately nd that there exists a sequence of smooth
shrinking solitons
(
G−i ,X
−
i
)
for which the corresponding ancient solutions (−t)(ϕt
X−i
)∗
G−i of
Ricci ow form a conical singularity at t = 0 that admits at least i distinct forward evolutions by
expanding solitons. More precisely, we have the following.
eorem C. Let (G−i ,X
−
i ) be the family of shrinking solitons constructed in eorem B, and let
(xi,1(∞), xi,2(∞)) be the asymptotic apertures of these solitons. en the number k(i) of distinct
expanding solitons (G+(j, T ),X+(j, T )) that have the same asymptotic apertures as (G−i ,X
−
i )
becomes unbounded as i → ∞, i.e., the number of pairs (j, T ) ∈ [−ι, ι] × [T0,∞) such that
x+1 (j, T ) = xi,1(∞) and x+2 (j, T ) = xi,2(∞) satises
lim
i→∞
k(i) =∞.
e same construction yields smooth complete soliton metrics on Rp1+1 × Np2 and corre-
sponding nonunique forward evolutions beyond the singularity if one replaces the second factor
Sp2 with any compact Einstein manifold Np2 with the same Einstein constant as Sp2 .
e remainder of this paper provides additional analytic details, including the solitons’ asymp-
totic rates of convergence to the Ricci at cone at spatial innity.
Directions for further study. Some natural open questions are le unanswered by the present work,
including the following:
(1) It is inviting to consider multiply warped products of the form R+ × Sp1 × Sp2 × · · · ×
Spm . Indeed, Einstein metrics and shrinking solitons have been studied on such spaces by
Bo¨hm [Bo99] and Dancer–Hall–Wang [DHW13], respectively.
(2) If k denotes the number of zeroes of x1 − x2, one is led to wonder whether there exists
a unique shrinker for each k ∈ N. Answering this would require a global analysis of the
ode system; our methods, which are local near rfc∪ rfes, do not provide this information.
(3) We have not investigated whether our solutions can be Ka¨hler (with respect to suitable
complex structures) when the total dimension p1 + p2 + 1 is even.
Acknowledgments. DK thanks the NSF for support (DMS-1205270) during early work on this project.
Both authors thank the Mathematisches Forschungsinstitut Oberwolfach for its hospitality in the
2016 Geometrie workshop, during which they made further progress on the project.
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2. Derivation of the soliton flow
e requirement that a metric of the form (1) be a Ricci soliton is equivalent to a system of
ordinary dierential equations for the functions (x1(s), x2(s), f(s)), supplemented with bound-
ary conditions that describe whether the metric closes up smoothly or is asymptotically conical
at either end of the s interval. In this section, we rewrite this system of ode as an autonomous
system on R6, which we call the soliton system.
2.1. Derivation of the second-order system. Curvatures of doubly-warped product metrics
are well studied. For brevity, we follow [Pet16] and merely outline the derivation, referring the
reader to that text for details.
So we begin by considering doubly-warped-product manifolds R+ × Sp1 × Sp2 with metrics
(6) g = (ds)2 + ϕ21(s) gSp1 + ϕ22(s) gSp2 ,
where gSp1 and gSp2 have constant unit sectional curvatures. With α ∈ {1, 2}, one nds that
all sectional curvatures of g are convex linear combinations of −(ϕα)ss/ϕα, 1 − (ϕα)2s/ϕ2α, and
−(ϕ1)s(ϕ2)s/(ϕ1ϕ2). We only need the Ricci tensor of g, which is
Rc =−
{
p1
(ϕ1)ss
ϕ1
+ p2
(ϕ2)ss
ϕ2
}
(ds)2
+
{
−(ϕ1)ss
ϕ1
+ (p1 − 1)1− (ϕ1)
2
s
ϕ21
− p2 (ϕ1)s(ϕ2)s
ϕ1ϕ2
}
ϕ21 gSp
+
{
−(ϕ2)ss
ϕ2
+ (p2 − 1)1− (ϕ2)
2
s
ϕ22
− p1 (ϕ1)s(ϕ2)s
ϕ1ϕ2
}
ϕ22 gSp2 .
Leing f(s) ∂∂s denote the gradient vector eld X = gradF of a potential function F (s), one
nds that
1
2
LXg = fs(ds)
2 + ϕ1(ϕ1)sf gSp1 + ϕ2(ϕ2)sf gSp2 .
It follows that equation (5) is equivalent to the second-order system of three dierential equations
fs = p1
(ϕ1)ss
ϕ1
+ p2
(ϕ2)ss
ϕ2
− λ,(7a)
(ϕ1)ss
ϕ1
= (p1 − 1)1− (ϕ1)
2
s
ϕ21
− p2 (ϕ1)s(ϕ2)s
ϕ1ϕ2
+
(ϕ1)s
ϕ1
f + λ,(7b)
(ϕ2)ss
ϕ2
= (p2 − 1)1− (ϕ2)
2
s
ϕ22
− p1 (ϕ1)s(ϕ2)s
ϕ1ϕ2
+
(ϕ2)s
ϕ2
f + λ.(7c)
2.2. A representation as a mechanical system on R3. As a curiosity, we observe that since
we assume that pα ≥ 2, one may dene
uα = logϕα − 12 ln(pα − 1), α ∈ {1, 2}, and v = f − p1
du1
ds
− p2 du2
ds
,
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and that in these variables the dierential equations (7) become
u¨α = vu˙α + e
−2uα + λ, α ∈ {1, 2},(8a)
v˙ = p1u˙
2
1 + p2u˙
2
2 − λ.(8b)
ese equations can be interpreted as a mechanical system in which s is “time” and where (in
this section only) we write s-derivatives as uxions. In this interpretation, u1 and u2 are the
coordinates of two unit-mass particles on the real line that are each subject to a force eld given
by F (u) = e−2u +λ, and whose motion is subject to friction, with friction coecient v. e only
unusual aspect of this system from the point of view of mechanics is that the friction coecient
v can be either positive or negative, and that it is itself a function of time that satises an ode.
e derivation of the equations for u1, u2, v from (7) is a simple calculus exercise. Even though
it appears simpler than the original equations (7), we will not use the mechanical system (8) in
this paper. It does however make several cameo appearances. For example, the Ivey invariant for
the stationary soliton ow can be interpreted as the energy dissipation in the mechanical system.
Indeed, if λ = 0, then any solution of (8) satises
d
ds
{p1
2
(
u˙21 + e
−2u1)+ p2
2
(
u˙22 + e
−2u1)} = vv˙ = d12v2
ds
,
which implies that the quantity I = p1(u˙21 + e−2u1) + p2(u˙22 + e−2u2)− v2 is preserved along so-
lutions of (8). Similarly, the non-obvious Lyapunov functionW in Gastel and Kronz’ construction
of the Bo¨hm soliton (see § 7.1) can be interpreted as Kinetic+Potential Energy for a renormalized
version of the mechanical system (8).
2.3. Reduction to a systemof rst-order equations. e dierential equations (7) and (8) have
the disadvantage that the dierent possible boundary conditions at s = 0 lead to singularities. If
at s = 0 the metric should extend to a complete smooth metric on Dp1+1 × Sp2 , then one of
the functions ϕα must vanish at s = 0, which leads to a division by zero in the corresponding
equation for ϕα in (7). It turns out that the choice of variables below leads to equations that are
equivalent to (7) for s > 0, and that also capture all the possible boundary conditions at s = 0 in
the form of hyperbolic xed points of the corresponding ow. We arrive at the new variables by
writing the metric in the form (1) rather than (6). e variables xα and ϕα are related by
xα = (pα − 1) s
2
ϕ2α
, α ∈ {1, 2}.
Making these substitutions in (7) leads via further straightforward calculations to a second-order
system for xα and f .
To get a system of rst-order equations, we introduce variables yα related to xα via
(9) yα = − s
2xα
dxα
ds
= −1− s(ϕα)s
ϕα
.
Furthermore, we replace the function f in the soliton vector eld X by the new quantity
(10) Γ = sf(s) + λs2 −
∑
α=1,2
pα
(
1 + yα
)
.
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In those parts of the soliton where s is small, it is advantageous to consider the quantity
σ = s2
rather than the distance s itself. It is related to τ via σ = e2τ .
Puing these substitutions into (7), one nds aer diligent computations that a metric of the
form (1) is a shrinking (λ < 0), steady (λ = 0), or expanding (λ > 0) gradient Ricci soliton if and
only if (x1, x2, y1, y2,Γ, σ) satisfy
x′α = −2xαyα,(11a)
y′α = xα +
(
Γ + 1− λσ)yα + Γ + 1,(11b)
Γ′ = Γ +
∑
α pα(1 + yα)
2,(11c)
σ′ = 2σ.(11d)
We call this system the soliton system. It is the main system of dierential equations that we study
in the remainder of this paper. Here the prime ′ indicates dierentiation with respect to τ , i.e., for
any dierentiable quantity ψ,
ψ′ =
dψ
dτ
= s
dψ
ds
.
e system of ode (11) denes a vector eld X on R6,
(12) X =
∑
α
{
−2xαyα ∂
∂xα
+
[
xα +
(
Γ + 1− λσ)yα + Γ + 1] ∂
∂yα
}
+
{
Γ +
∑
α
pα(1 + yα)
2
} ∂
∂Γ
+ 2σ
∂
∂σ
.
We denote the corresponding soliton ow on R6 by gt : R6 → R6. It has the dening property
that for any solution (xα(τ), yα(τ),Γ(τ), σ(τ)) of (11) one has
(xα(τ + t), yα(τ + t),Γ(τ + t), σ(τ + t)) = g
t
(
xα(τ), yα(τ),Γ(τ), σ(τ)
)
.
If I ⊂ R is an interval and E ⊂ R6 is any subset, then we will nd the following notation
convenient:
gI(p) = {gtp | t ∈ I} and gI(E) = {gtp | t ∈ I, p ∈ E}.
e map gt may not actually be dened on all of R6. Standard existence and uniqueness theo-
rems for ode imply that for each p ∈ R6, there exist T−(p) < 0 < T+(p) such that the solution
gt(p) of the soliton system (11) is dened exactly on the interval T−(p) < t < T+(p). e domain
{(p, t) ∈ R6 × R | T−(p) < t < T+(p)} is open in R7, and the ow is a real analytic function
from this domain to R6.
e objects we seek areR3-valued functions (x1(s), x2(s),Γ(s)); these are in one-to-one corre-
spondence withR5-valued functions (x1(s), x2(s), y1(s), y2(s),Γ(s)) satisfying (9). Instead of the
unknown functions (x1, x2, y1, y2,Γ) : (s0, s1) → R5, we will frequently consider their graphs,
which are dierentiable curves in R6 = R× R5. e condition that (x1, x2, y1, y2,Γ) satisfy the
rst-order dierential system is equivalent to the requirement that the graph of (x1, x2, y1, y2,Γ)
be an orbit of the ow of the vector eld X .
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At times it will be more convenient to use s instead of σ, especially when we let σ → ∞. In
the region where σ > 0, we may regard (xα, yα,Γ, σ) and (xα, yα,Γ, s) as equivalent sets of
coordinates related by σ = s2. In the s coordinate, the soliton ow is given by a nearly identical
system, namely
x′α = −2xαyα, Γ′ = Γ +
∑
α pα(1 + yα)
2,
y′α = xα +
(
Γ + 1− λs2)yα + Γ + 1, s′ = s.
In these coordinates, the vector eld X is given by
X =
∑
α
{
−2xαyα ∂
∂xα
+
(
xα +
(
Γ + 1− λs2)yα + Γ + 1) ∂
∂yα
}
+
{
Γ +
∑
α
pα(1 + yα)
2
} ∂
∂Γ
+ s
∂
∂s
.
2.4. Separation into averaged and dierence variables. It is useful to consider the averaged
variables
(13) x =
∑
α
pα
n
xα, y =
∑
α
pα
n
yα,
and the dierence variables
x12 = x1 − x2, y12 = y1 − y2.
e averaged variables evolve by
x′ = −2xy − 2p1p2
n2
x12y12,(14a)
y′ = x+ (Γ + 1− λs2)y + Γ + 1,(14b)
Γ′ = Γ + n(1 + y)2 +
p1p2
n
y212,(14c)
while the dierence variables satisfy the dierence or oscillating system
x′12 = −2(yx12 + xy12) + 2
p1 − p2
n
x12y12,(15a)
y′12 = x12 + (Γ + 1− λs2)y12.(15b)
is system of equations is equivalent to the system found by Dancer, Hall, and Wang [DHW13].
2.5. Coordinates near the Ricci at cone. e Ricci at cone, given by x1 = x2 = n − 1,
y1 = y2 = 0, and Γ = −n is both an expanding and a shrinking soliton, and plays a central role in
our construction. In the second half of this paper, we will mostly be analyzing orbits of the soliton
ow near this special solution. Because of this, it is convenient to consider new variables ξα and
γ dened by
(16) xα = ξα + n− 1 and Γ = −n+ γ,
respectively. In these variables, the soliton ow is given by
(17)
ξ′α = −2(n− 1 + ξα)yα, γ′ = γ +
∑
αpα(2yα + y
2
α)
y′α = ξα +
(
γ − n+ 1− λs2)yα + γ, s′ = s.
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3. Special invariant subsets for the soliton flow
To explore solutions of the soliton ow, we begin by identifying a number of its invariant
subsets.
e only solutions of the soliton system (11) that correspond directly to metrics of the form (1)
are those for which σ, x1, x2 all are positive. Nevertheless the local ow gt is dened on all R6
and some of the solutions with σ = 0 or xα = 0 for some α are still relevant to the problem of
nding solitons.
3.1. e hyperplane σ = 0. It follows directly from (11d) that the hyperplane {σ ≡ 0} =
R5 × {0} is an invariant subset for the soliton ow. As we just observed, none of the solutions in
this hyperplane correspond directly to soliton metrics. Nonetheless, they do generate stationary
soliton metrics in an indirect way. Namely, if (xα(τ), yα(τ),Γ(τ), 0) is a solution of (11) for some
value of the parameter λ, then for any constant σ0 > 0, one nds that
(18) p(τ) =
(
xα(τ), yα(τ),Γ(τ), σ0e
2τ
)
is a solution of (11) with λ = 0. So any solution of the soliton system (11) with arbitrary λ ∈ R
that lies in the σ = 0 hyperplane generates solutions to the stationary soliton equations (11) in
which λ = 0. e free parameter σ0 > 0 appears because the equation for stationary solitons is
homogeneous: if g is a stationary soliton, then so is σ0g for any σ0 > 0.
Conversely, any solution of the stationary soliton equations — i.e., (11) with λ = 0 — is of the
form (18) for some σ0 > 0. Given such a solution, the projection (xα(τ), yα(τ),Γ(τ), 0) onto the
σ = 0 hyperplane is a solution of the soliton equations (11) for any choice of λ ∈ R.
Consequently, complete solutions of the reduced system in the hyperplane {σ = 0} are in
one-to-one correspondence with steady soliton metrics on R× Sp1 × Sp2 .
3.2. e region σ < 0. While it is clear from the denition σ = s2 that solutions to the soliton
equations (11) with σ < 0 do not correspond to metrics of the form (1), it is also trivially true that
for any solution (xα(τ), yα(τ),Γ(τ), σ(τ)) of (11) with σ(τ) < 0, the R6-valued function
p(τ) =
(
xα(τ), yα(τ),Γ(τ),−σ(τ)
)
satises (11) with λ replaced by −λ.
us instead of studying (11) for the three dierent cases λ ∈ {0,±1}, one could in principle
only consider the case λ = +1. en expanding solitons correspond to solutions with σ > 0;
shrinkers are solutions with σ < 0; and stationary solitons correspond to solutions with σ = 0.
We found it easier to consider the three cases separately, and so assume that σ ≥ 0 always holds.
3.3. Invariant subsets determined by the sign of xα. It follows directly from the equation
(11a) for xα that for any α ∈ {1, 2}, the three subsets of R6 dened by {xα = 0}, {xα > 0}, and
{xα < 0} are invariant under the soliton ow gt.
e region xα < 0 is of no interest to us, because it does not lead to metrics of the form (1).
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3.4. Metrics with equal radii. Even though the soliton equations (11) are not invariant under
exchange of (x1, y1) and (x2, y2) unless p1 = p2, it is true that the four-dimensional subspace of
R6 dened by
R :=
{
(x1, y1, x2, y2,Γ, σ) | x1 = x2 and y1 = y2
}
is invariant under the soliton ow (11).
Indeed, if (x1, y1, x2, y2,Γ, σ) solves (11), then (x1(t), y1(t)) and (x2(t), y2(t)) are both so-
lutions of (11a)–(11b) with the same Γ(t). e uniqueness theorem for ode now implies that
(x1(t), y1(t)) and (x2(t), y2(t)) either coincide for all t, or else are dierent for all t.
Alternatively, one could simply observe that x12 = y12 = 0 is a solution of the dierence
equations (15), no maer what the averaged solutions (x, y,Γ) are.
4. Special orbits of the soliton flow gt
Fixed points of the ow gt correspond to t-independent solutions of (11). Since σ′ = 2σ, xed
points can only occur in the hyperplane σ = 0. At a stationary solution in that hyperplane,
system (11) reduces to
(19) xαyα = 0, xα = −(Γ + 1)(yα + 1), Γ = −
∑
α pα(1 + yα)
2.
We can classify solutions according to the number of α for which xα = 0.
4.1. Ricci Flat Cone (rfc). If (xα, yα,Γ, σ = 0) is a xed point for which neither of the xα
vanish, then yα = 0 for each α, and thus Γ = −
∑
α pα = −n. e second equation in (19) then
implies that xα = −Γ− 1 = n− 1 for both α. us we have
(x1, y1, x2, y2,Γ, σ) =
(
n− 1, 0, n− 1, 0, −n, 0) = rfc.
is xed point corresponds to a Ricci at cone that will play a central role in our subsequent
analysis.
4.2. Good Fills (gf). If we have a xed point at which xα = 0 for exactly one α ∈ {1, 2}, then for
β 6= αwe have xβ 6= 0, so that xβyβ = 0 implies yβ = 0, while xβ = −(Γ+1)(yβ +1) = −Γ−1
implies Γ + 1 6= 0. On the other hand, xα = 0 implies xα = −(Γ + 1)(yα + 1) = 0, so that
yα = −1.
For each α ∈ {1, 2}, we therefore get a “Good Fill” that smoothly lls one sphere with a disc.
For α = 1, we get
(x1, y1, x2, y2,Γ, σ) =
(
0,−1, p2 − 1, 0, −p2, 0
)
,
while α = 2 yields
(20) gf = (x1, y1, x2, y2,Γ, σ) =
(
p1 − 1, 0, 0,−1, −p1, 0
)
.
In what follows, we study orbits of the soliton ow that converge to a Good Fill of one sphere. We
will always assume that the Good Fill is the one with α = 2, i.e., the solution gf given in (20). e
corresponding metrics then satisfy the boundary conditions (3). In Lemma 5.1.1, we verify that
all solutions
(
x1(τ), y1(τ), x2(τ), y2(τ),Γ(τ), σ(τ)
)
of (11) aaining these boundary conditions
actually are real analytic functions of σ = s2, so that the corresponding metrics are complete as
σ ↘ 0 and locally dieomorphic to Dp1+1 × Sp2 .
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4.3. Non-Cones. If xα = 0 for both α, then we have two possibilities: either Γ = −1, or else
yα = −1 for both α.
In the rst case, where Γ = −1, we nd a continuum of xed points given by
(x1, y1, x2, y2,Γ, σ) = (0, y
∗
1, 0, y
∗
2, −1, 0),
where the two parameters y∗α must satisfy the constraint∑
α pα(1 + y
∗
α)
2 = 1.
To describe these, we rewrite the metric (1) in the equivalent form (6). Unwrapping variables, one
nds that near a Non-Cone xed point with Γ = −1, the functions ϕα exhibit the asymptotic
behavior
ϕα ∼ Cαs1+y∗α ,
where |1 + y∗α| ≤ 12
√
2. is implies that these points cannot produce Good Fills as s↘ 0. Hence
we do not study them further.
e remaining case is that in which xα = 0 and yα = −1 for all α, and thus Γ = 0. ese
correspond to solutions for which the functions ϕα = (pα − 1)s2/xα have nonzero limits as
s↘ 0. For such solutions, the system (7) is not singular, and hence the solutions extend into the
region {s < 0}. One such solution is the generalized shrinking cylinder soliton on R × Sp1 × Sp2
which occurs for λ = −1 and in which for all s ∈ R one has
xα = s
2, yα = −1, Γ = C0s.
e metric and soliton eld for this solution are
g = (ds)2 + (p1 − 1)gSp1 + (p2 − 1)gSp2 , X = (s+ C0) ∂
∂s
.
In this paper, we will not investigate whether other solitons of this type exist.
4.4. e Ricci Flat Cone regarded as an expander or shrinker (rfes). ere is a solution
of (11) given by xα = n− 1, yα = 0, Γ = −n, and 0 < σ <∞, namely
(x1, y1, x2, y2,Γ, σ) =
(
n− 1, 0, n− 1, 0, −n, σ), 0 < σ <∞.
We refer to this as the rfes, and discuss it further in § 6 below.
4.5. e invariant submanifold E. We consider the following quantities:
J := 12
∑
α pα
{
xα + (1 + yα)
2
}− 12Γ2,(21a)
F := Γ +
∑
α pα(1 + yα) = Γ + n+
∑
α pαyα.(21b)
e quantity J is related to the invariant Ivey used [Ive94] to construct the steady solitons he
found. e quantityF is related to the vector eldX = f(s) ∂∂s that generates the dieomorphisms
by which a soliton ows. Indeed, it follows immediately from equation (10) that F = sf + λs2.
Direct substitution shows that both quantities J and F vanish at the gf and rfc xed points.
e dierential equations for (xα, yα,Γ, σ) imply that
J ′ = 2J − λσ∑α pαyα(1 + yα),(22a)
F ′ = (Γ + 1)F + 2J − λσ∑α pαyα.(22b)
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e joint zero-set of F , J , and σ is of interest, so we dene
E :=
{
(xα, yα,Γ, σ) ∈ R6 | J = F = σ = 0
}
.
e denitions of J and F imply that E is a three-dimensional submanifold of R5×{0} given by∑
α pαxα =
∑
α pα(1 + yα)
2 −
(∑
α pα(1 + yα)
)2
and Γ = −∑α pα(1 + yα).
e manifold E contains both xed points gf and rfc as well as the unique heteroclinic orbit be-
tween them discovered by Bo¨hm. We recall Gastel and Kronz’ proof [GK04] of this fact in § 7.1.
Since E is invariant under the ow gt, the tangent space TpE at any point p of the ow is
invariant under the linearization of the ow at p. In the next section, this will help us organize
the eigenvalues of the linearization.
5. Linearization at fixed points
5.1. Linearization at the gf. Here we study the xed point
gf = (x1, y1, x2, y2,Γ, σ) =
(
p1 − 1, 0, 0,−1, −p1, 0
)
.
Recall that X given in (12) denotes the vector eld on R6 dened by the system (11). At the gf
xed point, the linearization is given by
dXgf =

0 −2(p1 − 1) 0 0 0 0
1 −(p1 − 1) 0 0 1 0
0 0 2 0 0 0
0 0 1 −(p1 − 1) 0 λ
0 2p1 0 0 1 0
0 0 0 0 0 2
 .
e gf linearization splits into two independent subsystems. e (x2, y2, σ) subsystem has the
matrix 2 0 01 −(p1 − 1) λ
0 0 2
 ,
whose eigenvalues are {−(p1 − 1),+2,+2}. e (x1, y1,Γ) subsystem has the matrix0 −2(p1 − 1) 01 −(p1 − 1) 1
0 2p1 1
 ,
whose eigenvalues are {−(p1 − 1),−1,+2}.
us we see gf is a hyperbolic xed point with a three-dimensional unstable manifold. ere is
only one unstable eigenvalue, µ = 2, but it has multiplicity three. e eigenspace corresponding
to the eigenvalue 2 is spanned by the vectors
(23)
E1 = −(p1 − 1) ∂
∂x1
+
∂
∂y1
+ 2p1
∂
∂Γ
,
E2 = (p1 + 1)
∂
∂x2
+
∂
∂y2
, and Eσ = −λ ∂
∂x2
+
∂
∂σ
.
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ere is no resonance among the unstable eigenvalues, in the sense that none of the eigenvalues
is a nontrivial integer combination of the others (see the chapter on normal forms in [Arn88]).
us by Poincare´’s theorem [Arn88], the xed point gf ∈ R6 has a three-dimensional real analytic
unstable manifold, and there is a real analytic parametrization ofW u(gf) that conjugates the ow
of X to the ow of its linearization, i.e., x˙ = 2x for x ∈ TgfW u(gf). All of this directly implies:
Lemma 5.1.1. Solutions t 7→ (x1, y1, x2, y2,Γ, σ) of (11) that lie in W u(gf) for which σ > 0
are graphs over the σ axis in which the remaining variables x1, y1, x2, y2, and Γ are real analytic
functions of σ = s2.
Indeed, solutions of the linearized ow in TgfW u(gf) are of the form x(t) = e2tx(0). e ow
on W u(gf) is analytically conjugate to the linear ow on the tangent space, so all solutions are
analytic functions of e2t. If σ 6= 0 on a solution, then (11d) implies that σ(t) = σ(0)e2t, i.e.,
e2t = σ/σ(0). Hence solutions are convergent power series in σ/σ(0).
Recall that in § 4.5, we dened E to be the three-dimensional submanifold of R5 × {0} dened
by the equations J = F = 0. is submanifold is invariant under the ow gt, and therefore the
tangent space TgfE is an invariant subspace for the linearization dXgf.
Lemma 5.1.2. e eigenvalues of dXgf restricted to TgfE are {−(p1 − 1),−1,+2}. e unique
unstable eigenvalue has eigenvector
p2E1 − 3p1E2.
Proof. e tangent space TgfE is the combined null space of dJgf and dFgf. We compute that
dJ = 12
∑
α pαdxα +
∑
α pα(1 + yα)dyα − ΓdΓ,
dF =
∑
α pαdyα + dΓ.
us at the gf xed point,
dJgf =
1
2p1dx1 +
1
2p2dx2 + p1dy1 + p1dΓ,
dFgf = p1dy1 + p2dy2 + dΓ.
Unstable eigenvectors are linear combinations of E1 and E2. Because1
dJgf ·E1 = −12p1(p1 − 1) + p1 + 2p21 = 32p1(p1 + 1),
dJgf ·E2 = 12p2(p1 + 1),
dFgf ·E1 = p1 + 2p1 = 3p1,
dFgf ·E2 = p2,
we see that p2E1 − 3p1E2 belongs to the kernels of dJgf and of dFgf.
To nish the proof, we use similar reasoning to see that
2p2
∂
∂x1
+ p2
∂
∂y1
− (p1 − 2) ∂
∂y2
− 2p2 ∂
∂Γ
and 2(p1 − 1) ∂
∂x1
+
∂
∂y1
− p1 ∂
∂Γ
belong to the subspace TgfE and are eigenvectors of dXgf for the eigenvalues −(p1 − 1) and −1,
respectively. ////
1roughout this paper, we denote the result of a one-form % : R6 → T ∗R6 acting on a vector V ∈ TpR6 by %p ·V ,
or just % · V , if the point p ∈ R6 of evaluation can be deduced from the context.
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5.2. Linearization at the rfc. Recall that the xed point rfc corresponds to (x1, y1, x2, y2,Γ, σ) =
(n− 1, 0, n− 1, 0,−n, 0). In these coordinates, the matrix of the linearization of (11) at the rfc is
dXrfc =

0 −2(n− 1) 0 0 0 0
1 −(n− 1) 0 0 1 0
0 0 0 −2(n− 1) 0 0
0 0 1 −(n− 1) 1 0
0 2p1 0 2p2 1 0
0 0 0 0 0 2
 .
It is immediately clear that
∂
∂σ
is an eigenvector with eigenvalue +2.
To understand the dynamics of the soliton system near the rfc, it is useful to use the averaged
and dierence variables (x, y, x12, y12), which satisfy equations (14) and (15), respectively. Recall
that in (16), we dened the perturbations ξα = xα − n+ 1 and γ = Γ + n, both of which vanish
at the rfc. We also introduce the averaged ξα, namely
(24) ξ =
∑
α
pα
n
(
xα − n+ 1
)
.
Observe that there is no need to consider the dierence of the ξα separately, because
x12 = x1 − x2 = ξ1 − ξ2.
In coordinates (ξ, y, γ, x12, y12), the matrix of the linearization of (11) at the rfc, restricted to the
subspace σ = 0, admits the block decomposition
dXrfc
∣∣
σ=0
=

0 −2(n− 1) 0
1 −(n− 1) 1
0 2n 1
0 −2(n− 1)
1 −(n− 1)
 .
On the 3-dimensional subspace corresponding to the averaged variables (ξ, y, γ), dXrfc has
eigenvalues µ ∈ {−(n− 1),−1, 2} with eigenvectors V µ given in the basis { ∂∂ξ , ∂∂y , ∂∂γ } by
(25) V 2 =
−(n− 1)1
2n
 , V −1 =
2(n− 1)1
−n
 , V −(n−1) =
 21
−2
 .
If the dimension lies in the range n ∈ {2, . . . , 8}, the eigenvalues of dXrfc acting on the 2-
dimensional subspace on which ξ = y = γ = σ = 0 (spanned by { ∂∂x12 , ∂∂y12 }) are complex.
ey are {ω, ω¯}, where
(26) ω = −A+ iΩ, with A = n− 1
2
and Ω =
√
(n− 1)(9− n)
2
.
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Since we assume that pα ≥ 2 for α = 1, 2, the dimension in our case is always bounded from
below by n ≥ 4. For future use, we note that the following identity holds:
(27) A2 + Ω2 = 2(n− 1).
Summary. e 2-dimensional unstable manifold of the rfc is spanned by eigenvectors { ∂∂σ ,V 2}
with the same eigenvalue +2. e 4-dimensional stable manifold is spanned by {V −1,V −(n−1)}
and the two complex eigenvectors corresponding to the complex eigenvalues A± iΩ.
6. Linearization at the rfes soliton
6.1. A linear non autonomous system. To analyze the soliton ow near the rfes, we use the
modied average/dierence coordinates (ξ, y, γ, x12, y12). According to (14) and (15), these satisfy
(28)

ξ′ = −2(n− 1)y − 2ξy − 2p1p2
n2
x12y12,
y′ = ξ − (n− 1 + λs2)y + γ + yγ,
γ′ = γ + 2ny + ny2 +
p1p2
n
y212,
and
(29)
x′12 = −2(n− 1)y12 − 2yx12 − 2ξy12 + 2
p1 − p2
n
x12y12,
y′12 = x12 − (n− 1− γ + λs2)y12.
Here, as always, ′ stands for ddt = s
d
ds .
is system can be regarded as a linear system in the dierence variables whose coecients
depend on the dierence and averaged variables. We write this in matrix form as
(30)
[
x′12
y′12
]
=
[−2y − 2n(p2 − p1)y12 −2(n− 1) + ξ
1 −n+ 1 + γ − λs2
] [
x12
y12
]
.
If we discard the terms in (29) that are quadratic in (ξ, y, γ, x12, y12), then we are le with two
non-autonomous systems of linear equations,
(31)

ξ′ = −2(n− 1)y,
y′ = ξ − (n− 1 + λs2)y + γ,
γ′ = 2ny + γ,
and
(32)
{
x′12 = −2(n− 1)y12,
y′12 = x12 −
(
n− 1 + λs2)y12.
We see that the linearization of the ow around the rfes decouples into two smaller systems of
equations. We group variables accordingly and dene
(33) Φ =
ξy
γ
 and ζ = (A+ iΩ)x12 − (A2 + Ω2)y12.
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As noted in (27), A and Ω satisfy A2 + Ω2 = 2(n− 1).
6.2. Reduction to higher-order scalar dierential equations.
Lemma 6.2.1. e linear system (31) is equivalent to the third-order scalar ode
(34) ξ′′′ + (n− 2)ξ′′ − (n+ 1)ξ′ − 2(n− 1)ξ + λs2(ξ′′ + ξ′) = 0.
One can recover Φ from any solution ξ of (34) via
(35) Φ =
ξy
γ
 = −1
2(n− 1)
 −2(n− 1)ξξ′
ξ′′ + (n− 1 + λs2)ξ′ + 2(n− 1)ξ
 .
Similarly, the linear system (32) is equivalent to the second-order scalar ode
(36) χ′′ + (n− 1 + λs2)χ′ + 2(n− 1)χ = 0,
where one can recover x12 and y12 from a given solution of (36) via
(37) x12 = χ, y12 = − χ
′
2(n− 1) , ζ = (A+ iΩ)χ+ χ
′.
Proof. One can use the rst equation in (31) to write y in terms of ξ′; then one can use the second
equation in (31) to express γ in terms of ξ, ξ′, and ξ′′. Substituting all this into the third equation
of (31) then leads to (34). e derivation of (36) proceeds along the same lines.
e expression for Φ follows directly from (31), while the expression ζ = χ′ + (A + iΩ)χ
follows from (33) by using (27), i.e., A2 + Ω2 = 4A = 2(n− 1). ////
6.3. Fundamental solutions of (31) and (32). We take a closer look at the ode for ξ and χ.
Equation (34) for ξ can be simplied by observing that if
ψ = ξ′ + ξ,
then (34) is equivalent to
ψ′′ + (n− 3)ψ′ − 2(n− 1)ψ + λs2ψ′ = 0.
Recalling that ′ = ddt = s
d
ds , one can rewrite this equation as
(38) ψss +
(n− 2
s
+ λs
)
ψs − 2(n− 1)
s2
ψ = 0.
Equation (36) for χ is equivalent to
(39) χss +
(n
s
+ λs
)
χs +
2(n− 1)
s2
χ = 0.
Both of these equations are of conuent hypergeometric type. We need to classify their solutions
in terms of their asymptotic behaviors at s = 0 and at s = ∞. Here we have to distinguish
between λ = +1 and λ = −1.
Lemma6.3.1. e ode (34) and (36) have linearly independent solutions {ξ0, ξ±1 , ξ±2 } and {χ±1 , χ±2 },
respectively, whose asymptotic behaviors are displayed in Table 1 for λ = +1 and in Table 2 for
λ = −1.
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λ = +1 s→ 0 s→∞
ξ0 1/s 1/s
ξ+1
1 + o(1)
(n− 2)sn−1
(
1 + o(1)
)
s−(n+1)e−s2/2
ξ+2
s2
3(n+ 1)
+ O(s4) 1− C
+
2
s
+ O(s−2)
χ+1 Im
[
(k+ + O(s2)) s−A+iΩ
]
1 + O(s−2)
χ+2 Im
[
(ik+ + O(s2)) s−A+iΩ
] (
C+χ + O(s
−2)
)
s−(n+1)e−s2/2
Table 1. Asymptotics of the solutions of (34), (36) for λ = +1. HereC+2 ,C+χ ∈ R, and k+ ∈ C are nonzero
constants.
λ = −1 s→ 0 s→∞
ξ0 1/s 1/s
ξ−1 C
−
1 s
−(n−1) + O
(
s−(n−3)
)
1 + (n− 1)s−2 + O(s−4)
ξ−2
s2
3(n+ 1)
+ O(s4)
(
C−2 + O(s
−2)
)
s−(n+1)es2/2
χ−1 Im
[
(k− + O(s2)) s−A+iΩ
]
1 + O(s−2)
χ−2 Im
[
(ik− + O(s2)) s−A+iΩ
] (
C−χ + O(s−2)
)
s−(n+1)es2/2
Table 2. Asymptotics of the solutions of (34), (36) for λ = −1. Here C−χ ∈ R and k− ∈ C are nonzero
constants, while C−2 = (n− 2)C−1 = 2(n−1)/2Γ
(
n+1
2
)
.
Proof. Since ψ = ξ′ + ξ = sξs + ξ = (sξ)s, we see that ξ0 := s−1 is an exact solution of (34) for
either value of λ. And it is easy to verify that an exact solution of (38) is
ψ1 = s
−(n−1)e−λs
2/2.
Using ψ1 and reduction of order, will will derive the claimed behaviors of ξ±1 and ξ
±
2 . We deal
with χ±1 and χ
±
2 below.
e case λ = +1. If λ = +1, then ψ+1 (s) := ψ1(s)|λ=+1 = s−(n−1)e−s
2/2. e corresponding
solution ξ+1 is given by
ξ+1 (s) =
1
s
∫ ∞
s
ψ+1 (r) dr.
Clearly ξ+1 (s) is positive, and its asymptotic behaviors at s = 0 and s = ∞ in Table 1 are easily
veried.
20 SIGURD B. ANGENENT AND DAN KNOPF
Using reduction of order, one nds that a second linearly independent solution of (38) is
(40) ψ+2 (s) = ψ
+
1 (s)
∫ s
0
rner
2/2dr.
At s = 0, we get
ψ+2 (s) =
s2
n+ 1
+ O(s4), (s→ 0).
To nd an expansion at large s, we integrate by parts,∫ s
0
rner
2/2dr = sn−1es
2/2 − (n− 1)
∫ s
0
rn−2er
2/2dr,
which then leads to
ψ+2 (s) = 1− s−(n−1)e−s
2/2
∫ s
0
rn−2er
2/2dr.
Integrating by parts again yields an asymptotic expansion whose rst few terms are
ψ+2 (s) = 1−
n− 1
s2
+ O(s−4), (s→∞).
e corresponding solution ξ+2 is
ξ+2 (s) =
1
s
∫ s
0
ψ+2 (r) dr.
For s ≈ 0, we therefore get
ξ+2 (s) =
s2
3(n+ 1)
+ O(s4).
For s→∞, we get
ξ+2 (s) = 1−
C+2
s
+ O(s−2),
where
C+2 =
∫ ∞
0
(
1− ψ+2 (s)
)
ds > 0.
e case λ = −1. Here ξ0 = s−1 is again a solution.
We will use reduction of order to obtain two linearly independent solutions of (38) from the
exact solution ψ1(s)|λ=−1 = s−(n−1)es2/2, with one bounded as s → ∞ and the other bounded
as s→ 0.
e special solution ψ1(s)|λ=−1 in itself does not lead to a useful solution ξ1 of (34), but by
using reduction of order, we can construct two other solutions ψ−1 and ψ
−
2 of (38) for which the
corresponding ξ functions are relevant.
To obtain ξ−1 , we choose
ψ−1 (s) := s
−(n−1)es
2/2
∫ ∞
s
rne−r
2/2 dr.
Integration by parts shows that∫ ∞
s
rne−r
2/2 dr = e−s
2/2
{
sn−1 + (n− 1)sn−3 + O(sn−5)}, (s→∞).
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erefore,
ψ−1 (s) = 1 +
n− 1
s2
+
(n− 1)(n− 3)
s4
+ O(s−6), (s→∞).
Repeated integration by parts shows that for odd values of n, ψ−1 (s) is a polynomial in s−2. For
even values of n, one obtains an asymptotic expansion in arbitrarily high powers of s−2.
We dene ξ−1 (s) by solving (sξ)s = ψ. By writing the equation as
(
s(ξ − 1))
s
= (sξ)s − 1 =
ψ−1, and taking into account that ψ−1 (s)−1 = O(s−2) as s→∞, so that ψ−1 (s)−1 is integrable,
we arrive at
(41) ξ−1 (s) := 1−
1
s
∫ ∞
s
(
ψ−1 (ς)− 1
)
dς.
From the expansion of ψ−1 (s), we then nd the following expansion for ξ
−
1 ,
ξ−1 (s) = 1 +
n− 1
s2
+
(n− 1)(n− 3)
3s4
+
(n− 1)(n− 3)(n− 5)
5s6
+ · · · , (s→∞),
which implies the large-s asymptotics in Table 2.
To verify the asymptotics at small s, we consider that for 0 < s 1, one has
ψ−1 (s) = (n− 2)C−1 s−(n−1) + O
(
s−(n−3)
)
,
where (n−2)C−1 =
∫∞
0 r
ne−r2/2 dr = 2(n−1)/2Γ
(
n+1
2
)
. Integration shows that ξ−1 (s) as dened
in (41) has the asymptotic behavior claimed in Table 2.
Our second linearly independent solution ψ−2 of (38) is also obtained from the special solution
s−(n−1)es2 through reduction of order,
(42) ψ−2 (s) = s
−(n−1)es
2/2
∫ s
0
rne−r
2/2 dr = (n− 2)C−1 s−(n−1)es
2/2 − ψ−1 (s).
For 0 < s 1, one sees that
ψ−2 (s) =
s2
n+ 1
+ O(s4), (s→ 0),
and hence that ξ−2 (s) = 1s
∫ s
0 ψ
−
2 (s˜) ds˜ satises
ξ−2 =
s2
3(n+ 1)
+ O(s4), (s→ 0).
On the other hand, for s 1, one has
ψ−2 (s) =
(
(n− 2)C−1 + O(s2)
)
s−(n−1)es
2/2, (s→∞),
with C−1 as above. Integration by parts then leads to the asymptotic expression for ξ
−
2 in Table 2.
Now we deal with solutions χ(s) of (39). Classical theory [Olv91] shows that a pair of linearly
independent solutions is given by {χ, χ¯}, where
χ(s) = s−A+iΩ F1 1
(1
2
(−A+ iΩ), 1 + iΩ; −λ
2
s2
)
,
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where F1 1 denotes the Kummer conuent hypergeometric function,
F1 1(a, b; q) =
∞∑
m=0
a(a+ 1) · · · (a+m− 1)qm
b(b+ 1) · · · (b+m− 1)m! .
As |q| → ∞, with −3pi/2 < arg(q) < pi/2, one has the asymptotic behaviors
F1 1(a, b; q) ∼ Γ(b)
{
eqqa−b
Γ(a)
+
(−q)−a
Γ(b− a)
}
.
For a solution in which the rst term above dominates, Re
(
χ(s)
) ∼ e−λs2/2s−(n+1) as s → ∞.
For a solution in which the second term dominates, Re
(
χ(s)
) ∼ 1 as s → ∞. We choose real
solutionsχ1, χ2 so thatχ1 ∼ e−λs2/2s−(n+1) andχ2 = O(1) as s→∞. We deneχ±1 = χ1|λ=±1
and χ±1 = χ2|λ=±1. en these functions behave as claimed in the tables. e reader may refer
to Appendix B for a self-contained justication of these claims. ////
6.4. Asymptotics of Φ at s = 0. For each of the solutions {ξ0, ξ±1 , ξ±2 } we choose for λ = ±1,
we get a solution Φ± of the system (31). Similarly, each of the two pairs of solutions {χ±1 , χ±2 }
corresponds to solutions ζ± of the homogeneous system (32). In this and the next few sections, we
translate the asymptotic behaviors of ξ±j and χ
±
j from Tables 1 and 2 into asymptotic expansions
for Φ± and ζ± at either end of the interval s ∈ (0,∞).
For any given solution ξ of (34), it follows from Lemma 6.2.1 that
(43) Φ = c
 −2(n− 1)ξξ′
ξ′′ + (n− 1 + λs2)ξ′ + 2(n− 1)ξ

is a solution of the homogeneous system (31), for any choice of c 6= 0. For each of the ve
fundamental solutions listed below, we choose the constant c so as to simplify the coecients in
the asymptotic expansions of the solutions. We will describe the asymptotic behavior using the
eigenvectors V 2,V −1,V −(n−1) that appear in (25).
Applying (43) to ξ0 = s−1, recalling that ′ = s dds , and choosing a convenient value of c, we get
Φ0 = s
−1V −1 +
 00
λs
 .
We do not have simple explicit expressions for ξ±1 or ξ
±
2 , but aer choosing convenient values
for c, we can compute the asymptotic expansions of the corresponding Φ±j as s→ 0.
We dene Φ±1 for λ = ±1 using ξ±1 . From Table 1 and Table 2, we see that ξ±1 have the same
leading terms at s = 0, up to a constant. So by making suitable choices c±, we get
Φ±1 = s
−(n−1)V −(n−1) + o
(
s−(n−1)
)
, (s→ 0).
Both Tables 1 and 2 list the same asymptotic expansion for ξ±2 at s = 0, so that for both values
λ = ±1, choosing c = 3(n+ 1) gives
Φ±2 = s
2V 2 + O(s
4), (s→ 0).
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6.5. Asymptotics of Φ as s→∞. For Φ0, the explicit solution we found above is valid for all s,
Φ0 = s
−1V −1 +
 00
λs
 .
We note that for this solution, γ ∼ λs as s→∞.
If λ = +1, using Table 1 and recalling equation (43), one sees that Φ+1 (dened using ξ
+
1 )
satises
Φ+1 = C
+
1,∞s
−(n+1)e−s
2/2
 2(n− 1) + O(s−2)s2 + (n+ 1) + O(s−2)
−4n+ O(s−2)
 , (s→∞).
Using the fact that ξ2 = 1−λ(n−1)s−2 +O(s−4), one nds that Φ+2 has the asymptotic behavior
Φ+2 = C
+
2,∞
1 + O(s−2)O(s−2)
O(s−2)
 , (s→∞).
We note that our choice of c = 3(n+ 1) above forces C+2,∞ = −6(n− 1)(n+ 1).
If λ = −1, using Table 2 and equation (43), one sees that Φ−1 (dened with ξ−1 ) satises
Φ−1 = C
−
1,∞
1 + O(s−2)O(s−2)
O(s−2)
 , (s→∞).
For Φ−2 , we have
(44) Φ−2 = C
−
2,∞s
−(n+1)e+s
2/2
 −2(n− 1) + O(s−2)s2 − (n+ 1) + O(s−2)
4n+ O(s−2)
 , (s→∞),
where C−2,∞ = 2(n−1)/2Γ(n+12 ).
6.6. Asymptotics of ζ at s = 0. To recover the asymptotic expansion of ζ from χ, we use (37),
i.e., ζ = χ′ + (A+ iΩ)χ.
A short computation shows that if f(s) = Im(ks−A+iΩ) with k complex, then
f ′ +Af = Im
(
iΩks−A+iΩ
)
= Ω Re
(
ks−A+iΩ
)
,
so that f ′(s) + (A+ iΩ)f(s) = Ωks−A+iΩ.
Referring back to Tables 1 and 2, this implies that as s→ 0,
(45) ζ±1 (s) =
(
Ωk± + O(s2)
)
s−A+iΩ and ζ±2 (s) =
(
iΩk± + O(s2)
)
s−A+iΩ.
We remind the reader that the equation for ζ±1,2 is only real linear, so the constants Ωk
±
1 and
iΩk±2 above can only be adjusted by a real multiple.
We do not derive the asymptotics of the complex function ζ as s→∞, because we nd it more
convenient to deal directly with the real functions χ± in that region.
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7. The Bo¨hm stationary soliton
As a step in their construction of expanding solitons, Gastel and Kronz prove existence of a
complete steady (λ = 0) soliton B(t) solving (11). is Ricci at soliton, whose existence fol-
lows from a more general result obtained earlier by Bo¨hm [Bo99], plays a central role in their
construction as well as ours, so we outline the proof of [GK04] here using our notation.
7.1. e Gastel–Kronz construction of the Bo¨hm stationary soliton. e unstable manifold
W u(gf) and the stable manifold W s(rfc) intersect in exactly one orbit {B(t) | t ∈ R} of the soliton
ow gt. e metric corresponding to this connecting orbit from gf to rfc is Ricci at. It is thus a steady
soliton and an Einstein metric.
Sketch of the construction. Since σ′ = 2σ, all connecting orbits between xed points of the soliton
ow must lie in the hyperplane σ = 0. In that subspace, we have J ′ = 2J , so that J also must
vanish along connecting orbits. All connecting orbits are therefore contained in the submanifold
of R6 dened by J = σ = 0. On this submanifold, it follows from (22b) that the quantity F
dened in (21) satises F ′ = (Γ + 1)F .
As t↘ −∞, one has F → 0 and Γ+1→ 1−pα < 0, which forces F = 0 everywhere, i.e., that
any connecting orbit lies in the invariant submanifold E, a fact that we use below. Furthermore,
we also note that J = 0 implies that
(Γ + 1)′ =
∑
α pα(1 + yα)
2 + Γ = Γ2 + Γ−∑α pαxα ≤ Γ(Γ + 1).
Since Γ + 1 = −pα + 1 < 0 at t = −∞, it follows that Γ + 1 < 0 on the entire orbit.
us far, we have shown that any connecting orbit from gf to rfc must lie in the portion of the
submanifold E of R6 on which Γ < −1. We now show that this region contains exactly one such
orbit.
e unstable manifold W u(gf) is three-dimensional, but the part of this manifold that lies in E
is one-dimensional. ere are therefore two orbits that emanate from gf and that can converge to
rfc as t→∞.
According to Lemma 5.1.2, the unstable eigendirection in E at gf is given by
p2E1 − 3p1E2 = −p2(p1 − 1) ∂
∂x1
+ p2
∂
∂y1
− 3p1(p1 + 1) ∂
∂x2
− 3p1 ∂
∂y2
+ 2p1p2
∂
∂Γ
.
In particular, it has a nonzero component in the x2 direction. Since x2 = 0 at gf, we see that only
one of the two orbits on the unstable manifold of gf lies in the region x2 > 0. is is the orbit we
now consider.
To show convergence to the rfc xed point as t ↗ ∞, we follow Gastel and Kronz by consid-
ering the Lyapunov function
W = 12
∑
α pα
{
xα − (n− 1) log(xα) + y2α
}
.
Along any orbit of the soliton ow, we have
W ′ =
∑
α pα
{
(Γ + n)yα + (Γ + 1)y
2
α
} ≤ (Γ + n)∑α pαyα = −(Γ + n)2 < 0.
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In the nal step, we used the fact that the quantity F dened in (21) satises F = 0 along the
orbit. It follows that W is monotonically decreasing along the orbit and achieves its minimum at
the stationary solution rfc = (n− 1, 0, n− 1, 0,−n, 0).
To explain the claim that these metrics are in fact Ricci at, we recall that if
B(τ) = (xα(τ), yα(τ),Γ(τ), 0)
is the Bo¨hm soliton that results from the construction above, then according to (18),
p(τ) = (xα(τ), yα(τ),Γ(τ), e
2τ )
is a solution of (11) forλ = 0. For this solution, we also haveF (τ) = Γ(τ)+
∑
α pα(1+yα(τ)) ≡ 0
for all τ ∈ R. e soliton vector eldX = f∂/∂s (which generates the dieomorphisms by which
the soliton metric ows) satises sf = F − λσ ≡ 0, as follows easily from (10). Hence we have
both X = 0 and λ = 0, so that the Bo¨hm soliton B is Ricci at. ////
8. Transversality of stable and unstable manifolds
We have shown so far that the Bo¨hm steady soliton B is the unique orbit in the intersection of
the unstable and stable manifolds of the gf and rfc, respectively. is section is devoted to a proof
of the fact that the intersection is transverse, i.e.,
(46) W u(gf)−tW s(rfc).
8.1. Dening equations forW s(rfc). If p ∈ W s(rfc), then J = σ = 0 at p, and there is a small
neighborhood N ⊂ R6 of p such that
(47) W s(rfc) ∩N = {p˜ ∈ N : σ(p˜) = J(p˜) = 0}.
Moreover, the dierentials dσ and dJ are linearly independent along W s(rfc).
Proof. Consider any point p0 ∈ W s(rfc), and let p(t) be the orbit of the soliton ow starting at
p(0) = p0. By denition, p(t) → rfc as t → ∞, so that σ′ = 2σ implies that we must have
σ
(
p(t)
)
= 0 for all t ∈ R. Since σ vanishes along the orbit p(t), it follows from equations (22) that
J ′ = 2J along the trajectory p(t); since J
(
p(t)
)
remains bounded as t → ∞, this then implies
that J(p(t)) ≡ 0. It follows thatW s(rfc) is contained in the joint zero-set of σ and J . By denition
of J , this joint zero-set is given by the equations
σ = 0,
∑
α pαxα = Γ
2 − 2∑ pαyα(1 + yα),
from which it is clear that σ−1(0) ∩ J−1(0) ⊂ R6 is a smooth embedded submanifold.
In § 5.2, we found that the rfc is a hyperbolic xed point of the soliton ow with four stable
eigenvalues, so general ode theory implies that the stable manifold W s(rfc) is a real analytic
immersed submanifold of R6 of codimension two. As it is contained in the four dimensional
embedded submanifold σ−1(0)∩ J−1(0), it must be a relatively open subset of σ−1(0)∩ J−1(0),
which we claimed in (47).
To complete the proof, we note that
dJ =
∑
α
1
2pαdxα +
∑
α pα(1 + 2yα)dyα − ΓdΓ.
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e dxα components of dJ are thus everywhere nonzero, so that dσ and dJ are indeed linearly
independent everywhere. ////
8.2. Proof of transversality. e intersection W u(gf) ∩ W s(rfc) contains exactly one orbit,
namely the Bo¨hm steady soliton B. e tangent spaces to invariant manifolds for the soliton ow
gt are themselves invariant under the tangent ow dgt, so we only have to prove thatW u(gf) and
W s(rfc) meet transversally at one point B(t) along the orbit. Since we have a global description
ofW s(rfc) as an open subset of σ−1(0)∩J−1(0), while we only have local description ofW u(gf),
it will be to our advantage if we consider a point B(t) that is very close to W u(gf).
We found in § 5.1 — see (23) — that the tangent space toW u(gf) at gf is spanned by the vectors
E1 = −(p1 − 1) ∂
∂x1
+
∂
∂y1
+ 2p1
∂
∂Γ
,
E2 = (p1 + 1)
∂
∂x2
+
∂
∂y2
, and Eσ = −λ ∂
∂x2
+
∂
∂σ
.
At the gf xed point, we have
dσ ·Eσ = 1, dσ ·E1 = 0,
dJ ·Eσ = −λ
2
p2, dJ ·E1 = 32p1(p1 + 1) .
is implies that at the xed point gf, the unstable manifold W u(gf) intersects the submanifold
σ−1(0) ∩ J−1(0) transversally. By continuity of the tangent spaces, W u(gf) −t σ−1(0) ∩ J−1(0)
holds in a neighborhood U of gf. If we choose t ∈ R suciently close to −∞, then B(t) ∈ U,
and it follows that W u(gf)−tW s(rfc) at B(t), because near B(t), the submanifolds W s(rfc) and
σ−1(0) ∩ J−1(0) coincide. is completes the proof of (46).
9. Behavior of smooth solutions near B ∩ rfes = rfc
9.1. e unstable manifold of the rfc. In § 5.2, we saw that the eigenvalues of the linearization
dXrfc are {−(n− 1),−A± iΩ,−1,+2,+2}. So the rfc is hyperbolic and has a two-dimensional
unstable manifold. Just as in the case of the gf xed points, there are again no resonances between
the unstable eigenvalues, so the ow gt|W u(rfc) is analytically conjugate to the linear ow x 7→
e2tx on R2.
ose orbits in the unstable manifoldW u(rfc) that extend to 0 < σ <∞ correspond to metrics
on (0,∞)× Sp1 × Sp2 that dene expanding or shrinking Ricci ow solitons with a singularity at
σ = 0 that is asymptotically like the Ricci at cone.
Lemma 9.1.1. e unstable manifold W u(rfc) is contained in the equal radii subspace R, i.e., the
dierence variables x12, y12 vanish on W u(rfc).
Proof. As we observed in § 3.4, the equal radii subspace R ⊂ R6 consisting of all points with
x12 = y12 = 0 is invariant under the soliton ow gt. is subspace contains the xed point rfc,
and the unstable eigenvectors of the linearization of the ow at rfc are tangential to R. erefore
the ow gt|R has a smooth two-dimensional unstable manifold at rfc. Since the unstable manifold
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at rfc of the ow gt on the whole space R6 also is a two-dimensional immersed submanifold, it
must coincide with the unstable manifold of gt|R at rfc. Hence W u(rfc) ⊂ R. ////
9.2. e tangent space TrfesW u(rfc). In a small neighborhood of the rfc, the variables (σ, J)
form analytic coordinates on W u(rfc), so that we have a parametrization p = wu(σ, j) of a small
neighborhood of rfc in W u(rfc).
e tangent space to the rfes is therefore the range of dwu, which is spanned by the partial
derivatives wuσ(σ, 0) = ∂w
u
∂σ and w
u
j (σ, 0) =
∂wu
∂j . Of these, the rst derivative is
wuσ =
1
2s
∂
∂s
,
which is a multiple of the tangent vector ∂∂s to the rfes.
To get a second tangent vector to the rfes, we choose a particular small value of s, say s = a,
and letW (a) = wuj (a2, 0). SinceW u(rfc) is invariant under the soliton ow, the vector dgt ·W (a)
is tangential to W u(rfc) at gt(wu(a2, 0)) = wu
(
(eta)2, 0
)
. We therefore dene for any s > 0,
W (s) = dglog(s/a) ·W (a).
en W (s) ∈ TrfesW u(rfc), W (s) 6= 0, and ds · W (s) = 0 for all s > 0. is implies that
{ ∂∂s ,W (s)} is a basis for TrfesW u(rfc) at each point. Moreover, W (s) is a solution of the lin-
earization (31) of the system for the averaged variables (ξ, y, γ). us
W (s) = c0Φ0(s) + c
±
1 Φ
±
1 (s) + c
±
2 Φ
±
2 (s)
for some constants c±j .
We also know that W (s) → 0 as s → 0, because dgt decays exponentially on W u(rfc) as
t → −∞. Both Φ0(s) and Φ±1 (s) become unbounded as s → 0, so we must have c0 = c±1 = 0.
Hence W (s) is a nonzero multiple of Φ±2 (s).
A consequence of this is that
(48) wu(a2, j) = c±2 jΦ
±
2 (a) + O(j
2), (j → 0).
erefore, wuj (a2, 0) = c
±
2 Φ
±
2 (a). Moreover, because wu is a real analytic function, we have
(49) wuj (a2, j) = c±2 Φ
±
2 (a) + O(j), (j → 0).
9.3. An isolating block for rfc. Since the rfc is a hyperbolic xed point, we can write R6 =
Eu ⊕ Es, where Eu and Es are the unstable and stable subspaces of R6, respectively, for the
linearization dXrfc. Let pis : R6 → Es, piu : R6 → Eu be the projections onto those invariant
subspaces, with nullspaces N(piu) = Es and N(pis) = Eu. Since the stable eigenvalues of dXrfc
are {−1,−A± iΩ,−(n− 1)}, one can nd2 an inner product 〈·, ·〉s on Es such that
〈v,dXrfc · v〉s ≤ −〈v, v〉s
for all v ∈ Es.
2 If V1, V2 ± iV3, and V4 are eigenvectors of dXrfc corresponding to the eigenvalues −1, −A ± iΩ, and −n + 1,
then dene 〈·, ·〉s by declaring {V1, V2, V3, V4} to be orthonormal.
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Figure 1. Wu(rfc) near rfc
By the Grobman–Hartman theorem [Gro62, Ha60], there is a neighborhood U ⊂ R6 of the rfc
on which the ow gt is topologically conjugate to the linearized ow near the origin. In particular,
we can choose the neighborhood U so that any point p ∈ U with g[0,∞)(p) ⊂ U belongs to
W s(rfc). Similarly, any p ∈ U with g(−∞,0](p) ⊂ U belongs to W u(rfc).
For small a > 0, we now consider the compact neighborhood of the rfc dened by
(50) Qa =
{
p ∈ R6 | |σ(p)| ≤ a2, |J(p)| ≤ a2, ‖pis(p− rfc)‖s ≤ a2
}
,
where ‖v‖s =
√〈v, v〉s.
For suciently small a > 0, Qa ⊂ U , and Qa is an isolating block in the sense of Conley and
Easton [CE71, Con78]: for any p ∈ ∂Qa, one has
|σ(p)| = a2 =⇒ d
dt
|σ(gtp)|
∣∣∣
t=0
> 0,(51)
|J(p)| = a2 =⇒ d
dt
|J(gtp)|
∣∣∣
t=0
> 0,(52)
‖pis(p− rfc)‖s = a2 =⇒ d
dt
∥∥pis(gt(p)− rfc)∥∥
s
∣∣∣
t=0
< 0.(53)
us the ow has no internal tangencies to the boundary ∂Qa, i.e., for every q ∈ ∂Qa, there exists
τ0 > 0 such that g(0,τ0)(q) ⊂ R6 \ Qa or g(−τ0,0)(q) ⊂ R6 \ Qa (or both). It follows that for every
p ∈ Qa, the exit time
Ta(p)
def
= inf{t > 0 | gt(p) 6∈ Qa}
is well dened. If gt(p) ∈ Qa for all t ≥ 0, then we dene Ta(p) = +∞. We note that the exit
time Ta : Qa → [0,∞] is a continuous function.
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9.4. A slice within W u(gf) transverse to the B soliton. Let B(ta) be a point on the Bo¨hm
soliton with ta so large that B(ta) lies in the interior of Qa. Since W u(gf) −t W s(rfc), there is a
two-dimensional slice Σa : D2 ↪→W u(gf)∩Qa with Σa(0) = B(ta), and such that Σa −tW s(rfc).
We will abuse notation and identify the map Σa with its image, and write Σa for both.
We choose Σa so small that the only intersection of Σa and W s(rfc) is the point B(ta) on the
Bo¨hm soliton. It follows that Ta(p) <∞ for all p ∈ Σa \ {B(ta)}.
Orbits in Qa exit either through the sides σ = ±a2, the sides J = ±a2, or through the the
edges on which σ = ±a2 and J = ±a2 both hold. If the orbit starting at p ∈ Σa exits through a
point on ∂Qa with σ = +a2, then we have a simple expression for the exit time in terms of the σ
coordinate of p. Namely, since a2 = σ
(
gTa(p)p
)
= e2Ta(p)σ(p), we have
Ta(p) = log a− 1
2
log σ(p).
Figure 2. Application of the λ-lemma to a slice Σa transverse toB. For all large enough t, there is a subset
Lt ⊂ Σa such that gtLt is C1 close to the given rectangleWu(rfc) ∩ {|σ| ≤ a2, |J | ≤ a2}.
9.5. Application of the λ-lemma. In general, if gt is a smooth local ow on a manifoldM with
a hyperbolic xed point p ∈M, then the ow has smooth immersed stable and unstable manifolds
W s(p) and W u(p), respectively. Jacob Palis’ λ-lemma [Pal68] states that if a smooth submanifold
Σa ⊂ M with the same dimension as W u(p) is transverse to W s(p), and if K ⊂ W u(p) is
compact, then for any η > 0 and all suciently large t > 0, there is a compact subset Lt ⊂ Σa
such that gt(Lt) is η-close to K in C1.
We intend to apply this lemma to the slice Σa and the xed point rfc. e λ-lemma as we have
just stated it is a local result, so we may consider only those parts ofW u(rfc) and gtΣa that remain
in the neighborhood Qa.
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For small a > 0, the intersection of W u(rfc) with Qa is
Rua := W
u(rfc) ∩ Qa = {p ∈W u(rfc) : |σ(p)| ≤ a2, |J(p)| ≤ a2},
which we will take as our compact set K and whose boundary is dieomorphic to a rectangle
W u(rfc) ∩ ∂Qa = {p ∈W u(rfc) : σ = ±a2, |J | ≤ a2} ∪ {p ∈W u(rfc) : J = ±a2, |σ| ≤ a2}.
Using our analytic local parametrizationwu ofW u(rfc), we parametrize the edge ofW u(rfc)∩∂Qa
on which σ = +a2 by an analytic curve
W u(rfc) ∩ ∂Qa ∩ {σ = a2} = {wu(a2, j) | −a2 ≤ j ≤ a2}.
For large T and small a > 0, we consider the intersection gTΣa ∩ ∂Qa, or more precisely,
Ca,T = {gT p | p ∈ Σa and T = Ta(p)}.
e λ-lemma implies that for any η > 0, there is a tη > 0 such that Ca,T is η-close in C1 to Rua
for all T ≥ tη . In fact, Ca,T is a graph of a C1 function over Rua .
Lemma 9.5.1. For all j ∈ [−a2, a2] and suciently large T > 0, there exists a unique q(j, T ) ∈
W u(gf) ∩ ∂Qa with
J(q(j, T )) = j, σ(q(j, T )) = a2, g−T q(j, T ) ∈ Σa.
e map (j, T ) 7→ q(j, T ) is smooth.
As T →∞, one has
q(j, T )→ wu(a2, j) and ∂q(j, T )
∂j
→ ∂w
u(a2, j)
∂j
uniformly for |j| ≤ a2.
Proof. is follows from the λ-lemma. ////
e map (j, T ) 7→ q(j, T ) is well-dened and smooth for |j| ≤ a2 and T0 ≤ T < ∞, if T0 is
suciently large. If we now extend q by seing
q(j,∞) = wu(a2, j),
then q : [−a2, a2]× [T0,∞]→ R6 is a continuous map.
is lemma provides an approximation for the orbits in W u(gf) that pass close to the rfc as
they exit the isolating block Qa. e description can be improved by considering the (x12, y12)-
component of q(j, T ). While it is much smaller than q(j, T ) − wu(a2, T ), it satises a set of
homogeneous linear equations, and this allows us to give a precise estimate for (x12, y12) at exit
points in W u(gf) ∩ ∂Qa.
We therefore consider orbit segments {gtp} of the ow that spend a long time in the block Qa.
Our rst observation is that such orbits must be close to the stable and unstable manifolds of the
xed point rfc.
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Lemma 9.5.2. Let pi ∈ Σa be a sequence of points with pi → B(ta). Dene Ti = Ta(pi) and
assume that qi = gTi(pi) converges to q ∈ ∂Qa . en the orbit segments starting at pi and ending
at the exit point qi converge in the Hausdor metric:
g[0,Ti](pi) −→ B ([ta,∞)) ∪ {rfc} ∪ g(−∞,0](q).
Proof. Let mi = gtipi be a subsequence of points on the orbit g[0,Ti](pi) for which m = limmi
exists. We will show that m ∈ B ([ta,∞)) ∪ {rfc} ∪ g(−∞,0](q).
If ti is bounded, then we may assume that ti → t∗ for some t∗ ≥ 0, and thus mi = gtipi →
gt∗B(ta). In this case we have m ∈ B([ta,∞)).
If on the other hand t′i = Ti − ti is bounded, then we may assume that −t′i → t∗ ≥ 0, and we
nd that gtipi = g−t
′
iqi → g−t∗q. In this case m ∈ g(−∞,0]q.
e remaining possibility is that both ti → ∞ and Ti − ti → ∞. In this situation we have
g[−ti,T−ti](mi) ⊂ Qa for all i ≥ 1 so that in the limit we nd that the entire orbit {gtm | t ∈ R}
lies in Qa. e only m ∈ Qa with this property is m = rfc. ////
Lemma 9.5.3. ere exist a constant C∗ > 0 and a continuous complex-valued function a(j, T )
such that
(54) ζ
(
q(j, T )
)
= (1 + a(j, T ))e
−(A−iΩ)T ζ
(
B(ta)
)
,
where
|a(j, T )| ≤ C∗a2
for j ∈ [−a2, a2], all suciently large T <∞, and all small enough a > 0.
Proof. Equation (54) eectively denes the function a(j, T ), so we really only have to prove that
|a| ≤ C∗a2 for some constant C∗
Consider p(j, T ) = g−T (q(j, T )) ∈ Σa. en the orbit segment g[0,T ](p(j, T )) is contained in
Qa, and if T is suciently large, then Lemma 9.5.2 implies that p(j, T ) will be close to B(ta).
By rewriting the dierence system (30) in terms of the complex quantity ζ , we nd that along
the orbit segment g[0,T ](p(j, T )), one has
ζ ′ = M
(
gtp(j, T )
)
ζ +N
(
gtp(j, T )
)
ζ¯,
where M,N are complex-valued functions that satisfy
M(p) = −A+ iΩ + O(‖p− rfc‖) and N(p) = O(‖p− rfc‖).
Since p(j, T ) is close to B(ta), the ζ component ζ
(
p(j, T )
)
is close to ζ(B(ta)).
For t ≥ 0, we then have
(55) d
dt
log ζ
(
gtp(j, T )
)
= −A+ iΩ + O(‖gtp(j, T )− rfc‖).
e Analysis Lemma A.2 in Appendix A implies that there is a constant C > 0 that does not
depend on a such that∫ T
0
∥∥gtp(j, T )− rfc∥∥ dt ≤ C sup
0≤t≤T
∥∥gtp(j, T )− rfc∥∥ ≤ Ca2,
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for all suciently small a, all j ∈ [−a2, a2], and all suciently large T (depending on a).
Upon integrating (55), we nd that
log
ζ
(
q(j, T )
)
ζ
(
p(j, T )
) = −(A− iΩ)T + O(a2).
For large enough T , the initial point p(j, T ) is arbitrarily close to B(ta). So there exists Ta <∞
such that for T ≥ Ta, we have ∣∣∣∣∣log ζ
(
p(j, T )
)
ζ
(
B(ta)
) ∣∣∣∣∣ ≤ a2.
Combining the last two estimates then shows us that∣∣∣∣∣log ζ
(
q(j, T )
)
ζ
(
B(ta)
) + (A− iΩ)T ∣∣∣∣∣ ≤ Ca2,
which implies that |(j, T )| ≤ C∗a2 for some constant C∗. ////
10. Continuation of the soliton flow from s = a to s ∼ `
10.1. Denition of q(s; j, T ). We consider orbits {gt(q(j, T )) | t ≥ 0} of the soliton ow for
suciently small j and suciently large T , and follow them until they reach the hyperplane s = `
for some xed large `  a. For t > 0, the s-coordinate of gt(q(j, T )) is s = eta, so we consider
the orbit gt
(
q(j, T )
)
for t ∈ [0, log `a ]. We simplify notation by writing
(56) q(s; j, T ) := glog(s/a)
(
q(j, T )
)
.
Similarly we write
q(s; j,∞) := glog(s/a)(q(j,∞))
for the result of owing q(j,∞) = wu(a2, j) by log s/a.
Lemma 10.1.1. ere exist ιa,` > 0 and Ta,` < ∞ such that q(s; j, T ) is dened for all j ∈
(−ιa,`, ιa,`), T ∈ [Ta,`,∞], and s ∈ [a, `]. Furthermore, the limit
q(s; j,∞) = lim
T→∞
q(s; j, T )
exists C1-uniformly for |j| ≤ ιa,` and a ≤ s ≤ `.
Proof. For j = 0 and T =∞, we have
(57) q(s; 0,∞) = (s, 0, 0, 0, 0, 0) = rfes(s)
in (s, ξ, y, γ, x12, y12) coordinates. In particular, glog s/a(q(0,∞)) is dened for all s ≥ a. Con-
tinuity of the local ow gt implies that glog s/a(q(j, T )) is dened for all s ∈ [a, `] for any xed
` > a, provided T is large and |j| is small enough, say for |j| ≤ ιa,` and T ≥ Ta,`.
As T → ∞, we saw in Lemma 9.5.1 that q(j, T ) → q(j,∞) = wu(a2, j). Since the ow gt is
smooth, it follows that q(s; j, T )→ q(s; j,∞) as T →∞. ////
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For |j| ≤ ιa,`, T ≥ Ta,`, and all s ≥ `, we write Φ∗(s; j, T ) and ζ∗(s; j, T ) for the averaged and
dierence components of q(s; j, T ); in other words, we have
(58) q(s; j, T ) =
(
s,Φ∗(s; j, T ), ζ∗(s; j, T )
)
in (s, ξ, y, γ, ζ) coordinates. e coordinate functions Φ∗ : [a, `] → R3 and ζ∗ : [a, `] → C are
solutions of the nonlinear equations (28) and (29), respectively.
Lemma 10.1.2. e limits
lim
T→∞
Φ∗(`; j, T ) = Φ
(
q(`; j,∞)),
lim
T→∞
ζ∗(`; j, T ) = 0,
exist C1-uniformly for |j| ≤ ιa,`. In particular,
lim
T→∞
Φ∗(`; j, T ) = c±2 jΦ
±
2 (`) + O(j
2), (j → 0),
where c±2 are as in (48).
Proof. We know that q(j, T ) → q(j,∞) = wu(a2, j) as T → ∞. Since gt is continuous, the
limiting values Φ∗(s; j,∞) and ζ∗(s; j,∞) follow.
e second assertion follows from (48). ////
10.2. Asymptotics of the dierence variables. Lemma 10.1.2 gives us a good approximation
of Φ∗(`; j, T ) as T →∞ for small j. But for ζ∗, it only says that ζ∗ → 0, without providing more
details. To get more information, we use the matrix form (30) of the homogeneous equation (29)
satised by {x12, y12},
s
d
ds
[
x12
y12
]
= M(s; j, T )
[
x12
y12
]
,
where
M(s; j, T ) =
[
y + (p2 − p1)y12 −2(n− 1) + ξ
1 −n+ 1 + γ − λs2
]
,
and where (ξ, y, γ, x12, y12) are to be evaluated at q(s; j, T ).
e coecient matrix M(s; j, T ) depends continuously on (s, j, T ) ∈ [a, `] × [−ιa,`, ιa,`] ×
[Ta,`,∞], and thus as T →∞ and |j| → 0, we get
M(s; j, T )→M(s; 0,∞) =
[
0 −2(n− 1)
1 −n+ 1 + γ − λs2
]
.
We denote the fundamental solution starting at s = a of the linear system by U(s; j, T ). So by
denition, U satises
s
d
ds
U(s; j, T ) = M(s; j, T )U(s; j, T ), U(a; j, T ) =
[
1 0
0 1
]
,
and the solution
[
x12(s;j,T )
y12(s;j,T )
]
is given by[
x12(s; j, T )
y12(s; j, T )
]
= U(s; j, T )
[
x12(a; j, T )
y12(a; j, T )
]
.
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Continuous dependence of solutions of dierential equations on their parameters implies that as
|j| → 0 and T →∞, the fundamental solution U also converges, namely,
U(s; j, T )→ U(s; 0,∞),
where U(s; 0,∞) satises
s
d
ds
U(s; 0,∞) = M(s; 0,∞)U(s; 0,∞), U(a; 0,∞) =
[
1 0
0 1
]
.
is last system of equations for [ x12y12 ] is equivalent to the second order equation (36) for χ = x12,
for which we have found fundamental solutions {χ±1 , χ±2 } described in Tables 1, 2.
We now have[
x12(`; j, T )
y12(`; j, T )
]
= U(`; 0,∞) · U(`; 0,∞)−1U(`; j, T ) ·
[
x12(a; j, T )
y12(a; j, T )
]
.
e solution at s = ` is therefore given by[
x12(`; j, T )
y12(`; j, T )
]
= U(`; 0,∞) ·
[
x˜12(j, T )
y˜12(j, T )
]
,
where [
x˜12(j, T )
y˜12(j, T )
]
= U(`; 0,∞)−1U(`; j, T ) ·
[
x12(a; j, T )
y12(a; j, T )
]
.
In other words, the solution of the nonlinear dierential system is given by the solution of the
linearization at the rfes with a slightly modied initial value at s = a, namely
[
x˜12(j,T )
y˜12(j,T )
]
. is
modied initial value is obtained by multiplying the actual value of
[
x12(a;j,T )
y12(a;j,T )
]
with the matrix
U(`; 0,∞)−1U(`; j, T ), which converges to the identity as T →∞ and j → 0, i.e.,
lim
j→0
lim
T→∞
U(`; 0,∞)−1U(`; j, T ) =
[
1 0
0 1
]
.
We next derive an asymptotic description of the actual initial value
[
x12(a;j,T )
y12(a;j,T )
]
from expres-
sion (54) for ζ(q(j, T )). In doing so, we have to go back and forth between the real variables
(x12, y12) and the complex variable ζ , which will be easier if we dene a real-linear map C :
R2 → C and its inverse C−1 : C→ R2 by
C
[
x
y
]
= (A+ iΩ)x− (A2 + Ω2)y and C−1ζ = 1
Ω
[
Im ζ
Im(ζ/(A+ iΩ))
]
.
We have then just shown that the ζ component of the solution at s = ` coincides with the solution
to the linearized equation for ζ with initial data at s = a given by
ζ˜(j, T ) = C
[
x˜12(j, T )
y˜12(j, T )
]
.
Recall from equation (37) that ζ±1 = (χ
±
1 )
′+(A+ iΩ)χ±1 and ζ
±
2 = (χ
±
2 )
′+(A+ iΩ)χ±2 are a pair
of linearly independent solutions of the linearized ζ equations, where the asymptotic behaviors
of χ±1,2 are given in Tables 1 and 2. us we have
(59) ζ(`; j, T ) = c±1 (j, T )ζ
±
1 (`) + c
±
2 (j, T )ζ
±
2 (`),
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where the real constants c±i (j, T ) should satisfy
c±1 (j, T )ζ
±
1 (a) + c
±
2 (j, T )ζ
±
2 (a) = C
[
x˜12(j, T )
y˜12(j, T )
]
= CU(`; 0,∞)−1U(`; j, T ) ·
[
x12(a; j, T )
y12(a; j, T )
]
= CU(`; 0,∞)−1U(`; j, T ) · C−1ζ(q(j, T ))
=
(
I + o(1)
) · ζ(q(j, T )).
Here I is the 2 × 2 identity matrix, and o(1) is a real-linear transformation of C. It follows that
there is a complex number (j, T ) with |(j, T )| = o(1) such that
(60) c±1 (j, T )ζ
±
1 (a) + c
±
2 (j, T )ζ
±
2 (a) =
(
1 + (j, T )
) · ζ(q(j, T )).
Recall that according to Lemma 9.5.3, for large T and small j, we have
(61) ζ(q(j, T )) =
(
1 + a(j, T )
)
ζ
(
B(ta)
)
e−(A−iΩ)T ,
with |a(j, T )| ≤ Ca2. According to (45), we also have
c±1 ζ
±
1 (a) + c
±
2 ζ2(a) = Ωk
±(c±1 + ic±2 )a−A+iΩ + (c±1 δ±1 (a) + c±2 δ2(a))a−A+iΩ(62)
=
(
1 + δ±3 (a)
)
Ωk±
(
c±1 + ic
±
2
)
a−A+iΩ,
in which δ±k are complex functions with δ
±
k (a) = O(a
2). Combining (59), (60), (61), and (62), we
nd that
c±1 + ic
±
2 =
(1 + (j, T ))(1 + a(j, T ))
(1 + δ±3 (a))
ζ(B(ta))
Ωk±
aA−iΩe(−A+iΩ)T
=
(
1 + 2(a; j, T )
)ζ(B(ta))
Ωk±
aA−iΩe(−A+iΩ)T ,
where |2(a; j, T )| ≤ δ4(a) for suciently small j and large T , and δ4(a)→ 0 as a→ 0.
We now dene R(a, j, T ) and φ(a, j, T ) by
R(a, j, T )eiφ(a,j,T ) :=
(
1 + 2(a; j, T )
)ζ(B(ta))
Ωk±
aA−iΩ.
We then have
(63) R(a, j, T ) = aA
∣∣ζ(B(ta))∣∣
Ω|k±|
∣∣1 + 2(a; j, T )∣∣
and
(64) φ(a, j, T ) = arg ζ(B(ta))
k±
− Ω log a+ O(|2(a; j, T )|),
which imply that
c±1 + ic
±
2 = R(a, j, T )e
(−A+iΩ)T+iφ(a,j,T ),
and hence
(65)
{
c±1 (a, j, T ) = R(a, j, T )e
−AT cos
(
ΩT + φ(a, j, T )
)
,
c±2 (a, j, T ) = R(a, j, T )e
−AT sin
(
ΩT + φ(a, j, T )
)
.
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is leads to
(66) ζ(`; j, T ) = Re−AT cos(ΩT + φ)ζ±1 (`) +Re
−AT sin(ΩT + φ)ζ±2 (`),
where φ = φ(a, j, T ) and R = R(a, j, T ). We note that the ζ±1,2(`) that appear in this expression
are the exact solutions of the linearized equation, and that all error terms have been absorbed in
the coecients R(a, j, T ) and φ(a, j, T ). us we have the following.
Lemma 10.2.1. For any δ > 0, there exist ιδ > 0, Tδ < ∞, and aδ > 0 such that for all a < aδ ,
|j| ≤ ιδ , and T ≥ Tδ , one has
R(a, j, T ) = Ra(1 + 3(a, j, T )) and φ(a, j, T ) = φa + 4(a, j, T ),
where
|3(a, j, T )|+ |4(a, j, T )| ≤ δ,
and where the constants Ra and φa are given by
Ra = a
A |ζ
(
B(ta)
)|
Ω|k±| and φa = arg
ζ
(
B(ta)
)
k±
− Ω log a.
Our next step is to translate the complex variable ζ at s = ` back to the dierence variables x12
and y12. Applying C−1 to both sides of (66), we get[
x12(`; j, T )
y12(`; j, T )
]
= Re−AT cos(ΩT + φ)
[
x±12,1(`)
y±12,1(`)
]
+Re−AT sin(ΩT + φ)
[
x±12,2(`)
y±12,2(`)
]
,
where we have dened
x12(s; j, T ) = x12
(
q(s; j, T )
)
, y12(s; j, T ) = y12
(
q(s; j, T )
)
,
and where x±12,i(s) and y
±
12,i(s) are the solutions of the linearized equations (32) corresponding to
χ±i (s) from Tables 1 and 2. Using (37), we can write this as[
x12(`; j, T )
y12(`; j, T )
]
= Re−AT cos(ΩT + φ)
[
χ±1 (`)
−(χ±1 )′(`)/2(n− 1)
]
+Re−AT sin(ΩT + φ)
[
χ±2 (`)
−(χ±2 )′(`)/2(n− 1)
]
.
Our expansion of χ±i (s) as s→∞ implies that as `→∞,
χ±1 (`) = 1 + O
(
`−2
)
,
(
χ±1
)′
(`) = O
(
`−2
)
,
and
χ±2 (`) =
(
C±χ + O
(
`−2
))
`−n−1e∓`
2/2,
(
χ±2
)′
(`) =
(
C±χ + O
(
`−2
))
`−n+1e∓`
2/2.
We then get these expressions for [ x12y12 ]:[
x12(`; j, T )
y12(`; j, T )
]
= Re−AT cos(ΩT + φ)
[
1 + O
(
`−2
)
O
(
`−2
) ](67)
+Re−AT sin(ΩT + φ)`−n+1e∓`
2/2
[
O
(
`−2
)
C±χ + O
(
`−2
)] .
Here R = R(a, j, T ) and φ = φ(a, j, T ) are as in Lemma 10.2.1.
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11. Stable manifolds of the conical ends
11.1. Denition ofW,Wex, andWsh. Metrics with conical ends correspond to solutions of the
soliton ow for which xα → n − 1 + ξα,∞ > 0 as s → ∞. Here we study such solutions for
s 0.
We dene the stable set of conical ends to be the set of all p ∈ R6 whose forward trajectory
{gtp | t ≥ 0} under the soliton ow satises
(68) sup |ξα| <∞, sup |yα| <∞, sup
∣∣∣γ
s
∣∣∣ <∞.
We denote this set byWsh for shrinkers (λ = −1) andWex for expanders (λ = +1), and we write
W to refer to either Wsh or Wex.
e setsW are invariant under the soliton ow gt, and they are nonempty because they always
contain the rfes orbit.
For any  > 0 and ` > 0, we dene
W,` :=
{
(ξα, yα, γ, s) ∈W : s > `, |ξα| < , |yα| < , |γ| < s
}
.
It seems very likely that W is a smooth submanifold of R6. In this paper, we will only need to
know that the part ofW that is close to the rfes is smooth, which is what we show in this section:
eorem 11.1.1. For small enough  > 0 and large enough ` > 0, W,` is a smooth submanifold of
R6. More precisely:
(1) W,`ex is an open subset of R6; and
(2) W,`sh is a 4-dimensional submanifold of R6.
e tangent space to W at the rfes orbit is spanned by solutions of the linearized ow dgt along the
rfes that are O(s) as s→∞.
Our proof proceeds by rewriting the system (11) of dierential equations as a xed-point prob-
lem involving integral equations, and then using the Implicit Function eorem to conclude smooth-
ness of W near the rfes. We will begin by showing that orbits in W actually have more precise
asymptotics for s → ∞; but before we do that, we record some elementary estimates involving
Gaussian integrals that will show up a few times.
Lemma 11.1.2. If f : [`,∞)→ R is bounded and measurable, then∣∣∣∣∫ ∞
s
e(s
2−ς2)/2f(ς) dς
∣∣∣∣ ≤ 1s supς≥` |f(ς)|,
and ∣∣∣∣∫ s
`
e(ς
2−s2)/2f(ς) dς
∣∣∣∣ ≤ 2s supς≥` |f(ς)|.
Proof. To prove the rst inequality, we note that for ς ≥ s ≥ `, we have
(ς2 − s2)/2 = (ς − s)(ς + s)/2 ≥ s(ς − s),
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so that if M = sups≥` |f(s)|, then∣∣∣∣∫ ∞
s
e(s
2−ς2)/2f(ς) dς
∣∣∣∣ ≤ ∫ ∞
s
e−s(ς−s)M dς =
M
s
.
For the second inequality, we argue that for 0 < ς < s, one has
(s2 − ς2)/2 = (s− ς)(s+ ς)/2 ≥ (s− ς)s/2,
so that ∣∣∣∣∫ s
`
e(ς
2−s2)/2f(ς) dς
∣∣∣∣ ≤M ∫ s
`
e(ς
2−s2)/2 dς ≤M
∫ s
`
e(ς−s)s/2 dς ≤ 2
s
M,
as claimed. ////
Lemma 11.1.3. If (ξα, yα, γ) is a solution whose graph lies in W, then as s→∞, we have
ξα = ξα,∞ + O(1/s), yα = O(1/s), γ = K∞s+ O(1/s),
for certain constants ξα,∞ and K∞.
Proof. We rewrite the soliton system (11) as integral equations. To integrate the equation for yα,
we rst rewrite it by using Γ = γ − n, obtaining
(69) sdyα
ds
+ λs2yα = ξα + (γ − n+ 1)yα + γ.
We integrate this equation using the integrating factor s−1eλs2/2. We have to choose the domain
of integration according to the sign of λ. In the case of expanders, where λ = +1, we assume
initial values yα(`) = yα,` are given at s = `, and nd for s ≥ ` that
(70a) yα(s) = e(`
2−s2)/2yα,` +
∫ s
`
e(ς
2−s2)/2
{
ξα(ς) +
(
γ(ς)− n+ 1)yα(ς) + γ(ς)} dς
ς
.
In the case of shrinkers, where λ = −1, we cannot specify the values of yα(`). Instead we get
(70b) yα(s) = −
∫ ∞
s
e−(ς
2−s2)/2
{
ξα(ς) +
(
γ(ς)− n+ 1)yα(ς) + γ(ς)} dς
ς
.
If ξα = O(s), γ = O(s), and yα = O(1) as s→∞, then we have
ξα + (γ − n+ 1)yα + γ
s
= O(1) (s→∞).
In either case, (70a) or (70b) combined with Lemma 11.1.2 implies that yα = O(1/s) as s→∞.
Next we consider ξα. e equation
s
dxα
ds
= −2xαyα
for xα(s) can be integrated as follows:
xα(s) = xα∞ exp
(
−2
∫ ∞
s
yα(ς)
dς
ς
)
.
For ξα = xα − (n− 1), this implies that
(71) ξα(s) = ξα,∞e−2
∫∞
s yα(ς)
dς
ς + (n− 1)
{
e−2
∫∞
s yα(ς)
dς
ς − 1
}
.
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Since we have just shown that yα = O(1/s), we can estimate the integral and conclude that
ξα = ξα,∞eO(1/s) + (n− 1){eO(1/s) − 1} = ξα∞ + O(1/s),
as claimed.
Finally, we consider γ. Again using γ = Γ + n, we rewrite equation (11c) as
s
dγ
ds
− γ = −n+∑α pα(1 + 2yα + y2α) = ∑α pα{2yα + y2α}.
en we multiply with the integrating factor s−2 and integrate, obtaining
(72) γ(s) = K∞s− s
∫ ∞
s
∑
α pα
{
2yα(ς) + yα(ς)
2
} dς
ς2
.
Here K∞ is a constant of integration, and we again use yα = O(1/s) to justify convergence of
the integral and to conclude that γ = K∞s+ O(1/s). ////
11.2. Proof of eorem 11.1.1. For expanders (λ = +1), we have the following integral equa-
tions for (ξα, yα, γ):
ξα(s) = ξα,`e
−2 ∫ s` yα(ς)dςς + (n− 1){e−2 ∫ s` yα(ς)dςς − 1} ,(73a)
yα(s) = e
(`2−s2)/2yα,` +
∫ s
`
e(ς
2−s2)/2
{
ξα(ς) +
(
γ(ς)− n+ 1)yα(ς) + γ(ς)} dς
ς
,(73b)
γ(s) = γ`
s
`
+ s
∫ s
`
∑
α pα
{
2yα(ς) + yα(ς)
2
} dς
ς2
,(73c)
where ξα,` = ξα(`), yα,` = yα(`), and γ` = γ(`) are the values of the solution at s = `.
For shrinkers (λ = −1), we have
ξα(s) = ξα,`e
−2 ∫ s` yα(ς)dςς + (n− 1){e−2 ∫ s` yα(ς)dςς − 1} ,(74a)
yα(s) =
∫ ∞
s
e(s
2−ς2)/2
{
ξα(ς) +
(
γ(ς)− n+ 1)yα(ς) + γ(ς)} dς
ς
,(74b)
γ(s) = γ`
s
`
+ s
∫ s
`
∑
α pα
{
2yα(ς) + yα(ς)
2
} dς
ς2
.(74c)
e orbits of the soliton ow that model expander solitons with conical ends are solutions of (73)
in which ξα,`, yα,`, and γ` are ve free parameters. Shrinkers with conical ends are modeled by
solutions of (74), and for these we only have three free parameters, namely xα,` and γ`.
To use the Implicit Function eorem, we introduce a family of norms dened for functions
f : [`,∞)→ R. Let r ∈ R be any constant. en we dene
(75) ‖f‖r = sup
s≥`
sr|f(s)|.
e rfes soliton given by ξα(s) = 0, yα(s) = 0, and γ(s) = 0 is a solution of these integral
equations. In order to apply the Implicit Function eorem, we introduce the function space X of
all continuous (ξα, yα, γ) : [`,∞)→ R5 for which the norm
‖(ξα, yα, γ)‖X := max
{‖ξα‖0, ‖yα‖1/2, ‖γ‖−1 : α = 1, 2}
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is nite, and for which the limits
ξα∞ = lim
s→∞ ξα(s) and K∞ = lims→∞
γ(s)
s
exist. With this norm, X is a Banach space.
e integral equations (73abc) for expanders are the xed-point equations for the map
(76) Fex(ξα,`, yα,`, γ` | ξα, yα, γ) =
(
ξα,`e
−2 ∫ s` yα dςς + (n− 1){e−2 ∫ s` yα dςς − 1},
e(`
2−s2)/2yα,` +
∫ s
`
e(ς
2−s2)/2{ξα + (γ − n+ 1)yα + γ} dς
ς
,
γ`
s
`
+ s
∫ s
`
∑
α pα
{
2yα + y
2
α
} dς
ς2
)
,
while the equations (74abc) that describe shrinkers are the xed point equations for the map
(77) Fsh(ξα,`, γ` | xα, yα, γ) =
(
ξα,`e
−2 ∫ s` yα dςς + (n− 1){e−2 ∫ s` yα dςς − 1},
−
∫ ∞
s
e(s
2−ς2)/2{ξα + (γ − n+ 1)yα + γ} dς
ς
,
γ`
s
`
+ s
∫ s
`
∑
α pα
{
2yα + y
2
α
} dς
ς2
)
.
Using Lemma 11.1.2, it is straightforward to verify thatFex : R5×X→ X andFsh : R3×X→ X
are well dened. Fex is linear in the parameters (ξα,`, yα,`, γ`); Fsh is linear in (ξα,`, γ`); and both
are real analytic in (ξα, yα, γ) ∈ X. Hence the Implicit Function eorem applies, provided we
can show that the appropriate derivatives are invertible. We dene Lex, Lsh : X → X to be the
partial Fre´chet derivatives of Fex and Fsh, respectively, with respect to the X variables, i.e.,
Lex · (δξα, δyα, δγ) = d
dε
Fex
(
0, 0, 0 | εδξα, εδyα, εδγ
)∣∣∣∣
ε=0
and
Lsh · (δξα, δyα, δγ) = d
dε
Fsh
(
0, 0, 0 | εδξα, εδyα, εδγ
)∣∣∣∣
ε=0
.
Concretely, these linearizations are given by
Lex · (δξα, δyα, δγ) =
(
I1α[δξα, δyα, δγ], I
+
2α[δξα, δyα, δγ], I3[δξα, δyα, δγ]
)
,
Lsh · (δξα, δyα, δγ) =
(
I1α[δξα, δyα, δγ], I
−
2α[δξα, δyα, δγ], I3[δξα, δyα, δγ]
)
,
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where the integral operators are
I1α[δξα, δyα, δγ] = 2(n− 1)
∫ s
`
δyα
dς
ς
,
I+2α[δξα, δyα, δγ] =
∫ s
`
e(ς
2−s2)/2{δξα − (n− 1)δyα + δγ} dς
ς
,
I−2α[δξα, δyα, δγ] = −
∫ ∞
s
e(s
2−ς2)/2{δξα − (n− 1)δyα + δγ} dς
ς
,
I3[δξα, δyα, δγ] = 2s
∫ s
`
∑
α pαδyα
dς
ς2
.
Lemma 11.2.1. e operator norms of the Fre´chet derivatives are bounded by
‖Lex‖X→X ≤ 4n√
`
and ‖Lsh‖X→X ≤ 4n√
`
.
Hence if ` > 16n2, then the operators Lex : X→ X and Lsh : X→ X are contractions.
Proof. We estimate ‖Lex‖X→X. Let (δξα, δyα, δγ) ∈ X be given, and set M = ‖(δξα, δyα, δγ)‖X,
so that for all s ≥ `, one has
|δξα(s)| ≤M, |δyα(s)| ≤ M√
s
, |δγ(s)| ≤Ms.
en w1α = I1α[δξα, δyα, δγ] satises
|w1α(s)| ≤ 2(n− 1)M
∫ ∞
`
dς
ς3/2
=
4(n− 1)√
`
M.
For w+2α(s) = I
+
2α[δξα, δyα, δγ], we have
|w+2α(s)| ≤M
∫ s
`
e(ς
2−s2)/2{1 + (n− 1)ς−1/2 + ς} dς
ς
.
Since ς ≥ s ≥ ` ≥ 1, we have 1 + (n− 1)ς−1/2 ≤ n ≤ nς . So by Lemma 11.1.2, we nd that
|w+2α(s)| ≤ (n+ 1)M
∫ s
`
e(ς
2−s2)/2 dς ≤ 2(n+ 1)
s
M.
Hence for all s ≥ `, we have
√
s|w+2α(s)| ≤
2(n+ 1)√
`
M.
For w−2α(s) = I
−
2α[δξα, δyα, δγ], we have a similar estimate,
|w−2α(s)| ≤M
∫ ∞
s
e(s
2−ς2)/2{1 + (n− 1)ς−1/2 + ς} dς
ς
≤ (n+ 1)M
∫ ∞
s
e(s
2−ς2)/2 dς
≤ n+ 1
s
M.
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us for all s ≥ `, we have
√
s |w−2α(s)| ≤
n+ 1√
`
M.
Finally, we consider w3(s) = I3[δξα, δyα, δγ], which satises
1
s
|w3(s)| ≤ 2
∫ ∞
`
∑
α pα
Mdς
ς5/2
=
4n
3`3/2
M
for all s ≥ `.
Together these estimates imply that
‖Lex‖X→X ≤ max
{4(n− 1)√
`
,
2(n+ 1)√
`
,
4n
`3/2
}
≤ 4n√
`
.
e same estimate holds forLsh. It follows that bothLex andLsh are contractions if ` > 16n2. ////
Lemma 11.2.2. Assume ` > 16n2.
For all (ξα,`, yα,`, γ`) ∈ R5 in a small neighborhood of (0, 0, 0, 0, 0), there is a unique orbit
(ξα, yα, γ) ∈ X of the soliton ow with λ = +1 for which
ξα(`) = ξα,`, yα(`) = yα,`, γ(`) = γ`.
e solution (ξα, yα, γ) ∈ X is a real analytic function of the parameters (ξα,`, yα,`, γ`).
For all (ξα,`, γ`) ∈ R3 in a small neighborhood of (0, 0, 0), there is a unique orbit (ξα, yα, γ) ∈ X
of the soliton ow with λ = −1 for which
ξα(`) = ξα,`, γ(`) = γ`.
e solutions (ξα, yα, γ) ∈ X again depend analytically on the parameters (ξα,`, γ`).
Proof. In the rst case, the solutions in question are solutions of
(ξα, yα, γ) = Fex(ξα,`, yα,`, γ` | ξα, yα, γ).
We have one solution, the rfes, given by (ξα, yα, γ) = (0, 0, 0, 0, 0). en the Implicit Func-
tion eorem on Banach Spaces, together with Lemma 11.2.1, immediately implies the existence,
uniqueness, and smooth dependence of solutions for small nonzero values of the parameters.
e other case, where λ = −1, deals with solutions of
(ξα, yα, γ) = Fsh(ξα,`, γ` | ξα, yα, γ).
We again have one solution, the rfes, given by (ξα, yα, γ) = (0, 0, 0, 0, 0). As in the case of
expanders, the Implicit Function eorem again applies. ////
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12. Expanding solitons
12.1. Notation. In this section, we consider expanders and thus assume that λ = +1.
It will be more natural to regard (ξα(s), yα(s), γ(s)) as an R5-valued function of s. We will
use lower-case boldface leers for vectors in R5 and also for R5-valued functions. e solutions
provided by Lemma 11.2.2 are functions x : [`,∞)→ R5 that belong to the Banach space X, with
x(s) = (ξα(s), yα(s), γ(s)).
For any x ∈ X, the limits
ξ∞α (x) := lims→∞ ξα(s) and K
∞(x) := lim
s→∞
γ(s)
s
are by denition of X well-dened. Both ξ∞α : X → R and K∞ : X → R are bounded linear
functionals.
Lemma 11.2.2 provides a map x : U → X, where U ⊂ R5 is a small neighborhood of the
origin, and where x(q) ∈ X is the solution of the expander soliton equations that passes through
(`, q) ∈ R6. We denote the value of x(q) ∈ X at s ∈ [`,∞] by(
x(q)
)
(s) = x(s; q).
With this notation, we then have
x(`; q) = q.
When we need the components of x, we will also write
x(s; q) =
(
ξα(s; q), yα(s; q), γ(s; q)
)
.
12.2. Asymptotic slopes of expanding solitons. e quantities we are interested in are
ξ∞α
(
x(q)
)
= lim
s→∞ ξα(s; q),
in which q comes from the unstable manifold of the gf. More precisely, if
glog `/a
(
q(j, T )
)
=
(
`, q(j, T )
)
,
then we will show the following:
Lemma 12.2.1. One has
(78) lim
s→∞ ξα(s; q(j, T )) = ξ
∞
α
(
x(q(j, T ))
)
= c+2 j + O
(
j2 + (j, T )
)
,
with c+2 as in (48).
Proof. We found in Lemma 10.1.2 that
q(j, T ) = c+2 jΦ
+
2 (`) + O(j
2) + (j, T ).
We substitute this in x and expand using the Frechet derivative of x : U→ X to obtain
x(q(j, T )) = dx(0) · q(j, T ) + O(‖q(j, T )‖2)
= c+2 j dx(0) ·Φ+2 + O
(
j2 + (j, T )
)
.
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For any vector v ∈ R5, the function w = dx(0) · v ∈ X is given by
w =
d
dθ
x(θv)
∣∣∣
θ=0
.
Because x(θv) is the solution of the soliton equations with x(`; θv) = θv, it follows that w(s)
is a solution of the linearized equation around the rfes with w(`) = v. Since Φ+2 (s) is such a
solution, we have (
dx(0) ·Φ+2
)
(s) = Φ+2 (s).
erefore,
ξ∞α
(
dx(0) ·Φ+2
)
= lim
s→∞ ξα
(
Φ+2 (s)
)
= 1,
as we see from the asymptotics of Φ+2 (s) at s =∞ derived in § 6.5. e conclusion is then that (78)
does indeed hold. ////
12.3. edierence of the asymptotic slopes. Expression (78) provides the dependence of the
asymptotic slopes ξα(∞; j, T ) on j. Unfortunately, the T dependence in the expressions we have
thus far is contained in the error terms. To exhibit the T dependence of ξα(∞; j, T ), we must
consider the dierence ξ1 − ξ2 = x12(`; j, T ).
Lemma 12.3.1. Assume ‖ξα‖0, ‖yα‖1/2, ‖γ‖−1 ≤ . en
(79) x12(∞; j, T ) = Re−AT cos(ΩT + φ) +Re−AT (`, j, T ),
where R and φ are nearly constant, in the precise sense given by Lemma 10.2.1.
Proof. e following arguments allow us to estimate the dierence x12(∞) − x12(`). We begin
by subtracting equations (73a) for ξ1 and ξ2, obtaining
x12(s) = x12` e
−2 ∫ s` y1(ς) dςς + (n− 1 + ξ2`){e−2 ∫ s` y1(ς) dςς − e−2 ∫ s` y2(ς) dςς }(80)
= e−2
∫ s
` y1(ς)
dς
ς
{
x12` + (n− 1 + ξ2`)
(
1− e2
∫ s
` y12(ς)
dς
ς
)}
.
en we let s→∞ to see that
x12(∞) = e−2
∫∞
` y1(s)
ds
s
{
x12` + (n− 1 + ξ2`)
(
1− e2
∫∞
` y12(s)
ds
s
)}
.
In the following estimates, we use the facts that ‖yα‖1/2 ≤  and ‖ξα‖0 ≤  < 1, which imply in
particular that ∫ ∞
`
|yα(ς)|dς
ς
≤ ‖yα‖1/2
∫ ∞
`
dς
ς3/2
≤ 2√
`
‖yα‖1/2 ≤
2√
`
.
We will also frequently use the calculus inequality |ex − 1| ≤ (e − 1)|x| ≤ 2|x| for all |x| ≤ 1.
Finally, we will regularly use the assumption that ` is suciently large, for example, to ensure
that 8/
√
` < 1 (which will hold if ` > 64).
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We obtain
|x12(∞)− x12(`)| ≤
∣∣∣e2 ∫∞` |y1(ς)|dςς − 1∣∣∣ |x12(`)|
+ (n− 1 + ξ2`)e2
∫∞
` |y1(ς)|dςς
∣∣∣1− e2 ∫∞` y12(s) dss ∣∣∣
≤ 8√
`
|x12(`)|+ n
(
1 +
8√
`
)
· 4
∫ ∞
`
|y12(ς)|dς
ς
,
and hence
(81) |x12(∞)− x12(`)| ≤ 8√
`
|x12(`)|+ 16n√
`
‖y12‖1/2.
It also follows from (80) by a very similar computation that
(82) ‖x12‖0 ≤
(
1 +
8√
`
)
|x12(`)|+ 16n√
`
‖y12‖1/2
holds. We note that the constant λ never entered this part of our derivation, so that estimate (82)
holds not only here but also for solutions of the shrinker equations, in which λ = −1 rather than
λ = +1.
To get an analogous estimate for y12, we subtract equations (73b) with α = 1, 2, which leads to
y12(s) = e
(`2−s2)/2y12(`) +
∫ s
`
e(ς
2−s2)/2{x12(ς) + (γ(ς)− n+ 1)y12(ς)} dς
ς
,
and thus
√
s|y12(s)| ≤
√
se(`
2−s2)/2|y12(`)|
+
√
s
∫ s
`
e(ς
2−s2)/2
{‖x12‖0
ς
+
n− 1
ς3/2
‖y12‖1/2 + ‖γ‖−1 ‖y12‖1/2
1√
ς
}
dς.
Using ‖γ‖−1 ≤ , and also the fact that s 7→
√
se−s2/2 is decreasing for s ≥ 12
√
2, one nds that
(83) ‖y12‖1/2 ≤
√
`|y12(`)|+ 2
`
√
`
‖x12‖0 + 2(n− 1)
`2
‖y12‖1/2 +
2
`
‖y12‖1/2.
e bounds (82) and (83) together imply the following improved bounds:
‖x12‖0 ≤ 2|x12(`)|+ 32n|y12(`)|,(84a)
‖y12‖1/2 ≤
16
`
√
`
|x12(`)|+ 2
√
`|y12(`)|.(84b)
We combine these estimates with (81) to obtain, aer some algebra,
(85) |x12(∞)− x12(`)| ≤
(
8√
`
+
16
`
√
`
)
|x12(`)|+ 32n|y12(`)|.
is bound holds for all orbits close to the rfes in the region s ≥ `. To apply the bound to the
orbits coming out of the gf, we recall that in § 10, we found that if xα, yα, γ are given by q(`; j, T ),
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then we have, in the case of expanders,[
x12(`; j, T )
y12(`; j, T )
]
= Re−AT cos(ΩT + φ)
[
1 + δ(`)
δ(`)
]
+Re−AT sin(ΩT + φ)`−n+1e−`
2/2
[
δ(`)
C+χ + δ(`)
]
.
Here R = Ra(1 + 3(j, T )) and φ = φa + 4(j, T ) are as in Lemma 10.2.1, and in particular
are close to the constants Ra, φa that only depend on the parameter a that determines the size
of the isolating block Qa. e generic error terms δ(`) all are functions of ` that are bounded by
δ(`) = O(`−2). Taking into account that for large `, we have `−n+1e−`2/2  `−2, we conclude
that
x12(`; j, T ) = Re
−AT
(
cos(ΩT + φ) + (`, j, T )
)
,
|y12(`; j, T )| ≤ C`−2Re−AT .
Finally, we combine this with (85) to get (79). ////
To complete the existence proof of expanding solitons with prescribed conical ends, we consider
the map
Ξ∞ : (j, T ) 7→
(
ξ(∞; j, T ), x12(∞; j, T )
)
,
whose domain is the rectangle
Rιm := [−ι, ι]×
[
mpi − φa
Ω
,
(m+ 1)pi − φa
Ω
]
⊂ R2.
Recall that ξ =
∑
α
pα
n ξα.
Lemma 12.3.2. If ` > 0 is large enough, a > 0 small enough, and ι > 0 small enough, then for all
large enough m ∈ N, the image Ξ∞(Rιm) contains an open neighborhood of the origin in R2.
Proof. e rectangle Rιm has four sides. Two of these are given by ΩT + φa = kpi with k = m
or k = m+ 1. e other two are given by j = ±ι.
On the sides where ΩT + φa = kpi, we have
x12(`; j, T ) = R(j, T )e
−AT (cos(kpi + φ(j, T )− φa) + 5(j, T ))
= R(j, T )e−AT
(
(−1)k cos(φ(j, T )− φa) + 5(j, T )
)
= (−1)kR(j, T )e−AT (1 + 3(a, j, T ) + 5(j, T )).
By Lemma 10.2.1, we can choose a > 0 so small that |3(a, j, T )| < 14 for all |j| ≤ ι and T ≥ Ta,`.
If T is suciently large, we also have |5(j, T )| < 14 . So we see that x12(`; j, T ) has the same sign
as (−1)k. In particular, x12 is positive on one of the sides where T is constant and negative on the
other.
For the average ξ(j, T ) of the asymptotic slopes, we see from (78) that
ξ(∞; j, T ) =
∑
α
pα
n
ξα(∞; j, T ) = c+2 j + O
(
j2 + (j, T )
)
.
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We assume now that ι is so small and T so large that the error term O(ι2 + (ι, T )) is smaller than
c+2 ι. en on the edges of Rιm where j = ±ι, we have ξ > 0 if j = +ι and ξ < 0 if j = −ι.
ese observations imply that Ξ∞|∂Rιm maps into R2 \ {0} with winding number +1, and
therefore that Ξ∞(Rιm) does indeed contain an open neighborhood of the origin. ////
is completes the proof of eorem A.
13. Shrinking solitons
We now turn to the case of shrinking solitons and so set λ = −1. In this seing, the orbits under
the soliton ow gt starting from most points p = (ξα, yα, γ, `) near the rfes do not continue for
all t ≥ 0 and thus do not generate complete metrics with conical ends. We saw in § 11 that the
set of points p that do generate complete metrics form a smooth submanifold Υ of R5 × {`} of
codimension two. (See below for the precise denition of Υ.) On the other hand, the orbits coming
from gf form a two dimensional submanifold of R5 × {`}. In this section, we construct shrinking
solitons by nding intersections of W u(gf) and Υ.
13.1. Boundary conditions at s = ` for conical ends. Lemma (11.2.2) provides us with a real
analytic map x : U→ X from a small neighborhood U ⊂ R3 of the origin into the solution space
X such that for each (ξ1,`, ξ2,`, γ`) ∈ U, the function x(s; ξ1,`, ξ2,`, γ`) is a solution of the soliton
equations with initial values at s = ` given by
x(`; ξ1,`, ξ2,`, γ`) = (ξ1,`, ξ2,`, Y1(ξ1,`, ξ2,`, γ`), Y2(ξ1,`, ξ2,`, γ`), γ`).
Moreover, these are the only initial values in U that correspond to some solution x ∈ X of the
soliton equations with the prescribed values at s = ` and with ‖x‖X ≤ . We write
Υ = {x(`; ξα,`, γ`) : (ξα,`, γ`) ∈ U}
for the set of initial values at s = ` that generate a conical end. We have just argued that Υ ⊂ R5
is a real analytic submanifold that contains the origin. It follows directly from the construction of
Υ that it is a graph over the (ξ1, ξ2, γ) subspace ofR5, i.e., that it is given by equations of the form
(86) yα = Yα(ξ1,`, ξ2,`, γ).
To construct shrinking solitons, we must now see which points
q(`; j, T ) = (ξα(`; j, T ), yα(`; j, T ), γ(`; j, T ))
coming from the unstable manifold of the gf satisfy (86).
13.2. Estimating Yα. One could approximate Yα(ξα, γ) for small ξα, γ by using the variational
equation and analyzing the asymptotics of the fundamental solutions we have already obtained.
Alternatively, one can use the integral equations (74) that describe x(ξα,`, γ`). We use the laer
approach to prove the following:
Lemma 13.2.1. If ‖ξα‖0, ‖yα‖1/2, ‖γ‖−1 ≤  with  small and ` large enough, then
(87) max
α
|Yα(ξ1,`, ξ2,`, γ`)| ≤ 4
`2
max
α
|ξα,`|+ 5
`2
|γ`|.
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Proof. e assumption that ‖yα‖1/2 ≤  implies that∫ ∞
`
|yα(s)|ds
s
≤ 2√
`
‖yα‖1/2 ≤
2√
`
.
We will also use the fact that for any real number |x| ≤ 1, one has |ex − 1| ≤ (e− 1)|x| ≤ 2|x|.
e integral equation (74a) implies that
‖ξα‖0 ≤
(
1 +
8√
`
)
|ξα,`|+ 4(n− 1)√
`
‖yα‖1/2.
For yα, we conclude from the integral equation (74b) that
‖yα‖1/2 ≤ sup
s≥`
√
s
∫ ∞
s
e(s
2−ς2)/2{|ξα|+ (n− 1)|yα|+ (1 + yα)|γ|} dς
ς
≤ sup
s≥`
√
s
∫ ∞
s
e(s
2−ς2)/2
{1
ς
‖ξα‖0 + n− 1
ς3/2
‖yα‖1/2 + 2ς‖γ‖−1
}
dς
≤ 1
`3/2
‖ξα‖0 + n− 1
`2
‖yα‖1/2 +
2√
`
‖γ‖−1.
Finally, for γ, we have
‖γ‖−1 ≤ |γ`|
`
+
∫ ∞
`
∑
β
pβ|yβ|(2 + yβ) dς
ς2
≤ |γ`|
`
+ 3nmax
β
∫ ∞
`
‖yβ‖1/2
dς
ς5/2
≤ |γ`|
`
+
2n
`3/2
max
β
‖yβ‖1/2.
By combining the inequalities for ‖yα‖1/2 and ‖γ‖−1, we get
max
α
‖yα‖1/2 ≤
1
`3/2
max
α
‖ξα‖0 + n− 1
`2
max
α
‖yα‖1/2 +
2|γ`|
`3/2
+
4n
`2
max
α
‖yα‖1/2
=
1
`3/2
{
max
α
‖ξα‖0 + 2|γ`|
}
+
5n− 1
`2
max
α
‖yα‖1/2.
For suciently large `, we have 5n−1
`2
< 12 , and hence
max
α
‖yα‖1/2 ≤
2
`3/2
max
α
‖ξα‖0 + 4
`3/2
|γ`|.
Applying this to our inequality for ‖ξα‖0, we arrive at
max
α
‖ξα‖0 ≤
(
1 +
8√
`
)
|ξα,`|+ 8(n− 1)
`2
max
α
‖ξα‖0 + 16(n− 1)
`2
|γ`|.
For suciently large `, we can again remove the term with ‖ξα‖0 on the right and estimate
(88) max
α
‖ξα‖0 ≤ 2 max
α
|ξα,`|+ 32n
`2
|γ`|.
Going back to ‖yα‖1/2, we conclude that for large enough `, one has
max
α
‖yα‖1/2 ≤
4
`3/2
max
α
|ξα,`|+ 5
`3/2
|γ`|.
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Because |Yα| ≤ `−1/2‖yα‖1/2, this implies (87). ////
13.3. Estimating the dierence Y1 − Y2. e approximations we have for Y1 and Y2 are iden-
tical, and dier only in the error terms. As in the case of expanders, we can nd a beer estimate
for the dierence Y12 = Y1 − Y2 in terms of the dierence ξ1,` − ξ2,`.
Lemma 13.3.1. If ‖ξα‖0, ‖yα‖1/2, ‖γ‖−1 ≤ , with  small and ` large enough, then
(89) |Y1(ξ1,`, ξ2,`, γ`)− Y2(ξ1,`, ξ2,`, γ`)| ≤ 4
`2
|ξ1,` − ξ2,`|.
Proof. In (82), we found an initial estimate for ‖x12‖0, namely that for ` large enough, one has
‖x12‖0 ≤
(
1 +
8√
`
)
|x12(`)|+ 16n√
`
‖y12‖1/2.
In the case of shrinkers, we subtract equations (74) for y1, y2, which yields the integral equation
(90) y12(s) = −
∫ ∞
s
e−(ς
2−s2)/2{x12(ς) + (γ(ς)− n+ 1)y12(ς)} dς
ς
.
Assuming as above that ‖ξα‖0, ‖yα‖1/2, ‖γ‖−1 < , this integral equation for y12 implies that
|y12(s)| ≤
∫ ∞
s
e(s
2−ς2)/2
{
‖x12‖0 + (n− 1 + ς)‖y12‖1/2ς−1/2
} dς
ς
≤ 1
s2
‖x12‖0 + n− 1
s5/2
‖y12‖1/2 +

s3/2
‖y12‖1/2.
Hence,
‖y12‖1/2 = sup
s≥`
√
s|y12(s)| ≤ 1
`3/2
‖x12‖0 + n− 1
`2
‖y12‖1/2 +

`
‖y12‖1/2.
If ` is large enough to ensure that (n− 1)`−3/2 + `−1 ≤ 12 , then we get
‖y12‖1/2 ≤
2
`3/2
‖x12‖0.
We already have (82), which combined with our new estimate for ‖y12‖1/2 implies that
‖x12‖0 ≤
(
1 +
8√
`
)
|x12(`)|+ 32n
`2
‖x12‖0.
For large enough `, this leads to
‖x12‖0 ≤ 2|x12(`)|,
and hence also yields
‖y12‖1/2 ≤
4
`3/2
|x12(`)|.
Because |Y12(ξ1,`, ξ2,`, γ`)| ≤ `−1/2‖y12‖1/2, estimate (89) follows. ////
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13.4. Matching q(`; j, T ) and Υ. We now consider the map
Ξ(j, T ) =
[
y(`; j, T )− Y (ξα(`; j, T ), γ(`; j, T ))
y12(`; j, T )− Y12(ξα(`; j, T ), γ(`; j, T ))
]
.
Since y = p1n y1 +
p2
n y2 and y12 = y1 − y2, while the functions Y1 and Y2 satisfy similar relations,
the equations
y1(`; j, T ) = Y1
(
ξα(`; j, T ), γ(`; j, T )
)
,
y2(`; j, T ) = Y2
(
ξα(`; j, T ), γ(`; j, T )
)
,
that determine which points q(`; j, T ) belong to Υ are equivalent to the equation Ξ(j, T ) = 0.
To evaluate the terms in this map, we revisit the approximations we found for q(`; j, T ) in the
context of shrinking solitons. It follows from Lemma 10.1.2 that
Φ(`; j, T ) = c−2 jΦ
−
2 (`) + j
2B(j) + E(j, T ),
where B(j) is bounded as j → 0, and E(j, T ) → 0 uniformly in j as T → ∞. Using the
asymptotic expansion (44) of Φ−2 (`) for large values of `, we nd that
ξ(`; j, T ) = Cξ(`)j`
−n−1e`
2/2 + bξ(j)j
2 + ξ(j, T ),(91a)
y(`; j, T ) = Cy(`)j`
−n+1e`
2/2 + by(j)j
2 + y(j, T ),(91b)
γ(`; j, T ) = Cγ(`)j`
−n−1e`
2/2 + bγ(j)j
2 + γ(j, T ).(91c)
Here, bξ, by, bγ and ξ, y, γ are the components of B(j) and E(j, T ), respectively, while Cξ(`),
Cy(`), and Cγ(`) are the coecients in the expansion (44) of Φ−2 (`). For large `, they satisfy
Cξ(`) = Cξ,∞ + O(`−2), Cy(`) = Cy,∞ + O(`−2), Cγ(`) = Cγ,∞ + O(`−2),
in which none of the constants Cξ,∞, Cy,∞, and Cγ,∞ vanish.
From equation (67) for the dierence variables, we know that at q(`; j, T ), one has
x12 = CR(j, T )e
−AT `−n−1e`
2/2
{
sin(ΩT + φ) + (`, j, T )
}
,(92a)
y12 = CR(j, T )e
−AT `−n+1e`
2/2
{
sin(ΩT + φ) + (`, j, T )
}
.(92b)
As in the case of expanding solitons, we consider a sequence of rectangles and compute the degree
of the map Ξ on these rectangles. Specically, we consider the domains
R∗ιm = [−ι, ι]×
[
(m− 12)pi − φa
Ω
,
(m+ 12)pi − φa
Ω
]
.
Lemma 13.4.1. If ι > 0 is small enough, then Ξ maps ∂R∗ιm intoR2\{(0, 0)}with winding number
+1 for each large enough m ∈ N.
Proof. We rst consider the sides of R∗ιm on which |j| = ι. Since we assume ι is small enough, we
may assume that
(93) |B(ι)ι| ≤ 1
2
min{|Cξ,∞|, |Cy,∞|, |Cγ,∞|}`−n−1e`2/2.
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By (91), it then follows that for all j ∈ [−ι, ι], one has
(94) |y(`; j, T )| ≥ 1
2
|Cy,∞j|`−n+1e`2/2 −max|j|≤ι y(j, T ).
For j = ±ι, we nd that
|y(`;±ι, T )| ≥ 1
4
|Cy,∞j|`−n+1e`2/2
if T is large enough, because y(j, T )→ 0 uniformly in j ∈ [−ι, ι] as T →∞.
It also follows from our expression (91b) for y(`; j, T ) that y(`;±ι, T ) have opposite signs once
T is large enough, assuming that ι > 0 is so small that (93) holds.
According to (87), we further have
|Y (ξα(`; j, T ), γ(`; j, T ))| ≤ C
`2
(
max
α
|ξα(`; j, T )|+ |γ(`; j, T )|
)
.
Using assumption (93) again, we nd that∣∣∣Y (ξα(`;±ι, T ), γ(`;±ι, T ))∣∣∣ ≤ C`−n−3e`2/2ι.
e constants C and Cy,∞ do not depend on `, ι, or T . So we may assume that ` is so large that
C`−2 ≤ 14 |Cy,∞|. is lets us conclude that for ξα = ξα(`;±ι, T ) and γ = γ(`;±ι, T ), one has
(95) |y(`;±ι, T )− Y (ξα, γ)| ≥ 1
4
|Cy,∞|ι`−n+1e`2/2 − y(±ι, T ) > 0
for all large enough T . Since |Y | is smaller than |y(`; ι, T )| if T is large enough, the signs of
y(`;±ι, T ) and y(`;±ι, T )− Y (ξα, γ) coincide, and hence the terms y(`; +ι, T )− Y (ξα, γ) and
y(`;−ι, T )− Y (ξα, γ) have opposite signs.
We now consider the sides of ∂R∗ιm where T = T±m is constant, i.e., where
ΩT±m =
(
m± 1
2
)
pi − φa.
Here we have, because of (92),
x12(`; j, T
±
m) = CR(j, T
±
m)e
AT±m `−n−1e`
2/2
{±(−1)m cos(φ(j, T±m)− φa) + (`, j, T±m)},
y12(`; j, T
±
m) = CR(j, T
±
m)e
AT±m `−n+1e`
2/2
{±(−1)m cos(φ(j, T±m)− φa) + (`, j, T±m)}.
We recall that in § 9.5 we chose a > 0 so small that cos
(
φ(j, T±m) − φa
) ≥ 12 for all j ∈ [−ι, ι]
and for all large enough m ∈ N. We have also shown in Lemma 13.3.1 that∣∣Y12(ξα(`; j, T±m), γ(`; j, T±m))∣∣ ≤ 4`2 ∣∣x12(`; j, T±m)∣∣ ,
so that we have∣∣y12(`; j, T±m)− Y12(ξα(`; j, T±m), γ(`; j, T±m))∣∣ ≥ |y12(`; j, T±m)| − 4`2 |x12(`; j, T±m)|
≥ CR(j, T±m)eAT
±
m `−n+1e`
2/2
{1
2
− C
`2
− (`; j, T±m)
}
.
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Since (`; j, T±m) → 0 as m → ∞, and since we may assume that 12 − C`2 ≥ 14 , it follows that for
all large enough m, one has∣∣y12(`; j, T±m)− Y12(ξα(`; j, T±m), γ(`; j, T±m))∣∣ ≥ 18CR(j, T±m)eAT±m `−n+1e`2/2 > 0
for j ∈ [−ι, ι], while y12(`; j, T+m)−Y12(`; j, T+m) and y12(`; j, T−m)−Y12(`; j, T−m) have opposite
signs.
It follows from these considerations that Ξ(j, T ) 6= 0 for all (j, T ) ∈ ∂R∗ιm. Moreover, by
checking the signs of the coordinates of Ξ(j, T ) on opposite sides of the rectangle ∂R∗ιm, one sees
that Ξ has winding number 1. e nal conclusion is that there exist (jm, Tm) ∈ R∗ιm such that
Ξ(jm, Tm) = 0, and thus that the orbit {gtq(jm, Tm) | t ∈ R} is complete and yields a soliton
metric with a good ll compactication at s = 0 and a conical end at s =∞. ////
At this point we have proved the existence claim in eorem B, and we only have to prove that
the asymptotic apertures x−m,α(∞) converge to those of the Ricci at cone as m→∞. is is the
content of the following Lemma.
Lemma 13.4.2. We have
lim
m→∞ jm = 0, limm→∞Tm =∞,
and hence
lim
m→∞ ξα(∞; jm, Tm) = 0.
Proof. By denition of R∗ιm, we have Tm = mΩ + O(1) as m → ∞, so Tm → ∞. Since |jm| ≤ ι,
we may assume that, aer passing to a subsequence, jm → j∗ for some j∗ ∈ [−ι, ι]. We will show
that j∗ = 0 is the only possible limit and hence that the whole sequence jm converges to zero.
It follows from (92) that x12(`; jm, Tm)→ 0 and y12(`; jm, Tm)→ 0.
For the averaged variables, we have
ξ(`; jm, Tm)→ ξ(`; , j∗,∞), y(`; jm, Tm)→ y(`; , j∗,∞), γ(`; jm, Tm)→ γ(`; , j∗,∞).
For all m, we have
yα(`; jm, Tm) = Yα(ξ1(`; jm, Tm), ξ2(`; jm, Tm), γ(`; jm, Tm)).
So averaging over α and taking the limit as m→∞, we get
y(`; j∗,∞) = Y
(
ξ(`; j∗,∞), ξ(`; j∗,∞), γ(`; j∗,∞)
)
.
Passing to the limit T →∞ in (94), we get
(96) |y(`; j∗,∞)| ≥ 1
2
|Cy(0)|`−n+1e`2/2|j∗|.
On the other hand, it follows from (87) that
(97)
∣∣Y (ξ(`; j∗,∞), ξ(`; j∗,∞), γ(`; j∗,∞))∣∣ ≤ 4
`2
|ξ(`; j∗,∞)|+ 5
`2
|γ(`; j∗,∞)|.
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To bound the right-hand side, we let T → ∞ in (91). As T → ∞, both ξ(j, T ) and γ(j, T )
vanish, so that
|ξ(`; j∗,∞)| ≤ |Cξ(`)|`−n−1e`2/2|j∗|+ |bξ(j∗)| |j∗|2,
|γ(`; j∗,∞)| ≤ |Cγ(`)|`−n−1e`2/2|j∗|+ |bγ(j∗)| |j∗|2.
e hypothesis (93) combined with the facts that Cξ(`) → Cξ,∞ and Cγ(`) → Cγ,∞ for ` → ∞
allow us to bound the right-hand sides here as follows:
|ξ(`; j∗,∞)| ≤ 2|Cξ,∞|`−n−1e`2/2|j∗|,
|γ(`; j∗,∞)| ≤ 2|Cγ,∞|`−n−1e`2/2|j∗|.
Applying this to (97), we nd that∣∣Y (ξ(`; j∗,∞), ξ(`; j∗,∞), γ(`; j∗,∞))∣∣ ≤ C`−n−3e`2/2|j∗|.
We combine this upper bound for |Y (· · · )| with the lower bound (96) we have for |y(· · · )| to
obtain
1
2
|Cy,∞|`−n+1e`2/2|j∗| ≤ C`−n−3e`2/2|j∗|.
e constants C and Cy,∞ do not depend on `, so we may assume one more time that ` is so large
that
1
2
|Cy,∞|`−n+1e`2/2 > C`−n−3e`2/2,
which then implies j∗ = 0, as claimed.
At this point, we have shown that Tm →∞ and jm → 0. It follows that ξα(`; jm, Tm)→ 0 and
γ(`; jm, Tm)→ 0 asm→∞. e upper bound (87) for Yα further implies that yα(`; jm, Tm)→ 0
asm→∞. Next, we apply the upper bound (88) to conclude that ξα(s; jm, Tm)→ 0 uniformly in
s ≥ `, which proves the last claim in the Lemma, namely that ξα(∞; jm, Tm)→ 0 asm→∞. ////
Appendix A. An estimate for orbits near a hyperbolic fixed point
A.1. A model nonlinear system. Consider a system
(98) x′− = −A−x− +B−(x)x, x′+ = A+x+ +B+(x)x,
where x = (x−, x+) ∈ Rk− × Rk+ , where A− : Rk− → Rk− , A+ : Rk+ → Rk+ are constant
linear maps, and where B± are smooth functions on some neighborhood of the origin in Rk−+k+
such that B−(x) is a linear map from Rk−+k+ to Rk− and B+(x) is a linear map from Rk−+k+ to
Rk+ . We assume furthermore that B±(0) = 0.
e origin (0, 0) is a xed point for our system (98). e linearization of this system at the
origin has the matrix [−A− 0
0 A+
]
.
We make one more assumption, namely that the eigenvalues of both A± all have strictly positive
real parts.
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A.2. An Analysis Lemma. ere is a constant C ∈ R that only depends on the matrices A± and
the nonlinear functions B±, such that for all T > 0 and for any solution x : [0, T ] → Rk−+k+
of (98) such that sup0≤t≤T ‖x(t)‖ is suciently small, one has
‖x(t)‖ ≤ C(e−t + e−(T−t)) sup
0≤t≤T
‖x(t)‖
and ∫ T
0
‖x(t)‖dt ≤ C sup
0≤t≤T
‖x(t)‖.
Proof. Briey, we use a Gronwall-type argument to establish an exponential upper bound for
‖x(t)‖ in the interval [0, T ], and then integrate this upper bound to get the claimed estimate.
ere is a δ > 0 such that all eigenvalues µ ofA+ andA− satisfy Reµ ≥ δ. Furthermore, there
is a constant CA > 0 such that
‖e−tA±‖ ≤ CAe−δt
holds for all t ≥ 0. Applying the variation of constants formula to the system (98), we nd that
on the interval [0, T ], both x+ and x− are given by
x−(t) = e−tA−x−(0) +
∫ t
0
e−(t−s)A−B−(x(s))x(s) ds,
x+(t) = e
−(T−t)A+x+(T )−
∫ T
t
e−(s−t)A+B+(x(s))x(s) ds.
Since B±(0) = 0, there is a constant CB > 0 such that ‖B±(x)‖ ≤ CB‖x‖ holds for all su-
ciently small x. us we get
‖x−(t)‖ ≤ CAe−δt‖x−(0)‖+ CACB
∫ t
0
e−δ(t−s)‖x(s)‖2 ds,
‖x+(t)‖ ≤ CAe−δ(T−t)‖x+(T )‖+ CACB
∫ T
t
e−δ(s−t)‖x(s)‖2 ds.
For K to be xed below, we may assume that ‖x(s)‖ ≤ K for all s ∈ [0, T ], whence we get
‖x−(t)‖ ≤ CAKe−δt + CACBK
∫ t
0
e−δ(t−s)‖x(s)‖ ds,
‖x+(t)‖ ≤ CAKe−δ(T−t) + CACBK
∫ T
t
e−δ(s−t)‖x(s)‖ ds.
Aer adding these two inequalities, we nd there exists C0 = C0(CA, CB) such that that for all
t ∈ [0, T ], one has
‖x(t)‖ ≤ ‖x−(t)‖+ ‖x+(t)‖
≤ C0K
(
e−δt + e−δ(T−t)
)
+ C0K
∫ T
0
e−δ|s−t|‖x(s)‖ ds.(99)
RICCI SOLITONS, CONICAL SINGULARITIES, AND NONUNIQUENESS 55
If we dene
ρ(t) =
1
2δ
∫ T
0
e−δ|s−t|‖x(s)‖ ds,
then since G(t) = (2δ)−1e−|t| is the Green’s function for − d2
dt2
+ δ2, the quantity ρ satises
−ρ′′(t) + δ2ρ(t) = ‖x(t)‖
for all t ∈ (0, T ). We can therefore rewrite the integral inequality (99) as
(100) − ρ′′(t) + (δ2 − 2δC0K)ρ(t) ≤ C0(e−δt + e−δ(T−t)), (0 < t < T ).
Moreover, we have the boundary conditions
(101) ρ(0) = 1
2δ
∫ T
0
e−δt‖x(t)‖ dt ≤ K, and ρ(T ) ≤ K
δ
.
For any constant M , the function ρ¯(t) = M
(
e−t + e−(T−t)
)
satises ρ¯ ′′ = 2ρ¯, so that
−ρ¯ ′′(t) + (δ2 − 2δC0K)ρ¯ = (δ2 − 2δC0K − 2)ρ¯.
If we now choose K small enough that 2C0K < 12δ and then choose  =
1
2δ, we have
δ2 − 2δCK − 2 > 12δ2 − 2 = 14δ2.
So the function ρ¯ becomes a supersolution of the boundary-value problem (100, 101) provided that
M = C1K , where C1 is a constant that depends on δ, , and C0. By the maximum principle, we
conclude that ρ ≤ ρ¯, and thus that
ρ(t) ≤ C1K
(
e−t + e−(T−t)
)
.
Applying this to (99) and using the fact that  < δ implies that
e−δt + e−δ(T−t) ≤ e−t + e−(T−t).
Since we may assume that K ≤ 1, we nd that
‖x(t)‖ ≤ (C2K + C2K2)
(
e−t + e−(T−t)
) ≤ C3K(e−t + e−(T−t)).
We complete the proof by integrating over [0, T ], obtaining∫ T
0
‖x(t)‖dt ≤ 2C3

K = C4K,
where the constant C only depends on δ, CA, and CB , but not on T . ////
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Appendix B. Asymptotics of χ(s) as s→∞
Asymptotic expansions for the solutions χ of (39) are well documented and can be derived in
a number of ways. Here we indicate one possible real-variable approach.
If χ : R→ R is a solution of (39), namely
χss +
(n
s
+ λs
)
χs +
2(n− 1)
s2
χ = 0,
then the function
Z(s) =
χs(s)
sχ(s)
satises
(102) G(s, Z) := 1
s
dZ
ds
=
2(n− 1)
s4
− n+ 1
s2
Z − λZ − Z2.
As s→∞, this equation becomes
dZ
d(s2/2)
= −Z(Z + λ) + O(s−2),
which has two constant (approximate) solutions, Z = 0 and Z = −λ.
Direct substitution reveals that Z4(s) = 2(n− 1)/s4 satises
1
s
dZ4
ds
− G(s, Z4(s)) = O(s−6), (s→∞),
while
Z±4 (s) :=
2(n− 1)± 1
s4
satises
1
s
dZ±4
ds
− G(s, Z±4 (s)) = ±
λ
s4
+ O(s−6), (s→∞).
If λ > 0, then this implies that Z−4 (s) < Z
+
4 (s) are lower and upper barriers for the ode (102),
and therefore that there is a solution Z(s) with Z−4 (s) ≤ Z(s) ≤ Z+4 (s) for large s. In fact, if
s0  1, then any solution Z(s) of (102) that satises Z−4 (s0) ≤ Z(s0) ≤ Z+4 (s0) will continue
to satisfy Z−4 (s) ≤ Z(s) ≤ Z+4 (s) for all s ≥ s0.
If λ < 0, thenZ−4 (s) is an upper barrier, andZ
+
4 (s) is a lower barrier. SinceZ
−
4 (s) < Z
+
4 (s) for
all s ≥ s0 if s0 is large enough, we can apply a Waz˙ewski argument and conclude that there exists
at least one Z∗ ∈ (Z−4 (s0), Z+4 (s0)) such that the solution of (102) with Z(s0) = Z∗ satises
Z−4 (s) ≤ Z(s) ≤ Z+4 (s) for all s ≥ s0.
In either case, the conclusion is that there exists a solution Z(s) of (102) with
Z(s) =
(
2(n− 1) + O(1))s−4, (s→∞).
By repeating this argument, one nds that for any m ∈ N, there exists a solution that satises the
expansion
Z(s) =
A4
s4
+
A6
s6
+
A8
s8
+ · · ·+ A2m
s2m
+ O
(
s−2m−2
)
, (s→∞).
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e coecients A2j can be computed inductively by substituting the formal expansion; one nds
for example that A4 = 2λ(n− 1).
Integration then shows that χ satises
χ(s) = e
∫
Z(s)sds = eC−λ
n−1
s2
+O(s−4) = eC
{
1− λn− 1
s2
+ O(s−4)
}
, (s→∞).
As we noted above, there exists another solution with Z(s) = −λ + o(1) for large s. Similar
reasoning then leads to an expansion of the form
Z(s) = −λ+ n+ 1
s2
+
B4
s4
+ · · · ,
which aer integration leads to
χ(s) = e−λs
2/2s−n−1
{
1 + O(s−2)
}
, (s→∞).
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