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We investigate the logarithmic negativity in strongly-disordered spin chains in the random-singlet
phase. We focus on the spin-1/2 random Heisenberg chain and the random XX chain. We find
that for two arbitrary intervals the disorder-averaged negativity and the mutual information are
proportional to the number of singlets shared between the two intervals. Using the strong-disorder
renormalization group (SDRG), we prove that the negativity of two adjacent intervals grows loga-
rithmically with the intervals length. In particular, the scaling behavior is the same as in conformal
field theory, but with a different prefactor. For two disjoint intervals the negativity is given by a
universal simple function of the cross ratio, reflecting scale invariance. As a function of the distance
of the two intervals, the negativity decays algebraically in contrast with the exponential behavior in
clean models. We confirm our predictions using a numerical implementation of the SDRG method.
Finally, we also implement DMRG simulations for the negativity in open spin chains. The chains ac-
cessible in the presence of strong disorder are not sufficiently long to provide a reliable confirmation
of the SDRG results.
I. INTRODUCTION
Entanglement measures are nowadays accepted as power-
ful tools to characterize quantum many-body systems1–4.
Arguably, the most popular and useful one is the entan-
glement entropy. Given a pure state |ψ〉 and a bipartition
into two parts A and B, the entanglement entropy of part
A is defined as
SA ≡ −TrρA ln ρA, (1)
where ρA ≡ TrB |ψ〉〈ψ| is the reduced density matrix of
A. For a pure state it is clear that SA = SB , reflect-
ing the property that a good measure of entanglement is
symmetric in A and B.
If a system is in a mixed state, for instance at finite tem-
perature, a useful measure of the correlation between A
and B is the mutual information IA:B , which is defined as
the symmetrized combination IA:B ≡ SA + SB − SA∪B .
However, it is well known that the mutual information
provides only an upper bound for the entanglement be-
tween A and B, as it is sensitive to both classical and
quantum correlations. A similar issue arises when quan-
tifying the entanglement between disconnected regions in
pure states. For instance, given the tripartition of a sys-
tem as B2∪A1∪B1∪A2∪B2 (as illustrated in Fig. 1 (a)
for a spin chain), with A ≡ A1 ∪ A2 the region of inter-
est, IA1:A2 is not a measure of the mutual entanglement
between A1 and A2.
A computable measure of the mutual entanglement be-
tween two subsystems in a mixed state is provided by the
so-called logarithmic negativity5–10
E ≡ ln ||ρT2A ||1 = ln Tr|ρT2A |. (2)
Here ρT2A is the partially transposed reduced den-
sity matrix with respect to A2. This is defined as
〈ϕ1ϕ2|ρT2A |ϕ′1ϕ′2〉 ≡ 〈ϕ1ϕ′2|ρA|ϕ′1ϕ2〉, with {ϕ1} and {ϕ2}
being bases for A1 and A2, respectively.
Besides its interest in quantum information, recently the
negativity became the focus of several interdisciplinary
efforts to understand its role in many-body systems. For
critical points described by a Conformal Field Theory
(CFT) its scaling behavior has been derived analyti-
cally11–13. This allowed to prove that, unlike the entan-
glement entropy, the negativity is scale invariant in gap-
less systems described by CFT, as it was already argued
based on DMRG14–16 simulations17, on semi-analytic re-
sults for the harmonic chain18, and for mean-field ex-
actly solvable spin models19. Furthermore, for disjoint
intervals the logarithmic negativity contains, in principle,
complete information about the intricate structure of the
underlying CFT11 (as it does the entanglement entropy
of two or more disjoint intervals21). Some of these re-
sults have been generalized to finite-temperature20, large
central charge22, out of equilibrium situations23–26, and
holographic27 and massive quantum field theories28. In
topologically ordered phases, i.e., characterized by a non-
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FIG. 1. (a): Partition of an infinite spin chain corresponding
to two disjoint intervals. The region of interest is A1 ∪ A2.
Two adjacent intervals correspond to r = 0. (b): Cartoon of
the random singlet phase. The lines connect pairs of spins
forming SU(2) singlets. The entanglement negativity EA1:A2
is proportional to the number of singlets nA1:A2 shared be-
tween A1 and A2 (here nA1:A2 = 1).
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2zero topological entropy29,30, it has been shown that the
negativity is sensitive only to the “quantum” contribu-
tion31,32, while it is zero in classical topologically ordered
states. Also, the negativity proved to be a useful tool
to characterize Kondo-like behavior in spin chains33–35.
Surprisingly, the exact treatment of the partial transposi-
tion in free fermion models is an arduous task, and no ex-
act results are known yet for the negativity, despite some
recent progresses for the calculations of the moments of
the partial transpose25,36–40. Oppositely, the negativity
can be calculated analytically for free bosonic models41.
for which few results are also available in higher dimen-
sions42,43. Furthermore, some interesting results on the
negativity in Chern-Simons theories have been provided
recently44. Finally, from the numerical perspective, ef-
fective methods to calculate the negativity are available
in the context of Tree Tensor Networks13, while the mo-
ments of the partially transposed reduced density ma-
trix can be calculated using classical45 and quantum46
Monte Carlo techniques. When not analytically possi-
ble, numerical extrapolations can be used to obtain the
negativity from the replica limit of the moments47.
At the same time the study of the interplay between
disorder and entanglement became a fruitful research
area4,48. For instance, in Ref. 49 it has been shown that,
for disordered spin chains exhibiting the random singlet
(RS) phase, the scaling of the disorder averaged entangle-
ment entropy is logarithmic with the subsystem size like
in a CFT. This has been tested numerically in the random
XX chain50 (which is exactly solvable for each realization
of the disorder), and in the random XXX chain51 using
DMRG. Furthermore, the moments of the reduced den-
sity matrix TrραA have been also studied
52, as well as the
spectrum53, and the entanglement in low-lying excited
states54. Other disordered spin models55–67 have been
also considered, obtaining similar results for the scaling
of the entanglement entropy. The non-equilibrium fea-
tures of the entanglement in these random spin chains are
also under intensive investigation51,68–75. The behavior
of entanglement related quantities in classical disordered
spin systems has been explored76.
In this paper we investigate the disorder averaged loga-
rithmic negativity in RS phases in the framework of the
strong-disorder renormalization group (SDRG)77. We fo-
cus on the spin-1/2 Heisenberg (XXX) chain with ran-
dom antiferromagnetic couplings, and on the random
XX chain. We consider both adjacent and disjoint inter-
vals (see Fig. 1 (a)). We demonstrate that in a RS phase
the negativity of two intervals is always proportional to
the number of singlets shared between them. Surpris-
ingly, due to the simple structure of the RS phase, this is
also the case for the mutual information, which is given
as IA1:A2 = 2EA1:A2 . More quantitatively, we find that
for two adjacent intervals embedded in an infinite chain
the disorder-averaged negativity scales as
EA1:A2 =
ln 2
6
ln
( `1`2
`1 + `2
)
+ k, (3)
for large `1 and `2 (the lengths of the two intervals). Here
k is an additive constant. Interestingly, Eq. (3) has the
same functional dependence on `1,2 as in CFT
11, but the
prefactor of the logarithm is different. For two disjoint
intervals (see Fig. 1 (a)), we obtain
EA1:A2 =
ln 2
6
ln
(`1 + r)(`2 + r)
r(`1 + `2 + r)
= − ln 2
6
ln(1− x). (4)
Here `1, `2 are the intervals length, and r their distance.
Eq. (4) is scale invariant and for this reason the r.h.s.
has been written as a function of the cross ratio
x =
`1`2
(`1 + r)(`1 + r)
. (5)
Again, this is similar to the CFT case, where EA1:A2 de-
pends in a more intricate way on x11,12. Interestingly,
in the limit of two intervals far apart, from (4) one has
the power-law decay E ∝ r−2, in contrast with the CFT
case, where this decay is exponential11. Both (3) and (4)
turn out to be in perfect agreement with exact results
obtained from a numerical implementation of the SDRG
for the random XXX chain.
Finally, by generalizing the method of Ref. 17, we dis-
cuss how to obtain the logarithmic negativity in DMRG
simulations78 for arbitrary tripartitions of the spin chain.
The computational cost of the algorithm is ∝ χ6max, with
χmax the maximal bond dimension of the matrix prod-
uct state (MPS). As a byproduct of our analysis we nu-
merically verify the CFT scaling of the negativity of two
adjacent intervals in the clean XX chain. In the pres-
ence of randomness it is numerically challenging to ensure
the convergence of DMRG, introducing a systematic er-
ror in the numerical data. The latter is negligible only
for small chains and weak disorder. The accessible chain
sizes are not sufficient to provide reliable numerical evi-
dence for (3) and (4).
The manuscript is organized as follows. In section II we
introduce the XXZ spin-1/2 chain with random antifer-
romagnetic couplings and summarize the strong disorder
renormalization group (SDRG) method. In section III
we provide the analytic expressions for the logarithmic
negativity and the moments of the partially transposed
reduced density matrix in RS phases. The scaling of
the negativity is discussed in section IV for both adja-
cent and disjoint intervals. These results are verified in
section V using a numerical implemtation of the SDRG
method. Section VI focuses on the calculation of the log-
arithmic negativity in DMRG simulations. In section VII
we present DMRG results for the negativity of two ad-
jacent intervals in the random XX chain. Finally, we
conclude in section VIII.
II. THE DISORDERED HEISENBERG SPIN
CHAIN AND THE STRONG DISORDER RG
The random antiferromagnetic spin- 12 XXZ chain with
open boundary conditions (OBC) is defined by the
3Hamiltonian
H =
L−1∑
i=1
Ji(S
x
i S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1), (6)
where Sx,y,zi are the spin components acting on site i, L
is the length of the chain, ∆ the anisotropy parameter,
and {Ji}L−1i=1 are uncorrelated positive random variables,
drawn from a distribution P (J). For periodic boundary
conditions (PBC) one has an extra term in (6) connecting
site L with site 1. We focus on ∆ = 1 and ∆ = 0, cor-
responding to the XXX and the XX random chain, re-
spectively. For generic {Ji}L−1i=1 , the latter can be treated
analytically for each realization of the disorder, exploit-
ing the mapping to free fermions (see Appendix A). Here
we restrict ourselves to the family of distributions
Pδ(J) ≡ δ−1J−1+1/δ, (7)
with J ∈ [0, 1], and 0 ≤ δ < ∞ a parameter tuning the
disorder strength. For δ → 0 one recovers the clean, i.e.,
without disorder, XXZ chain, whereas δ → ∞ corre-
sponds to the infinite-randomness fixed point (IRFP, see
section II). The latter describes the low-energy physics
of (6), irrespective of the chosen distribution P (J). For
δ = 1, Pδ(J) becomes the flat distribution (box distribu-
tion) in the interval [0, 1].
We now briefly review the SDRG method for the XXX
chain. The main idea is to obtain a low-energy effec-
tive description of (6) by successively integrating out
the strongest couplings, and renormalizing the remain-
ing ones. Given an arbitrary coupling configuration
{Ji}L−1i=1 , one starts by identifying the strongest bond
JM ≡ maxi{Ji}. The interaction between the two spins
coupled by JM (that we denote as ~Sl and ~Sr) is given by
the Hamiltonian H0 as
H0 = JM ~Sl · ~Sr. (8)
The ground state of H0 is the singlet state |s〉
|s〉 ≡ 2−1/2(|↑l↓r〉 − |↓l↑r〉). (9)
The interaction between ~Sl and ~Sr, and their neighbor-
ing spins (here denoted as S′l and S
′
r, respectively) is
described by the Hamiltonian H′ as
H′ = Jl ~S′l · ~Sl + Jr ~Sr · ~S′r. (10)
Since by definition Jl, Jr < JM , one can treat H′ as a
perturbation. Within second-order perturbation theory,
this leads to the effective Hamiltonian Heff for ~S′l , ~S′r as
Heff = 〈s|H0 +H′|s〉+
∑
t
|〈s|H′|t〉|2
Es − Et
≡ E0 + J ′ ~S′l · ~S′r. (11)
Here the sum is over the triplet states of two spins
|t〉 = |↑↑〉 , (|↑↓〉 + |↓↑〉)/√2, |↓↓〉. The corresponding
energies are Et ≡ 〈t|H0|t〉 = 1/4JM , whereas one has
Es ≡ 〈s|H0|s〉 = −3/4JM . In the last step in (11) we
defined E0 = −3(4JM + 3J2l + 3J2r )/16. The effective
coupling J ′ between ~S′l and ~S
′
r reads
J ′ =
JlJr
2JM
. (12)
Note that (11) does not depend on ~Sl, ~Sr anymore. More-
over, Heff is still of the Heisenberg form (6) with the
renormalized coupling J ′. This process of decimating the
spins connected by the strongest bond, renormalizing the
remaining interactions, can be represented as(
· · · , Jl, JM , Jr, · · ·
)
L
→
(
· · · , JlJr
2JM
, · · ·
)
L−2
, (13)
and it defines the so-called Dasgupta-Ma rule79. Cru-
cially, since Jl, Jr < JM , the repeated application of (13)
reduces the energy scale of the model.
The low-energy properties of the model are asymptoti-
cally, i.e., after many iterations of (13), described by the
so-called random singlet (RS) phase. This is illustrated
in Fig. 1 (b). In the RS phase all the spins are paired
(as stressed by the links in the figure) in a random fash-
ion. Paired spins form singlet. From (13) it is clear that
longer range singlets are generated at later steps of the
SDRG.
The RS phase can be quantitatively characterized
through the asymptotic distribution of the couplings
{Ji}. The iteration of the Dasgupta-Ma rule (13) leads
to a flow for P (J). It is convenient to introduce at the
given SDRG step m the variables β
(m)
i and Γ
(m) as
β
(m)
i ≡ ln
J
(m)
M
J
(m)
i
, Γ(m) ≡ ln J
(0)
M
J
(m)
M
. (14)
Here J
(m)
M is the maximum coupling at the step m. The
physical interpretation is that Γ(m) quantifies the differ-
ence in energy scales between the initial step and step m,
while the βi measure the broadness of the energy scales
at a fixed step m. The equation describing the SDRG
flow of P (J) is given as80
dP
dΓ
=
∂P (β)
∂β
P (0) ×
×
∫ ∞
0
dβ1
∫ ∞
0
dβ2δ(β − β1 − β2)P (β1)P (β2). (15)
It can be shown that (15) has a unique solution P ∗(β)
given by
P ∗(β) =
1
Γ
exp
(
−β
Γ
)
. (16)
Here P ∗(β) represents the fixed point of the SDRG flow.
This fixed point is known as infinite randomness fixed
point (IRFP)80, to emphasize that the broadness of the
4distribution increases during the flow. This is reflected
in P ∗(β) being flat, which corresponds to P ∗(J) being
peaked at J = 0 (cf. (14)). Note that this justifies the
perturbative treatment81 of H′ in (11). Remarkably, (16)
does not depend on the initial distribution which is a
manifestation of its universality.
Finally, we remind the reader that for the XX chain
(∆ = 0 in (6)) the Dasgupta-Ma rule (13) has to be
modified as(
· · · , Jl, JM , Jr, · · ·
)
L
→
(
· · · , JlJr
JM
, · · ·
)
L−2
. (17)
Consequently, the flow equation (15), and the fixed point
distribution (16) remain the same as in the XXX case.
III. LOGARITHMIC NEGATIVITY IN
RANDOM SINGLET PHASES
For a generic realization of the disorder, assuming that
the chain is in a RS phase, the logarithmic negativity
between two subsystems of the chain can be calculated
analytically. In this section we show that it is propor-
tional to the number of singlets shared between the two
intervals. Let us consider a partition of the chain as in
Fig. 1 with A1 ∪ A2 the two intervals of interest and
B1 ∪ B2 their complement. For later convenience let us
define
A = A1 ∪A2, B = B1 ∪B2. (18)
Given any two blocks X,Y in the chain, we denote as
nX:Y the number of singlets shared between them.
Before considering the entire RS phase, it is instructive to
write down the density matrix and its partial transpose
for an isolated singlet (more generic situations have been
also considered in the literature82). The density matrix
ρ2S of two spins forming a singlet is
ρ2S =
1
2
0 0 0 00 1 −1 00 −1 1 0
0 0 0 0
 , (19)
in the basis |↑↑〉, |↑↓〉, |↓↑〉, and |↓↓〉. The reduced density
matrix ρS for one of the spins is
ρS =
1
2
(
1 0
0 1
)
. (20)
In order to calculate the negativity, we need the partial
transpose ρT22S that is
ρT22S =
1
2
 0 0 0 −10 1 0 00 0 1 0
−1 0 0 0
 , (21)
with eigenvalues {−1/2, 1/2, 1/2, 1/2}.
The density matrix ρRSP for a chain in a random singlet
phase is the tensor product of the density matrices of its
constituent singlets. Thus, for the partition in Fig. 1, one
can write
ρRSP =
nA:A⊗
i=1
ρ2S
nB:B⊗
i=1
ρ2S
nA:B⊗
i=1
ρ2S . (22)
The reduced density matrix ρA is obtained from (22) as
ρA =
nA:A⊗
i=1
ρ2S
nA:B⊗
i=1
ρS , (23)
and its partial transpose
ρT2A =
nA:A⊗
i=1
ρT22S
nA:B⊗
i=1
ρT2S . (24)
To compute the negativity EA1:A2 one can exploit the
additivity of the negativity on tensor products, i.e., that
E(⊗i ρi) = ∑i E(ρi). From (24) one then has
EA1:A2 = nA1:A2 ln Tr
∣∣ρT22S(A1 ∪A2)∣∣
+
∑
i=1,2
[
nAi:Ai ln Tr
∣∣ρT22S(Ai)∣∣+ nAi:B ln Tr∣∣ρT2S (Ai)∣∣].
Interestingly, the terms in the square brackets vanish
because for any Ai, ρ
T2
2S(Ai) = ρ2S(Ai) and ρ
T2
S (Ai) =
ρS(Ai). As a consequence, EA1:A2 depends only on the
number of singlets nA1:A2 shared between A1 and A2.
Physically, this could have been expected because the
negativity is a measure of the mutual entanglement be-
tween A1 and A2. In conclusion, we have
EA1:A2 = nA1:A2 ln Tr
∣∣ρT22S(A1 ∪A2)∣∣, (25)
and using the explicit form of ρT22S (21)
EA1:A2 = nA1:A2 ln 2. (26)
For a bipartition, i.e., for A2 ≡ A¯1, with A¯1 the comple-
ment of A1, Eq. (26) is equal to the entanglement entropy
of A1 (see Ref. 49). This is just a consequence of the fact
that in the RS phase the Re´nyi entropies Sα with varying
α are all equal52, while in the generic case the negativ-
ity for a bipartition is always equal to S1/2
9,12. This is
different from the clean bipartite system (which is con-
formal invariant) in which the Re´nyi entropies depend
non trivially on the index α in a well-known fashion83,84.
Finally, it is interesting to compare (26) with the mu-
tual information between two intervals IA1:A2 = SA1 +
SA2 −SA1∪A2 which can be readily obtained using SX =
nX:X¯ ln 2. A straightforward calculation yields
IA1:A2 = (nA1:A¯1+nA2:A¯2−nA1∪A2:B) ln 2 = 2nA1:A2 ln 2.
(27)
Interestingly, (27) coincides, apart from a factor 2, with
EA1:A2 in (26).
5A. The moments of the partially transposed
reduced density matrix
It is instructive to consider the moments MT2α of the par-
tially transposed density matrix
MT2α ≡ Tr
(
ρT2A
)α
, (28)
The logarithmic negativity can be obtained from (28) via
the analytic continuation α→ 1 restricted to the even α,
as it is routinely done in CFT calculations11,12. Although
MT2α are not entanglement measures, they encode univer-
sal information about critical systems. In particular, the
moments MT2α contain more information than the entan-
glement negativity, and, at least in principle, they could
be used to characterize the entire spectrum of ρT2A on
the same lines as it has been done for reduced density
matrix85.
The computation of the moments starts by rewriting (23)
as
ρA =
{∏
k
nAk:Ak⊗
i=1
ρ2S
} nA1:A2⊗
i=1
ρ2S
{∏
k
nAk:B⊗
i=1
ρS
}
. (29)
Using that the partial transposition acts trivially on the
terms in the curly brackets, one obtains
ρT2A =
{∏
k
nAk:Ak⊗
i=1
ρ2S
} nA1:A2⊗
i=1
ρT22S
{∏
k
nAk:B⊗
i=1
ρS
}
. (30)
The only two non-zero eigenvalues of ρT2A are
λ± = ±2−nA:B−nA1:A2 . (31)
The corresponding degeneracies d± are
d− = (2nA1:A2 − 1)2nA1:A2−1, (32)
d+ = 2
nA:B+2nA1:A2 − d−. (33)
The moments MT2α can be readily written down as
MT2α = 2
(nA:B+nA1:A2 )(1−α)
{
2nA1:A2 α even
1 α odd.
(34)
In Eq. (34) it is evident that for generic α, MT2α cannot be
measures of the entanglement between A1 and A2, since
they depend on the number of singlets shared with B. By
analytically continuing Eq. (34) from the even sequence
we recover the negativity (26), i.e., denoting with ne the
even integers, we have
E = lim
ne→1
lnMT2ne , (35)
while the replica limit of the odd sequence gives the nor-
malization TrρT2A = 1
11,12.
IV. SCALING OF THE NEGATIVITY IN THE
RANDOM SINGLET PHASE
In this section we derive the scaling properties of the log-
arithmic negativity between two intervals A1 and A2 in
the random singlet phase. From the previous section, it is
obvious that the only needed ingredient is the scaling of
the average number of singlets 〈nA1:A2〉 shared between
A1 and A2 (cf. (26)). Here 〈·〉 denotes the disorder aver-
age. Remarkably, 〈nA1:A2〉 can be obtained from the re-
sult for a single interval49. Given an interval X of length
`X embedded in the infinite line, the average number of
shared singlets 〈nX:X¯〉 scales for large `X as49
〈nX:X¯〉 =
1
3
ln `X + k, (36)
where k a non-universal constant.
In order to derive 〈nA1:A2〉, let us consider a generic mul-
tipartition of the chain into 2k blocks as ∪Y ∈Ω0Y , with
Ω0 = {A1, B1, · · ·Ak, Bk} (the case with k = 2 is in Fig.
1 (a)). It is convenient to define the set Ω of all possi-
ble compact subintervals of the chain. For instance, for
Ω0 = {A1, B1, A2, B2} one has Ω = {A1, B1, A2, B2, A1∪
B1, B1 ∪ A2}. For each X ∈ Ω, one can decompose the
number of singlets nX:X¯ as the sum of all the singlets
emerging from an arbitrary block Y ∈ X and ending in
an arbitrary block Z ∈ X¯, i.e. in formula
nX:X¯ =
∑
Y,Z∈Ω0
n(X∩Y ):(X¯∩Z). (37)
After taking the disorder average, (37) gives
1
3
ln `X + k =
∑
Y,Z∈Ω0
〈n(X∩Y ):(X¯∩Z)〉, (38)
where we used that (36) is valid for any X ∈ Ω. One can
obtain 〈nX:Y 〉 for any pair X,Y ∈ Ω0 by solving the lin-
ear system of equations in (38) generated by considering
all X ∈ Ω, as we are going to show in the following for
two adjacent and disjoint intervals.
A. Two adjacent intervals
For two adjacent inverals we have Ω0 = Ω =
{A1, A2, B2}, and so the system of equations (38) be-
comes
〈nA1:A2〉+ 〈nA1:B2〉 = 13 ln(`1),
〈nA2:A1〉+ 〈nA2:B2〉 = 13 ln(`2),
〈nB2:A1〉+ 〈nB2:A2〉 = 13 ln(`1 + `2),
(39)
and the solution for 〈nA1:A2〉 is
〈nA1:A2〉 =
1
6
ln
(
`1`2
`1 + `2
)
. (40)
6Consequently [from (40) and (26)], one recovers the scal-
ing of the logarithmic negativity in (3):
EA1:A2 =
ln 2
6
ln
( `1`2
`1 + `2
)
+ k, (41)
B. Two disjoint intervals
Let us consider the case of two disjoint intervals (see
Fig. 1 (a)) of lengths `1, `2, and at distance r, for which
Ω = {A1, A2, B1, B2, A1 ∪ B1, B1 ∪ A2}. From (38) one
obtains a linear system of six equations with solution for
〈nA1:A2〉 given by
〈nA1:A2〉 =
1
6
ln
(r + `1)(r + `2)
r(`1 + `2 + r)
. (42)
Interestingly, (42) does not depend on the non-universal
additive constant k indicating that the logarithmic neg-
ativity between two disjoint intervals is a universal scale
invariant quantity, as in the clean case. In particular,
from (42), EA1:A2 can be rewritten as a function only of
the cross ratio x as in (4).
An intriguing consequence of (42) is that the entangle-
ment between two disjoint intervals decays as ∝ r−2, i.e.,
with a power law of their mutual distance, in stark con-
trast with the CFT case where this decays is exponen-
tial11. The result for adjacent intervals (40) is recovered
from (42) by taking r of the order of the lattice spacing
(fixed to 1 in all above formulas) and then considering
`1,2 much larger than that.
V. NUMERICAL SDRG
In this section we present numerical evidence confirming
the analytical results for the average number of singlets
between two arbitrary intervals (adjacent and disjoint)
and consequently for the negativity and mutual informa-
tion between them. In order to do so, we numerical im-
plement the SDRG for finite-size spin chains which works
according to the following the steps: a) for a given dis-
order realization, we apply the Dasgupta-Ma rule (13),
i.e., we pair the spins interacting with the strongest bond
to form a SU(2) singlet; b) the two spins are then dec-
imated, and the remaining couplings renormalized ac-
cording to (12); c) this SDRG step is iterated until all
the spins are paired in singlets. At every RG step we
monitor the distribution of the renormalized couplings,
as well as the spin configurations. In this section we only
consider a flat probability distribution of the coupling J
between 0 and 1.
A. SDRG flow of the renormalized couplings
As a preliminary check of the numerical SDRG, we study
the flow of the couplings Ji in (6) as a function of the
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FIG. 2. Numerical strong disorder renormalization group:
flow of the couplings probability distribution P (β(m)) as a
function of the SDRG step m. Different histograms corre-
spond to different m. Results are for the Heisenberg spin
chain with L = 106 sites. The width of P (β(m)i ) increases
upon increasing m. Inset: P (β(m)) for m = 99 · 104, com-
pared with the infinite-randomness fixed point (IRFP) result
P ∗(β) = e−β/Γ/Γ, (dash-dotted line) with Γ(m) given in (14).
SDRG step m. The results are reported in Fig. 2, where
we plot the probability distribution P (β(m)i ), with β
(m)
i ≡
ln(J (m)M /J
(m)
i ) (cf. (14)), and J
(m)
M the maximum coupling
at step m. The data are for a finite chain with L = 106.
The initial values of the couplings are drawn from the
box distribution [0, 1].
Fig. 2 demonstrates the broadening of the couplings dis-
tribution upon increasing the SDRG step m, confirming
that the SDRG procedure is asymptotically exact at large
scale81. The convergence to the universal IRFP distribu-
tion P ∗(β) (16) is verified in the inset of Fig. 2.
B. Single-interval entanglement entropy
Another important check of the validity of the numerical
SDRG is provided by the scaling of the single block entan-
glement entropy. We consider the random XXX chain
with both open and periodic boundary conditions. For
OBC we expect different scalings depending on whether
the block A is in the bulk of the chain or whether it
touches the boundary. The entanglement entropy SA is
obtained by determining the number of singlets between
A and B for each realization of the disorder and then by
multiplying the average by ln 2. We report the variance
of the distribution as an estimate of statistical error.
Numerical SDRG results for SA are shown in Fig. 3 (a)-
(d). In all panels the data are for chains of length L =
1000 and L = 2000. The disorder average is over 73000
disorder realizations. We start by considering in panel (a)
the blockA in a periodic chain. For ` . L/2, SA increases
logarithmically as function of the interval length ` (note
the logarithmic scale on the x-axis). Instead, for ` & L/2
finite-size effects are visible. The dash-dotted line in the
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FIG. 3. The single interval entanglement entropy for the disordered Heisenberg spin chain. The data correspond to the average
over 73000 disorder realizations. Notice that (here and in the following figures) we report also the statistical errors, although
the error bars are smaller than the symbol sizes. Different symbols correspond to different chain sizes L and dashed dotted lines
are one-parameter fit to the analytic prediction from the SDRG. (a) A single interval in a periodic chain: SA plotted versus
the interval length `. (b) Same data as in (a) plotted against the modified chord length (44). (c) A single interval starting from
the boundary of a chain with OBC versus the modified chord length (44). (d) A single interval in the bulk of an open chain.
figure is a fit to the expected SDRG result49
SA =
ln 2
3
ln `+K, (43)
with K the only fitting parameter. For ` . L/2 the data
are in perfect agreement with (43).
As discussed in Ref. 52, finite-size effects can be taken
into account by replacing in (47) the interval length `
with the modified chord length Lc as
`→ Lc ≡ L
pi
Y
(pi`
L
)
. (44)
Here Y (x) is a symmetric function under x → pi − x,
which ensures S(`) = S(L − `). It has been found that
for a single block in a periodic chain, Y (x) is well ap-
proximated by52
Y (x) = sin(x)
(
1 +
4
3
k1 sin
2(x)
)
, (45)
with k1 ∼ 0.115. Using (44) in (43) one obtains
SA =
ln 2
3
ln(Lc) +K. (46)
Fig. 3 (b) reports the data for SA versus Lc. The dash-
dotted line in Fig. 3 (b) is a fit to (46), and it is in
perfect agreement with the SDRG data for all values of
` confirming the correctness of (46).
In Fig. 3 (c) we consider an open chain with the block A
starting from the boundary. For a semi-infinite system,
the entanglement entropy is expected to be49
SA =
ln 2
6
ln(`) +K ′, (47)
where the prefactor of the logarithm takes into account
that subsystem A shares only one edge with its comple-
ment. This formula indeed describes accurately the data
for ` . L/2. The finite size and boundary effects can
be taken into account again by replacing ` by a modified
chord length (44). We find that the same function Y (x)
in Eq. (45) describes very accurately the data for OBC
as shown in Fig. 3 (c). This is a non trivial result since
there is no conformal invariance to guarantee the equal-
ity of the two finite size scaling functions (i.e. open and
periodic) as in the clean case.
Finally in Fig. 3 (d) we consider a block of length ` in
the center of an open chain. For ` . L/2 we expect that
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FIG. 4. Shifted logarithmic negativity EsA1:A2 (48) between
two adjacent intervals of equal-length ` in the random Heisen-
berg chain. EsA1:A2 is plotted against `/L. The symbols cor-
respond to the average over 73000 disorder realizations. Dif-
ferent symbols correspond to different system sizes. (a): For
a periodic chain the data are perfectly described by (49) with
only one fitting parameter. (b): For an open chain, we can
only use the prediction for the infinite chain which describes
well the data as long as ` L.
the block A does not feel significantly the presence of the
boundary and (43) should describe accurately the data,
as evident from the figure. It is instead not obvious how
to modify the prediction to take into account finite-size
and boundary effects: we only mention that replacing `
with the modified chord length (45) does not work. This
does not come unexpected since also in clean systems the
results is more complicated86.
C. Logarithmic negativity: Two adjacent intervals
Using the numerical SDRG method, we now study the
scaling behavior of the logarithmic negativity EA1:A2 be-
tween two adjacent intervals A1 and A2 in the random
Heisenberg chain. Specifically, we provide robust numer-
ical evidence for (41). The negativity is just obtained
from the statistics of the singlets between A1 and A2
and multiplying the resulting average by ln 2.
In Fig. 4 we report the SDRG data for EA1:A2 for two
adjacent intervals of the same length `. Fig. 4 (a) shows
the SDRG results for a periodic chain, while Fig. 4 (b) is
for two intervals in the middle of an open chain. We plot
the shifted negativity
EsA1:A2 = EA1:A2 −
ln 2
6
lnL, (48)
as a function of `/L so that data for different chain
lengths are expected to collapse on a single scaling curve.
This clearly happens for both open and periodic chains.
In both cases EA1:A2 increases logarithmically for ` .
L/4, when finite-size effects kick in. Actually, for PBC
one can take into account all the finite-size effects by re-
placing all lengths in (3) with modified chord lengths,
obtaining
EsA1:A2 '
ln 2
6
ln
Y 2c (pi`/L)
Yc(2pi`/L)
+ k. (49)
The SDRG are perfectly described by this prediction as
clear from Fig. 4 (a) where the dashed line is a one
parameter fit to (49).
Conversely, for the OBC chain in Fig. 4 (b) there is not a
simple modification of the result for infinite chain to take
into account the boundary effects, as it was the case also
for clean systems23. For this reason, in the figure we only
report the one-parameter fit to the SDRG prediction for
the infinite chain (41) valid for ` L.
D. Logarithmic negativity: Two disjoint intervals
We finally move to the most interesting case of the loga-
rithmic negativity between two disjoint intervals of equal
length ` at distance r. As usual in this section, we com-
pute the negativity from the statistics of the singlets be-
tween the two intervals. Our results are reported in Fig. 5
for both periodic and open chains.
In the case of a periodic chain, we plot EA1:A2 as a func-
tion of the cross-ratio x (5) in which we have substituted
all lengths by the corresponding modified chord lengths,
i.e.
x =
Y 2c (pi`/L)
Y 2c (pi(`+ r)/L)
, (50)
in order to take into account finite-size effects. The
SDRG asymptotic prediction for the negativity is given
by Eq. (4) which reads
EA1:A2 = −
ln 2
6
ln(1− x). (51)
In Fig. 5 (a) the data correspond to a fixed choice of r
and ` is running up to (L− r)/2. It is clear from the fig-
ure that the prediction (51) describes incredibly well the
numerical data, without any fitting parameter. Notice
that x close to 0 corresponds to far away intervals and
the decay of the negativity is algebraic, in constrast with
the exponential behavior of clean systems11,12. Oppo-
sitely, the limit x→ 1 corresponds to very close intervals
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FIG. 5. Logarithmic negativity EA1:A2 between two disjoint
intervals of equal length ` in the random Heisenberg spin chain
plotted against the cross ratio x. The data are averaged over
73000 disorder realizations. Different symbols correspond to
different system sizes. (a): For a periodic chain the cross-
ratio x is given by (50) and the dashed line is the analytic
SDRG prediction (51). (b): For an open chain we consider
the infinite volume definition of the cross ratio (5) and the
dash-dotted line is the SDRG prediction (51) to which the
data tend for large chains.
and the logarithmic divergence is needed to reproduce
the adjacent intervals results.
For the case of an open chain, we limit ourselves to con-
sider two intervals centered around the middle of the
chain, i.e. A1 = [−`− r/2,−r/2] and A2 = [`+ r/2, r/2].
We generate the data by fixing a value of r and letting
` run up to the boundary. In this case, we do not have
a prediction which takes into account finite size effects,
so we expect Eq. (51) to describe correctly the data for
`, r  L, i.e. when the effects of the boundary can be
neglected. For this reason in Fig. 5 (b) we report the
negativity as function of the cross-ratio x given by the
infinite volume formula x = (`/(` + r))2. It is evident
from the figure that this prediction describes correctly
the data for x far from 1, as it should. With increas-
ing L, the effects of the boundaries becomes less and less
relevant and the data get closer to the infinite volume
result, as expected.
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FIG. 6. Reduced density matrix with Matrix Product States
(MPS) for a chain with L = 8 sites and open boundary condi-
tions. (a) The MPS representation for a generic wavefunction
|Ψ〉. The basic tensor Tσiνi,νi+1 at site i of the chain is shown
in the shaded box. The vertical leg denotes the physical in-
dex σi, while the horizontal ones are the virtual indices νi
(summed over). Tensors in the bulk have rank 3, while at
the edges have rank 2. (b) The tripartition of the chain as
A1∪B1∪A2∪B2. A1 and A2 are two equal blocks formed by
two spins. The two blocks are at distance two (spins in B1).
(c) The reduced density matrix ρA1∪A2 . Only the tensors liv-
ing in A1 ∪ B1 ∪ A2 appear. (d) Definition of the transfer
matrices E1, E2, E12 corresponding to parts A1, A2, and B1
of the chain.
VI. LOGARITHMIC NEGATIVITY IN DMRG
SIMULATIONS
In this section we describe how to calculate the loga-
rithmic negativity in DMRG simulations. We consider a
generic 1D lattice of L sites, restricting ourselves to open
boundary conditions. On each site i of the lattice we con-
sider a local Hilbert space of finite dimension d (e.g., for
spin-1/2 systems one has d = 2). A generic wavefunction
|Ψ〉 of a pure state is written as a Matrix-Product-State
(MPS) as
|Ψ〉 =
∑
σ1,...,σL
Tσ1ν1 T
σ2
ν1ν2 · · ·TσLνL |σ1, . . . , σL〉. (52)
Here σi with 1 ≤ i ≤ d is the so-called physical in-
dex representing the states in the local Hilbert space,
whereas 1 ≤ νi ≤ χi are the virtual indices, with χi
the local bond dimension of the MPS. In (52) the sum
over the repeated indices νi is assumed, and one has
|σ1, σ2, . . . , σL〉 ≡ |σ1〉 ⊗ |σ2〉 · · · |σL〉, with |σi〉 an ele-
ment of the basis of the Hilbert space at site i. At fixed
σi, T
σi
νiνi+1 is a χi×χi matrix, while Tσ1ν1 and TσLνL are vec-
tors. The MPS in (52) can be pictorially represented as
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FIG. 7. The definition of the tensor N1 (cf. (67)) from the
singular value decomposition (SVD) of the transfer matrix
E1. The SVD is performed with respect to the index pairs
(ν1L, ν1R) and (ν
′
1L, ν
′
1R). The rhombi denote the diagonal
matrix containing the square root of the singular values. The
same definition holds for N2.
in Fig. 6 (a), where the boxes denote the tensors Tσiνi,νi+1 ,
and horizontal and vertical legs the virtual and physi-
cal indices, respectively. The full system density matrix
ρ ≡ |Ψ〉〈Ψ| is obtained as
ρ =
∑
σ1,...,σL
σ′1,...,σ
′
L
(Tσ1α1 T¯
σ′1
ν′1
)(Tσ2ν1,ν2 T¯
σ′2
ν′1,ν
′
2
) · · ·
· · · (TσLνL T¯
σ′L
ν′L
)|σ1〉〈σ′1| ⊗ · · · ⊗ |σL〉〈σ′L|, (53)
where the bar in T¯σiνi,νi+1 (and correspondingly in the
boxes in Fig. 6) denotes the complex conjugation.
A. The partially transposed reduced density
matrix
In order to calculate the logarithmic negativity we now
introduce a tripartition of the system (Fig. 6) (b) as
A1 ∪B1 ∪A2 ∪B2, where A1 and A2 are the intervals of
interest and B1, B2 the remaining parts. For simplicity
we consider the case of two equal-length intervals with
`1 = `2 = ` at mutual distance r, and shifted from the
left boundary by s sites, i.e., A1 = [s + 1, . . . , s + `],
A2 = [s + ` + r + 1, . . . , s + r + 2`]. This is illustrated
in Fig. 6 (b) for s = 1, ` = 2, and d = 2. The reduced
density matrix ρA1∪A2 is obtained by tracing over the
degrees of freedom of B1 ∪B2 in (53) as
ρA1∪A2 = δν1L,ν′1Lδν2R,ν′2R
×
∑
{σi,σ′i: i∈A1}
[F1]
{σi}
ν1L,ν1R [F¯1]
{σ′i}
ν′1L,ν
′
1R
×
∑
{σi,σ′i: i∈A2}
[F2]
{σi}
ν2L,ν2R [F¯2]
{σ′i}
ν′2L,ν
′
2R
× [E12]ν1R,ν2Lν′1R,ν′2L
∏
i∈A1∪A2
|σi〉〈σ′i|, (54)
where we defined
[F1]
{σi}
ν1L,ν1R ≡
∏
i∈A1
Tσiνi,νi+1 , (55)
with ν1L ≡ νs+1, ν1R ≡ νs+`+1 (cf. Fig. 6 (d) for the
definition of the indices). A similar definition holds for
[F2]
{σi}
ν2L,ν2R . The term δν1L,ν′1Lδν2R,ν′2R in (54) is because
the virtual indices νL, ν
′
L and ν1R, ν
′
1R are contracted.
In (54) E12 is the “transfer matrix” of the region con-
necting the two intervals (B1 in Fig. 6 (c)). The defini-
tion of E12 and of the transfer matrices E1, E2, which are
associated with the two intervals A1 and A2, are given as
[E1]
ν1L,ν1R
ν′1L,ν
′
1R
≡
∏
j∈A1
∑
σj
Tσjνj ,νj+1 T¯
σj
ν′j ,ν
′
j+1
(56)
[E2]
ν2L,ν2R
ν′2L,ν
′
2R
≡
∏
j∈A2
∑
σj
Tσjνj ,νj+1 T¯
σj
ν′j ,ν
′
j+1
(57)
[E12]
ν1R,ν2L
ν′1R,ν
′
2L
≡
∏
j∈B1
∑
σj
Tσjνj ,νj+1 T¯
σj
ν′j ,ν
′
j+1
. (58)
Notice that all the spin indices are contracted
in (56)(57)(58). These definitions are illustrated in Fig. 6
(d).
The computational cost to construct E1, E2, E12 is
O(χ6max), with χmax ≡ maxi(χi) the largest bond dimen-
sion of the MPS. It is convenient to introduce a basis for
the Hilbert space of the two intervals A1 and A2 as
|w(1)ν1L,ν1R〉 ≡
∑
σi: i∈A1
[F1]
{σi}
ν1L,ν1R
∏
j∈A1
|σj〉, (59)
|w(2)ν2L,ν2R〉 ≡
∑
σi: i∈A2
[F2]
{σi}
ν2L,ν2R
∏
j∈A2
|σj〉, (60)
where the index pairs (ν1L, ν1R) and (ν2L, ν2R) label the
different states in the two bases. This allows one to
rewrite (54) in the compact form
ρA1∪A2 = δν1L,ν′1Lδν2R,ν′2R [E12]
ν1R,ν2L
ν′1R,ν
′
2L
|w(1)ν1L,ν1R〉〈w(1)ν′1L,ν′1R | ⊗ |w
(2)
ν2L,ν2R〉〈w(2)ν′2L,ν′2R |. (61)
Notice that now ρA1∪A2 is at most a χ
2
max × χ2max ma-
trix. Importantly, for a generic tripartition the vectors
|w(1)ν1L,ν1R〉 and |w(2)ν2L,ν2R〉 are not orthogonal. Clearly, one
has the overlap matrices
〈w(1)ν1L,ν1R |w(1)ν′1L,ν′1R〉 = [E1]
ν1L,ν1R
ν′1L,ν
′
1R
(62)
〈w(2)ν2L,ν2R |w(2)ν′2L,ν′2R〉 = [E2]
ν2L,ν2R
ν′2L,ν
′
2R
, (63)
where E1 and E2 are defined in (56) and (57), respec-
tively.
Interestingly, when the the two intervals A1 and A2 are
close to the edges of the chain (this is the geometry con-
sidered in Ref. 17) one has that |w(1)ν1L,ν1R〉 → |w(1)ν1R〉 and
|w(2)ν2L,ν2R〉 → |w(2)ν2L〉, with |w(1)ν1L〉 and |w(2)ν2L〉 forming two
orthonormal bases. Thus, it is straigthforward to show
that ρA1∪A2 is simply given as
ρA1∪A2 = [E12]
ν1R,ν2L
ν′1R,ν
′
2L
|w(1)ν1R〉〈w(1)ν′1R |⊗ |w
(2)
ν2L〉〈w(2)ν′2L |. (64)
The spectrum of ρA1∪A2 is obtained by diagonalizing E12,
with computational cost ∝ χ6max. Moreover, ρT2A1∪A2 is
obtained from (64) by exchanging ν2L ↔ ν′2L.
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FIG. 8. (a) The reduced density matrix of two intervals
ρA1∪A2 in the MPS framework. The tensor N1 is defined in
Fig. 7 (a similar definition holds for N2), whereas E12 is as
in Fig. 6 (d). The indices are as in (67). The index pairs
(m,m′) and (n, n′) refer to interval A1 and A2, respectively.
(b) The partially transposed reduced density matrix ρT2A1∪A2 .
Here the partial transposition is performed with respect to
subsystem A2, and it corresponds to the exchange n↔ n′.
For generic tripartitions it is convenient to orthonormal-
ize the vectors |w(1)ν1L,ν1R〉 and |w(2)ν2L,ν2R〉. This can be
done via a singular value decomposition (SVD) of the
transfer matrices E1 and E2 (cf. (56)(57)). Precisely,
given the SVD of E1 as E1 = UDV
† with U, V unitaries
and D diagonal, the vectors |v(1)m 〉 defined as
|v(1)m 〉 ≡ [N˜1]mν1L,ν1R |w(1)ν1L,ν1R〉, (65)
with N˜1 ≡ D− 12U†, are orthonormal. Similarly, for A2
one has the orthonormal vectors
|v(2)m 〉 ≡ [N˜2]mν2L,ν2R |w(2)ν2L,ν2R〉. (66)
Using (65) and (66) one can rewrite ρA1∪A2 as
ρA1∪A2 =(
[N1]
m
ν1L,ν1R [N¯1]
m′
ν1L,ν′1R
)(
[N2]
n
ν2L,ν2R [N¯2]
n′
ν′2L,ν2R
)
× [E12]ν1R,ν2Lν′1R,ν′2L |v
(1)
m 〉 ⊗ |v(2)n 〉〈v(1)m′ | ⊗ 〈v(2)n′ |, (67)
where N1 ≡ N˜−11 = UD
1
2 , and similarly for N2. The
definition of N1 from the SVD of E1 is illustrated in
Fig. 7. Formula (67) is illustrated pictorially in Fig. 8
(a). In (67) all the indices are contracted except for
m,m′, n, n′. Precisely, the index pair (m,m′) refers to
subsystem A1, whereas (n, n
′) is associated with A2.
Moreover, one has that n,m, n′,m′ ∈ [1, χ2max], imply-
ing that the computational cost to evaluate the terms in
the round brackets in (67) is ∝ χ7max. However, this can
be reduced by considering a truncated SVD of E1 and
E2, i.e., keeping only the p (p  χ2max) largest singular
values. This relies on the fact that the singular values
of E1 and E2 typically decay very quickly. The compu-
tational cost is now p2χ3max. The same trick is used in
the implementation of DMRG with periodic boundary
conditions87. Finally, from (67) it is straightforward to
obtain ρT2A1∪A2 by exchanging n ↔ n′, as illustrated in
Fig. 8 (b).
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FIG. 9. The logarithmic negativity EA1:A2 between the two
(equal-length) adjacent intervals A1 ∪ A2 in the XX chain.
Here the two intervals are at the center of the chain. EA1:A2
is plotted against the length of one interval `. The symbols
are DMRG data for a chain with length up to L = 128. The
dash-dotted line is the CFT prediction 1/4 ln ` in the thermo-
dynamic limit.
B. The clean XX chain: Two adjacent intervals
Before moving to disordered systems it is worth providing
some checks of (67) for clean systems in which all results
are under control. To this purpose here we focus on the
clean XX chain
HXX = J
L−1∑
i=1
(Sxi S
x
i+1 + S
y
i S
y
i+1) + h
L∑
i=1
Szi , (68)
with open boundary conditions. We fix J = 1, consid-
ering zero magnetic field h = 0. We restrict ourselves
to two adjacent intervals at the center of the chain (see
Fig. 1 (a)). This corresponds to the trivial transfer ma-
trix [E12]
ν1R,ν2L
ν′1R,ν
′
2L
= δν1Rν2Lδν′1Rν′2L in (67).
DMRG data for the logarithmic negativity EA1:A2 be-
tween two adjacent intervals of equal length ` are re-
ported in Fig. 9. The different symbols correspond to
L = 32, 64, 96, 128. In the DMRG simulations we fixed
the largest bond dimension to χmax = 80, and the dis-
carded weight16 to  ∼ 10−11. Also, to reduce the com-
putational cost, we considered a truncated SVD of the
transfer matrices E1 and E2 (cf. (67) and Fig. 7) fixing
p = 200.
The DMRG data for EA1:A2 are plotted against the length
of the two intervals ` (notice the logarithmic scale on the
x-axis). There are no CFT predictions for EA1:A2 in finite
systems with open boundary conditions, so we can only
use the result for two adjacent intervals in the infinite
chain11
EA1:A2 =
c
4
ln
( `1`2
`1 + `2
)
+ cnst, (69)
with `1 and `2 the lengths of the two intervals, c the
central charge, and cnst an additive constant. This is
12
expected to describe the data for an open chain as long
as `1, `2  L. This is confirmed for the XX chain by
the data in Fig. 9 in which the dash-dotted line is (69)
for `1 = `2 = `. While some deviations from (69) are
visible for finite L, `, the agreement with the CFT pre-
diction (69) becomes progressively better upon increasing
L, in the region ` L.
VII. NEGATIVITY IN THE RANDOM XX
CHAIN: SOME DMRG RESULTS
Here we discuss the logarithmic negativity EA1:A2 of two
adjacent intervals in the random XX chain (∆ = 0
in (6), see Appendix (A)). To this purpose we perform
DMRG simulations, focusing on the disorder distribution
Pδ(J) = δ
−1J−1+1/δ, with δ = 1/4, 1, 3/2. Increasing
values of δ correspond to increasing disorder strength.
Specifically, δ = 0 corresponds to the clean case, whereas
for δ → ∞ one recovers the infinite-randomness fixed
point (IRFP) distribution (cf. (16)). Our data for EA1∪A2
correspond typically to an average over ∼ 103 disorder re-
alizations. Although exact results for the negativity are
not yet available, many entanglement-related quantities,
such as the entanglement entropy, can be calculated for
the random XX chain, via a mapping to free fermions
(cf. Appendix A). Importantly, this provides a reliable
way to check the accuracy of DMRG results.
A. Convergence of DMRG
For each disorder realization, a crucial aspect is the con-
vergence of the DMRG method. This depends both on
the chain sizes L and on the disorder strength δ. Specif-
ically, we numerically observed that the convergence of
DMRG becomes rapidly poor upon increasing L or δ.
This is physically expected because the disorder gives
rise to a “rough” energy landscape, which makes likely
for DMRG to get trapped in a local minimum. This
affects severely the convergence because typical DMRG
update schemes are local16. This is also related to the ex-
ponential small gap81 ln ∆E ∼ −L1/2 of the RS phases.
To check the correctness of the DMRG results, for each
disorder realization we compared the data for the half-
chain von Neumann entropy with the exact calculation
using free-fermion techniques (see Appendix A). We used
as a DMRG convergence criterion the matching of the
two results within a precision of 10−3. We also defined
the DMRG convergence rate Rc as the fraction of con-
verged DMRG simulations. Only converged disorder con-
figurations were included in the disorder averages.
The fact that Rc < 1 results in a systematic error in the
DMRG data. This can be mitigated by using a large
number of DMRG sweeps. We typically used nsw ≈ 100
in our simulations. Moreover, we observed that in each
sweep it is crucial to perform a sufficient number of Lanc-
zos iterations niter when locally optimizing the MPS. In
our simulations we used niter ≈ 100. Still, we should
stress that this is not sufficient to ensure Rc = 1. For
instance, we observed that for L = 63 at δ = 1, using
nsw = 100 and niter = 100, one has Rc ≈ 0.9. Finally,
to provide reliable error bars for our DMRG results, we
always checked that the systematic error was negligible
compared with the statistical error arising from the dis-
order average, providing the latter as our final error es-
timate.
Fig. 10 (a) shows the comparison between the DMRG
data for SA (empty symbols in the figure) and the exact
results (full symbols) obtained using free-fermion meth-
ods (see Appendix A). Data are for δ = 3/2, which is
the most difficult value of δ to simulate, and L = 16, 24.
The error bars are the statistical errors resulting from
the disorder average. In all cases the DMRG results are
in agreement with the free-fermion result, within error
bars. This suggests that, at least for the von Neumann
entropy, the systematic error due to Rc < 1 is negligible
compared to the statistical one.
B. DMRG results
Fig. 10 (b) reports the von Neumann entropy SA for the
interval A at the center of the open chain. The symbols
are DMRG data for different δ and L. The dash-dotted
line is the CFT result in the clean case SA ' 1/3 ln `+c′,
whereas the dotted line is the SDRG result
SA ' ln 2
3
ln `+ const. (70)
We recall that the fixed point SDRG is expected to de-
scribe the numerical data for any disorder strength, but
for asymptotically large ` and L. For finite interval and
system lengths, we expect a complicated crossover be-
tween the clean and SDRG results, which is more severe
for small disorder. In fact, from Fig. 10 (b) it is clear
that for the smallest disorder strength (δ = 1/4), the
data are closer to the clean prediction than to the SDRG
one. This does not come unexpected since the crossover
between the two fixed points should be regulated by a
δ-dependent crossover length ξδ. One should expect that
ξδ →∞ for δ → 0. At any δ, the IRFP results should be
valid only for `, L ξδ. However, the data for δ = 1 and
δ = 3/2 are almost indistinguishable, signaling that they
should be both in the SDRG regime. Indeed, although
oscillating corrections are present (as it is well known52),
the data are in rough agreement with the SDRG predic-
tion (70) (dotted line). A more quantitative analysis of
the entanglement entropy, with a proper robust deter-
mination of the prefactor to the logarithmic growth, re-
quires the study of much longer chains as done by means
of free fermionic methods50,52. Unfortunately, simulating
with DMRG chains of length of the order of hundreds
sites and with sufficient statistics is beyond our current
capability.
Although the data for the entanglement entropy are
asymptotically in rough agreement with the prediction
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FIG. 10. Entanglement entropy in the random XX spin chain.
Panel (a): Check of the DMRG convergence. The von Neu-
mann entropy SA for a single interval at the center of an open
chain plotted versus the interval length `. The empty symbols
denote DMRG results for chains with L = 16, 24 and disorder
strength δ = 3/2. The data are averaged over ∼ 103 disorder
realizations. The full symbols are exact results obtained us-
ing free-fermion techniques. Panel (b): Same geometry as in
(a). The symbols are DMRG data for L = 16, 24, 28, 32 and
1/4 ≤ δ ≤ 3/2. Here δ = 0 and δ → ∞ correspond to the
clean case and the IRFP, respectively. For δ = 1 one has the
box distribution. The dash-dotted line is the CFT prediction
for δ = 0. The dotted line is the strong disorder renormaliza-
tion group (SDRG) prediction in the thermodynamic limit.
of the SDRG already for L = 32 and δ ∼ 1, this does not
imply that the same is true for the negativity, because the
crossover between the CFT (clean) and the IRFP fixed
points in principle depends on the measured quantity. In
order to understand the scaling of the negativity, it is
worth to consider the Re´nyi entropy
S
(1/2)
A ≡ 2Trρ1/2A , (71)
for a single interval A of length ` at the center of an
open chain. Indeed, the negativity for pure states (e.g.,
for two adjacent intervals with `1 + `2 = L) coincides
with S(1/2)A . Consequently, one could expect the scaling
of the negativity to resemble that of S(1/2)A , rather than
that of the von Neumann entropy SA. In Fig. 11 (a) we
report exact numerical data for S(1/2)A at δ = 1 obtained
by means of free-fermionic techniques, which allow us to
reach large systems sizes (L = 200). Interestingly, the
data do not show strong parity effects (i.e., oscillations
with the parity of the block size), in contrast with SA
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FIG. 11. Entanglement negativity in the random XX spin
chain. Panel (a): Re´nyi entropy S
(1/2)
A for a single interval
at the center of an open chain plotted versus the interval
length `. The data (circles) are obtained by means of free-
fermionic techniques which allow us to reach large systems
sizes (L = 200). Note the crossover from the scaling of the
clean model at short lengths (dotted line) to the SDRG one at
large distances (dash-dotted line). Panel (b): The logarithmic
negativity EA1:A2 for two adjacent intervals of equal length
` (in the center of an open chain) plotted as a function of
`. The symbols denote DMRG results for chains with L =
16, 24, 28, 32, 63 and disorder strength 1/4 ≤ δ ≤ 3/2. The
data are averaged over ∼ 103 disorder realizations. The dash-
dotted and dotted lines are the CFT prediction for δ = 0, and
the SDRG result, respectively.
(the same is true for the negativity in Fig. 11 (b)). Con-
sidering these large system sizes we can clearly see the
crossover from the scaling of the clean model at short
lengths (S(1/2)A ∼ 1/2 ln `) to the SDRG one at large
distances (S(1/2)A ∼ (ln 2)/3 ln `). The crossover starts
around ` ∼ 15 and it is fully established around ` ∼ 30,
implying that L ≈ 120 = 4× 30 would be needed to fully
confirm our results. This, however, is not possible with
our current DMRG implementation.
Let us, however, consider the logarithmic negativity
EA1:A2 between the two adjacent intervals. The DMRG
data are reported in Fig. 11 (b) for chain sizes up to
L = 63 and for several disorder strengths. The dash-
dotted line is the CFT prediction for the clean model
EA1:A2 ' 1/4 ln(`) + c′ (cf. Fig. 9) while the dotted
line is the SDRG result EA1:A2 ' (ln 2)/6 ln(`) + const
(cf. (41)). For δ = 1/4, EA1∪A2 grows with a slope simi-
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lar to the clean case (compare also with Fig. 9). This does
not come unexpected since also the results for the entan-
glement entropy in Fig. 10 (b) for δ = 1/4 are affected
by a strong crossover. Increasing the strength of the dis-
order, we observe that for the available subsystems’ sizes
the slopes of the negativity appears to reduce, but, as a
difference with the entanglement entropy, there is no sat-
uration with δ and also for δ = 3/2 there are still strong
crossover effects. This is in complete analogy with what
observed for S
(1/2)
A in Fig. 11 (a), where the crossover
for δ = 1 starts taking place around ` = 15. Indeed, for
δ = 1, the last points for L = 63 with ` = 15 seem to
move in the right direction (we cannot access chains of
this length for δ = 3/2 because of the poor convergence of
DMRG for this large disorder). However, these are only
very encouraging signals for the correctness of our predic-
tion: we can only conclude that for the system sizes and
δ accessible to DRMG simulations, EA1:A2 exhibits devi-
ations from the SDRG prediction (41), which are likely
explained as crossover effects. Much larger chain sizes (of
the order of L ∼ 120/130 which are not accessible with
our current DMRG implementation), would be needed
for the asymptotic IRFP behavior to set in.
VIII. DISCUSSION
In this manuscript we considered the scaling behavior of
the logarithmic negativity of disordered spin chains in
the random singlet phase. Our main results have been
already summarized in the Introduction, and for this rea-
son here we only mention some new research directions
originating from the present work. First, in the random
XX chain it should be possible by generalizing the re-
sults for clean systems25,36,37 to treat the moments of the
partially-transposed density matrix exactly. By compar-
ing with the analytic results of section III A, this would
allow to provide a more robust check of some of our find-
ings. Another intriguing direction would be to investi-
gate to which extent the relation between the negativity
and the mutual information remains valid in more com-
plicated disordered phases. In this respect one possibil-
ity would be to focus on the spin-1 random Heisenberg
chain56. Different physical behavior should also appear
in the spin-1/2 Heisenberg chain in which, besides anti-
ferromagnetic couplings, ferromagnetic ones are allowed.
Finally, it would be interesting to investigate the scal-
ing of the negativity in excited states of disordered spin
models, also in connection with many-boby localization.
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Appendix A: The disordered XX chain
The random XX chain with open boundary conditions
is defined by the Hamiltonian
HXX =
L−1∑
i=1
Ji(S
x
i S
x
i+1 + S
y
i S
y
i+1) + h
L∑
i=1
Szi , (A1)
with Sx,y,zi ≡ σx,y,zi /2, σαi being the Pauli matrices acting
on site i. For periodic boundary conditions one has an
extra term in Eq. (A1) connecting site L with site 1.
Hereafter we fix h = 0. Here Ji are uncorrelated random
variables. After the Jordan-Wigner transformation
ci =
( i−1∏
m=1
σzm
)σxi − iσyi
2
, (A2)
(A1) is recast in the free-fermionic form
HXX = 1
2
L−1∑
i=1
Ji(c
†
i ci+1 + c
†
i+1ci) +
h
2
L−1∑
i=1
c†i ci, (A3)
with ci spinless fermionic operators satisfying the canon-
ical anticommutation relations {cm, c†n} = δm,n.
One can now impose that the single-particle eigenstates
|Ψq〉 (with q an integer labelling the different eigenstates)
of (A3) are of the form
η†q |0〉 ≡ |Ψq〉 =
∑
i
Φq(i)c
†
i |0〉, (A4)
with |0〉 the fermion vacuum, Φq(i) the eigenstate ampli-
tudes, and ηq new fermionic operators. The Schro¨dinger
equation, which allows to determine Φq(i), becomes
JiΦq(i+ 1) + Ji−1Φq(i− 1) = 2qΦq(i), ∀i, (A5)
with JL = 0, and q the single-particle eigenvalues. No-
tice that (A5) is the eigenvalue problem for the banded
matrix T ≡ (Jjδi,j+1 +Jj−1δi,j−1)/2. One can show that
the eigenvalues of the matrix T are organized in pairs
with opposite sign. Precisely, given the amplitude Φ1(i)
of an eigenvector with q > 0, the amplitudes of the eigen-
vector with eigenvalue −q are obtained as (−1)i+1Φq(i).
As a consequence, the ground state |GS〉 of (A1) is in
the sector with M = L/2 fermions. This is constructed
by filling all the negative modes q < 0 as
|GS〉 = η†qM η†qM−1 · · · η†q1 |0〉. (A6)
It is straightforward to derive the anticommutation rela-
tions
{η†q , c†j} = {ηq, cj} = 0, (A7)
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and
{η†q , cj} = Φq(j)δk,j , {ηq, c†j} = Φ∗(j)δk,j . (A8)
Using (A7) and (A8), the expectation value of the two-
point function 〈c†i ci〉 in a generic eigenstate of (A1) is
given as
〈c†i cj〉 =
∑
q
Φ∗q(i)Φq(j), (A9)
where the sum if over the q single-particle excitations
forming the eigenstate.
In order to calculate the entanglemen entropy, let us now
introduce a bipartition of the chain into two subsystems
as A∪A¯, with A¯ denoting the complement of A. For free-
fermion models, even in presence of disorder, the reduced
density matrix ρA of subsystem A is determined by the
correlation matrix88–93 restricted to A as
C(A)ij ≡ 〈c†i cj〉, (A10)
where i, j ∈ A. In particular, given the eigenvalues λk of
C(A), the entanglement entropy SA is given as
SA = −
∑
k
(λk lnλk + (1− λk) ln(1− λk)). (A11)
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