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response up to 14% A1SL and 8% A26 (volume averaging 
effects), D1V diode is in agreement with W1 within 1%, while 
Razor diode shows a more pronounced under response 
presumably due to the enclosure, given its smaller 
dimensions respect to D1V. Film shows a deviation of -3.5% 
for 0.8cm field, due to the sampling area, limited inferiorly 
by noise. 
As for PDDs, A26 can be trusted as reference detector for 
10.4cm field (no volume averaging effects). Razor diode 
shows an over response up to 3% at 20cm depth respect to 
A26 (low energy scattered radiation). Also W1 shows an over 
response, up to 4% at 20cm depth, respect to A26. 
For field sizes under 2cm, volume averaging effects should be 
considered, especially for ionization chambers, in function of 
depth. PDD at large depth could in some case be 
overestimated if large volume effects occur. In this case W1 
could be taken as reference, for its small active area and 
water equivalence. Razor shows a slight over response 
(within 1%), probably due to low energy scattered radiation, 
while A26 shows an over response, maybe due to volume 
averaging effects, up to 3%. 
Profiles obtained with Synergy S BM have a minimum 
penumbra of some mm, so are well represented by all 
detectors with diameter of the active area inferior or equal 
to 1mm. 
 
Conclusion: For small filed sizes (< 3cm) it is still not 
possible to identify a reference detector, with an optimal 
behaviour. For 6MVRX beams by SynergyS BM and field sizes 
down to 1cmx1cm, SCDD seems to offer the best 
compromise, since compensation between opposite effects 
(volume averaging and density) occurs, which allows to avoid 
corrections. For smaller fields, steeper penumbras or better 
accuracy, corrections for the above mentioned effects should 
be applied and detector should be used perpendicular to 
beam axis for penumbra sampling. 
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Purpose or Objective: The use of flattering filter free (FFF) 
beams are increasing in stereotactic body radiation therapy 
(SBRT) due to the reduction in delivery time. Small radiation 
fields (<30mm) are typically involved in SBRT procedures. In 
small fields, the measurements of the output factor is 
subject to large uncertainties, impacting in the effective 
delivered dose to the patient. Dose output ratios (DORs), 
defined as the ratio of detector readings without correction 
factor (Alfonso et al., Med Phys 2008), were evaluated in 
several different centers and an eventual mathematical 
description of the DORs curve was investigated. 
 
Material and Methods: A couple of new unshielded 
stereotactic diodes (Razor, IBA) was tested under 7 different 
TrueBeams using high dose rate (2400 MU/min) 10MV FFF 
beams. Small fields ranging from 6 to 50 mm were analyzed 
in terms of profiles and central axis point measurements. 
DORs were normalized to 30 mm field and were calculated as 
a function of nominal (NFS) and effective (EFS) field size. 
From DORs acquired using Razor1 (4 centers), a theoretical 
equation was extrapolated by means of a double exponential 
fit. The 3 centers with Razor2 were used to test the 
mathematical relationship. 
 
Results: Penumbra, field width (defined as FWHM) and EFS 
analysis over the 7 Truebeams were reported in Table 1. The 
EFS were systematically smaller than NFS (p<0.01) for all 
field size range, with mean difference of 0.9±0.5 mm. The 
DORs fits using the NFS and EFS had, respectively, R2=0.993 
and R2>>0.999 (Figure 1). The test mean deviations from 
predicted DORs, using NFS and EFS fits, were 2.9% and 0.7%, 
respectively, for field size ranging between 6 and 20 mm. 
The maximum deviations were 6.1% (6mm field size) for NFS 
and <2% for EFS. 
 
Table 1. . Penumbra, field width and EFS analysis in term of 
mean, standard deviation and relative percentage errors for 
all 7 Truebeams. 
 
 
 
Figure 1. Razor1 DORs plotted as a function of NFS (A) and 
EFS (B) with relative mathematical curve. 
 
 
Conclusion: EFS measurements were confirmed to be 
mandatory when comparing DORs over different centers. A 
"gold standard" curve was tested and found suitable for DORs 
calculation using the new Razor diode for TrueBeam 10 MV 
FFF beams. 
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Purpose or Objective: The aim of this study was to 
determine and compare small fields Output Factor (OF) 
measure with different types of multidetector arrays. OF 
measurements were performed on a CyberKnife® System. 
 
Material and Methods: OF were measured using 
multidetector arrays: PTW OCTAVIUS Detector 1500, PTW 
OCTAVIUS Detector 1000 SRS and SunNuclear SRS Profiler. 
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The type of detector in each of the array is different. 
OCTAVIUS Detector 1500 consists of 1405 plane-parallel 
vented ionization chamber, OCTAVIUS Detector 1000 SRS 
consists of 977 liquid-filled ionization chambers and 
SunNuclear SRS Profiler contains 125 silicon diode detectors. 
The OF values measured in the present study were compared 
with measured values of unshielded PTW Diode Type E 60017. 
The measurements were done on the same CyberKnife® 
System. Set of beam specific correction factors has been 
calculated by means of Monte Carlo simulations which were 
obtained by Francescon (2012). Correction factors have been 
applied for OF values measured by PTW 60017. Values of 
correction factors were reported for each collimation system. 
CyberKnife® System uses a 6 MV flattening filter free beam 
with a high dose-rate of 1000 MU min-1. The machine specific 
reference field size is defined at the 60 mm diameter field 
produced by a Fixed collimator 80 cm from the source. 
Beams were collimated by Fix collimator and Iris Variable 
Aperture Collimator. The Iris Collimator reproduced the same 
set of 12 field sizes from 5 mm diameter to 60 mm diameter 
as well as a Fix collimator. Disparity in physical design of two 
collimators cause deviations in OF measurements (e.g. -4.89% 
at 5 mm field size for fix collimators versus -6.95% for Iris ) . 
The source-surface distance was set to 78.5 cm and the 
effective point of measurement used for each detector was 
set at 1.5 cm depth from the surface of the phantom. 
 
Results: As it was predicted, large deviations in OF 
measurement are observed. For the smallest field size 5 mm 
the values of OF varies are more that 4% between arrays and 
PTW 60017. The largest differences from -3% for 25 mm field 
size, to -56% for 5 mm were reported for OCTAVIUS Detector 
1500, where the vented ionization chamber exhibits the 
averaging volume effect, due to significant active volume. 
For field size greater than 40 mm all arrays OF deviate from 
PTW 60017 by less than 1%. For liquid-filled array in both 
collimation systems, an excellent agreement was observed 
(less than 2%) for field size greater than 5 mm diameter. 
 
Conclusion: It has been shown that every type of used active 
detector behave differently. As it was predicted, for small 
fields both liquid filled and vented ionization chambers 
underestimate OF values when silicon diodes overestimate 
them. It has been proven that liquid-filled multidetector 
array may be a precise dosimetric tool for OF measurement. 
A beam specific correction factors for arrays hasn’t been 
published yet. 
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Purpose or Objective: The purpose of this study was the 
determination by Monte Carlo (MC) of detector-specific 
output correction factors k(Qclin,Qref,fclin,fref) for four 
radiation detectors in small MLC-conformed square fields of a 
6 MV photon beam. 
 
Material and Methods: Two solid-state detectors, PTW – 
60017 (Unshielded-Diode) and the PTW – 60019 
(microDiamond), and two ionization chambers, PTW-31010 
(Semiflex) and the PTW-31016 (Pinpoint) were simulated. 
Monte Carlo EGSnrc code was used for simulations and its 
module EGS_Chamber was applied to represent the detectors 
geometries and to calculate their dose responses for these 
non-standards configurations. With the obtained data the 
overall correction factor k(Qclin,Qref,fclin,fref) was 
calculated according to the Alfonso´s formalism, as the ratio 
of relative response or so called “output factors” for each 
detector and the “ideal” relative dose factor, obtained at 
several square small fields. The statistical type-A 
uncertainties in MC simulations were lower than 0.5 %. 
 
Results: For the output factors the experimental data 
showed a good agreement with the simulations for the two 
solid-state detectors, in which the relative deviation 
between them was less than 1% for all field sizes. For the 
ionization chambers, the simulations and the experimental 
data showed good agreement for the square field sizes larger 
than 2x2cm2 for the smallest field sizes was up to 11% for the 
Semiflex chamber. Of all detectors studied, the responses of 
the solid-state ones were more similar to the “ideal” 
detector. As was expected, solid-state detectors tended to 
under-respond for larger field sizes and to over-respond for 
the smaller ones. For ionization chambers the behavior was 
different, they tended to under-respond at the smaller field 
sizes. These results are consistent with published results 
using other MC codes, such as Penelope. 
 
Conclusion: The study confirms the accuracy of the MC 
method in correcting detector measurements in small field 
dosimetry and it demonstrates the possibility of determining 
the k(Qclin,Qref,fclin,fref) factors in these conditions. Solid-
state detectors found to be more adequate for determining 
the absorbed dose in relative dosimetry. 
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Purpose or Objective: New methodologies for national audit 
groups are under development within the co-ordinated 
research project (CRP) on “Development of Quality Audits for 
Advanced Technology in Radiotherapy Dose Delivery”. Film 
dosimetry is used to check the relative dose distribution in an 
anthropomorphic head and shoulders phantom through end-
to-end tests of IMRT and VMAT dose delivery. As the film 
dosimetry depends much on hardware and software used, a 
comparison of the effects of different scanners and software 
tools on the resulting gamma pass rate was done. 
 
Material and Methods: A set of films irradiated in a head and 
shoulders phantom (CIRS) with different IMRT techniques 
were evaluated with 3 software tools (Ashland FilmQA Pro, 
PTW Verisoft, Radiochromic.com) and 3 scanners (EPSON 
11000XL, EPSON 4990 and EPSON 750 Pro). Gamma analysis 
was performed on the films using the following set of 
parameters: 3% dose difference (DD), 3 mm distance-to-
agreement (DTA) and 20% dose threshold. Both global and 
local gamma values were calculated.  
 
Results: A range of gamma results were obtained with 
FilmQA Pro for a set of films scanned with three scanners 
above. For individual films the maximum differences in 
gamma pass rates are given. For the global gamma setting 
the gamma pass rates from 96.2% to 99.6% were obtained and 
for the local gamma setting, the corresponding results ranged 
from 91.5% to 97.6%. Overall, the differences in the gamma 
pass rates were up to 3.4% and 6.1% for the global gamma 
and the local gamma settings, respectively. Different 
software tools used in analyzing the same film (scanned by 
the EPSON 11000XL) also affect the gamma pass value; the 
results range from 95.9% to 98.3% for the global gamma 
setting and from 95.1% to 98.2% for the local gamma setting. 
Overall, the differences between the gamma values 
calculated by different software tools were up to 3.4% for the 
global gamma and up to 3.1% for the local gamma settings. 
 
Conclusion: The results of this study show that different 
scanners and software tools can result in differences in the 
gamma passing rate. In particular, the use of different 
scanners can generate significant differences. Comparing 
gamma analysis results of different national audit groups may 
not be straightforward due to the differences in 
hardware/software used for film analysis. Careful attention 
