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Résumé :
La prise de décision collective conduit à l’interac-
tion de plusieurs agents afin d’élaborer une déci-
sion commune cohérente. D’un point de vue in-
formatique, ce problème peut se ramener à celui
de la fusion de différentes sources d’informations.
Dans le domaine de la représentation des connais-
sances pour l’intelligence artificielle, plusieurs ap-
proches ont été proposées pour la fusion de bases
de croyances propositionnelles, cependant, la plu-
part d’entre elles l’ont été sur un plan sémantique
et sont peu utilisables en pratique. Ce papier pro-
pose une nouvelle approche syntaxique pour la fu-
sion de bases de croyances, appelée Fusion par R-
ensembles (ou RSF). La notion de R-ensemble, ini-
tialement définie dans le contexte de la révision
de croyances, est étendue à la fusion et la plu-
part des opérations classiques de fusion sont cap-
turées syntaxiquement par RSF. Afin d’implanter
efficacement RSF, ce papier montre comment RSF
peut être codé en un programme logique avec sé-
mantique des modèles stables, puis présente une
adaptation du système Smodels permettant de cal-
culer efficacement les R-ensembles. Finalement,
une étude expérimentale préliminaire montre que
la mise en œuvre utilisant la programmation lo-
gique avec sémantique des modèles stables semble
prometteuse pour réaliser la fusion de bases de
croyances sur des applications réelles.
Mots-clés : Fusion de croyances, Raisonnement
sur les croyances, Représentation des connais-
sances
Abstract:
Collective decision making leads to interaction bet-
ween agents in order to elaborate a consistent com-
mon decision. From a data-processing point of
view, this problem can be brought back to the mer-
ging of different sources of information. In know-
ledge representation for artificial intelligence, se-
veral approaches have been proposed for proposi-
tional bases fusion, however, most of them are de-
fined at a semantic level and are untractable. This
paper proposes a new syntactic approach of belief
bases fusion, called Removed Sets Fusion (RSF).
The notion of removed-set, initially defined in the
context of belief revision is extended to fusion and
most of the classical fusion operations are syntacti-
cally captured by RSF. In order to efficiently imple-
ment RSF, the paper shows how RSF can be enco-
ded into a logic program with answer set semantics,
then presents an adaptation of the smodels system
devoted to efficiently compute the removed sets in
order to perform RSF. Finally a preliminary expe-
rimental study shows that the answer set program-
ming approach seems promising for performing be-
lief bases fusion on real scale applications.
Keywords: Belief merging, reasoning about be-
liefs,Knowledge representation
1 Introduction
Dans le contexte de la prise de déci-
sion collective, plusieurs experts ou agents
intelligents sont amenés à interagir afin
d’élaborer une décision commune de façon
rationnelle. La prise de décision collective
a été étudiée dans le domaine de la théorie
du choix social et de récents travaux [28],
[26], [15] ont montré le lien entre ces tra-
vaux et ceux développés dans le domaine
de l’intelligence artificielle, en particulier
concernant la fusion. La fusion d’infor-
mations issues de différentes sources est
un problème important dans plusieurs do-
maines de l’informatique comme la repré-
sentation des connaissances pour l’intelli-
gence artificielle, la prise de décision ou
les bases de données. Le but de la fu-
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sion est d’obtenir un point de vue global
exploitant la complémentarité des diffé-
rentes sources, résolvant les conflits pos-
sibles et enlevant les redondances exis-
tantes entre les sources. Parmi les diffé-
rentes approches de la fusion d’informa-
tions provenant de sources multiples, les
approches logiques ont obtenues un in-
têret croissant ces dix dernières années
[1, 23, 16, 24, 5]. La plupart de ces ap-
proches ont été définies dans le cadre de
la logique classique, le plus souvent pro-
positionnelle, et ont été définies séman-
tiquement. Différents postulats caractéri-
sant le comportement rationnel des opé-
rateurs de fusion ont été proposés [12] et
plusieurs opérateurs ont été définis selon
que des priorités (implicites ou explicites)
sont prises en compte ou non [14], [13],
[7], [25], [19]. Plus récemment, de nou-
velles approches ont été proposées comme
la fusion sémantique de bases proposition-
nelles, notamment à partir de la distance
de Hamming [11] ou la fusion syntaxique
dans le cadre possibiliste [8, 2] qui est un
véritable avantage du point de vue de l’ef-
ficacité calculatoire.
Ce papier propose une nouvelle approche
pour la fusion syntaxique de bases de
croyances propositionnelles. Nous mon-
trons que les opérateurs classiques de fu-
sion, Card, Σ, Max, Gmax, initialement
définis au niveau sémantique, peuvent
être capturés dans notre cadre syntaxique.
Nous montrons ensuite qu’une implanta-
tion efficace de ces opérateurs, basée sur la
programmation logique avec sémantique
des modèles stables, peut être réalisée. En
particulier, ce papier se concentre sur les
trois points suivants :
– Nous étendons la Revision par R-
ensembles (RSR1) à la fusion de bases
de croyances propositionnelles, que
nous appelons Fusion par R-ensembles
(RSF2). Nous montrons comment la no-
tion de R-ensemble, c’est à dire les sous-
1RSR : Removed Set Revision en anglais
2RSF : Removed Set Fusion en anglais
ensembles de clauses à retirer pour res-
taurer la cohérence, initialement défi-
nie dans le contexte de la révision de
bases de croyances [21, 29] est géné-
ralisée au cas de fusion de bases de
croyances. Nous montrons ensuite com-
ment les opérateurs classiques de fusion
sont capturés dans ce cadre en associant
à chaque stratégie de fusion une relation
de préférence entre les sous-ensembles
de clauses.
– Ces dix dernières années, la programma-
tion logique avec sémantique des mo-
dèles stables est apparue comme étant
un outil efficace pour manipuler des sys-
tèmes de raisonnement non-monotone.
De plus, plusieurs systèmes efficaces ont
été développés [9], [4], [22], [20], [18].
Nous proposons de formaliser la Fu-
sion par R-ensembles dans le cadre de
la programmation logique avec séman-
tique des modèles stables et d’adapter le
système Smodels pour calculer les mo-
dèles stables préférés qui correspondent
aux R-ensembles ce qui permet de défi-
nir une méthode effective de fusion.
– Une étude expérimentale préliminaire
permet d’illustrer le comportement de
RSF pour les stratégies Card et Σ qui
semble prometteur pour réaliser la fu-
sion sur des applications réelles.
Ce papier est organisé comme suit. La
section 2 fixe les notations et donne un
rappel sur la fusion, la Revision par R-
ensembles et la programmation logique
avec sémantique des modèles stables. La
section 3 présente ensuite la Fusion par
R-ensembles. La section 4 montre com-
ment la Fusion par R-ensembles est mise
en œuvre dans la programmation logique
avec sémantique des modèles stables et
présente une adaptation du système Smo-
dels pour le calcul des modèles stables
préférés et la réalisation de la Fusion par
R-ensembles. La section 5 présente en-
suite une première étude expérimentale qui
montre que cette implantation, grâce à la
programmation logique avec sémantique
des modèles stables, semble prometteuse
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avant de conclure en section 6.
2 Préliminaires et notations
On considère un langage propositionnel L
défini sur un alphabet P d’atomes. Un lit-
téral est un atome ou la négation de cet
atome. Les connecteurs usuels de la lo-
gique propositionnelle sont notés : ¬, ∧,
∨ et on note Cn la conséquence logique.
Une base de croyances K est un ensemble
fini de formules propositionnelles définies
sur le langage propositionnel L.
2.1 Fusion
Soit E = {K1, . . . , Kn} un multi-
ensemble de n bases de croyances co-
hérentes à fusionner, E est appelé en-
semble de croyances. Les n bases de
croyances K1, . . . , Kn ne sont pas néces-
sairement différentes et l’union des bases
de croyances prenant en compte la répéti-
tion est notée unionsq ; la conjonction et la dis-
jonction sont respectivement notées
∧
et∨
. Pour simplifier les notations, on note K
l’ensemble de croyances constitué du sin-
gleton E = {K}.
L’opération de fusion ∆ est définie comme
étant une fonction qui, à chaque en-
semble de croyances, associe une base de
croyances cohérente, notée ∆(E). Dans la
littérature, ∆(E) est généralement définie
de deux manières différentes : en tenant
compte ou pas de l’existence d’une priorité
implicite. Ce papier ne tient pas compte
des priorités implicites.
Il y a deux façons immédiates de définir
∆(E) selon que les sources sont conflic-
tuelles ou pas, la conjonction classique :
∆(E) =
∧
Ki∈EKi dans le cas où les
sources ne sont pas contradictoires et la
disjonction classique : ∆(E) =
∨
Ki∈EKi
dans le cas de sources conflictuelles. Entre
ces deux cas opposés, plusieurs méthodes
ont été proposées suivant l’importance des
différentes bases.
En particulier, les opérateurs classiques de
fusion suivants ont été proposés. L’opéra-
teur de cardinalité, noté Card [1], tient en
compte du nombre de bases de croyances
de E. L’opérateur Somme, noté Σ [17, 23],
suit le point de vue de la majorité. L’opé-
rateur Max [24] essaie de satisfaire au
mieux toutes les bases de E. L’opéra-
teur Gmax [12], qui est un raffinement de
l’opérateur Max.
Différents postulats permettant de caracté-
riser le comportement rationnel des opé-
rateurs de fusion ont été proposés [12] et
ces opérateurs ont été classés en deux fa-
milles : les opérateurs majoritaires et les
opérateurs d’arbitrage.
2.2 La programmation logique avec
sémantique des modèles stables
Un programme logique normal P est un
ensemble de règles de la forme c ←
a1, . . . , an, not b1, . . . , not bm où les
c, ai(1 ≤ i ≤ n), bj(1 ≤ j ≤
m) sont des atomes et le symbole not
représente la négation par échec. Pour
une règle r comme ci-dessus, on in-
troduit les notations teˆte(r) = c et
corps(r) = {a1, · · · , an, b1, · · · , bm}. De
plus, corps+(r) = {a1, · · · , an} repré-
sente l’ensemble des atomes positifs pré-
sents dans le corps et corps−(r) =
{b1, · · · , bm} en représente l’ensemble
des atomes négatifs. Enfin, corps(r) =
corps+(r) ∪ corps−(r).
Soit r une règle, r+ représente la règle
teˆte(r) ← corps+(r), que l’on obtient à
partir de r en supprimant tous les atomes
négatifs dans le corps de r.
Un ensemble d’atomes X est clos sous un
programme P ssi ∀r ∈ P , teˆte(r) ∈ X
lorsque corps(r) ⊆ X . Le plus petit en-
semble d’atomes qui est clos sous un pro-
gramme P est noté CN(P ).
La réduction, ou transformation de
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Gelfond-Lifschitz [10], PX , est un pro-
gramme P qui est défini, relativement à un
ensemble X d’atomes, par : PX = {r+ |
r ∈ P et corps−(r) ∩X = ∅}.
Un ensemble d’atomes X est un modèle
stable de P ssi CN(PX) = X .
Définition 1. Soit L un ensemble de litté-
raux et A un ensemble d’atomes. On dit
que L couvre A ssi A ⊆ Atome(L).
L’exemple suivant permet d’illustrer le
concept de modèle stable.
exemple. Les modèles stables sont les
conséquences que l’on peut tirer du pro-
gramme logique. Soit P le programme lo-
gique constitué des trois règles suivantes :
p f ← p, not h h← p, not f
Pour le programme précédent, les modèles
stables du programme P sont {p, h} et
{p, f}. Contrairement à la programmation
logique standard, comme par exemple,
PROLOG, où on dispose d’un seul en-
semble de conséquences, appelé mo-
dèle minimal, (intersection des modèles
de Herbrand associés au programme) la
programmation logique avec sémantique
des modèles stables fournit plusieurs en-
sembles de conséquences qui peuvent être
contradictoires et permet de formaliser le
raisonnement non monotone.
2.3 Smodels
Smodels est la première et la plus simple
des méthodes de calcul de modèles stables
[27]. C’est un algorithme de Branch and
Bound (voir Algorithme 1) qui construit,
au fur et à mesure, un ensemble d’atomes
A représentant un modèle stable potentiel.
Pour ce faire, il utilise les fonctions sui-
vantes : expand(A) qui calcule les consé-
quences immédiates de A, conflict(A)
qui détecte les conflits qui peuvent se pro-
duire et heuristic(A) qui tente de réduire
la taille de l’espace de recherche en choi-
sissant l’atome qui permet le plus de dé-
ductions. La fonction heuristic(A) tente
de réduire le nombre d’atomes qu’il reste
à choisir et permet une détection plus ra-
pide des conflits.
Algorithme 1 smodels(A)
A← expand(A)
si conflict(A) alors
renvoyer Faux
sinon si A couvre Atome(E) alors
renvoyer V rai
sinon
x← heuristic(A)
si smodels(A ∪ {x}) alors
renvoyer V rai
sinon
renvoyer smodels(A ∪ {not x})
finsi
finsi
2.4 Revision par R-ensembles
Nous rappelons brièvement l’approche
Revision par R-ensembles (RSR). L’ap-
proche RSR [29] traite de la révision d’un
ensemble de formules propositionnelles
par un ensemble de formules proposition-
nelles3. Soient K et A deux ensembles fi-
nis de clauses. L’approche RSR consiste à
choisir un ensemble minimal de clauses à
retirer de K, appelé R-ensemble [21], afin
de restaurer la cohérence de K ∪ A. Plus
formellement :
Définition 2. Soient K et A deux en-
sembles de clauses cohérents tels que K ∪
A est incohérent. R, un sous-ensemble de
clauses de K, est un R-ensemble de K ∪
A ssi (i) (K\R) ∪ A est cohérent ; (ii)
∀R′ ⊆ K, si (K\R′) ∪ A est cohérent,
alors | R |≤| R′ | 4.
3À partir de maintenant, on considère les formules proposi-
tionnelles dans leurs formes normales conjonctives (CNF) asso-
ciées.
4| R | représente le nombre de clauses de R.
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On note R(K ∪ A) la collection des R-
ensembles de K ∪ A, la Revision par R-
ensembles est définie comme suit :
Définition 3. Soient K et A deux en-
sembles de clauses cohérents. La Revision
par R-ensembles est définie par : K ◦RSR
A =def
∨
R∈R(K∪A)Cn((K\R) ∪ A).
3 Fusion par R-ensembles
Nous proposons un nouveau cadre syn-
taxique, la Fusion par R-ensembles (RSF),
qui consiste à fusionner plusieurs bases de
croyances propositionnelles. L’approche
consiste à retirer un sous-ensemble des
clauses de l’union des bases de croyances,
d’après une stratégie P donnée, dans le but
de restaurer la cohérence. Ce cadre capture
les opérateurs classiques de fusion et peut
être mis en œuvre efficacement. Elle gé-
néralise l’approche RSR que nous avons
brièvement rappelée, et requiert donc la
généralisation de la notion de R-ensemble.
Soient E = {K1, . . . , Kn} un ensemble
de croyances où Ki, 1 ≤ i ≤ n est une
base de croyances cohérente et X,X ′ deux
sous-ensembles de K1 unionsq . . . unionsqKn.
Définition 4. Soit E = {K1, . . . , Kn} un
ensemble de croyances tel que K1 unionsq . . . unionsq
Kn est incohérent, X ⊆ K1 unionsq . . .unionsqKn est
un R-ensemble Potentiel de E ssi (K1 unionsq
. . . unionsqKn)\X est cohérent.
Exemple. Soient 3 bases de croyances
propositionnelles, K1 = {¬d, s∨o}, K2 ={¬s, d ∨ o,¬d ∨ ¬o}, K3 = {s, d, o}.
Les R-ensembles potentiels de E = {K1unionsq
K2 unionsqK3} sont :
– R1 = {s ∨ o, d ∨ o, s, d, o} ;
– R2 = {¬s, d ∨ o, d, o} ;
– R3 = {d, s} ;
– R4 = {¬s, d} ;
– R5 = {¬d, s, o, s ∨ o} ;
– R6 = {¬d, o,¬s} ;
– R7 = {¬d, s,¬d ∨ ¬o} ;
– R8 = {¬d,¬s,¬d ∨ ¬o}.
Ainsi que tous leurs sur-ensembles.
Le nombre de R-ensembles Potentiels est
exponentiel par rapport au nombre de
clauses de E. Ainsi, seuls les R-ensembles
Potentiels les plus pertinents, selon la stra-
tégie P choisie, doivent être sélectionnés.
Pour cela, une relation de préférence se-
lon la stratégie P , notée≤P , est définie sur
l’ensemble des R-ensembles potentiels et
X ≤P X ′ signifie que X est préféré à X ′
selon la stratégie P .
Définition 5. Soit E = {K1, . . . , Kn} un
ensemble de croyances tel que K1 unionsq . . . unionsq
Kn est incohérent, X ⊆ K1 unionsq . . .unionsqKn est
un R-ensemble de E selon P ssi
1. X est un R-ensemble Potentiel de E ;
2. Il n’existe pas de R-ensemble potentiel
X ′ ⊆ K1unionsq . . .unionsqKn tel que X ′ <P X .
On note FPR(E) la collection des R-
ensembles5 de E selon P . La Fusion par
R-ensembles est définie comme suit.
Définition 6. Soit E = {K1, . . . , Kn} un
ensemble de croyances. L’opération de fu-
sion ∆P (E) est définie par :
∆P (E) =
∨
X∈FPR(E)
{Cn(K1unionsq. . .unionsqKn\X)}
Nous montrons maintenant comment cap-
turer les opérateurs classiques de fusion
dans notre cadre.
3.1 Représentation des opérateurs
classiques de fusion avec RSF
Les différentes stratégies de fusion corres-
pondant aux opérateurs classiques peuvent
être capturées grâce à une relation de pré-
férence définie sur les R-ensembles Poten-
tiels.
5Si K1 unionsq . . . unionsqKn est cohérent FPR(E) = ∅.
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L’opérateur Card. L’opérateur Card est
capturé dans notre cadre comme suit :
– Soient X et X ′ deux R-ensembles
Potentiels de E : X ≤Card X ′ ssi| X |≤| X ′ |.
– Soit FCardR(E) la collection des R-
ensembles de E selon Card, l’opéra-
tion de fusion Card est représentée par :
∆Card(E) =
∨
X∈FCardR(E){Cn((K1 unionsq
. . . unionsqKn)\X)}
La stratégie Card minimise le nombre
de clauses à retirer de E et ne tient pas
compte des répétitions. Elle est équiva-
lente à l’opérateur Comb4 défini dans [1].
L’opérateur Σ. L’opérateur Σ est capturé
dans notre cadre comme suit :
– Soient X et X ′ deux R-ensembles
Potentiels de E : X ≤Σ X ′ ssi∑
1≤i≤n | X∩Ki |≤
∑
1≤i≤n | X ′∩Ki |.
– Soit FΣR(E) la collection de R-
ensembles de E selon Σ, L’opération de
fusion Σ est représentée par : ∆Σ(E) =∨
X∈FΣR(E){Cn((K1 unionsq . . . unionsqKn)\X)}
La stratégie Σ minimise le nombre de
clauses à retirer deE en prenant en compte
la répétition. Il est identique à l’opérateur
intersection développé dans [25].
L’opérateur Max. L’opérateur Max est
capturé dans notre cadre comme suit :
– Soient X et X ′ deux R-ensembles
potentiels de E : X ≤max X ′ ssi
max1≤i≤n | X ∩ Ki |≤ max1≤i≤n |
X ′ ∩Ki | et X ⊆ X ′.
– Soit FMaxR(E) la collection de R-
ensembles de E selon Max, l’opéra-
tion de fusion Max est représentée par :
∆Max(E) =
∨
X∈FMaxR(E){Cn((K1 unionsq
. . . unionsqKn)\X)}
La stratégie Max essaie de répartir au
mieux les clauses à retirer entre les bases
de croyances de E et minimise le nombre
de clauses à retirer dans la base de
croyance la plus impliquée dans l’incohé-
rence.
L’opération Gmax. L’opérateur Gmax est
capturé dans notre cadre comme suit :
– Pour chaque R-ensemble Potentiel X et
chaque base de croyances Ki, on définit
piX =| X ∩ Ki |. Soit LEX la séquence
(p1X , . . . , p
n
X) triée par ordre décrois-
sant. Soient X et X ′ deux R-ensembles
Potentiels de E : X ≤Gmax X ′ ssi
LEX <lex L
E
X′
6.
– Soit FGmaxR(E) la collection de
R-ensembles de E selon Gmax,
l’opération de fusion Gmax est
représentée par : ∆Gmax(E) =∨
X∈FGmaxR(E){Cn((K1 unionsq . . . unionsq
Kn)\X)}
La stratégie Gmax est un raffinement de la
stratégie Max, elle retire les clauses dans
les bases de croyances d’après l’ordre dé-
croissant du nombre de clauses impliquées
dans l’incohérence.
Exemple. Nous illustrons notre approche
grâce à l’exemple suivant, tiré de [23].
Considérons la situation suivante : Un pro-
fesseur demande à ses élèves quels lan-
gages, parmi les suivants, ils souhaitent
étudier : SQL (noté s),O2 (noté o), Datalog
(noté d). Le premier souhaite étudier SQL
ou O2 mais pas Datalog (K1 = {¬d, s ∨
o}). Le second veut étudier seulement Da-
talog ou O2 mais pas les deux (K2 ={¬s, d ∨ o,¬o ∨ ¬d}). Le troisième veut
étudier les trois (K3 = {s, d, o}). Dans
cet exemple, le décideur est le professeur,
et les trois groupes d’étudiants peuvent
être assimilés à trois agents. Le profes-
seur doit prendre une décision en respec-
tant au mieux le choix des étudiants selon
6On note <lex l’ordre lexicographique
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une stratégie donnée. Soit E = {K1unionsqK2unionsq
K3} l’ensemble de croyances correspon-
dant. Dans cette situation, le résultat de la
fusion sera :
– FCardR(E) = {{¬s, d}, {s, d}} and
∆Card(E) = {{¬d, s ∨ o, d ∨ o,¬o ∨
¬d, s, o}, {¬d, s ∨ o,¬s, d ∨ o,¬o ∨
¬d, o}} ;
– FΣR(E) = FCardR(E) and
∆Σ(E) = ∆Card(E) ;
– FMaxR(E) = {{¬s, d}} and
∆Max(E) = {{¬d, s ∨ o, d ∨ o,¬o ∨
¬d, s, o}} ;
– FGmaxR(E) = {{¬s, d}} and
∆Gmax(E) = {{¬d, s ∨ o, d ∨ o,¬o ∨
¬d, s, o}}.
Nous présentons maintenant une implanta-
tion de l’approche RSF pour les stratégies
Card et Σ.
4 Mise en œuvre de RSF par
la programmation logique
avec sémantique des modèles
stables
Nous montrons maintenant comment
construire un programme logique, noté
PE , tel que les modèles stables préférés de
PE correspondent au R-ensembles de E.
D’abord, nous montrons comment traduire
la Fusion par R-ensembles en un pro-
gramme logique, dans le même esprit que
[20], afin d’obtenir une bijection entre les
modèles stables de PE et les R-ensembles
Potentiels de E. Puis, nous définissons la
notion de modèle stable préféré afin de réa-
liser la Fusion par R-ensembles.
4.1 La traduction en un programme
logique
Soit E = {K1, . . . , Kn} un ensemble de
croyances. L’ensemble de tous les littéraux
positifs de PE est noté V +. L’ensemble de
tous les littéraux négatifs de PE est noté
V −. L’ensemble de tous les atomes repré-
sentant les clauses sont définis par R+ =
{ric | c ∈ Ki} et CL(ric) représente les
clauses de Ki correspondant à ric dans PE ,
autrement dit ∀ric ∈ R+, CL(ric) = c. À
chaque modèle stable S de PE , nous as-
socions le R-ensemble Potentiel CL(R+∩
S).
1. Dans la première étape, nous in-
troduisons des règles permettant de
construire une bijection entre les mo-
dèles stables de PE et les interpréta-
tions de V +. Pour chaque atome, a ∈
V + on introduit deux règles : a ←
not a′ et a′ ← not a où a′ ∈ V − est
l’atome négatif correspondant à a.
2. Dans la seconde étape, nous excluons
les modèles stables S qui corres-
pondent aux interprétations qui ne sont
pas des modèles de (K1unionsq. . .unionsqKn)\Ci
avec Ci = {c | rc ∈ S}. Pour
chaque clause c of Kj telle que c =¬bo ∨ . . . ∨ ¬bn ∨ bn+1 ∨ . . . ∨ bm,
on introduit la règle suivante rjc ←
bo, . . . , bn, b
′
n+1, . . . , b
′
m.
Cette traduction permet de générer l’en-
semble des modèles possibles ainsi que
les ensembles de règles qui leurs sont as-
sociés. Grâce au traitement décrit dans la
section 4.2, nous pourrons définir quels
sont les ensembles préférés selon la straté-
gie choisie. Elle est différente de celle pro-
posée dans [3] pour RSR car nous consi-
dérons uniquement les atomes positifs R+
représentant les clauses.
Exemple. Soit E = {K1unionsqK2unionsqK3} défini
dans l’exemple. Nous avons :
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– V + = {s, d, o} ;
– V − = {s′, d′, o′} ;
– R+ = {r1¬d, r1s∨o, r2¬s, r2d∨o, r2¬d∨¬o, r3s , r3d, r3o}.
La traduction en un programme logique
PE correspondant au problème de fusion
est la suivante :
s← not s′ s′ ← not s d← not d′
d′ ← not d o← not o′ o′ ← not o
r1¬d ← d r1s∨o ← s′, o′ r2¬s ← s
r2d∨o ← d′, o′ r2¬d∨¬o ← d, o r3s ← s′
r3d ← d′ r3o ← o′
Soit S un ensemble d’atomes, on définit IS
comme étant IS = {a | a ∈ S} ∪ {¬a |
a′ ∈ S}. La proposition suivante établit la
correspondance entre les modèles stables
de PE et les interprétations de (K1 unionsq . . . unionsq
Kn)\CL(R+ ∩ S).
Proposition 1. Soit E = {K1, . . . , Kn}
un ensemble de croyances. Soit S ⊆ V un
ensemble d’atomes. S est un modèle stable
de PE ssi IS est une interprétation de V +
qui satisfait (K1unionsq . . .unionsqKn)\CL(R+∩S).
Afin de calculer les modèles stables cor-
respondant aux R-ensembles, nous intro-
duisons la notion de modèles stables pré-
férés d’après une stratégie P .
Définition 7. Soit PE un programme lo-
gique. Soient S et S ′ deux ensembles
d’atomes de PE . S est un modèle stable
préféré de PE selon P ssi :
1. S est un modèle stable de PE ;
2. Pour chaque modèle stable S ′ de PE ,
S ′ n’est pas préféré à S selon P .
La correspondance entre les modèles
stables préférés et les R-ensembles est
donnée par la proposition suivante pour les
stratégies Card et Σ.
Proposition 2. Soit E = {K1, . . . , Kn}
un ensemble de croyances. X est un R-
ensemble de E selon la stratégie P ssi il
existe un modèle stable préféré S de PE
selon P tel que CL(R+ ∩ S) = X .
Preuve. La proposition précédente peut
être réexprimée comme {CL(S ∩ R+) |
S est un modèle stable préféré selon P} =
FPR(E). Pour simplifier, la preuve ne
sera donnée que pour Card, la trame reste
identique pour Σ.
On cherche donc à prou-
ver que {CL(S ∩ R+) |
S est un modèle stable préféré selon P} =
FCardR(E).
Dans un premier temps, on
montre que {CL(S ∩ R+) |
S est un modèle stable préféré selon P} ⊆
FCardR(E). Pour cela, on suppose qu’il
existe un ensemble S appartenant à
l’ensemble des modèles stables pré-
férés de PE selon Card et qu’il est
impossible que le R-ensemble potentiel
correspondant ne fasse pas partie des
R-ensembles de E selon Card. Ainsi,
on pose X = CL(S ∩ R+). Par la
proposition 1, (K1 unionsq . . . unionsq Kn)\X est
cohérent. Supposons maintenant que X
n’appartienne pas à FCardR(E), il existe
donc X ′ tel que (K1 unionsq . . . unionsq Kn)\X ′
est cohérent et X ′ <Card X . On peut
en déduire qu’il existe une interprétation
IS sur l’ensemble des atomes de E qui
satisfait (K1 unionsq . . . unionsq Kn)\X ′. S ′ est le
modèle stable associé à X ′ et S ′ = {a :
a ∈ IS} ∪ {a′ : ¬a ∈ IS} ∪ {rc : c ∈ X ′}.
On sait que X ′ = CL(S ′ ∩ R+) et, par
la proposition 1, que S ′ est un modèle
stable de PE . Cela entraine que S ′ est
préféré à S car |X| = |S ∩ R+| ce qui est
contradictoire avec l’hypothèse que S est
un modèle stable préféré.
On montre maintenant que
FCardR(E) ⊆ {CL(S ∩ R+) |
S est un modèle stable préféré selon P}.
X est un R-ensemble de E donc
(K1 unionsq . . . unionsq Kn)\X est cohérent. Il
existe donc une interprétation IS sur
l’ensemble des atomes de E qui satisfait
(K1 unionsq . . . unionsqKn)\X . On note S le modèle
stable de PE correspondant à X . Par
la proposition 1, on sait que S est un
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modèle stable de PE . Supposons que S ne
soit pas un modèle stable préféré de PE
selon Card, cela suppose qu’il existe S ′
tel que |CL(S ′ ∩ R+)| = |S ′ ∩ R+| <
|CL(S ∩ R+)| = |S ∩ R+|. Mais
X ′ = CL(S ′∩R+) et (K1unionsq . . .unionsqKn)\X ′
est cohérent. X n’appartiendrait donc
pas à FCardR(E) ce qui est contraire à
l’hypothèse.
Exemple. Soit PE le programme logique
correspondant à l’exemple précédent. La
collection des modèles stables préférés
de PE selon les stratégies Card et Σ
est : {S1 = {s, d′, o, r2¬s, r3d}, S2 =
{s′, d′, o, r3s , r3d}}.
Etant donné que R+ =
{r1¬d, r1s∨o, r2¬s, r2d∨o, r2¬d∨¬o, r3s , r3d, r3o} les
R-ensembles sont CL(R+∩S1) = {¬s, d}
et CL(R+ ∩ S2) = {s, d}.
4.2 Calcul des modèles stables préfé-
rés : l’algorithme rsf
L’algorithme rsf calcule les modèles
stables préférés correspondant aux R-
ensembles. Cet algorithme est une modifi-
cation de celui de Smodels qui sélectionne
les modèles stables préférés selon la straté-
gie P choisie. Il construit, étape par étape,
une collection de modèles stables candi-
dats. À la fin du calcul, cette collection
contient tous les modèles stables préférés
correspondant aux R-ensembles.
La sélection des modèles stables pré-
férés est réalisée grâce à la fonction
ConditionP (A), où A est un ensemble
d’atomes. Cette fonction compare le mo-
dèle stable candidat A en cours à ceux
qui ont déjà été calculés. Les trois
comportements possibles de la fonction
ConditionP (A) sont :
1. A ne peut plus conduire à aucun mo-
dèle stable préféré. Dans ce cas, le cal-
cul est arrêté et l’algorithme revient en
arrière ;
2. L’interprétation qui correspond à A est
complète et A est aussi préféré que les
meilleurs modèles stables déjà calcu-
lés. Dans ce cas, A est ajouté à la col-
lection des modèles stables candidats ;
3. L’interprétation qui correspond à A est
complète et A est préféré aux modèles
stables précédemment calculées. Dans
ce cas, la collection constituée par le
singleton A remplace la collection des
modèles stables candidats.
Une autre adaptation de Smodels concerne
l’heuristique originale heuristic(A). Si un
atome a est choisi, alors l’atome a′ ne peut
plus être déduit. Les seuls autres atomes
pouvant être déduit sont ceux qui repré-
sentent les règles ric.
L’utilisation de l’heuristique standard
conduit à maximiser le nombre de ric
déduit, ce qui est contradictoire avec les
objectifs de RSF et ne tend pas à tirer profit
de la réduction de l’espace de recherche.
Nous modifions cette heuristique afin de
sélectionner les atomes qui minimisent le
nombre d’atomes déduits. De cette ma-
nière, le premier modèle stable aura plus
de chances d’être un modèle stable préféré
d’après la stratégie choisie. Cette nouvelle
fonction est appelée mheuristic(A).
Les adaptations de l’algorithme original de
Smodels consistent à : (i) ne pas calcu-
ler des sous-ensembles de R+ conduisant
à des modèles stables qui retirent plus de
clauses que les meilleurs modèles déjà cal-
culés ; (ii) ne pas calculer plusieurs fois
les mêmes sous-ensembles de littéraux de
R+ ; (iii) tirer avantage d’élagages dans
l’arbre de recherche.
5 Etude expérimentale prélimi-
naire
Nous présentons les résultats d’une étude
expérimentale préliminaire sur l’approche
RSF. Les tests ont été conduit sur un Cen-
____________________________________________________________________________Annales du LAMSADE N°8
183
Algorithme 2 rsf(A)
A← expand(A)
si conflict(A) alors
renvoyer Faux
finsi
si (1) ConditionP (A) = 1 alors
renvoyer Faux
sinon siA conduit à un R-ensemble déjà
calculé alors
renvoyer Faux
sinon si A couvre Atome(E) alors
si (2) ConditionP (A) = 0 alors
A est ajouté à l’ensemble des solu-
tions
renvoyer V rai
sinon
(3){A} devient l’ensemble des so-
lutions
renvoyer V rai
finsi
finsi
x← mheuristic(A)
rsf(A ∪ {x})
rsf(A ∪ {not x})
trino cadencé à 1,73GHz et équipé d’un
1GO de RAM.
À notre connaissance, il n’existe pas
d’autres implantations réalisant la fusion
de bases de croyances propositionnelles, ni
de plateforme de tests pour la fusion. Les
tests préliminaires suivants ne sont pas as-
sez exhaustifs pour conclure sur l’effica-
cité de RSF. Néanmoins, ils montrent la
viabilité de l’approche. Afin de pouvoir
conclure sur l’efficacité de RSF, nous de-
vrons développer une plateforme de tests
plus complète.
Les tests sont générés aléatoirement
d’après plusieurs paramètres : le nombre
de bases (nb), le nombre de clauses dans
chacune des bases (nc), le nombre de va-
riables dans les bases (nv), la taille des
clauses (sc) et un paramètre qui mesure à
quel point les bases diffèrent les unes des
autres (d).
Les bases de tests sont construites comme
suit. Nous construisons une interpréta-
tion I. Ensuite, nous générons aléatoire-
ment des clauses qui sont ajoutées si elles
satisfont I. D’une base à l’autre, nous
changeons l’interprétation d’après le pa-
ramétre (d) qui représente le pourcentage
de variables changées. Pour chaque en-
semble de paramètres, nous avons testé
10 ensembles de bases de tests différents.
Un test est considéré comme un échec
si, au bout de 300 secondes, il n’a pas
abouti. Nous conservons le temps d’exé-
cution moyen des tests réussis. Les ta-
bleaux suivants présentent le pourcentage
de tests réussis et, en secondes, le temps
d’exécution pour le calcul de tous les R-
ensembles.
La table 1 montre le comportement de l’al-
gorithme RSF pour 3 bases de clauses ter-
naires. L’approche RSF réalise la fusion
de 3 bases dans un temps raisonnable jus-
qu’à un total de 3000 clauses pour 8000
variables. En faisant varier nv/nc, la table
2 exhibe un pic de difficulté lorsque nv/nc
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nc nv Succes(%) Temps(s)
100 1000 100 2, 1
200 2000 100 7, 2
400 4000 100 37, 6
600 6000 100 105, 2
800 8000 100 221, 4
1200 12000 0 −
TAB. 1 – Resultats pour nb = 3, sc = 3 et
d = 20%.
nc nv Succes(%) Temps(s)
400 200 40 68, 7
400 400 20 13, 5
400 800 70 17, 5
200 100 90 2, 2
200 200 90 11, 1
200 400 90 2, 1
TAB. 2 – Resultats pour nb = 3, sc = 3 et
d = 20%.
se rapproche de 1.
En analysant le temps d’exécution, nous
avons observé que l’heuristique permettant
de choisir l’atome consomme beaucoup de
temps et doit être améliorée encore.
6 Conclusion
Ce papier présente une approche nou-
velle pour réaliser la fusion syntaxique de
plusieurs bases de croyances proposition-
nelles et montre que les opérateurs clas-
siques de fusion Card, Σ, Max, Gmax,
initialement définis au niveau semantique
peuvent être capturés dans notre cadre syn-
taxique.
Ce papier montre que RSF peut être traduit
de manière efficace en un programme lo-
gique avec sémantique des modèles stables
pour les stratégies Card et Σ et propose
une implantation à partir du système Smo-
dels. Une étude expérimentale prélimi-
naire est présentée et les résultats semblent
prometteurs pour la réalisation de la fu-
sion de bases de croyances sur des applica-
tions réelles. Nous envisageons également
d’implanter RSF pour les stratégies Max
et Gmax.
Une expérimentation plus profonde devra
être conduite sur des applications réelles
afin de pouvoir donner une évaluation plus
précise des performances de l’approche
RSF. Cette expérimentation sera conduite
dans le cadre d’un projet européen pour la
fusion d’information spatiale. De plus, le
développement d’une plateforme de tests
pour la fusion sera utile, non seulement
pour tester RSF, mais, plus globalement,
pour d’autres futurs travaux portant sur
l’implantation des opérateurs de fusion.
La Fusion par R-ensembles rend possible
l’implantation efficace des opérateurs clas-
siques de fusion Card et Σ, et, il géné-
ralise RSR car la révision de bases de
croyances peut être considérée comme la
fusion de deux bases de croyances l’une
étant préférée à l’autre [6]. De ce fait, RSR
revient à fusionner deux sources selon la
stratégie Card.
Notre cadre peut être étendu dans plusieurs
directions. Par exemple, permettre de gérer
les contraintes que la fusion de bases de
croyances ∆(E) doit satisfaire ou la fusion
de bases de croyances avec priorité.
Un travail futur détaillera la caractérisa-
tion sémantique de la méthode de Fusion
par R-ensembles. Cette caractérisation re-
pose sur l’ensemble de clauses falsifiées de
K1 unionsq . . . unionsq Kn par une interprétation. Se-
lon la stratégie P de fusion choisie, un pré-
ordre peut être défini sur les interprétations
à partir d’une relation de préférence, selon
P , sur l’ensemble des clauses falsifiées de
K1 unionsq . . . unionsqKn.
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