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Computergestützte Simulationen technischer Prozesse ﬁnden sich heute in einer Vielzahl in-
dustrieller Fertigungsbereiche und dienen der Planung und Optimierung qualitativer und
ökonomischer Aspekte von Produktionsabläufen. Die simulative Vorhersage von Eigenschaf-
ten des zu fertigenden Produktes in Abhängigkeit von Parametern des Prozesses ermöglicht
in vielen Fällen eine erhebliche Kostenersparnis durch die Einsparung von Trial-and-Error-
Schleifen in der Bauteilentwicklung oder die Optimierung des Prozesses im Hinblick auf
Material-, Energie- oder Zeitersparnis. Ebenso kann eine Optimierung der Prozessparame-
trisierung oder der Eingriﬀsbedingungen zu einer Steigerung der Qualität gefertigter Bauteile
führen.
Diese Arbeit befasst sich mit der Konzeption und Realisierung eines Simulationssystems für
thermische Spritzprozesse. Thermische Spritzverfahren stellen eine Gruppe von Verfahren
zur Beschichtung von Bauteilen mit verschiedensten Werkstoﬀen dar, bei denen der Schicht-
werkstoﬀ in einem Spritzbrenner durch die Zuführung thermischer und kinetischer Energie
zunächst geschmolzen und anschließend mittels eines Zerstäubergases in Form geschmolze-
ner Partikel in Richtung der zu beschichtenden Oberﬂäche beschleunigt wird. Beim Aufprall
auf die kältere Bauteiloberﬂäche kühlen die Partikel schlagartig ab, erstarren und formen
dabei durch Verschmelzen und mechanische Verklammerung mit dem Substrat eine Beschich-
tung, welche typischerweise Schichtdicken zwischen 50 µm und 1mm erreicht [85]. Die Viel-
zahl verwendbarer Schichtwerkstoﬀe, welche Metalle, Legierungen, Keramiken und Polymere
umfassen, ermöglicht die Herstellung von Beschichtungen mit verschiedensten funktionalen
Charakteristiken, welche die Eigenschaften des Grundwerkstoﬀes verbessern oder neue hinzu-
fügen. Hierzu zählen mechanische, elektrische, chemische, thermophysikalische, magnetische
oder optische Eigenschaften [38, 115]. Beispiele sind thermisch isolierende Beschichtungen
(engl.: Thermal Barrier Coating, TBC) für Schaufeln von Turbinen und Strahltriebwerken,
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Korrosionsschutzbeschichtungen in der Schiﬀfahrts- und Automobilindustrie oder Verschleiß-
schutzbeschichtungen für Umformwerkzeuge, welche Gegenstand der Forschung im Sonder-
forschungsbereich 708 [141–144, 151, 152] darstellen und im Rahmen dieser Arbeit als Ferti-
gungsbeispiele dienen.
Je nach Einsatzzweck ergeben sich unterschiedliche Anforderungen an die Beschichtung. Die
in vielen modernen Anwendungsgebieten thermisch gespritzter Beschichtungen wichtigste An-
forderung stellt dabei das Erreichen einer geforderten Schichtdickenverteilung innerhalb enger
Maßtoleranzen dar, welche entscheidend für die Leistung und die Lebensdauer der gefertigten
Komponenten ist [121]. Dies triﬀt auf die genannten thermischen Isolationsbeschichtungen
und Verschleißschutzschichten für Umformwerkzeuge sowie beispielsweise auf die Beschich-
tung von Zylinderbohrungen, Kurbelgehäusen und Walzen für die Papierindustrie zu [38, 80,
97, 111]. Weitere Anforderungen leiten sich aus unterschiedlichen mechanischen Eigenschaf-
ten wie Schichthaftung, Härte, Porosität oder Rauheit sowie chemischen Eigenschaften wie
Oxidgehalt und Phasenzusammensetzung ab. Abgesehen von der Wahl der Schichtwerkstoﬀe
werden viele dieser Eigenschaften durch die Führung des Spritzbrenners über die zu beschich-
tende Oberﬂäche, die dabei auftretenden geometrischen Eingriﬀsbedingungen sowie die daraus
resultierende thermische Belastungshistorie des Bauteils bestimmt oder beeinﬂusst. Der Fer-
tigungsplanung kommt daher eine große Bedeutung zu.
Für einfache großﬂächige oder rotationssymmetrische Bauteile kann der Spritzbrenner hän-
disch oder mittels einer Linearverfahreinheit über die Bauteiloberﬂäche geführt werden. Die
zunehmende Anzahl zu beschichtender Bauteile mit komplexen Geometrien erfordert jedoch
den Einsatz von Robotern zur Führung des Spritzbrenners [85], um eine den Anforderungen
entsprechende und über mehrere Bauteile hinweg reproduzierbare Schichtverteilung zu erzeu-
gen. Der Entwurf und die Programmierung der hierfür benötigten Roboterbahn erfolgt dabei
in den meisten Fällen durch eine Online-Programmierung des Roboters in der Spritzkabine
[41, 43, 59, 85, 121], bei der der Roboter mittels einer Steuereinheit manuell von Punkt zu
Punkt auf dem Bauteil verfahren und die entstehende Bahn abgespeichert wird. Viele Vor-
teile bieten demgegenüber Oﬄine-Bahnplanungsalgorithmen zur automatischen Berechnung
von Bahnverläufen auf Basis von CAD-Daten der Bauteilgeometrie. So sind die eingesetzten
Planungsalgorithmen schneller und genauer als Online-Planungsmethoden, blockieren keine
Produktionseinrichtungen und besitzen das Potential, neben der reinen Berechnung paral-
leler Bahnkurven mit vorgegebenem Abstand in der Bauteiloberﬂäche auch roboter- und
prozessspeziﬁsche Randbedingungen im Rahmen einer simulationsgestützten Bahnplanung
oder -optimierung zu berücksichtigen [20]. Beispielsweise schätzen [128] die Ersparnis durch
Oﬄine-Bahnplanungsmethoden für die Beschichtung einer Turbinenschaufel auf 50.000 bis
100.000 US$.
Ein weit verbreiteter Ansatz zur Oﬄine-Bahnplanung besteht darin, eine Schar quasi-paralle-
ler Kurven auf der zu beschichtenden Oberﬂäche zu erstellen und diese außerhalb der Fläche
zu einer Mäander- oder Spiralbahn zu verbinden [81, 108], wobei in vielen Fällen als einzelner
zentraler geometrischer Steuerparameter der von der Beschichtung ebener oder zylindrischer
Bauteile bekannte Bahnoﬀset Verwendung ﬁndet. Für eine umfassende, anforderungsgerech-
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te Prozessauslegung genügt diese einfache Übertragung der von ebenen Bauteilen bekannten
Mäanderbahnstrategie auf komplexe Bauteile jedoch nicht [41, 121], da diese weder die wech-
selnden geometrischen Eingriﬀsbedingungen, wie beispielsweise Spritzabstände oder -winkel,
noch das dynamische Verhalten des Roboters einbezieht. Insbesondere können derartige, rein
geometrische Bahnplanungsansätze keine anforderungsgerechten und oﬄine berechneten Lö-
sungen bieten, welche unumgängliche lokale Abweichungen wichtiger Eingriﬀsparameter, wie
Verfahrgeschwindigkeit, Abstand oder Anstellwinkel des Spritzbrenners, kompensieren. Auf
dem Gebiet der Bahnplanung existieren in der aktuellen Literatur bereits Ansätze zur Simu-
lation und Analyse der Roboterkinematik und -dynamik [43, 52] sowie zur Vorhersage der
Temperaturentwicklung im Bauteil [15, 70]. Die Einstellung der gewünschten Schichtdicken-
verteilung erfolgt jedoch in der Regel lediglich indirekt durch das Bestreben, eine konstante
Verfahrgeschwindigkeit des Spritzbrenners einzuhalten. Eine direktere, simulationsbasierte
Berücksichtigung der abgelagerten Schichtdickenverteilung in der Oﬄine-Bahnplanung wäre
an dieser Stelle von großem Vorteil.
Im Kontext der Modellierung des Schichtablagerungsprozesses sind die wesentlichen Zusam-
menhänge zwischen den geometrischen Eingriﬀsparametern und der abgelagerten Schichtdi-
cke, nicht zuletzt durch eine Vielzahl von Versuchsreihen für unterschiedliche Spritzverfah-
ren, bekannt [85, 91, 150, 159, 179, 180]. Eine Reihe von Veröﬀentlichungen der letzten Jahre
stellen mathematisch-algorithmische Beschichtungsmodelle auf, welche diese Zusammenhänge
beschreiben. Die meisten dieser Modelle betrachten jedoch speziﬁsche Anwendungsszenarien
und eignen sich daher nicht für die Beschichtungsberechnung im allgemeinen Fall komplexer,
dreidimensionaler Bauteile und beliebiger Roboterbahnen [121]. So sind einige dieser Modelle
zweidimensional [46, 158], andere sind beschränkt auf einen konstanten Spritzabstand oder
Spritzwinkel [15], rotationssymmetrische Massenﬂusscharakteristiken [34, 44] oder sogar auf
bestimmte Bauteil- oder Bahnformen [15, 34, 54]. Ein Grund für die Beschränkung zahlreicher
Modelle und veröﬀentlichter Berechnungsbeispiele auf die Verwendung einfachster Bauteile
und Verfahrwege stellt die dadurch vermeidbare oder deutlich vereinfachte algorithmische
Komplexität der Sichtbarkeitsberechnung zur Ermittlung der von einer Brennerposition zu
beschichtenden Oberﬂächenteile dar. Insbesondere in Veröﬀentlichungen zur Simulation des
mit dem thermischen Spritzen verwandten Sprühkompaktierens, in dem – aufgrund der sehr
dicken abgelagerten Schichten – nicht auf die Sichtbarkeitsberechnung verzichtet werden kann,
werden häuﬁg einfache Verfahren zur Sichtbarkeitsberechnung eingesetzt oder vereinfachende
geometrischen Annahmen getroﬀen [34, 69].
1.1 Beiträge dieser Dissertation
Im Rahmen dieser Dissertation wurde der aus diesen Betrachtungen abgeleitete Bedarf umfas-
senderer eﬃzienter Simulationsmethodiken aufgegriﬀen und ein GPU-basiertes Softwarefra-
mework zur Simulation der Beschichtung komplexer Bauteile in thermischen Spritzprozessen
konzipiert und realisiert. Zentrale Ziele, die mit dieser Entwicklung erreicht wurden, sind die
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Unterstützung beliebig komplexer Bauteile und Roboterbahnen, die Fähigkeit, unterschiedli-
che Spritzverfahren abbilden zu können, sowie die eﬃziente Einsetzbarkeit der Beschichtungs-
simulation zur automatisierten Oﬄine-Bahnplanung und Fertigungsoptimierung.
1.1.1 Beiträge zur Simulation thermischer Spritzprozesse
Im Folgenden werden zunächst die Beiträge dieser Arbeit zur Simulation thermischer Spritz-
prozesse aufgeführt.
Footprint-basiertes Beschichtungsmodell. Zur Abbildung der Spritzcharakteristiken
unterschiedlicher Verfahren wird in der präsentierten Simulation die Abbildung thermischer
Spritzprozesse mittels eines neuartigen, im Rahmen dieser Arbeit entwickelten Footprint-
basierten Beschichtungsmodells realisiert, welches die Verwendung beliebiger Massenﬂusscha-
rakteristiken zulässt. Insbesondere wird dabei weder ein rotationssymmetrischer, noch ein
gaußförmiger Massenﬂuss vorausgesetzt. Stattdessen erfolgt die simulative Abbildung der
Charakteristik eines Prozesses mittels dreidimensionaler Footprintproﬁle, welche die von ei-
nem stationärem Spritzbrenner unter senkrechtem Anstellwinkel auf einer ebenen Oberﬂäche
abgelagerten Schichtproﬁle darstellen. Die Simulation unterschiedlicher Spritzprozesse wird
auf einfache Weise durch den Austausch des verwendeten Footprintproﬁls ermöglicht.
GPU-beschleunigte Beschichtungssimulation. Zusätzlich zur Unterstützung beliebig
komplexer dreidimensionaler Bauteile sowie beliebiger Roboterbahnen ist das Erreichen ei-
ner hohen Simulationsgeschwindigkeit notwendig, um die entwickelte Beschichtungssimulation
im Rahmen einer automatisierten Oﬄine-Bahnplanung gewinnbringend einsetzen zu können.
Dies ist darin begründet, dass die Beschichtungssimulation im Rahmen eines solchen Pla-
nungsprozesses typischerweise vielfach mit modiﬁzierten Bahnen ausgeführt werden muss,
um eingebrachte Verbesserungen zu bewerten oder numerische Gradienten in einem Opti-
mierungsverfahren zu berechnen. Diese Zielsetzung wurde in dem in dieser Dissertation vor-
gestellten Simulationsframework durch die GPU-basierte Implementierung erreicht, welche
die im Vergleich zu CPUs deutlich höhere parallele Rechenleistung moderner Graﬁkkarten
nutzt, um für die vorgestellten komplexen Bauteile Simulationszeiten im unteren einstelligen
Sekundenbereich zu realisieren. Im Mittelpunkt steht dabei die Adaption der klassischen Ren-
deringpipeline für die Simulation des Schichtauftrags. Die Eﬃzienz dieses Ansatzes wird im
synthetischen Benchmarkvergleich der erstellten Implementierung mit dem CUDA-basierten
Framework „Optix Prime“ der Firma Nvidia sowie anhand von Simulationsbeispielen deutlich
aufgezeigt.
Explizite Unterstützung der Fertigungsplanung. Mit der zusätzlichen Analyse der
Prozesseﬃzienz und der Berechnung geometrischer Eingriﬀsparameter für jede Bahnposition
des Spritzbrenners wird eine intuitive Identiﬁkation kritischer Bahnabschnitte im Rahmen der
Fertigungsplanung ermöglicht. Durch die Realisierung eines Netzwerkinterfaces werden auto-
matisierte Bahnplanungs- und -optimierungssysteme explizit unterstützt. Die visuelle Aufbe-
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reitung und Darstellung aller Simulationsergebnisse vereinfacht darüber hinaus die fachliche
Beurteilung eines Fertigungsaufbaus.
1.1.2 Beiträge zur Erzeugung, Digitalisierung und Nachbearbeitung von
Footprintproﬁlen
Neben der Konzeption des Footprint-basierten Beschichtungsmodells und seiner Implemen-
tierung im Rahmen der Beschichtungssimulation wird die experimentelle Herstellung, Digi-
talisierung und Nachbearbeitung der zugrunde liegenden Footprintproﬁle in dieser Arbeit
ausführlich thematisiert. In diesem Zusammenhang werden insbesondere potentielle techni-
sche Schwierigkeiten bei der Herstellung und Vermessung von Footprintproben identiﬁziert,
analysiert und technische sowie algorithmische Lösungen für verschiedene Einzelprobleme
dargestellt, um die Zuverlässigkeit und Genauigkeit der Proﬁlakquisition und der Beschich-
tungssimulation zu steigern.
Lasergestützte Einmessvorrichtung. Die grundlegende Bauweise des im Rahmen dieser
Arbeit eingesetzten Lichtbogenspritzbrenners lässt keine exakte Bestimmung der Spritzrich-
tung zu und die unzureichende Steiﬁgkeit der Brennerhalterung erschwert eine wiederholbare,
robotergestützte Positionierung relativ zu einem zu beschichtenden Bauteil. Eine wesentliche
technische Neuerung stellt in diesem Kontext die im Rahmen dieser Arbeit entwickelte, direkt
an der Düse des verwendeten Lichtbogenspritzbrenners montierbare Lasereinmessvorrichtung
dar. Diese erlaubt die Erkennung und Kompensation translatorischer und rotatorischer Abwei-
chungen aller Achsen des Brenners und ermöglicht, unabhängig von den genannten Problemen,
eine Einmessung des Brenners auf eine zu beschichtende Bauteilgeometrie.
Vergleich verschiedener Scansysteme. Zur Digitalisierung von Footprint- und Schicht-
proﬁlen wurden in dieser Arbeit sechs 3D-Scanner unterschiedlicher Bau- und Funktionsweise
auf ihre Eignung zur ﬂächigen Schichtdickenmessung untersucht und untereinander sowie mit
der etablierten und sehr genauen, aber zweidimensionalen Messmethodik der lichtmikrosko-
pischen Schichtdickenmessung verglichen.
Schichtvermessung in metallographischen Querschliffen. Zu den algorithmischen
Beiträgen dieser Arbeit im Kontext der allgemeinen und Footprint-speziﬁschen Proﬁlvermes-
sung zählt der Entwurf eines Algorithmus zur automatisierten Vermessung von Schichtproﬁlen
in lichtmikroskopischen Querschliﬀaufnahmen mit Methoden der digitalen Bildverarbeitung,
welcher als eigenständiges Softwaretool realisiert wurde. Im Vergleich zur herkömmlichen Plat-
zierung einzelner Messpunkte amMikroskoparbeitsplatz erlaubt die entwickelte Methodik eine
hoch aufgelöste Abtastung des Proﬁls in einem Bruchteil der Zeit. Durch die Unabhängigkeit
der Software von manuell platzierten Messpunkten wird eine objektivere Messung ermöglicht.
Die Software wurde ebenfalls im Kontext anderer Arbeiten am Lehrstuhl für Werkstoﬀtech-
nologie der TU Dortmund für verschiedene Messreihen erfolgreich eingesetzt.
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Kompensation thermischer Verformungen. Ein wesentliches Problem bei der extrin-
sischen taktilen oder optischen Vermessung von Footprintproﬁlen stellt die mit der hohen
thermischen Belastung im Fertigungsprozess einhergehende Verformung des Schicht-Substrat-
Verbunds dar. Um eine großﬂächige extrinsische Vermessung des Schichtproﬁls trotz des unbe-
kannten Verlaufs der Substratoberﬂäche unterhalb der Beschichtung zu ermöglichen, werden
im Rahmen dieser Arbeit zwei neue Methoden zur Schätzung und zur algorithmischen Kom-
pensation der Substratverformung vorgestellt und miteinander verglichen.
Modellbasierte Optimierung von Footprintprofilen. Des Weiteren wird in dieser Ar-
beit ein neuartiger Ansatz zur modellbasierten Optimierung von Footprintproﬁlen auf Basis
von Querschliﬀmessungen in Linearbahnproﬁlen vorgestellt. Aufgrund der hohen Genauigkeit
der mikroskopiebasierten Messmethodik für die Querschliﬀproﬁle und der realitätsnahen Pro-
zessbedingungen bei der Fertigung der zur Optimierung verwendeten Linearbahnproﬁle kann
mit diesem Verfahren eine Steigerung der Proﬁlgenauigkeit erreicht werden.
1.2 Eigene Publikationen
Wesentliche Teile der im vorherigen Abschnitt beschriebenen Beiträge dieser Arbeit sind in
einer Reihe von Publikationen des Autors in Fachzeitschriften und auf internationalen Ta-
gungen veröﬀentlicht worden. Im Folgenden werden diese Publikationen thematisch gegliedert
aufgeführt und die Beiträge des Autors zu den einzelnen Veröﬀentlichungen präzisiert.
Konzeption des Beschichtungsmodells und der Simulation
Die Beiträge zur GPU-basierten Beschichtungssimulation und zu dem entworfenen Footprint-
basierten Beschichtungsmodell wurden in drei begutachteten Konferenzbeiträgen veröﬀent-
licht [170, 173, 174]. In dieser Arbeit ﬁnden sich diese Themen in den Kapiteln 4 und 5.
Die erste Veröﬀentlichung [170] befasst sich dabei noch mit einer frühen Version der in die-
ser Dissertation präsentierten Beschichtungssimulation, welche das grundlegende Konzept der
GPU-basierten Simulationsmethodik für komplexe Bauteile beschreibt. Die Ideen, die Umset-
zung und die Ausführungen zu dieser Methodik wurden vom Autor entwickelt. Die Beiträge
der Koautoren beschränken sich hierbei auf technische Diskussionen zu Einzelaspekten mit
dem Betreuer, Prof. Dr. Müller, sowie die Bereitstellung von Roboterbahnen für die durchge-
führten Beispielsimulationen und Visualisierungen für die Veröﬀentlichung (A. Kout).
Die beiden weiteren Veröﬀentlichungen [173, 174] zu diesem Thema wurden auf der Interna-
tional Thermal Spray Conference & Exposition (ITSC) 2009 und 2015 vorgestellt. Gegenüber
der erstgenannten Veröﬀentlichung, in der die Schichtbildung mit dem Modell von Duncan et
al. [48] berechnet wurde, werden in [174] das vom Autor entwickelte Footprint-basierte Be-
schichtungsmodell sowie Ergebnisse von Validierungsversuchen auf ebenen Geometrien vorge-
stellt. Auch die Fertigung und Digitalisierung der benötigten Footprintproﬁle wird hier bereits
thematisiert. In der aktuellsten Publikation [173] zu diesem Themenbereich wird der ﬁna-
le Entwicklungsstand der Beschichtungssimulation unter Einbeziehung der Shader-basierten
6
1.2. Eigene Publikationen
Implementierung präsentiert. Darüber hinaus werden in diesem Beitrag Ergebnisse von Va-
lidierungsexperimenten auf Basis komplexer Bauteile sowie Resultate einer automatisierten
Bahnoptimierung präsentiert. Für beide Veröﬀentlichungen, [174] und [173], beschränken sich
die Beiträge der Koautoren vom Lehrstuhl für Werkstoﬀtechnologie – im einzelnen M. Ab-
dulgader, B. Krebs, L. Hagen und W. Tillmann – auf die Unterstützung der Durchführung
von Spritzexperimenten zur Fertigung von Footprintproﬁlen und Validierungsversuchen an
einfachen und komplexen Geometrien. Die Konzeption und Auswertung der Versuche wur-
den vom Autor dieser Arbeit durchgeführt. Für die Veröﬀentlichung [173] stellte D. Hegels
ferner die von ihm entwickelte Bahnoptimierungssoftware, welche gemeinsam mit dem Autor
dieser Dissertation an die hier präsentierte Beschichtungssimulation angebunden wurde, für
die beispielhafte Durchführung von Bahnoptimierungen zur Verfügung. Die in beiden Veröf-
fentlichungen präsentierten Ideen, deren Umsetzung sowie die Ausführungen selbst stammen
vom Autor dieser Dissertation, wobei der Betreuer der Arbeit beratend zur Seite stand.
Konzepte zur Footprinterfassung
In dem Themenbereich der Erzeugung, Digitalisierung und Nachbearbeitung von Footprint-
proﬁlen, welcher in dieser Arbeit in Kapitel 3 thematisiert wird, entstand die Publikation [171].
Die darin diskutierten Problemstellungen, die vorgeschlagene Lösungsmethodik sowie die Aus-
arbeitung basieren auf den Ideen und Ausführungen des Autors. Mathematisch-algorithmische
sowie konzeptionelle Details wurden gemeinsam mit dem Koautor verfeinert.
Anwendung der Beschichtungssimulation
Eigene Publikationen, in denen die Anwendung der entwickelten Beschichtungssimulation
im Vordergrund steht, umfassen zwei Arbeiten zur simulationsbasierten Bahnoptimierung
[71, 148] und einen Beitrag zur Simulation der Temperaturentwicklung in komplexen Bau-
teilen im Beschichtungsprozess [10]. Die Veröﬀentlichung [71] präsentiert ein Verfahren zur
Simulations-gestützten Optimierung von Roboterbahnen im Hinblick auf die erzielte Schicht-
dickenverteilung auf komplexen Bauteiloberﬂächen. In [148] wird dieses Verfahren unter zu-
sätzlicher Betrachtung der Roboterdynamik zur Optimierung der Beschichtung eines konkre-
ten Bauteils mit dem HVOF-Verfahren (High Velocity Oxygen Fuel spraying) angewendet.
Die Beiträge des Autors zu diesen Veröﬀentlichungen sind die Realisierung der programmati-
schen Anbindung der entwickelten Beschichtungssimulation an das Optimierungssystem, die
Beteiligung an der Konzeption des Gesamtsystems sowie die Ausführungen zur Beschreibung
der Beschichtungssimulation. Die Komponenten zur Simulation der Roboterdynamik wurden
am Institut für Produktionssysteme (IPS) entwickelt und die experimentelle Durchführung
und Auswertung fand am Lehrstuhl für Werkstoﬀtechnologie (LWT) statt.
Die Veröﬀentlichung [10] zur Simulation der Temperaturentwicklung im Bauteil entstand in
enger Kooperation mit dem Institut für Mechanik der TU Dortmund. Die Beiträge zu dieser
Arbeit entfallen zirka je zur Hälfte auf die beteiligten Institute. Dabei wurde das vorgestellte
Finite-Elemente-Modell zur Temperatursimulation prototypisch von den Koautoren des Insti-
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tuts für Mechanik entworfen und vom Autor dieser Dissertation in die Programmiersprache
C++ übersetzt, parallelisiert und in die Beschichtungssimulation integriert.
Anwendung der Konzepte zur Footprinterfassung
In den Publikationen [146, 147, 149] konnte der Autor seine Expertise im Bereich der Foot-
printerzeugung und -vermessung für den Lichtbogenspritzprozess und das HVOF-Verfahren
einbringen. Im Vordergrund stand bei dieser Mitwirkung die Anwendung der Methoden aus
Kapitel 3 dieser Arbeit. Das Kernforschungsgebiet liegt bei diesen Veröﬀentlichungen jedoch
im materialwissenschaftlichen Bereich und die Ausführungen sind dementsprechend primär
den Koautoren am Lehrstuhl für Werkstoﬀtechnologie zuzuschreiben.
Weitere Publikationen
Vier weitere Publikationen [83, 168, 169, 172] des Autors befassen sich mit der Konzeption
eﬃzienter Simulationsansätze für Problemstellungen aus dem Bereich des thermischen Sprit-
zens. Diese thematisieren die Analyse von Schichtmikrostrukturen [168], die Simulation des
mikrostrukturellen Schichtaufbaus auf Basis von Einzelpartikelablagerungen [83, 172] sowie
die Simulation von Eingriﬀskräften beim Verdichten poröser thermisch gespritzter Schichten
durch einen Kugelwalzprozess [169]. Diese Problemstellungen und Beiträge sind jedoch nicht
Gegenstand des wissenschaftlichen Beitrags dieser Arbeit.
1.3 Gliederung
Das folgende Kapitel 2 beschreibt zunächst die Grundlagen thermischer Spritzprozesse, inso-
weit sie für das Verständnis der weiteren Ausarbeitungen relevant sind. Der Fokus liegt dabei
auf dem im Rahmen dieser Arbeit verwendeten Lichtbogenspritzprozess. Des Weiteren werden
in diesem Kapitel vorhandene kommerzielle Simulationssysteme für thermische Spritzprozesse
betrachtet und die genauen Ziele, die mit der Konzeption der in dieser Arbeit vorgestellten
Beschichtungssimulation verfolgt wurden, werden deﬁniert.
Kapitel 3 beschreibt die chronologische Vorgehensweise zur Erzeugung, Digitalisierung und
Nachbearbeitung von Footprintproﬁlen für die Verwendung in der Beschichtungssimulation.
Dabei wird umfassend auf die auftretenden fertigungsbedingten und messtechnischen Proble-
me und die im Rahmen dieser Dissertation erarbeiteten Lösungen eingegangen. Im darauf-
folgenden Kapitel 4 wird das Footprint-basierte Beschichtungsmodell für kegelförmige und
zylindrische Spritzstrahlgeometrien beschrieben und veranschaulicht. Kapitel 5 befasst sich
schließlich mit der Beschreibung des implementierten Simulationsframeworks sowie insbeson-
dere der Konzeption der GPU-beschleunigten Beschichtungssimulation, in der das Footprint-
basierte Beschichtungsmodell zum Einsatz kommt. Darin werden sowohl das grundlegende,
auf der OpenGL-Graﬁkpipeline und GLSL-Shaderprogrammen basierende Simulationskon-
zept sowie einige für die Simulationsgeschwindigkeit relevante Implementierungsdetails er-
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läutert. Die vorgestellte Simulation wird schließlich in Kapitel 6 in Bezug auf die erreichte
Simulationsgeschwindigkeit und die Genauigkeit der berechneten Schichtdickenverteilung für
komplexe Bauteile evaluiert. In diesem Kapitel wird auch der Einsatz der Beschichtungssimu-
lation im Rahmen der Roboterbahnoptimierung demonstriert. Kapitel 7 fasst die Dissertation
kurz zusammen.
1.4 Notation
Die in dieser Dissertation verwendete Notation orientiert sich in den verschiedenen Kapiteln
an der typischen Notation der jeweiligen Themenbereiche und ist daher in Bezug auf die
verwendeten Symbole nicht übergreifend beschreibbar. Die lokal verwendeten Variablen sind
stets an den entsprechenden Stellen beschrieben und erschließen sich häuﬁg als Kürzel der
von ihnen bezeichneten Größen. Übergreifend werden in der Regel Skalare als Kleinbuch-
staben a,b, . . ., (Spalten-)Vektoren als fettgedruckte Kleinbuchstaben a,b, . . ., Matrizen als
fettgedruckte Großbuchstaben A,B, . . . und Mengen als Großbuchstaben A,B, . . . dargestellt.
Insbesondere im Kontext der Beschreibung von gemessenen oder simulierten Schichtproﬁ-
len werden Punktmengen ferner mit kalligraphischen Großbuchstaben F ,L,P, . . . dargestellt.
Winkel werden mit griechischen Kleinbuchstaben α,β, . . . bezeichnet.
Für Vektoren geeigneter Dimension bezeichnen |a| die euklidische Norm, 〈a, b〉 das Skalarpro-
dukt sowie ∡(a,b) den eingeschlossenen Winkel. Für Mengen bezeichnet |A| die Kardinalität
von A.
In Indizes auftretende Notationen der Form xa|b bedeuten die Gültigkeit der Gleichung für
xa und xb, ein Sternchen x∗ als Index zeigt die Gültigkeit für alle in dem jeweiligen Kon-
text deﬁnierten Indizes von x an. Die besonders häuﬁg auftretenden Indizes •sim und •real
kennzeichnen simulierte respektive experimentell ermittelte Größen. Insbesondere im Rahmen
des in Kapitel 4 vorgestellten Beschichtungsmodells zeigen Indizes •F und •W geometrische
Größen der Footprintgeometrie bzw. der Werkstückgeometrie an.
Im Kontext der Beschreibung von Quellcode werden Variablen- und Funktionsnamen im
Fließtext in der Form glReadPixels gekennzeichnet. Bei Kurzverweisen auf in dem jewei-
ligen lokalen Kontext nicht verwendete oder nicht näher beschriebene Bezeichner wird ein
Pfeil vorangestellt (→glViewport).
1.5 Danksagung
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Grundlagen und Ziele der Arbeit
In diesem einführenden Kapitel werden zunächst thermische Spritzprozesse im Allgemeinen
sowie insbesondere das Verfahren des Lichtbogenspritzens grundlegend erläutert. Letzteres
wird im Rahmen des Sonderforschungsbereichs 708, in dem auch diese Arbeit entstanden
ist, für die Beschichtung von Tiefziehwerkzeugen eingesetzt und dient als Basis für sämtliche
in dieser Dissertation durchgeführten Beschichtungsversuche. Die Ausführungen beschränken
sich dabei auf die zum Verständnis dieser Arbeit erforderlichen Grundlagen und bieten einen
Querschnittseinblick in das übergreifende Thema der Oberﬂächentechnik. Für einen tiefgrei-
fenderen Einblick in dieses Thema werden die Standardwerke [8, 11, 38, 115] empfohlen.
Im Anschluss an diese Einführung wird in Kapitel 2.2 auf den maschinenbaulichen Hinter-
grund dieser Arbeit eingegangen. In Kapitel 2.3.1 werden die mit der Konzeption der Beschich-
tungssimulation in dieser Arbeit verfolgten Ziele speziﬁziert und in Kapitel 2.3.2 verfügbare
Simulatoren für thermische Spritzprozesse beschrieben.
2.1 Thermisches Spritzen
Thermische Spritzverfahren sind Verfahren zur Oberﬂächenbeschichtung von Bauteilen. Ihre
Erﬁndung geht zurück auf den Schweizer Max Ulrich Schoop, welcher im Jahr 1909 das erste
Patent zum thermischen Spritzen beim Berliner Patentamt einreichte [138] und im Jahr 1911
erstmals eine Korrosionsschutzschicht aus Zinn und Blei herstellte [11]. Heute sind thermische
Spritzverfahren formal in der Norm DIN EN 657 [109] deﬁniert als
„Verfahren, bei denen Spritzzusätze innerhalb oder außerhalb der Spritzpistole
zugeführt und bis zum plastischen oder geschmolzenen Zustand aufgeheizt und
dann auf die vorbereitete Oberﬂäche geschleudert werden; die Oberﬂäche wird
dabei nicht aufgeschmolzen.“
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Abbildung 2.1: REM-Aufnahmen unterschiedlicher Splatformen1. (a) Runder „Disc“- oder
„Pancake“-Splat. (b) Zerspratzter, beim Aufschlag zerplatzter Splat.
Diese Deﬁnition umfasst ein weites Feld unterschiedlicher Spritzverfahren. Gemeinsam ist
allen Verfahren die Aufheizung eines Spritzzusatzes oder auch Spritzwerkstoﬀes mit thermi-
scher Energie in einer Spritzpistole oder einem Spritzbrenner und die Zuführung kinetischer
Energie, um das (teil-)geschmolzene Material in Richtung der zu beschichtenden Oberﬂäche
zu beschleunigen. Verfügbare Verfahren werden in der Regel nach der Art der Zuführung
thermischer und kinetischer Energie sowie nach der Art der Zuführung des Spritzzusatzes
klassiﬁziert. Dabei werden Spritzzusätze in Form von Pulvern oder Drähten, seltener als
Schnüre oder Stäbe zugeführt. Die Aufheizung des Materials erfolgt in einer Flamme, einem
Plasma, einem Lichtbogen oder durch elektrische Erwärmung [11]. Durch das Aufschmelzen
des Spritzzusatzes oder die gezielte Zerstäubung mittels eines Zerstäubergases bilden sich
feine Tröpfchenpartikel, welche durch die Verbrennungsgase des Prozesses oder ein separates
Trägergas mitgerissen und beschleunigt werden. Dabei werden Flamm- oder Plasmaaustritts-
temperaturen bis zu 8.300 ◦C [38] und Partikeltemperaturen zwischen 200 ◦C und 3.300 ◦C
erreicht. Erzielbare Partikelgeschwindigkeiten beginnen mit den Flammspritz- oder Lichtbo-
genspritzverfahren bei 30–240m/s und reichen bis zu mehrfacher Überschallgeschwindigkeit
bei ca. 1.000m/s für Kaltgas- oder Hochgeschwindigkeits-Flammspritzverfahren (engl.: High
Velocity Oxygen Fuel spraying, HVOF)[11, 38]. Tabellierte Aufzählungen verfügbarer Spritz-
verfahren und ihrer Eigenschaften ﬁnden sich beispielsweise in [38] und [11].
2.1.1 Partikelaufprall und Schichtaufbau
Beim Aufprall auf die Substratoberﬂäche wird die kinetische Energie der Partikel in Defor-
mations- und Wärmeenergie umgewandelt und die Partikel breiten sich ﬂadenförmig auf der
1Die Abbildungen stellen Abwandlungen der Originalversionen von Kun Yang et al. [178] dar, verwen-
det entsprechend der Creative Commons Attribution Liscense CC BY 3.0 (https://creativecommons.org/













Abbildung 2.2: (a) Illustration des Schichtaufbaus (Quelle: FST.nl): 1 Aufprallender Partikel.
2 Oxideinschluss. 3 Pore. 4 Eingebetteter ungeschmolzener Partikel. 5 Aufgeraute Substra-
toberﬂäche. (b) Lichtmikroskopische Querschliﬀaufnahme einer Lichtbogen-gespritzten Beschich-
tung mit einer Schichtdicke von ca. 750 µm.
Oberﬂäche aus. Gleichzeitig kühlen die Partikel aufgrund der vergleichsweise geringen Sub-
strattemperatur schlagartig ab und erstarren. Da hierbei sehr hohe Abkühlraten und damit
verbundene Erstarrungszeiten im Bereich von 10−8 s bis 10−4 s erreicht werden, spricht man
auch von „Rapid Solidiﬁcation“ [11]. Nach dem Aufprall und der Erstarrung eines Partikels
wird dieser in seiner ausgebreiteten Form als Splat bezeichnet. Der Verlauf des Ausbreitens
und Abkühlens stellt einen komplexen Vorgang dar, welcher in Abhängigkeit von der Auf-
prallgeschwindigkeit, der Temperatur von Partikel und Substrat, der lokalen Topographie des
Untergrundes sowie verschiedenen weiteren Parametern stark variiert. Als Resultat treten ver-
schiedene Splatformen auf, die von kreisrunden, sogenannten „Pancake“- oder „Disc“-Splats,
bis hin zu stark zerspratzten Formen (Abbildung 2.1) reichen, welche kaum noch als einzelner
Splat erkennbar sind [114, 178]. Dieses Zerspratzen stellt eine extreme Form des sogenann-
ten „impact splashing“ dar, welches einen Partikeleinschlag bezeichnet, bei dem sich kleine
Tröpfchen ablösen und separat in der Umgebung abgelagert werden oder von der Oberﬂäche
zurückprallen [56].
Durch das sukzessive gegenseitige Überlappen auftreﬀender Splats bildet sich auf dem Sub-
strat eine porenbehaftete Beschichtungsmikrostruktur, in die auch un- oder teilgeschmolze-
ne Partikel eingebettet sein können (Abbildung 2.2). Bei metallischen Spritzzusätzen kann
es darüber hinaus vermehrt zur Ablagerung von Oxideinschlüssen kommen. Dies ist darin
begründet, dass die im geschmolzenen Zustand reaktionsfreudigen Partikel, welche im fein
zerstäubten Zustand ein hohes Verhältnis von Oberﬂäche zu Volumen aufweisen, an ihrer
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Oberﬂäche sehr schnell oxidieren. Durch die gezielte händische oder robotergeführte Bewe-
gung des Spritzbrenners über das Substrat werden typischerweise 50 µm bis 400 µm dicke
Beschichtungen abgelagert [11], welche fest mit der Substratoberﬂäche verbunden sind. Die
Haftung der Beschichtung auf der Substratoberﬂäche ist dabei in erster Linie auf die Verklam-
merung der einzelnen Splats untereinander und mit dem Substrat zurückzuführen. Der noch
ﬂüssige Schichtwerkstoﬀ dringt in oﬀene Poren, Risse und Hinterschnitte des Untergrundes
ein und erstarrt dort formschlüssig. Eine Verstärkung der Schichthaftung auf dem Substrat
wird ferner erreicht, wenn der Schichtwerkstoﬀ Rauheitsspitzen des Substrats umﬂießt und
beim Abkühlen aufgrund entstehender Schrumpfspannungen kraftschlüssig mit diesen ver-
klammert [94]. Vor dem Beschichten eines Bauteils ist es daher in der Regel notwendig, glatte
Oberﬂächen, beispielsweise durch einen Sandstrahlprozess, aufzurauen, um eine ausreichende
Schichthaftung zu gewährleisten.
Zahlreiche Eﬀekte, welche sich auf mikroskopischer Ebene beim Aufprall der Partikel und
dem Aufbau der Schichtmikrostruktur abspielen, haben einen Einﬂuss auf makroskopische Ei-
genschaften des resultierenden Schichtverbunds. So bewirken beispielsweise die beschriebenen
Splat-internen Zugspannungen auf mikroskopischer Ebene zwar eine gute Verklammerung der
Beschichtung mit dem Substrat, makroskopisch können derartige, aufgrund unterschiedlicher
thermischer Ausdehnungskoeﬃzienten von Schicht und Substrat entstehende Spannungen je-
doch auch zu einer Verformung des Schicht-Substrat-Verbundes und im Extremfall zu einer
Delamination der Schicht führen [183]. Ein weiteres Beispiel für den Einﬂuss mikroskopischer
Eﬀekte auf relevante makroskopische Parameter stellt der Grad des „impact splashings“ dar.
Dieser beeinﬂusst nicht nur den Anteil des von der Oberﬂäche abprallenden Materials und
damit den Haftwirkungsgrad und die Eﬃzienz des Prozesses, sondern auch den Porositätsgrad
der Beschichtung durch die Ausformung mehr oder weniger zerspratzter Splats, welche mehr
respektive weniger Potential für Lufteinschlüsse aufweisen [2, 114, 178].
2.1.2 Industrielle Anwendungsgebiete
Nicht zuletzt aufgrund der hohen erreichbaren Prozesstemperaturen können in thermischen
Spritzprozessen eine Vielzahl von Spritzzusatzwerkstoﬀen verarbeitet und auf eine ebenso
große Anzahl unterschiedlicher Substratwerkstoﬀe aufgetragen werden. Zu den verarbeitba-
ren Schichtmaterialien gehören Metalle, Legierungen, intermetallische Verbindungen, Kera-
miken und Polymere (Kunststoﬀe) [38]. Darüber hinaus können Beschichtungen aus Verbund-
werkstoﬀen sowie funktional gradierte Beschichtungen (engl.: Functionally Graded Materials,
FGM) hergestellt werden. Übersichten über konkrete Werkstoﬀe und ihre Eigenschaften ﬁn-
den sich in [8, 11, 38, 115] sowie in der Norm DIN EN 1274 [110].
Entsprechend der großen Palette an Spritzzusätzen können für den industriellen Einsatz Be-
schichtungen mit einer Vielzahl unterschiedlicher Eigenschaften hergestellt werden, welche me-
chanischer, thermophysikalischer, elektrischer, magnetischer, optischer oder chemischer Natur
sein können [115]. Im Rahmen des Beschichtungsprozesses werden diese Eigenschaften ganz
















Abbildung 2.3: Schematische Darstellung einer Lichtbogenspritzpistole. Der Drahtförderer
schiebt die Drähte durch die Drahtführungen, an deren Ende sich die unter Spannung stehen-
den Drahtenden treﬀen und in einem Lichtbogen abschmelzen. Geschmolzenes Material wird von
der primärseitig zugeführten Druckluft mitgerissen und zerstäubt. Der entstehende Spitzstrahl
wird mit der durch die Sekundärgasdüse zugeführten Druckluft eingeschnürt.
ten im Hinblick auf ihren Einsatzzweck zu erweitern oder zu verbessern [8]. Die wichtigsten
industriellen Anwendungsgebiete sind nach [11]:
• Verschleißschutzschichten und reibmindernde Schichten für tribologische Systeme in al-
len Branchen,
• Korrosionsschutzschichten im Oﬀshore-Bereich, bei Pumpen, Ventilen und Baukonstruk-
tionen,
• Hochtemperaturkorrosionsschutzschichten und Wärmedämmschichten für Verbren-
nungskraftmaschinen (Turbinen- und Motorentechnik),
• Biokompatible Schichten für medizinische Implantate,
• Dichtungsbeläge in Flugtriebwerken.
Zum Einsatz kommen thermische Spritzprozesse hauptsächlich in den Branchen Luft- und
Raumfahrttechnik, Automobilindustrie, Druck- und Papierindustrie, Fahrzeug- und Schiﬀbau,
allgemeiner Maschinenbau, Kraftwerkstechnik, Bauindustrie und Medizintechnik.
2.1.3 Lichtbogenspritzen
Der Lichtbogenspritzprozess (engl.: Twin Wire Arc Spraying, TWAS) zeichnet sich dadurch
aus, dass die in Form von Drähten zugeführten Spritzzusätze in der Spritzpistole mittels ei-
nes Lichtbogens, welcher unmittelbar zwischen den Drähten gezündet wird, abgeschmolzen
werden. Abbildung 2.3 zeigt eine schematische Darstellung eines Lichtbogenspritzbrenners.
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Die beiden Spritzdrähte mit typischen Durchmessern zwischen 1,2mm und 3,2mm werden
dabei mittels einer in der Regel aus Kupfer bestehenden Drahtführung unter einem Winkel
von 30° bis 60° aufeinander zu geführt [11]. Durch Anlegen einer elektrischen Spannung an die
Drahtführung und somit an die Spritzdrähte entsteht durch einen Kurzschluss am Berühr-
punkt der Drahtenden ein bis zu 6.100K heißer Lichtbogen [115], welcher die Drahtenden
aufschmilzt. Das im Lichtbogen geschmolzene Material wird mit Hilfe eine Zerstäubergases
mitgerissen, zerstäubt und in Richtung des Substrats beschleunigt. Dieses Zerstäubergas wird
auch als Primärgas bezeichnet. Zum Einsatz kommt hierfür zumeist Druckluft oder Stickstoﬀ.
Der kontinuierliche Vorschub des Spritzdrahtes durch einen Drahtförderer, welcher sich in der
Spritzpistole, in einer externen Basiseinheit oder in beiden beﬁndet, verhindert ein Abreißen
des Lichtbogens und ermöglicht einen kontinuierlichen Abschmelzvorgang. Die an den Drähten
anliegenden Spannungen fallen üblicherweise in den Bereich von 18–45V, die Stromstärken in
den Bereich von 200–350A. Zur weitergehenden Beschleunigung, zur Einschnürung sowie ge-
gebenenfalls zur atmosphärischen Abschirmung des Spitzstrahls kann eine Sekundärgasdüse,
wie in Abbildung 2.3 dargestellt, eingesetzt werden. Die Partikel erreichen dabei Geschwin-
digkeiten zwischen 100m/s und 150m/s bei einem typischen Spritzabstand von 50mm bis
170mm [11, 115].
Im Vergleich zu anderen Spritzprozessen zeichnet sich der Lichtbogenspritzprozess durch eine
besonders gute Energieeﬃzienz aus, da das Spritzmaterial hier nicht in einer Flamme oder
einem Plasma geschmolzen wird, bei denen sich nur ein geringer Teil der thermischen Energie
auf die Spritzwerkstoﬀe überträgt. Darüber hinaus tragen auch die Verwendung vergleichswei-
se kostengünstiger Prozessgase, welche hier nur die kinetische Energie liefern müssen, sowie
die erzielbaren hohen Auftragsraten von bis zu 60 kg/h zur hohen Wirtschaftlichkeit des Ver-
fahrens bei. Nachteilig ist hingegen die prinzipbedingte Beschränkung des Verfahrens auf
elektrisch leitfähige Spritzzusätze. Eine geringfügige Flexibilisierung erlaubt an dieser Stelle
jedoch die Verwendung von Fülldrähten, welche aus einem metallischen Mantel und einer
pulverförmigen Füllung eines beliebigen Werkstoﬀs bestehen.
2.2 Maschinenbaulicher Anwendungshintergrund dieser
Arbeit
Den maschinenbaulichen Anwendungshintergrund für diese Arbeit stellt die Beschichtung
von Werkzeugsystemen für die Umformung von Stahlblechen dar, wie sie beispielsweise in der
Automobilindustrie zur Fertigung von Karosserieteilen eingesetzt werden. Stark vereinfacht
dargestellt werden bei diesen Verfahren initial ﬂache Stahlbleche in einer Presse mittels eines
beweglichen Stempels in eine Form, welche auch Matrize genannt wird, gezogen. Das Blech
wird dabei außerhalb der Hohlform durch den sogenannten Niederhalter auf die Randberei-
che der Matrize gedrückt, um ein kontrolliertes Gleiten des Blechs über den Ziehradius in die
Form zu ermöglichen und eine Faltenbildung zu vermeiden. Für eine genauere Beschreibung
des Verfahrens sei auf die Fachliteratur verwiesen [14, 88].
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Abbildung 2.4: Im Rahmen des SFB 708 eingesetztes Tiefziehwerkzeug (Quelle: IUL, www.
iul.eu). Matrize, Niederhalter und Stempel des Werkzeugs werden mit Verschleißschutzschich-
ten verstärkt. Im Rahmen dieser Arbeit wurden zwei Segmente der Matrize zur Validierung der
Simulation beschichtet (Kapitel 6.3). (a) Foto des Werkzeugaufbaus. (b) Schematische Explosi-
onszeichnung des Werkzeugsystems.
Im Rahmen des Sonderforschungsbereichs 708 werden in diesem Zusammenhang Verfahren
zur robotergestützten Beschichtung der komplexen Tiefziehwerkzeuge mit Verschleißschutz-
schichten erforscht. Übergeordnetes Ziel ist es dabei, den durch die großen Prozesskräfte
auftretenden Werkzeugverschleiß an Matrize, Niederhalter und Stempel zu reduzieren und so
die Haltbarkeit und Standzeit der teuren Werkzeuge zu erhöhen. Eine besondere Bedeutung
kommt in diesem Beschichtungsprozess der Einhaltung enger Toleranzen für die Schichtdicken-
verteilung zu, da bereits minimale Abweichungen einen großen Einﬂuss auf die auftretenden
Prozesskräfte und das Gleit- und Reibverhalten des Blechs haben [155]. Zur Korrektur von
(positiven) Schichtdickenabweichungen sowie zur Einstellung der für den Umformprozess be-
nötigten tribologischen Oberﬂächeneigenschaften kann zwar ein anschließender Schleifprozess
eingesetzt werden [117], der Einsatz dieses Prozesses ist jedoch, insbesondere im Hinblick auf
die Verschleißbeständigkeit der Beschichtung, sehr aufwendig. Eine derartige Nachbearbei-
tung sollte daher durch das möglichst exakte Erreichen der Zielschichtdicke vermieden oder
zumindest minimiert werden.
Eingesetztes Beschichtungsverfahren
Zur Beschichtung der Tiefziehwerkzeuge wird im Rahmen des SFB 708 unter anderem ein
Lichtbogenspritzprozess eingesetzt, welcher in dieser Dissertation als Basis für die Kalibrie-
rung und Validierung der realisierten Beschichtungssimulation dient. Zum Einsatz kommt hier
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Abbildung 2.5: Spritzpistole des SmartArc Systems montiert auf einem Roboter.
eine Lichtbogenspritzanlage vom Typ SmartArc™ der Firma Oerlikon Metco2 (vormals Sulzer
Metco). Abbildung 2.5 zeigt die auf einem Roboter montierte Spritzpistole SmartArc PPG,
Aufnahmen vom laufenden Beschichtungsprozess sind in Kapitel 6 zu ﬁnden (Abbildung 6.9).
Als Spritzzusatz werden Fülldrähte vom Typ DURMAT® AS-850 der Durum Verschleißschutz
GmbH3 eingesetzt. Diese Drähte besteht aus einer Fe-Basis-Legierung als Hülle und sind mit
Wolframschmelzkarbiden (WSC) mit einer Größe von 45–106 µm gefüllt (Abbildung 2.6). Die-
se extrem harten Karbide werden durch den Spritzprozess in einer duktilen Eisen-basierten
Schichtmatrix eingebettet und tragen somit signiﬁkant zu einer Erhöhung der abrasiven Ver-
schleißfestigkeit der Beschichtung bei. Die Eigenschaften und die genaue Zusammensetzung
dieser Drähte sind in Tabelle 2.1 angegeben.
Eigenschaften Zusammensetzung (Gew.-%)
Bezeichnung Durmat AS-850 WSC Cr C Si Mn Fe
Drahtdurchmesser (mm) 1,6 50 4 2 1,4 <1 Rest
Härte (HRC) 58-60
Tabelle 2.1: Spritzwerkstoﬀ Durmat AS-8503.
Im Rahmen einer umfassenden Parameterstudie [85] wurden die in Tabelle 2.2 angegebenen
Spritzparameter für den Prozess ermittelt, welche die Standardkonﬁguration für alle im Rah-
men dieser Arbeit angefertigten Beschichtungen darstellt. Zur Fokussierung des Spritzstrahls
wird eine Sekundärgasdüse eingesetzt, welche, wie der Primärgasstrom, mit Druckluft betrie-











Abbildung 2.6: Fülldraht Durmat AS-850 (Quelle: LWT). (a) Rasterelektronenmikroskopauf-
nahme (REM) des verwendeten Fülldrahts im Querschnitt. Die Hülle besteht aus einer FE-Basis-
Legierung und die Füllung aus Wolframschmelzkarbiden in Pulverform. (b) REM-Aufnahme der
Karbidfüllung.
Footprintversuche ist der angestrebte optimale Spritzabstand von 110mm ein wichtiger Pa-
rameter.
Zur Präparation der Proben wurden alle zu beschichtenden Substratoberﬂächen vor dem
Spritzen mit Edelkorund gestrahlt, um die Oberﬂäche aufzurauen und eine bessere mechani-
sche Mikroverklammerung zwischen Substrat und Beschichtung und damit insgesamt eine bes-
sere Schichthaftung zu erreichen. Anschließend wurden die Proben in einem ca. 10-minütigen
Ethanol-Ultraschallbad gereinigt und in einem Ofen auf ca. 70–100 ◦C für die Beschichtung
vortemperiert. Tabelle 2.2 fasst die verwendeten Strahlparameter zusammen.
Spritzparameter Strahlparameter
Spritzabstand (mm) 110 Strahlgut Edel-Korund EKF-14
Lichtbogenstrom (A) 220 Körnung (µm) 1180-1700
Lichtbogenspannung (V) 30 Druck (bar) 4,0
Primärgasdruck (bar) 6,0 Strahlabstand (mm) 100
Sekundärgasdruck (bar) 4,0 Strahlwinkel (°) 45
Drahtklemmung (bar) 1,2
Tabelle 2.2: Standardkonﬁguration für Lichtbogenspritzversuche [85].
2.3 Beschichtungssimulationen
Die computergestützte Simulation technischer Fertigungsprozesse verfolgt in der Regel das
Ziel, mindestens eine für die Eigenschaften des zu fertigenden Produktes oder den Prozess
selbst relevante Größe zu berechnen. Aus wirtschaftlicher Perspektive ergibt sich dadurch in
vielen Fällen eine erhebliche Kostenersparnis, da teure Versuche zur experimentellen Bestim-
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mung einer geeigneten Prozessparametrisierung vermieden oder zumindest in ihrer Anzahl
oder im Umfang reduziert werden können. Aus wissenschaftlicher Perspektive bewirkt die
Entwicklung einer Prozesssimulation eine Vertiefung des Verständnisses der simulierten Vor-
gänge. Neue Erkenntnisse können dabei sowohl direkt durch die für die Implementierung der
Simulation notwendige Analyse des zu simulierenden Systems oder indirekt durch die Aus-
führung von Simulationen mit neuen Parametrisierungen gewonnen werden.
Die Anforderungen an eine Beschichtung sind so vielfältig wie die verschiedenen Anwendungs-
bereiche und können mechanischer, elektrischer, chemischer, thermophysikalischer, magneti-
scher oder sogar optischer Art sein [115]. Dementsprechend kann die Qualität einer ther-
mischen Beschichtung im Allgemeinen nicht anhand einer einzelnen Größe beurteilt werden,
sondern hängt von einer Vielzahl an Faktoren ab. Welche Qualitätsfaktoren letztlich zur Beur-
teilung der Gesamtgüte einer Beschichtung geeignet sind, kann nur vor dem Hintergrund des
Zwecks der Beschichtung beziehungsweise des Anwendungsfalls beurteilt werden. So fördert
beispielsweise eine niedrige Porosität die Schichtkohäsion und -härte, was für die Herstel-
lung von Verschleißschutzbeschichtungen und für schleifend nachzubearbeitende Beschich-
tungen vorteilhaft ist. Dem entgegen ist für Wärmedämmschichten oder für Beschichtungen
von Festschmierstoﬄagern eine höhere Porosität erstrebenswert, um die Isolationsfähigkeit
oder die Aufnahmefähigkeit von Schmierstoﬀen zu steigern [38]. Trotz der Vielfalt der an
die Beschichtungen gestellten Anforderungen basieren viele Qualitätsfaktoren jedoch auf ei-
ner beschränkten Anzahl an unterschiedlich gewichteten Grundgrößen, wie beispielsweise der
Schichtdicke, dem Spritzwinkel oder dem Temperaturverlauf während des Prozesses.
Im Rahmen der Beschichtung von Tiefziehwerkzeugen sind, wie bereits in Kapitel 2.2 dis-
kutiert wurde, eine gleichmäßige Schichtdickenverteilung, eine hohe Härte sowie eine hohe
Verschleißfestigkeit der Beschichtung von Bedeutung. Maßgeblich für eine hohe Härte und
Verschleißfestigkeit ist dabei ein dichtes, porositätsarmes Mikrostrukturgefüge, welches unter
anderem durch die Vermeidung ﬂacher Spritzwinkel begünstigt wird [154]. Auch in anderen
Anwendungsgebieten wie zum Beispiel der Applikation von Wärmedämmschichten auf Tur-
binenschaufeln [121], von Verschleißschutz- und Dichtungsschichten in Pumpen [23] oder der
Beschichtung von Rollen und Walzen für die Papierindustrie [75] treten enge Toleranzforde-
rungen für die Schichtdicken auf.
2.3.1 Ziele der konzipierten Simulation
Das primäre Ziel der im Rahmen dieser Dissertation konzipierten Simulation ist daher die
Berechnung der Schichtdickenverteilung auf dreidimensionalen Bauteiloberﬂächen in Abhän-
gigkeit einer vorgegebenen Roboterbahn. Dabei wird eine möglichst breite Anwendbarkeit der
Simulation durch folgende Teilziele angestrebt:
• Bauteilgeometrie
Als Bauteilgeometrien werden beliebig komplexe dreidimensionale Freiformgeometrien,





Die vorzugebenden Roboterbahnen werden in keiner Weise beschränkt und beliebige
Bahnverläufe zugelassen.
• Beschichtungsmodell
Es werden keine einschränkenden Annahmen für die abzubildende Spritzcharakteristik
getroﬀen. Insbesondere erfolgt keine Beschränkung auf gaußförmige oder rotationssym-
metrische Charakteristiken.
Zur Sicherstellung der Qualität abgelagerter Schichtdicken existieren für viele Spritzprozesse
speziﬁsche Vorgaben zu einzuhaltenden Eingriﬀsparametern. Um eine dementsprechende Be-
urteilung der Qualität einer Roboterbahn zu ermöglichen, werden zusätzlich zur Schichtdicke
sekundäre Zielgrößen berechnet. Im Einzelnen werden folgende Größen berechnet:
1. Schichtdickenverteilung auf der Bauteiloberﬂäche (primäre Zielgröße)
2. Sekundäre, oberﬂächenbezogene Zielgrößen:
• Durchschnittlicher gewichteter sowie maximaler Spritzwinkel





• Durchschnittlicher gewichteter sowie maximaler Spritzwinkel
• Durchschnittlicher gewichteter sowie minimaler und maximaler Spritzabstand
Dabei wird zwischen oberﬂächen- und bahnbezogenen Zielgrößen unterschieden. Oberﬂächen-
bezogene Größen werden an diskreten Stellen auf der Oberﬂäche des gegebenen Bauteils
berechnet und dienen der Identiﬁkation lokaler Abweichungen von der Zielschichtdicke bezie-
hungsweise von optimalen Eingriﬀsparametern. Die Mittelwertbildung sowie die Bestimmung
von Minima und Maxima erfolgt für die oberﬂächenbezogenen Größen über die diskreten Si-
mulationszeitpunkte und somit die Positionen des Spritzbrenners entlang der Roboterbahn.
Die berechneten oberﬂächenbezogenen Umgebungstemperaturen stellen die durch den über
die Oberﬂäche bewegten Spritzbrenner an verschiedenen Stellen anliegenden Temperaturen
dar. Diese können als Randbedingungen für eine externe Simulation der Temperaturentwick-
lung im Bauteil verwendet werden. Eine solche thermodynamische Simulation wurde im Rah-
men einer Kooperation erstellt und in [10] dokumentiert, ist jedoch nicht Gegenstand dieser
Arbeit.
Bahnbezogene Größen werden für diskrete Positionen des Spritzbrenners entlang der Robo-
terbahn berechnet und geben so die zeitabhängigen Verläufe der Prozesseﬃzienz und der
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genannten Eingriﬀsbedingungen wieder. Die Bildung der Durchschnitts-, Minimal- und Ma-
ximalwerte erfolgt für diese Größen über alle diskreten Punkte der Bauteiloberﬂäche, welche
sich zu dem jeweiligen Zeitpunkt im Eingriﬀ beﬁnden. Bahnbezogene Zielgrößen erlauben
eine direkte Bewertung der Qualität einzelner Positionen oder Abschnitte der verwendeten
Roboterbahn und sind daher besonders für den Einsatz der Simulation zur Bahnplanung
wichtig, welcher ein weiteres Hauptziel der Simulation darstellt. Der Grundgedanke besteht
dabei darin, die Roboterbahn für die Beschichtung eines Bauteils in einem iterativen Verfah-
ren durch sukzessives Simulieren der Beschichtung und Anpassen der Bahn zu verbessern.
Die bahnbezogenen Größen liefern in diesem Kontext einen Indikator, welche Abschnitte der
Bahn optimierungsbedürftig sind, also zum Beispiel zu ﬂache Einschlagwinkel oder eine stark
abweichende Spritzdistanz aufweisen.
Durch den Einsatz der Simulation zur automatisierten Optimierung von Roboterbahnen erge-
ben sich besondere Anforderungen an die Laufzeit der Simulation. Dies ist darauf zurückzufüh-
ren, dass die Beschichtungssimulation in jeder Iteration der Bahnplanung ein oder mehrmals
ausgeführt werden muss, um die Auswirkungen von Bahnmodiﬁkationen auf die Zielgrößen
zu bestimmen oder um Ableitungen nach Optimierungsparametern durch numerische Diﬀe-
rentiation zu berechnen. Um eine akzeptable Laufzeit des gesamten Optimierungsverfahrens
zu gewährleisten, wird daher einer eﬃzienten Implementierung der Beschichtungssimulation
explizit ein hoher Stellenwert beigemessen. Um dieses Ziel zu erreichen, wird eine möglichst
konsequente Nutzung GPU-basierter Algorithmen angestrebt.
2.3.2 Verfügbare Simulationssoftware
Simulationssoftware zur Berechnung der Schichtdickenverteilung für thermische Spritzprozes-
se ﬁndet sich im kommerziellen Bereich in Verbindung mit Software zur Roboterbahnplanung.
Im akademischen Bereich existieren Publikationen zu Entwicklungen kleinerer, dedizierter und
in der Regel nicht veröﬀentlichter Softwaretools zur Schichtdickenberechnung verschiedener
Forschergruppen.
Kommerzielle Simulationssoftware
Zentrales kommerzielles Anwendungsgebiet für Beschichtungssimulationen thermischer
Spritzprozesse, welche die Schichtdickenverteilung auf komplexen Bauteilen berechnen, stellt
die Prozessplanung beziehungsweise die Oﬀ-Line-Programmierung (OLP) der Beschichtungs-
roboter dar [121]. In diesem Bereich existieren mehrere Softwaretools, welche Methoden zur
mehr oder weniger automatisierten Erstellung von Roboterbahnen zumeist auf Basis von
CAD-basierten Bauteilgeometrien bereitstellen. Zu diesen zählen herstellerspeziﬁsche Softwa-
resysteme, wie beispielsweise RobotStudio4 von ABB oder RoboGUIDE5 von Fanuc, sowie




Drittanbietersoftware wie Robcad6 (Siemens), Delmia/Robotics7 (Dassault Systèmes), Ro-
botWorks8 (Compucraft Ltd.), Eureka9 (Roboris) oder Robotmaster10 (Jabez Technologies).
Kernkompetenz bei diesen Produkten ist die Erstellung von Roboterbahnen sowie deren Simu-
lation im Hinblick auf Kollisionsfreiheit und dynamische Eﬀekte. Die großen Anbieter, Siemens
und Dassault Systèmes, integrieren ihre OLP-Software darüber hinaus in äußerst komplexe
PLM-Systeme (engl.: Product Lifecycle Management), welche alle Schritte des Lebenszyklus-
ses eines Produktes von Entwurf und Konstruktion bis hin zur Produktionsplanung und Pro-
duktwartung verwaltungstechnisch unterstützten. Im Kontext dieser umfassenden Lösungen,
Tecnomatix von Siemens PLM und DELMIA (engl.: Digital Enterprise Lean Manufacturing
Interactive Application) von Dassault Systèmes, werden auch Methoden zur Simulation ver-
schiedenster Prozesse wie Punkt- und Bahnschweißen, Bohren, Nieten, Schneiden, Polieren
oder Lackieren angeboten. Im Vergleich zu den auch bei kleineren Softwareanbietern weit ver-
breiteten Unterstützungen für Punkt- oder Bahnschweißen stellt die Simulation thermischer
Spritzprozesse jedoch keinen klassischen Anwendungsfall dar. Ein verwandtes und weit ver-
breitetes Verfahren ist hingegen das robotergestützte Spritzlackieren, welches von dem Modul
Robcad Paint, von DELMIA über die Drittandwendersoftware Fastsurf (Cenit AG) sowie von
der Software Eureka unterstützt wird. In diesem Kontext bewerben sowohl Siemens als auch
Cenit die Möglichkeit, durch eine entsprechende Konﬁguration der Lackiersimulation auch
thermische Spritzprozesse simulieren zu können. Detaillierte Informationen zur Funktions-
weise der in diesen Produkten integrierten Simulationen werden nicht veröﬀentlicht und sind
auch auf Anfrage nicht erhältlich, so dass für die Produkte Eureka und Fastsurf an dieser
Stelle auf die spärlichen Informationen aus Produktbroschüren zurückgegriﬀen werden muss.
Für Robcad Paint gilt dies prinzipiell auch, jedoch wurde kürzlich die Dissertation [121] von
A. Sadovoy zu dem Thema „Modeling and oﬄine simulation of thermal spray coating process
for gas turbine applications“ veröﬀentlicht. A. Sadovoy arbeitet als Beschichtungsexperte bei
Siemens und bietet in seiner Dissertation Einblicke in Simulationsmethoden, welche zumin-
dest prototypisch in Robcad Paint implementiert wurden. Ob diese Methoden tatsächlich in
Zukunft von Siemens verwendet werden, ist nicht sicher, kann aber als wahrscheinlich gelten.
Im Folgenden werden die bekannten Eigenschaften der drei Softwaresysteme beschrieben:
Eureka. Kernkompetenz der Software Eureka ist die Erstellung und Optimierung von Ro-
boterbahnen auf Basis von CAM-generierten Bahnen für CNC-Maschinen. In diesem Kontext
kann in virtuellen Roboterzellen unter anderem auch der Materialabtrag in Fräsprozessen
simuliert werden. Für Lackierprozesse bietet die Software eine Visualisierung des Material-
auftrags auf der Werkstückoberﬂäche, wobei als Simulationsbasis Spritzmuster dienen, welche
mit mehreren Parametern – welche genau bleibt unklar – deﬁniert werden können. Die Be-
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Geschwindigkeit, Abstand und Sprühwinkel. Eine über die Visualisierung der Schichtdicken
hinausgehende Verwendung der Simulation, beispielsweise zur automatischen Optimierung
von Roboterbahnen, ist nicht erkennbar.
Fastsurf. Fastsurf ist eine in DELMIA integrierte Lösung zur Oﬄine-Programmierung von
Robotern für Sprühapplikationen. Primär wird Fastsurf mit einem Prozessmodul für Lackie-
ren vertrieben, Weiterentwicklungen für weitere Sprüh- oder Spritzanwendungen sollen auf
Anfrage möglich sein. Für das Lackiermodul lassen sich kreisförmige und elliptische Pin-
selproﬁle deﬁnieren, wobei auch mehrere Proﬁle pro Werkzeug möglich sind. Verschiedene
randkurven- oder ﬂächenbasierte Bahngenerierungsmethoden werden angeboten. Zwar wird
in der Produktbeschreibung von Bahnplanung und -optimierung gesprochen, aber auch bei
dieser Software bleibt oﬀen, ob die Simulation zur automatisierten Optimierung der Bah-
nen verwendet wird. Genutzt wird dieses Tool unter anderem von ALSTOM zur Simulation
des Schichtauftrags von APS- und LPPS-Prozessen (engl.: Atmospheric Plasma Spray, APS;
Low Pressure Plasma Spray, LPPS), wobei als Pinselformen ausladende mehrdimensionale
Lookup-Tabellen zum Einsatz kommen, welche die Schichtwachstumsrate in Abhängigkeit
des Spritzabstands, des Spritzwinkels und der zweidimensionalen Position in einer Substrat-
ebene beschreiben [128]. Mit Hilfe eines externen Tools werden dabei Pinselbibliotheken mit
Spritzmustern anhand von eingestellten Prozessparametern generiert.
Robcad Paint. Das Modul Robcad Paint erweitert Robcad um Funktionalitäten zur Rea-
lisierung von Lackierprozessen. Diese umfassen unter anderem spezielle Funktionen zur Be-
stimmung der Roboterbahn und eine Funktion zur Simulation der Schichtdicken für Lackier-
maschinen unter Verwendung konventioneller (druckluftbetriebener) oder elektrostatischer
Lackierpistolen. Auch für Robcad Paint wird eine einfache Anpassung der Simulationsmetho-
den für weitere Prozesse, darunter auch thermische Spritzprozesse, beworben.
Im Rahmen der Dissertation [121] wurde zeitgleich und unabhängig von den Arbeiten in der
vorliegenden Dissertation eine Verfahrensweise zur Simulation thermischer Spritzprozesse mit
Robcad Paint entwickelt. Das von A. Sadovoy entwickelte grundlegende Beschichtungsmodell
basiert dabei auf einer komplexen analytischen Formulierung für bivariate gaußförmige Spritz-
proﬁle. Diese sind über ihre maximale Höhe, achsenparallele Standardabweichungen sowie
einen zweidimensionalen Oﬀset und einen Rotationswinkel in der zur Spritzachse orthogona-
len Ebene deﬁniert. Des Weiteren wird eine Formulierung für den winkel- und distanzabhän-
gigen Haftwirkungsgrad einbezogen. Basierend auf dieser dreidimensionalen Formulierung des
Spitzproﬁls wird zunächst eine Formulierung für das zweidimensionale Querschnittsproﬁl or-
thogonal zu einer geradlinigen Verfahrrichtung der Spritzpistole hergeleitet. Anhand additiver
Überlagerungen dieses zweidimensionalen Proﬁls werden analytische Lösungen für die Schicht-
dicke und Welligkeit des Proﬁls bei Mäanderbahnen mit variablem Bahnabstand auf ebenen
und zylindrischen Geometrien ermittelt und experimentell validiert. Die Implementierung des
dreidimensionalen Modells in Robcad Paint wird im Rahmen dieser Arbeit nicht ausführlich
beschrieben und demonstrierte Simulationsfälle beschränken sich bis auf eine einzige Aus-
nahme auf ebene Geometrien und sehr einfache Bahnen. Für das Beispiel einer freigeform-
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ten Turbinenschaufel werden Abweichungen zwischen Simulation und Messung im Bereich
bis 20% (durchschnittlich etwa 7%) für 15 nicht näher speziﬁzierte Messpunkte angegeben.
GPU-beschleunigte Simulationsverfahren kommen hier nach Kenntnis des Autors nicht zum
Einsatz.
Alle genannten Softwaresysteme befassen sich nicht nativ mit der Simulation thermischer
Spritzprozesse, sondern primär mit Lackieranwendungen, wobei neben generellen Bahnpla-
nungsmethoden die Optimierung von Fertigungszyklen und Taktzeiten im Vordergrund steht.
Das Werben der Hersteller für die Anpassbarkeit der (nicht öﬀentlichen) Prozessmodelle auf
viele weitere Oberﬂächenprozesse scheint vor dem Hintergrund der vorhandenen umfangrei-
chen PLM-Softwareumgebungen zumindest teilweise gerechtfertigt, da diese sicherlich eine
gute Softwarebasis für die Implementierung weiterer Prozesse bieten. Andererseits ist die
Marketingfunktion derartiger Aussagen nicht zu unterschätzen und es ist aus wissenschaftlich
technologischer Sicht nicht davon auszugehen, dass eine Anpassung der Modelle durch eine
einfache Neuparametrisierung geleistet werden kann, wie die Dissertation von A. Sadovoy
zeigt [121]. In [128] wird der Entwicklungsstand verfügbarer Simulationssysteme darüber hin-
aus als „eher stark beschränkt und experimentell als vollwertig kommerziell“ eingestuft.
Im Gegensatz zu diesen Systemen ist die im Rahmen dieser Arbeit entwickelte Simulation
explizit auf eine Unterstützung der Fertigungs- beziehungsweise Bahnplanung für thermi-
sche Spritzprozesse ausgerichtet und umfassend auf eine hohe Simulationsgeschwindigkeit
optimiert. Darüber hinaus bietet das konzipierte Footprint-basierte Beschichtungsmodell ei-
ne freiere Deﬁnition der Prozesscharakteristik. Auch gegenüber der Dissertation [121] wird
mit diesem Modell ein anderer Berechnungsansatz gewählt und umfassender evaluiert. Ferner
werden in Kapitel 3 dieser Arbeit bereits Methoden für eine robustere Messung von Foot-
printproﬁlen und die damit verbundene Kalibrierung der Simulation präsentiert, welche in
[121] als relevantes zukünftiges Forschungsgebiet für eine Steigerung der Zuverlässigkeit der
Beschichtungssimulation genannt werden.
Simulationsmethoden in der wissenschaftlichen Literatur
Im Gegensatz zu kommerziellen Systemen befassen sich wissenschaftliche Publikationen im
Themenbereich der Simulation von Schichtdickenverteilungen für thermische Spritzprozes-
se mit einzelnen Aspekten der Modellierung oder der Modellierung für einen bestimmten
Prozess oder Prozesstyp. Die publizierten Methoden zur Simulation der Schichtdicken äh-
neln sich dabei insofern, dass typischerweise zunächst eine mathematische Modellierung des
Massenﬂusses- oder des Schichtwachstums vorgenommen wird, welche in einem zweiten Schritt
zur Berechnung von Schichtdicken auf Bauteilgeometrien eingesetzt wird. Die angewendeten
Verfahrensweisen und Detailzielsetzungen einzelner Forschergruppen unterscheiden sich je-
doch deutlich voneinander.
Trifa et al. entwickeln ein modellbasiertes Expertensystem zur Vorhersage der Form zweidi-
mensionaler Spritzproﬁle als Querschnittsproﬁle von Linearbahnen [157, 158]. Diese Vorher-
sage basiert auf einer Datenbank von experimentell ermittelten Zusammenhängen zwischen
25
2. Grundlagen und Ziele der Arbeit
Eingriﬀsparametern wie Spritzwinkel, Spritzabstand, Verfahrgeschwindigkeit und Bahnoﬀ-
set einerseits sowie verschiedener Parameter einer gaußförmig angenommenen Proﬁlform wie
Maximalhöhe, Querschnittsﬂäche, Streuung, Oﬀset und Schiefe andererseits [159]. Demons-
triert wird die Schichtdickenberechnung auf Basis der vorhergesagten Proﬁle für planparallel
zu einer ebenen Substratgeometrie verlaufenden Mäanderbahn mit variablem Bahnabstand.
Die Berechnung erfolgt durch Addition der entsprechend des Bahnabstands gegeneinander
verschobenen Querschnittsproﬁle. Deng et al. entwickeln das Robotstudio-Plugin „Thermal
Spray Toolkit“ [40, 42, 53], welches die Berechnung von Schichtdicken ebenfalls für zweidi-
mensionale Querschnitte von Mäanderbahnen realisiert. Einstellbare Parameter sind hier der
Bahnabstand der Mäanderbahn (engl.: scannnig step) und der Spritzabstand. Die überla-
gerten Proﬁle werden als zuvor auf experimentelle Daten geﬁttete Gaußfunktionen aus einer
Datenbank geladen. Einen ähnlichen Grundansatz verfolgen auch Fasching et al. [54], al-
lerdings werden hier keine symmetrischen Einzelbahnproﬁle vorausgesetzt. Stattdessen wird
zunächst ein optimaler Anstellwinkel der Spritzpistole berechnet, unter dem gemessene Pro-
ﬁle, welche initial zur Spritzachse des Brenners unsymmetrisch sind, auf einer ebenen Sub-
stratoberﬂäche möglichst symmetrisch abgelagert werden. Die Simulation der Beschichtung
erfolgt anschließend wiederum durch die Addition dieser 2D-Proﬁle, wobei Mäanderbahnen
mit unterschiedlichen Oﬀsets zwischen einzelnen Überläufen zur Reduzierung der Welligkeit
der Beschichtung untersucht werden. Ein einzelner Überlauf bezeichnet dabei die Ausfüh-
rung einer vollständigen Mäanderbahn, welche die gesamte zu beschichtende Fläche abdeckt.
Duncan et al. betrachten das Problem einen optimalen Bahnabstand für Mäanderbahnen zu
ermitteln für ebene Substrate sowie rechtwinklige oder Überlagerungen von angewinkelten
Mäanderbahnen im Frequenzbereich [48].
Einen anderen Ansatz zur Simulation verfolgen Djurić et al. mit der Publikationsreihe [44–47].
Darin wird ein zunächst zweidimensionales, später komplexes dreidimensionales Modell für
den Massenﬂuss aufgestellt, welches mittels rekursiver Formulierungen nicht nur den Haftwir-
kungsgrad sondern auch die lokale Neuablagerung des nicht haftenden Materials in Form von
Mikroquellen beschreibt. Notwendig wird diese komplexe Formulierung insbesondere vor dem
Hintergrund, das Schließen kleiner Kavitäten in der Substratoberﬂäche und die Erzeugung
von Makroporen zu modellieren. Die wachsende Oberﬂäche wird dabei durch eine Level-Set-
Formulierung verfolgt. Nach [44] wird die Simulationsgeschwindigkeit insbesondere durch die
aufwendige Sichtbarkeitsberechnung ausgebremst. Unklar ist bei diesem Ansatz ferner, wie
die in dem Modell notwendigen Terme zur Neuablagerung von Material in der Praxis be-
stimmbar sind.
Die Anwendung einer dreidimensionalen Schichtauftragsberechnung ﬁndet sich weiterhin bei
Lugscheider et al. [95, 96]. Ziel ist hier die Finite-Elemente-Simulation der Temperaturen
und Spannungen in einem dreidimensionalen Bauteil-Schichtverbund. In diesem Ansatz wird
zunächst eine dreidimensionale Wahrscheinlichkeitsverteilung für die Partikelﬂugrichtungen
simulativ berechnet. Diese wird anschließend verwendet, um einzelne ﬁnite Elemente der im
Vorhinein vernetzten Beschichtung entsprechend des Verfahrweges des Roboters zu aktivieren
und dadurch den Materialauftrag in die FE-Simulation einﬂießen zu lassen.
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Bolot et al. [15] simulierten den Schichtauftrag auf einer ebenen Platte durch Superposition
dreidimensionaler gaußförmiger Proﬁle mit dem Fernziel, den somit berechneten Schichtauf-
trag in eine Temperatursimulation einzubeziehen.
Ferner gibt es einige Ansätze verschiedener Forschergruppen, in denen die Schichtdickenabla-
gerung und die Eingriﬀsbedingungen auf komplexen Bauteilen indirekt durch eine Optimie-
rung der Roboterkinematik und -dynamik homogenisiert werden sollen [20, 41, 43, 59]. Eine
Simulation der Schichtdicken ﬁndet hier nicht statt.
Betrachtet man die Eignung der dargestellten Arbeiten im Hinblick auf die in Kapitel 2.3.1
beschriebene Zielsetzung der in dieser Dissertation konzipierten Simulation, so wird deut-
lich, dass die in der Literatur beschriebenen Methoden wesentlichen Einschränkungen un-
terliegen. So verwendet die Mehrzahl der genannten Methoden lediglich zweidimensionale
Modellierungen auf Basis überlagerter Einzelbahnproﬁle und fast alle Arbeiten modellieren
den Massenﬂuss als rotationssymmetrisches Proﬁl, welches zumeist als normalverteilt ange-
nommen wird. Des Weiteren werden in vielen Publikationen stark vereinfachende Annahmen
zur Form der Bauteile oder der Roboterbahnverläufe getroﬀen. Dabei werden vielfach nur
ebene Bauteile sowie dazu planparallel verlaufende Mäander- oder Einzelbahnen betrachtet.
Diese vereinfachenden Annahmen werden auch in die verwendeten Beschichtungsmodelle ein-
gebracht, so dass beispielsweise die Modellierung von Bolot et al. [15] für ﬂache Geometrien
und planparallele Mäanderbahnen mit senkrechter Brenneranstellung und konstantem Ab-
stand zur Substratoberﬂäche weder winkel- oder distanzabhängige Haftwirkungsgrade noch
eine Abhängigkeit von der Spritzdistanz beinhaltet. Derartig vereinfachte Modelle sind für
allgemeine, dreidimensionale Bauteile und Roboterbahnen nicht sinnvoll anpassbar.
Veröﬀentlichungen, in denen das Schichtwachstum für dreidimensionale Bauteile modelliert
wird, ﬁnden sich auch im technologisch mit dem thermischen Spritzen verwandten Bereich des
Spühkompaktierens (engl.: spray forming). In diesem Fertigungsverfahren wird eine ﬂüssige
Metallschmelze durch eine Düse versprüht und triﬀt auf eine Auﬀangﬂäche, wo die Schmelz-
tröpfchen sukzessive zu einem festen Körper erstarren. Durch eine langsame Rotation und
das kontinuierliche Wegziehen der Auﬀangﬂäche von der Düse wächst so ein näherungsweise
zylindrischer Körper heran [65]. Durch die im Vergleich zu thermischen Spritzverfahren ex-
trem hohen Verdüsungsraten von bis zu 2 kg/s [19] können so metergroße Rohlinge entstehen.
Entsprechend dieses extremen Schichtwachstums befassen sich Publikationen zur Simulation
des Schichtauftrags für das Sprühkompaktieren in der Regel mit dreidimensionalen Massen-
ﬂussformulierungen und dreidimensional modelliertem Schichtwachstum [33, 34, 69, 92, 98,
132, 177]. Diese Publikationen nutzen alle ein rotationssymmetrisches gaußförmiges Beschich-
tungsmodell, welches vermutlich auf [132] zurückgeht. Aufgrund des Wachstums der erstellten
Rohlinge sind Formulierungen für die Sichtbarkeitsberechnung Bestandteil der Simulationen.
Erstaunlicherweise nutzt lediglich die älteste der genannten Veröﬀentlichungen von Seok et al.
[132] ein GPU-beschleunigtes Tiefenpuﬀerverfahren zur Sichtbarkeitsberechnung. Die übrigen
Arbeiten wenden in der Regel einfache Backface-Culling-Ansätze [34, 98, 177] oder Strahl-
schnitttests zwischen jedem modellierten Oberﬂächenpunkt und allen Flächenelementen der
Rohlingoberﬂäche [33, 69, 92, 177] an. Teilweise werden diese Verfahren durch Ausnutzung
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stets identischer geometrischer Bezüge zwischen der Düse und der Auﬀangﬂäche algorithmisch
vereinfacht [33, 69]. Der durch die Sichtbarkeitsberechnung entstehende Berechnungsaufwand
wird dabei als erheblich eingestuft [33, 69]. Wie auch bei den Publikationen im Bereich der
thermischen Spritztechnik sind die Verfahrwege der Düse relativ zum Substrat sowie die Sub-












Grundlage für jede Simulation des thermischen Beschichtens mit dem Ziel, die auf einem
Bauteil abgelagerte Materialverteilung zu berechnen, ist eine Beschreibung des vom Spritz-
brenner in einer bestimmten Zeitspanne richtungsabhängig abgegebenen Materials. Für die
im Rahmen dieser Arbeit entwickelte Beschichtungssimulation, welche in den Kapiteln 4–6
präsentiert wird, basiert diese Beschreibung auf einem für den zu simulierenden Spritzprozess
repräsentativen Footprintproﬁl, im Folgenden auch kurz Footprint genannt.
Definition. Unter einem Footprint F wird dasjenige dreidimensionale Profil des beim ther-
mischen Spritzen abgelagerten Spritzmaterials verstanden, welches entsteht, indem unter de-
finiertem (Raum-)Winkel, Abstand und für eine definierte Zeit auf ein initial ebenes, relativ
zur Spritzpistole unbeweglich positioniertes Substrat gespritzt wird.
Der Raumwinkel, unter dem bei einem Footprintexperiment auf die Oberﬂäche gespritzt wird,
wird als Spritzwinkel bezeichnet und klassischerweise zwischen der ebenen Oberﬂäche und der
durch die Ausrichtung des Brenners gegebenen Spritzachse gemessen. Da dieser Winkel bei
nichtplanaren Oberﬂächen nicht eindeutig zu bestimmen ist, wird der Spritzwinkel in dieser
Arbeit entgegen der klassischen Deﬁnition nicht zur Oberﬂäche, sondern zur Oberﬂächennor-
malen gemessen. Sofern nicht anderes angegeben ist, beträgt der Spritzwinkel für die im Rah-
men dieser Arbeit durchgeführten Footprintexperimente 0° und die Form des Footprintproﬁls
gibt damit den Materialﬂuss in einer senkrecht zu Spritzrichtung ausgerichteten Querschnitts-
ebene durch den Spritzstrahl wieder. Abbildung 3.1 zeigt die Fertigung von Footprints mit
dem Lichtbogenspritzverfahren sowie dem HVOF-Verfahren.
Die Form eines Footprints ist nicht nur charakteristisch für eine Spritztechnologie, wie zum
Beispiel Lichtbogenspritzen oder HVOF, sondern auch für die Parametrisierung jedes Prozes-
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Abbildung 3.1: Fertigung von Footprints (a) mit dem Lichtbogenspritzprozess und (b) mit
einem HVOF-Prozess.
ses durch die Wahl der Maschinenparameter und das verwendete Spritzmaterial. Eine mög-
lichst genaue messtechnische Erfassung des Footprintproﬁls für den zu simulierenden Prozess
ist daher maßgeblich für die Realisierung einer exakten Beschichtungssimulation. In diesem
Kapitel werden daher detailliert die auf Basis einer Vielzahl von Versuchen entwickelten tech-
nischen und algorithmischen Vorgehensweisen zur Erzeugung, Digitalisierung und Nachbear-
beitung der im Rahmen dieser Arbeit verwendeten Footprintproﬁle erläutert.
Im folgenden Abschnitt 3.1 wird zunächst ein Überblick über den Stand der Forschung und
Technik gegeben, wobei insbesondere verschiedene Methoden zur Bestimmung von Footprint-
proﬁlen beziehungsweise der Spritzcharakteristik sowie unterschiedliche messtechnische Ver-
fahren betrachtet werden. Im Anschluss wird in Kapitel 3.2 eine Übersicht über die gewählte
Verfahrensweise zur Herstellung, Digitalisierung und Nachbearbeitung von Footprints gege-
ben, welche in den darauﬀolgenden Kapiteln 3.3 bis 3.9 soweit möglich in chronologischer Rei-
henfolge der Einzelschritte erläutert wird. Im Fokus stehen dabei primär die Verfahrensschrit-
te, welche im Hinblick auf die Verwendung der resultierenden Proﬁldaten in der entwickel-
ten Beschichtungssimulation von Bedeutung sind. Diese umfassen sowohl relevante Aspekte
von Standardvorgehensweisen als auch im Rahmen dieser Arbeit entwickelte technische und
algorithmische Verbesserungen. Die Gesamtheit der im Rahmen dieser Arbeit entwickelten
Verfahren verfolgt dabei das Ziel, die Robustheit des technischen Prozesses und die Messge-
nauigkeit der Footprintproﬁle durch die Vermeidung und Reduzierung von Störeinﬂüssen zu
verbessern.
3.1 Stand der Forschung und Technik
Konkrete Verfahrensweisen, welche die Fertigung, Digitalisierung und gegebenenfalls Nach-
bearbeitung dreidimensionaler Footprintproﬁle, die in der Literatur auch als „spray spots“,
„spray patterns“ oder „deposition patterns“ bezeichnet werden, umfassend behandeln, sind in
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der Literatur – mit Ausnahme der im Rahmen dieser Arbeit aus diesem Anlass entstandenen
Veröﬀentlichung [171] – nach Kenntnis des Autors nicht vorhanden. Inhaltliche Schnittmen-
gen dieser Thematik ergeben sich jedoch mit Veröﬀentlichungen aus dem Bereich der ther-
mischen Spritztechnik, in denen Methoden zur Vermessung von Spritzproﬁlen Anwendung
ﬁnden, sowie mit Veröﬀentlichungen aus dem Bereich der allgemeinen und oberﬂächenorien-
tierten Messtechnik. Darüber hinaus gibt es alternative Ansätze zur Messung der Massen-
ﬂusscharakteristik im Freistrahl oder zur simulationsbasierten Berechnung des Massenﬂusses
auf Basis von Düsen- und Freistrahlsimulationen. Während in diesem Forschungsgebiet die
CFD-Simulation (engl.: Computational Fluid Dynamics) von thermischen Spritzvorgängen
sowohl innerhalb verschiedener Düsen in Spritzbrennern als auch außerhalb der Brenner im
Freistrahl ein Thema breiten Forschungsinteresses darstellt, wird auf die weitergehende Ver-
wendung der Simulationsergebnisse zur tatsächlichen Beschichtungsberechnung selten einge-
gangen. Dennoch existieren einige Ansätze zur Kopplung freistrahlbasierter mit substratba-
sierten Simulationen.
Remesh et al. [119] verwenden beispielsweise die kommerzielle CFD-Software Fluent1 zur Be-
rechnung von Temperatur-, Geschwindigkeits- und Partikelgrößenverteilungen im Freistrahl
eines Plasmabrenners als Grundlage für eine anschließende Berechnung des Ausbreitungs-
faktors verschiedener Splats nach dem Modell von Pasendideh-Fard et al. [113]. Durch die
simulierte Ablagerung der auf diese Weise charakterisierten Splats als einfache Zylinder in
einem Voxelvolumen konnten sowohl stationäre Footprints als auch Querschnittsproﬁle eines
linear verfahrenden Spritzbrenners simuliert werden, welche qualitative Parameter wie die
Streckung der Footprintform in Richtung der Partikeleindüsung im Brenner oder die Flachheit
eines Querschnitts in ihrer Tendenz richtig abbilden. Lugscheider et al. [95, 96] simulieren die
Partikelverteilung vor dem Substrat auf Basis der Verfolgung von Partikeltrajektorien durch
die Domäne einer Freistrahlsimulation und berechnen damit den Schichtauftrag auf komple-
xen Oberﬂächen durch das „Aktivieren“ vordeﬁnierter, ﬁniter Elemente auf dem Substrat.
Zhang et al. [181] betrachten ebenfalls die Trajektorien einzelner Partikel verschiedener Grö-
ße im Freistrahl und entwickelten hierfür ein probabilistisches Lattice-Boltzmann-Verfahren
(LB-Verfahren) basierend auf hexagonalen Gittern. Die auf die Partikel wirkenden Kräfte wer-
den dabei auf Grundlage einer LB-basierten Simulation des Freistrahls berechnet. Kang et al.
[76] verwenden eine Fluent-basierte Freistrahlsimulation und ein einfaches Mikrostrukturmo-
dell auf Basis von zylindrischen und unter ﬂacheren Spritzwinkeln elliptischen Splatformen
konstanter Höhe, um Footprintgeometrien unter verschiedenen Spritzwinkeln zu generieren.
Diesem Grundprinzip folgend können theoretisch beliebige Freistrahlsimulationen, welche die
für die Berechnung der Partikeltrajektorien notwendigen Feldgrößen bereitstellen, zur simu-
lativen Ermittlung eines Footprintproﬁls herangezogen werden.
Als primäre Grundlage für eine makroskopische Beschichtungssimulation erscheint dieser rein
simulative Weg zur Erzeugung einer Footprintgeometrie jedoch derzeit noch wenig geeignet.
Dies ist darin begründet, dass der Übergang von den in der Freistrahlsimulation berechne-
1ANSYS Fluent, http://www.ansys.com
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ten Feldgrößen zu einer realistischen Mikrostruktur unter Zuhilfenahme einer Einzelpartikel-
basierten Simulation sehr schwierig ist. Es kann beispielsweise nicht davon ausgegangen wer-
den, dass der gesamte, über die Feldgrößen einer Freistrahlsimulation bestimmte Massenﬂuss
auf die Mikrostruktur übertragen wird, da abhängig von Auftreﬀwinkel und Aufschmelzgrad
der Partikel unterschiedlich viele Partikel von der Oberﬂäche abprallen. Ebenso hat der orts-
abhängige, in der Mikrostruktur enthaltene Porenanteil einen wesentlichen Einﬂuss auf die
Form und das Gesamtvolumen der abgelagerten Schicht und müsste daher in das Simulations-
modell für den Schichtaufbau einbezogen werden. Aufgrund der sehr hohen Anzahl an Parti-
keln, die für den Aufbau schon eines sehr kleinen Ausschnitts einer Beschichtung erforderlich
sind, und der damit verbundenen hohen Rechenzeit werden hierfür jedoch stark abstrahierte
Modelle verwendet, welche einzelne Splats oftmals als ideal zylindrisch annehmen und auf
komplexe Interaktionen zwischen Splat und Substrat verzichten [63, 76]. Die Porosität wird
in solchen Modellen in der Regel durch einen einfachen, mehr oder weniger vordeﬁnierten
Eﬀekt, wie zum Beispiel das uniforme Hochbiegen der Ränder aller Splats als Funktion des
Splatradius (Curl-Up-Eﬀekt) [28, 63], modelliert oder auch gänzlich vernachlässigt [76]. Die
genaue Form der Poren und die aus der Simulation resultierende Gesamtporosität sind somit
bereits im Vorhinein durch die Wahl der Splatformen und eines Curl-Up-Winkels festgelegt.
Ein heuristischer Ansatz zur Simulation von Poren in Abhängigkeit der lokalen Eingriﬀssitua-
tion, insbesondere zur Porenbildung zwischen aneinander angrenzenden oder aufgebrochenen
Splats, auf Basis digitaler Filterung der simulierten Beschichtungsstrukturen wird in [83] vor-
gestellt. In [172] stellt der Autor dieser Dissertation ein eﬃzientes Simulationsverfahren für
den Mikrostrukturaufbau basierend auf einer GPU-beschleunigten Einzelpartikelsimulation
vor, welches in der Lage ist, den dreidimensionalen Schichtaufbau aus mehr als 10.000 Einzel-
partikelablagerungen unter Berücksichtigung der Aufprallsituation jedes einzelnen Partikels
zu simulieren. Trotz der durch den Einsatz eﬃzienter Implementierungstechniken erreichten
Erweiterung der Grenzen modellierbarer Mikrostrukturgefüge reicht die heute zur Verfügung
stehende Rechenleistung jedoch nicht für eine hinreichend detaillierte Simulation des Schicht-
aufbaus eines vollständigen Footprintproﬁls aus. Insgesamt ist es daher nicht überraschend,
dass in der Literatur zur simulativen Footprinterzeugung keine aussagekräftigen Daten zur
quantitativen Genauigkeit der simulativ ermittelten Proﬁle zu ﬁnden sind. Lediglich Kang
et al. [76] stellen das Volumen und die Maximaldicke der simulativ und experimentell er-
mittelten Footprintproﬁle direkt gegenüber. Allerdings sind diese Daten nicht stichhaltig, da
Abweichungen von bis zu 27% im Volumen vollständig und ohne messtechnische Überprüfung
der nicht in der Simulation berücksichtigten Porosität zugeordnet werden.
Abgesehen von diesen Schwierigkeiten der quantitativen Validierung wird für eine realistische
CFD-basierte Footprinterzeugung neben der genauen Geometrie der Brennkammer bzw. der
Düse eine enorme Vielzahl an prozess- und werkstoﬀspeziﬁschen Variablen und Konstanten
benötigt, welche im Allgemeinen nicht ohne Weiteres zur Verfügung stehen. Dazu zählen
mechanische, chemische, thermische und elektrische Materialkennwerte, welche nicht nur bei
Raumtemperatur sondern in vielen Fällen für einen weiten Temperaturbereich bekannt sein
müssen. Für eine vollständige Simulation von der Brennkammer bis zum Erkalten der Schicht
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auf dem Substrat sind solche Materialeigenschaften nicht nur für das Spritzgut, sondern auch
für die Elektroden in der Brennkammer, den zu beschichtenden Werkstoﬀ und umgeben-
de Gase von Bedeutung. Darüber hinaus müssen gegebenenfalls das konkrete Bauteil, seine
Oberﬂächenbeschaﬀenheit und die Ausrichtung und Positionierung des Brenners modelliert,
in eine zur Berechnung geeignete FE-Zerlegung unterteilt sowie korrekte Randbedingungen
(z.B. Temperaturen, Drücke) deﬁniert werden. In der Praxis würde daher die korrekte Ein-
stellung der kombinierten Freistrahl-Mikrostruktur-Simulation auf einen speziﬁschen Prozess
auf einer speziﬁschen Anlage ein hohes Maß an Expertenwissen in Bezug auf die Simulati-
on voraussetzen und gegebenenfalls eine zusätzliche Überprüfung der Zwischenergebnisse der
Freistrahlsimulation erfordern.
Bei Ermittlung eines Footprintproﬁls durch Messungen am realen Prozess kann aus theoreti-
scher Sicht zwischen Messungen im Spritzstrahl und der Vermessung des abgelagerten Werk-
stoﬀs unterschieden werden. Für Messungen im Spritzstrahl können kommerzielle Sensoren
wie z.B. die Systeme AccuraSpray, Sprayview oder DPV-2000 von Tecnar2, SprayWatch von
Oseir3 oder Linspray PFI (Particle Flux Imaging) von Linde Gas4 eingesetzt werden, welche
Partikeldichten, -größen, -temperaturen und -geschwindigkeiten messen. Je nach System wer-
den dabei entweder stark lokalisierte Einzelpartikelmessungen in einem kleinen Messbereich
(< 1mm3) oder aber Messungen in einem größeren Bereich bis hin zum gesamten Spritz-
strahl durchgeführt, welche dann allerdings in der Regel nur angenäherte Durchschnittswerte
liefern [57]. Zu diesen Einschränkungen kommt erschwerend hinzu, dass verlässliche Messun-
gen häuﬁg nur bei Prozesseinstellungen mit geringerer Partikeldichte und nicht zu nah an
der Brennerdüse erreicht werden können, da andernfalls, insbesondere bei den für die Foot-
printmessung relevanten Sensoren mit großem Messfeld, eine Sensorüberlastung aufgrund der
zu hohen Strahlungsintensität der Partikel oder des Plasmas auftreten kann [101]. Ähnliche
Probleme treten aus bislang ungeklärter Ursache bei bestimmten Werkstoﬀen (z.B. Mullit,
Lanthan-Hafnat) auf. Gevelber et al. [61] haben gezeigt, dass es zwar möglich ist, Strahlsenso-
rik gewinnbringend für eine closed-loop-Regelung des Prozesses zur Einhaltung vorgegebener
Partikeltemperaturen anzuwenden, jedoch konnte keine aussagekräftige Relation zwischen den
Sensordaten und der erzeugten Schichtdicke hergestellt werden. Insgesamt werden durch die
Messung im Strahl im Vergleich zur rein simulativen Bestimmung der Footprints zwar die Un-
sicherheiten durch eine potentiell ungenaue Freistrahlsimulation mit eventuell vorgeschalteter
Brennkammersimulation eliminiert, selbst unter der Annahme ideal arbeitender Sensorik ver-
bleibt jedoch auch hier die Problematik, die gemessenen Freistrahlgrößen korrekt in Footprint-
abmessungen auf dem Substrat zu überführen. Daher sind auch diese „In-Flight“-Messungen
in der Praxis – zumindest noch – nicht in der Lage, ein Footprintproﬁl beziehungsweise einen
genau lokalisierten Massenﬂuss quantitativ verlässlich zu ermitteln.
Abbildung 3.2 verdeutlicht diesen Zusammenhang: Je mehr Teilprozesse des Gesamtprozesses
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Abbildung 3.2: Rein simulativ kann ein Footprint theoretisch durch die Hintereinanderschaltung
von Simulationen für alle Teilprozesse berechnet werden (blau). Werden die zwischen den einzel-
nen Teilsimulationen weitergegebenen Daten durch Messungen ermittelt, können diese Messdaten
anstelle der vorherigen Simulation(en) verwendet werden und die Pfeile der grünen Kästen markie-
ren dann den jeweiligen Einstiegspunkt in der Simulationskette. Im Fall der direkten Vermessung
der Footprints ist keine Simulation mehr erforderlich.
des Footprints. Ein durchgehend simulierter Gesamtprozess, welcher ausschließlich auf an der
Maschine einzustellenden Prozessparametern basiert, wäre in der Praxis nur mit erheblichem
Wissen über die interne Funktionsweise der Simulationen sowie genaue Materialkennwerte der
eingesetzten Werkstoﬀe korrekt einstellbar. Während bei der Materialﬂussmessung im Strahl
noch der schwierige Schritt der Partikelablagerung und Schichtbildung auf Basis der erhal-
tenen Messwerte simuliert werden muss, kommt die direkte Vermessung des experimentell
erzeugten Footprints gänzlich ohne Simulation aus. Auch wenn der dabei entstehende Mess-
fehler nicht direkt mit dem kombinierten Fehler aus der Messung im Strahl und anschließender
Simulation der Partikelablagerung verglichen werden kann, so ist die direkte Vermessung des
auf einer initial ﬂachen Substratoberﬂäche abgelagerten Werkstoﬀs grundsätzlich wesentlich
unkomplizierter, da die Messung nicht online, das heißt nicht im laufenden Prozess, durchge-
führt werden muss. Für eine Messung steht damit beliebig viel Zeit zur Verfügung, so dass
eine Beschränkung auf einen kleinen Ausschnitt des Spritzstrahlquerschnitts respektive der
Footprintgrundﬂäche nicht erforderlich ist und überdies auch mehrere verschiedene Messver-
fahren nacheinander eingesetzt werden können.
Zur Vermessung von Proﬁlen thermisch gespritzter Schichten kommen sowohl zerstörungsfreie
Methoden, beispielsweise basierend auf optischer oder taktiler Messtechnik, als auch zerstö-
rende Methoden, wie die mikroskopische Vermessung in einem oder mehreren Querschliﬀen
der Beschichtung, in Frage. Letztere stellt für die metallographische Untersuchung thermisch
gespritzter Proben die Standardtechnik dar [163]. Dabei wird das Substrat mitsamt der an-
haftenden Beschichtung entlang einer oder mehrerer senkrecht zur Oberﬂäche ausgerichteten
Ebenen zerteilt, zur besseren Handhabung in eine Einbettmasse eingebettet, geschliﬀen und
poliert und anschließend im Mikroskop analysiert. Durch die Anwendung von Bildanalyse-
verfahren auf digitale Aufnahmen der mikroskopierten Beschichtung lassen sich eine Vielzahl
von Eigenschaften analysieren [4]. Für eine Vermessung der Schichtdicke werden hierzu in
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der Regel einige diskrete Messstrecken händisch in einer Messsoftware deﬁniert. Durch das
Zusammensetzen mehrerer Einzelaufnahmen zu einem Bild lassen sich Schichtdickenverläufe
mit mehreren Zentimetern Gesamtlänge vermessen. Aufgrund hochauﬂösender Optiken und
Bildsensoren können extrem hohe Messauﬂösungen im Submikrometerbereich einfach erreicht
werden [4]. Des Weiteren erlaubt diese Technik im Gegensatz zu nichtinvasiven Scantechno-
logien die Erfassung und Berücksichtigung des exakten Substratverlaufs beziehungsweise des
Verlaufs der Unterseite der Beschichtung. Nachteile des Verfahrens stellen neben der Zerstö-
rung der Probe die sehr zeit- und kostenintensive Präparation und Vermessung der Probe
sowie die lediglich zweidimensionale Vermessung dar.
Weitere Verfahren zur direkten Messung der Schichtdicke, welche auch im Bereich thermisch
gespritzter Schichten eingesetzt werden, stellen Ultraschall- [120, 185], Wirbelstrom- [51, 107]
und Röntgenﬂuoreszenz-basierte (engl.: X-Ray Fluorescence, XRF) [120] Methoden dar. Die-
se nichtdestruktiven Methoden beruhen auf einer punktuellen Ultraschallanregung, magne-
tischen Induzierung von Wirbelströmen oder Röntgenbestrahlung und der darauﬀolgenden
Messung der an Grenzschichten reﬂektierten Schallwellen, der Impedanz oder der Absorption
und Dämpfung der Röntgenﬂuoreszenz des Substrats durch die Beschichtung. Die Durch-
führung dieser Messungen erfolgt jedoch in der Regel als Einzelpunktmessung mittels eines
auf die Beschichtung aufgesetzten Handmessgeräts [104]. Im industriellen Einsatz existieren
zwar robotergestützte Systeme zur Führung derartiger Sensoren, beispielsweise das System
„Robotic PELT“ der Firma Imaginant5, die Charakteristik der Messung bleibt dabei jedoch
punktbasiert. Für die ﬂächige Proﬁlerfassung sind diese Geräte und Sensoren jedoch ungeeig-
net.
Im Gegensatz zu den bisher genannten direkten Methoden setzen taktile oder optische Syste-
me zur Vermessung der äußeren Bauteilform voraus, dass die unterliegende Substratgeometrie,
möglicherweise durch eine vorherige Vermessung, bekannt ist und als Referenzgeometrie zur
Bestimmung der Schichtdicke herangezogen werden kann. Allgemein existieren zur Vermes-
sung freigeformter Bauteile eine Vielzahl von Verfahren und kommerzieller Systeme, welche
für verschiedene Anwendungen unterschiedlich gut geeignet sind. Savio et al. [126] bieten
einen guten Überblick über verfügbare Verfahren und bewerten ihre Eignung für diverse Sze-
narien. Als Kriterien zur Kategorisierung der Anwendungsfälle dienen hierbei die Proben-
größe und -komplexität, die Oberﬂächen- und Materialbeschaﬀenheit sowie die zu erzielende
Genauigkeit. Hierbei schränken Oberﬂächen- und Materialbeschaﬀenheit die Eignung ver-
schiedener Sensortypen für einen Anwendungsfall ein. So sind beispielsweise taktile Scanner
nur bedingt für deformierbare Materialien geeignet. Spiegelnd reﬂektierende oder transpa-
rente Oberﬂächen können hingegen bei optischen Sensoren Probleme verursachen. Prinzipiell
zur Vermessung von Schichtproﬁlen geeignete und eingesetzte Systeme umfassen unter ande-
rem Koordinatenmessmaschinen (engl.: Coordinate Measuring Machines, CMM) mit taktilem
oder optischem Messkopf, Laserscanner, Streifenlichtscanner und Proﬁlometer auf Basis des
Fokusvariationsprinzips [37]. Koordinatenmessmaschinen sind aufgrund ihrer hohen Präzision
5http://www.imaginant.com/pelt_robopelt.html
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und Flexibilität weit verbreitet [57] und werden sowohl mit taktilen als auch laserbasierten
Messköpfen zur Vermessung thermisch gespritzter Beschichtungen eingesetzt[35, 76, 131, 158,
159], wobei lediglich Kang et al. [76] vollständig dreidimensionale Vermessungen von Foot-
prints vornehmen und sich nicht auf Querschnittsproﬁle entlang einer Grundlinie beschränken.
In Bezug auf die erzielbare Genauigkeit ist hier kein großer Unterschied zwischen optischen
und taktilen Messköpfen zu erwarten – Trifa et al. haben gezeigt, dass die Ergebnisse takti-
ler und laserbasierter Messungen gut übereinstimmen, wenn berücksichtigt wird, dass taktile
Verfahren aufgrund des nicht zu vernachlässigenden Durchmessers des Tastkopfes, welcher
nicht in beliebig kleine Proﬁltäler eindringen kann, etwas höhere Schichtdicken messen [160].
Der Unterschied liegt dabei in der Größenordnung der Rauheit der untersuchten Schicht.
Aufgrund der berührungslosen Messung sind optische Methoden in der Regel schneller als
taktile und bergen nicht die Gefahr, dass sich die Probe durch die Krafteinwirkung des Mess-
tasters verformt oder verschiebt. Letzteres stellt jedoch bei der Vermessung von Footprint-
proﬁlen auf Stahlsubstraten, wie sie im Rahmen dieser Arbeit durchgeführt wurden, aufgrund
des hohen Probengewichts und der geringen Antastkräfte kein Problem dar. Die beschränk-
te Eignung optischer Verfahren für spiegelnde Flächen hingegen kann zu Schwierigkeiten im
Rahmen einer initialen Referenzvermessung unbeschichteter Bauteile oder Rand- und Seiten-
ﬂächen der Proben führen.
Die Eignung verschiedener kommerzieller Scansysteme wird in Kapitel 3.5.1 weiterführend
diskutiert. Eine umfassende Übersicht über die genannten sowie weitere Techniken zur Ver-
messung freigeformter Bauteile ﬁndet sich in [57]. Schwenke et al. [129] und Weckenmann et
al. [166] diskutieren detailliert den Stand der Technik in den Bereichen optischer und taktiler
Sensorik.
3.2 Übersicht
Abbildung 3.3 zeigt eine Übersicht der in diesem Kapitel beschriebenen Schritte zur Herstel-
lung, Digitalisierung und Nachbearbeitung von Footprintproﬁlen in Form eines chronologi-
schen Ablaufplans, welcher die Einordnung einzelner Schritte in den Gesamtprozess erleich-
tert. Die übergeordneten Ablaufschritte werden in den folgenden, in der Abbildung angege-
benen Kapiteln 3.3 – 3.9 behandelt.
Der Gesamtprozess beginnt im Folgenden mit der Probenvorbereitung, welche die Fertigung
der Substratproben vom Schneid- und Fräsprozess bis zum Vortemperieren der Proben un-
mittelbar vor der Beschichtung durch den thermischen Spritzprozess umfasst. Kapitel 3.4 zur
robotergestützten Footprintbeschichtung behandelt im Anschluss grundlegende Optionen zur
experimentellen Footprintherstellung und thematisiert die für die nachfolgende Vermessung
der Proﬁle kritische Einmessung der Proben sowie die thermische Belastung des Schicht-
Substrat-Verbunds. Für die Vermessung der erzeugten Proﬁle wird nachfolgend die Eignung
von sechs im Rahmen dieser Arbeit erprobten Scansystemen zur Digitalisierung der Foot-










Abbildung 3.3: Gesamtablauf bei der Herstellung, Digitalisierung und Nachbearbeitung von
Footprintproﬁlen.
37
3. Erzeugung, Digitalisierung und Nachbearbeitung von Footprintprofilen
beschrieben (Kapitel 3.5). Kapitel 3.6 befasst sich schließlich mit der Nachbearbeitung der
gewonnen Scandaten, wobei der Fokus auf der Analyse und der Korrektur thermisch bedingter
Verformungen des Schicht-Substrat-Verbunds liegt. Zur Beurteilung der zwei zur Korrektur
der Verformung entwickelten Methoden sowie der im taktilen Scanprozess ermittelten Schicht-
dickenverteilungen auf komplexen Werkstückgeometrien in Kapitel 3.6 wird im Rahmen dieser
Arbeit auf Schichtdickenmessungen in lichtmikroskopischen Querschliﬀbildern zurückgegrif-
fen. Der im Rahmen dieser Arbeit entwickelte Algorithmus zur automatisierten Bestimmung
des Schichtdickenverlaufs in Querschliﬀbildern wird in Kapitel 3.7 dargestellt.
Nach der Nachbearbeitung der dreidimensionalen Scandaten können die ermittelten Proﬁle im
Rahmen der Beschichtungssimulation zur Charakterisierung des Massenﬂusses in Form einer
Lookup-Tabelle zum Einsatz kommen. Um die Genauigkeit dieser Repräsentation weiter zu
verbessern, kann darüber hinaus die in Kapitel 3.8 vorgestellte modellbasierte Footprintop-
timierung eingesetzt werden. Diese nutzt zusätzliche Schichtproﬁle, welche mit einem gerad-
linigen Bahnverlauf der Spritzpistole erzeugt wurden, für eine Verbesserung des gemessenen
Footprintproﬁls.
In Kapitel 3.9 wird schließlich die funktionsbasierte Repräsentation gemessener Footprint-
proﬁle auf Basis von Summen bivariater Gaußverteilungen beschrieben, welche sowohl eine
Alternative zu der Repräsentation als Lookup-Tabelle als auch einen erweiterten Schritt zur
Filterung und Interpretation der Proﬁldaten darstellt und sich als solcher in die Kette der
Nachbearbeitungsschritte dreidimensionaler Proﬁle eingliedern kann.
Zur Demonstration der Footprinterzeugung, -digitalisierung und -nachbearbeitung wurden in
den Kapiteln 3.3 bis 3.9 die Proﬁldaten zweier unterschiedlicher Messreihen verwendet. Die
erste Messreihe, bestehend aus mehreren Footprints sowie einigen in Kapitel 3.8 verwendeten
Linearbahnproﬁlen, kommt in den Kapiteln 3.3 bis 3.8 zum Einsatz. Die zweite Messreihe
von Footprintproﬁlen wird für die Auswertungen in Kapitel 3.9 sowie für alle Versuche in-
nerhalb des Evaluationskapitels 6 verwendet. Diese Messreihe wurde auf die gleiche Art und
Weise hergestellt, digitalisiert und der entwickelten Nachbearbeitung unterzogen wie die erste
Messreihe. Die einzige Ausnahme stellt hier die aufgrund der nicht verfügbaren Linearbahn-
proﬁle für die zweite Messreihe nicht durchgeführte modellbasierte Footprintoptimierung dar.
Begründet ist die Durchführung einer zweiten Messreihe in der technischen Aufrüstung der
für die Speisung der Spritzanlage eingesetzten Druckluftanlage nach der Feststellung, dass
die Leistungsfähigkeit der ursprünglichen Anlage nicht ausreichend war, um die eingestellten
Primär- und Sekundärgasdrücke dauerhaft im Prozess sicherzustellen. Durch diese für den
Autor dieser Arbeit unvorhersehbare, bauliche Maßnahme wurde die Massenﬂusscharakteris-
tik des verwendeten Lichtbogenspritzprozesses in der Tat dauerhaft in Richtung eines stärker
eingeschnürten Spritzstrahls und eines insgesamt runderen Footprintproﬁls verändert, wie ein
Vergleich der Abbildungen 3.34 des alten und 3.39 des neuen Proﬁls zeigt. Die zweite Messrei-
he diente daher der Ermittlung der Massenﬂusscharakteristik, welche auch für die Evaluation
der Beschichtungssimulation anhand komplexer Bauteile in Kapitel 6 Anwendung fand. Die




Abbildung 3.4: Stahlsubstrat der Größe 150×150×30mm3, dessen umlaufender Randbereich
durch angebrachte Blechwinkel vor dem Sandstrahlprozess abgeschirmt wird. Der Randbereich
dient später als Referenzﬂäche für die Digitalisierung der Probe.
3.3 Probenvorbereitung
Als Substrat für die Footprintherstellung dienen Stahlplatten der Größe 150×150×30mm3,
welche zur Probenvorbereitung zunächst von größeren Stahlstäben abgetrennt und beidseitig
plangefräst werden, um eine ebene Oberﬂäche zu erhalten. Die beidseitige Fräsbearbeitung
dient dabei der Vermeidung eines unsymmetrischen Spannungszustandes, welcher durch ei-
ne einseitige Bearbeitung entstehen und eine Wölbung der Proben verursachen könnte. Zur
Analyse der Planarität, sowie als Referenz für die in Kapitel 3.6.3 beschriebene Korrektur
thermischer Verformungen, werden die Substrate bereits vor der Beschichtung wie in Kapi-
tel 3.5 beschrieben eingescannt.
Im folgenden Bearbeitungsschritt werden die Proben im Sandstrahlprozess mit Edel-Korund
gestrahlt, um eine Aufrauung der Oberﬂäche und eine bessere Verklammerung zwischen Sub-
strat und Beschichtung und somit eine bessere Schichthaftung zu erzielen. Dabei wird ein
etwa 1 cm breiter, umlaufender Randbereich der Probe, welcher im Rahmen der Proﬁlvermes-
sung als Referenzhöhe dient, abgeschirmt (Abbildung 3.4). Das Strahlen der Proben erfolgt
dabei durch händisches, zeilenweises Bewegen der Strahldüse über die Probenoberﬂäche un-
ter einem Winkel von ca. 45° und in einem Abstand von etwa 100mm. Um eine Oxidation
der aufgerauten Oberﬂäche zu vermeiden, ﬁndet dieser Prozess so kurz wie möglich vor dem
Beschichtungsprozess statt. Die gestrahlten Proben werden anschließend in einem Ethanol-
Ultraschallbad 15 Minuten gereinigt.
Nach der Reinigung wird der 1 cm breite Probenrand jeder Probe maskiert, um das An-
haften von Partikeln im Spritzprozess zu unterbinden und in diesem Bereich eine saubere,
vom Scanner fehlerfrei antastbare Referenzﬂäche zu erhalten. Die Maskierung geschieht da-
bei durch das Aufkleben von selbstklebender Maskierungsbänder oder durch Bestreichen der
Fläche mit einem schnell trocknenden, wasserlöslichen Maskierungsmittel mit einem Pinsel.
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Als letzter Schritt der Vorbereitung werden die Proben schließlich in einem Umluftofen auf
ca. 120 ◦C vortemperiert, um die im Prozess resultierenden thermischen Eigenspannungen zu
reduzieren.
3.4 Robotergestützte Footprintherstellung
Zur Erzeugung geeigneter Footprints, welche das prozessdeﬁnierende Massenﬂuss- bzw. -abla-
gerungsverhalten möglichst korrekt wiedergeben, ist es erforderlich, die ebene Substratﬂäche
für eine festgelegte Dauer unbewegt im Spritzstrahl zu platzieren. Ein grundlegendes Problem
besteht dabei darin, dass der Lichtbogenspritzprozess, wie andere thermische Spritzprozes-
se auch, nicht ab dem Einschaltzeitpunkt stabil läuft. Stattdessen treten in der Phase nach
dem Einschalten deutliche Schwankungen der Prozessparameterwerte, wie zum Beispiel der
eingestellten Stromstärke, der Spannung oder des Gasﬂusses auf. Daher ist es nicht möglich,
das Footprintsubstrat bereits zu Beginn direkt vor der Spritzpistole zu positionieren, da an-
sonsten diese unrepräsentativen Schwankungen mit in das Messergebnis einﬂießen würden.
Im Folgenden werden verschiedene Möglichkeiten vorgestellt, dieses Problem zu umgehen.
Eine Möglichkeit besteht darin, eine Blende zwischen Spritzpistole und Substrat zu installie-
ren, welche für eine deﬁnierte Dauer entfernt wird, sobald der Prozess sich stabilisiert hat.
Die zeitweise Entfernung der Blende geschieht dabei idealerweise automatisiert, beispielsweise
durch einen Roboter, so dass die Dauer der Blendenöﬀnung präzise eingestellt werden kann.
Ebenso ist es empfehlenswert, die Blende zum Ende der Beschichtungszeit in der gleichen
Richtung wieder in den Spritzstrahl zu bewegen, in der sie zu Beginn auch herausbewegt
wurde. Dadurch wird während der Bewegung der Blende genau diejenige Seite des Spritz-
strahls zuerst abgeschirmt, welche beim Herausbewegen auch zuerst freigegeben wurde. An-
dernfalls ist die Bewegungszeit der Blende in die Berechnung der Spritzdauer einzubeziehen.
Nachteilig bei dieser Vorgehensweise ist, dass die Konstruktion einer robotergeführten Blende
relativ aufwendig ist, da diese, während der Prozess noch nicht stabil läuft, einer sehr hohen
thermischen Belastung standhalten muss. Weiterhin ist die Dauer bis zum Erreichen der vor-
gegebenen Prozessparameter und ihrer Stabilisierung nicht vorhersehbar, da diese Parameter
manuell justiert werden und dabei nur zeitverzögert auf Eingaben reagieren.
Eine zweite Möglichkeit zur Gewährleistung einer ausreichenden Prozessvorlaufzeit ist die
Montage der Spritzpistole auf einen Roboter, welcher diese erst nach der Prozessstabilisierung
über dem Substrat positioniert. Ein Nachteil dieser Methode besteht darin, dass das Foot-
printsubstrat bereits während der Positionierungsbewegung des Roboters beschichtet wird.
Für die im Rahmen dieser Arbeit angefertigten Footprints (Abbildung 3.5) mit einer mess-
baren Footprintbreite von weniger als 100mm beträgt die theoretische Positionierungszeit
bei einer programmierten Bahngeschwindigkeit des Roboters von 1.000mm/s ca. 1–2% der
Gesamtspritzdauer von 5–10 Sekunden. Des Weiteren ist bei diesem Ansatz darauf zu achten,
dass die Steiﬁgkeit des Roboters und sein maximales Handhabungsgewicht ausreichend sind,




Abbildung 3.5: Zwei Footprintproben, die auf einem Substrat der Größe 150× 150× 30mm3
hergestellt wurden. Erkennbar sind der ungestrahlte und unbeschichtete 1 cm breite Rand, wel-
cher als Referenzﬂäche für die Proﬁlmessung dient, sowie die etwas helleren Beschichtungsspuren,
entlang derer der Brenner über dem Substrat platziert wurde.
gen, ohne größere Schwingungen hervorzurufen. Je stärker die Pistole dabei abgebremst wird,
desto geringer ist zwar die Positionierungszeit und der damit verbundene Fehler, jedoch steigt
auch die Krafteinwirkung auf die Pistole und insbesondere ihre Halterung. Um zu vermeiden,
dass sich die Position oder Ausrichtung der Pistole relativ zum Roboter dabei verändert, sollte
die Halterung entsprechend stabil und passgenau konstruiert sein. Diese Problematik besteht
bei dem zuvor beschriebenen blenden-basierten Ansatz nicht, da Pistole und Substrat ortsfest
installiert werden können.
Theoretisch bestünde ferner die Option, das Substrat mit dem Roboter in den Spritzstrahl zu
bewegen. Abgesehen von einer erhöhten Gefahr, dass der Roboter in den Spritzstrahl geraten
könnte, ist hierfür auch die Konstruktion eines speziellen Probenhalters für den Roboter er-
forderlich. Dieser müsste die Probe auch bei hohen Beschleunigungen sicher halten, wodurch
eventuell eine wesentlich kompliziertere Montage der Substrate erforderlich wird. Für eine
nicht auf dem Roboter montierte Probe ist eine einfache Magnethalterung mit zweiseitigem
seitlichen Anschlag ausreichend und zudem – im Gegensatz zu einem Roboter – leicht inner-
halb oder an einer Abluftanlage zu montieren.
Um die Überhitzungsproblematik des Blenden-basierten Ansatzes und die damit verbunde-
ne Konstruktion einer komplexen Blendenvorrichtung zu vermeiden, wurden die im Rahmen
dieser Arbeit angefertigten Footprints mittels einer robotergeführten Spritzpistole hergestellt.
Dabei kam ein Roboter der Firma ABB6 vom Typ 4400/60 mit 60 kg Handhabungsgewicht
zum Einsatz, welcher den ohne Schlauchpakete 5,4 kg schweren Brenner mit einer program-
mierten Geschwindigkeit von 1.000mm/s auf den Mittelpunkt des Footprintsubstrats bewegt.
6ABB Ltd. (Asea Brown Bovery), http://www.abb.com
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Die durch den Positionierungsweg erzeugte geringe Schichtablagerung kann durch die modell-
basierte Footprintoptimierung oder durch die Berücksichtigung im Rahmen der funktionsba-
sierten Footprintrepräsentation, welche in den Kapiteln 3.8 respektive 3.9 vorgestellt werden,
kompensiert werden.
Unabhängig von der Frage, ob nun die Spritzpistole, das Substrat oder die Blende bewegt
wird, treten zwei wesentliche Schwierigkeiten bei der Anfertigung der 3D-Footprintproﬁle
auf, welche im Folgenden diskutiert werden: die genaue Einmessung der Probe und des Robo-
ters sowie die mit der hohen thermischen Belastung einhergehende Verformung des Schicht-
Substrat-Verbunds.
3.4.1 Einmessung des Werkstücks
Im Rahmen der Simulation des thermischen Spritzvorgangs wird das gewonnene Footprint-
proﬁl verwendet, um die in unterschiedlichen Richtungen von der virtuellen Spritzpistole ab-
gestrahlte Materialmenge zu deﬁnieren. Dazu muss das gewonnene Footprintproﬁl in Bezug
auf das Koordinatensystem – und damit insbesondere auch in Bezug auf die Quellposition
des Massenﬂusses – dieser virtuellen Spritzpistole korrekt positioniert werden. Um dies zu
gewährleisten, müssen alle relevanten Koordinatensysteme von der Spritzumgebung, in wel-
cher der Roboter platziert ist, über die Scannerkoordinatensysteme bei der Digitalisierung des
Footprints bis hin zur Simulation nachverfolgt und zueinander in Beziehung gesetzt werden.
Grundbedingung hierfür ist eine präzise Einmessung des Roboters, des Werkzeugs und des
Werkstücks sowohl bei der Anfertigung der Footprints als auch bei der Durchführung zuvor
simulierter Beschichtungen komplexerer Bauteile.
Im Folgenden werden daher die verschiedenen Koordinatensysteme erläutert, welche für die
Footprintgewinnung in der angegebenen Reihenfolge zueinander in Bezug gesetzt werden müs-
sen und in Abbildung 3.6 dargestellt sind:
1. Weltkoordinatensystem
Der Ursprung des Welt- oder Basiskoordinatensystems des Roboters wird im Allge-
meinen an der Basis des Roboters angenommen und ist mit einer Achse an der ersten
Drehachse des Roboterarms ausgerichtet.
2. Flanschkoordinatensystem
Das Flanschkoordinatensystem des Roboters liegt in der Mitte der Flanschplatte, an
der das Werkzeug befestigt wird. Die Koordinatentransformation zwischen Weltkoordi-
natensystem und Flanschkoordinatensystem ist dem Robotersystem aufgrund der Ge-
lenkstellungen bekannt und wird in der Regel intern als kinematische Kette über die
Stellung der verschiedenen Gelenkachsen sowie deren Geometrie auf Basis der Denavit-
Hartenberg-Transformation [39] berechnet.
3. Werkzeugkoordinatensystem
Das Werkzeugkoordinatensystem hat seinen Ursprung im Arbeitspunkt des Werkzeugs,














Abbildung 3.6: Übersicht über die verschiedenen Koordinatensysteme. Aufgrund der besseren
Lesbarkeit sind die z-Achse des Weltkoordinatensystems, welche von der Roboterbasis ausge-
hend nach oben gerichtet ist, sowie das Footprintkoordinatensystem nicht dargestellt. Die Achsen
des Footprintkoordinatensystems verlaufen parallel beziehungsweise antiparallel zu den x- und
y-Achsen des Werkstückkoordinatensystems und sein Ursprung liegt in dem des Werkzeugkoor-
dinatensystems. Der Probenanschlag oben links am Substrat deﬁniert den Ursprung des Werk-
stückkoordinatensystems.
worden, welcher im optimalen Spritzabstand – 110mm beim Lichtbogenspritzen – vor
der Düse liegt. Dieser Punkt kann prinzipiell anhand der bekannten Geometrie der
Spritzpistole und ihrer Halterung relativ zum Flanschkoordinatensystem festgelegt wer-
den. Die Achsen sind dabei so ausgerichtet, dass die z-Achse in Spritzrichtung zeigt
und die x- und y-Achsen parallel respektive senkrecht zur Flanschplatte stehen und ein
rechtshändiges Koordinatensystem aufspannen.
4. Werkstückkoordinatensystem
Im Koordinatensystem des Werkstücks werden von der Bahnplanungssoftware die Bahn-
punkte deﬁniert, entlang derer der TCP im Prozess über die Werkstückoberﬂäche zu
verfahren ist. Dieses Koordinatensystem wird entweder am Werkstück selbst oder häuﬁg
an einer Werkstückhalterung, welche einen deﬁnierten Anschlagpunkt bereitstellt, um
den Werkstückwechsel zu vereinfachen, platziert und mit Hilfe einer am Roboterﬂansch
montierten Einmessspitze durch Anfahren mehrerer Punkte in das Robotersystem ein-
programmiert. Für die Footprintgeometrien liegt der Ursprung dieses Koordinatensys-
tems, wie in Abbildung 3.6 gezeigt, an einer der rückseitigen Ecken der quaderförmigen
Substrate.
5. Scannerkoordinatensystem
Nach der Herstellung eines Footprints wird dieser mit einem 3D-Scanner vermessen.
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Die resultierenden Daten liegen anschließend in Form einer Punktwolke, eines Netzes
oder eines Höhenfeldes im Scannerkoordinatensystem vor. Dieses bezieht sich in der
Regel auf den Arbeitsbereich des Scanners oder wird während des Scanprozesses in
Bezug zur gescannten Probe deﬁniert. Während der Nachbearbeitung der Scandaten
wird das Werkstückkoordinatensystem auf Basis der vorliegenden Geometriedaten be-
stimmt. Für die Footprintsubstrate liegt der Ursprung an einer der vorderen Eckpunkte
des Substrates.
6. Footprintkoordinatensystem
Das Footprintkoordinatensystem beschreibt ein zweidimensionales, in der Simulation
verwendetes Koordinatensystem, über dem das in der Simulation verwendete Höhenpro-
ﬁl des Footprints deﬁniert ist. Das Koordinatensystem ist dabei derart in das Werkstück-
koordinatensystem eingebettet, dass x- und y-Achsen parallel verlaufen, wobei die y-
Achsen jedoch in entgegengesetzte Richtungen zeigen, da sich das Footprintkoordinaten-
system aus softwaretechnischen Gründen am Standardkoordinatensystem von OpenGL
orientiert. Die Skalierung der Achsen ist in diesem Koordinatensystem so gewählt, dass
der für die Simulation relevante Bereich des Footprints den Bereich (−1,−1) bis (1,1)
einnimmt. Der Ursprung des Footprintkoordinatensystems liegt ferner im Schnittpunkt
der Werkstückoberﬂäche mit der Spritzrichtung, welcher für eine im Spritzabstand von
110mm zur Oberﬂäche platzierte Probe dem TCP des Lichtbogenspritzbrenners ent-
spricht.
Fehlerquellen bei der Koordinatensystembestimmung
Bei der Bestimmung der verschiedenen Koordinatensysteme haben sich im Rahmen dieser
Arbeit zwei Faktoren als besonders problematisch erwiesen: Zum einen die geringe Steiﬁgkeit
der Pistole beziehungsweise zu viel Spiel in ihrer nicht ausreichend passgenauen Halterung
und zum anderen die Schwierigkeit, eine genaue Spritzrichtung für Footprintversuche und die
Beschichtung komplexer Werkstücke wiederholbar festzulegen. Die geringe Steiﬁgkeit und der
Spielraum in der Halterung der Spritzpistole sind dabei ursächlich für Abweichungen zwischen
Flansch- und Werkzeugkoordinatensystem, welche eine zuverlässige Ausrichtung des Brenners
auf das Werkstück beeinträchtigen. Zur Kompensation dadurch auftretender statischer Ab-
weichungen und zur Sicherstellung einer identischen Brennerausrichtung auf das Bauteil über
mehrere Beschichtungsvorgänge hinweg ist daher ein manueller Abgleich der Ausrichtung auf
Basis eines Spritzbrenner-gebundenen Koordinatensystems notwendig. Wesentlich ist hierfür
eine genaue Festlegung der Spritzrichtung des Brenners, welche insbesondere für den verwen-
deten Lichtbogenspritzprozess nicht auf einfache Weise deﬁnierbar ist. Im Folgenden werden
diese Probleme zunächst genauer erläutert.
Als Ursache für Fehlausrichtungen des Spritzbrenners wurden zwei wesentliche Faktoren iden-
tiﬁziert. Zum Einen zeigte eine Überprüfung der Pistolenhalterung, welche als Bindeglied zwi-
schen Flanschplatte und Brenner fungiert, dass die Schraubﬁxierung der Lichtbogenspritzpis-












Abbildung 3.7: Zwei unterschiedliche Arten der Schlauchführung: (a) An einem Federsystem an
der Decke aufgehängt oder (b) auf dem Boden liegend. (c) Die Überlagerung der beiden Aufnah-
men (rot/grün) zeigt, dass die Art der Schlauchführung die Pistole in unterschiedliche Richtungen
belastet, was zu einer Neigung der Pistole in diesem Fall um α≈ 4,25° führt. Das Schlauchpaket mit
einem Gewicht von ca. 50 kg setzt sich zusammen aus 1 Sekundärgaszufuhr, 2 Drahtzufuhr (An-
ode, Kathode), 3 Strom (Anode, Kathode) und Primärgas, 4 Stromversorgung Drahtförderer
und 5 Druckluftzufuhr Drahtförderer (d).
Prozess wirkenden Beschleunigungen zu unterbinden. Der Brenner kann sich in der nicht exakt
passgenauen Halterung dadurch um wenige Grad um die zur Flanschplatte senkrechte z-Achse
des Flanschkoordinatensystems (Abbildung 3.6) drehen. Zum Anderen ist die originale Ma-
schinenhalterung der SmartArc-Spritzpistole in Form eines angeschraubten Stahlwinkels nicht
steif genug, um eine Verkippung der Pistole um eine zur x-Achse des Werkzeugkoordinaten-
systems parallele Achse eﬀektiv zu verhindern (Abbildung 3.7). Maßgeblich für den Grad der
dadurch hervorgerufenen Fehlausrichtung ist nicht nur das Eigengewicht des Brenners von ca.
5,4 kg, sondern insbesondere auch das Gewicht des an der Pistole befestigten Schlauchpakets
(ca. 50 kg , Abbildung 3.7d) sowie die Art der Schlauchführung. Die Schläuche können dabei
entweder auf dem Boden entlanglaufen oder über ein Federzugsystem an der Decke geführt
werden. Eine Schlauchführung entlang des Roboters kommt hier aufgrund der hohen Biege-
steiﬁgkeit und der stärkeren Krümmung, welche die Drahtförderung durch höhere Reibung
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erschweren würde, nicht in Frage. Abhängig von der Art der Schlauchführung und der Stellung
des Roboters ergibt sich eine am hinteren Ende der Pistole angreifende zeit- oder positionsab-
hängige Kraft, welche auf die Spritzpistole wirkt und diese aufgrund der erläuterten geringen
Steiﬁgkeit der Halterung – wie in Abbildung 3.7 dargestellt – in unterschiedliche Richtungen
kippt. Diese Problematik tritt nicht nur bei dem verwendeten Lichtbogenspritzsystem auf,
sondern bei allen kabel- bzw. schlauchgebundenen Beschichtungssystemen. Darüber hinaus
wirkt der von der Roboterhalterung oftmals weit nach vorn auskragende Brenner schwin-
gungsfördernd – ein typisches Beispiel für einen solchen weit auskragenden Brenner ist der in
Abbildung 3.8 dargestellte C-CJS-HVOF Brenner der Firma Thermico7.
Diese Gegebenheiten führen dazu, dass das in der Robotersteuerung auf Basis der CAD-
Daten der Spritzpistole und ihrer Halterung deﬁnierte Werkzeugkoordinatensystem nur ein-
geschränkt der tatsächlichen Position und Ausrichtung der Pistole entspricht. Grundsätzlich
kann dabei zwischen Abweichungen aufgrund von dynamischen Eﬀekten innerhalb eines Be-
schichtungsvorgangs und Abweichungen, welche auch in quasi-statischen Situationen relevant
sind, unterschieden werden. Dynamische Abweichungen zwischen dem programmierten und
dem tatsächlichen Werkzeugkoordinatensystem sind insbesondere zu erwarten, wenn die Pis-
tole schnellen Beschleunigungen ausgesetzt ist, welche Werkzeug und Halterung stark belas-
ten. Ein typisches Beispiel ist die abrupte Änderung ihrer Ausrichtung beim Passieren einer
starken Werkstückkrümmung bzw. -kante. Demgegenüber stehen Abweichungen der Spritz-
pistole, welche aus einer Positions- oder Lageänderung der Pistole, des Schlauchpakets oder
des Roboters resultieren. Diese treten nicht unbedingt in ausgeprägter Form innerhalb eines
Beschichtungsvorgangs auf, sondern ändern sich mit den für verschiedene Werkstücke un-
terschiedlichen Beschichtungsstrategien, beispielsweise einer geänderten Schlauchaufhängung
oder dem Beschichten mit einer um 90° oder 180° um die Spritzrichtung gedrehten Pistole.
Im Gegensatz zu den dynamischen Eﬀekten, deren komplexe Simulation ein eigenständiges
Forschungsgebiet darstellt und welche daher nicht Teil dieser Arbeit ist, lässt sich eine nä-
herungsweise statische Abweichung des Werkzeugkoordinatensystems durch Messungen der
Spritzpistolenlage relativ zum Bauteil ermitteln und durch eine Änderung der Roboterpro-
grammierung oder -einmessung kompensieren.
Dabei ergibt sich das zweite zu Beginn genannte Problem: die genaue Feststellung der Spritz-
richtung, welche die z-Achse des Werkzeugkoordinatensystems deﬁniert und nicht in jedem
Fall auf einfache Weise anhand der äußeren Konstruktion des Brenners ersichtlich ist. Eine
naheliegende Wahl für die Spritzrichtung und somit die z-Achse des Werkzeugkoordinaten-
systems ist die Mittelachse der in der Regel rotationssymmetrischen Brennkammer und Düse
eines Spritzbrenners. Für den in Abbildung 3.8 dargestellten HVOF-Spritzbrenner ist diese
Achse auch in der Praxis anhand der langgezogenen, zylindrischen Geometrie der Spritzpisto-
le gut ersichtlich und eindeutig deﬁniert. Bei Lichtbogenspritzsystemen existiert jedoch eine
solche Brennkammer nicht, da die durch den Zerstäubergasstrom von Anode und Kathode
mitgerissene Schmelze keine einschnürende Düsengeometrie durchläuft. Um dennoch ein an




Abbildung 3.8: Der auf dem Roboter montierte und mit ca. 400mm weit nach vorne auskragende
HVOF-Brenner neigt im Betrieb zu nicht unerheblichen Schwingungen (Foto: LWT).
die Spritzpistole gebundenes Werkzeugkoordinatensystem zuverlässig und mit ausreichend
hoher Wiederholgenauigkeit über mehrere Versuche hinweg festzulegen, wurde im Rahmen
dieser Arbeit eine Lasereinmessvorrichtung entwickelt und – in Kooperation mit dem Lehr-
stuhl für Werkstoﬀtechnologie – konstruiert und gefertigt.
In diesem Zusammenhang ist es essentiell, zwischen der durch die Lasereinmessung bestimm-
ten, in Spritzrichtung zeigenden Achse des Werkzeugkoordinatensystems, welches sich an der
Geometrie des Spritzbrenners orientiert, und derjenigen Richtung q, in der die überwiegende
Menge des Spritzwerkstoﬀs aus der Pistole abgegeben wird, zu unterscheiden. Das Werk-
zeugkoordinatensystem dient primär der korrekten Positionierung des Roboters relativ zum
Werkstück und stellt das Verbindungsglied zwischen Flansch- und Werkstückkoordinaten dar.
Im Idealfall koinzidiert die Massenﬂussrichtung mit der z-Achse dieses Koordinatensystems,
denn nur in diesem Fall kann vom Anstellwinkel der Spritzpistole an einem Bahnpunkt der
Roboterbahn zur Oberﬂäche direkt auf den für die Schichtqualität wichtigen Spritzwinkel,
also den Winkel unter dem der Massenﬂuss die Bauteiloberﬂäche triﬀt, geschlossen werden.
In der Realität weicht die mittlere Flugrichtung der Partikel jedoch in unterschiedlichem Ma-
ße von dieser Achse ab. Dies ist darin begründet, dass die Richtung des größten Massenﬂusses
von den eingestellten Prozessparametern abhängig ist und beispielsweise beim Lichtbogen-
spritzverfahren durch das ungleichmäßige Abschmelzen von Anode und Kathode [165] sowie
die Verwendung unterschiedlicher Düsenaufsätze [184] oder bei pulverbasierten Verfahren wie
dem Plasmaspritzen durch die Pulverfraktion, den Trägergasvolumenstrom und die Positio-
nierung und Ausrichtung der Pulverinjektoren des Spritzbrenners [55, 140] beeinﬂusst wird.
Wird nun bei der Herstellung der Footprints zur Simulation des Prozesses eine signiﬁkante
Diskrepanz zwischen Massenﬂussrichtung und initial deﬁnierter z-Achse des Werzeugkoordi-
natensystems festgestellt – der Footprint liegt in diesem Fall nicht im „anvisierten“ Punkt auf
der Substratoberﬂäche – so kann diese Diskrepanz durch eine einfache Transformation TWKS
des Werkzeugkoordinatensystems, welche die z-Achse auf die Richtung des Massenﬂusses ab-
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bildet, korrigiert werden. Gegebenenfalls können so für einen Brenner mehrere von Spritzpa-
rametern, Düsenaufsätzen etc. abhängige Korrekturen TiWKS erstellt werden. Dieses Vorgehen
vereinfacht die Einmessung eines Bauteils sowie die Bahnplanung dahingehend, dass stets ei-
ne Ausrichtung des Brenners beziehungsweise der Bahnpunkte normal zur Bauteiloberﬂäche
angestrebt werden kann. Erst durch die (nachträgliche) Wahl der zur Parametrisierung oder
beispielsweise zu einem gewählten Düsenaufsatz passenden Korrekturtransformation TiWKS
wird die Anstellung des Werkzeugs zur Oberﬂäche so modiﬁziert, dass der tatsächliche Spritz-
strahl die Bauteiloberﬂäche senkrecht triﬀt.
Bei der Festlegung von TWKS basierend auf den Footprintmessungen ist ferner zu beachten,
dass sich im Fall signiﬁkanter Abweichungen zwischen der z-Achse des Werkzeugkoordinaten-
systems und der Massenﬂussrichtung durch eine Rotation der Spritzpistole auch eine andere
Footprintform ergibt. Gegebenenfalls ist die Herstellung des Footprints also mit der durch
TWKS festgelegten Transformation der Spritzpistole zu wiederholen. Dieser Umstand kann
jedoch auch für eine Optimierung der Footprintform genutzt werden. Fasching et al. beschrei-
ben dazu einen Optimierungsansatz, welcher eine optimale Rotation des Brenners berechnet,
so dass der resultierende Footprint möglichst symmetrisch ist [54]. Eine Möglichkeit zur Wahl
von TWKS besteht also in der Wahl dieser Rotation verkettet mit einer Translation, welche
das Zentrum des resultierenden Footprints in die z-Achse des Werkzeugkoordinatensystems
verschiebt.
Insgesamt erlaubt die Bestimmung der Transformation TWKS zwar eine exaktere Bahnpla-
nung, allerdings ist, um eine wiederholbare Einmessung des Brenners zu gewährleisten, eine
Koinzidenz von Massenﬂussrichtung und Spritzrichtung nicht zwingend erforderlich. Falls
sowohl die Footprintversuche als auch die Beschichtung von Bauteilen im produktionstechni-
schen Einsatz derselben relativen Einmessung des Brenners auf das Bauteil unterliegen, wird
auch eine von der Spritzrichtung abweichende Massenﬂussrichtung simulativ korrekt wieder-
gegeben. Entscheidend ist daher an dieser Stelle die Deﬁnition eines anhand der Brennergeo-
metrie speziﬁzierten Koordinatensystems, welches im Vorfeld der Beschichtung die Prüfung
und Korrektur der Bauteileinmessung erlaubt.
Aufbau der Lasereinmessvorrichtung
Zur Deﬁnition eines solchen Koordinatensystems wurde im Rahmen dieser Arbeit die in
Abbildung 3.9 dargestellte Einmessvorrichtung entwickelt, welche aus einem zylindrischen
Grundkörper besteht, der mittels einer Gewindebuchse an Stelle der Sekundärgasdüse auf
die Spritzpistole geschraubt wird. Diese direkte Befestigung der Lasereinmessvorrichtung am
Düsengewinde sowie ein zwischen Grundkörper der Laserhalterung und Düsengewinde einge-
bauter Fixierstift, welcher eine Rotation des Grundkörpers in der Gewindebuchse unterbindet,
stellen sicher, dass das durch die Einmessvorrichtung deﬁnierte Koordinatensystem relativ zur
Spritzpistole mit hoher Wiederholgenauigkeit über mehrere Versuche reproduzierbar ist.
Die Achsrichtungen dieses Koordinatensystems werden durch ein batteriebetriebenes, zylin-
















Abbildung 3.9: Entwickelte Lasereinmessvorrichtung. (a): Schnittansicht durch die Einmessvor-
richtung mit 1 Triangulationslasermodul, 2 arretierbarem Kugelgelenk, 3 in das Brennergehäu-
se greifendem Fixierstift, 4 Kreuzlasermodul, 5 insgesamt acht Gewindestiften zur Ausrichtung
des Kreuzlasers sowie der 6 Gewindebuchse zur Befestigung am Brenner. (b): Auf dem Brenner
montierte Vorrichtung bei zu großem Spritzabstand (vergleiche Abbildung 3.10a).
maligen Kalibrierung mit Hilfe von insgesamt acht symmetrisch an vier Seiten des Zylinders
eingelassenen Gewindestiften ca. 3° in jede Richtung kippen und zunächst frei drehen lässt.
Dieses Kreuzlasermodul strahlt zwei orthogonale Laserebenen in den Raum, deren Schnitt-
gerade die z-Achse des Werkzeugkoordinatensystems deﬁniert und in denen die zur z-Achse
orthogonalen x- und y-Achsen des Koordinatensystems liegen. Die Laserebenen werden dabei
durch eine Auﬀächerung eines Laserstrahls durch Brechung an einer Wellenproﬁllinse erzeugt.
Vor der Anfertigung der Footprints wurde dieses Lasermodul einmalig so kalibriert, dass das
somit bestimmte Koordinatensystem dem für den Roboter programmierten Werkzeugkoordi-
natensystem entspricht. Dazu wurde die Pistole waagerecht montiert und das Schlauchpaket
so geführt, dass die Pistole möglichst unbeeinﬂusst bleibt. Durch das robotergesteuerte Hin-
und Herdrehen der Pistole um die programmierte Spritzachse beschreibt der näherungsweise
senkrecht auf eine entfernte Wand treﬀende Mittelpunkt des Kreuzlasers nun einen Kreisbo-
gen, dessen Radius um so größer ist, je weiter die durch den Kreuzlaser deﬁnierte z-Achse
von der programmierten Rotationsachse abweicht. Durch Kippen des Lasermoduls mittels
der Gewindeschrauben kann der Laser schließlich parallel zur programmierten Rotationsach-
se ausgerichtet werden, wobei gleichzeitig seine Rotation um die Spritzachse derart ﬁxiert
wird, dass auch die zur z-Achse orthogonalen Achsen des Laserkreuzes den Achsen des Werk-
zeugkoordinatensystems entsprechen. Dies kann leicht durch das robotergestützte Bewegen
des Brenners entlang dieser Achsen überprüft werden. Der genaue Ursprung des nun bis auf
eine Translation entlang der z-Achse festgelegten Laserkoordinatensystems, welcher dem TCP
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des Werkzeugs entspricht, kann nun durch ein zusätzliches, an einem ca. 10 cm auskragen-
den Arm schwenkbar befestigtes Punktlasermodul als Schnittpunkt zwischen dem emittierten
Laserstrahl und der z-Achse festgelegt werden. Um die genaue Position des Arbeitspunktes
auf der z-Achse mit Hilfe des Punktlasers triangulieren zu können, wurde eine Kalibrierspitze
angefertigt, welche ebenfalls auf das Düsengewinde geschraubt werden kann und deren Länge
ab der Spitze der Spritzdrähte exakt dem Spritzabstand von 110mm entspricht. Wird diese
Spitze auf einen beliebigen Fixpunkt ausgerichtet, lässt sich nach dem Austausch der Spitze
gegen die Lasereinmessvorrichtung die Position des Fixpunktes als TCP übernehmen. Nach
dieser Kalibrierung konnte im Bereich des Spritzabstandes keine signiﬁkante mit dem Laser-
messsystem messbare Abweichung zwischen den Ausrichtungen des Laserkoordinatensystems
und des Werkzeugkoordinatensystems des Roboters mehr festgestellt werden.
Anwendung des Lasereinmesssystems
Das somit eingeführte Koordinatensystem ermöglicht die zuverlässige Kontrolle der relativen
Position von Spritzbrenner und Werkstück und damit den Ausgleich potentieller Abweichun-
gen der Brennerausrichtung aufgrund geänderter statischer Belastungen oder aufgrund der
nicht formschlüssigen Einspannung des Brenners in der Halterung. Zu diesem Zweck kön-
nen ein oder mehrere markante Punkte auf der Bauteiloberﬂäche beziehungsweise -halterung
mit dem Roboter angefahren oder die gesamte Roboterbahn langsam nachgefahren werden,
um zu überprüfen, ob der von den beiden Lasermodulen projizierte TCP tatsächlich an der
gewünschten Bauteilposition liegt. Da die Spritzpistole in der Regel senkrecht zur Bauteilober-
ﬂäche angestellt wird, können anhand der Lage des Kreuz- und Punktlasers auf der Oberﬂäche
translatorische und rotatorische Abweichungen jeder Achse des durch die Laser bestimmten
Koordinatensystems gegenüber dem programmierten Werkzeugkoordinatensystem des Robo-
ters festgestellt und entsprechend korrigiert werden. Dies wird in Abbildung 3.10 verdeutlicht.
Während hierbei Translationen und Rotationen entlang der bzw. um die Spritzachse leicht
festzustellen sind (Abbildungen 3.10a und 3.10b), können für die anderen beiden Achsen
translatorische von rotatorischen Abweichungen durch Bewegen des Roboters entlang der
Spritzachse unterschieden werden. Während bei translatorischen Abweichungen der projizier-
te Kreuzlasermittelpunkt unverändert bleibt, entfernt er sich bei rotatorischen Abweichungen
mit zunehmendem Abstand der Pistole von der Oberﬂäche weiter von der Sollposition (Abbil-
dungen 3.10c und 3.10d). In der Praxis konnten festgestellte Abweichungen in der Regel auf
einfache Weise durch zeitweiliges Lösen der Verschraubung der Halterung und eine Neuaus-
richtung des Brenners sowie durch die Veränderung der Schlauchpaketführung weitestgehend
ausgeglichen werden. Prinzipiell besteht weiterhin die Möglichkeit, die Robotereinmessung
oder die Bauteillage zu korrigieren. Insgesamt ermöglicht die entwickelte Lasereinmessvorrich-
tung somit auf einfache Weise die Erkennung und Kompensation von Abweichungen zwischen
Flansch- und Werkzeugkoordinatensystem und stellt die Übertragbarkeit von Footprintexpe-






(a) Translation entlang der z-Achse
y
z
(b) Rotation um die z-Achse
y
z
(c) Translation entlang der x- oder y-Achse
y
z
(d) Rotation um die x- oder y-Achse
Abbildung 3.10: Detektion und Korrektur von Abweichungen bei der Einmessung eines senk-
recht zur Oberﬂäche angefahrenen Punktes - symbolisiert durch eine Zielscheibe auf der Bau-
teiloberﬂäche. Im korrekt eingemessenen Fall treﬀen sowohl der Kreuz- als auch der obere Trian-
gulationslaser (roter Punkt) den Mittelpunkt. (a) bis (d) zeigen die Positionen des Laserkreuzes
und des Triangulationspunktes für alle translatorischen und rotatorischen Abweichungen, von de-
nen jede eindeutig identiﬁziert werden kann. Während die einfachen Fälle der Translation entlang
bzw. Rotation um die Spritzrichtung trivial erkannt und korrigiert werden können ((a) und (b)),
müssen seitliche Verschiebungen und Rotationen durch Verfahren des Roboters (gelbe Pfeile) un-
terschieden werden. Bleibt dabei das Laserkreuz ortsfest auf dem Bauteil, handelt es sich um eine
translatorische Abweichung (c), andernfalls um eine rotatorische (d).
3.4.2 Thermische Belastung des Bauteils
Ein weiteres Problem bei der Herstellung eines Footprints stellt die hohe thermische Belastung
des Schicht-Substrat-Verbunds dar, welche aufgrund des im Gegensatz zu einer herkömmli-
chen Bauteilbeschichtung auf einen Punkt konzentrierten Wärmeeintrags besonders groß ist.
Daraus ergeben sich zwei unterschiedliche Probleme: Zum Einen kann es im Extremfall zu
einem Aufschmelzen und Fließen der Beschichtung kommen und zum Anderen bedingen die
durch die Belastung eingebrachten Eigenspannungen eine Verformung des Substrats, wodurch
die nachfolgende Vermessung der Footprintproﬁle deutlich erschwert werden kann. Im Fol-
genden werden Ursachen und Maßnahmen zur Vermeidung beziehungsweise Verminderung
dieser Probleme, welche im Rahmen der Planung des Beschichtungsprozesses zu berücksich-
tigen sind, beschrieben.
Abbildung 3.11 zeigt zunächst einen Fall, bei dem nach einer Beschichtungsdauer von ca. 14
Sekunden die Oberﬂäche so heiß ist, dass sie zu schmelzen beginnt. Durch den konzentrierten
Gasdruck wird das teigige Material seitlich weggedrückt und es verbleibt ein kleiner Krater in
der Oberﬂäche. Dieser Eﬀekt ist nicht in jedem Fall so leicht erkennbar wie in Abbildung 3.11
und kann sich auch in abgeschwächter Form als leichte Vertiefung in oder nahe der Mitte des
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Abbildung 3.11: Aufschmelzung der Beschichtung eines Footprints nach einer Spritzdauer von
ca. 14 s. (a) Glühende Probe im Prozess mit geschmolzenem Material (Pfeilmarkierung); (b) Er-
kaltete Probe mit deutlicher Aufwerfung; (c) 3D-Scan der Probe mit ca. 0,8mm tiefem Krater.
Footprints äußern. Unabhängig von der Stärke der Aufschmelzung ist der Footprint dadurch
nicht mehr für die Verwendung in der Beschichtungssimulation geeignet, da sein Proﬁl die
Verteilung des Spritzmaterials nicht mehr korrekt wiedergibt.
Um ein solches Aufschmelzen der Oberﬂäche zu verhindern, bestehen grundsätzlich die Mög-
lichkeiten, die Spritzdauer zu verkürzen oder den Prozess ein- oder mehrmalig zu unterbre-
chen. Da eine Verkürzung der Spritzdauer auch mit einem dünneren Schichtauftrag einhergeht,
welcher bei der späteren Digitalisierung des Schichtproﬁls einen höheren relativen Messfehler
nach sich zieht, ist an dieser Stelle die maximale Spritzdauer zu wählen, bei der eine Verfor-
mung der Schichtoberﬂäche noch ausgeschlossen werden kann. Im Fall der in dieser Arbeit
angefertigten Footprints wurden dafür maximal 10 Sekunden als geeignete Spritzzeit ermit-
telt, welche in einer maximalen Schichtdicke von ca. 3–4mm für den Lichtbogenspritzprozess
resultiert. Eine Unterbrechung des Prozesses, um die Beschichtung zwischenzeitlich abkühlen
zu lassen, ist nur empfehlenswert, wenn dabei sichergestellt werden kann, dass die relative
Positionierung zwischen Pistole und Substrat dadurch exakt erhalten bleibt – beispielsweise
durch das zuvor beschriebene Verfahren, eine Blende im Spritzstrahl zu platzieren. Des Wei-
teren würde ein Unterbrechen durch Herausbewegen des Substrats aus dem Spritzstrahl und
der damit verbundene zusätzliche Auftrag während der Positionierungszeit zu einem höheren
Fehler im Materialauftrag führen. Ferner ist zu beachten, dass es zwar prinzipiell möglich
ist, mit mehreren Unterbrechungen eine sehr große Schichtdicke zu erzeugen, allerdings kann
bei zu großer Schichtdicke nicht mehr von einem näherungsweise homothetischen Wachstum
des Proﬁls ausgegangen werden. Dies bedeutet, dass sich das Aufprall- und Haftverhalten der
Partikel auf der zunehmend unebenen Schichtoberﬂäche verändert und die Schichtdicke daher
zunehmend nichtlinear mit der Spritzdauer wächst. Derartige, für eine herkömmliche Bauteil-
beschichtung atypische Eﬀekte können im Rahmen der Nachbearbeitung der Footprintproﬁle





































Abbildung 3.12: 3D-Scan eines mit dem Lichtbogenspritzen erzeugten Footprints. Deutlich
erkennbar ist die mit ca. 0,54mm im Vergleich zur maximalen Schichtdicke von 1,15mm sehr
starke Durchbiegung des 5mm starken Stahlsubstrats aufgrund der hohen thermischen Belastung.
von Footprints in der Simulation sollte daher geprüft werden, ob von einem näherungsweise
homothetischen Wachstum der Proﬁle, welches nicht von speziﬁschen Eingriﬀsbedingungen
der Footprintfertigung dominiert wird, ausgegangen werden kann (vergleiche Kapitel 3.6.4).
Im Gegensatz zum Aufschmelzen der Beschichtung sind für die geometrische Verformung des
gesamten Schicht-Substrat-Verbunds durch den Prozess eingebrachte Eigenspannungen ur-
sächlich. Für die im Rahmen der Footprintfertigung verwendeten Stahlplatten äußern sich
diese in der Regel in Form einer Wölbung der Platten, welche zur Beschichtungsseite oder
zur Rückseite weisen kann. Derartige Wölbungen sind – unabhängig von ihrer Richtung –
insbesondere im Hinblick auf die Digitalisierung des Footprintproﬁls mittels Oberﬂächenproﬁ-
lometer oder 3D-Scanner problematisch, da nicht mehr von einer ebenen Substratgrundﬂäche
unter dem eingescannten Proﬁl ausgegangen werden kann, sondern sich jede Wölbung des
Substrats direkt auf die gemessenen Proﬁldicken auswirkt. Eine konvexe Wölbung des Sub-
strats in Richtung der Beschichtung würde dabei zunächst zu einer Überschätzung und eine
konkave Verformung zu einer Unterschätzung der Schichtdicke führen. Im Fall der in dieser
Arbeit angefertigten Footprints ergaben sich stets Wölbungen, welche in der Footprintmitte
zur Oberseite, also in Richtung der Beschichtung, gerichtet sind (vgl. Kapitel 3.6). Für ein
Stahlsubstrat der Größe 150×100×5mm3 wurde bei Vorversuchen eine Durchbiegung von
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ca. 0,5mm zwischen der Substratmitte und den Eckpunkten bei einer Spritzdauer von 5 s
ermittelt (Abbildung 3.12). Diese Durchbiegung liegt im Bereich der aufgetragenen Schicht-
dicke und macht eine Vermessung des Schichtproﬁls mit zerstörungsfreien Methoden nahezu
unmöglich.
Die Entstehungsmechanismen dieser Eigenspannungen sind vorwiegend im Rahmen der mit
hohen Spannungen einhergehenden Gefahr des Schichtversagens (Delaminierung, Mikrobrü-
che, Abplatzungen) Gegenstand breiten Forschungsinteresses [29, 62, 86, 95, 99, 183], wobei
häuﬁg von der hervorgerufenen Verformung auf den Spannungszustand geschlossen wird. Im
Kontext der Herstellung und Vermessung von Footprints ist jedoch primär die Verformung
des Werkstücks selbst und nicht der dadurch ersichtliche Spannungszustand von Interesse.
Als Entstehungsursachen von Spannungen im Rahmen des thermischen Spritzprozesses sind
im Wesentlichen zwei unterschiedliche Eﬀekte bekannt [29, 86]:
1. Splat-interne Zugspannungen
Zugspannungen, welche durch das schlagartige Abkühlen der auftreﬀenden Partikel in
den einzelnen Splats hervorgerufen werden (engl.: quenching stress) und sich in der
Schicht akkumulieren.
2. Unterschiedliche Wärmeausdehnungskoeffizienten
Unterschiedliche Wärmeausdehnungskoeﬃzienten von Beschichtung und Substrat rufen
beim gemeinsamen Abkühlen je nach Materialkombination makroskopische Zug- oder
Druckspannungen hervor [99].
Abgesehen von diesen während des Spritzprozesses eingebrachten Spannungen ist weiterhin zu
berücksichtigen, dass auch durch die Präparation der Probenoberﬂäche mittels Sandstrahlen
oder bereits bei der Fertigung der als Substrat verwendeten Stahlplatten Spannungen indu-
ziert werden können. So wurden die im Rahmen dieser Arbeit verwendeten Stahlsubstrate
aus kalt gezogenem Stahl hergestellt, welcher produktionsbedingt an der Materialoberﬂäche
unter Zugspannungen steht [167]. Durch das Entfernen des unter Spannung stehenden Ma-
terials beim Planfräsen der Werkstückoberﬂäche kommt es bereits in diesem Schritt zu einer
Durchbiegung des Substrates. Ferner stellten Kuroda et al. [87] fest, dass auch durch das Sand-
strahlen in einer Tiefe von bis zu 0,5mm signiﬁkante Druckspannungen eingebracht werden,
welche nach Kesler et al. [77] sogar die durch den Spritzprozess eingebrachten Spannungen
übertreﬀen können. Die Überlagerung aller auftretenden Spannungen aus Substratfertigung,
Präparation und Spritzprozess ergibt schließlich die resultierende Gesamtverformung und be-
stimmt auch die Richtung der Wölbung des Substrat-Schicht-Verbunds.
Eine vollständige Vermeidung der Bauteilverformung ist nicht möglich, zur Verminderung der
Verformung hat sich jedoch eine Erhöhung der Substratdicke als eﬀektives Mittel erwiesen. Im
Vergleich zu der in Abbildung 3.12 gezeigten Probe konnte die Durchbiegung unter Verwen-
dung von Substraten mit einer wesentlich höheren Dicke von 30mm und einer vergleichbaren
Fläche von 150×150mm2 trotz der mit 10 s verdoppelten Spritzdauer auf ca. 10–25 µm redu-
ziert werden (vergleiche Kapitel 3.6.2). Die dadurch erreichte Versteifung des Substrats führt
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jedoch auch zu größeren Spannungen in der Beschichtung und damit zu vermehrtem Auftreten
von Spannungsrissen und einer gesteigerten Gefahr des Abplatzens von Beschichtungsteilen.
Im Gegensatz zur Fertigung von Bauteilen im Allgemeinen sind derartige Risse für die Ver-
messung von Footprints in der Regel unproblematisch, da die Vermessung der Proben keine
hohe Belastung darstellt, bei der eine Delamination zu befürchten ist. In seltenen Fällen kam
es jedoch bereits während der Abkühlung einer Footprintprobe zu Abplatzungen, welche eine
korrekte Vermessung unmöglich machten. Um des Weiteren einer Verformung der Substrate
durch im Fräsprozess frei werdende Spannungen entgegenzuwirken, hat es sich bewährt, die
Stahlplatten nicht nur auf der Oberseite sondern auch auf der Unterseite mit gleich großer
Materialabnahme planzufräsen, um einen symmetrischen Spannungszustand zu erhalten und
somit eine Deformation zu minimieren. Es verbleibt jedoch in der Regel eine geringfügige Ver-
formung, für deren Analyse und Korrektur zwei unterschiedliche Ansätze entwickelt wurden,
die den Verlauf der Substrat-Beschichtungs-Grenzschicht auf Basis eines ungestrahlten und
unbeschichteten Randes des Footprintsubstrats sowie Proﬁlen der unbeschichteten Substrate
schätzen. Diese werden in den Kapiteln 3.6.2 und 3.6.3 beschrieben. Zu diesem Zweck wurde
jede Probe bereits vor der Beschichtung vermessen und ein 1 cm breiter Rand der Probe, wie
in Kapitel 3.3 beschrieben, für den Sandstrahl- und Beschichtungsprozess maskiert.
3.5 Digitalisierung von Footprints
Im Rahmen dieser Arbeit wurden verschiedene optische und taktile Messverfahren und -geräte
zur Digitalisierung von Footprintproﬁlen in Betracht gezogen und bezüglich ihrer Eignung
untersucht. Im Folgenden wird zunächst ein Überblick über die unterschiedlichen Systeme
gegeben und die ermittelten Vor- und Nachteile dargestellt. Im Anschluss wird auf die Para-
metrisierung des Scanvorgangs für die gewählten Scansysteme eingegangen.
3.5.1 Auswahl des Scansystems
Zu den getesteten Scansystemen gehören zwei computergesteuerte Konfokalmikroskope auf
Basis von Fokusvariation (Alicona8 InﬁniteFocus und nanoFocus9 µsurf), ein Streifenlicht-
scanner (gom10 ATOS) sowie zwei taktile Scanner (Renishaw®11 Cyclone und Roland12 Picza
PIX-30). Die Eignung der verschiedenen Geräte wurde dabei primär im Hinblick auf die Erfas-
sung dreidimensionaler Footprintproﬁle der Grundﬂäche 150×150mm2, wie in Abbildung 3.5
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Taktile Scanner Fokusvariation Streifenlicht Querschliﬀ
Renishaw Roland Alicona nanofocus gom Olympus
Messgerät Cyclone PIX-30 InﬁniteFocus µSurf ATOS BX51M
Scanvolumen
lateral (mm2) 500×600 304×203 100×100 50×50 > 10.000 < 40a)
vertikal (mm2) 400 60 3,2−22b) 75 > 10.000 < 65
Auﬂösung
lateral (µm) 50 0,09−3,52b)c) 0,2−3,1
vertikal (µm) 50
d)
25f) 0,01−2,3b) 0,001−0,02b) 6−28
b)e) 0,04−1,4b)
Scandauerg) (h) ≈ 1 ≈ 10 > 20h) > 10i) 0,5−1k) ≈ 1−2k)
Arbeitsmethode automat. automat. automat. automat. manuell manuell
Tabelle 3.1: Vergleich verschiedener Messverfahren und -geräte. a)Limitiert durch Probeneinbet-
tung; b)Je nach Objektiv; c)ﬁxer Abtastpunktabstand; d)räumliche absolute Genauigkeit, Wieder-
holgenauigkeit: 5 µm, Achsgenauigkeit: 1 µm; e)räumlicher Antastabstand; f)ﬁxe Quantisierung;
g)Für einen Footprint 150×150mm2; h)theoretisch falls kein Systemabsturz; i)mehrere Stunden
bei 50×50mm2; k)manuelle Vermessung / Anwesenheit erforderlich.
Einen Sonderfall stellt in dieser Auﬂistung die lichtmikroskopische Vermessung des Proﬁls
anhand von Querschliﬀen der Probe dar. Im Gegensatz zu den aufgeführten dreidimensio-
nalen Messverfahren ist diese zweidimensionale Art der Proﬁlmessung in der Literatur im
direkten Zusammenhang mit der Simulation des Materialauftrags vorherrschend [46, 47, 54,
158]. Dies hängt damit zusammen, dass viele Schichtauftragssimulationen lediglich zweidi-
mensionale Proﬁle berechnen, um zum Beispiel den Eﬀekt des Bahnabstandes senkrecht zur
Simulationsebene verlaufender Bahnen auf die Welligkeit des Gesamtproﬁls zu beurteilen. Im
Hintergrund steht dabei die Beschichtung ebener Flächen auf Basis einer mäanderförmigen
Roboterbahn als extrudiertes zweidimensionales Problem. Im Prinzip ist auch eine vollständi-
ge dreidimensionale Erfassung einer Probe auf Basis mehrerer Querschliﬀe durch sukzessives
Abschleifen und Aufnehmen dünnster Schichten möglich. So konnte im Rahmen dieser Arbeit
beispielsweise mittels Bildmorphingverfahren ein volumetrisches Modell der Schichtstruktu-
ren für einen kleinen Bereich der Beschichtung erstellt werden (Abbildung 3.13) [168]. Die
Erfassung vollständiger Footprints ist mit diesem Vorgehen in der Praxis jedoch zu zeitin-
tensiv, da die Probe zwischen je zwei Aufnahmen unter hohem Aufwand weiter abgeschliﬀen
und poliert werden muss. Selbst voll automatisierte Systeme wie z.B. das Robo-MET.3D™-
System13 benötigen mehrere Stunden pro Millimeter deﬁnierten Abtrags durch Schleifen und
Polieren [25, 139].
Trotz der im Vergleich zu den übrigen Verfahren fehlenden Dreidimensionalität hat dieses
Verfahren jedoch den entscheidenden Vorteil, dass in der Querschliﬀebene auch Schicht- und
Substratstrukturen unterhalb der Oberﬂäche abgebildet werden. Dies ermöglicht sowohl die
Überprüfung der Schichtstruktur auf makroskopische Risse, welche die Messung der abgelager-
ten Schichtdicke verfälschen könnten, als auch die präzise Messung der im vorherigen Kapitel
diskutierten thermisch bedingten Substratverformung. Daher eignen sich Querschliﬀmessun-
gen gut als Referenzmessungen zur Validierung nicht invasiver Messverfahren – insbesondere
13http://www.ues.com/content/robo-met3d
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Abbildung 3.13: Rendering des porenhaltigen Modells der ungefähren Größe
100 × 100 × 60 µm3, welches aus einer Reihe paralleler Querschnittsaufnahmen während
des schrittweisen Abschleifens der Schicht erzeugt wurde [168]. Deutlich erkennbar sind
unterschiedlich große und unterschiedlich stark verästelte Poren.
im Zusammenhang mit der Kompensation der Substratdurchbiegung – sowie zur Vermessung
von Schichtproﬁlen linearer Bahnverläufe mit annähernd konstantem Querschnittsproﬁl. Ins-
gesamt kann mit dem eingesetzten Digitalmikroskop BX51M der Firma Olympus14 mit 5-
Megapixel-Kameraaufsatz DP-25 je nach Objektiv (2,5× bis 100×) eine hohe Auﬂösung von
1,33 µm/Pixel bis 0,033 µm/Pixel erreicht werden. Da zur Vermeidung von Ausbrüchen der
Beschichtung durch das Schleifen eine sehr vorsichtige Präparation der Proben erforderlich ist
und die Aufnahme eines Querschliﬀs zur Proﬁlmessung aus einer Menge von Einzelaufnahmen
zusammengesetzt werden, muss mit einer relativ langen Bearbeitungszeit von ca. 2 Stunden
für die Vermessung eines einzelnen Querschliﬀs gerechnet werden. Davon entfallen ca. 30–45
Minuten auf die Aufnahme des Querschliﬀs, während die übrige Zeit auf die Präparation der
Probe entfällt. Zusätzlich zur reinen Aufnahmezeit muss das Proﬁl noch vermessen werden.
Um diesen Prozess, welcher das Einzeichnen einer Vielzahl von Messpunkten bzw. Abständen
entlang des Schichtverlaufs durch den Messtechniker und das manuelle Auswerten dieser Mes-
sungen beinhaltet, zu vereinfachen, wurde im Rahmen dieser Arbeit eine Software entwickelt,
die diesen Prozess nahezu vollständig automatisiert. Diese wird in Kapitel 3.7 beschrieben.
Die beiden in Tabelle 3.1 aufgeführten Konfokalmikroskope der Firmen Alicona und nanofo-
cus arbeiten nach dem Fokusvariationsprinzip [37]. Dabei wird eine Optik eingesetzt, welche
einen sehr geringen Schärfentiefenbereich aufweist, so dass nur Objekte in einem eng be-
grenzten Entfernungsbereich scharf abgebildet werden. Durch die Variation der Entfernung
der zu vermessenden Probe zum Objektiv mittels Präzisionsverstelleinheiten wird jeweils nur
14http://www.olympus-ims.com/de/microscope/bx61/
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derjenige Teil der Probe scharf abgebildet, welcher sich momentan im Fokus beﬁndet. Auf
diese Weise lässt sich – je nach Objektiv – eine hohe Genauigkeit im Submikrometerbereich
erzielen. Der Nachteil dieser Geräte besteht allerdings darin, dass sie nur über kleine latera-
le Messbereiche für Einzelaufnahmen sowie stark beschränkte laterale Verfahrwege verfügen,
welche die Probengröße deutlich einschränken. Dieser Verfahrbereich ist bei dem System der
Firma Alicona mit 100× 100mm2 zur Aufnahme größerer Footprints theoretisch noch aus-
reichend, wie sie bei den durchgeführten Experimenten mittels Lichtbogenspritzen vorliegen.
Das nanofocus-System eignet sich hingegen mit einem Verfahrbereich der Größe 50×50mm2
nicht mehr. In der Praxis treten zudem bei beiden Geräten gravierende Schwierigkeiten beim
Scannen großﬂächigerer Bereiche auf, selbst wenn deren Abmessungen noch wesentlich kleiner
als der maximale Verfahrbereich sind. Die Ursache hierfür liegt darin, dass für eine Probe mit
größerer Grundﬂäche im Scanprozess viele überlappende Einzelaufnahmen zu einem Proﬁl
kombiniert werden müssen. In beiden Fällen gelang es den unterschiedlichen Softwaretools
der Geräte trotz leistungsfähiger Rechner nicht, diese erforderliche Registrierung der Einzel-
aufnahmen zu berechnen (Systemabsturz). Beide Geräte sind daher für die Vermessung von
Footprintproﬁlen ungeeignet.
Der Streifenlichtscanner gom ATOS bietet die Möglichkeit, Objekte mit einer Größe von meh-
reren Metern einzuscannen, und ist diesbezüglich mehr als ausreichend für die Erfassung von
Footprints. Zwar nimmt die Genauigkeit mit zunehmender Größe des Messfeldes bzw. der
gewählten Objektive ab, für die Aufnahme der Footprints kann allerdings mit sehr kleinen
Messfeldern und einer Genauigkeit im oder nahe am einstelligen Mikrometerbereich gearbei-
tet werden. Diese vom Hersteller angegebene Genauigkeit gilt jedoch ohne Einschränkungen
nur für Einzelbildmessungen. Die Digitalisierung einer Probe erfolgt jedoch durch Aufzeich-
nen einer Reihe von ca. 10–30 Einzelbildmessungen, für die das System jeweils von Hand neu
positioniert und auf einen noch nicht erfassten Teil der Probe ausgerichtet wird. Anhand von
auf die Probenhalterung geklebten Referenzpunkten fügt das System die Einzelbilder inner-
halb weniger Sekunden automatisch zusammen. Sansoni et al. [124] zeigten, dass bei diesem
Prozess die Grundgenauigkeit der zusammengefügten Daten gegenüber den Einzelmessungen
wesentlich abnehmen kann – im getesteten Fall etwa um den Faktor 3. Im Rahmen der Digi-
talisierung von Footprintproben erwies sich ferner die Erfassung der blanken Metalloberﬂäche
des als Referenzﬂäche unbeschichteten Randes als besonders problematisch. Die hierbei auf-
tretenden, störenden Reﬂexionen verhindern lokal die Erfassung der Oberﬂäche und müssen
daher durch Aufbringen einer sehr dünnen Schicht eines Antireﬂexionsmittels unterbunden
werden. Dieses Vorgehen ist jedoch nicht perfekt, so dass das erzeugte Dreiecksnetz dessen
ungeachtet Löcher an nicht erfassbaren Stellen enthalten kann. Insgesamt ist dieses Verfahren
aufgrund der vielfach zu wiederholenden manuellen Neupositionierung, welche nur teilweise
den beschriebenen Reﬂexionen geschuldet ist, relativ zeitintensiv, so dass das Einscannen
einer einzelnen Footprintprobe ca. 30–60 Minuten dauert. Aufgrund dieses sehr hohen ma-
nuellen Aufwandes beim Scanvorgang ist dieser Scanner im Rahmen dieser Arbeit nicht für
die Digitalisierung von Footprintproben verwendet worden. Vergleichbare Geräte, welche ei-
ne automatisierte Neupositionierung der Probe sowie kontrollierte Beleuchtungsbedingungen
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(a) (b)
Abbildung 3.14: Für das Scannen von Footprints und anderen Proben verwendete Scansysteme:
(a) Nadelscanner PIX-30; (b) Taktiler Scanner Renishaw Cyclone mit vergrößert dargestelltem
Rubinkugel-Messtaster.
vorweisen, könnten diese Probleme theoretisch beheben.
Mit ca. 20×30 cm2 und 50×60 cm2 lateralem Verfahrbereich weisen auch die beiden takti-
len Scanner Roland Picza PIX-30 und Renishaw Cyclone einen mehr als ausreichend großen
Erfassungsbereich auf (Abbildung 3.14). Während der Picza PIX-30 ein Nadelscanner ist,
welcher die Probenhöhe an vordeﬁnierten Punkten eines regulären zweidimensionalen Grund-
gitters vermisst und daher als Ergebnis ein regelmäßiges Dreiecksnetz ausgibt, handelt es sich
bei der Renishaw Cyclone um eine Koordinatenmessmaschine, welche einen Messtaster mit
hochgradig abriebfester Rubinkugel an der Spitze entlang einer oder mehrerer deﬁnierbarer
Richtungen kontinuierlich über die Oberﬂäche bewegt. Dabei werden innerhalb vorgegebener
Toleranzen für den Sehnenfehler automatisch Messpunkte erzeugt. Nach Abschluss des Scan-
vorgangs wird eine Tasterradiuskompensation durchgeführt, um den Radius der Rubinkugel
an der Messtasterspitze auszugleichen. Die Daten werden als Punktwolke oder als triangu-
liertes Netz ausgegeben. Bei beiden Geräten lassen sich, im Gegensatz zu den Fokusvariati-
onssystemen und dem Streifenlichtscanner, die laterale und vertikale Auﬂösung unabhängig
voneinander wählen. Dies ist insbesondere für die relativ breiten und ﬂachen Footprintpro-
ﬁle von Vorteil, da durch eine gröbere laterale Auﬂösung bei gleichbleibend hoher vertika-
ler Auﬂösung weniger redundante Datenpunkte anfallen, ohne dass die Messgenauigkeit der
Proﬁlhöhe abnimmt. Da der PIX-30 Scanner ein ortsfest quantisiertes, vertikales Scanraster
verwendet, sind die ausgegebenen Höhenwerte des resultierenden Netzes stets Vielfache der
gewählten Auﬂösung, welche maximal 25 µm beträgt. Demgegenüber unterliegen die Mess-
punkte der Koordinatenmessmaschine der Firma Renishaw keiner ﬁxen Quantisierung. Die
absolute Antastgenauigkeit des Cyclone Systems ist mit 50 µm angegeben. Mit einer Antast-
Wiederholgenauigkeit von 5 µm und einer Achsgenauigkeit von 1 µm kann allerdings davon
ausgegangen werden, dass eine deutlich höhere relative Genauigkeit erreicht wird, welche im
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Abbildung 3.15: Schematische, nicht maßstabsgetreue Darstellung der vier verwendeten Scan-
raster für das Scannen eines Footprints. Verwendet wurden zwei orthogonale Raster mit einem
Scanbahnabstand von je 2mm (grün und rot). Zusätzlich wurde der mittlere Bereich auf Basis
eines feineren Gitters mit Bahnabstand 0,5mm hochauﬂösender abgetastet (blau).
Fall der Footprintproﬁlmessung von größerer Relevanz ist als die absolute Genauigkeit. Für
die Vermessung von Footprints mit einer maximalen Höhe von 1–3mm ist die Genauigkeit
des Cyclone-Systems uneingeschränkt geeignet und die des PIX-30 als grenzwertig aber noch
ausreichend zu beurteilen. Des Weiteren arbeiten beide Systeme nach der initialen Program-
mierung der Scanrichtungen und -bereiche im Gegensatz zum Streifenlichtscanner vollauto-
matisch, wodurch der Arbeitsaufwand für das Einscannen einer großen Anzahl von Proben
deutlich reduziert wird.
Aufgrund der höheren relativen Genauigkeit und der wesentlich kürzeren Scanzeit von ca.
einer Stunde wurde daher für alle im Rahmen dieser Arbeit gescannten Footprintproﬁle das
Cyclone System verwendet. Weitere Proﬁlscans, wie die der in Kapitel 3.8 verwendeten Linear-
bahnen, wurden aus Gründen der besseren Verfügbarkeit mit dem Scansystem Picza PIX-30
durchgeführt. Für die Vermessung der Schichtdickenverteilung auf komplexen Geometrien im
Kontext der Evaluation der Beschichtungssimulation wurde ferner ein modernerer Taktiler
Scanner der Firma Zeiss eingesetzt, welcher in Kapitel 6 beschrieben wird.
3.5.2 Scanprozess
Zur Untersuchung der Planarität der 150×150×30mm3 großen Substrate vor dem Spritz-
prozess sowie zur Ermittlung der im Spritzprozess eintretenden thermischen Verformung wur-
den die Proben nicht nur nach der Beschichtung, sondern auch im unbeschichteten Zustand
eingescannt. Hierfür wurden zwei zueinander orthogonale, parallel zu den Kanten des Sub-
strates verlaufende Scanrichtungen mit einem Scanbahnabstand von 2mm deﬁniert (Abbil-
dung 3.15). Entlang dieser Scanbahnen wurden Datenpunkte dynamisch in Abhängigkeit des
Sehnenfehlers, jedoch mindestens ein Punkt pro Millimeter gesetzt. Die Verwendung von zwei
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Abbildung 3.16: Querschnittsproﬁl einer Probe mit linear entlang einer geraden Bahn verfah-
rendem Spritzbrenner. Die geglätteten Proﬁlmessungen (5mm breiter gleitender Mittelwertﬁlter)
stimmen im Rahmen der zu erwartenden Messgenauigkeit der verschiedenen Scansysteme gut
überein. Zur Verdeutlichung des Rauschens der Oberﬂäche und der Scansysteme sind die ungeﬁl-
terten Proﬁldaten im Hintergrund als hellere Kurven dargestellt.
orthogonalen Scanrastern ist hier notwendig, um die Lage aller vier Seitenränder der oberen
Beschichtungsﬂäche der Probe, welche als Referenz für die Ausrichtung der Scandaten dienen,
präzise zu erfassen. Mit nur einer Scanrichtung würden die parallel zu dieser Verfahrrichtung
liegenden Kanten aufgrund des 2mm großen Bahnabstandes nur unzureichend erfasst. Für
das Scannen der bereits beschichteten Proﬁle wurde zusätzlich ein noch feineres Abtastgitter
für den mittleren Bereich des Footprints mit 0,5mm Bahn- und Punktabstand erstellt, um
die hier vorhandenen feineren Strukturen besser abbilden zu können.
Die Vermessungen der Linearbahnproben in Kapitel 3.8 wurden mit dem PIX-30 Scanner
bei maximaler vertikaler Auﬂösung von 25 µm und lateralem Bahn- und Punktabstand von
0,5mm auf dem gesamten Scangebiet durchgeführt.
Um sicherzustellen, dass die Messungen der verschiedenen Systeme vergleichbar sind, wurde
das Querschnittsproﬁl einer mit einer einfachen, linearen Beschichtungsbahn erzeugten Probe
mit beiden Geräten sowie zusätzlich mit dem wesentlich genaueren InﬁniteFocus Proﬁlometer
vermessen. Abbildung 3.16 zeigt, dass alle Proﬁle – im Rahmen des Mess- bzw. Oberﬂä-
chenrauschens – gut übereinstimmen und keine systematischen Abweichungen eines einzelnen
Scanners auftreten.
61
3. Erzeugung, Digitalisierung und Nachbearbeitung von Footprintprofilen
3.6 Nachbearbeitung dreidimensionaler Proﬁle
Nach der messtechnischen Erfassung der Proﬁldaten müssen diese zur Verwendung in der Be-
schichtungssimulation nachbearbeitet werden. Die hierfür entwickelten Methoden werden im
Folgenden näher beschrieben. Zur Nachbearbeitung gehören für die dreidimensionalen Proﬁ-
le zunächst das Ausrichten des Scannerkoordinatensystems am Werkstückkoordinatensystem
und die Analyse der unbeschichteten Substrate, welche in den folgenden Kapiteln 3.6.1 und
3.6.2 beschrieben werden. Kapitel 3.6.3 stellt im Anschluss die für die Kompensation thermi-
scher Verformungen entwickelten Methoden vor und Kapitel 3.6.4 beschreibt die Konvertie-
rung der Proﬁldaten für die Nutzung als Footprinttextur im Rahmen der Simulation.
Die experimentelle Grundlage für die Ausführungen in diesen Kapiteln 3.6.1 – 3.6.4 stellt eine
Versuchsreihe dar, in der insgesamt zehn Footprintsubstrate vorbereitet und mit variierender
Spritzdauer unter Verwendung der in Kapitel 2.2 aufgeführten Standardparametrisierung be-
schichtet wurden. Die Variation der Spritzdauer diente dabei zum einen der Ermittlung einer
geeigneten maximalen Spritzdauer unter Vermeidung des Aufschmelzens und zum anderen
der Überprüfung, inwieweit ein näherungsweise homothetisches Schichtwachstum angenom-
men werden kann. Des Weiteren wurden mehrere der erstellten Proben gemittelt, um den
Einﬂuss von Prozessﬂuktuationen zu minimieren. Von den zehn gefertigten Proben wiesen
zwei Proben Aufschmelzungen auf und konnten daher nicht für die Simulation verwendet
werden. Unter den acht geeigneten Footprints sind jeweils drei mit einer Spritzdauer von 5 s
und 7,5 s sowie zwei mit einer Spritzdauer von 10 s beschichtet worden.
Nach dem Scanvorgang liegen die Datensätze zunächst als dreidimensionale Punktwolken
Fi =
{
xj = (xj , yj , zj)
T ∈ R3
∣∣∣ j = 1, . . . ,ni}
mit jeweils ni ≈ 90,000 Punkten vor (Abbildung 3.17). Dabei gibt i = 1, . . . ,8 den Index der
Footprintprobe an15. Zusätzlich bezeichnet im Folgenden ti die Spritzdauer des i-ten Foot-
prints. Initial beschreiben die Punkte xj die vom Scanner aufgezeichneten Mittelpunkte der
Rubinkugel (∅8mm) an der Messtasterspitze. Um aus diesen Punkten Oberﬂächenpunkte
der Footprintprobe zu erhalten, muss zunächst eine Tasterradiuskompensation durchgeführt
werden. Hierfür wurde eine im Rahmen des Sonderforschungsbereichs 708 am Institut für
Spanende Fertigung16 entwickelte Software eingesetzt, welche in jedem Punkt xj einen Nor-
maleneinheitsvektor nj auf dem durch die Punktwolke gegebenen lokalen Flächenverlauf ap-
proximiert [60] und anschließend alle Punkte entlang dieser Normalen um den Tasterradius
von 4mm verschiebt: xj 7→ xj+4nj . Für die mit dem Nadelscanner PIX-30 erfassten Proﬁle
ist dieser Schritt, aufgrund des sehr geringen Durchmessers der Messnadel, nicht erforderlich.
15In den folgenden Abschnitten werden die Footprints bzw. die sie beschreibenden Punktmengen schrittweise
Transformationen unterzogen, wobei sich sowohl die Anzahl der in den Mengen Fi enthaltenen Punkte ni als
auch die Punkte xj selbst ändern können. Aus Gründen der Einfachheit werden jedoch die Notationen Fi, ni
und xj beibehalten und beziehen sich stets auf die „aktuellen“ aus dem Kontext hervorgehenden Datensätze.
16http://www.isf.de
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Abbildung 3.17: (a) Schrägansicht und (b) Seitenansicht des dreidimensionalen Scans eines
Footprints mit 7,5 s Spritzdauer als Punktewolke bestehend aus 94.607 Abtastpunkten. Die nach
der Ausrichtung des Datensatzes verworfenen Seitenﬂächen sind rot und die unbeschichtete Refe-
renzﬂäche Ri ist grün hervorgehoben. Der mittlere blaue Bereich stellt die ca. 130×130mm2 große
Nutzﬂäche der Probe dar. Deutlich zu erkennen ist das mit 0,5mm statt 2mm Scanlinienabstand
feinere Abtastgitter im mittleren Bereich des Footprints.
3.6.1 Ausrichtung der digitalisierten Proﬁle
Da die im Scanner platzierten Proben mit ihren Kanten nicht absolut präzise an den Koordina-
tenachsen des Scanners ausgerichtet werden können und zudem Unebenheiten – beispielswei-
se durch Spritzmaterialanhaftungen oder minimale Kleberrückstände des Maskierungsbandes
auf der Unterseite der Proben – zu einer leichten Neigung der Probe führen können, besteht der
erste Schritt darin, die digitalisierten Proﬁle achsparallel auszurichten. Nach der händischen
Entfernung oﬀensichtlicher Ausreißer werden die im Scannerkoordinatensystem vorliegenden
Daten Fi dabei in zwei Schritten in das Werkstückkoordinatensystem überführt, bei welchem
die x- und y-Achse parallel zu den Seitenﬂächen des Footprints verlaufen und die Schichtdicke
entlang der z-Achse gemessen werden kann (Abbildung 3.17). Zur Ausrichtung entlang der
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Abbildung 3.18: Ausrichtung der x- und y-Achsen des Scannerkoordinatensystems. Der Rota-
tionswinkel γ um die z-Achse (senkrecht zur Bildebene) wird als Mittelwert der Winkel γ1, . . . ,γ4
zwischen den ersten Hauptkomponentenrichtungen (farbige Vektoren) der Seitenﬂächen S1i , . . . ,S
4
i
und den x- Achsen bzw. y-Achsen bestimmt.
x- und y-Achsen wird die Punktwolke zunächst um die z-Achse rotiert. Der hierfür benötig-
te Rotationswinkel wird als Mittelwert der vier Winkel zwischen den Seitenﬂächen und den
jeweils nächstgelegenen x- oder y-Achsen bestimmt (Abbildung 3.18). Zu diesem Zweck wer-
den Teilmengen S1i , . . . ,S
4
i der Punkte aus Fi bestimmt, welche die vier äußeren Seitenﬂächen
S1i , . . . ,S
4
i deﬁnieren. Die Punkte jeder Seitenﬂäche werden anschließend in die x,y-Ebene
projiziert und ihre Ausrichtung innerhalb dieser Ebene wird mittels Hauptkomponentenana-
lyse bestimmt. Aus den Winkeln γ1, . . . ,γ4 zwischen den ersten Hauptkomponenten und den
Koordinatenachsen wird schließlich ein mittlerer Rotationswinkel γ bestimmt, welcher im Fall
der acht betrachteten Footprints im Bereich von 0°–2° lag.
Um die Probe des Weiteren so auszurichten, dass entlang der z-Achse die Proﬁlhöhe über
dem unbeschichteten Rand der Probe gemessen werden kann, werden die Hauptkomponenten
p1, . . . ,p3 aller Punkte des unbeschichteten Randes Ri (Abbildung 3.17), welcher als Referenz-
ﬂäche dient, in der Reihenfolge absteigender Varianz ermittelt. Die ersten beiden Vektoren p1
und p2 spannen eine Ausgleichsebene für die Randpunkte und damit die Substratoberﬂäche
auf. Die dritte, zu dieser Ebene senkrecht stehende Hauptkomponente p3 minimaler Varianz
gibt die Messrichtung für die Schichtdicke an. Daher wird der Datensatz so rotiert, dass p3
anschließend parallel zur z-Achse verläuft. Als Rotationsachse dient die in der Ausgleichs-
ebene durch den Mittelpunkt über der Substratﬂäche verlaufende Gerade mit der Richtung
p3× (0, 0, 1)T . Der Rotationswinkel beträgt
α= cos−1
( 〈
(0, 0, 1)T ,p3
〉 )
.
Für die acht gemessenen Datensätze ergaben sich hierbei Rotationen um im Durchschnitt
α= 0,0178°. Die maximal auftretende Rotation betrug αmax = 0,036°. Obwohl diese Rotatio-
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Abbildung 3.19: Scandatensatz des Footprints aus Abbildung 3.17 in der Seitenansicht. In
der Vergrößerung ist zu erkennen, dass die grünen Punkte des unbeschichteten Referenzrahmens
erfolgreich an der Ebene z = 0 ausgerichtet wurden. Der in der Vergrößerung des Randgebietes
ersichtliche sprunghafte Anstieg der gemessenen Proﬁlhöhe auf ca. 75 µm stellt keinen Anstieg
in der Schichtdicke dar, sondern wird durch das Sandstrahlen der Probe verursacht. In die stark
aufgeraute Oberﬂäche kann die Tastspitze des Scanners mit einem Durchmesser von 8mm nicht
mehr eindringen. Die erkennbaren senkrechten „Streifen“ sind Häufungen der Scanpunkte entlang
der senkrecht zur Abbildungsﬂäche verlaufenden Scanrasterlinien im Abstand von 2mm.
nen zunächst nur sehr geringfügig erscheinen, haben sie große Auswirkungen auf die Proﬁl-
messung. Für die in der Simulation nutzbare Proﬁlﬂäche von ca. 130×130mm2 ändert sich
die Diﬀerenz der Proﬁlhöhe beziehungsweise der z-Koordinaten diagonal gegenüberliegender
Eckpunkte durch die Rotation im Durchschnitt um 57µm und für αmax um ca. 116 µm. Im
Vergleich zur maximalen Footprinthöhe von ca. 400 µm pro Sekunde Spritzdauer sowie zu
typischen Schichtdicken von 400–600 µm zeigt sich jedoch die Wichtigkeit dieses Korrektur-
schritts.
Nach der Rotation des Datensatzes wird dieser erneut in x- und y-Richtung zentriert. An-
schließend werden die in Abbildung 3.17 rot dargestellten Punkte der Seitenﬂächen verworfen
und die Daten in z-Richtung verschoben, so dass die Punkte des Randes Ri im Mittel bei
z = 0 liegen. Abbildung 3.19 zeigt einen der ausgerichteten Datensätze.
3.6.2 Analyse der unbeschichteten Substrate
Die unbeschichteten und ungestrahlten Substrate unterliegen, wie in Kapitel 3.4.2 erläutert,
bereits Spannungen, welche aus dem Fertigungsprozess des kaltgezogenen Stahls resultieren
und durch das Abnehmen von Material bei der Fräsbearbeitung der Substrate frei werden.
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Weiterhin hat die Aufrauung der Substratoberﬂäche vor dem Beschichten mittels Sandstrahlen
einen Einﬂuss auf die Geometrie der Probenoberﬂäche und insbesondere die Scanabtastung
der Proben. Um die Einﬂüsse dieser vorverarbeitenden Prozesse auf die Substratform und
das Scanbild der beschichteten Proben einschätzen und kompensieren zu können, wurden
zum einen alle Substrate bereits vor dem Sandstrahlen vermessen und zum anderen wurde
anhand einer separaten Probe gleichen Materials der Eﬀekt des Sandstrahlens untersucht.
Einﬂuss des Sandstrahlens
Das Sandstrahlen der Testprobe fand unter den gleichen Bedingungen wie das Strahlen der
Footprintsubstrate mit den in Kapitel 2.2 aufgeführten Parametern statt. Um den Unterschied
zwischen der gefrästen Oberﬂäche und der gestrahlten Oberﬂäche zu analysieren, wurde ein
Teil der Referenzprobe vor dem Strahlen mit einem Stahlblech abgedeckt und anschließend ein
ca. 4×16mm2 großer Bereich an der Grenze zwischen den aufgerauten und blanken Zonen mit
dem Alicona InﬁniteFocus Konfokalproﬁlometer eingescannt. Hierbei wurde eine hohe vertika-
le Auﬂösung von ca. 2,57 µm erreicht. In dem in Abbildung 3.20a dargestellten Höhenbild des
Scans beﬁndet sich auf der rechten Seite der ungestrahlte Bereich der Probe, in dem lediglich
leichte Fräsriefen des Fräsprozesses sichtbar sind. Im linken, gestrahlten Bereich hingegen ist
die Aufrauung der Oberﬂäche deutlich zu erkennen, wobei durch das Auftreﬀen des Strahlguts
Kavitäten und Aufwerfungen entstehen, die bis zu 100 µm von der ursprünglichen mittleren
Höhe abweichen. Abbildung 3.20b zeigt das dreidimensionale Proﬁl in der Seitenansicht. Eben-
falls eingezeichnet ist die maßstabsgetreu abgebildete Rubintasterkugel (∅8mm) des taktilen
Scanners. Dabei wird deutlich, dass der Messtaster die hochfrequenten Anteile der Oberﬂä-
che nicht erfassen kann, sondern auf den durch das Strahlen gebildeten Spitzen entlangläuft.
Eine geometrische Simulation dieses taktilen Abtastvorgangs auf Basis der hochaufgelösten
Scandaten des Konfokalproﬁlometers im Bereich des gestrahlten Teils der Oberﬂäche ergab,
dass hieraus eine Überschätzung der Proﬁlhöhe von durchschnittlich γ = 76,6µm gegenüber
der ursprünglichen Höhe der ungestrahlten Oberﬂäche resultiert. Dieser Eﬀekt zeigt sich bei
allen gescannten Footprints an den Übergängen zwischen den unbeschichteten Probenrändern
und dem gestrahlten Bereich. Obwohl der äußere Bereich der Proben unbeschichtet ist, wird
im Scanbild ein sprunghafter Anstieg des Proﬁls um ungefähr γ verzeichnet (Vergrößerung in
Abbildung 3.19). Für die Proﬁle dieser Footprints kann daher näherungsweise angenommen
werden, dass Bereiche mit einer Höhe z < γ über dem in den Randpunkten zentrierten Null-
punkt unbeschichtet sind. Die Proﬁlhöhen dieser Punkte können aus diesem Grund prinzipiell
auf Null gesetzt werden. Die genaue Vorgehensweise zur Ermittlung unbeschichteter Bereiche
wird für die aus mehreren Einzelproﬁlen gemittelten Footprints F¯ allerdings erst nach der
Korrektur der thermischen Verformung durchgeführt und in Kapitel 3.6.4 beschrieben. Für
die übrigen, beschichteten Bereiche der Probe wird davon ausgegangen, dass die Beschich-
tung die durch das Sandstrahlen entstandenen Kavitäten weitestgehend ausfüllt und so eine
formschlüssige, verklammernde Verbindung zwischen Beschichtung und Substrat herstellt.
Dies bedeutet insbesondere, dass der Grenzverlauf zwischen Substrat und Beschichtung im
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Abbildung 3.20: Proﬁlbilder einer Probe mit sandgestrahltem und ungestrahltem, plangefräs-
tem Bereich. (a) Die gesteigerte Rauheit mit Spitzen und Tälern bis zu ±100 µm sowie ﬂache
kreisbogenförmige Fräsriefen sind erkennbar. (b) Seitenansicht mit maßstabsgetreu abgebildeter
Rubintasterkugel mit Durchmesser 8mm.
Mittel dem Verlauf der Substratoberﬂäche vor dem Sandstrahlen entspricht und an diesen
Stellen keine Korrektur der Proﬁlhöhe notwendig ist. Unberücksichtigt bleiben jedoch even-
tuelle Abtastungenauigkeiten auf der Oberﬂäche der Beschichtung, da die hier vorhandene
Rauheit nicht homogen ist, sondern unter anderem von der Schichtdicke abhängt. Oberﬂä-
chenrauheiten für beschichtete komplexe Bauteile werden zwar in Kapitel 6.3.2 untersucht,
eine Übertragbarkeit auf Footprintversuche ist jedoch aufgrund der unterschiedlichen Ein-
griﬀsbedingungen nicht gegeben.
Verformungsanalyse der unbeschichteten Substrate
Neben der Untersuchung der durch das Sandstrahlen verursachten Messabweichungen wur-
den für die Analyse und den Ausgleich der thermischen Verformungen die Proﬁle der un-
beschichteten Substrate herangezogen, welche nach der Fräsbearbeitung aber noch vor dem
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Fehlermaß Polynom 2. Grades (k=2) Polynom 3. Grades (k=3)
Alle Punkte Randpunkte Alle Punkte Randpunkte
ESSD /µm
2 52,45 118,71 46,94 114,66
EAAD /µm 1,43 2,30 1,34 2,26
zo /µm 3,54 4,93 3,31 4,79
Tabelle 3.2: Approximationsfehler der Substratoberﬂäche polynomieller Approximationsfunk-
tionen zweiten und dritten Grades, welche auf Basis aller Scanpunkte oder nur auf Basis der
Randpunkte berechnet wurden.
Sandstrahlen ermittelt wurden. Dabei kam derselbe Scanner wie bei der Digitalisierung der
fertiggestellten Footprints mit identischen Parameterwerten zum Einsatz, wobei auf das dritte,
feinere Scanraster mit 0,5mm Bahnabstand aufgrund der fehlenden stärkeren Krümmungen
des Footprints verzichtet wurde. Bei der Auswertung der Scans des unbeschichteten Substra-
tes zeigte sich, dass alle Substrate nach der Fräsbearbeitung bereits eine leichte Durchbiegung
aufwiesen. Für eine Charakterisierung und Quantiﬁzierung dieser Durchbiegung wurden die
verrauschten Punktwolkendatensätze Gi der unbeschichteten Substrate zunächst durch Poly-
nomfunktionen g(x,y) über der x,y-Ebene approximiert. Hierfür wurden zunächst Polynome











in Betracht gezogen. Im Hinblick auf die Schätzung des genauen Substratverlaufs „unter“
der Beschichtung für die Footprintscans Fi in Kapitel 3.6.3 stellt sich die Frage, wie gut ein
Fittingpolynom, welches nur auf Basis der Punkte eines ca. 1 cm breiten Randes der Ober-
ﬂäche berechnet wurde, den mittleren Bereich der Oberﬂäche approximiert. Insbesondere ist
dabei der Unterschied zur Approximationsgüte von Polynomﬁttings von Interesse, welche
auf Basis aller Scanpunkte berechnet wurden. Tabelle 3.2 enthält hierzu eine Übersicht über
die berechneten Approximationsfehler für Polynome zweiten und dritten Grades, welche je-
weils auf Basis aller Punkte oder nur auf Basis der Randpunkte berechnet wurden. Diese
auf den unbeschichteten Proben berechneten Daten geben einen Hinweis auf die erreichba-
re Approximationsgüte einer randbasierten Schätzung für die beschichteten Proben, für die
diese Abschätzung aufgrund der bereits aufgebrachten Beschichtung nicht berechnet werden
kann. Als globale Fehlermaße dienen hier die arithmetischen Mittel der Fehlermaße aller acht
Einzelfootprints, wobei folgende Fehlermaße berechnet wurden:
• Die Summe quadratischer Abweichungen der Scanpunkte des i-ten Footprints vom zu-
















∣∣∣gki (xj ,yj)−zj∣∣∣ .
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• Die Obergrenze zio(k) eines 95%-Konﬁdenzintervalls für E
i
AAD(k), so dass also 95% aller
Scanpunkte in z-Richtung näher als zio(k) an g
k
i (x,y) liegen.
Wie zu erwarten ist, weisen die Fittings basierend auf allen Scanpunkten gegenüber den
Fittings auf den Randpunkten Ri einen geringeren Fehler auf. Quantitativ ist der durch-
schnittliche absolute Fehler bei Verwendung der Randpunkte ca. 60–70% größer. Deutlich
weniger ausgeprägt ist der Vorteil von g3(x,y) gegenüber g2(x,y) – im wichtigen Fall der
randbasierten Approximation ist der mittlere absolute Fehler gerade einmal 1,8% kleiner.
Aufgrund dieses geringen Vorteils sowie der Tendenz der berechneten Approximationen hö-
heren Grades k = 3, . . . ,5 zu physikalisch unbegründeten Schwankungen mit teils mehreren
Extremstellen im mittleren Bereich der Substratﬂäche werden für das weitere Vorgehen stets
Approximationen zweiten Grades verwendet.
Anhand der berechneten Polynomapproximationen, welche beispielhaft für drei Substrate in
Abbildung 3.21 dargestellt sind, ist erkennbar, dass die bereits vor der Beschichtung vor-
handene leichte Verbiegung der Substrate unterschiedliche Formcharakteristiken aufweist. Sie
kann elliptisch, sattelförmig oder auch nahezu zylindrisch sein, verschiedene Ausrichtungen
einnehmen und konvex oder konkav sein (Abbildung 3.21a). Letzteres hängt dabei nicht vom
Material oder Fräsprozess ab, sondern von der zufälligen Wahl der zu beschichtenden Seite des
Substrates. Fasst man für eine quantitative Betrachtung die Durchbiegung als Breite des In-
tervalls aller Höhenwerte einer Probe auf, so liegt diese bei allen Proben zwischen 10,4 µm und
23,6 µm. Im Mittel aller Substrate beträgt die Durchbiegung 18,1 µm. Bei den Randpunkt-
basierten Fittings (Abbildung 3.21b) stimmen die Ränder weitestgehend mit denen aus Abbil-
dung 3.21a überein. In der Mitte ergeben sich jedoch erwartungsgemäß leichte Abweichungen,
welche unter Umständen in einer anderen Formcharakteristik resultieren. Unter Berücksich-
tigung der im Vergleich zur Footprintﬂäche sehr geringen vertikalen Durchbiegung handelt
es sich hierbei jedoch nicht um gravierende Approximationsfehler sondern um ein zufälliges
„Umklappen“ der Charakteristik. Die Ausrichtung der Charakteristik bleibt in allen Fällen
erhalten.
3.6.3 Korrektur thermischer Verformungen
Die durch das thermische Spritzen eingebrachten Verformungen des Substrates führen, wie
bereits in Kapitel 3.4.2 diskutiert worden ist, dazu, dass die Schichtdicke nicht mehr direkt
aus der Proﬁlhöhe der durchgeführten Scans bestimmt werden kann. Dies ist darin begründet,
dass sich das Substrat „unter“ der Beschichtung nach oben bzw. nach unten gewölbt haben
könnte, wodurch die Schichtdicke über- respektive unterschätzt wird. Zur Berücksichtigung
dieses Eﬀektes wird daher der tatsächliche Verlauf der Substrat-Schicht-Grenze geschätzt und
von der gemessenen Proﬁlhöhe abgezogen. Hierzu wurden zwei Methoden entwickelt, die im
Folgenden beschrieben werden.
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Abbildung 3.21: Konturgraﬁken verschiedener Fittingpolynome g2(x,y) zweiten Grades für drei
verschiedene Footprintproben in den drei Spalten. (a) Auf allen Punkten berechnete Fittingpo-
lynome für die unbeschichteten Substrate mit unterschiedlich ausgerichteten zylindrischen, sat-
telförmigen und elliptischen Charakteristiken; (b) Nur auf den Randwerten der unbeschichteten
Substrate berechnete Fittingpolynome – die Approximationen sind für den zentralen Bereich
des Footprints ungenauer als diejenigen, die auf allen Punkten berechnet wurden; (c) Auf dem
Referenzrand der beschichteten, thermisch verformten Proben approximierte Substratoberﬂäche,
welche nun für alle Proben eine deutliche, nach oben gerichtete Wölbung aufweist; (d) Diﬀerenz
zwischen den Fittings aus (c) und (a). Unabhängig von der initialen Charakteristik, Ausrichtung
oder der Konvexität oder Konkavität verformen sich die Proben im Spritzprozess auf ähnliche
Weise.
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Methode 1
Die erste Methode approximiert den unbekannten Verlauf der Substratgrenze als Extrapolati-
on des unbeschichteten Referenzrandes Ri der beschichteten Probe, welcher in grüner Farbe in
Abbildung 3.19 hervorgehoben ist. Dazu wird, wie im vorherigen Kapitel beschrieben, eine po-
lynomielle Fläche zweiten Grades fRi (x,y) auf die Randpunkte Ri geﬁttet (Abbildung 3.21c).
Zur Vermeidung von Ungenauigkeiten werden dabei Ausreißer aus Ri, welche stellenweise
durch nach der Reinigung des Probenrandes verbliebene Kleberanhaftungen entstanden sind,
entfernt. Zu diesem Zweck wird zunächst ein vorläuﬁges Fitting berechnet und anschließend
diejenigen Scanpunkte, die einen großen Fehler aufweisen, vor der Berechnung des ﬁnalen
Fittings fRi aus Ri entfernt. Anhand des Fehlerhistogramms sind diese Ausreißer leicht zu
identiﬁzieren. Die Korrektur der Scandaten Fi erfolgt schließlich durch die Subtraktion der
auf diese Weise geschätzten Substratﬂäche von der originalen Punktwolke:
F˜i =
{(
xj , yj , zj−fRi (xj ,yj)
)T ∣∣∣ xj = (xj , yj , zj)T ∈ Fi} . (3.1)
Die Genauigkeit dieser Methode kann abgeschätzt werden, indem der Fehler der Randap-
proximation gRi des unbeschichteten Substrats betrachtet wird, da in diesem Fall der genaue
Verlauf der Substratoberﬂäche auch in der Mitte bekannt ist. Nach Tabelle 3.2 beträgt dieser
im Durchschnitt über alle Substrate EAAD = 2,30µm.
Methode 2
Die zweite Methode basiert auf der Feststellung, dass alle Footprintsubstrate unabhängig von
ihrer initialen Verformungscharakteristik oder -richtung durch den thermischen Einﬂuss auf
ähnliche Weise verformt werden. Deutlich wird dies in Abbildung 3.21d, welche für die drei
exemplarisch betrachteten Footprints die Diﬀerenzen fRi (x,y)− gAi (x,y) zwischen der jewei-
ligen Randapproximation des beschichteten und der auf allen Punkten berechneten Approxi-
mation des zugehörigen unbeschichteten Footprints zeigt. In allen acht Fällen ist in der Mitte
eine Wölbung der Probe zur Beschichtungsseite zu beobachten. Diese ist für die betrachteten
Proben – im Rahmen der Messgenauigkeiten – unabhängig von der Beschichtungsdauer von
5–10 s. Eine der Proben, welche während der Beschichtung rückseitig mit Druckluft gekühlt
wurde, weist jedoch eine deutlich abweichende Durchbiegungscharakteristik auf und wird da-











deﬁniert, so kann die Schicht-Substrat-Grenze eines Footprints i durch Addition gAi (x,y)+
v¯(x,y) dieser Verformung auf das unbeschichtete Substrat geschätzt werden. Insgesamt ergibt
sich damit das korrigierte Proﬁl
˜˜Fi =
{(
xj , yj , zj− (gAi (x,y)+ v¯(x,y))











































Abbildung 3.22: Thermische Verformungen: (a) Durchschnittliche vertikale Verformung der sie-
ben Substrate dargestellt über der Substratﬂäche (Methode 2). (b) Mit den beiden unterschied-
lichen Methoden festgestellte, aus dem Spritzprozess resultierende Substratdurchbiegungen bei
sieben Footprints sowie deren Mittelwerte (gestrichelte Linien).
Die Genauigkeit dieser Methode hängt davon ab, wie gut v¯(x,y) die Verformung jedes Substra-
tes wiedergibt. Ein Indiz hierfür ist die durchschnittliche absolute Abweichung jeder einzelnen
Verformung fRi (x,y)−gAi (x,y) in Gleichung (3.2) von v¯(x,y), welche für die vorliegenden Foot-
prints im Mittel lediglich 1,1 µm (95% der Werte kleiner als 2,8 µm) beträgt. Zusätzlich muss
der Fehler der Approximation der unbeschichteten Substratﬂäche gAi berücksichtigt werden,
welche als Ausgangspunkt der Schätzung der Substratoberﬂäche dient und nach Tabelle 3.2
ca. 1,43 µm beträgt. Demgegenüber hängt die Genauigkeit der ersten Methode im Wesentli-
chen von der Genauigkeit der randbasierten Fittings fRi ab, welche für die unbeschichteten
Substrate 2,3 µm beträgt. Insgesamt ist die erste Methode daher anfälliger für Messfehler auf
dem Rand der beschichteten Proben, beispielsweise aufgrund von Kleberanhaftungen, und
die zweite Methode für starke Abweichungen von der Durchschnittsverformung v¯, welche un-
ter anderem aus einem abweichenden Temperaturverlauf im Prozess resultieren können. Aus
rein praktischer Sicht ist die erste Methode deutlich einfacher zu realisieren, da hierfür die
unbeschichteten Proben nicht gescannt werden müssen.
Abbildung 3.22a zeigt die nach der zweiten Methode durchschnittlich angewandte Korrektur,
welche qualitativ von der nach der ersten Methode berechneten Korrektur kaum zu unter-
scheiden ist. Die von beiden Methoden berechneten und korrigierten Durchbiegungen, also
die Intervallbreiten der addierten Korrekturterme, für die sieben mit beiden Methoden kor-
rigierten Footprintproben sind in Abbildung 3.22b dargestellt. Es ist zu erkennen, dass die
berechneten Korrekturen beider Methoden ähnlich ausfallen, wobei die zweite Methode mit im
Durchschnitt 26,3 µm gegenüber 23,7 µm bei der ersten Methode etwas stärkere Durchbiegun-
gen schätzt. Zur Kontrolle der nach der Verformungskompensation resultierenden Schicht-
dickenverläufe wurden diese für einen der Footprints (#8) und eine der Linearbahnproben
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2,5 cm
Abbildung 3.23: Darstellung der aufgetrennten, eingebetteten, geschliﬀenen und polierten Pro-
ben des Footprints #8 (links) und des Linearbahnproﬁls (rechts) sowie ihrer Mikroskopaufnahmen
(mitte).
(vergleiche Kapitel 3.8) durch Anfertigung eines Querschliﬀs überprüft, wobei die im folgen-
den Kapitel 3.7 zur Vermessung der Schichtdicke entwickelten Algorithmen eingesetzt wurden
(Abbildung 3.23). Für den ca. 2,5 cm langen Querschliﬀ des Footprints ergibt sich nach Filte-
rung des Scan- und Oberﬂächenrauschens mit einem 1mm breiten gleitendem Mittelwertﬁlter
eine durchschnittliche absolute Abweichung von 35,4 µm vor und 29,7 µm nach der Kompen-
sation der thermischen Verformung – 1,9% respektive 1,59% der maximalen Schichtdicke. Es
konnte also tatsächlich eine Verbesserung festgestellt werden, welche jedoch in diesem Fall –
entsprechend der ohnehin geringen Durchbiegung der 30mm starken Substrate – nicht sehr
groß ausfällt. Der Unterschied zwischen den beiden Kompensationsmethoden ist hier im Hin-
blick auf die Abweichung von der Querschliﬀmessung marginal, so dass die Entscheidung zur
Verwendung der ersten Methode in diesem Fall vorwiegend auf Basis der einfacheren Ein-
setzbarkeit beruht. Im allgemeinen Fall ist eine Entscheidung für eines der beiden Verfahren
jedoch neu zu treﬀen, wobei insbesondere die Gleichförmigkeit der Verformungen verschie-
dener Proben kritisch geprüft werden sollte. Kann diese für den vorliegenden Prozess nicht
gewährleistet werden, ist Methode 1 vorzuziehen.
3.6.4 Konvertierung für die Nutzung in der Simulation
Zur Nutzung eines ausgerichteten und korrigierten Footprints in der Simulation muss dieser
als regulär abgetastetes Höhenfeld in eine Textur geladen werden (Kapitel 5.3.3). Zu diesem
Zweck wird zunächst eine Delaunay-Triangulation [9] aller Punkte der verformungskorrigierten
Punktwolke in der x-y-Ebene berechnet. Auf Basis dieser Triangulation können Höhenwerte
des Proﬁls an beliebigen Stellen (x,y) linear aus den Werten der drei Eckpunkte des Dreiecks,
in dem (x,y) liegt, interpoliert werden. Eine Abtastung an den Stellen eines regulären Gitters
(i ·∆x,j ·∆y) in der x,y-Ebene liefert nun das für die Simulation benötigte Format. Die
neu abgetasteten Footprints Fi können somit zum einen nach wie vor als – nun über einem
regulären Gitter angeordnete – Punktmengen {xj} verstanden werden, zum anderen aber auch
als Funktionen Fi(x,y), deren Funktionswerte an der Stelle (x,y) wiederum durch (bilineare)
Interpolation benachbarter Punkte aus Fi ermittelt werden.
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Abbildung 3.24: Querschnitte dreidimensionaler Footprintproﬁle entlang der im Versuch senk-
rechten y-Achse (a) bzw. der waagerechten x-Achse (b). Enthalten sind je drei Footprints mit
5 s, drei mit 7,5 s und zwei mit 10 s Spritzdauer. Die Schichtdicke dieser auf eine Sekunde Spritz-
dauer normierten Einzelproben weist eine deutliche Streuung auf. Ferner zeigen insbesondere die
waagerechten Querschnitte verschieden stark ausgeprägte Wölbungen der Proﬁle. Diesen Eﬀekten
liegen jedoch Prozessﬂuktuationen zugrunde, welche keine systematische Abhängigkeit von der
Spritzdauer erkennen lassen. Es kann daher von einem näherungsweise homothetischen Schicht-
wachstum ausgegangen werden.
Um die Genauigkeit eines in der Simulation verwendeten Footprints zu steigern, ist es sinnvoll,
diesen Footprint durch Mittelwertbildung aus Proﬁlen mehrerer Einzelmessungen zu erzeu-
gen. Dadurch werden sowohl das in den Einzelmessungen enthaltene Scanrauschen als auch
die in den Footprints enthaltenen Prozessﬂuktuationen globaler (schwankende Auftragsrate)
und lokaler (anhaftende Partikelagglomerationen) Art gedämpft. Unter Berücksichtigung der







erzeugt werden, welcher auf eine Sekunde Spritzdauer normiert ist. Dies setzt zunächst voraus,
dass der bei der Lasereinmessung markierte Arbeitspunkt für alle Proben identisch ist, was
in diesem Fall durch die verwendete Probenaufnahme sichergestellt wird. Weiterhin stellt sich
die Frage, welche der Proben in einen mittleren Footprint einﬂießen sollten beziehungsweise
ob und wie die Qualität der Einzelmessungen beurteilbar ist.
Als ein die Qualität beeinﬂussendes Kriterium könnte die Spritzdauer dienen, da bei Foot-
prints mit größerer Spritzdauer Prozessﬂuktuationen durch die längere zeitliche Mittelung
besser ausgeglichen werden und aufgrund der höheren Schichtdicke ein geringerer relativer
Messfehler in der Proﬁlmessung erreicht wird. Andererseits besteht mit zunehmender Spritz-
dauer auch die Gefahr einer Veränderung der Proﬁlform aufgrund einer stärkeren Erwärmung
der Probe oder eines möglichen Einﬂusses des höheren und damit auch steileren Footprintpro-
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Abbildung 3.25: : Durchschnittliche (a) absolute und (b) relative Abweichung der einzelnen Pro-
ﬁle Fi ∈Θ vom Durchschnittsfootprint F¯ . Der starke Anstieg des relativen Fehlers (logarithmische
Darstellung) zum Rand ist in der stark abfallenden Schichtdicke begründet.
ﬁls auf die Partikelhaftung bzw. das Ablagerungsverhalten. Eindeutige Indikatoren für eine
zur Spritzdauer proportionale oder antiproportionale Qualität scheint es in diesem Fall jedoch
nicht zu geben, wie aus den Querschnitten durch die acht Einzelproﬁle entlang der y- bzw.
x-Achse in den Abbildungen 3.24a respektive 3.24b hervorgeht. Zwar scheinen die Footprints
mit 5 s Spritzdauer an der oberen und unteren Flanke (ca. ±20mm in Abbildung 3.24a) etwas
dünner zu sein als die übrigen Footprints, die Maximalhöhe oder die Halbwertsbreite (Breite
bei halber Maximalhöhe) ist jedoch unabhängig von der Spritzdauer. So haben beispielswei-
se sowohl die niedrigste als auch die höchste normierte Footprintprobe eine Spritzdauer von
5 s. Da sich auch die Volumina der normierten Footprintproben nicht proportional oder an-
tiproportional zur Spritzdauer verhalten, kann des Weiteren von einem Fluktuationen unter-
worfenen, aber insgesamt näherungsweise homothetischen Schichtwachstum im betrachteten
Spritzdauerbereich ausgegangen werden. Dies bedeutet insbesondere, dass an dieser Stelle
Footprintproben verschiedener Spritzdauer in die Bildung eines mittleren Footprints einbe-
zogen werden können. Daher werden an dieser Stelle alle acht Proben, deren Verformungen
mit der ersten in Gleichung (3.1) beschriebenen Methode kompensiert wurden, zur Bildung


















der an der Bildung des durchschnittlichen Footprints beteiligten Einzelproﬁle in Abbil-
dung 3.25b ist zu erkennen, dass der relative Fehler aufgrund der nach außen fast auf Null
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Abbildung 3.26: Ergebnisse der unteschiedlichen Methoden zur Bestimmung der unbeschichte-
ten Bereiche des Footprints. Das einfache Schwellwertverfahren mit Grenzwert γ auf einer Ein-
zelprobe (a) liefert keine guten Ergebnisse, da γ im sandgestrahlten Bereich bis an den Rand
der Probe häuﬁg überschritten wird. (b) Bei Mittelwertbildung mehrerer Proben kann durch die
Anwendung des Grenzwertes γ¯ nach Gleichung (3.6) auf das mittlere Footprintproﬁl ein besseres
Ergebnis F¯loose erzielt werden. (c) Ein noch enger gefasstes Proﬁl ergibt sich durch die Beschrän-
kung auf den Bereich, in dem alle Proben den Grenzwert γ überschreiten (F¯tight). In beiden
Fällen, (b) und (c), ist die von der Bewegung der Spritzpistole über das Substrat verursachte
leichte Ausbuchtung an der rechten Seite zu erkennen.
abnehmenden Schichtdicke extrem ansteigt und ab einem gewissen Punkt nur noch von den
hochfrequenten Anteilen der gesandstrahlten Oberﬂäche sowie vereinzelten anhaftenden Par-
tikeln bestimmt wird. Daher sind für eine Verwendung des Footprints in der Simulation un-
beschichtete Bereiche zu identiﬁzieren und auf Null zu setzen.
Wie in Kapitel 3.6.2 bereits dargelegt wurde, wird die Proﬁlhöhe sandgestrahlter Bereiche
durch den taktilen Scanvorgang um durchschnittlich γ = 76,6µm überschätzt, weshalb Berei-
che mit geringeren Proﬁlhöhen als unbeschichtet angenommen werden können. Da es sich bei
diesem Grenzwert nur um einen Mittelwert handelt, welcher auch an vielen unbeschichteten
Stellen überschritten wird, liefert die Anwendung auf eine einzelne Probe kein gutes Ergebnis
(Abbildung 3.26a). Eine bessere, in weniger Teile zerfallende Segmentierung der beschichteten
Bereiche lässt sich für die aus mehreren Einzelproﬁlen Θ kombinierten Footprints erzielen,
indem die Segmentierung auf dem gemittelten Footprint berechnet wird. Dabei werden die-
jenigen Bereiche als unbeschichtet angenommen, die im Mittel der einﬂießenden Footprints
eine kleinere Proﬁlhöhe als γ aufweisen. Da jeder der in die Mittelung einﬂießenden Footprints
auf eine Sekunde Spritzdauer normiert wird, muss auch der Grenzwert γ entsprechend Glei-
chung (3.4) normiert werden. Es können daher in dem betrachteten Fall alle Punkte xj ∈ F¯






























Abbildung 3.27: Histogramm der relativen Abweichungen der Einzelversuche von den durch-
schnittlichen Footprints F¯loose und F¯tight als Indikator für die Reproduzierbarkeit beziehungs-
weise die Prozessstabilität beim Lichtbogenspritzen. Die Abweichungen wurden auf Basis der als
beschichtet klassiﬁzierten Bereiche (Abbildung 3.26) berechnet.
ist. Alternativ kann auch nur der Teil der Oberﬂäche als unbeschichtet angenommen werden,
in dem keines der Einzelproﬁle den Grenzwert γ überschreitet. Dadurch wird der beschichtete
Bereich enger gefasst. Die beiden resultierenden Footprints F¯loose und F¯tight sind in Abbil-
dung 3.26 dargestellt. Die durchschnittlichen relativen Abweichungen aller Einzelfootprints
von F¯loose und F¯tight sind in Abbildung 3.27 als Histogramm dargestellt und liefern ein wich-
tiges Indiz für die Streuung des Beschichtungsprozesses und somit auch für die zu erwartende
Genauigkeit einer Simulation auf Basis dieser Daten. Im Mittel beträgt die relative Abwei-
chung 29,5% für F¯loose und 12,6% für F¯tight. Die beiden Häufungen der Abweichungen bei ca.
40% und 75% treten in den äußeren Bereichen von F¯loose auf, in denen die durchschnittliche
Schichtdicke bereits in die Größenordnung der Einzelpartikeldicken abgesunken ist.
Mit der erfolgten Ausrichtung der Proﬁle, der Kompensation thermischer Verformungen
und der Mittelwertbildung zur Unterdrückung von Prozessﬂuktuationen sind die wichtigsten
Schritte der Nachbearbeitung dreidimensionaler Proﬁle durchgeführt und die Proﬁle können
im Rahmen der Simulation verwendet werden. Als zusätzliche Eingaben für die Simulation
werden dafür noch die Spritzdauer, der Spritzabstand der Footprints sowie der durch die
Lasereinmessung der Proben bestimmte Arbeitspunkt für die Simulation benötigt. Letzterer
ist für alle Proben identisch und ergibt sich als Schnittpunkt der Laserkreuzachsen, welche
wiederum durch die an den Probenrändern aufgebrachten Markierungen bestimmt sind (Ka-
pitel 3.4.1). Eine weitere Steigerung der Genauigkeit der Footprintproﬁle und eine eﬃziente
Rauschunterdrückung kann durch die zusätzliche Anwendung der modellbasierten Footprint-
optimierung in Kapitel 3.8 oder durch die in Kapitel 3.9 beschriebene Modellierung des Proﬁls
als Summe von Gaußfunktionen erzielt werden.
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3.7 Nachbearbeitung zweidimensionaler Proﬁle
Im Gegensatz zu den dreidimensionalen Proﬁlen, welche bereits nach dem Scanprozess als
potentielle Schichtdicken vorliegen und im Rahmen der Nachbearbeitung lediglich korrigiert
werden, müssen die zweidimensionalen Proﬁle noch aus den mit dem digitalen Weißlicht-
mikroskop erfassten Bildern extrahiert werden. Dabei entsteht die Gesamtaufnahme einer
aufgetrennten, eingebetteten, geschliﬀenen und polierten Schichtprobe mit einem Durchmes-
ser von maximal 30–40mm aus mehreren (bis zu 30–40) Einzelaufnahmen, welche von der
Mikroskopiesoftware zu einem Bild zusammengesetzt werden. Eine Gesamtaufnahme kann
dabei mehrere 100 Megapixel groß sein. Die Messung der Proﬁle in diesen Bildern konn-
te bisher nur durch manuelles Einfügen und Tabellarisieren einer großen Anzahl einzelner
Messbalken mit Hilfe der Mikroskopiesoftware durchgeführt werden. Um den damit verbun-
denen Arbeitsaufwand von ca. 30–45 Minuten pro Probe zu reduzieren und eine objektivere
und hochauﬂösendere Messung zu ermöglichen, wurde ein Algorithmus entwickelt und als
eigenständiges Softwaretool implementiert, welches diesen Messvorgang weitestgehend auto-
matisiert. Der Algorithmus arbeitet in mehreren Schritten: Zunächst wird das Bild durch
Anwendung lokaler Operatoren segmentiert, um den Bildbereich, der die Beschichtung dar-
stellt, zu ermitteln. Diese Segmentierung wird anschließend mittels morphologischer Filterung
korrigiert und skelettiert (ausgedünnt) [64], um eine zentral entlang der Beschichtung verlau-
fende Mittelachse zu ermitteln. Diese Mittelachse dient im letzten Schritt als Grundlage zur
Berechnung des Verlaufs der Schichtdicke senkrecht zu dieser Achse. Die einzelnen Schritte
des Algorithmus werden im Folgenden detailliert beschrieben.
1. Segmentierung
Um zunächst den Bildbereich zu identiﬁzieren, welcher die Beschichtung darstellt, wird
die Tatsache ausgenutzt, dass dieser Bereich aufgrund der vielen Grenzen zwischen den
einzelnen Splats der Beschichtung wesentlich hochfrequentere Bildanteile enthält als das
Substrat (helle Bereiche in Abbildung 3.28a und 3.28b) oder die Einbettmasse (dunkle
Bereiche). Diese Splatgrenzen werden zunächst mit Hilfe des Canny-Kantendetektors
[21] ermittelt, wobei insbesondere auch die Grenzen zwischen Beschichtung und Ein-
bettmasse bzw. Beschichtung und Substrat als Kanten erkannt werden. Das Ergebnis
ist ein Binärbild, in welchem die Kantenpixel weiß und alle anderen schwarz sind (Ab-
bildung 3.28c). Da die Kantenverläufe, welche die Beschichtung beranden, in der Regel
noch viele Lücken enthalten und Algorithmen zum Kantenschließen bei derart vielen
Kantenpixeln nicht ohne Weiteres eingesetzt werden können, wird zur weiteren Seg-
mentierung ein einfacher ﬂächenbasierter Ansatz gewählt. Dazu wird das Kantenbild
mit einem Gaußﬁlter tiefpassgeﬁltert, um die vielen weißen dicht beieinander liegen-
den Kantenpixel ineinander verlaufen zu lassen (Abbildung 3.28d). Dadurch entsteht
an der Stelle der Beschichtung ein inhomogener heller Bereich, welcher sich mit ei-
nem anschließenden Schwellenwertﬁlter leicht extrahieren lässt. Durch den Tiefpaßﬁlter
werden dabei dünne linienartige Kantenstrukturen, wie zum Beispiel die Kanten der
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Abbildung 3.28: Darstellung der Zwischenergebnisse des entwickelten Algorithmus zur Schicht-
dickenmessung. (a) Gesamtaufnahme der Probe - zusammengesetzt aus mehreren Einzelbil-
dern. (b) Unbearbeiteter Ausschnitt. (c) Ausschnitt nach der Kantendetektion mittels Canny-
Algorithmus [21]. (d) Ausschnitt nach der gaußschen Tiefpassﬁlterung. (e) Ausschnitt nach An-
wendung eines Schwellenwerts. (f) Detektiertes Schichtsegment nach der morphologischen Berei-
nigung. (g) Ermitteltes Skelett des Schichtsegments mit unerwünschten Verästelungen. (h) Aus
dem reduzierten Skelett gewonnene Mittelachse mit dazu senkrechten Messbalken im Abstand
50 µm; gelbe Punkte markieren 1mm-Abstände.
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großen Poren oder die aufgrund von Belichtungsunterschieden detektierten Kanten an
den Grenzen zusammengefügter Einzelbilder, wie sie in Abbildung 3.28c zu sehen sind,
erfolgreich entfernt, da ihre Helligkeitsdichte zu gering ist, um nach der Tiefpassﬁlterung
über dem Schwellenwert zu liegen.
In Abbildung 3.28e ist zu erkennen, dass dennoch mehrere - im gesamten Querschliﬀ-
bild bis zu mehreren hundert - weiße Bereiche an den Stellen übrig bleiben, in denen im
Originalbild unregelmäßige Strukturen im Substrat oder der Einbettmasse auftreten.
Da in der Regel der weiße Bereich mit der größten Fläche der gesuchten Beschichtung
entspricht, kann dieser ermittelt werden, indem alle Pixel gemäß ihrer Zugehörigkeit
zu Zusammenhangskomponenten nummeriert und anschließend gezählt werden. Dabei
kommt ein zweiphasiger Linearzeitalgorithmus zur Etikettierung von Zusammenhangs-
komponenten (engl.: connected component labeling) zum Einsatz, welcher zum Bei-
spiel in [164] und [135] beschrieben ist. Nach der Etikettierung wird nur die größte
Zusammenhangskomponente behalten, alle übrigen repräsentieren unerwünschte weiße
Fehlstellen außerhalb der eigentlichen Beschichtung und werden entfernt (geschwärzt).
Für die folgende Berechnung der Mittelachse der Beschichtung müssen des Weiteren
auch die aufgrund von inneren Poren innerhalb der Schicht verbliebenen Löcher (Ab-
bildung 3.28e) entfernt werden. Hierfür kann die Tatsache ausgenutzt werden, dass der
Bereich außerhalb der Schicht bereits von weißen Fehlstellen bereinigt wurde. Mittels
eines einfachen Floodﬁll-Algorithmus [64] wird der äußere, schwarze Bereich markiert,
wobei eine zuvor durchgeführte Erweiterung des Bildbereichs um einen ein Pixel brei-
ten (schwarzen) Rand sicherstellt, dass alle eventuell disjunkten Randbereiche erfasst
werden. Alle unmarkierten Pixel gehören dann zu der bereits segmentierten Beschich-
tung oder zu entfernenden inneren Löchern. Abbildung 3.28f zeigt den segmentierten
Schichtbereich, welcher anschließend zu vermessen ist.
2. Bestimmung der Mittelachse
Da das Schichtproﬁl idealerweise stets senkrecht zur Oberﬂäche des Bauteils bzw. zur
Verlaufsrichtung der Schicht gemessen wird, wird im nächsten Schritt die Mittelachse
als Verlaufsrichtung der Schicht berechnet. Dazu wird das zuvor ermittelte Schicht-
segment in einem ersten Schritt, unter Verwendung des morphologischen Algorithmus
von Zhang und Suen [182], skelettiert. Dieser Algorithmus entfernt in einem iterativen
Verfahren solange nach und nach Konturpunkte des auszudünnenden Bereichs, deren
3× 3-Pixelnachbarschaft eine Reihe von Kriterien erfüllt, bis nur noch ein Skelett aus
Linien mit einer Breite von einem Pixel übrig bleibt. Neben der Bedingung, dass nur
Konturpixel entfernt werden, wird dabei gewährleistet, dass das Gebiet nicht zerfällt und
keine Endpixel der Skelettlinien entfernt werden. Aufgrund der potentiell sehr großen
Eingabebilder und der Prüfung mehrerer Bedingungen auf der Umgebung jedes Pixels
in jeder Iteration stellt dieser Algorithmus trotz vollständig parallelisierter Implemen-
tierung unter Verwendung von OpenMP (Open Multi-Processing) [24] den zeitlichen
Flaschenhals der gesamten automatischen Schichtberechnung dar. Mit einem Zeitbedarf
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Abbildung 3.29: Berechnung des längsten Weges im Skelettgraph. (a) Endpunkte des Skeletts
sind genau diejenigen Pixel, deren im Kreis enumerierten Nachbarn genau zwei Schwarz-Weiß-
Wechsel aufweisen (blaue Balken). Ausgehend von einem beliebigen Endpunkt P wird zunächst
mittels Flood-Fill-Algorithmus (Zahlen) der am weitesten entfernte Endpunkt Q bestimmt. (b)
Ausgehend von Q wird dieses Verfahren wiederholt, um den längsten Pfad des Skeletts von Q
nach R zu bestimmen.
von ca. 25 s bei dem in Abbildung 3.28a präsentierten Beispiel der Größe 10000×5200
auf einem Desktop PC mit Core-i7 2600 (3,4 GHz) und 8-facher Parallelisierung ist
dieser jedoch akzeptabel und insbesondere im Vergleich zur manuellen Segmentierungs-
dauer vernachlässigbar. Abbildung 3.28g zeigt einen Teil des resultierenden Skeletts,
welches aufgrund der äußeren Kontur des Schichtsegments eine Vielzahl an – in diesem
Fall unerwünschten – Verästelungen enthält. Mit Hilfe dieses Skeletts kann nun jedoch
eine gute Näherung für die Mittelachse der Schicht als Verbindung derjenigen zwei End-
punkte des Skeletts gefunden werden, welche den größten Abstand voneinander haben.
Es wird also der längste Pfad zwischen zwei der Endpunkte des entstandenen kreisfreien
Graphen gesucht.
Eine wesentliche Schwierigkeit ergibt sich hier zunächst dadurch, dass dieser Graph
bzw. Baum lediglich als Pixelbild vorliegt und seine logische Struktur nicht bekannt ist
– es existieren keine Knoten oder Kantenlisten. Um Graphenalgorithmen auf der logi-
schen Baumstruktur des Skeletts anwenden zu können, müssten also zunächst alle End-
und Kreuzungspunkte ermittelt werden. Dies ist jedoch insbesondere für die Kreuzungs-
punkte nicht trivial, da hier viele verschiedene Konﬁgurationen auf Pixelebene auftreten
können. Stattdessen werden in einem ersten Schritt zur Bestimmung des längsten Weges
lediglich die Endpunkte des Skeletts als diejenigen Pixel identiﬁziert, deren acht im Kreis
enumerierten direkten Nachbarpixel genau zwei schwarz-weiß Wechsel aufweisen (Ab-
bildung 3.29a). Diese Charakterisierung ist eindeutig, da Pixel in der Mitte eines Pfades
vier und Kreuzungspunkte mehr als vier Wechsel aufweisen. Von einem beliebigen die-
ser Endpixel ausgehend wird anschließend mit einem Flood-Fill-Ansatz die Distanz aller
Skelettpixel zu diesem Startpixel P ermittelt. Anschließend wird der von P am weites-
ten entfernte Skelettendpunkt Q gewählt und das Verfahren wiederholt. Der Weg von
Q zu dem am weitesten von Q entfernten Endpunkt R ist dann der längste Weg im
Skelett und somit eine erste Näherung für die gesuchte Mittelachse der Beschichtung
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(Abbildung 3.29b). Dieses Vorgehen entspricht im Wesentlichen dem Algorithmus von
Dijkstra zum Finden des längsten Weges in einem Baum [161], wobei jeder Pixel des
Skeletts als Knoten interpretiert und die makroskopische Konnektivitätsstruktur des
Skeletts nie explizit berechnet wird. Ein Beweis für die Korrektheit ﬁndet sich in [17].
Um für die Messung der Schichtdicken senkrecht zum Verlauf der gefundenen Mittelach-
se nicht zu stark variierende Richtungen zu erhalten, wird die Mittelachse nicht direkt
durch den gefundenen längste Pfad repräsentiert, sondern durch eine approximierende
Splinekurve ersetzt [118].
3. Profil- und Porositätsmessung
Die in Schritt zwei ermittelte Splinekurve wird nun in frei deﬁnierbaren Abständen regel-
mäßig unterteilt, um anschließend an diesen Unterteilungspunkten die Dicke des zuvor
segmentierten Schichtbereichs senkrecht zur Splinekurve zu vermessen. Diese Messungen
sind in Abbildung 3.28h durch rote Messbalken veranschaulicht. Für das im Rahmen
dieser Arbeit verwendete Mikroskop wird zur Umrechnung der Längen von Pixeln in
µm der von der Mikroskopiesoftware im Bild eingebettete Maßstabsbalken automatisch
erkannt. Die ermittelten Schichtdicken, die zugehörigen Messbalkenpositionen entlang
der Oberﬂäche sowie die Bildkoordinaten werden von der im Rahmen dieser Arbeit
entwickelten Messsoftware tabellarisch exportiert. Des Weiteren können entlang der
Messbalken Richtwerte für die Porosität des Schichtgefüges gemessen und exportiert
werden, falls ein Helligkeitsgrenzwert zur Abgrenzung von (dunkleren) Poren von der
übrigen Schicht angegeben wird. Die Porosität wird dabei entlang jedes Messbalkens als
prozentualer Anteil aller Pixel des originalen Schliﬀbildes berechnet, deren Helligkeit
unterhalb des gegebenen Schwellenwertes liegt.
Abbildung 3.30 zeigt beispielhaft für die in Abbildung 3.28a dargestellte Probe die Ergebnisse
einer manuellen und einer automatisierten Messung im Vergleich. Abgesehen von der deutlich
geringeren Messzeit – ca. zwei Minuten, im Vergleich zu 30–45 Minuten für die manuelle
Messung – liefert die automatische Messung auch wesentlich höher aufgelöste Daten. Diese
automatisch generierten Messdaten geben den tatsächlichen Proﬁlverlauf genauer wieder als
die Messwerte einer manuellen Vermessung, deren Messpunkte, aufgrund des menschlichen
Faktors bei der Auswahl dieser Punkte, hin und wieder an Extremstellen des Schichtproﬁls
gesetzt werden und somit den lokalen Verlauf der Schichtdicke nicht korrekt wiedergeben.
3.8 Nachbearbeitung durch modellbasierte Optimierung
Die Footprintproﬁle, welche mittels der in den Kapiteln 3.4 bis 3.6 beschriebenen Verfahren
ermittelt werden können, werden als Kern der in Kapitel 5 beschriebenen Auftragssimulation
eingesetzt. Dabei ergeben sich Abweichungen zwischen den durch die Simulation berechneten
Schichtproﬁlen und den in identischen Versuchen experimentell ermittelten Proﬁlen. Mögliche
Ursachen für diese Abweichungen sind:
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Abbildung 3.30: Manuell gemessenes und automatisch ermitteltes Schichtproﬁl der Probe aus
Abbildung 3.28a im Vergleich. Die manuellen Messpunkte weisen ungleichmäßige Abstände zu-
einander auf und sind gelegentlich an nicht repräsentativen Extrempunkten platziert. Dies gilt
beispielsweise für die Messpunkte an den Stellen x≈ 9mm, x≈ 22mm sowie x≈ 34mm. Die auto-
matisch berechneten Werte wurden in Abständen von 50 µm ermittelt und anschließend geglättet
(Gaußﬁlter mit 1mm breitem Kern).
• Prozessfluktuationen
Fluktuationen von Strom, Spannung, Gasdruck oder des Drahtvorschubs beim Licht-
bogenspritzen sowie der Partikelförderrate bei anderen Verfahren können einen unre-
gelmäßigen Massenﬂuss und eine hohe Streuung der Schichtdicken einzelner Proben
verursachen.
• Thermische Verformungen
Nicht vollständig korrigierte thermische Verformungen sowie unerkannte leichte Auf-
schmelzungen der Beschichtung führen zu einer inkorrekten Proﬁlmessung.
• Zufällige Partikelagglomerationen
Anhaftende Partikelagglomerationen teilgeschmolzener Partikel beeinﬂussen die lokal
ermittelten Schichtdicken auf der Footprintoberﬂäche.
• Untypische Eingriffsbedingungen
Die Beschichtung der Footprints mit stationärem Spritzbrenner ist untypisch für thermi-
sche Spritzprozesse und führt zu einer punktuellen thermischen Belastung der Beschich-
tung und höheren Schichttemperaturen, welche in der Regel das Haftungsverhalten von
Partikeln auf der Oberﬂäche beeinﬂussen.
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• Messfehler
Trotz aller Sorgfalt bei der Vermessung der Footprintproﬁle bleibt die Messung der im
Vergleich zur lateralen Ausdehnung sehr dünnen Schichtproﬁle eine Herausforderung für
moderne Scanner und es verbleibt stets ein Restfehler bei der Vermessung.
In diesem Kapitel wird daher ein Ansatz zur Kalibrierung der Simulation anhand von ge-
messenen Schichtproﬁlen vorgestellt, welche auf Basis von Spritzbahnen mit nicht stationärer
Spritzpistole hergestellt werden. Die grundlegende Idee besteht dabei darin, die in der Simula-
tion verwendeten Footprintproﬁle so zu variieren beziehungsweise zu optimieren, dass die für
ein oder mehrere Spritzbahnen auf Basis dieser variierten Footprints simulierten Schichtproﬁle
möglichst genau mit experimentell ermittelten Proﬁlen dieser Spritzbahnen übereinstimmen.
Dass sich eine durch diese Modiﬁkation der in der Simulation verwendeten Footprintproﬁle
erzielte Verbesserung der Simulationsgenauigkeit nicht nur auf die zur Optimierung der Foot-
prints verwendeten Spritzbahnen beschränkt, sondern auch auf weitere Simulationen übertra-
gen werden kann, ist darin begründet, dass die zur Kalibrierung genutzten Bahnen praxisnä-
here Beschichtungsabläufe darstellen als die mit stationärem Brenner erzeugten Footprints.
Insbesondere nimmt die thermische Belastung der Beschichtung aufgrund der permanenten
Bewegung des Brenners deutlich ab und ein Aufschmelzen kann nahezu ausgeschlossen wer-
den. Des Weiteren werden störende Einﬂüsse von Prozessﬂuktuationen infolge einer im Re-
gelfall deutlich längeren Gesamtspritzdauer minimiert.
Im folgenden Abschnitt 3.8.1 wird zunächst eine Deformationsfunktion zur lokalen Variati-
on des verwendeten Footprintproﬁls eingeführt. Die Bestimmung der Parameter dieser De-
formationsfunktion stellt das Ziel der Proﬁloptimierung mittels der in Kapitel 3.8.3 aufge-
stellten Zielfunktion dar, welche die Abweichungen zwischen simulierten und gemessenen
Querschnittsproﬁlen minimiert. Als Querschnittsproﬁle dienen dabei Proﬁle, die mit linea-
ren Verfahrwegen des Brenners erzeugt wurden und für die in Kapitel 3.8.2 eine einfache
Berechnungsvorschrift hergeleitet wird. In Kapitel 3.8.4 werden die Ergebnisse dieses Ansat-
zes vorgestellt und Kapitel 3.8.5 betrachtet den Nutzen der in Kapitel 3.6.3 vorgestellten
Methodik zur Korrektur thermischer Verformungen im Hinblick auf den Simulationsfehler für
die verwendeten Linearbahnproﬁle.
3.8.1 Variation des Footprintproﬁls
Die Variation des Footprints F(x,y) zur Kalibrierung der Simulation erfolgt durch Multiplika-
tion mit einer zu bestimmenden Funktion Cn(x,y), welche aus der bikubischen Interpolation
von n×n auf einem regulären Gitter angeordneten Stützstellenwerten ci,j hervorgeht:
Fd(x,y) = Cn(x,y) ·F(x,y). (3.7)
Zusätzlich zu dieser Deformation werden gegebenenfalls Verschiebungen δx, δy und δz des
Proﬁls sowie eine Skalierung sz der Proﬁlhöhe als Parameter in die Optimierung einbezogen,
um eventuelle Fehler bei der Bestimmung des Arbeitspunktes (TCP) (→ δx,δy; siehe auch
Kapitel 3.4.1) oder der Nullebene des Proﬁls (→ δz) sowie Abweichungen der tatsächlichen
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Abbildung 3.31: Verlauf der real gemessenen und der mit Floose simulierten Linearbahnproﬁle
L∗x und L∗y für beide Linearbahnen in x- respektive y-Richtung (a), sowie deren Diﬀerenzen (b).
Die Anzahl der Überläufe beträgt m= 26 und die Verfahrgeschwindigkeit v = 200mm/s.
von der programmierten Footprintspritzdauer tF beziehungsweise der Bahngeschwindigkeit
v (→ sz; Gleichungen (3.10) und (3.11)) zu kompensieren. Die Simulation der Spritzbah-
nen im Rahmen der Kalibrierung erfolgt damit insgesamt auf Basis des transformierten und
deformierten Footprints
Ftd(x,y) = Cn(x− δx,y− δy) · [szF(x− δx,y− δy)+ δz] . (3.8)
Die n2 Parameter ci,j der Funktion Cn sowie die vier Transformationsparameter stellen die
n2+4 Parameter der zu minimierenden Zielfunktion dar, welche in Gleichung (3.12) deﬁniert
wird. Initialisiert werden diese Parameter bei allen im Folgenden beschriebenen Optimierun-
gen mit der neutralen Belegung ci,j =1, δx= δy = δz =0 und sz =1, welche den ursprünglichen,
undeformierten Footprint F(x,y) wiedergibt. Zu Vergleichszwecken werden im weiteren Ver-
lauf des Kapitels sowohl Ergebnisse optimierter Footprintproﬁle auf Basis sowohl von Ftd als
auch von Fd betrachtet.
3.8.2 Deﬁnition der Spritzbahnen
Bevor auf die genaue Formulierung der Zielfunktion eingegangen wird, wird nachstehend
zunächst die Wahl der für die Optimierung verwendeten Beschichtungsbahnen diskutiert.
Prinzipiell können im Rahmen der Optimierung unter Zuhilfenahme der Simulation beliebige
Bahnverläufe betrachtet werden. An dieser Stelle soll jedoch durch eine sinnvolle Wahl der
Bahnen der Berechnungsaufwand reduziert und ein eigenständiges, von der in Kapitel 5 vor-
gestellten Simulation unabhängiges Verfahren realisiert werden. Da die Berechnung der von
den Bahnverläufen abgelagerten Proﬁle für jede Auswertung der Zielfunktion erneut durch-
geführt werden muss, werden an dieser Stelle zwei Linearbahnen konstanter Geschwindigkeit
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und konstanten Abstands vom ebenen Substrat betrachtet, welche in x- bzw. y-Richtung im
Werkzeugkoordinatensystem verlaufen. Als Spritzproﬁle ergeben sich somit zwei extrudierte,
im Querschnitt näherungsweise gaußförmige Linearbahnproﬁle Lx(x,y) bzw. Ly(x,y) für die
Bahnen in x- respektive y-Richtung (Abbildung 3.31a). Aufgrund der linearen Bahnverläufe
mit konstanter Geschwindigkeit v ist die Trajektorie jedes Punktes (x,y) der Substratober-
ﬂäche eine gerade Linie durch den Spritzkegel des Brenners. Der simulierte Schichtauftrag an
diesem Punkt entspricht damit einer Aufsummierung von Werten des verwendeten Footprint-
proﬁls F(x,y) ebenfalls entlang einer geraden Linie x= vt. Für die Spritzbahn in x-Richtung
ergibt sich:






Darin ist m die Anzahl der Überläufe der Linearbahn. Der auf die Spritzdauer tF normierte
Footprint Ftd(·, ·)/tF gibt die Schichtwachstumsrate in mm/s an. Der konstante Abstand vom
Substrat entspricht dem Abstand bei der Erzeugung der Footprints (110mm). Mit dem Deﬁni-
tionsbereich (0, lF )×(0, lF ) des quadratisch angenommenen Footprints sowie der Substitution








beziehungsweise in diskretisierter Form für einen Footprint aus N ×N Höhenwerten sowie















Ftd (i∆x, j∆y) (3.10)








Ftd (i∆x, j∆y) . (3.11)
Die footprintgebundene Simulation der Linearbahnproﬁle vereinfacht sich durch diese Wahl
der Beschichtungsbahnen also wesentlich, da lediglich skalierte Zeilen- und Spaltensummen
der diskreten N ×N -Footprintmatrix berechnet werden müssen. Ebenso vorteilhaft erweist
sich die Wahl dieser Bahnen für die Messung der Querschnittsproﬁle Lrealx (y) bzw. Lrealy (x)
an den realen Proben, da diese, aufgrund der extrudierten Form der Proﬁle, als rauscharme
Durchschnittsproﬁle entlang der x- respektive y-Achse ermittelt werden können.
Hansbo et al. zogen bereits eine ähnliche Konﬁguration aus zwei sich orthogonal schneidenden
Linearbahnen zur Bestimmung eines Footprints als Gitter von N ×N Datenpunkten in Be-
tracht [66]. Da jedoch die obigen Gleichungen (3.10) und (3.11) nur 2N lineare Gleichungen
für N2 Unbekannte des Footprintproﬁls liefern und sie die Durchführung von zusätzlichen
Versuchen zum Erhalt weiterer, unabhängiger Gleichungen als zu aufwendig einstuften, be-
schränkten sich Hansbo et al. auf die Beschichtung rotierender Objekte, für die die Messung
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einer einzigen Bahn ausreichend ist. Die eindeutige Lösbarkeit dieser Gleichungen ist jedoch
für die Optimierung des Footprintproﬁls nicht erforderlich.
3.8.3 Zielfunktion
Auf Basis der simulierten Linearbahnproﬁle sowie der gemessenen Proﬁle kann nun eine Ziel-
funktion aufgestellt werden, welche neben der Abweichung der Proﬁle der Bahnen in x- und
y-Richtung auch einen Glattheitsterm fsmooth für die Deformationsfunktion Cn(x,y) sowie
einen Term fsimilar zur Beschränkung der Abweichung des resultierenden optimierten Foot-
prints vom gemessenen Ausgangsfootprint beinhaltet:














Lsimy (i ·∆x)−Lrealy (i ·∆x)
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(3.14)
als quadratische Abweichung des Simulationsergebnisses vom Messergebnis deﬁniert. Der
Glattheitsterm, welcher sicherstellt, dass die Deformationsfunktion Cn keine zu starken
Schwankungen aufweist, wird als Durchschnitt aller lokalen quadratischen Diﬀerenzen be-












Über den heuristisch gewählten Parameter λ in Gleichung (3.12) kann die Größenordnung von
λfsmooth in Relation zu der von fx und fy eingestellt werden. Ferner kann über den Parameter








(Ftd(i ·∆x,j ·∆y)−F(i ·∆x,j ·∆y))2 (3.15)
gesteuert werden.
Die beschriebene Zielfunktion wurde in der Programmierumgebung Matlab17 in beiden Va-
rianten für die Footprintmodiﬁkation mit N2 bzw. N2+4 Parametern implementiert (Glei-
chungen (3.7) und (3.8)). Als Optimierungsverfahren wurde der zur Lösung nichtlinearer
Probleme mit Nebenbedingungen entworfene und in Matlab implementierte Algorithmus Opt-
Quest/NLP von Ugray et al. [162] verwendet. Zur Suche eines globalen Optimums werden
17http://www.mathworks.com
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dabei zusätzlich zu dem gegebenen Startpunkt mehrere Startpunkte mittels eines Scatter-
Search-Ansatzes erzeugt [68]. Als Nebenbedingungen werden die Optimierungsparameter da-
bei wie folgt beschränkt, um negative ci,j sowie dem Betrag nach zu große, unplausible Trans-
formationsparameter zu vermeiden:
−50mm≤ δx, δy ≤ 50mm, −5mm≤ δz ≤ 5mm, 0.5≤ sz ≤ 10, 0≤ ci,j .
3.8.4 Ergebnisse
Um die Güte der in Kapitel 3.6.4 beschriebenen unoptimierten Footprints Floose und Ftight
zu beurteilen und einen Vergleich mit den optimierten Ergebnissen zu ermöglichen, wurden
für diese Footprints zunächst die simulierten Proﬁle Lsim∗ berechnet und mit den gemessenen
Proﬁlen verglichen. Abbildung 3.31a zeigt für Floose die Verläufe von Lsim∗ und Lreal∗ beider
Linearbahnen in x- und y-Richtung. Anhand der in Abbildung 3.31b visualisierten Diﬀerenzen
zwischen den Simulations- und den Messergebnissen, welche auch für den Footprint Ftight eine
ähnliche Charakteristik aufweisen, ist zu erkennen, dass das simulierte Proﬁl Lsimx tendenziell
zu ﬂach und an den Flanken zu breit ist. Das Proﬁl Lsimy in orthogonaler Richtung ist zu
hoch und an den Flanken minimal zu schmal. Um diese Diﬀerenzen minimieren zu können,
muss der Optimierungsalgorithmus eine Variation des initialen Footprintproﬁls bestimmen,
welche das Integral über den Footprint in x-Richtung in der Mitte anhebt und gleichzeitig
das Integral in y-Richtung in der Mitte absenkt.
Es wurden mehrere Optimierungsläufe durchgeführt, wobei verschiedene initiale Footprints
(Floose und Ftight), Deformationsfunktionen Cn(x,y) mit unterschiedlich vielen Stützstellen
(n2 = 32,52,72,92,152,252,512) sowie beide Formulierungen zur Variation des Ausgangsfoot-
prints (Gleichungen (3.7) und (3.8)) verwendet wurden. Die resultierenden Proﬁle werden im
Folgenden mit Floose,d, Floose,td, Ftight,d und Ftight,td bezeichnet. Dabei geben die zusätzli-
chen Indizes •d und •td die Art der Variation des Ausgangsfootprints an: ausschließlich durch
Deformation nach Gleichung (3.7) bzw. durch Deformation und Transformation gemäß Glei-
chung (3.8). Insgesamt wurden hierfür 2× 2× 7 = 28 Optimierungsläufe mit Parameteran-
zahlen zwischen 9 (F∗,d, C3(x,y)) und 2.605 (F∗,td, C51(x,y)) durchgeführt. Um möglichst
gute Zielfunktionswerte, insbesondere für fx und fy, zu erzielen, wurden zunächst beliebig
große Deformationen erlaubt und die Ähnlichkeitsforderung fsimilar durch Setzen von α = 0
ausgeklammert. Der Gewichtungsfaktor λ für fsmooth wurde vor der Durchführung der Opti-
mierungsläufe so eingestellt, dass λfsmooth die gleiche Größenordnung aufweist wie fx und fy.
Eine Vernachlässigung dieses Terms (λ= 0) kann unerwünschte lokale Schwankungen in den
Stützstellen ci,j zur Folge haben.
Die ﬁnalen Zielfunktionsterme fx+ fy der Ergebnisse sind zusammen mit denen der nicht
optimierten Footprints in Abbildung 3.32 dargestellt. Daraus geht zunächst hervor, dass das
erzielte Ergebnis erwartungsgemäß mit zunehmender Auﬂösung der Deformationsfunktion
deutlich verbessert wird. Ebenfalls erwartungsgemäß erzielen die Optimierungsläufe mit zu-
sätzlichen Transformationsparametern aufgrund der zusätzlichen Freiheitsgrade bessere Er-
gebnisse als die rein deformationsbasierten. Obwohl der initiale Zielfunktionswert des unopti-
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Abbildung 3.32: Ergebnisse der Optimierung für die beiden Footprints Floose und Ftight mit
(Index ’∗, td’) und ohne (Index ’∗,d’) einer Optimierung der vier Transformationsparameter δx,
δy, δz und sz für verschiedene Auﬂösungen der Deformationsfunktion von n = 3 bis n = 51. Als
Vergleichswerte sind ebenfalls die Werte fx+fy der unoptimierten Footprints angegeben.
mierten Footprints Floose geringfügig größer ist als der von Ftight, ergibt sich das beste Ergeb-
nis fx+fy = 9,81 ·10−3 für Floose,td bei maximal aufgelöster Deformationsfunktion (n= 51).
Abbildung 3.33 zeigt für drei Konﬁgurationen die berechneten Deformationsfunktionen so-
wie die resultierenden simulierten Proﬁle Lsim∗ im Vergleich mit den real gemessenen Proﬁlen.
Besonders bei der ersten Konﬁguration mit Ftight,td und n=7 wird deutlich, in welchen Berei-
chen die Proﬁlhöhe des ursprünglichen Footprints vergrößert oder verkleinert wird, um Lsimx
in der Mitte anzuheben und gleichzeitig Lsimy in der Mitte abzusenken. Während in diesem
Fall bereits eine Annäherung der resultierenden simulierten Proﬁle an die gemessenen sicht-
bar ist (Abbildung 3.33b), liefern die unteren Footprints Ftight,td und Floose,td mit n= 51 im
Rahmen der Simulation nahezu perfekte Proﬁle (Abbildung 3.33d und 3.33f). Der aus dieser
Optimierung resultierende Footprint Floose,td ist im Vergleich zum ursprünglichen Footprint
noch etwas langgestreckter, also breiter in x-Richtung und weniger ausgedehnt in y-Richtung
(Abbildung 3.34).
Die alleinige Minimierung der Abweichungen zwischen den simulierten und den gemessenen
Querschnittsproﬁlen ist jedoch für die Verwendung des resultierenden Footprints für Bahnen,
die nicht waagerecht oder senkrecht verlaufen, nicht aussagekräftig: Wird die Optimierung
nicht mit einem gemessenen Footprintproﬁl wie zum Beispiel Floose oder Ftight gestartet, son-
dern mit einem konstanten Footprint F(x,y) = 1, so ergibt sich im Fall von n = 51 die in
Abbildung 3.35 dargestellte Lösung. Diese erfüllt zwar Gleichungen (3.13) und (3.14), stellt
jedoch oﬀensichtlich kein realistisches Footprintproﬁl dar und ist nicht zur Simulation von
Bahnen in beliebigen Bewegungsrichtungen geeignet. Dass die zuvor beschriebenen, in Ab-
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Abbildung 3.33: Aus der Optimierung resultierende Deformationsfunktionen (links) sowie ein
Vergleich der daraus hervorgehenden simulierten und der real gemessenen Proﬁle in x- und y-
Richtung (rechts) für drei verschiedene Optimierungsläufe. Um die durch die Optimierung erzielte
Verbesserung der Linearbahnproﬁle beurteilen zu können, sind zusätzlich die simulierten Proﬁle
auf Basis der unoptimierten Footprints Lunopt eingezeichnet. (a),(b): Ftight,td mit n= 7. (c),(d):
Ftight,td mit n= 51. (e),(f): Floose,td mit n= 51.
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Abbildung 3.34: (a) Originaler Footprint Floose und (b) der aus der Optimierung resultierende
Footprint Floose,td mit n= 51. Letzterer ist in x-Richtung gestreckter und in y-Richtung schmaler















Abbildung 3.35: Footprint als Resultat einer Optimierung mit n = 51 ausgehend von einem
konstantem Footprint F(x,y) = 1 als Startpunkt. Es ist deutlich erkennbar, dass der Footprint nur
auf einer Optimierung parallel zu seinen Achsen basiert. In diese Richtungen integriert erfüllt er
die Zielfunktion ebenso genau wie die aus einer Optimierung von Floose oder Ftight resultierenden
Footprints. Zur Berechnung von Beschichtungen auf Basis beliebiger Roboterbahnen ist er jedoch
ungeeignet. Das Akquirieren eines realen Footprints als Startpunkt für die Optimierung ist also
weiterhin notwendig.
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Abbildung 3.36: Approximationsfehler fx+ fy der Linearbahnen durch die optimierten Foot-
prints in Abhängigkeit der Gewichtung α des Ähnlichkeitsterms (Gleichung (3.15)). Mit zuneh-
mender Gewichtung steigt der Approximationsfehler zunächst leicht und ab ca. α= 0,95 deutlich
an.
bildung 3.33 dargestellten Optimierungsergebnisse realen Proﬁlen stark ähneln, ist zunächst
lediglich auf die Wahl eines real gemessenen Footprintproﬁls als Startpunkt für die Optimie-
rung zurückzuführen. Um diese Ähnlichkeitsbedingung bereits während der Optimierung zu
berücksichtigen, kann in der Zielfunktion die in Gleichung (3.15) formulierte Ähnlichkeitsfor-
derung fsimilar verwendet werden. Abbildung 3.37 zeigt hierzu die für Gewichtungen α= 0,01,
α= 0,5 sowie α= 0,99 aus der Optimierung resultierenden Deformationsfunktionen C51(x,y)
für Floose,td. Es ist erkennbar, dass sich C51(x,y) mit zunehmendem α, also höher gewichte-
tem Term fsimilar, der neutralen Gewichtung C(x,y) = 1 annähert. Diese Beschränkung der
Deformation führt für steigendes α zu einem exponentiellen Anstieg von fx+ fy, also einer
Verschlechterung der Approximation der gemessenen Linearbahnproﬁle (Abbildung 3.36). Für
den Bereich bis ca. α = 0,95 ist diese Verschlechterung jedoch nur minimal und die resultie-
renden Werte für fx+ fy liegen noch immer deutlich (≈ Faktor 23) unter dem Wert des
unoptimierten Footprints. Da die Deformationsfunktionen in diesem Bereich bereits deutlich
schwächer ausgeprägt sind, erscheint es sinnvoll, diese sichtbar geringere Deformation der nur
geringfügig besseren Approximation der Querschnitte bei α= 0 vorzuziehen.
Insgesamt kann festgehalten werden, dass die vorgestellte Optimierungsmethode es ermög-
licht, auf Basis eines initialen Footprints einen modiﬁzierten Footprint zu berechnen, welcher
die gegebenen gemessenen Schichtproﬁle zweier orthogonaler Linearbahnen in der Größen-
ordnung der Auﬂösung n des Stützstellengitters in der Simulation nahezu exakt abbildet.
Ein auf 51× 51 Stützstellen basierendes Gitter reicht dabei für die maximal 130×130mm2
großen Footprintproﬁle vollkommen aus, da sich daraus bereits ein Stützstellenabstand von
weniger als 2,5mm ergibt und eine wesentliche Erhöhung der Auﬂösung lediglich das in den
Messungen enthaltene Rauschen approximieren würde.
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(d) α= 0,5 , λ= 0
Abbildung 3.37: Auf Basis des Footprints Floose,td berechnete Deformationsfunktionen C51(x,y)
für verschiedene Gewichtungen α des Ähnlichkeitsterms aus Gleichung (3.15). (a) - (c): Mit zu-
nehmender Gewichtung der Ähnlichkeitsforderung zum Ausgangsfootprint Floose wird die Defor-
mationsfunktion ﬂacher. (d): Das Vernachlässigen des Glattheitsterms (λ = 0) hat im Vergleich
mit (b) etwas höhere lokale Schwankungen der Deformationsfunktion zur Folge.
3.8.5 Ergebnisse zur Eﬀektivität der Korrektur thermischer
Verformungen
Abgesehen von der Ermittlung eines optimalen Footprints kann auf Basis der aufgestell-
ten Zielfunktion und der gemessenen Linearbahnproﬁle untersucht werden, inwieweit die in
Kapitel 3.6.3 beschriebenen Methoden für den Ausgleich thermischer Verformungen die Ge-
nauigkeit der simulierten Linearbahnproﬁle verbessern. Zu diesem Zweck wurden simulierte
Proﬁle für beide Linearbahnrichtungen für alle acht gefertigten Einzelfootprints berechnet
und mit den gemessenen Proﬁlen Lreal∗ verglichen. Zur Berechnung der Abweichungen wurde
hier ebenfalls die Zielfunktion fopt aus Gleichung (3.12) verwendet, wobei jedoch zunächst
Cn(x,y) = 1 sowie δx = δy = δz = 0 und sz = 1 gesetzt wurden, um die durch den Ausgleich
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Abbildung 3.38: Zielfunktionswerte für alle acht Footprints mit (rechts) und ohne (links) Opti-
mierung der Translation δx, δy, δz und der Skalierung sz für jeweils drei unterschiedlich kompen-
sierte thermische Verformungen. Dabei steht „–“ für „keine Kompensation“ und „M1“ bzw. „M2“
stehen für die Kompensationen nach der ersten bzw. zweiten in Kapitel 3.6.3 vorgestellten Metho-
de. Die waagerechten Linien geben die durchschnittlichen Zielfunktionswerte der gleichfarbigen
Footprints an.
der thermischen Verformungen erzielten Veränderungen direkt und ohne eine weitere Opti-
mierung beurteilen zu können. Für die acht Footprints wurden zunächst jeweils drei Linear-
bahnproﬁle Lsim berechnet, welche auf verschiedenen Versionen der Footprintproﬁle basieren:
ohne Ausgleich der thermischen Verformungen sowie mit Ausgleich nach Gleichung (3.1) (Me-
thode 1) beziehungsweise nach Gleichung (3.3) (Methode 2). Anschließend wurde zusätzlich
betrachtet, inwieweit eine Optimierung ausschließlich der vier Transformationsparameter δx,
δy, δz und sz diese Ergebnisse verbessert. Die berechneten Abweichungen für alle genann-
ten Fälle sind in Abbildung 3.38 zusammengefasst. Die starke Variation der Ergebnisse der
einzelnen Footprints lässt auf eine hohe Prozessvariation schließen. Innerhalb der Gruppe
der nicht optimierten Footprints zeigt sich, dass die Anwendung beider Methoden zum Aus-
gleich der thermischen Verformungen die Abweichungen zwischen Simulation und Experiment
verringert haben, wobei die zweite Methode etwas bessere Ergebnisse erzielt. Nach der Opti-
mierung weisen die Footprints mit und ohne ausgeglichener Substratverformung ähnlichere,
insgesamt leicht verbesserte Abweichungswerte auf, welche insgesamt jedoch nicht an die Wer-
te der bei der Optimierung zusätzlich deformierten Footprints heranreichen. Zumindest für
die betrachteten Footprintproben und Linearbahnen kann daher gefolgert werden, dass sich
die Korrektur thermischer Verformungen auch bei der durch die dicken Substrate bereits stark
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reduzierten Verformung positiv auswirkt, wenn keine Optimierung durchgeführt wird. Nach
der Optimierung der vier genannten Transformationsparameter verringert sich dieser Vorteil
und bei der zusätzlichen Verwendung einer hochaufgelösten Deformationsfunktion Cn ist der
initial verwendete Footprint im Wesentlichen nur noch als ein Startwert für die Optimierung
der Werte ci,j anzusehen. Der aus der Optimierung aller Parameter hervorgehende optima-
le Footprint ist also so stark modiﬁziert, dass Unterschiede in der Initialisierung zwar noch
rechnerisch bemerkbar, praktisch jedoch weitestgehend irrelevant sind. Auf der anderen Seite
konvergiert der Optimierungsalgorithmus ohne einen Footprint als Startwert nicht in einer
sinnvollen Lösung, wie in Abbildung 3.35 zu sehen ist. Der dargestellte Footprint weist zwar,
wie in den Gleichungen (3.13) und (3.14) gefordert, geringe Abweichungen bei der Simulation
der Linearbahnen in x- und y-Richtung auf, für dreidimensionale Beschichtungen ist er jedoch
ungeeignet, da das Proﬁl deutlich von gemessenen Footprints abweicht. Um nach der Optimie-
rung einen plausibles Footprintproﬁl zu erhalten, welches nicht nur für zwei sondern beliebige
Bahnrichtungen geeignet ist, ist daher nach wie vor eine Footprintmessung als Ausgangspunkt
erforderlich.
3.9 Funktionsbasierte Footprintrepräsentation
Die in den vorherigen Kapiteln diskutierten Footprintproﬁle basieren auf einer numerischen
Repräsentation (Höhenfeld) der nachbearbeiteten Digitalisierdaten, welche sich ideal für den
Einsatz in der entwickelten Simulation als Textur eignet. Klassische Simulationsansätze ver-
wenden jedoch in der Regel auf Digitalisierdaten geﬁttete Funktionen zur Speziﬁkation des
Massenﬂusses. Gut geeignet sind hierfür ein- oder zweidimensionale Gaußverteilungen, welche
in den letzten 20 Jahren den Regelfall für die Modellierung des Massenﬂusses darstellten [3,
26, 46, 54, 63, 69, 116, 156, 159]. Die Eignung von Gaußverteilungen ist mittels des Zentralen
Grenzwertsatzes bezogen auf die zufälligen Partikelﬂugbahnen zu begründen. Dieser besagt,
dass die Summe einer großen Anzahl unabhängiger, identisch verteilter Zufallszahlen, in die-
sem Fall die Partikelﬂugrichtungen, näherungsweise normalverteilt ist [16, 159]. Sadovoy et
al. erweitern diese Modellierung auf die additive Überlagerung mehrerer Gaußverteilungen
zur Modellierung bi- bzw. multimodaler Footprints, welche aus der Verwendung von Spritz-
brennern mit mehreren Partikelinjektoren resultieren[122].
Gegenüber den direkt auf Digitalisierdaten basierenden beziehungsweise den aus der in Kapi-
tel 3.8 beschriebenen Optimierung resultierenden Footprints haben funktionale Beschreibun-
gen den Nachteil, dass sie den Massenﬂuss unter Umständen nur unzureichend abbilden. Dies
ist oﬀensichtlich der Fall, wenn nur eine einzelne Gaußfunktion als Approximation für bi- oder
multimodale Verteilungen verwendet wird. Schwerer auszumachen sind Approximationsfeh-
ler jedoch, falls die tatsächliche Verteilung nur augenscheinlich unimodal ist, in Wirklichkeit
aber aus zwei oder mehr dicht überlappenden unimodalen Verteilungen besteht oder andere
Besonderheiten aufweist, welche beispielsweise dem Aufbau der Spritzpistole, der Düse oder
daraus resultierenden Turbulenzen geschuldet sind [54]. Ein Nachteil der direkten numerischen
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Repräsentation ist hingegen die Problematik, dass einzelne Partikelagglomerationen, Substra-
taufwerfungen durch das Sandstrahlen oder auch Digitalisierungsfehler insbesondere in den
Randbereichen des Footprintsubstrates nicht repräsentativ und schwer korrigierbar sind. Das
Proﬁl sinkt hier nicht monoton auf Null ab, sondern pendelt sich auf einem Rauschniveau ein,
welches häuﬁg auch vereinzelte, lokal beschränkte Unregelmäßigkeiten enthält. Nach dem Ab-
schneiden des Rauschniveaus unterhalb eines festgelegten Höhenwertes, wie in Kapitel 3.6.4
beschrieben, verbleibt ein „ausgefranstes“ Proﬁl (vergleiche Abbildung 3.26), welches selbst
bei einem idealen Scanprozess auftreten würde, da stets eine Übergangszone existiert, in der
statistisch bedingt nur vereinzelte Partikel auf dem Substrat auftreﬀen. Andererseits verur-
sacht ein Abschneiden oder Ausblenden des gemessenen Proﬁls außerhalb eines bestimmten
Fensters ein mehr oder weniger abruptes Absinken des Proﬁls auf Null und damit unter Um-
ständen sichtbare Artefakte in Form von interferierenden Unstetigkeiten in den Ergebnissen
der Beschichtungssimulation.
Demgegenüber konvergiert eine funktionale Repräsentation auf Basis ein oder mehrerer Gauß-
funktionen mit zunehmendem Abstand vom Zentrum des Footprints gegen Null und verein-
zelte Fehlstellen durch Agglomerationen oder Digitalisierungsfehler werden durch den Fit-
tingprozess eﬀektiv geﬁltert. Gemäß des Zentralen Grenzwertsatzes stellt das Modell dabei
an jeder Stelle den asymptotischen Grenzwert der Schichtdicke dar und kann somit auch
Bruchteile der quasi-diskreten Einzelpartikeldicken wiedergeben. Ein weiterer Vorteil einer
funktionalen Beschreibung stellt ihre Kompaktheit und die somit einfachere Übertragbarkeit
auf andere Simulationen dar.
Funktionsbasierte Footprintproﬁle wurden im Rahmen dieser Arbeit für Footprints einer zwei-
ten Messreihe (vergleiche Kapitel 3.2) ermittelt, welche in vier verschiedenen Spritzabstän-
den von 55–220mm erzeugt wurden. Abbildung 3.39 zeigt die vier durchschnittlichen und
mittels Methode 1 aus Kapitel 3.6.3 korrigierten Footprintproﬁle. Für diese Proﬁle wurden
funktionsbasierte Repräsentationen auf Basis des im folgenden Kapitel 3.9.1 beschriebenen
Modells ermittelt und auf ihre Eignung überprüft (Kapitel 3.9.2). Ausgehend von den gefun-
denen Repräsentationen wird anschließend in Kapitel 3.9.3 die dreidimensionale Geometrie
des Spritzstrahls analysiert, um für die Simulation relevante Kenndaten wie Öﬀnungswinkel
oder Neigung des Strahls zu gewinnen.
3.9.1 Modellfunktionen
Wie bereits erwähnt, eignen sich bivariate Gaußfunktionen zur Approximation des Massen-
ﬂusses und damit der Footprintproﬁle. Betrachtet wurden im Rahmen dieser Arbeit Modelle


















Dabei bezeichnen ai die positiven Amplituden, (xi, yi) die Mittelpunkte und σi und τi die
































































(d) dF = 220mm, tF = 10s
Abbildung 3.39: Ermittelte Footprintproﬁle der zweiten verwendeten Messreihe (vergleiche Ka-
pitel 3.2) bei variierendem Spritzabstand dF und Spritzdauer tF . Deutlich erkennbar sind bei
Abbildung (a) die durch den Scanprozess eingebrachten Linienartefakte, welche relativ zur in die-
sem Fall sehr dünnen Beschichtung deutlich hervortreten. Bei einem Spritzabstand von 220mm
(d) sind einige Einzelpartikel und Agglomerationen erkennbar.
97
3. Erzeugung, Digitalisierung und Nachbearbeitung von Footprintprofilen
funktion potentiell eine für den Lichtbogenspritzprozess typische Bimodalität abbilden könnte,
führt die Verwendung einer größeren Anzahl von Gaußfunktionen als Injektoren oder Elektro-
den im Spritzbrenner, zu einem nicht mehr physikalisch begründeten Modell. Dennoch kann
ein solches Modell eine gute und rauschbefreite Approximation für ein gemessenes Proﬁl lie-
fern und somit Vorteile funktionaler und numerischer Repräsentationen vereinen.
Bedingt durch den in Kapitel 3.4 beschriebenen Herstellungsprozess der Footprintproben, bei
dem der Spritzbrenner auf einer horizontal verlaufenden Linearbahn mit hoher Geschwindig-
keit in der Substratmitte platziert wird, ist das gesuchte Massenﬂussproﬁl mit dem Proﬁl
einer Linearbahn überlagert. Dieses ist insbesondere bei den Proben mit geringem Spritz-
abstand und geringer Footprintspritzdauer sichtbar (Abbildungen 3.39a und 3.39b). Daher
bietet es sich an, dieses Proﬁl als Summand in das Fittingmodell zu integrieren und nach
dem Anpassen des Modells zu entfernen. Das Linearbahnproﬁl kann dabei gemäß Gleichung
(3.9) als Integration über den noch zu bestimmenden Footprint Gn(x,y) berechnet werden.
Es ergibt sich mit m= 1 Überlauf, einer normierten Spritzzeit von tF = 1s sowie angepasstem
Integrationsintervall das kombinierte Modell

















































Zusätzlich zu den Amplituden, Mittelpunkten und Standardabweichungen der gesuchten
Gaußfunktionen tritt hier die Geschwindigkeit v auf, welche für die Approximation als weiterer
unbekannter Koeﬃzient behandelt oder aber als bekannt angenommen werden kann. So wur-
de bei der Herstellung der Proﬁle aus Abbildung 3.39 für die Positionierungsgeschwindigkeit
v des Roboters 200mm/s eingestellt und v kann dementsprechend fest deﬁniert werden. Dass
diese Vorgabe vom Roboter tatsächlich erreicht wird, kann jedoch nicht garantiert werden.
Zumindest am Substratmittelpunkt entstehen in jedem Fall Abweichungen von der program-
mierten Bahngeschwindigkeit durch das Abbremsen und erneute Beschleunigen des Roboters.
Theoretisch könnten diese Abweichungen beispielsweise auf Grundlage einer Dynamiksimu-
lation des Roboters in das Fittingmodell integriert werden. Da jedoch keine verlässlichen
Geschwindigkeitsverläufe vorlagen, wurde an dieser Stelle lediglich untersucht, ob die Ap-
proximationsgenauigkeit durch eine vom Fittingalgorithmus frei wählbare, entlang der Bahn
konstante Geschwindigkeit v gegenüber einer fest vorgegebenen Geschwindigkeit verbessert
werden kann. Zur Berechnung der Approximationen wurde ein in der Programmierumge-
bung Matlab verfügbarer gewichteter nichtlinearer Least-Squares-Ansatz verwendet, welcher
Ausreißer automatisch identiﬁziert und ausschließt.
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3.9.2 Eignung der Modellfunktionen
Zur Untersuchung der Eignung der Modellfunktionen wurden verschiedene Approximationen
für die vier in Abbildung 3.39 dargestellten Footprintproﬁle mit unterschiedlichen Spritzab-
ständen, welche zuvor auf eine Spritzdauer von einer Sekunde normiert wurden, berechnet.
Dabei wurde zum einen die Anzahl n der überlagerten Gaußfunktionen variiert und zum
anderen wurden drei verschiedene Modelle angewandt: Gn ohne Berücksichtigung der überla-
gerten Linearbahn sowie G+n in den zuvor diskutierten Varianten mit v als freiem oder festem
Parameter.
Die Abbildungstafel 3.40 zeigt die gerichteten Proﬁlabweichungen zwischen berechneten Gauß-
modellen G+n mit n= 1,2,3,10,15 und 20 überlagerten Einzelfunktionen (Zeilen) für die vier
unterschiedlichen Proﬁle (Spalten) mit einer auf 200mm/s festgelegten Verfahrgeschwindig-
keit. Positive Werte entsprechen dabei einer Unterschätzung des gemessenen Proﬁls durch das
Modell, negative Werte einer Überschätzung. Abbildung 3.41 veranschaulicht zusätzlich 90%-
Volumenkonturen der berechneten Footprintrepräsentationen als rot eingezeichnete Linien.
Als eine p%-Volumenkontur wird dabei diejenige Kontur konstanter Proﬁlhöhe bezeichnet,
welche p Prozent des jeweiligen Gesamtvolumens des Proﬁls einschließt. Bezogen auf den
Spritzstrahl kann die 90%-Volumenkontur daher, unter Vernachlässigung der Porosität, als
Form des Strahlquerschnitts bei dem jeweiligen Spritzabstand bezeichnet werden. Zusätzlich
sind auch die 90%-Volumenkonturen für jede der n Einzelgaußfunktionen eingezeichnet, wo-
bei dunklere Konturen zu Gaußfunktionen mit größerer Amplitude gehören. Die gemäß des
zweiten Summanden in Gleichung (3.16) enthaltenen Linearbahnanteile wurden zuvor bereits
entfernt und sind nicht Teil der dargestellten Proﬁle.
Bezogen auf die in Abbildung 3.40 dargestellten Abweichungen kann zunächst festgestellt
werden, dass die Abweichungen zwischen Scandaten und Fittings bei Spritzabständen von
55mm und 110mm größer sind als bei den höheren Abständen. Insbesondere bei dF = 55mm,
aber auch noch stellenweise bei 110mm, sind das im Vergleich zur dünnen Schichtdicke re-
lativ starke Rauschen sowie linienhafte Scanartefakte, welche aus einer leichten Verkippung
der Proben in Wechselwirkung mit der Auﬂösungsgrenze des Scanners resultieren, sichtbar.
Problematisch ist bei dem kürzesten Spritzabstand weiterhin die aufgrund einer Spritzdauer
von nur 0,625 s mangelhafte Separierbarkeit der Linearbahn vom kaum höheren tatsächlichen
Footprint. Dies wird in der linken Spalte von Abbildung 3.41 deutlich: Trotz der bereits im
Modell G+n berücksichtigten Linearbahn deckt einer der in die Approximation einﬂießenden
Einzelgaußfunktionen stets die gesamte Linearbahn ab. Bei nur einer Gaußfunktion (n = 1)
wird somit der eigentliche Footprint überhaupt nicht erfasst, was die hohen Abweichungen
in der Mitte des zugehörigen Abweichungsbildes erklärt. Ab n = 2 deckt mindestens einer
der Summanden auch den eigentlichen Footprintteil ab. Dieses Problem ist für die anderen
Proben ab 110mm Spritzabstand nicht mehr feststellbar, da hier die Spritzdauer mit 2,5–10 s
deutlich höher ist.
Das Problem der inkorrekten Separation von Footprint und Bahn durch das Fitting tritt auch
bei freier Bestimmung der Bahngeschwindigkeit durch den Fittingalgorithmus auf. Die dabei
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Abbildung 3.40: Abweichung der Modelle G+n von den Digitalisierdaten (Abweichungen in mm).
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Abbildung 3.41: 90%-Volumenkonturen der Modelle G+n sowie der 1–20 Einzelgaußfunktionen.
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Abbildung 3.42: Konturen der resultierenden Footprints G+20 für (a) durch den Fittingalgo-
rithmus bestimmte Verfahrgeschwindigkeit (≈ 1.667mm/s) sowie (b) mit festgelegter Verfahrge-
schwindigkeit (200mm/s). Bei niedrigerer Verfahrgeschwindigkeit ist der waagerecht verlaufende
Linearbahnanteil höher und das verbleibende „tatsächliche“ Footprintproﬁl schmaler.
für die unterschiedlichen Proﬁle berechneten Geschwindigkeiten weichen meist stark von den
tatsächlichen Werten ab und nehmen in der Regel mit steigendem Spritzabstand zu. Dies ist
vermutlich darauf zurückzuführen, dass die Linearbahnproﬁle an den Probenrandbereichen
mit steigender Entfernung so dünn werden, dass sie nicht mehr vom Rauschen unterscheid-
bar sind und daher zu großen Teilen nicht in den Fittingprozess einﬂießen. Das somit kaum
noch vorhandene Linearbahnproﬁl lässt sich innerhalb des Modells G+n nur durch sehr hohe
Bahngeschwindigkeiten abbilden. Diese wiederum haben jedoch zur Folge, dass die in der
Mitte mit dem Footprintanteil überlagerten Linearbahnanteile nicht entfernt, sondern dem
Footprint zugerechnet werden. Dementsprechend ergeben sich tendenziell breitere Footprint-
approximationen, wie anhand der Volumenkonturen in Abbildung 3.42 zu erkennen ist. Die
Verwendung einer festen Bahngeschwindigkeit von 200mm/s ist daher vorzuziehen. Lediglich
für das Proﬁl mit Spritzabstand 55mm ergibt sich hier mit einer sehr geringen Geschwin-
digkeit eine vorteilhafte Abtrennung des Footprints von der Linearbahn, welche mit fester
Geschwindigkeit nicht möglich war. Diese ist jedoch als nicht fundiert anzusehen und wird
daher im Folgenden zwar für die unkritische Visualisierung der Strahlgeometrie, aber nicht
für deren Analyse oder die Simulation verwendet.
Das Modell Gn ohne Berücksichtigung der Linearbahnen aus Gleichung (3.16) führt zu Er-
gebnissen, welche in Bezug auf die Separation von Bahn und Footprint beziehungsweise auf
die Breite des resultierenden Footprints der Variante mit nicht festgesetzter Geschwindigkeit




























































(d) dF = 220mm, v = 200mm/s(ﬁx)
Abbildung 3.43: Ermittelte Footprintrepräsentationen für die Spritzabstände 55–220mm basie-
rend auf den Modellen (a) G+1 mit geschätzter bzw. (b)–(d) G+20 mit ﬁxer Verfahrgeschwindigkeit.
Aufgrund der Subtraktion der überlagerten Linearbahnanteile weisen die Proﬁle im Vergleich zu
den Proﬁlen in Abbildung 3.39 eine etwas schmalere Charakteristik auf.
Footprints aufgrund der mit in den Footprint einbezogenen Linearbahnanteile erwartungsge-
mäß durchgehend größer. Abgesehen von dem etwas geringeren Berechnungsaufwand birgt
das Modell keine weiteren Vorteile.
In Bezug auf die zu verwendende Anzahl n der Summanden im Modell kann festgestellt
werden, dass ab n = 10 kaum noch sichtbare und nur marginal messbare Verbesserungen
der Abweichungen erreicht werden. Gegenüber den physikalisch motivierbaren ein oder zwei
Gaußfunktionen erzielen zehn oder mehr Summanden jedoch sichtbar geringere Abweichun-
gen. Aus den sich ähnelnden Fehlerverteilungen für Modelle mit ein bis drei Gaußfunktionen
ist ersichtlich, dass zumindest einfache funktionale Approximationen, wie sie häuﬁg verwen-
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Abbildung 3.44: Visualisierung der Spritzstrahlgeometrie basierend auf Volumenﬂusskonturen,
welche 25–95% des Volumenﬂusses einschließen. Als Grundlage zur Berechnung dienen die funk-
tionsbasierten Footprintrepräsentationen G+n bei Spritzabständen von 55–220mm. Für die Düse
wurde eine kreisrunde Öﬀnung mit einem Durchmesser von ca. 1 cm angenommen.
det werden, zu keinem guten Ergebnis führen. Im Folgenden werden daher die berechneten
Footprintmodelle G+20 für dF = 110–220mm verwendet, da diese die genaueste Approximati-
on liefern, auch wenn die Unterschiede zu G+10 marginal sind (Abbildung 3.43). Diese Proﬁle
werden entsprechend ihres Spritzabstandes mit F110, F165 und F220 bezeichnet. Ausschließ-
lich zu Visualisierungszwecken wird ferner das mit F55 bezeichnete Proﬁl im Spritzabstand
55mm verwendet, welches aus dem Fitting G+1 mit variabler Bahngeschwindigkeit hervorging.
3.9.3 Ergebnisse zur funktionsbasierten Proﬁlrepräsentation
Auf Grundlage der ermittelten Footprintproﬁle in unterschiedlichen Spritzabständen lässt sich
nun die Spritzstrahlgeometrie analysieren. Von besonderem Interesse für die Simulation ist
dabei die Frage, welchen Öﬀnungswinkel der Spritzstrahl aufweist und ob die Simulationsan-
nahme einer linearen Zunahme des Footprintdurchmessers mit dem Spritzabstand, also eines
entfernungsunabhängigen Öﬀnungswinkels, gerechtfertigt ist.
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Abbildung 3.45: Draufsicht (oben) und Seitenansicht (unten) der Spritzstrahlgeometrie aus
Abbildung 3.44. Die schwarzen Linien verbinden die Stellen zum Volumenﬂuss von ca. 50% im
Abstand 220mm mit der Düse (1 cm Durchmesser).
Dreidimensionale Geometrie des Spritzstrahls
Abbildung 3.44 zeigt eine dreidimensionale Visualisierung des Spritzstrahls, bei der die ge-
schachtelten Hüllﬂächen 25–95% des Volumenstroms umfassen. Das weiße Kreuz auf der Vor-
derseite zeigt den mit der Spritzpistole eingemessenen Arbeitspunkt, welcher den Mittelpunkt
des Footprintsubstrates markiert. Eine leichte Dezentrierung des Spritzstrahls in positive x-
und negative y-Richtung ist erkennbar. Abbildung 3.45 zeigt die zugehörigen Ansichten des
Strahls von oben und von der Seite.
In der Draufsicht (oben) sowie in der Seitenansicht (unten) bei 165mm fällt zunächst ein Ab-
knicken der 95%-Kontur auf. Diese Schwankungen sind auf die höhere Sensitivität der Kontur
in Bezug auf den eingeschlossenen Volumenanteil in den sehr ﬂach auslaufenden Randberei-
chen sowie unter Umständen auf die schwierigere Messbarkeit der dünneren Schichten und
damit einhergehende höhere Messfehler zurückzuführen. Für die inneren Konturen (75–25%)
sind diese Schwankungen deutlich geringer ausgeprägt. Anhand der als Orientierungshilfe ein-
gezeichneten, schwarzen Linien, welche einen linear ansteigenden Öﬀnungswinkel von der Düse
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Abbildung 3.46: Verlauf der Strahlöﬀnungswinkel in Abhängigkeit des eingeschlossenen Foot-
printvolumens für die drei Spritzabstände 110mm, 165mm und 220mm.
bis zur 50%-Grenze bei einem Spritzabstand von 220mm markieren, kann – mit Ausnahme
der als kritisch anzusehenden Footprintmessung bei 55mm – eine gute Übereinstimmung mit
der Kontur im Bereich zwischen F110 und F220 festgestellt werden. Wie bereits Djurić und
Grant festgestellt haben, ist eine eindeutige Bestimmung eines Öﬀnungswinkels zur Charakte-
risierung des Spritzstrahls schwierig [45], da keine scharf abgezeichnete Strahlgrenze existiert.
Um die für die Beschichtungssimulation wichtige Annahme linearer Partikelﬂugbahnen bezie-
hungsweise eines vom Spritzabstand unabhängigen Öﬀnungswinkels zu untermauern, werden
daher an dieser Stelle die gesamten Verläufe der durchschnittlichen Öﬀnungswinkel in Ab-
hängigkeit des Anteils des eingeschlossenen Footprintvolumens für die verschiedenen Spritz-
abstände betrachtet. Diese sind in Abbildung 3.46 dargestellt und wurden für jede funktionale
Footprintrepräsentation berechnet, indem zunächst die Volumenkontur konstanter Schichtdi-
cke ermittelt wurde, welche den entsprechenden Volumenanteil umfasst. Für alle Punkte auf
dieser Kontur wurde anschließend der Öﬀnungswinkel in Relation zum Düsenmittelpunkt be-
rechnet und der Mittelwert aller Öﬀnungswinkel entlang der Kontur gebildet.
In der Abbildung wird deutlich, dass der Verlauf der Öﬀnungswinkel für verschiedene Vo-
lumenanteile für F110 und F165 fast exakt übereinstimmt. Für F220 ergibt sich ein ähnli-
cher Verlauf, die Öﬀnungswinkel sind jedoch insbesondere im Randbereich des Footprints
im Vergleich etwas kleiner. Diese Abweichungen könnten hier auf eine leichte Einschnürung
des Spritzstrahls, aber auch auf Messfehler in den Randbereichen des Footprints, welche eine
Schichtdicke im Bereich der Oberﬂächenrauheit durch das Sandstrahlen aufweisen, hindeuten.
Aufgrund des in guter Näherung linearen Verlaufs des Strahldurchmessers zwischen der Düse
und den Proﬁlen F110 und F165 erscheint die Annahme eines kegelförmigen Spritzstrahls mit
linear im Abstand ansteigendem Durchmesser zumindest in diesem für den Prozess relevanten
Bereich gerechtfertigt. Ob es sich bei einem Abstand von 220mm um eine leichte Einschnü-
rung und keine Messabweichung handelt, ließe sich nur durch weitere Versuche klären.
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Zusätzlich zur Betrachtung des Öﬀnungswinkels liefern die mit zunehmendem Abstand vom
Spritzbrenner abnehmenden Volumina der ermittelten Proﬁle auch einen Anhaltspunkt zur
Abhängigkeit der Auftragsrate oder Porosität vom Spritzabstand. So sinkt das Volumen der
Footprints von 148mm3 bei 110mm Abstand zunächst auf 140,1mm3 für F165 und dann auf
122,4mm3 für F220 ab. Diese Beobachtung deckt sich mit der geringfügigen Abnahme des
im Experiment gemessenen Gewichts der Proﬁle. Auch von Krebs [85] wurde bei der Unter-
suchung desselben Schichtsystems eine mit zunehmendem Spritzabstand geringfügig abneh-
mende Porosität und Auftragseﬃzienz festgestellt, welche jedoch beide großen Schwankungen
unterliegen. Ausgehend von einer Auftragsrate von 100% bei einem Abstand von d= 110mm
ergibt sich anhand der Footprintproﬁle als bestmögliche lineare Approximation die prozen-
tuale Auftragseﬃzienz
E(d) = 118,4−0.1577 ·d%. (3.17)
Vereinigung der Einzelproﬁle
Für die Verwendung der ermittelten Proﬁldaten im Rahmen einer Beschichtungssimulation
kann der Schichtauftrag an einem Oberﬂächenpunkt, welcher sich innerhalb des Spritzkegels
beﬁndet, prinzipiell durch Interpolation zwischen den beiden nächstliegenden Footprintreprä-
sentationen vor und hinter dem Oberﬂächenpunkt oder anhand eines einzigen auf den Punkt
projizierten Proﬁlwertes berechnet werden. Bei Verwendung eines einzelnen Proﬁls, wie im
Fall der in Kapitel 5 vorgestellten Simulation, ist es sinnvoll, die vorliegenden Informationen
für alle Spritzabstände zu einem Durchschnittsproﬁl zusammenzufassen. Dafür werden die
Einzelproﬁle zunächst auf eine einzige Distanz von der Düse umgerechnet, indem die Achsen
der Footprints entsprechend des Spritzabstandes skaliert und die Proﬁldicken gemäß der geän-
derten Grundﬂäche des Footprints angepasst werden. Für die Umrechnung auf die Entfernung
110mm ergibt sich der Durchschnittsfootprint zu
F¯110 =
(
F110(x,y) + m1s21 ·F165(s1x,s1y) + m2s22 ·F220(s2x,s2y)
)
/3.
Darin sind s1=165/110 und s2=220/110 Skalierungsfaktoren zur Umrechnung des Spritzab-
standes und m2 und m3 Faktoren zur Vereinheitlichung des Proﬁlvolumens auf das Volumen
von F110. Letztere sind erforderlich, um in der Simulation mittels Gleichung (3.17) die Auf-
tragseﬃzienz ausgehend vom Abstand 110mm zu berücksichtigen.Abbildung 3.47 zeigt den
resultierenden Durchschnittsfootprint F¯110 sowie die relativen Abweichungen der Footprints
F110, F165 und F220 von diesem Durchschnittsfootprint. Diese wurden basierend auf erel(x,y)







berechnet. Die Menge Θp beinhaltet dabei die Messpunkte innerhalb der p%-Volumenkontur
und beschränkt so den Bereich, in dem die durchschnittliche Abweichung bestimmt wird.
Aufgrund des nach außen stark abnehmenden Volumenﬂusses steigt der relative Fehler er-
wartungsgemäß ab ca. p = 90% stark an. Unterhalb dieser Grenze liegen die Abweichungen
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Abbildung 3.47: (a) Durchschnittlicher Footprint F¯110. (b) Abweichungen der Footprintmodelle
verschiedener Spritzabstände von diesem Footprint F¯110 in Abhängigkeit des eingeschlossenen
Footprintvolumens nach Gleichung (3.18).
zwischen 5% und 10%. Diese können als Indikator für die Stabilität des Prozesses und zur











Ein Beschichtungsmodell ist eine mathematische Beschreibung des Masse- bzw. Volumen-
transfers vom Spritzbrenner auf die Oberﬂäche eines Werkstücks. Vereinfacht ausgedrückt
gibt das Beschichtungsmodell vor, wie viel Spritzmaterial pro Zeiteinheit in welche Richtung
vom Brenner abgegeben wird, welcher Anteil davon zu jedem Zeitpunkt der Simulation jeden
Oberﬂächenpunkt des Werkstücks erreicht, wie viel des Materials auf der Werkstückoberﬂä-
che haften bleibt und welche Schichtdickenzunahme sich aus der resultierenden Materialmen-
ge ergibt. In der Simulation wird durch das Beschichtungsmodell die Charakteristik des zu
simulierenden Prozesses deﬁniert. Die durch ein festgelegtes Beschichtungsmodell insgesamt
abgebildete Charakteristik ist dabei in der Regel speziﬁsch für einen einzigen Prozess und eine
einzige Parametrisierung dieses Prozesses. Das bedeutet, dass sowohl ein Wechsel beispiels-
weise von einem Lichtbogen- zu einem HVOF-Spritzprozess als auch eine Änderung wichtiger
Prozessparameter, wie beispielsweise dem Primär- oder Sekundärgasdruck, eine Anpassung
des Modells erfordern. Um verschiedene Prozesse und Parametrisierungen simulativ Abbil-
den zu können, ohne ein grundlegend neues Modell zu entwerfen und zu implementieren, ist
es daher sinnvoll, die Modellierung in verschiedene Teilkomponenten aufzuteilen. Dadurch
können prozessunabhängige von prozessabhängigen Aspekten separiert und im Rahmen des
Simulationsframeworks allgemeingültig und eﬃzienter implementiert werden. Das Beschich-
tungsmodell für das im Rahmen dieser Arbeit entwickelte Simulationssystem setzt sich aus
folgenden Komponenten zusammen:
1. grundlegende Massen- oder Volumenstromdichteverteilung
2. geometrische Übertragungsfunktion
3. Haftwirkungsgrad und winkelabhängige Porosität.
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Die Massenstromdichteverteilung deﬁniert die von einem (virtuellen) Spritzbrenner richtungs-
abhängig pro Zeiteinheit emittierte Materialmenge und ist somit vom Prozess und seiner
Parametrisierung abhängig. Darauf aufbauend speziﬁziert die geometrische Übertragungs-
funktion die Berechnungsvorschrift zur Ermittlung des Materialanteils, der jeden Punkt der
Werkstückoberﬂäche erreicht, sowie zur Bestimmung des daraus resultierenden Schichtdicken-
zuwachses. Die aufgestellte Übertragungsfunktion bildet ausschließlich von der Art des Spritz-
prozesses oder seiner Parametrisierung unabhängige, geometrische Zusammenhänge ab und
kann daher allgemeingültig implementiert werden. Die dritte Komponente modelliert den
Haftwirkungsgrad (engl.: sticking eﬃciency) und gibt an, welcher Anteil der auf die Werk-
stückoberﬂäche auftreﬀenden Partikel dort haften bleibt und nicht wieder abprallt. Der Haft-
wirkungsgrad ist von vielen Faktoren wie Materialeigenschaften des Spritzwerkstoﬀs, kine-
tischer und thermischer Energie der Partikel, Oberﬂächeneigenschaften des Substrates und
dem Einschlagwinkel abhängig.
Die detaillierte Modellierung dieser drei verschiedenen Komponenten wird in den folgenden
Abschnitten 4.2, 4.3 und 4.4 beschrieben. Im folgenden Abschnitt 4.1 werden jedoch zunächst
in der Literatur vorhandene Modelle betrachtet.
4.1 Beschichtungsmodelle in der Literatur
Zur Simulation thermischer Spritzprozesse oder des verwandten und bereits in Kapitel 2.3.2
erläuterten Sprühkompaktierprozesses existieren in der wissenschaftlichen Literatur eine Rei-
he von Veröﬀentlichungen, welche Beschichtungsmodelle explizit oder implizit zur Schichtdi-
ckenberechnung nutzen. In der überwiegenden Mehrheit der Arbeiten kommt dabei ein als
rotationssymmetrisch und gaußförmig angenommenes Spritzproﬁl oder geringfügige Abwand-
lungen hiervon zum Einsatz [15, 18, 33, 34, 42, 69, 89, 92, 98, 121, 132, 157–159, 177].
Ausführlich beschrieben wird diese Modellierung unter anderem von Seok et al. [132], welche
zunächst eine Volumenstromdichte, gemessen in mm3/(mm2 s), der Form
M˙seok(r) = a · exp(−b · r2)
annehmen. Dabei stellt r die kürzeste Distanz eines Raumpunktes zur Spritz- und Symmetrie-
achse des Brenners dar. Die Parameter a und b hängen vom Gesamtvolumenstrom, gemessen
in mm3/s, so wie vom Spitzabstand d ab, welcher der Entfernung vom nächstgelegenen Punkt
auf der Spritzachse zur Düse entspricht. Der Gesamtvolumenstrom kann für diesen Ansatz
durch Integration der Volumenstromdichte in einer zur Spritzrichtung orthogonalen Ebene in






a · exp(−b · r2) · rdθdr = πa
b
.
Das Verhältnis der Parameter a und b ist also für einen konstanten Volumenstrom für alle
Distanzen d zur Düse ﬁx. Unter der Annahme des Volumenerhalts im divergierenden Spritz-
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für die Parameter der Volumenstromdichte a1 und b1 beziehungsweise a2 und b2 beider Di-
stanzen. Anschaulich bedeutet dies, dass der Maximalbetrag a der gaußförmigen Volumen-
stromdichte mit zunehmendem Abstand von der Düse quadratisch abnimmt, da sich der Volu-
menstrom auf eine quadratisch anwachsende Fläche verteilt. Ebenso steigt mit zunehmendem
Abstand die zu b invers proportionale Streuung σ quadratisch an, was einer Verbreiterung
des Volumenstroms entspricht.
Wird nun der Volumenstrom durch experimentelle Messungen von abgelagerten Spritzproﬁlen
in einem Abstand d1 gemessen, können die Parameter a1 und a2 durch ein Fitting der Modell-
funktion auf die gemessenen Daten ermittelt werden. In der Simulation können dann für einen
Raumpunkt mit Spritzabstand d2 zunächst mittels Gleichung 4.1 die Parameter a2 und b2
und anschließend die lokale Volumenstromdichte M˙seok(r) ermittelt werden. Zumeist erfolgt
dieser Berechnungsschritt implizit und wird nicht wie in Kapitel 4.3 dieser Dissertation als
separater Schritt zur expliziten Entkoppelung der grundlegenden Volumenstrommodellierung
von den geometrischen Bezügen in der Simulation aufgeführt. Zur Berechnung des lokalen
Schichtwachstums in einem Zeitintervall dt wird M˙seok(r) auf die lokale Oberﬂächennormale
projiziert und mit dem Zeitschritt sowie separat modellierten Funktionen für den Haftwir-
kungsgrad gewichtet.
Diesem Modell folgen die Publikationen [33, 34, 69, 92, 98, 177]. Die Arbeiten [15, 18, 42, 157–
159] verwenden ebenfalls gaußförmige Proﬁle ohne explizit auf diese Modellierung einzugehen.
Bis zu drei Gaußfunktionen, welche drei Pulverinjektoren des Spritzbrenners modellieren, wer-
den in [121] berücksichtigt. Leigh und Berndt [89] erweitern diese analytische Formulierung
um einen Anstellwinkel des Spritzbrenners.
Djurić et al. [44–47] verwenden abweichend von der üblichen Formulierung keine gaußförmi-
gen, sondern mittels der Kosinusfunktion modellierte Volumenstromdichten der Arten












, θ ∈ [0,γg],
wobei θ der Winkel zwischen der Spritzachse und der Richtung von der Düse zu einem be-
trachteten Punkt und γg ein zu deﬁnierender Öﬀnungshalbwinkel des Spritzkegels ist. Die
Faktoren A und A2 werden volumenerhaltend deﬁniert [44]. Eine zu M˙djuric´(θ) vergleichbare
Formulierung nutzt auch [48].
Fasching et. al [54] sowie Lugscheider et al. [95, 96] nutzen keine analytische Formulierung,




Bis auf die drei letztgenannten Arbeiten, welche lediglich eine zweidimensionale Modellie-
rung vornehmen oder auf einer externen Freistrahlsimulation basieren, verwenden alle ge-
nannten Publikationen rotationssymmetrische Spritzcharakteristiken. Durch das in diesem
Kapitel vorgestellte dreidimensionale und Footprint-basierte Modell sollen diese Beschrän-
kungen umgangen und die Abbildung beliebiger Spritzcharakteristiken auf Basis gemessener
Footprintproﬁle realisiert werden.
4.2 Massenstromdichteverteilung
Die Modellierung des von einem Spritzbrenner richtungsabhängig emittierten Massenﬂusses
ist von zentraler Bedeutung für die korrekte Abbildung eines Prozesses in der Simulation.
Diese Massenﬂussverteilung ist nicht nur von der Art des Prozesses (zum Beispiel Lichtbo-
genspritzen, Hochgeschwindigkeits-Flammspritzen oder Plasmaspritzen) abhängig, sondern
auch von der Parametrisierung des verwendeten Spritzprozesses. So bedingen beispielswei-
se veränderte Gasdrücke beim Lichtbogenspritzprozess eine Auﬀächerung oder Fokussierung
des Spritzstrahls; Änderungen an Elektrodenspannung oder -strom verändern die Drahtab-
schmelzgeschwindigkeit und somit den Gesamtmassenstrom, also die insgesamt pro Sekunde
abgegebene Masse.
Da der Massentransport in unterschiedlichen Spritzprozessen von verschiedenen Parametern
auf komplexe Weise beeinﬂusst wird, ist es nicht sinnvoll, die Wirkung einzelner Parameter
verschiedener Prozesse in einem generischen Simulationsmodell abzubilden. Stattdessen dient
eine einheitliche, für unterschiedliche Prozesse anwendbare Modellierung des Massentrans-
portes in Form einer Massenstromdichteverteilung als Grundlage für die Simulation. Diese
Verteilungsfunktion kann als minimale gemeinsame Modellierungsschnittstelle zwischen ver-
schiedenen Spritzprozessen auf der einen und der Simulation der Schichtablagerung auf der
anderen Seite angesehen werden. Diese Modellierung des Massenﬂusses geht mittels einschrän-
kender Annahmen aus einer allgemeinen Betrachtung der volumetrischen Strömung hervor,
welche auf dem Gebiet des Freistrahls deﬁniert ist.
4.2.1 Physikalische Modellierung als volumetrische Strömung
Aus physikalischer bzw. ﬂuiddynamischer Sicht kann der vom Spritzbrenner ausgehende Mas-
senstrom im allgemeinen Fall durch die Betrachtung der (Massen-)Dichteverteilung
ρ(x, t) (4.2)
sowie des Geschwindigkeitsvektorfeldes
v(x, t) = (vx(x, t), vy(x, t), vz(x, t))
T , (4.3)
welches die Strömungsgeschwindigkeit und Richtung in jedem Punkt x zu jedem Zeitpunkt
t angibt, charakterisiert werden. Da der partikelbeladene Spritzstrahl in der Regel ein mehr-
phasiges Gemisch aus gasförmigen Brenn- oder Zerstäubergasen sowie ﬂüssigen und festen
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4.2. Massenstromdichteverteilung
Materialpartikeln darstellt, ist für eine umfassende Darstellung die separate Betrachtung der
Dichteverteilungen und Geschwindigkeitsfelder für die einzelnen Phasen üblich [12, 84]. Ei-
ne getrennte Betrachtung der Phasen ist insbesondere für die Simulation des Ablöse- oder
Beschleunigungsverhaltens einzelner Partikel, welche von der schnelleren Gasphase mitgeris-
sen werden, sowie der Berechnung ihrer Trajektorien von Interesse, da hier Kräfte an den
Grenzﬂächen zwischen unterschiedlichen Phasen von Bedeutung sind [153]. Für die Beschich-
tungssimulation genügt jedoch die Betrachtung des Dichte- und Geschwindigkeitsfeldes des
Spritzmaterials, da die Gasphase keinen direkten materiellen Beitrag zur Schichtbildung lie-
fert.
Zur Herleitung der auf einer Oberﬂäche in einer bestimmten Zeit abgelagerten Masse wird
zunächst der Materialtransport durch eine virtuelle, in der Strömung platzierte Fläche A
betrachtet. Im Fall einer planaren, an jeder Stelle senkrecht und mit konstanter Geschwindig-
keit v = |v| durchströmten Fläche ergibt sich das in der Zeit dt durch A geschobene Volumen
A ·v ·dt der Höhe v ·dt über A. Im Fall einer konstanten Dichteverteilung ist die Gesamtmasse
dieses Volumens ρ ·v ·A ·dt und die zeitliche Normierung liefert den Massenstrom ρ ·A ·v, also
die pro Zeiteinheit durch A strömende Masse. Für eine beliebig geformte und in beliebiger











〈j, nA〉 dA. (4.4)
Darin ist nA der Einheitsnormalenvektor der Fläche A und j = ρv wird als Massenstrom-
dichte bezeichnet, welche den Massenstrom pro Fläche repräsentiert und daher in der Einheit
kg/(m2 s) angegeben werden kann. Durch die skalare Multiplikation der Massenstromdichte
mit dem Flächennormalenvektor werden hier nur Massenstromanteile senkrecht zu A erfasst,
parallele Anteile tragen nicht zum Gesamtmassenstrom bei. Die in einem Zeitintervall [t1, t2]






j ·dA dt. (4.5)
In Analogie zu dieser Berechnung der Masse durch zeitliche Integration des Massenstroms,
welcher wiederum durch Integration über einer Querschnittsﬂäche aus der Massenstromdich-
te hervorgeht, können auch Volumen, Volumenströme und Volumenstromdichten deﬁniert
werden. Dabei wird auf die Multiplikation mit der Dichte ρ verzichtet. Der Volumenstrom,





Das in einer bestimmten Zeit durch A strömende Volumen ergibt sich analog zu Gleichung






v ·dA dt (4.7)
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4. Beschichtungsmodell
und das Vektorfeld der „Volumenstromdichte“ ist nichts anderes als das Geschwindigkeitsfeld
v(x, t) selbst.
Diese Betrachtung als Volumenstrom erleichtert das Verständnis des Zusammenhangs die-
ser Strömungsformulierung mit dem Schichtwachstum. Betrachtet man ein inﬁnitesimales,
orthogonal zur Strömungsrichtung platziertes Oberﬂächenelement dA und das in der inﬁni-
tesimalen Zeitspanne dt darauf abgelagerte Volumen VdA, so ist die Höhe des abgelagerten





da dA⊥v. Im allgemeinen Fall einer nicht orthogonalen Durchströmung von dA kann −v(x, t)
als momentane und nicht unbedingt normale Bewegungsgeschwindigkeit eines Oberﬂächen-
punktes x aufgefasst werden [45]. Im Beschichtungsprozess bewegen sich die Oberﬂächenpunk-
te der wachsenden Schicht also zu jedem Zeitpunkt entgegen der Stromlinien des Geschwin-
digkeitsfeldes in Richtung des Spritzbrenners. Dabei ist zu beachten, dass die Wachstums-
geschwindigkeit |v| der Schicht nicht mit der Strömungsgeschwindigkeit des mehrphasigen
Stoﬀgemischs im Spritzstrahl identisch ist, sondern lediglich die Geschwindigkeit einer äqui-
valenten einphasigen Strömung des reinen Spritzmaterials ohne gasförmige Anteile angibt.
Da die Formulierungen für die massen- oder volumenbasierte Strömung bis auf den konstan-
ten Faktor ρ identisch sind, macht es aus algorithmischer Sicht nahezu keinen Unterschied,
welche Betrachtungsweise verwendet wird. Relevant wird dieser erst mit der Modellierung der
in der abgelagerten Schicht enthaltenen Porosität, welche typischerweise primär in Abhängig-
keit des Auftreﬀwinkels ∡(v,−nA) berechnet wird. Wird mittels einer Massenstrom-basierten
Formulierung die an einer Stelle des Bauteils abgelagerte Masse mA berechnet, muss bei einer
Ableitung der Schichtdicke aus der Masse mA die enthaltene Porosität berücksichtigt werden.
Aus der Masse mA kann also nicht auf ein lokal abgelagertes Volumen von ma/ρ geschlos-
sen werden. Der Vorteil einer Volumenstrom-basierten Sichtweise besteht an dieser Stelle
darin, dass formal davon ausgegangen wird, dass sich das abgelagerte Volumen direkt aus
dem mathematisch beschriebenen Volumenstromfeld ergibt. Für die Schichtdickenberechnung
ist somit keine gesonderte Porositätsberechnung erforderlich, wenn diese anhand gemessener
Volumenproﬁle von Footprints und anderen Versuchen kalibriert wird. Für die im Rahmen
dieser Arbeit entwickelte Simulation ist daher eine Modellierung der mit dem Auftreﬀwinkel
variierenden Porosität implizit in der Modellierung des ebenfalls winkelabhängigen Haftwir-
kungsgrades enthalten, welcher basierend auf dem abgelagerten Schichtvolumen verschiedener
Proben bestimmt wird (vergleiche Kapitel 4.4.1).
Ein praktischer Vorteil der Modellierung als Massenstrom kann allerdings darin bestehen,
dass die Massenförderrate M˙ insbesondere bei pulverbasierten Spritzverfahren leicht gemes-
sen oder direkt maschinell vorgegeben werden kann. Aufgrund der Massenerhaltung gilt nach








Diese Eigenschaft erlaubt für eine Massenstrom-basierte Modellierung die Skalierung aufge-
stellter Massenstromdichteverteilungen anhand einfach ermittelbarer Messdaten oder Maschi-
nenparameter für M˙ . Für das im Rahmen dieser Arbeit primär verwandte Lichtbogenspritz-
verfahren ist die Förderrate jedoch nicht direkt einstellbar, sondern ergibt sich indirekt aus
der eingestellten Leistung des Spritzbrenners in Form von Spannung und Stromstärke. Die
Förderrate der Spritzdrähte wird dabei durch einen maschineninternen Regelkreis bestimmt,
welcher diese zu jedem Zeitpunkt genau so schnell zuführt, dass sich ein stabiles Abschmelz-
verhalten einstellt. Ohne externe Messtechnik kann auch die Vorschubrate nicht bestimmt
werden, so dass eine Massenstrom-basierte Modellierung hier keinen Vorteil bietet.
4.2.2 Footprintexperimente
Die Formulierung des Massentransfers ist in der vorgestellten allgemeinen Form nicht ohne
weitere Einschränkungen in einer Simulation nutzbar. Ein wesentliches Problem besteht in
diesem Kontext darin, dass die grundlegenden zeitabhängigen Dichte- und Geschwindigkeits-
felder, ρ und v, nicht bekannt sind und auch messtechnisch weder vollständig noch mit einer
für die Simulation ausreichenden Genauigkeit erfasst werden können. Lediglich durch eine Si-
mulation des Freistrahls könnten vollständige Felder berechnet werden. Dies steht allerdings
der praktischen Einsetzbarkeit der entwickelten Simulation für unterschiedliche Prozesse und
Parametrisierungen entgegen, da für jeden Einzelfall eine Freistrahlsimulation entwickelt wer-
den müsste, um den veränderlichen Parametern Rechnung zu tragen. Darüber hinaus liefern
die aus der Literatur bekannten Ansätze, wie in Kapitel 3.1 dargestellt ist, noch keine zufrie-
denstellende Genauigkeit.
Experimentell kann der Massenstrom mit ausreichender Genauigkeit zwar nicht volumetrisch,
aber in einer Querschnittsﬂäche zur Spitzrichtung gemessen werden, indem der Spritzstrahl an
einer deﬁnieren Stelle durch ein in den Strahl eingebrachtes, planares Substrat unterbrochen
und die auf dem Substrat abgelagerte Schicht vermessen wird. Das vermessene Proﬁl wird als
Footprintproﬁl bezeichnet und ist genau das den Prozess charakterisierende Footprintproﬁl,
dessen Erzeugung, Digitalisierung und Nachbearbeitung in Kapitel 3 ausführlich behandelt
wurde. Aufgrund seiner zentralen Bedeutung für das Beschichtungsmodell wird im Folgenden
die Deﬁnition aus Kapitel 3 noch einmal wiederholt:
Definition. Unter einem Footprint F wird dasjenige dreidimensionale Profil des beim ther-
mischen Spritzen abgelagerten Spritzmaterials verstanden, welches entsteht, indem unter de-
finiertem (Raum-)Winkel, Abstand und für eine definierte Zeit auf ein initial ebenes, relativ
zur Spritzpistole unbeweglich positioniertes Substrat gespritzt wird.
Formal dargestellt wird ein Footprintproﬁl F(x,y) im Folgenden als Höhenproﬁl über der x,y-
Ebene des Substrats. Der auf das Intervall (−1,1)2 ⊂ R2 normierte Deﬁnitionsbereich von F
wird als Footprintkoordinatensystem bezeichnet (vergleiche Kapitel 6), dessen Ursprung im




Der zwischen Oberﬂächennormalen und Spritzrichtung gemessene Spritzwinkel beträgt dabei
0° und der Abstand entspricht in der Regel dem Standardarbeitsabstand des Prozesses, also
110mm für den verwendeten Lichtbogenspritzprozess. Die Spritzdauer beträgt für den Licht-
bogenspritzprozess bis zu 10 s und für andere Prozesse bis zu 45 s. Sowohl der Spritzabstand
als auch die Dauer werden im Rahmen der entwickelten Beschichtungssimulation als Zusatz-
informationen zu jedem Footprintproﬁl mitgeführt, um korrekte Schichtdicken berechnen zu
können.
4.2.3 Modellannahmen
Um die Volumen- bzw. Massenstromdichteverteilung und damit den Spritzprozess mittels ei-
nes experimentell ermittelten Footprintproﬁls beschreiben zu können, ist es erforderlich, dass
dieses Proﬁl repräsentativ für den Prozess ist. In der Praxis ist daher dafür Sorge zu tra-
gen, dass der Prozess eine möglichst gute Stabilität und Wiederholgenauigkeit aufweist und
dass bei der Anfertigung der Footprintproﬁle dieselben Bedingungen wie im Produktionsein-
satz vorliegen. Zusätzlich sollte die Spritzdauer tF für die Anfertigung der Footprintproﬁle
hinreichend groß gewählt werden, so dass kurzzeitige Prozessschwankungen, etwa durch un-
gleichmäßige Draht- oder Pulverförderung, nicht ins Gewicht fallen. Für die Simulation wird
daher davon ausgegangen, dass das Footprintproﬁl das gemittelte Prozessverhalten wieder-
gibt und sich der Prozess durch einen als stationär angenommenen Massenstrom beschreiben
lässt, also Dichte- und Geschwindigkeitsfelder nicht zeitabhängig sind.
Um den Volumen- oder Massenstrom an jeder Stelle im Raum berechnen zu können, wird
des Weiteren davon ausgegangen, dass der Massenstrom von einer Punktquelle1 an der Düse
des Brenners ausgeht und sich geradlinig ausbreitet. Für die Simulation thermischer Spritz-
prozesse ist dies eine übliche Annahme, welche darin begründet ist, dass die Trägheitskräfte
einzelner Partikel im Spritzstrahl aufgrund der in der Regel hohen Dichte des Spritzmaterials
und der hohen Partikelgeschwindigkeiten dominieren und die Partikeltrajektorien als nähe-
rungsweise linear angenommen werden können [7, 15, 27, 44, 69, 103, 132].
Nicht unbedingt gültig ist die Annahme geradliniger Trajektorien in der initialen Beschleuni-
gungsphase der Partikel [6]. Für pulverbasierte Verfahren ist dies die Zone in der die Partikel,
deren initiale Flugrichtung vom Pulverinjektor bestimmt wird, vom Gasstrom mitgerissen und
in Spritzrichtung umgelenkt werden. Für den im Rahmen dieser Arbeit primär betrachteten
Lichtbogenspritzprozess ermittelten Tillmann et al. das Vorhandensein von Turbulenzen bis
zu einer Entfernung von 50mm vor der Düse aufgrund von Verdichtungsstößen in diesem Be-
reich [153]. Die Partikelgeschwindigkeiten ﬁelen in diesem Bereich zunächst leicht ab, erreich-
ten aber bereits im Bereich bis 80mm, welcher unterhalb des für den Spritzprozess relevanten
Entfernungsbereiches liegt, ihre Maximalgeschwindigkeit. Auch die im Rahmen dieser Arbeit
untersuchte und in Kapitel 3.9.3 dokumentierte Unabhängigkeit des Strahlöﬀnungswinkels
von der Spritzdistanz deutet darauf hin, dass für die relevanten Spritzabstände im Bereich
1Für eine zylindrische Spritzstrahlcharakteristik, welche in Kapitel 4.3.4 diskutiert wird, liegt die Punkt-















Abbildung 4.1: Zur Untersuchung von Turbulenzen vor dem Substrat wurden verschiedene
Außenradienproben beschichtet, wobei die Gasströmung optional durch eine Stauplatte abgelenkt
wurde. (a) und (b) Aufbau mit und ohne Stauplatte. (c) Lichtmikroskopischer Querschliﬀ einer
Probe mit einem Radius von 5mm. Durch eine Stauung der Strömung konnten keine signiﬁkanten
Unterschiede in der resultierenden Beschichtung festgestellt werden.
um 110mm von linearen Partikeltrajektorien ausgegangen werden kann.
Des Weiteren treten Turbulenzen in der Gasströmung, welche die Partikelﬂugbahnen be-
einﬂussen könnten, im Bereich unmittelbar vor dem Substrat auf, da hier die Gasströmung
unterbrochen wird. Ba et al. haben den Eﬀekt verschieden gekrümmter Substrate auf die Flug-
bahnen von Partikeln verschiedener Größe im Plasmaspritzprozess numerisch untersucht und
festgestellt, dass lediglich Partikel mit einem Durchmesser von deutlich unter 10 µm von Strö-
mungsänderungen vor dem Substrat beeinﬂussbar sind [5]. Für das Lichtbogenspritzverfahren
ist die Partikelgrößenverteilung jedoch das Resultat eines komplexen Ablösungsprozesses von
den Elektroden und dem nachfolgenden Zerfallen der Partikel im turbulenten Zerstäuber-
gas und daher nicht auf einfache Weise vorhersagbar. Ob die Partikelablagerung bei diesem
Verfahren quantitativ durch eine Stauung des Spritzstrahls beeinﬂussbar ist, wurde anhand
einer Versuchsreihe, bei der halbzylindrische Außenradien mit Durchmessern im Bereich von
5 bis 40mm beschichtet wurden, untersucht. Die Stauung des Strahls wurde dabei durch eine
ausreichend große, direkt hinter der Probe angebrachte Stahlplatte bewirkt, wie in Abbil-
dung 4.1 dargestellt ist. Ein Vergleich der erzielten Schichtdicken mit und ohne Stauplatte
anhand lichtmikroskopischer Querschliﬀe zeigte keine Unterschiede in der Schichtablagerung,
welche über zu erwartende Prozessschwankungen und Messungenauigkeiten hinausgeht.
Die Annahme, dass das Geschwindigkeitsfeld v radial und geradlinig von der Quelle ausgeht,
ist also zumindest für den untersuchten und für den Prozess relevanten Bereich gerechtfer-
tigt. In Polarkoordinaten (r,ϑ,ϕ) mit der Punktquelle im Ursprung vereinfacht sich damit die
Darstellung des stationären Geschwindigkeitsfeldes für r > 0 zu
v(r, t) = v(r) = v(r,ϑ,ϕ) = v˜(r,ϑ,ϕ)
r
|r| ,
wobei r = (r sinϑcosϕ, r sinϑsinϕ, r cosϑ)T . Um der Massenerhaltung nach Gleichung (4.8)
zu genügen, muss der Betrag der Massenstromdichte ferner entlang r/|r| quadratisch mit











Die im vorherigen Kapitel getroﬀenen Modellannahmen ermöglichen nun die Beschreibung der
Materialübertragung auf das Bauteil durch Angabe eines Footprintproﬁls F(x,y) sowie der
zugehörigen Footprintspritzdauer tF und Spritzentfernung dF von der Düse des Brenners zum
ebenen Footprintsubstrat. Auf Basis dieser Angaben kann mittels einer prozessunabhängigen,
rein geometrisch deﬁnierten Übertragungsfunktion das in einem Simulationszeitschritt ∆t an
einem Punkt auf der Bauteiloberﬂäche resultierende Schichtwachstum berechnet werden. Die
Herleitung dieser Übertragungsfunktion wird im Folgenden beschrieben, wobei zunächst nur
der Volumenstrom unter Vernachlässigung des Haftwirkungsgrades betrachtet wird. Formu-
lierungen für den Massenstrom ergeben sich vollständig analog.
4.3.1 Kegelförmiger Spritzstrahl
Abbildung 4.2a zeigt eine vereinfachte zweidimensionale Darstellung der geometrischen Zu-
sammenhänge für die im Folgenden betrachtete dreidimensionale Beschichtungssituation. Da-
bei sind sowohl die Werkstückoberﬂäche, für die der Schichtzuwachs bestimmt werden soll,
als auch die Position des Footprintsubstrates entsprechend des durchgeführten Footprint-
experiments eingezeichnet, um die geometrischen Zusammenhänge beider Vorgänge zu ver-
deutlichen. Die Betrachtung erfolgt im kartesischen Spritzkegelkoordinatensystem, welches
seinen Ursprung in der Spitze des in orange angedeuteten Spritzkegels hat und so ausgerich-
tet ist, dass die negative z-Koordinatenrichtung der Spritzrichtung entspricht und die x- und
y-Koordinatenachsen parallel zum Footprintsubstrat verlaufen. Die Wahl dieses Koordina-
tensystems basiert auf dem OpenGL-Kamerakoordinatensystem, welches für die in Kapitel 5
beschriebene Implementierung zum Einsatz kommt.
Betrachtet wird nun ein Punkt mit Ortsvektor a = (ax, ay, az)
T auf dem Footprintsubstrat
und ein Punkt αa (α > 0) auf der Werkstückoberﬂäche, welcher auf dem gleichen vom Ur-
sprung ausgehenden Strahl liegt. Der Volumenstrom entlang dieses Strahls bestimmt den
Schichtdickenzuwachs sowohl auf dem Footprintsubstrat am Punkt a als auch auf dem Werk-
stück am Punkt αa. Fasst man den Strahl als inﬁnitesimal schmales kegel- oder pyramiden-
förmiges Volumen auf, welches die Footprintebene im Bereich eines in a zentrierten, inﬁni-
tesimalen Flächenelements dAF und die lokal als planar angenommene Werkstückoberﬂäche
im Flächenelement dAW in der Umgebung von αa durchdringt, so ist der Volumenstrom
durch dAF und dAW identisch (Abbildung 4.2). Dies folgt unmittelbar aus dem Gaußschen
Integralsatz nach Gleichung (4.8) angewandt auf den Volumenﬂuss durch die Hüllﬂäche des
Volumenelements sowie aus der zuvor getroﬀenen Annahme, dass sich die Strömung wie in





































Abbildung 4.2: Geometrische Zusammenhänge zwischen Spritzstrahl, Footprintexperiment und
Beschichtungssimulation für eine beliebige Werkstückoberﬂäche. (a) Zweidimensionaler Quer-
schnitt durch den Spritzstrahl. (b) Dreidimensionale Darstellung des betrachteten inﬁnitesimalen
Strahlvolumens. Ziel ist die Berechnung der Höhe des Pyramidenstumpfes hW auf der Werk-
stückoberﬂäche auf Basis der Footprintproﬁlhöhe hF .





v ·dAM = 0.
Der gesamte Volumenstrom durch jede beliebige lückenlose Querschnittsﬂäche des volumetri-








Die Tatsache, dass damit auch das pro Zeiteinheit durch dAW strömende Volumen dVW
identisch zu dem in derselben Zeitspanne durch dAF strömenden Volumen dVF ist, wird
im Folgenden genutzt, um eine Formulierung für die auf dAW abgelagerte Schichtdicke auf
Basis der bekannten Schichtdicke auf dem Footprintsubstrat zu ermitteln. Im Grenzübergang
dAW → 0 ergibt sich aus dieser Formulierung dann ein Ausdruck für das Schichtwachstum an




Die am Footprintpunkt a gemessene Schichtdicke sei hF . Betrachtet werde der Volumenstrom
in dem schmalen Kreiskegel mit der Mittelachse 0+λa (λ∈R+0 ) und dem Öﬀnungswinkel 2γ,
wie in Abbildung 4.2 dargestellt. Das in der Zeit tF durch das elliptische Footprintﬂächen-
element dAF strömende Volumen kann damit als Volumen eines Kegelstumpfes der Höhe hF
berechnet werden. Mit der Formel VKegel = h ·A/3 für das Volumen eines elliptischen Kegels
mit Grundﬂäche A und Höhe h über A ergibt sich dieses Volumen als Diﬀerenz der Volumina




dF ·dAF − 13(dF −hF ) ·dA
∗
F . (4.10)
Die Fläche dAF berechnet sich darin als Schnittﬂäche des Kegels mit der Footprintebene,
welche die Kegelachse im Abstand |a|= dF/cos(θF ) und unter dem Winkel θF schneidet:
dAF =
π ·d2F · sin2(γ)




Die Herleitung dieser Schnittﬂäche ist in Anhang A beschrieben. Da die obere Fläche dA∗F
des Kegelstumpfes den Kegel unter gleichem Winkel, jedoch im Abstand (dF −hF )/cos(θF )
























für das in der Footprintspritzdauer tF auf der Teilﬂäche dAF des Footprintsubstrats abgela-
gerte Materialvolumen. Dieses Volumen durchdringt in dieser Zeitspanne auch das werkstück-
seitige Flächenelement dAW und die gesuchte Höhe dieser Ablagerung ergibt sich wiederum
durch die Betrachtung des kegelstumpﬀörmigen Volumenelements dVW aus Abbildung 4.2b.
Analog zu Gleichung (4.13) ergibt sich mit dem Abstand −α〈a, nW〉 der Werkstückoberﬂäche
von der Kegelspitze sowie der ebenfalls analog zu Gleichung (4.11) ermittelten Fläche
dAW =































Da im Rahmen der Simulation das in einem Zeitintervall ∆t erzielte Schichtdickeninkrement
bestimmt werden soll, wird in diese Gleichung, aufgrund der angenommenen Stationarität des





eingesetzt. Darin bezeichnet tF die Spritzdauer bei der Fertigung des Footprints. Einsetzen



















Im Grenzübergang γ→ 0 zu einem inﬁnitesimal schmalen Kegelelement vereinfacht sich dieser
Ausdruck für die in der Zeit ∆t an einem Punkt αa abgelagerte Schichtdicke
lim
γ→0











wobei kt = ∆t/tF zu einem Zeitfaktor zusammengefasst wurde. Alle auf der rechten Seite
auftretenden Parameter sind dabei in der Beschichtungssimulation auf einfache Weise zu
ermitteln.
4.3.2 Veranschaulichung der kegelbasierten Übertragungsfunktion
Der Verlauf der geometrischen Übertragungsfunktion (4.18) ist für verschiedene Parameter-
belegungen nicht ohne Weiteres aus der Gleichung ersichtlich. Daher wird der Verlauf der
Funktion in Abhängigkeit von verschiedenen Parametern, insbesondere dem Abstand von der
Werkstückoberﬂäche und dem Einschlagwinkel θW , in diesem Kapitel exemplarisch darge-
stellt. Darüber hinaus wird im folgenden Kapitel durch eine weitergehende Vereinfachung
der Übertragungsfunktion eine Relation zu bekannten Zusammenhängen aus dem Gebiet der
Strahlungsübertragung bzw. der Beleuchtungsberechnung hergestellt.
Vor einer Darstellung der Übertragungsfunktion muss zunächst ihr Deﬁnitionsbereich betrach-
tet werden, da nicht alle Parameterkombinationen physikalisch korrekte Schichtdickenwerte
liefern. Ungültige Fälle treten auf, wenn das in einem Zeitintervall ∆t abgelagerte Volumen
größer als das Volumen des gesamten kegelförmigen Volumenausschnitts zwischen der Werk-
stückoberﬂäche dAW und dem Spritzbrenner ist. Dieser Fall tritt auf, wenn der Brenner so
nah an der Werkstückoberﬂäche positioniert ist oder der Simulationszeitschritt ∆t so groß
















































Abbildung 4.3: (a) Gültiger Parameterbereich (orange) der geometrischen Übertragungsfunkti-
on für Footprintproﬁlstärken hF = 1, . . . ,5mm bei |az|= 110mm sowie tF = 10s. (b) Verlauf der
für den Fall hF = 5mm von der geometrischen Übertragungsfunktion berechneten Schichtdicken
hW für ∆t = 1s (senkrechte gestrichelte Linie in Graﬁk (a)) in Abhängigkeit von der Entfer-
nung des Brenners von der Werkstückoberﬂäche. Der Verlauf im schattierten Bereich ist nach
Ungleichung (4.19) außerhalb des gültigen Bereichs.
Abbildung 4.2a muss daher die berechnete Schichtdicke hW stets kleiner sein als der Abstand
−α〈a, nW〉 der Tangentialebene des betrachteten Punktes auf der Werkstückoberﬂäche von
der Brennerdüse beziehungsweise der Spitze des Spritzkegels. Somit ergibt sich die Bedingung

































Im Rahmen einer Simulation sind hF , az und tF durch den zugrunde liegenden Footprint-
versuch vorgegeben. In Übereinstimmung mit der geometrischen Interpretation muss der Ab-
standsfaktor α groß und die Spritzdauer ∆t klein sein, um diese Ungleichung zu erfüllen.
Abbildung 4.3a zeigt den orange gefärbten, gültigen Bereich in Abhängigkeit von ∆t und α
für exemplarische Footprintschichtdicken von hF = 1, . . . ,5mm bei einer Footprintspritzdauer
von tF = 10s und dem Standardabstand |az| = 110mm des verwendeten Lichtbogenspritz-
prozesses. Je größer die Footprintschichtdicke oder das Simulationsintervall ∆t, desto mehr
Material wird abgelagert und desto größer muss der Abstand α ·110mm des Brenners von der





































Abbildung 4.4: Abhängigkeit der geometrischen Übertragungsfunktion nach Gleichung (4.18)
von Spritzabstand α ·110mm und Einschlagwinkel θ (tF = 10s, hF = 5mm, |az|= 110mm ).
vertikalen Linie in Abbildung 4.3a für hW = 5mm bis zu einer Entfernung von 220mm. Es ist
hier ersichtlich, dass die Funktion im ungültigen Bereich (grau) in der Tat keinen sinnvollen
Verlauf besitzt. Oberhalb von α= 0,235 fällt die Funktion wie erwartet zunächst steil ab und
konvergiert dann gegen Null. Für α = 1,0 beträgt hW beispielsweise 0,479mm, also etwas
weniger als hF/10, da nach 110 -tel der Footprintspritzdauer zwar
1
10 -tel des Volumens dVF
abgelagert wurde, aber die Schichthöhe im unteren Teil des spitz zulaufenden Kegelstumpf-
elements dVW zunächst nur langsam wächst.
Abbildung 4.4 stellt die Abhängigkeit von hW vom Entfernungsfaktor α und dem Einschlag-
winkel θ dar und die Abbildungen 4.5a und 4.5b zeigen zur besseren Veranschaulichung des
Einﬂusses der einzelnen Parameter einige Schnitte durch diese Darstellung. Gut erkennbar
sind hier der erwartungsgemäß hyperlineare Anstieg der Schichtdicke mit sinkendem Spritz-
abstand sowie das kosinusförmige Ausblenden der Schichtdicke mit zunehmendem Einschlag-
winkel.
4.3.3 Vereinfachte kegelbasierte Übertragungsfunktion
Während des durch die zuvor hergeleitete geometrische Übertragungsfunktion (4.18) beschrie-
benen Ablagerungsvorgangs innerhalb eines Zeitintervalls ∆t wächst die Schicht bereits der
Volumenstromquelle entgegen und der initiale Strahlquerschnitt dAW , auf dem neues Material
abgelagert wird, verringert sich. Folglich steigt die Wachstumsgeschwindigkeit der Schicht bei
gleichbleibendem Volumenstrom immer schneller an. Das abgelagerte Volumen dVW wird als
Kegelstumpf berechnet. Vernachlässigt man das Absinken des Querschnitts, so ist dies äqui-
valent dazu, die Volumina dAF und dAW als geraden Zylinder mit elliptischer Grundﬂäche
aufzufassen. Ersetzt man dementsprechend Gleichungen (4.13) und (4.15) durch






















































α= 2,0 α= 1,5 α= 1,0 α= 0,5
(b)
Abbildung 4.5: Mit der geometrischen Übertragungsfunktion (4.18) berechnete Schichtdicken
auf demWerkstück (tF =10s, hF =5mm, |az|=110mm) dargestellt über (a) dem Abstandsfaktor
α und (b) dem Einschlagwinkel θ.
so ergibt sich die approximative Übertragungsfunktion










Diese vereinfachte Gleichung ist nun leicht interpretierbar als Übertragung der Footprint-
auf die Werkstückgeometrie. Zur Veranschaulichung werde ein ebenes Flächenelement dA,
welches unter dem Winkel θ zur Ausbreitungsrichtung in einer homogenen und stationären
Volumenströmung der Geschwindigkeit v platziert ist, betrachtet. Nach Gleichung (4.7) ergibt
sich hierfür ganz allgemein das in der Zeit dt durchströmende Volumen dVA = cos(θ) · |v| ·dA ·





= cos(θ) · |v| ·dt (4.21)
beziehungsweise am Werkstück
hW = cos(θW) · |vW | ·∆t. (4.22)
Durch Umstellen von Gleichung (4.21) nach |v| ergibt sich wiederum der Betrag der Volu-
menstromdichte am Footprint
|vF |= hFcos(θF )tF , (4.23)
wobei die Footprintspritzdauer tF die Zeit der Ablagerung auf dem Footprint ist. Aufgrund
der Strahldivergenz, welche an dieser Stelle zwischen Footprint und Werkstück nicht ver-
nachlässigt wird, ist der Betrag der Volumenstromdichte am Werkstück um den Faktor 1/α2
kleiner als am Footprint. Mit den Gleichungen (4.22) und (4.23) ergibt sich daher
hW = cos(θW) · |vW | ·∆t= cos(θW) · 1
α2











































Abbildung 4.6: Prozentuale Über- beziehungsweise Unterschätzung (h˜W −hW)/hW ·100% der
Schichtdicke durch die vereinfachte, kegelbasierte Übertragungsfunktion nach Gleichung (4.20).
Für eine bessere Lesbarkeit ist die senkrechte Abweichungsachse im negativen Bereich um den
Faktor 10 komprimiert.
also die approximative Übertragungsfunktion h˜W . Diese vereinfachte Übertragungsfunktion
kann demzufolge als Verknüpfung einer invertierten Ablagerungsberechnung am Footprint
mit einer nicht-invertierten Ablagerungsberechnung am Werkstück verstanden werden. Die
vollständige Symmetrie zwischen footprint- und werkstückseitigen Termen wird durch die











Diese vereinfachte Modellierung auf Basis von Neigungs- und quadrierten Distanztermen weist
Ähnlichkeiten mit der Berechnung der durch Bestrahlung einer Detektorﬂäche eingebrachten
Energie in der Strahlungsphysik [125] oder auch Beleuchtungs- und Formfaktorberechnungen
in der Computergraﬁk auf [30]. Für die im vorherigen Abschnitt ermittelte exakte Formu-
lierung des Schichtwachstums gilt dies jedoch nicht, da der Querschnitt einer bestrahlten
Detektorﬂäche im Gegensatz zur vorliegenden Materialablagerung nicht mit der eingetrage-
nen Energie absinkt. Existierende Formulierungen aus dem Gebiet der Strahlungsphysik oder
der Optik sind hier daher nicht direkt übertragbar.
Approximationsfehler
Im Folgenden wird nun der Fehler der Approximation nach Gleichung (4.20) gegenüber der
exakten Formulierung aus Gleichung (4.18) betrachtet. Abbildung 4.6 zeigt hierzu den rela-
tiven Fehler (h˜W −hW)/hW ·100% in Abhängigkeit vom Entfernungsfaktor α und dem Zeit-
schritt ∆t. Wie zuvor werden dabei weiterhin die für das Lichtbogenspritzen typischen Werte




Abbildung 4.7: Vergleich des approximativen mit dem exakten Beschichtungsmodell. (a) Abge-
lagertes Kegelstumpfvolumen des exakten Modells. (b) Fehlervolumen (rot) bei Berechnung des
Ablagerungsvolumens als Zylinder. (c) Reduzierter Fehler bei Ablagerungsberechnung in viermal
so vielen Zeitschritten. Für die Verringerung des Fehlers muss in jedem Berechnungsschritt die
Distanz zur Werkstückoberﬂäche unter Berücksichtigung der bereits abgelagerten Schichtdicke
neu berechnet werden.
ist der prozentuale Fehler durch dieselbe Funktion beschränkt, welche nur noch vom Ver-
hältnis hF/dF abhängig ist. Die Unabhängigkeit dieser oberen Schranke von der Entfernung
der Werkstückoberﬂäche ist geometrisch darin begründet, dass das Kegelstumpf-förmige Vo-
lumenelement dVW mit zunehmender Entfernung tatsächlich in einen geraden Zylinder über-
geht. Für den gewählten Spritzabstand des Footprints ist die Funktion im relevanten Bereich
für hF bis 10mm näherungsweise linear und steigt um etwa einen Fehlerprozent pro Milli-
meter Proﬁlstärke des Footprints. In dem in Abbildung 4.6 dargestellten Fall überschätzt die
Approximation den exakten Schichtdickenwert um maximal 4,69%. Für größere Zeitschritte
und geringere Abstände des Werkstücks von der Spritzpistole wird hW hingegen unterschätzt,
wobei der absolute prozentuale Fehler aufgrund der geringen Referenzschichtdicke stark an-
steigt. Ebenfalls erkennbar ist, dass der Fehler im Fall ∆t= tF = 10s und α= 1 verschwindet,
da sich die Fehler bei der Approximation der Kegelstumpf-förmigen Volumenelemente durch
Zylinder auf Seiten des Footprints und des Werkstücks aufheben.
Allgemein scheint bei diesen Fehlergrenzen eine Verwendung dieser Approximation zunächst
ungeeignet, allerdings ist zu beachten, dass der hier berechnete prozentuale Fehler auf einen
einzelnen Zeitschritt bezogen ist. Wird in jedem Zeitschritt der Simulation die bisher akku-
mulierte Schichtdicke bei der Berechnung des Spritzabstandes berücksichtigt, ist ein geringe-
rer Zeitschritt insgesamt vorteilhaft und verursacht einen geringeren Fehler (Abbildung 4.7).
Ebenso wird der Fehler dadurch beschränkt, dass der Spritzabstand des Footprints dem ge-
wünschten und damit häuﬁg auftretenden Arbeitsabstand entspricht, wodurch sich der durch
die zylindrische Approximation verursachte Fehler auf Footprint- und Werkstückseite für be-
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stimmte Positionen des Brenners näherungsweise ausgleichen kann. Für die Simulation der
Beschichtung des Matritzenbauteils Mat3d (vergleiche Anhang D) ergab sich beispielsweise
ein durchschnittlicher prozentualer Fehler von 0,27% (σ = 0,06%).
Vereinfachung für einen schmalen Spritzstrahl
Eine weitere Vereinfachung von h˜W ergibt sich aus der Approximation cos(θF ) ≈ 1, welche









Diese Approximation reduziert die berechneten Schichtdicken und kann damit auch im all-
gemeinen Fall der Überschätzung der Schichtdicke durch die erste Vereinfachung h˜W in den
praxisrelevanten Bereichen α ≥ 1 entgegen wirken. Für die Simulation des Bauteils Mat3d
folgt daraus eine Verringerung des durchschnittlichen prozentualen Fehlers gegenüber der ers-
ten Approximation h˜W auf 0,10% bei einer erhöhten Streuung σ = 0,17%. In der Praxis kann
daher ˜˜hW eine bessere Approximation darstellen als h˜W .
Betrachtet man die vorgestellten Approximationen unter dem Gesichtspunkt des notwendigen
Berechnungsaufwandes, ist erkennbar, dass der Berechnungsaufwand für das exakte Modell,
insbesondere aufgrund der enthaltenen Kubikwurzel, höher ist als der der Approximatio-
nen. Im Rahmen der Implementierung der Shaderprogramme für die Simulation (Kapitel 5)
konnte jedoch, trotz Verwendung einer iterativen Kubikwurzel-Funktion für Werte des Typs
double, keine Abnahme der Simulationsgeschwindigkeit bei Verwendung des exakten Modells
festgestellt werden. Daher wurde für alle Simulationen im Rahmen dieser Arbeit das exakte
Beschichtungsmodell verwendet.
4.3.4 Zylindrischer Spritzstrahl
Bei einigen Spritzverfahren, wie zum Beispiel dem HVOF-Spritzen, kann der Spritzstrahl eine
zu vernachlässigende Divergenz aufweisen und daher als zylindrisch aufgefasst werden. Für die
Modellierung der Übertragungsfunktion bedeutet dies, dass der Volumenﬂuss stets parallel
und insgesamt senkrecht zur Footprintebene verläuft. Das Volumenelement dVF am Footprint
ist daher stets ein Kreiszylinder und das Volumenelement am Werkstück, dVW , ein gerader








 , nW〉 ·∆ttF ·hF =−nWz ·
∆t
tF
·hF = cos(θW) ·∆t
tF
·hF , (4.25)




Die bisherigen Betrachtungen zur Modellierung des Massentransfers vom Brenner auf das
Bauteil waren rein geometrischer Natur und berücksichtigten keine prozess- oder material-
speziﬁschen Aspekte. Dabei wurde davon ausgegangen, dass das gesamte vom Brenner abge-
gebene Material auf der Werkstückoberﬂäche abgelagert wird. In der Praxis bleibt jedoch nur
ein Teil der auf das Substrat bzw. die bereits entstandene Beschichtung auftreﬀenden Parti-
kel haften und trägt zur ﬁnalen Beschichtung bei. Die restlichen Partikel prallen wieder von
der Oberﬂäche ab. Der Haftwirkungsgrad ξ (engl.: sticking eﬃciency, deposition eﬃciency)
bezeichnet dabei den Anteil des tatsächlich abgelagerten Materials am insgesamt auftreﬀen-
den Material. Bei dieser Betrachtung bleibt das Material, welches aufgrund der zeitweiligen
Führung des Brenners außerhalb des zu beschichtenden Bauteils von vornherein am Bauteil
vorbei emittiert wird, unberücksichtigt.
Bekannte Einﬂussgrößen auf die Hafteigenschaften von Partikeln auf der Werkstückoberﬂä-
che sind der Einschlagwinkel, die Geschwindigkeit, die Viskosität der Partikel beziehungsweise
ihr Schmelzzustand sowie die Substrattemperatur. Ein steiler Einschlagwinkel, eine hohe Ge-
schwindigkeit, schmelzﬂüssige Partikel und eine hohe Substrattemperatur begünstigen dabei
eine gute Haftung und Verklammerung der Partikel und somit einen höheren Haftwirkungs-
grad und eine höhere Auftragsrate [2, 85, 116].
Die Abnahme der Partikelhaftung bei ﬂachen Einschlagwinkeln ist darauf zurückzuführen,
dass die Partikel aufgrund ihrer vergleichsweise geringen Geschwindigkeitskomponente nor-
mal zur Oberﬂäche mit erhöhter Wahrscheinlichkeit abprallen [76]. Umgekehrt führen hohe
normale Aufprallgeschwindigkeiten sowie auch vollständig geschmolzene Partikel ohne festen
Kern zu einem besseren Fließen des Partikels in vorhandene Zwischenräume darunterliegen-
der Schichten und somit zu einer besseren Verklammerung und Haftung. Demgegenüber stellt
der Aufschlag eines (teil)erstarrten Partikels einen elastischeren Stoßvorgang dar, welcher
mit erhöhter Wahrscheinlichkeit in einem Abprallen des Partikels resultiert. Das Fließen des
Partikels wird des Weiteren durch Substrattemperaturen oberhalb einer material- und pro-
zessabhängigen Transitionstemperatur begünstigt, welche die Abkühlung und Erstarrung des
auftreﬀenden Partikels verzögern, bis die Ausbreitung und damit Verklammerung des Splats
mit dem Untergrund abgeschlossen ist. Im Fall zu niedriger Substrattemperaturen kommt es
durch eine zu schnelle Erstarrung der Ausbreitungsfront des Partikels zu einer Behinderung
der Ausbreitung, wodurch ein Teil des ﬂüssigen Materials von der Oberﬂäche zurückspritzt.
Dieses Phänomen wird als „Splashing Impact“ bezeichnet [2].
In einer Vielzahl von Veröﬀentlichungen wurden experimentell gewonnene Ergebnisse zum
Haftwirkungsgrad und zu Haftmechanismen für unterschiedliche thermische Spritzprozesse
sowie für verschiedene Materialien untersucht [73, 79, 145, 156, 159]. In der Regel werden
dabei zur Bestimmung des Haftwirkungsgrades Flachproben mittels einfacher Linear- oder
Mäanderbahnen unter Variation eines oder mehrerer Parameter beschichtet und der Haftwir-
kungsgrad durch Messung des abgelagerten Volumens oder der abgelagerten Masse bestimmt.
Im Folgenden werden zunächst die Ansätze zur Modellierung des Haftwirkungsgrades in an-
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deren Beschichtungssimulationen sowie ausführlicher die im Rahmen dieser Arbeit entwickel-
te und implementierte Formulierung beschrieben. Im anschließenden Abschnitt wird auf die
allgemeine Methodik zur experimentellen Bestimmung der Modellparameter für den Haftwir-
kungsgrad eingegangen, bevor die konkreten Messergebnisse und die resultierenden Parameter
für den verwendeten Lichtbogenspritzprozess vorgestellt werden.
4.4.1 Modellierung des Haftwirkunsgrades
Für die Modellierung des Haftwirkungsgrades ξ im Rahmen der Berechnung des Schichtauf-
trags werden in der Literatur verschiedene Formulierungen verwendet, welche häuﬁg aus-
schließlich oder zumindest primär vom Einschlagwinkel θ abhängig sind (vergleiche Abbil-
dung 4.2). So verwenden beispielsweise Kang et al. zur Modellierung des Haftwirkungsgrades
im Plasmaspritzprozess von θ abhängige Polynome zweiten Grades, welche auf Messungen
der abgelagerten Masse unter in 10°-Schritten variierten Spritzwinkeln beruhen [76]. Einen
vergleichbaren Ansatz basierend auf Polynomen in Abhängigkeit von θ nutzen auch Djuric
und Grant, welche die zusätzlichen Bedingungen stellen, dass diese symmetrisch, an der Stelle
Null gleich Eins und bis θ= 90° monoton fallend sind [45]. In einfachen Simulationen, die sich
bei der Beschichtung auf ebener Bauteile in konstantem Abstand und mit konstanter Bren-
nerausrichtung beschränken, kann der Haftwirkungsgrad auch durch einen konstanten Faktor
realisiert werden [15].
Im verwandten Gebiet des Sprühkompaktierens modellieren Mi und Grant den Haftwirkungs-
grad mittels einer gewichteten Kosinusfunktion in Abhängigkeit von θ [103]. Eine auf diesem
Gebiet häuﬁg anzutreﬀende Formulierung, welche neben dem Einschlagwinkel auch den Auf-
schmelzgrad der Partikel berücksichtigt, ist die von Mathur et al. [100]. Eine Kalibrierung
des temperaturabhängigen Teils dieser Formulierung scheint jedoch so komplex, dass dieser
häuﬁg geschätzt oder vollständig unterschlagen wird [34, 103].
Integration in die Übertragungsfunktion
Im Rahmen der entwickelten Simulation wird der Haftwirkungsgrad primär als Funktion des
Spritzwinkels modelliert, welcher den wichtigsten Einﬂussfaktor für die untersuchten Schicht-
systeme darstellt. Ferner kann eine indirekte Abhängigkeit des Wirkungsgrades vom Schmelz-
zustand der Partikel auf der hier betrachteten makroskopischen Ebene ohne die Simulation
der thermischen Historie von Einzelpartikeln durch das Einbeziehen der Entfernung des Bren-
ners von der Werkstückoberﬂäche berücksichtigt werden, da die Partikel mit zunehmendem
Abstand vom Spritzbrenner erkalten und der Haftwirkungsgrad abnimmt. Da beide Para-
meterabhängigkeiten unabhängig voneinander modelliert werden können [100, 103], kann ein
multiplikativer Ansatz
ξ(θ,d) = ξang(θ) · ξdist(d), (4.26)
für den Gesamthaftwirkungsgrad gewählt werden, wobei d= α|a| die Distanz zwischen Bren-
ner und Werkstückoberﬂäche gemäß Abbildung 4.2a ist. Da der Haftwirkungsgrad den Anteil
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des Materials, der zur Schichtbildung beiträgt, angibt, kann ξ(θ,d), ebenso wie der Zeitfaktor
kt, als Gewichtung für das berechnete inﬁnitesimale Ablagerungsvolumen in die geometrische
Übertragungsfunktion integriert werden. In der Herleitung der Übertragungsfunktion wird
hierfür Gleichung (4.17) durch
dVW = ξ(θ,d) ·∆t
tF
·dVF (4.27)
ersetzt. Mit dieser Änderung ergibt sich für das Beschichtungsmodell aus Gleichung (4.18)




















hcylW =−nWz ·kt · ξ(θ,d) ·hF . (4.29)
Modellierung der Teilfunktionen
Zur Bestimmung der winkel- und distanzabhängigen Teilfunktionen ξang(θ) und ξdist(d) aus
Gleichung (4.26) werden in der Regel Versuchsreihen durchgeführt, bei der gleichgroße pla-
nare Proben mittels einfacher planparalleler Mäanderbahnen unter verschiedenen Winkeln θi
zur Spritzrichtung respektive verschiedenen Entfernungen dj vom Brenner beschichtet und
das abgelagerte Volumen oder die abgelagerte Masse gemessen wird. An dieser Stelle hat die
Vermessung des Volumens bzw. der auf den Proben abgelagerten Schichtdicken gegenüber
einer Massenbestimmung den Vorteil, dass eine mit dem Spritzwinkel oder -abstand variie-
rende Porosität erfasst wird. Auf separate Terme zur expliziten Vorhersage einer winkel- oder
distanzabhängigen Porosität und einer resultierenden Steigerung der Schichtdicke kann daher
bei der Formulierung des Beschichtungsmodells verzichtet werden.
Um beliebige Prozessparameterabhängigkeiten auf Basis weniger Messpunkte auf einfa-
che Weise in die Simulation übernehmen zu können, werden die Funktionen ξang(θ) und
ξdist(d) mittels kubischer Hermiteinterpolation auf Basis von Stützstellen (θi, ξang,i) respek-
tive (dj , ξdist,j) modelliert [58]. Die Notwendigkeit, für jeden Prozess oder jede Prozesspara-
metrisierung neue Fittingpolynome zu berechnen und zu implementieren wird so vermieden.
Darüber hinaus ist die gewonnene lokale Kontrollierbarkeit der Hermite-Splineinterpolation






























Abbildung 4.8: (a) Basisfunktionen F1 bis F4 der Hermiteinterpolation. (b) Beispiel zur mono-
tonen Hermiteinterpolation nach der Methode von Fritsch und Carlson [58], welche Überschwinger
unterdrückt. Als Vergleich dient hier die Catmull-Rom-Hermiteinterpolation [22].
Bei der Hermiteinterpolation wird eine glatte, auch in den Stützstellen stetig diﬀerenzierbare
Interpolierende erzeugt, indem benachbarte Stützstellen mit kubischen Polynomkurven ver-
bunden werden, die nicht nur die Koordinaten, im Folgenden allgemein mit (xi, yi) bezeichnet,
sondern auch an den Stützstellen vorgegebene Steigungenmi interpolieren [123]. Die kubische
Hermite-Interpolationsfunktion p(x) basiert auf den vier Hermite-Basisfunktionen
F1(t) = 2t3−3t2+1
F2(t) = −2t3+3t2
F3(t) = t3−2t2+ t
F4(t) = t3− t2
, t ∈ [0,1] (4.30)
und lautet auf dem Intervall [xi,xi+1]





und hi = xi+1−xi.
In Matrix-Vektor-Schreibweise lässt sich dies kompakt als
p(x) =
[
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−3 3 −2 −1
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darstellen. Anschaulich interpolieren die ersten beiden (F1 und F2) der vier in Abbildung 4.8a




Während die zu interpolierenden Punkte (xi, yi) in der Regel, wie hier durch die Messwerte
des Haftwirkungsgrades, gegeben sind, existieren verschiedene Verfahren zur automatischen
Berechnung der benötigten Steigungen für eine Folge von Stützstellen, welche üblicherweise
auf den Sekantensteigungen der an xi angrenzenden Intervalle [xi−1, xi] und [xi, xi+1] oder
des übergreifenden Intervalls [xi−1, xi+1] sowie weiteren Formparametern beruhen. Für die
Auswahl eines geeigneten Verfahrens wurde an dieser Stelle als Kriterium die für die Interpo-
lation technischer Kennwerte wichtige Vermeidung von Überschwingern der Interpolierenden
herangezogen. Das bedeutet: p(x) soll für monoton fallende (steigende) Stützstellen ebenfalls
monoton fallend (steigend) sein; insbesondere soll p(x) im Fall yi= yi+1 auf dem Intervall kon-
stant sein. Dies wird durch die Implementierung des mehrschrittigen Verfahrens von Fritsch
und Carlson [58] zur Bestimmung und Beschränkung der Steigungen mi sichergestellt. Abbil-
dung 4.8b zeigt beispielhaft eine Hermiteinterpolation nach Fritsch und Carlson im Vergleich
mit dem Verfahren nach Catmull und Rom [22], welches nicht monotonieerhaltend ist.
4.4.2 Experimentelle Bestimmung des Haftwirkungsgrades
Geeignete Stützstellen (θi, ξang,i) und (dj , ξdist,j) für die Modellierung des Haftwirkungsgra-
des werden mittels einfacher Spritzexperimente ermittelt. Ausgehend von einer gemeinsamen
Parameterkonﬁguration (θ∗, d∗) werden zu diesem Zweck mehrere planare Proben mittels
planparalleler Mäanderbahnen beschichtet (Abbildung 4.9), wobei einmal der Spitzwinkel θ
und einmal der Spritzabstand d in mehreren Schritten θi (i = 1, . . . ,k) und dj (j = 1, . . . , l)
unabhängig voneinander variiert werden. Die gemeinsame Konﬁguration (θ∗, d∗) entspricht
dabei sinnvollerweise der Standardkonﬁguration des Prozesses und dient im Rahmen der De-




∗) = ξ(θ∗,d∗) = 1,
angenommen wird2. Es seien im Folgenden h(θi) und h(dj) die über die Probenoberﬂäche
gemittelten, im Experiment erzielten Schichtdicken für die jeweiligen Winkel θi respektive
Abstände dj sowie h∗ = h(θ∗) = h(d∗) die für die Bezugskonﬁguration gemessene Schichtdicke.
Um aussagekräftige Messwerte zu erhalten, ist bei der Durchführung der Versuche darauf zu
achten, dass die von den Bahnpunkten der Mäanderbahn in der Probenebene überdeckte
Fläche groß genug ist, so dass sich die Probe am Beginn und Ende der Bahn noch nicht bzw.
nicht mehr im Eingriﬀ beﬁndet. Dies kann durch die Wahl der folgenden in Abbildung 4.10
dargestellten Abstände sichergestellt werden:
dv = dj sinγ/sin(90−θi−γ)
dn = dj sinγ/sin(90+θi−γ).
2Sollte für eine andere Parametrisierung ein höherer Wirkungsgrad erzielt werden, so können auch mit











Abbildung 4.9: (a) TCP-Mäanderbahnverlauf bei der Beschichtung von Flachproben zur Be-
stimmung des Haftwirkungsgrades mit Vorlaufabstand, Nachlaufabstand sowie Seitenabständen.
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Abbildung 4.10: Vor- und Nachlaufabstände dv und dn für die Mäanderbahn aus Abbildung 4.9a
bei Spritzwinkel θ, Stahlhalbwinkel β und Spritzabstand d.
Darin bezeichnet γ den halben Öﬀnungswinkel des Spritzstrahls. Um ferner zu gewährleisten,
dass der Roboter den Brenner auf die gewünschte Geschwindigkeit beschleunigt hat, bevor
der Spritzstrahl die Probe erreicht, müssen die seitlichen Umkehrpunkte der Bahn weit genug
vom Probenrand entfernt liegen (Abbildung 4.9a).
Für einen hinreichend klein gewählten Bahnabstand ist so sichergestellt, dass jeder Punkt der
Probenoberﬂäche in seiner Relativbewegung zum Brenner in guter Näherung den gesamten
durch die Probenebene deﬁnierten Spritzstrahlquerschnitt mit konstanter Geschwindigkeit
durchläuft. Da der vom Brenner im stationären Prozess abgegebene Massenstrom konstant
ist, resultiert in diesem Fall, abgesehen von einer vernachlässigbaren Welligkeit aufgrund
des Bahnabstandes, eine gleichmäßige Schichtdicke auf der gesamten Probe. Für einen theo-
retischen Haftwirkungsgrades ξ(θ,d) = 1 würde insbesondere für beliebige Spritzwinkel und
-entfernungen stets die gleiche Schichtdicke resultieren, so dass Abweichungen von der Schicht-
dicke der Bezugskonﬁguration h∗ dem Haftwirkungsgrad zugeschrieben werden können.
Unter der vereinfachenden Annahme, dass alle Punkte auf der Probenoberﬂäche während ei-
nes Versuchs stets unter dem exakt gleichen Winkel, aus konstanter Entfernung sowie für die
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gleiche Gesamtdauer beschichtet werden, kann der Wirkungsgrad abgeschätzt werden als
ξang,i = h(θi)/h
∗ bzw. ξdist,j = h(dj)/h
∗. (4.31)
Diese Annahme ist jedoch nur für einen unendlich schmalen, idealisierten Spritzstrahl gül-
tig. In der Realität wird jeder Punkt auf der Oberﬂäche aufgrund des nicht zu vernach-
lässigenden Spritzstrahldurchmessers bei jedem Versuch unter verschiedenen Winkeln und
Entfernungen beschichtet. Da ferner die Spritzrichtungsachse des in das Roboterverfahrsys-
tem programmierten Werkzeugkoordinatensystems nicht unbedingt der durchschnittlichen
Massenstromrichtung entsprechen muss, ist theoretisch nicht einmal sichergestellt, dass der
Partikeleinschlagwinkel bei einem solchen Versuch im Durchschnitt mit dem programmierten
Anstellwinkel übereinstimmt. Diese Probleme werden durch die entwickelte, automatische
Kalibriermethodik umgangen.
4.4.3 Automatische Kalibrierung
Für eine genauere Bestimmung des Haftwirkungsgrades wurde das im Rahmen dieser Ar-
beit entwickelte Simulationsmodul zur automatischen Kalibrierung von Modellparametern
verwendet, welches detailliert in Kapitel 5.8.1 beschrieben wird. Dabei werden die Stützstel-
len für die Teilfunktionen des Haftwirkungsgrades zunächst auf Basis der Messdaten nach
Gleichung (4.31) initialisiert. Weiterhin wird jedes zur Bestimmung des Haftwirkungsgra-
des durchgeführte Experiment mittels der verwendeten Probengeometrie, Roboterbahn und
des prozessspeziﬁschen Footprints in dem entwickelten Simulationssystem modelliert und die
gemessenen Schichtdicken werden als Zielfunktionswerte für die jeweiligen Simulationen vor-
gegeben. Anschließend werden die Stützstellenpositionen ξang,i beziehungsweise ξdist,j iterativ
und simultan für alle durchgeführten Versuche im Hinblick auf das Erreichen der vorgegebe-
nen Zielwerte in der Simulation optimiert. Dabei wird zusätzlich zu den Messergebnissen für
einen Beschichtungswinkel von θ = 90° ein Haftwirkungsgrad von Null vorgegeben.
Für die Bezugskonﬁguration (θ∗, d∗) wird im Rahmen dieser Parameteroptimierung ein Haft-
wirkungsgrad von Eins angenommen. Daher kann es durch Ungenauigkeiten bei der Footprint-
erfassung oder der Messung von h∗ vorkommen, dass für (θ∗, d∗) die gemessene Schichtdicke
h∗ simulativ nicht erreicht werden kann, da bei der Simulation der Flachprobenbeschichtung
mit der Bezugskonﬁguration kein freier Parameter zur Verfügung steht. Um dieses Problem
zu umgehen, empﬁehlt es sich, gleichzeitig mit dem Haftwirkungsgrad auch den Gesamtmas-
senstrom durch die Einführung eines Skalierungsparameters sF für das Footprintproﬁl zu
optimieren. Alternativ kann eine Anpassung des Gesamtmassenstroms auch im Vorhinein,
beispielsweise mittels des in Kapitel 3.8 vorgestellten Ansatzes, durchgeführt werden.
Wird der Massenstrom simultan mit dem Haftwirkungsgrad optimiert und wurde für jede
Stützstelle genau ein Versuch durchgeführt, werden für insgesamt n durchgeführte Messun-
gen auch n Parameter optimiert. Für jeden Versuch mit Ausnahme der Bezugskonﬁguration
ist dies der Haftwirkungsgrad ξang,i bzw. ξdist,j und für die Bezugskonﬁguration der Faktor
sF für den Gesamtmassenstrom. Die Lösung ist in diesem Fall mathematisch exakt.
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Mit dieser automatischen Kalibriermethode besteht die Möglichkeit, den Haftwirkungsgrad
anhand gemessener Schichtdickenverteilungen auf komplexeren Bauteilen zu optimieren. Die
hierfür verwendeten Bauteile und Beschichtungsbahnen sollten zu diesem Zweck alle relevan-
ten Kombinationen von Spritzwinkeln und Distanzen in möglichst gleicher Häuﬁgkeit aufwei-
sen, um ein gutes Ergebnis durch die Kalibrierung zu erzielen. Vorteilhaft bei dieser Methodik
ist die Reduktion der Anzahl durchzuführender Kalibrierversuche und die damit verbundene
Zeit- und Kostenersparnis. Da die Fertigung und Vermessung komplexer Geometrien relativ
aufwendig ist, kann ferner die Konstruktion einer segmentierbaren Kalibriergeometrie oder
Probenaufspannung, in die einzelne Flachproben passgenau eingelegt werden können, vorteil-
haft sein.
4.4.4 Haftwirkungsgrad für den verwendeten Lichtbogenspritzprozess
Für den im Rahmen dieser Arbeit verwendeten Lichtbogenspritzprozess wurde der Haftwir-
kungsgrad ausschließlich in Abhängigkeit des Spritzwinkels modelliert. Die Analyse der unter
verschiedenen Distanzen angefertigten Footprintproben in Kapitel 3.9.3 deutete zwar auf ei-
ne Abhängigkeit des Gesamtmassenstroms von der Distanz hin, allerdings ist diese nur sehr
gering ausgeprägt. Ausführlichere, von Krebs [85] dokumentierte Versuche zeigten für den
vorliegenden Lichtbogenspritzprozess hohe Schwankungen in den Messungen und ein sehr
geringes Bestimmtheitsmaß der Messungen. Für diesen Prozess wird daher ξdist(d) = 1 ange-
nommen.
Zur Ermittlung der Winkelabhängigkeit wurden sieben Flachproben der Größe 50×20mm2
mit programmierten Spritzwinkeln in 10°-Schritten im Bereich von θ= 0° bis 60° beschichtet.
Der Verlauf der Mäanderbahnen entspricht qualitativ der in Abbildung 4.9a gezeigten, wobei
der Bahnabstand 5mm und die Verfahrgeschwindigkeit 200mm/s betrug und für jede Probe
vier Überläufe durchgeführt wurden. Die resultierenden Schichtdicken wurden anschließend
entlang mehrerer Querschliﬀe lichtmikroskopisch aufgenommen und mit Hilfe des im Rahmen
dieser Arbeit entwickelten und in Kapitel 3.7 vorgestellten Softwaretools ausgewertet. Die ge-
messenen Schichtdicken lagen im Bereich von 625 µm bis 738 µm mit Standardabweichungen
zwischen 23 µm und 53 µm.
Mit Hilfe der automatischen Parameterkalibrierung wurde basierend auf den gemessenen initi-
alen Stützstellen eine simultane Parameteroptimierung für die sechs Neigungswinkel θi= i ·10°
für i=1, . . . ,6 sowie für den Skalierungsfaktor sF des Gesamtmassenstroms durchgeführt. Der
Haftwirkungsgrad für θ = 90° wurde auf Null gesetzt. Durch die Optimierung wurden die ini-
tialen Werte des Haftwirkungsgrades im Durchschnitt um 1,26% und im Maximum um 3,1%
korrigiert. Die vorgegebenen Zielschichtdicken der Flachproben wurden, wie aufgrund der zur
Verfügung stehenden Freiheitsgrade zu erwarten war, im Rahmen der Rechengenauigkeit si-
mulativ exakt erreicht.
Der berechnete und in Abbildung 4.11 dargestellte Verlauf des spritzwinkelabhängigen Haft-
wirkungsgrades, welcher auch bei relativ ﬂachen Spritzwinkeln bis 60° auf einem hohen Niveau






























Abbildung 4.11: Unabhängig von der Initialisierung des Haftwirkungsgrades ξang(θ) mit den
gemessenen Werten oder einem konstanten Initialwert ergibt sich aus der Parameteroptimierung
auf Basis der simulierten Flachprobenversuche ein den Messwerten ähnlicher Verlauf. Eine Op-
timierung basierend auf den komplexen Bauteilen Mat2a und Mat3d hingegen führt nur für
die Stellen 0°, 20° und 40° zu ähnlichen Werten, da diese hinreichend oft bei der Beschichtung
dieser Bauteile auftreten. Für Winkel θ > 50° fehlen hingegen Informationen als Basis für eine
erfolgreiche Kalibrierung. Ein spezielles Kalibrierbauteil wäre hier vorteilhaft.
Verfahren hoher Anteil des Spritzmaterials vollständig geschmolzen ist und somit auch unter
ﬂachen Winkeln nur zu keinen Teilen von der Substratoberﬂäche zurückprallt. Dies ist darauf
zurückzuführen, dass sich nur vollständig geschmolzene Partikel als Tropfen vom Spritzdraht
ablösen, wohingegen eingedüste Pulverpartikel bei anderen Verfahren unter Umständen zu
kurz erhitzt werden, um vollständig zu schmelzen.
Neben diesen Ergebnissen zeigt Abbildung 4.11 auch den stark schwankenden und daher
nicht verwendbaren Haftwirkungsgrad nach einer Parameterkalibrierung basierend auf den
Schichtdickenmessungen der Matrizenbauteile Mat2a und Mat3d anstelle der Flachproben.
Die stärksten Abweichungen von der auf Basis der Flachprobenversuche optimierten Funkti-
on treten hier für Winkel θ auf, die bei der Beschichtung der Matrizenbauteile nur an einem











Für die Simulation thermischer Spritzprozesse und die Berechnung der resultierenden Be-
schichtung sowie der weiteren bauteil- und bahnbezogenen Zielgrößen wurde im Rahmen
dieser Arbeit ein umfangreiches Simulationsframework entwickelt, welches in diesem Kapitel
vorgestellt wird. Abbildung 5.1 gibt einen Überblick über die Komponenten dieses Frame-
works1.
Den zentralen Teil stellen dabei die entworfenen GPU-basierten Algorithmen zur zeiteﬃzi-
enten Simulation des Schichtwachstums mittels der im vorherigen Kapitel beschriebenen Be-
schichtungsmodelle dar, welche CPU-seitig in C++ und GPU-seitig in OpenGL (Open Gra-
phics Library) beziehungsweise in Form von mehreren GLSL-Shaderprogrammen (OpenGL
Shading Language) entworfen wurden, um von der im Vergleich zu CPUs deutlich höheren,
parallelen Rechenleistung moderner Graﬁkkarten zu proﬁtieren. Diese Kernalgorithmen sind
in ein iteratives Zeitschrittverfahren eingebettet, in dem der virtuelle Spritzbrenner entlang
einer gegebenen Roboterbahn verfahren wird.
Im folgenden Kapitel 5.1 werden zunächst die für das Verständnis der Implementierung not-
wendigen Grundlagen zu OpenGL und GLSL sowie zur Verwendung von GPUs für allgemeine
Berechnungen beschrieben. Der übergreifende Simulationsablauf wird in Kapitel 5.2 detail-
liert beschrieben, um zunächst einen Überblick über das Simulationssystem zu vermitteln.
Anschließend werden in Kapitel 5.3 die Eingabedaten und insbesondere die geometrische
Repräsentation von Bauteil, Roboterbahn und Prozesskonﬁgurationsdaten dargestellt, bevor
schließlich im Hauptteil 5.4 und 5.5 die GPU-basierten Simulationsalgorithmen sowie ihre
Implementierung ausführlich beschrieben werden. Anschließend wird in den Kapiteln 5.6 und
5.7 das Interface zur Anbindung einer thermodynamischen Simulationskomponente sowie die
Visualisierung der Simulationsergebnisse vorgestellt. Im letzten Abschnitt 5.8 wird auf die
















Abbildung 5.1: Übersicht über die Komponenten und den übergeordneten Ablauf der Simu-
lation. Die Nummerierung gibt die zugehörigen Kapitel an, in denen die Komponente oder der
Ablaufschritt beschrieben werden.
Implementierung zweier Module zur automatischen Kalibrierung von Simulationsparametern
und zur Durchführung simulativer Sensitivitätsanalysen eingegangen, welche auf der Beschich-
tungssimulation aufbauen.
5.1 OpenGL, GLSL und GPGPU
Im folgenden Abschnitt 5.1.1 werden die Open Graphics Library (OpenGL) und die Sha-
derprogrammiersprache GLSL beschrieben. Die Ausführungen beschränken sich darin auf die
für das Verständnis der Implementierung der Beschichtungssimulation notwendigen Aspekte.
Das anschließende Kapitel 5.1.2 gibt einen Überblick über die Entwicklung von Methoden zur
Nutzung von GPUs für allgemeine Berechnungen.
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5.1.1 OpenGL und GLSL
Die OpenGL (Open Graphics Library) ist eine plattform- und programmiersprachenunabhän-
gige Softwarebibliothek für das Rendern zwei- und dreidimensionaler Graﬁkszenen, welche
ursprünglich von Silicon Graphics Inc. (SGI) entwickelt und 1992 in der Version 1.0 veröﬀent-
licht wurde [130]. Um die Darstellung komplexer virtueller Szenen in Echtzeit zu erlauben, ist
die Speziﬁkation darauf ausgelegt, in Hardware implementiert zu werden. Implementierungen
der Speziﬁkation stellen typischerweise eine Schnittstelle zur softwaretechnischen Interaktion
mit Graﬁkkarten dar und werden im Allgemeinen als Graﬁkkartentreiber oder kurz Graﬁk-
treiber bezeichnet.
Die Funktionsweise von OpenGL kann als Graﬁkpipeline beschrieben werden, welche die ein-
zelnen algorithmischen Schritte von der Eingabe der Geometriedaten einer virtuellen Szene
bis zur Ausgabe der gerenderten Szene als Menge von Pixelfarbwerten im Framebuﬀer deﬁ-
niert. Dabei werden zunächst die darzustellenden Szenen als Menge von Koordinaten, welche
als Vertices bezeichnet werden, mit zusätzlichen Attributen von der Anwendung deﬁniert. Zur
sequentiell ausgeführten klassischen OpenGL-Rendering-Pipeline gehören unter anderem die
folgenden wichtigsten Schritte:
• Transformation
In diesem Schritt werden die eingegebenen Vertices, in der Regel durch Anwendung von
Translationen, Rotationen und gegebenenfalls Skalierungen, in das Koordinatensystem
der virtuellen Kamera transformiert.
• Beleuchtungsberechnung
Basierend auf deﬁnierten Lichtquellen, Farbwerten und Eigenschaften der Vertices sowie
verschiedenen Beleuchtungsmodellparametern werden in diesem Schritt Farbwerte für
die Vertices berechnet.
• Primitive Assembly
Die einzelnen Vertices werden in der „Primitive Assembly“ zu logischen geometrischen
Primitiven, das heißt Dreiecken, Linien oder Punkten, zusammengefasst.
• Clipping
Durch die Deﬁnition der virtuellen Kamera unter Verwendung einer perspektivischen
Projektion wird ein Pyramidenstumpf-förmiges Sichtvolumen deﬁniert. Teile der Sze-
ne, die außerhalb dieses Sichtvolumens liegen, sind von der Kameraposition aus nicht
sichtbar und werden im sogenannten „Clipping“-Schritt entfernt. Primitive, welche au-
ßerhalb des Sichtvolumens liegen, werden dabei vollständig entfernt. Primitive, die die
Berandung des Sichtvolumens schneiden, werden auf das Sichtvolumen beschnitten.
• Projektion
Die aus dem vorherigen Schritt verbleibenden sichtbaren Primitive werden entsprechend





Im Rahmen der Verrasterung (engl.: rasterization) werden die nun in der zweidimensio-
nalen Bildebene vorliegenden Primitive in eine Pixel-bezogene Darstellung konvertiert.
Dabei wird für jede Pixelposition des ﬁnalen Framebuﬀers, welche von dem Primitiv
überdeckt wird, ein sogenanntes „Fragment“ generiert, welches später zur Bestimmung
eines Farbwertes an dieser Position im Framebuﬀer beitragen kann, falls es nicht von
Fragmenten anderer Primitive an dieser Position verdeckt wird.
• Schattierung (Shading)
Entsprechend des gewählten Schattierungsmodells, typischerweise Flat-, Gouraud- oder
Phong-Shading, werden Farbwerte für die Fragmente eines Primitivs basierend auf den
Farbwerten oder Normalen seiner Vertices durch Interpolation berechnet.
• Tiefenpuffertest
In diesem Pipelineschritt werden Teile der Szene verworfen, die von anderen Teilen
verdeckt werden und daher nicht sichtbar sind. Dies geschieht durch die Anwendung
des Tiefenpuﬀerverfahrens (engl.: depth buﬀer algorithm, z-buﬀer algorithm), welches
nur die Farbwerte derjenigen Fragmente in die Ausgabe im Framebuﬀer übernimmt,
welche an jeder Pixelposition der virtuellen Kamera am nächsten sind. Diese Berechnung
basiert auf zuvor berechneten Tiefenwerten für jedes Fragment.
• Darstellung
Nachdem die gesamte geometrische Beschreibung der virtuellen Szene die Pipeline
durchlaufen hat, stellen die im Framebuﬀer enthaltenen Farbwerte die für die Kamera-
position berechnete zweidimensionale Abbildung der Szene dar, welche auf einem Bild-
schirm dargestellt werden kann.
Dieses grundlegende Vorgehen stellt die bis heute gültige Basis für die Funktionsweise von
OpenGL dar. Seit der Einführung dieser Pipeline wurden jedoch viele Teilschritte und neue
Funktionalitäten hinzugefügt. Ein Meilenstein in der Entwicklung von OpenGL stellte dabei
die Einführung der OpenGL Shading Language (GLSL) mit der OpenGL Version 2.0 (2004)
dar, mit der zwei der bisher starr deﬁnierten Einzelschritte der Pipeline mittels Vertex- und
Fragmentshadern programmierbar wurden. Diese Entwicklung hat sich fortgesetzt und in den
aktuellen, 2014 erschienenen OpenGL und GLSL Versionen 4.5 können frei programmier-
te Geometry-, Tesselation Control-, Tesselation Evaluation- und Compute-Shader Teile der
Pipeline ersetzen oder ergänzen und dadurch unterschiedliche erweiterte Funktionalitäten rea-
lisieren. Die GLSL-Speziﬁkation [78] deﬁniert zu diesem Zweck für die genannten Shadertypen
unterschiedliche, jedoch sehr eng verwandte Programmiersprachen. Shaderprogramme, die in
diesen Sprachen geschrieben wurden, können mittels OpenGL-API-Befehlen kompiliert, in die
Graﬁkpipeline eingebunden und aktiviert werden. Die beiden wichtigsten im Rahmen dieser
Arbeit verwendeten Shadertypen stellen Vertex- und Fragmentshader dar:
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• Vertexshader
Vertexshaderprogramme ersetzen in der beschriebenen Pipeline die Schritte Transfor-
mation und Beleuchtungsberechnung, welche zusammengefasst auch als „Transform and
Lighting“-, oder kurz T&L-Schritt bezeichnet wird. Ein Vertexshader bearbeitet stets
einen einzelnen Vertex und hat dabei lesenden Zugriﬀ auf die diesem Vertex zugeordne-
ten Eingabedaten, darunter die Koordinaten des Vertex. Weitere typische Vertexdaten
stellen Farbwerte und Normalenvektoren dar, prinzipiell können jedoch beliebige Daten
für jeden Vertex deﬁniert werden. Auf Basis dieser Eingaben sowie eventuell weiteren
Daten, die aus dem Texturspeicher gelesen werden können, berechnet der Vertexsha-
der die Ausgabe, welche insbesondere die Koordinaten gl_Position des transformierten
Vertex enthält. Zusätzlich können beliebige weitere, Vertex-bezogene Ausgabedaten de-
ﬁniert werden, welche von anderen Shaderprogrammen im weiteren Verlauf der Pipeline
verwendet werden können.
• Fragmentshader
Der Fragmentshader ersetzt in der zuvor beschriebenen Pipeline den Schattierungs-
schritt. Entsprechend der Position in der Pipeline besteht die Eingabe eines Fragment-
programms aus einem einzelnen Fragment und den ihm zugeordneten Daten aus frü-
heren Schritten in der Pipeline. Im Rahmen der Programmausführung können weder
die Daten anderer Fragmente gelesen, noch die Position des Fragments im Framebuﬀer
verändert werden. Klassischerweise ist die Ausgabe eines Fragmentshaders die Farbe des
Fragments, welche durch Anwendung von Beleuchtungs- oder Schattierungsalgorithmen
berechnet wird. Mit der Einführung der Multiple-Render-Target (MRT) Techniken kön-
nen auch aus einem Fragmentshader mehrere Datenwerte ausgegeben werden, welche
von OpenGL in unterschiedlichen Framebuﬀern abgelegt werden.
Für eine detaillierte Beschreibung der Vertex- und Fragmentsprachen sowie der weiteren Sha-
dertypen und ihrer Einbindung in das OpenGL-API wird auf die GLSL-Speziﬁkation [78], die
OpenGL-Speziﬁkation [130] und die umfangreiche Fachliteratur [176] verwiesen.
In der Renderingpipeline werden die Daten von der Eingabe als Vertices bis zur Ausgabe
im Framebuﬀer unidirektional propagiert. Dies bedeutet, dass Shaderprogramme im Rahmen
der Renderingpipeline nicht auf Daten beliebiger Vertices, Primitive oder Fragmente zugreifen
können und der Kontrollﬂuss zwischen den Einzelschritten nur in einer Richtung verläuft. Die-
se Einschränkungen ermöglichen die eﬃziente parallele Ausführung eines Schritts der Pipeline
beziehungsweise eines Shaderprogramms für eine Vielzahl von Vertices oder Fragmente. Auf-
grund dieser Gegebenheiten und der hohen Anzahl der im Echtzeit-Rendering in engen zeitli-
chen Grenzen zu verarbeitenden Datenelemente haben sich moderne Graﬁkkarten zu massiv
parallelen Prozessorarchitekturen entwickelt. Ein einzelner Graﬁkprozessor (engl.: Graphics
Processing Unit, GPU) weist dabei nach aktuellem Stand bis zu 3.072 einzelne Prozessor-
kerne auf2, welche die parallele Ausführung von ebenso vielen Shaderprogrammen erlauben.
2Nvidia GeForce GTX Titan X, http://nvidia.com
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Einen wichtigen Schritt stellte in diesem Zusammenhang die Einführung der Uniﬁed-Shader-
Architektur (Shader Model 4.0) dar, mit der der Basisinstruktionssatz für die verschiedenen
Shaderprogrammsprachen vereinheitlicht und hardwareseitig nur noch ein Typ von Rechen-
einheiten benötigt wurde. Damit kann die Rechenleistung der zur Verfügung stehenden Ein-
heiten bedarfsgerecht den einzelnen Shaderprogrammen zugeteilt und so die Auslastung der
Hardware maximiert werden [105].
5.1.2 GPGPU
Der Begriﬀ GPGPU (engl.: General-Purpose computation on Graphics Processing Units)
beschreibt die Nutzung von Graﬁkprozessoren zur Durchführung allgemeiner, nicht Graﬁk-
bezogener Berechnungen. Gelingt es dabei, die durchzuführenden Berechnungen derart zu
parallelisieren, dass die GPU in hohem Maße ausgelastet wird, können im Vergleich zu einer
herkömmlichen, CPU-basierten Implementierung in der Regel deutliche Geschwindigkeits-
vorteile erzielt werden. Dies ist wesentlich auf die im Vergleich zu herkömmlichen CPU-
Architekturen, welche für die eﬃziente serielle Ausführung von Programmen optimiert wur-
den, deutlich höhere Gesamtrechenleistung paralleler GPU-Architekturen zurückzuführen. So
liegt beispielsweise die theoretische Peak-Rechenleistung, gemessen in Milliarden Gleitkom-
maoperationen einfacher Genauigkeit pro Sekunde (engl.: Giga FLoating point Operations Per
Second, GFLOPS), der schnellsten momentan verfügbaren Desktop-GPU, der Nvidia GeForce
GTX Titan X, bei 6.600GFLOPS. Im Vergleich dazu erreicht die derzeit schnellste Desktop
CPU (Intel Core-i7 5960X) mit 8 Prozessorkernen maximale 384GFLOPS. Im professionellen
Workstation Markt erreicht die Intel Xeon E7-8890 CPUmit 18 Kernen 2.105GFLOPS. Work-
station-Graﬁkkarten erreichen keine höhere Leistung als die Graﬁkkarten aus dem Desktop-
Segment.
Die Strategie, Graﬁkhardware zur beschleunigten Durchführung allgemeiner Berechnungen
zu nutzen, wurde von Owens et al. [112] bis zu einer Veröﬀentlichung von J.N. England
aus dem Jahr 1978 zurückverfolgt, in der ein für die Berechnung von Rasterscangraﬁken
entwickelter Prozessor zur Berechnung interaktiver Fittings einer kubischen B-Spline-Fläche
verwendet wurde [49]. Erste GPGPU-Arbeiten auf Basis heutiger Desktop-Graﬁkprozessoren
befassten sich laut Owens et al. mit der Roboterbahnplanung [90] (1990), der Auswertung
künstlicher neuronaler Netze [13] (1998) und der Berechnung von Voronoi-Diagrammen [72,
106] (1995,1999). Diese frühen Ansätze waren stets darauf angewiesen, die in Hardware rea-
lisierten Algorithmen der Rendering-Pipeline zu reinterpretieren, um diese für die Lösung
allgemeiner Probleme nutzbar zu machen. Mit der schrittweisen Einführung programmier-
barer Pipeline-Schritte wurde der Zugang zu diesen Ressourcen vereinfacht und die Anzahl
von Anwendungen, welche sich GPGPU zu nutze machen, stieg stark an. Eine weitere Ver-
einfachung ergab sich mit der Anerkennung und aktiven Förderung des GPGPU-Ansatzes




(2007, Nvidia), Stream4 (2007, AMD), OpenCL5 (2009, Khronos Group) oder DirectCompu-
te6 (2009, Microsoft), welche auf die parallele Durchführung allgemeiner Berechnungen auf
Graﬁkprozessoren zugeschnitten sind.
Trotz der Verfügbarkeit dieser Programmierschnittstellen nutzt die in diesem Kapitel vor-
gestellte Implementierung der Beschichtungssimulation die Möglichkeiten der klassischen
OpenGL-Renderingpipeline in Kombination mit speziell zu diesem Zweck konzipierten Sha-
derprogrammen, um die Simulationsberechnungen eﬃzient durchzuführen. Wie im weiteren
Verlauf dieses Kapitels ersichtlich werden wird, ist diese Herangehensweise für die Simulation
von Beschichtungsvorgängen aufgrund ähnlicher algorithmischer Strukturen vorteilhaft. Ein
Vergleich mit dem CUDA-basierten Raytracingsystem Nvidia Optix Prime in Kapitel 6.2.2
bestätigt diesen Vorteil darüber hinaus auch für die Simulationsgeschwindigkeit.
5.2 Globaler Simulationsablauf
Das Ziel der Simulation besteht darin, verschiedene Zielgrößen auf der Oberﬂäche eines Bau-
teils sowie für die Positionen des Spritzbrenners entlang einer gegebenen Roboterbahn zu
berechnen. Diese Zielgrößen wurden im Einzelnen bereits in Kapitel 2.3.1 beschrieben. Die
simulierten Oberﬂächengrößen erlauben dem Anwender oder einem gekoppelten Bahnpla-
nungssystem die Beurteilung, ob durch den Prozess und insbesondere durch die gewählte
Roboterbahn die gewünschten Toleranzen auf dem gesamten Bauteil eingehalten werden kön-
nen beziehungsweise ob und an welchen Stellen mit Abweichungen auftreten. Im Rahmen einer
automatischen Bahnoptimierung dienen diese Daten als Grundlage für die iterative Verbesse-
rung der Roboterbahn. Primäres Ziel ist hier in der Regel das Erreichen einer gleichmäßigen
Schichtdickenverteilung. Zusätzlich bieten die bahnbezogenen Zielgrößen die Möglichkeit, ein-
zelne Stellen oder Intervalle der Roboterbahn zu ermitteln, an denen suboptimale Eingriﬀsbe-
dingungen, wie zum Beispiel zu ﬂache Spritzwinkel oder auch eine zu geringe Spritzeﬃzienz,
vorliegen und diese gezielt zu korrigieren.
In der entwickelten Simulation werden die oberﬂächenbezogenen Zielgrößen an diskreten Mess-
punkten auf der Oberﬂäche einer gegebenen Bauteilgeometrie berechnet, welche identisch mit
den Vertices vj des zur Repräsentation der Bauteilgeometrie verwendeten Dreiecksnetzes sind.
Die bahnbezogenen Zielgrößen werden für diskrete Zeitpunkte ti in konstantem Abstand ∆t
der zeitlich parametrisierten robotergeführten Bewegungsbahn des Spritzbrenners berechnet.
Die genaue Repräsentation der Bauteilgeometrie und der Roboterbahn wird im folgenden
Kapitel 5.3 detaillierter beschrieben.
Basierend auf dieser Eingabe folgt der globale Simulationsablauf einem diskreten Zeitschritt-
schema mit der Zeitschrittlänge ∆t, in dem der Spritzbrenner entlang der gegebenen Roboter-







Innerhalb eines Zeitschritts werden zunächst für den aktuellen Simulationszeitpunkt die Po-
sition und Ausrichtung des virtuellen Spritzbrenners anhand der gegebenen Roboterbahn
ermittelt. Anschließend wird diejenige Teilmenge der Messpunkte der vernetzten Bauteilo-
berﬂäche bestimmt, für die in diesem Zeitschritt eine Zielgröße aktualisiert werden muss.
Dies sind diejenigen Punkte, welche im virtuellen Spritzkegel des Brenners liegen und nicht
durch andere Teile der Bauteilgeometrie verdeckt werden. Hierfür werden GPU-basierte Me-
thoden zur Sichtbarkeitsberechnung verwendet.
Sind alle betroﬀenen Punkte ermittelt, werden die oberﬂächenbasierten Zielgrößen unter Inbe-
zugnahme auf die aktuelle Brennerposition aktualisiert. Insbesondere wird in diesem Schritt
das gewählte Schichtauftragsmodell für jeden der Messpunkte ausgewertet und die in die-
sem Zeitschritt der Dauer ∆t resultierende Schichtdicke wird zu der bereits akkumulierten
Schichtdicke addiert. Je nach Wahl und Konﬁguration eines der Schichtauftragsmodelle aus
Kapitel 4 können verschiedene thermische Spritzprozesse mit unterschiedlichen Prozesspara-
metrisierungen simuliert werden. Um eine einfache Anbindung einer thermodynamischen Si-
mulation zur Berechnung von Bauteiltemperaturen zu ermöglichen, werden in diesem Schritt
an den betroﬀenen Messpunkten auch oberﬂächenbezogene Randbedingungen ermittelt, wel-
che die momentan an der Oberﬂäche anliegende Temperatur repräsentieren.
Im Folgenden kann optional ein Zeitschritt einer angekoppelten thermodynamischen Simula-
tion ausgeführt werden, um die Bauteiltemperaturen zu aktualisieren. Das Ergebnis in Form
aktualisierter Bauteiltemperaturen an den Netzknoten kann anschließend an die Beschich-
tungssimulation zurückgegeben und zur Berechnung weiterer, temperaturabhängiger Zielgrö-
ßen verwendet werden. Das Interface für die Integration einer thermodynamischen Simulation
wird in Kapitel 5.6 erläutert. Eine entsprechende thermodynamische Simulationskomponente
wurde in Kooperation mit dem Institut für Mechanik der TU Dortmund entwickelt und er-
folgreich getestet [10], ist jedoch nicht Bestandteil dieser Arbeit.
Im letzten Berechnungsschritt der Beschichtungssimulation werden die bahnbezogenen Ziel-
größen für den aktuellen Zeitschritt ermittelt. Da die bahnbezogenen Zielgrößen auf denselben
Grundgrößen wie die oberﬂächenbezogenen Größen basieren, dienen in diesem Schritt die be-
reits ermittelten oberﬂächenbezogenen Daten sowie gegebenenfalls die Bauteiltemperaturen
der letzten beiden Zeitschritte als Berechnungsgrundlage (vergleiche Kapitel 5.5.2).
Abschließend wird für den aktuellen Zeitschritt die Visualisierung der bisher berechneten Ziel-
größen aktualisiert und die Simulationszeit wird um den gewählten Zeitschritt inkrementiert.
Um die Eﬃzienz der Simulation zu erhöhen, kann die Aktualisierungsfrequenz der Visuali-
sierungen reduziert oder Visualisierungen während der Laufzeit der Simulation vollständig
deaktiviert werden. Ebenso können die Berechnung der bahnbezogenen Größen sowie die
thermodynamische Simulation deaktiviert werden, sofern die Ergebnisse dieser Schritte nicht
benötigt werden. Die Berechnung der oberﬂächenbezogenen Größen ist jedoch Voraussetzung
für die anderen Rechenschritte und kann nicht separat deaktiviert werden.
Bei Erreichen des Endes der Roboterbahn oder des eingestellten Simulationszeitintervalls wird
die Simulation beendet. Die Ergebnisse können dann im Rahmen der Visualisierung, der Sensi-
tivitätsanalyse oder der Parameteroptimierung betrachtet und weiterverwendet werden. Falls
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die Simulation durch einen externen Bahnplanungsprozess oder eine andere Software automa-
tisiert gesteuert wird, werden die Ergebnisse über die Netzwerkschnittstelle dem aufrufenden
Prozess übermittelt. Nach der Auswertung der Ergebnisse kann dieser dann einen neuen Si-
mulationsprozess, in der Regel mit veränderten Eingabedaten oder Simulationsparametern,
initiieren.
5.3 Eingabedaten und Geometrierepräsentation
Wesentliche Eingaben für die Simulation sind die Geometrie des zu beschichtenden Bauteils,
eine Roboterbahn, entlang welcher der Spritzbrenner bewegt wird, sowie eine den genauen
Spritzprozess deﬁnierende Parametrisierung, deren Kern die Festlegung einer Massenﬂusscha-
rakteristik für die Spritzpistole darstellt. Diese werden im Folgenden beschrieben.
5.3.1 Bauteilgeometrie
Die Geometrie eines Bauteils wird in der Regel mittels einer CAD-Software wie zum Beispiel
Inventor7, CATIA8, Solidworks8 oder NX9 entworfen und liegt anschließend typischerweise
als Begrenzungsﬂächenmodell (engl.: B-rep, Boundary representation) im Format der ver-
wendeten CAD-Software vor. Für die Simulation ist, insbesondere vor dem Hintergrund der
Verwendung GPU-basierter Beschleunigungstechniken, die Verwendung einer Dreiecksnetzre-
präsentation sinnvoll, da Graﬁkprozessoren darauf spezialisiert sind, dreiecksbasierte Daten
eﬃzient zu verarbeiten.
Die Überführung der Bauteile in ein Dreiecksnetz erfolgt durch spezielle Triangulationspro-
gramme oder die CAD-Software selbst, welche in der Regel das STL-Format (Standard Tes-
selation Language) für den Export von Dreiecksnetzen unterstützen. Da an den Knoten des
Dreiecksnetzes die Simulationszielgrößen berechnet werden, ist bei der Triangulierung dar-
auf zu achten, dass die erzeugte Vernetzung der Oberﬂäche insbesondere auch in Bereichen
niedriger Krümmung hinreichend fein ist und ausreichend viele Knoten aufweist. Viele CAD-
Programme erzeugen jedoch Vernetzungen mit lokal krümmungsabhängiger Facettenanzahl
unter Einhaltung eines maximalen Sehnenfehlers, so dass das resultierende Netz gegebenen-
falls in einem weiteren Schritt adaptiv verfeinert werden muss (Abbildung 5.2). Hierfür genügt
die Anwendung einfacher Facettenunterteilungsverfahren zur Verfeinerung planarer Bereiche
des Netzes.
Das aus der Triangulation resultierende Netz
T =
{{










fk = (k1, k2, k3)
}}
wird in der Simulation als Knotenliste vj , Normalenliste nj sowie Dreiecks-Knoten-Inzidenz-







Abbildung 5.2: (a) Vernetzung eines Bauteils nach dem Exportieren aus einer CAD-Software
(CATIA). (b) Vergrößerter Ausschnitt des Bauteils. Planare Teilﬂächen wurden hier mit mög-
lichst wenigen Dreiecken vernetzt. Für die Simulation des Schichtauftrags liegen daher auf diesen
Flächen kaum Simulationspunkte vor. (c) Eine Vernetzung des Bauteils mittels eines speziellen
Vernetzungsprogramms liefert auf allen Flächen eine gleichmäßigere Verteilung von Vertices.
Normalenindizes adressieren. Idealerweise werden die Normalenvektoren im Rahmen der Ver-
netzung eines CAD-Modells aus der CAD-Repräsentation berechnet und mit dem Dreiecks-
netz gespeichert. Falls jedoch keine Normalenvektoren vorgegeben sind, werden diese für alle
Vertices als arithmetisches Mittel der Normalen angrenzender Facetten berechnet, da diese
für die Berechnung des Schichtauftrags benötigt werden.
Für die Verwendung einer thermodynamischen Simulation ist ein Oberﬂächennetz nicht aus-
reichend, da Temperaturen auch im Inneren des Bauteils berechnet werden müssen. Da in
der Beschichtungssimulation die am Bauteil anliegenden Temperaturrandbedingungen an den
Vertices des Oberﬂächennetzes berechnet werden, ist an dieser Stelle eine volumetrische, FEM-
geeignete Triangulierung des Bauteils in Tetraederelemente, deren Randnetz dem verwendeten
Oberﬂächennetz entspricht, gut geeignet. Unter einer FEM-geeigneten Triangulierung wird
dabei eine Vernetzung verstanden, deren Elemente unter Berücksichtigung üblicher Quali-
tätsmaße für ﬁnite Elemente generiert werden [133]. Die Generierung einer entsprechenden
Vernetzung kann beispielsweise durch die freie Software Tetgen10 auf Basis eines triangu-
lierten Randnetzes erstellt werden [137], deren Ausgabeformat von der implementierten Be-
schichtungssimulation eingelesen werden kann. Auch für den Fall, dass die thermodynamische
Simulation nicht durchgeführt werden soll, eignet sich dieser Ansatz zur Erzeugung eines
gleichmäßigen Oberﬂächendreiecksnetzes.
Im Rahmen der Simulation werden die Bauteilnetze zur eﬃzienten Visualisierung und Ver-
arbeitung GPU-seitig in Form von Knotenkoordinaten- und Normalenliste sowie Dreiecks-
Knoten-Inzidenzliste als Vertex Buﬀer Objects (VBO) gespeichert. Diese bieten insbesondere
gegenüber klassischen Vertex Arrays den Vorteil, dass die Daten serverseitig gespeichert und
verwaltet werden, so dass bei Zeichenbefehlen (glDrawArrays*, glDrawElements*) keine Daten
aus dem Clientspeicher kopiert werden müssen, um sicherzustellen, dass die Daten aktuell
sind. Zur weiteren Steigerung der Eﬃzienz werden die Knoten-, Normalen- und Inzidenzlis-
ten derart sortiert, dass Randknoten und Randelemente am Beginn der Vertex Buﬀer Objects
10http://www.tetgen.org
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(a) (b)
Abbildung 5.3: (a) Planung eines Bauteilquerschnitts und einer dazugehörigen Roboterbahn
auf Basis von Geraden- und Kreissegmenten. (b) Resultierendes, extrudiertes Bauteil und mäan-
derförmige Roboterbahn [127].
stehen. Auf diese Weise können für oberﬂächenbezogene Berechnungen und Visualisierungen,
trotz Verwendung eines Volumenmodells, identische Zeichenbefehle verwendet werden, bei
denen lediglich die Anzahl der zu behandelnden Elemente beschränkt wird. Ineﬃziente, nicht
sequentielle Speicherzugriﬀe oder eine doppelte Datenhaltung werden so vermieden.
Für eine Bauteilgeometrie kann darüber hinaus ein beliebiger Teil ihrer Oberﬂäche als soge-
nannte Region of Interest (ROI) deﬁniert werden, welche die geplante zu beschichtende Fläche
beinhaltet. Verschiedene Module des entwickelten Simulationsframeworks, wie zum Beispiel
die in Kapitel 5.8 beschriebene Parameteroptimierung und Sensitivitätsanalyse, verwenden
diese ROI als Berechnungsgebiet für die Auswertung von Schichtfehlermaßen.
5.3.2 Roboterbahn
Die Roboterbahn des Spritzbrenners wird als zeitdiskrete Abfolge einer endlichen Anzahl an
Roboterkonﬁgurationen beschrieben. Eine einzelne Konﬁguration setzt sich aus der Positi-
on des TCP (engl.: Tool Center Point) im Werkstückkoordinatensystem (vergleiche Kapi-
tel 3.4.1), der Ausrichtung des Brenners sowie dem Zeitpunkt, zu dem Position und Ausrich-
tung eingenommen werden, zusammen. Die Bahn kann daher als Folge von 8-Tupeln
pi = (x,y,z,q1, q2, q3, q4, t)i bzw. pi = (xi, qi, ti)
für i = 1, . . . ,n dargestellt werden, wobei xi die Position und qi die als Quaternion kodierte
Ausrichtung bzw. Rotation des Brenners zum Zeitpunkt ti bezeichnen. Im Rahmen der Simu-
lation gilt stets t0 = 0.
Während des Ablaufs der Beschichtungssimulation wird die Roboterbahn in diskreten Zeit-
schritten ∆t startend bei t= t0 abgetastet. Dabei kann ∆t unabhängig vom zeitlichen Abstand
ti+1−ti aufeinanderfolgender Roboterkonﬁgurationen der Eingangsdaten gewählt werden. Für
einen beliebigen Zeitpunkt tmit ti≤ t≤ ti+1 wird hierfür die Position des Spritzbrenners linear
zwischen der Vorgänger- und der Nachfolgerkonﬁguration interpoliert:
x(t) = (1− τ)xi+ τxi+1, τ = t− ti(ti+1− ti) . (5.1)
147
5. Beschichtungssimulation
Ebenso wird die Rotation – wie in der Roboterprogrammierung gebräuchlich – mit konstanter
Winkelgeschwindigkeit und konstanter Rotationsachse (engl.: Spherical linear interpolation,
Slerp) interpoliert [1, 32]. In Quaternionendarstellung ergibt sich dies nach [136] auf einfache
Weise durch







wobei α= cos−1 (qiqi+1).
Roboterbahnen in dieser grundlegenden 8-Tupel-Darstellung können aus verschiedenen Quel-
len in die Simulation importiert werden. Realitätsnahe Bahnen können mittels der Roboter-
programmierumgebung ABB Robotstudio11 bereitgestellt werden, deren Oﬄine-Simulations-
umgebung die Analyse und den Export von TCP-Bahnen und Orientierungen erlaubt. Die
vergleichsweise hohe Genauigkeit dieser Bahnen resultiert dabei unter anderem aus der Be-
rücksichtigung roboterspeziﬁscher Dynamikberechnungen. Dabei werden an den Bahnpunkten
deﬁnierte Zonendaten berücksichtigt, welche für jede Position eine Umkugelregion angeben,
innerhalb derer der Roboter umorientiert und mit der Ansteuerung des nächsten Punktes be-
ginnen kann. Je nach Eingriﬀssituation werden die Bahnpunkte dabei mit unterschiedlicher
Genauigkeit passiert. Des Weiteren kann zur Erstellung von Roboterbahnen das im Rahmen
einer Bachelorarbeit entstandene Bahnplanungstool verwendet werden [127]. Dieses erlaubt
die simultane Erzeugung von extrudierten Bauteilgeometrien und der zugehörigen Bahnen
basierend auf konﬁgurierbaren Querschnittsproﬁlen (Abbildung 5.3), welche sich aus gekop-
pelten Kreis- und Geradensegmenten zusammensetzen. Zusätzlich können Bahnen auch über
die bereitgestellte TCP/IP-Schnittstelle der Simulation geladen werden.
5.3.3 Prozesskonﬁguration
Da die entwickelte Beschichtungssimulation nicht auf einen bestimmten thermischen Spritz-
prozess oder auf eine festgelegte Parametrisierung eines Prozesses beschränkt ist, muss der
zu simulierende reale Prozess durch Auswahl und Konﬁguration eines Beschichtungsmodells
deﬁniert werden. Grundlage des entwickelten Footprint-basierten Beschichtungsmodells ist
zunächst die Wahl einer der geometrischen Übertragungsfunktionen aus Kapitel 4.3 für die Si-
mulation kegelförmiger oder zylindrischer Spritzstrahlcharakteristiken nach Gleichung (4.28)
respektive (4.29). Im Rahmen des Simulationsframeworks entspricht dies der Wahl einer Funk-
tionsdeﬁnition in einem GLSL-Shaderprogramm, welche das gewünschte Modell implemen-
tiert.
Die eigentliche Festlegung einer Spritzstrahlcharakteristik geschieht durch die Wahl eines mit-
tels der Methoden aus Kapitel 3 bestimmten Footprintproﬁls F(x,y) sowie der Stützstellen
zur Modellierung des Haftwirkungsgrades ξang(θ). Das Footprintproﬁl kann aus verschiedenen
Scandatenformaten in die Simulation importiert, mit Zusatzinformationen versehen und in
einem simulationseigenen Format abgespeichert werden. Zu den Zusatzinformationen gehört
dabei neben der Spritzdauer tF und dem Spritzabstand dF auch die Festlegung des Ursprungs
11ABB Ltd. (Asea Brown Bovery), http://new.abb.com/products/robotics/robotstudio
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des Footprintkoordinatensystems, also der Position des Proﬁls relativ zum TCP. Soll die ther-
modynamische Simulationskomponente zur Berechnung der Bauteiltemperaturen verwendet
werden, so ist auch ein thermischer Footprint für die Berechnung der Randbedingungen erfor-
derlich, welcher auf die gleiche Weise geladen oder als modiﬁzierte bivariate Gaußverteilung
erzeugt werden kann (vergleiche Kapitel 5.6). Der Abtastabstand der auf einem regulären
Gitter in der x,y-Ebene angeordneten Stützstellen muss dabei identisch mit der von F sein.
Für die Simulation werden beide Footprintproﬁle in eine quadratische, GPU-seitig gespeicher-
te Floating-Point-Textur eingebettet, so dass der Ursprung des Footprintkoordinatensystems
dem Mittelpunkt der Textur entspricht. Die von dieser Textur repräsentierte reale Kantenlän-
ge (Höhe und Breite) im Werkstückkoordinatensystem wird mit lF bezeichnet. Zugriﬀe auf
die Footprinttextur mit Texturkoordinaten (r, s) ∈ [0,1]2 werden auf den gesamten Footprint
abgebildet und liefern bilinear zwischen den Stützstellen interpolierte Proﬁlwerte.
Die Stützstellen (θi, ξang,i) der Haftwirkungsgradfunktion werden als tabellierte Daten im-
portiert und mittels des in Kapitel 4.4.1 beschriebenen Hermite-Interpolationsverfahrens in-
terpoliert. Eine hochauﬂösende Abtastung dieser Interpolierenden wird als eindimensionale
Textur ebenfalls GPU-seitig gespeichert.
5.4 GPU-basiertes Simulationskonzept
Das Ziel des im Rahmen dieser Arbeit entwickelten GPU-basierten Simulationsansatzes ist
die eﬃziente Berechnung der oberﬂächen- und bahnbezogenen Zielgrößen unter bestmögli-
cher Nutzung der parallelen Rechenleistung moderner Graﬁkkarten. Um die entwickelten
Algorithmen und das komplexe Zusammenspiel der verschiedenen Shaderprogramme, welche
diese Algorithmen realisieren, zu verstehen, ist es sinnvoll, zunächst die logische Struktur der
Gesamtproblemstellung zu betrachten. Von dieser Betrachtungsweise können dann vereinheit-
lichte algorithmische Berechnungsschemata für die oberﬂächenbezogenen Zielgrößen einerseits
und für die bahnbezogenen Zielgrößen andererseits abgeleitet werden. Diese Abstraktion von
den konkret zu berechnenden Größen verdeutlicht überdies die einfache Erweiterbarkeit der
Algorithmen auf potentielle weitere Zielgrößen.
Die Analyse der Problemstruktur ist Gegenstand des folgenden Unterkapitels. In den darauf-
folgenden Unterkapiteln wird anschließend das algorithmische Simulationskonzept zur GPU-
basierten Berechnung der oberﬂächen- und bahnbezogenen Zielgrößen in schrittweise steigen-
der Komplexität beschrieben, um die Motivation für die wichtigsten Entwicklungsschritte zu
verdeutlichen und die Verständlichkeit der Beschreibung zu erhöhen.
5.4.1 Analyse der Problemstruktur
Tabelle 5.1 fasst zunächst die zu berechnenden und bereits in Kapitel 2.3.1 erläuterten Werte
zusammen. Neben den eigentlichen geometrischen Zielgrößen – Schichtdicke, Spritzabstän-
de und -winkel – gehören dazu auch die Eingangsrandbedingung für eine thermodynamische
Simulation sowie die resultierenden Durchschnitts- und Extremtemperaturen in jedem Zeit-
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Oberﬂächenbezogene Werte Bahnbezogene Werte
Zielgrößen • Schichtdicke • Prozesseﬃzienz
• max. Spritzwinkel • Volumenablagerungsrate
• ∅ gewichteter Spritzwinkel • max. Spritzwinkel
• min. Spritzabstand • ∅ gewichteter Spritzwinkel
• ∅gewichteter Spritzabstand • min. Spritzabstand
• max. Spritzabstand • ∅ gewichteter Spritzabstand
• max. Spritzabstand
Randbedingung • Umgebungstemperatur • Max. Umgebungstemperatur
Temperaturen • min. Temperatur
• ∅ Temperatur
• max. Temperatur
Technische • Beschichtungszähler • Anzahl beschichteter Punkte
Hilfsgrößen • Abgelagertes Schichtvolumen
Tabelle 5.1: Übersicht über die mittels des entwickelten GPU-basierten Konzepts berechneten
Werte, aufgeschlüsselt in Zielgrößen, Randbedingungen, temperaturbezogene Größen und Hilfs-
größen. Während die Temperaturrandbedingung sowie minimale, durchschnittliche und maximale
Temperaturen im Rahmen dieses algorithmischen Konzepts berechnet werden, wird die Bauteil-
temperatur selbst als Volumengröße in der optionalen thermodynamischen Simulation berechnet.
schritt. Zur Berechnung der Zielgrößen werden darüber hinaus weitere technische Hilfsgrößen
mitgeführt, welche an gegebener Stelle beschrieben werden.
Da sowohl die oberﬂächen- als auch die bahnbezogenen Zielgrößen auf gemeinsame Grund-
größen – Schichtdicken- und Schichtvolumenzuwachs, Spritzwinkel und -abstand sowie die
Bauteiltemperatur – zurückzuführen sind, ergibt sich für die Berechnung eine logische zweidi-
mensionale Berechnungsstruktur die in Abbildung 5.4 dargestellt ist. Darin werden zunächst
für jede Kombination aus Oberﬂächenmesspunkt vj und diskretem Simulationszeitpunkt ti
Grundwerte f(vj , ti) berechnet, wobei f an dieser Stelle als generischer Platzhalter für die fünf
genannten Grundgrößen dient. So steht f(vj , ti) beispielsweise für den Spritzwinkel θ(vj , ti)
oder die Distanz d(vi, tj), unter dem der Oberﬂächenpunkt vj von der zum Zeitpunkt ti des
Prozesses aktuellen Brennerposition aus beschichtet wird. Dass hier stets mehrere zu berech-
nende Grundgrößen gemeint sind, ist in Abbildung 5.4 durch die Schichtung mehrerer Raster
hintereinander verdeutlicht.
Auf Basis dieser Grundgrößen können sowohl oberﬂächen- als auch bahnbezogene Zielgrö-
ßen durch dieselben Operationen – Aufsummierung, Durchschnittsbildung oder Minimums-
bzw. Maximumsbestimmung – über alle Oberﬂächenpunkte respektive Zeitpunkte bestimmt
werden. So ist beispielsweise die an einem Oberﬂächenpunkt erzielte Schichtdicke




die Aufsummierung der Grundwerte h für den Schichtdickenzuwachs über die Zeit und der mi-
nimale Spritzabstand zu einem bestimmten Zeitpunkt ti ist das Minimum der Spritzabstände






Abbildung 5.4: Logische, zweidimensionale Problemstruktur für die Berechnung oberﬂächen-
und bahnbezogener Zielgrößen basierend auf den Grundwerten f(vj , ti) durch Summation, Durch-
schnittsbildung und Extremwertbildung.
Entscheidend für die Berechnung jedes einzelnen Grundwertes f(vj , ti) des Rasters in Abbil-
dung 5.4 ist dabei, dass dieser nur dann für die Berechnung der Zielgrößen evaluiert werden
darf, falls im betrachteten Zeitschritt ti am betrachteten Vertex vj Material abgelagert wird,
also h(vj , ti) > 0 gilt12. Dies ist genau dann der Fall, wenn der Oberﬂächenpunkt vj inner-
halb des durch die aktuelle Brennerposition pi und den Simulationsfootprint F deﬁnierten
virtuellen Spritzkegels liegt, dem Brenner die durch den Vertex-Normalenvektor nj deﬁnierte
Vorderseite zuwendet und nicht von Teilen der Bauteilgeometrie abgeschattet wird. Es handelt
sich hier also um ein Sichtbarkeitsproblem, welches für jeden Vertex zu jedem Simulations-
zeitpunkt zu lösen ist. Formal kann dies im Rahmen der Berechnung des Schichtzuwachses
durch Multiplikation mit einer Sichtbarkeitsfunktion χ(vj , ti) ausgedrückt werden:
h(vj , ti) = χ(vj , ti) ·hW .
Darin ist hW das gewählte Beschichtungsmodell nach Gleichung (4.28) oder (4.29) und
χ(vj , ti) = 1, falls vj von der Position des Spritzbrenners zum Zeitpunkt ti sichtbar ist und
χ(vj , ti) = 0 sonst.
12Zusätzlich wird für Minima und Maxima des Spritzabstandes und des Einschlagwinkels gefordert, dass
vj zum Zeitpunkt ti in dem in Kapitel 5.5.1 deﬁnierten Kernstrahlbereich liegt.
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Bereits für eine mittelgroße Bauteilgeometrie mit ca. 50.000 Messpunkten und eine Robo-
terbahn mit 100.000 Zeitschritten muss die Sichtbarkeit von insgesamt 5 Milliarden Punkten
berechnet werden. Für bisherige Simulationen auf diesem Gebiet stellte dies eine nicht eﬃ-
zient lösbare Aufgabe dar, so dass hier in der Regel starke geometrische Restriktionen für
Roboterbahn und/oder Bauteil hingenommen wurden (vgl. Kapitel 2.3.2). Die Realisierung
einer eﬃzienten Beschichtungssimulation ohne derartige Restriktionen wird in dieser Arbeit
im Wesentlichen durch die Ausnutzung der parallelen Rechenleistung moderner Graﬁkprozes-
soren für die Sichtbarkeitsberechnung ermöglicht.
5.4.2 Konzept zur GPU-beschleunigten Sichtbarkeitsberechnung
Die zentrale Idee besteht dabei darin, eine direkte geometrische Beziehung zwischen dem
Spritzbrenner und dem Spritzkegel einerseits und der OpenGL-Kameraposition und der da-
zugehörigen Sichtpyramide andererseits herzustellen. Zur Veranschaulichung stelle man sich
zunächst vor, durch die Düse des Spritzbrenners auf das zu beschichtende Bauteil zu blicken,
wobei die Perspektive so gewählt ist, dass das Sichtfeld den gleichen Öﬀnungswinkel aufweist
wie der Spritzkegel des Brenners, innerhalb dessen sich das Spritzmaterial bewegt. Unter die-
ser Bedingung sind die aus dieser Perspektive sichtbaren Teile des Bauteils diejenigen, die
momentan beschichtet werden. Für die Simulation bedeutet dies, dass die sichtbaren Teile
des Bauteils ermittelt werden können, indem zunächst das Zentrum der OpenGL-Kamera an
den Koordinaten des virtuellen Spritzbrenners platziert, die Kamerablickrichtung entlang der
Spritzachse ausgerichtet und der Öﬀnungswinkel sowie das Seitenverhältnis der Sichtpyramide
so gewählt werden, dass es den virtuellen Spritzkegel des Brenners umfasst. Wird anschlie-
ßend die virtuelle Bauteilgeometrie aus dieser Perspektive gerendert, werden nicht sichtbare
Teile der Geometrie durch die hardwareseitig implementierten Backface-Culling-, Frustum-
Culling- und Tiefenpuﬀer-Algorithmen entfernt. Durch eine Zuordnung der im Framebuﬀer
verrasterten Vertices zur Bauteilgeometrie kann somit die Sichtbarkeit aller Vertices für einen
Simulationszeitpunkt – entsprechend einer Spalte in Abbildung 5.4 – in einem einzelnen pa-
rallelisierten und hardwarebeschleunigten Berechnungsschritt bestimmt werden.
Um eine logische Zuordnung der im Framebuﬀer sichtbaren Teile des Bauteils zu Vertex-
Indizes zu realisieren, liegt es nahe, Verfahren aus dem Bereich der Picking- bzw. Selection-
Algorithmen zu verwenden. Ein geeignetes Verfahren ist das farbbasierte Picking, bei dem
jedes Primitiv, oder in diesem Fall jeder Vertex, in einer eindeutigen RGBA-Farbe gezeichnet
wird, die in den Index des Vertex umgerechnet werden kann. Insgesamt lässt sich daher die
Berechnung der Sichtbarkeit und der Grundwerte für einen Zeitschritt ti basierend auf der
Graﬁkschnittstelle OpenGL mit folgendem, grundlegenden Algorithmus realisieren:
1. Bestimmung der Roboterposition x(ti) und -ausrichtung q(ti) gemäß der Gleichungen
(5.1) und (5.2). Erstellen einer entsprechenden Model-View-Matrixtransformation zur

















Abbildung 5.5: Dualität zwischen Spritzbrenner und Kamera beziehungsweise Spritzstrahl und
Sichtpyramide. Durch die passende Auslegung der OpenGL-Sichtpyramide entsprechend der Maße
des Footprints kann die Menge des in Richtung eines in der Bildebene verrasterten Messpunkts
(xB , yB) abgestrahlten Materials anhand der Position (xF , yF ) im Footprintproﬁl ermittelt wer-
den.
2. Deﬁnition der quadratischen Sichtpyramide der Kamera durch Erstellen eines quadrati-
schen Viewports (→glViewport) und einer perspektivischen Projektionsmatrix mittels
gluPerspective. Der vertikale und horizontale Öﬀnungswinkel der Sichtpyramide ergibt
sich dabei mittels 2tan−1(lF/(2dF )) aus der Kantenlänge lF und dem Spritzabstand dF
des verwendeten Footprints.
3. Zeichnen der im VBO abgelegten Bauteilgeometrie als ausgefüllte (→glPolygonMode
(..., GL_FILL)) Dreiecke mittels glDrawElements(GL_TRIANGLES, ...), um den Tiefen-
puﬀer vollständig zu initialisieren. Dies bedeutet, dass der Tiefenpuﬀer nach diesem
Schritt bereits ein vollständiges Tiefenbild der unverdeckten Teile der Szene enthält.
Der Framebuﬀer wird dabei mittels glColorMask schreibgeschützt und bleibt leer.
4. Erneutes Zeichnen der Bauteilgeometrie als einzelne Punkte in vordeﬁnierten, eindeu-
tigen Farben mittels glDrawArrays(GL_POINTS, ...). Aufgrund des bereits vollständig
initialisierten Tiefenpuﬀers werden alle Vertices, die nicht im Vordergrund sichtbar sind,
automatisch entfernt. Da die Vertices Teil der im ersten Schritt zur Initialisierung des
Tiefenpuﬀers gezeichneten Oberﬂächen sind, weisen die vordersten Vertices dieselben
Tiefenwerte auf, die bereits an diesen Stellen im Tiefenpuﬀer stehen. Um sicherzustellen,
dass diese Punkte nicht aufgrund von z-Fighting entfernt werden, wird beim Zeichnen
des Tiefenpuﬀers im vorherigen Schritt ein negatives glPolygonOffset angewendet. Da-
durch werden die Tiefenwerte der Oberﬂäche in Relation zu denen der Punkte minimal
„nach hinten“, also von der Kamera bzw. dem Brenner weg, versetzt.
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5. Auslesen des Framebuﬀers mittels glReadPixels und Ermitteln aller nicht hintergrund-
farbenen Pixel und ihrer Koordinaten (xFB, yFB) im Framebuﬀer. Die zu diesen Farben
gehörenden Vertices sind die sichtbaren Messpunkte.
6. Da der Framebuﬀer und die Sichtpyramide in OpenGL stets rechteckig, der Spritzstrahl
aber näherungsweise kreisförmig im Querschnitt ist, muss in diesem Schritt für jeden
gefundenen Messpunkt geprüft werden, ob tatsächlich Material in die exakte Richtung
dieses Punktes vom Brenner abgestrahlt wird. Da die Sichtpyramide der Kamera anhand
der Kantenlänge lF und des Spritzabstandes dF des Footprints derart ausgelegt wurde,
dass der Footprint in einer Entfernung dF exakt umschlossen wird, können die zweidi-
mensionalen Koordinaten des Messpunktes in der Bildebene (xB, yB) mittels einfacher
bilinearer Interpolation in die Koordinaten (xF , yF ) der Footprinttextur umgerechnet
werden, um die Stelle des Footprints zu ermitteln, welche in der gleichen Strahlrichtung
wie der Messpunkt lag (Abbildung 5.5). Ist der Wert des Footprintproﬁls an dieser Stel-
le gleich Null, wird kein Material in die Richtung des Messpunktes abgestrahlt und es
ﬁndet kein Schichtzuwachs statt.
7. Berechne für alle sichtbaren Messpunkte mit positivem Schichtzuwachs die Grundwerte
f(vj , ti): Der Schichtdickenzuwachs wird entsprechend des gegebenen Beschichtungs-
modells berechnet. Der Volumenzuwachs ergibt sich daraus durch Multiplikation mit
der von dem Vertex repräsentierten Oberﬂäche, welche als ein Drittel der Summe der
inzidenten Dreiecksﬂächen berechnet wird. Spritzwinkel und -abstand ergeben sich aus
einfachen geometrischen Beziehungen nach Abbildung 4.2 und die Temperaturrandbe-
dingung für vj kann der Textur des thermischen Footprints, an derselben Stelle (xF, yF)
wie hF aus der Footprinttextur, direkt entnommen werden.
Diese algorithmische Umsetzung in OpenGL zeigt, wie die Dualität zwischen Spritzbrenner
und Kamera beziehungsweise Spritzstrahl und Sichtpyramide ausgenutzt werden kann, um
die Sichtbarkeitsberechnung für beliebige Bauteilgeometrien und Roboterbahnen hardware-
beschleunigt durchzuführen. Diese grundlegende Vorgehensweise bietet jedoch noch viel Po-
tential für eine Steigerung der Berechnungsgeschwindigkeit. Ferner kann es bei diesem Ansatz
vorkommen, dass sichtbare Messpunkte nicht korrekt erkannt werden, falls mehrere Vertices
an derselben Stelle verrastert werden. Im Folgenden werden daher aufeinander aufbauende
Weiterentwicklungen verschiedener Aspekte dieses Algorithmus beschrieben, welche schließ-
lich zu dem ﬁnalen in dieser Arbeit konzipierten Algorithmus führen.
5.4.3 Minimierung von Speichertransfers
Die Laufzeit dieses Ansatzes wird im Wesentlichen durch die benötigte Zeit für den Transfer
des Framebuﬀers aus dem GPU- in den CPU-Speicher mittels glReadPixels und das an-
schließende Suchen der Messpunktpixel in dem transferierten Puﬀer bestimmt. Die maximal
erreichbaren GPU-CPU-Transferraten stellen für viele GPU-Anwendungen einen Flaschen-
hals dar, so dass ein gutes Management dieser Transfers notwendig ist, um die zur Verfügung
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stehende Rechenleistung von GPU und auch CPU nicht durch das Warten auf Speichertrans-
fers zu verschwenden. Die theoretisch maximale Übertragungsgeschwindigkeit einer mit 16
PCI-Express 2.0 Lanes angebundenen Graﬁkkarte liegt in einer Richtung zwar bei knapp
8GB/s, Messungen unter Verwendung von glReadPixels haben jedoch eine maximal erreich-
bare Transferrate von etwa 0,9–1,2GB/s oﬀenbart. Für einen mittelgroßen Framebuﬀer der
Größe 1.024×1.024 Pixel ergibt sich für RGBA-Tupel mit 4 Byte pro Kanal ein Transfervo-
lumen von 4MB, so dass pro Sekunde, selbst unter Vernachlässigung aller weiteren Transfers
und Operationen, nicht mehr als 225–300 Framebuﬀer pro Sekunde in den Clientspeicher
heruntergeladen werden können. Für eine Roboterbahn mit 100.000 Positionen bedeutet dies
eine reine Transferzeit von 6–8 Minuten zuzüglich der Zeit zur Suche der Messpunktpixel im
Framebuﬀer und zur Berechnung der Grund- und Zielwerte. Sowohl die für den Transfer als
auch für die Suche benötigte Zeit könnte durch eine Verringerung der Framebuﬀer-Auﬂösung
erreicht werden, allerdings steigt dann die Wahrscheinlichkeit, dass zwei projizierte Mess-
punkte der Bauteilgeometrie in der Bildebene der Kamera so eng beieinander liegen, dass
sie auf den gleichen Pixel im Framebuﬀer abgebildet werden. In diesem Fall können nicht
beide Punkte als sichtbar erkannt werden und ein Punkt bleibt fälschlicherweise unbeschich-
tet. Besonders problematisch ist dies für Teilstücke der Bauteiloberﬂäche, die unter ﬂachem
Winkel betrachtet werden, so dass sehr viele Messpunkte dieser Fläche auf einen sehr kleinen
Framebuﬀer-Bereich abgebildet werden. In diesem Fall wird ein besonders hoch auﬂösender
Framebuﬀer benötigt, um alle Messpunkte zu erfassen.
Ausgehend von der Beobachtung, dass ein Großteil der Transferdauer dafür verwendet wird,
den „leeren Zwischenraum“ zwischen relevanten Messpunktpixeln zu übertragen und diese
dann in einem meist nur spärlich besetzten Puﬀer zu suchen, wurde im Rahmen dieser Ar-
beit ein Verfahren entwickelt, um die in die Bildebene projizierten Messpunkte stets ohne
Zwischenraum im Framebuﬀer zu verrastern. Dabei ist jedem Vertex des Bauteils eine feste
Position im Framebuﬀer zugeordnet, welche durch eine einfache Indextransformation von ein-
dimensionalen Vertex-Indizes in zweidimensionale Framebuﬀerpositionen berechnet werden
kann. Auf diese Weise wird zum einen kein „Leerraum“ übertragen und die Suche nach den
Pixeln, an denen ein Messpunkt verrastert ist, ist nicht mehr notwendig. Stattdessen kann die
Sichtbarkeitsinformation für jeden Oberﬂächenmesspunkt direkt durch Auslesen des Farbwer-
tes an einer durch den Index des Messpunktes vorgegebenen Position ermittelt werden.
Eine Schwierigkeit bei dieser angestrebten Verwendung des Framebuﬀers als generisches zwei-
dimensionales Datenarray besteht darin, dass der Tiefenpuﬀertest basierend auf der Position
der Fragmente im Framebuﬀer durchgeführt wird und diese automatisch von der GPU be-
rechneten Fragmentpositionen nicht veränderbar sind. Die Kernidee zur Realisierung dieses
verbesserten Verfahrens besteht daher darin, den Tiefenpuﬀertest in den Vertexshader vorzu-
verlagern und anschließend die Position (gl_Position) jedes Vertex exakt so zu verschieben,
dass genau an der gewünschten Framebuﬀer-Position ein einziges Fragment generiert wird,
sofern der Vertex sichtbar ist. Die verrasterten Vertices können auf diese Weise ohne Zwi-
schenräume dicht gepackt im Framebuﬀer abgelegt werden. Da diese neuen Pixelpositionen
der Messpunkte keinen Bezug mehr zu dem zuvor initialisierten Tiefenpuﬀer haben, ist die
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manuelle Durchführung des Tiefentests erforderlich. Um diesen zu realisieren, wird der Tiefen-
puﬀer nicht wie üblich im Standardtiefenpuﬀer, sondern in einer Tiefentextur, welche an einen
benutzerdeﬁnierten Oﬀscreen-Framebuﬀer gebunden ist, erzeugt. Auf diese Textur kann aus
dem Vertexshader mittels üblicher Texturfunktionen zugegriﬀen und der Tiefenwert manuell
mit dem des aktuellen Vertex verglichen werden. Vertices, die den manuellen Tiefenpuﬀertest
nicht bestehen, können bereits im Vertexshader entfernt werden, indem gl_Position.w = 0
gesetzt und der Vertex damit außerhalb des Clip Space positioniert wird.
Mit dem so modiﬁzierten Algorithmus wird die notwendige GPU-CPU-Transferrate deutlich
reduziert. Entsprechend des zuvor angeführten Beispiels einer Geometrie mit 50.000 Vertices
sind beispielsweise nur noch ca. 0,2MB pro Zeitschritt, also 20-fach weniger als mit einem
Framebuﬀer der Größe 1.024×1.024, zu übertragen. Synthetische Messungen der erreichbaren
Transferleistung haben gezeigt, dass bei kleineren Puﬀern der Overhead stark ansteigt und in
der Praxis ca. 1.000–1.200 Framebuﬀer dieser Größe pro Sekunde übertragbar sind. Für diese
theoretische Anzahl von 1.000–1.200 Zeitschritten pro Sekunde hat auch die Berechnung der
Grundwerte f(vj , ti) selbst wieder einen signiﬁkanten Anteil an der Rechenzeit.
5.4.4 Vollständig GPU-basierte Simulation
Um teure Speichertransfers vollständig zu vermeiden und gleichzeitig die hohe parallele Re-
chenleistung der GPU weitergehend für die Simulation zu nutzen, liegt es nahe, nicht nur
die Sichtbarkeitsberechnung sondern auch alle weiteren Berechnungen zur Bestimmung der
Grundwerte f(vj , ti) und Zielgrößen auf der GPU durchzuführen. Da die Speicherung aller
Grundwerte aus dem in Abbildung 5.4 dargestellten Raster – in dem zuvor genannten Beispiel
würden dafür pro Grundwert mehr als 18GB benötigt – GPU-seitig nicht möglich ist, wurde
ein neues Berechnungsschema entworfen, welches in Abbildung 5.6 dargestellt ist. Dabei wer-
den die oberﬂächenbezogenen Zielgrößen inkrementell online berechnet (blaue Pfeile), also für
den Zeitpunkt ti+1 ausschließlich basierend auf den Zielgrößen zum Zeitpunkt ti sowie den
aktuellen Grundwerten f(vj , ti+1). Diese funktionale Verknüpfung ist in Abbildung 5.6 mit
F (vj , ti+1) = F (vj , ti)⊕f(vj , ti+t) (5.3)
symbolisch durch den Metaoperator ⊕ dargestellt, welcher, je nach Zielgröße, einfache oder
gewichtete Summation oder auch Minimums- oder Maximumsbildung darstellen kann. Auf
diese Weise genügt es, jeweils die Zielgrößen des aktuellen und vorherigen Zeitschritts im
Speicher zu halten. Hierfür werden zwei Framebuﬀer Objects (A und B) mit jeweils mehreren
32-Bit-Floating-Point-Texturen verwendet, in deren Farbkanälen die oberﬂächenbezogenen
Werte gespeichert werden. Die Framebuﬀer Objects werden in den Zeitschritten alternierend
gelesen und beschrieben. Strukturell wird dabei der Sichtbarkeitstest für einen Vertex sowie
die Berechnung der aktuellen Grundwerte im Vertexshader und die Online-Akkumulation der
Zielgrößen im Fragmentshader realisiert. Die entsprechenden Shaderprogramme und Algo-
rithmen werden detailliert im folgenden Unterkapitel 5.5.1 beschrieben.
Die Berechnung der bahnbezogenen Zielgrößen ist nicht direkt innerhalb derselben Shaderpi-
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Abbildung 5.6: Übergeordneter Simulationsablauf und Datenﬂuss auf der GPU. Zur Speicherung
der bis zum aktuellen Simulationszeitpunkt berechneten oberﬂächenbezogenen Zielgrößen kommen
zwei Framebuﬀer Objects „A“ und „B“ zum Einsatz, welche alternierend beschrieben werden.
Zur Berechnung der bahnbezogenen Zielgrößen (rote Pfeile) werden zunächst die momentanen
Grundgrößen aus den letzten beiden Zeitschritten berechnet, mittels paralleler Reduktion auf je
einen Wert reduziert und in einer separaten Textur gespeichert.
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peline möglich, da die Shaderprogramme parallel für alle Vertices ausgeführt werden und in
jedem Aufruf nur auf die Werte eines einzelnen Vertex zugegriﬀen werden kann. Die Berech-
nung der bahnbezogenen Zielgrößen erfolgt mittels einer separaten Shaderpipeline in einem
zweiten Schritt. Dabei werden zunächst aus den beiden Framebuﬀern A und B, welche die
Oberﬂächengrößen des aktuellen und des vorherigen Zeitschritts beinhalten, die momentanen
Grundwerte f(vj , ti) zurückgerechnet und in verschiedenen Texturkanälen in einem geson-
derten „Reduction FBO A“ zwischengespeichert. Als Resultat dieser Operation enthält ein
Texturkanal den im aktuellen Zeitschritt addierten Schichtdickenzuwachs jedes Messpunktes,
ein weiterer die Spritzwinkel aller Messpunkte usw.. Diese Werte werden anschließend mittels
einer sogenannten parallelen Reduktionsoperation zu einem Wert reduziert. Dabei werden
in jeder Iteration der Reduktion je vier Werte einer Textur als Minimum, Maximum, (ge-
wichteter) Durchschnitt oder Summe zusammengefasst und in die Zieltextur geschrieben. Ein
einzelner Reduktionsschritt halbiert dadurch die Texturgröße in Breite und Höhe. Dieses Ver-
fahren wird solange durch Vertauschen von Quell- und Zieltexturen wiederholt, bis nur noch
ein einziges Pixel pro Grundwert bzw. Texturkanal geschrieben wird, welches dann das Mini-
mum, Maximum, den Durchschnitt oder die Summe der Grundwerte aller Oberﬂächenmess-
punkte enthält. Die Ergebniswerte werden in eine Textur kopiert, in der die bahnbezogenen
Zielgrößen für alle Zeitschritte gespeichert werden. Diese Shaderpipeline wird in Kapitel 5.5.2
genauer beschrieben.
5.5 Implementierung
Im Folgenden werden zentrale Teile der Implementierung, welche auf dem im vorherigen
Abschnitt aufgestellten Simulationskonzept beruhen, vorgestellt. Der Schwerpunkt liegt dabei
auf der Beschreibung der GPU-seitigen Implementierung der Shaderpipelines zur Berechnung
der oberﬂächen- und bahnbezogenen Zielgrößen in den Kapiteln 5.5.1 und 5.5.2. Darüber
hinaus wird in Kapitel 5.5.3 das Zusammenspiel zwischen CPU- und GPU-seitigem Code
analysiert und es werden einige CPU-seitige Implementierungsdetails erläutert, welche zu
einer signiﬁkanten Steigerung der Simulationsgeschwindigkeit beitragen.
5.5.1 Berechnung oberﬂächenbezogener Zielgrößen
Die Shaderpipeline zur Berechnung der oberﬂächenbezogenen Zielgrößen besteht aus einem
Vertexshader, in dem die momentanen Grundwerte für jeden Vertex berechnet werden, und
einem Fragmentshader, in dem die Grundwerte mit den Zielgrößen des vorherigen Zeitschritts
verknüpft werden. Abbildung 5.7 zeigt eine Übersicht über den Datenﬂuss in den Shadern,
wobei insbesondere die Verteilung der Grund- und Zielgrößen auf die Farbkanäle der im Co-
de verwendeten Variablen vom Typ vec4 hervorgehoben ist13. So werden beispielsweise die
Grundwerte Schichtzuwachs, Einschlagwinkel, Volumenzuwachs und Spritzabstand im Vertex-
13Aus Gründen der Übersichtlichkeit wurde auf einige Details sowie die Darstellung der Durchreichung der






f(vj , ti+1) Ω(vj , ti) ω(vj , ti+1)
F (vj , ti) F (vj , ti+1)
Abbildung 5.7: Shaderpipeline zur Berechnung oberﬂächenbezogener Zielgrößen. Im Vertexshader werden die Grundgrößen f(vj , ti) be-
rechnet und insbesondere das gewählte Beschichtungsmodell ausgewertet. Im Fragmentshader erfolgt die Akkumulation der Zielgrößen durch
Verknüpfung mit den Werten aus dem vorherigen Zeitschritt.
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shader in dieser Reihenfolge im Rot-, Grün-, Blau- und Alphakanal (in der Abbildung grau
dargestellt) des Ausgabevektors VSresult („Vertex Shader result“) vom Typ flat out vec4
abgelegt. Diese Werte werden auf Basis der Werte in der Footprinttextur, dem Haftwirkungs-
grad und der Vertexposition berechnet.
Im Fragmentshader werden die Ergebnisse F (vj , ti) des vorherigen Zeitschritts aus den Tex-
turen des Framebuﬀer Objects A geladen, mit den vom Vertexshader berechneten Werten
verknüpft und anschließend als neue Zielgrößen F (vj , ti+1) in den Zieltexturen des Framebuf-
fer Objects B abgespeichert. Diese Verknüpfung „⊕“ für die inkrementelle Online-Berechnung
der Zielgrößen ergibt sich für den maximalen Spritzwinkel sowie den minimalen und maxima-
len Spritzabstand durch
F (vj , ti+1) = {max |min}( F (vj , ti), f(vj , ti+t) )
und für die Schichtdicke und das abgelagerte Volumen durch einfache Addition
F (vj , ti+1) = F (vj , ti)+f(vj , ti+t).
Die technische Hilfsgröße „Beschichtungszähler“ wird im Falle der Materialablagerung an dem
Vertex um Eins inkrementiert und dient als Indikator, ob der Vertex beschichtet wurde oder
nicht. Der durchschnittliche Spritzwinkel und -abstand werden mit dem abgelagerten Volu-
men gewichtet, um ein aussagekräftiges Ergebnis zu erhalten und die ﬂächenmäßig großen
Randbereiche des Footprints mit nur sehr geringem Materialauftrag nicht überzubewerten.
Für die Verknüpfung „⊕“ wird an dieser Stelle daher eine Aktualisierungsvorschrift für ge-
wichtete Mittelwerte benötigt. Der Mittelwert von f(vj , ti) gewichtet mit ω(vj , ti) über alle
Zeitschritte t0, . . . , ti am Knoten vj ist zunächst












die Summe der Gewichte darstellt. Als inkrementelle Berechnungsvorschrift ergibt sich für
den (i+1)-ten Zeitschritt
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welche nach dieser Umformung nur noch von den aktuellen Werten f und ω sowie den ver-
fügbaren Größen F und Ω aus dem vorherigen Zeitschritt – gespeichert in previous und
previous2 in Abbildung 5.7 – abhängt. In Abbildung 5.7 entspricht die „Update“-Operation
dieser Berechnungsvorschrift.
Vertexshader
In der Präambel des Vertexshaders werden nach der Deﬁnition der GLSL-Proﬁlvariante und -
version (4.20) zunächst technische Hilfsvariablen, Modellparameter, Textureinheiten und Aus-
gabevariablen deﬁniert:
Vertex shader (Präambel)
1 #ver s i on 420 compa t i b i l i t y
2 #pragma optionNV ( fastmath o f f )
3
4 // Technische Var iablen
5 uniform int renderPass ; // 0 : T i e f enpu f f e r , 1 | 2 : Beschichten
6 uniform int bu fS i z e ; // Dimension d . quadrat . Z i e l t e x t u r
7 uniform float p ixe l Increment ; // P i x e l b r e i t e in NDC; =2∗(1/ bu fS i z e )
8
9 // Modellparameter
10 uniform float k_t ; // Ze i tparameter dt/t_F
11 uniform vec3 f oo tpr in tDimens ions ; // FP Bre i t e /Höhe/neg . Spr i t zabstand
12 uniform float f oo tp r in tFrac t i onThre sho ld ; // Grenzwert des Kern−Sp r i t z s t r a h l s
13
14 // Texturen
15 uniform sampler2D footprintLUT ; // Footpr in t t ex tur
16 uniform sampler1D depos i t ionEf f i c i encyLUT ; // Kennkurve Haftwirkungsgrad
17 uniform sampler2D depthBuf fer ; // Vorberechneter T i e f e npu f f e r
18 uniform sampler2D prevValues2 ; // Vorher ige Ergebn i s t extur #2
19
20 // Ausgabe an Fragment Shader
21 f l a t out vec4 VSresult ; // Ergebniswerte fü r Textur #1
22 f l a t out vec4 VSresult2 ; // Ergebniswerte fü r Textur #2
Die zentrale Steuerungsvariable renderPass gibt dabei an, ob in diesem Rendering-Durchlauf
nur der Tiefenpuﬀer initialisiert wird (renderPass=0) oder ob dieser bereits initialisiert ist
und die Sichtbarkeitsberechnung durchgeführt und die Zielgrößen berechnet werden können
(renderPass=1). Der Spezialfall renderPass=2 gibt an, dass kein Tiefenpuﬀertest durchgeführt
werden soll und alle Vertices im Spritzstrahl als sichtbar behandelt werden. Dies beschleu-
nigt die Berechnungen für Bauteile, die keine Selbstverdeckung aufweisen. Weitere Variablen
deﬁnieren die Kantenlänge der quadratischen Zieltextur bzw. des Framebuﬀers (bufSize) so-
wie den Abstand benachbarter Pixel in normalisierten Gerätekoordinaten (pixelIncrement).
Der Modellparameter k_t enthält den Quotient aus Zeitschritt und Footprintspritzdauer und
der Vektor footprintDimensions in seinen drei Komponenten die halbe Breite und Höhe des
Footprints sowie den bei der Footprinterzeugung verwendeten, negierten Spritzabstand az.
Der Wert footprintFractionThreshold gibt einen Grenzwert zur Deﬁnition des Kerngebiets
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des Spritzstrahls an, wobei Footprintproﬁlwerte hF unterhalb dieses Grenzwertes sowie alle
Raumpunkte entlang der zugehörigen Spritzrichtung als „außerhalb des Kernstrahls“ ange-
sehen werden. Außerhalb des Kernstrahls werden Minima und Maxima des Spritzabstandes
und des Einschlagwinkels nicht ausgewertet, da hier fast kein Spritzvolumen abgelagert wird.
Ohne diese Beschränkung auf den Kernstrahl würden stark ﬂuktuierende und schwer inter-
pretierbare Werte resultieren.
Es folgt die Deﬁnition der Texturen, darunter die Footprinttextur, die eindimensionale Textur
mit der Kennkurve des Haftwirkungsgrades gemäß Kapitel 4.4.1, gegebenenfalls der im vor-
herigen Rendering-Durchlauf vorberechneten Tiefenpuﬀer sowie eine der Texturen mit bisher
berechneten Zielgrößen, von denen in diesem Shader zur Auswertung des Beschichtungsmo-
dells lediglich die bis zu dem aktuellen Zeitschritt akkumulierte Schichtdicke benötigt wird.
Die Ausgabe der berechneten Grundwerte erfolgt, wie in Abbildung 5.7 dargestellt, in den
Vektoren VSresult und VSresult2. Da für die Ausgabe der Ergebnisse stets nur ein einziges
Fragment verrastert wird, ist hier der Qualiﬁzierer flat out ausreichend.
In der main-Methode werden zunächst die Clip-Space-Koordinaten clipCoord entsprechend
der Standard-OpenGL-Transformationspipeline berechnet. Falls dieser Rendering-Durchlauf
dem Initialisieren des Tiefenpuﬀers dient, werden die Koordinaten an den Fragmentshader
weitergeleitet und der Vertexshader beendet, da die Szene in diesem Fall mit der normalen
OpenGL-Pipeline gerendert wird (Zeilen 28–33):
Vertex shader, main-Methode, Teil 1/3
23 void main ( void )
24 {
25 // Standard−Vertextrans format ion
26 vec4 c l ipCoord = f t rans fo rm ( ) ;
27
28 // Pass 0 : We i t e r l e i t en an Fragmentshader und T i e f e npu f f e r
29 i f ( renderPass == 0)
30 {




35 // Berechne Vertexindex aus Farbkodierung
36 uint idx = uint ( ( gl_Color . b ∗ 255 ∗ 65536 ) + ( gl_Color . g ∗ 255 ∗ 256 )
+ ( gl_Color . r ∗ 255 ) + 0 .5 ) ;
37
38 // Versch iebe Vertex an neue Z i e l−Fragmentpos it ion
39 f loat x = −1.0 + ( ( f loat ( idx % bufS i z e ) + 0 .5 ) ∗ p ixe l Increment ) ;
40 f loat y = −1.0 + ( ( f loor ( idx / bu fS i z e ) + 0 .5 ) ∗ p ixe l Increment ) ;
41 gl_Position = vec4 (x , y , 0 . 0 , 1 . 0 ) ;
42
43 // Berechne Normalized Device Coordinates
44 vec3 NDC_pos = cl ipCoord . xyz/ c l ipCoord .w;
45
46 // Berechne Texturkoordinaten und gl_FragDepth
47 vec3 textureAndDepthCoord = 0.5∗NDC_pos + vec3 ( 0 . 5 , 0 . 5 , 0 . 5 ) ;
48
49 // Footpr inthöhe und −temperatur aus Textur e rm i t t e l n
50 vec2 f ootpr int_lookup = texture2D ( footprintLUT , textureAndDepthCoord . xy ) . rg ;
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51 f loat hf = footpr int_lookup . r ;
52 f loat temperatureBC = footpr int_lookup . g ;
Andernfalls wird zunächst der eindeutige eindimensionale Index idx des aktuellen Vertex aus
den RGB-Farbkanälen der Vertexfarbe rekonstruiert (Zeile 36). Anschließend wird die zwei-
dimensionale Zielposition der für diesen Vertex berechneten Größen im Framebuﬀer berech-
net und die Ausgabevertexkoordinaten (gl_Position) an die entsprechende Stelle verschoben
(Zeilen 38–41). Im nächsten Schritt werden die normalisierten Gerätekoordinaten NDC_pos,
welche den Schnittpunkt des Strahls vom Kamerazentrum in Richtung des aktuellen Vertex
mit der Bildebene der Kamera darstellen, ermittelt und in Texturkoordinaten für den Zu-
griﬀ in die Footprinttextur umgerechnet. Vertices innerhalb der Sichtpyramide weisen dabei
normalisierte Gerätekoordinaten innerhalb von (−1,1)2 auf und werden auf den Texturkoor-
dinatenbereich (0,1)2 abgebildet. Gleichzeitig wird in der dritten Komponente des Vektors
textureAndDepthCoord der Tiefenwert des resultierenden Fragments für dem manuellen Tie-
fenpuﬀertest berechnet. Mit den Texturkoordinaten werden anschließend der Footprintwert
hf und die Temperaturrandbedingung temperatureBC aus der Footprinttextur eingelesen.
Der folgende Code-Abschnitt des Shaders zeigt die Sichtbarkeitsberechnung für den Vertex:
Vertex shader, main-Methode, Teil 2/3
53
54 // Berechnung abbrechen , f a l l s Footpr intwerte Nul l (Advanced Frustum Cul l ing )
55 i f ( ( hf == 0.0 ) && ( temperatureBC == 0.0 ) )
56 {
57 VSresult = vec4 ( 0 ) ;




62 // T i e f e n pu f f e r t e s t ( f a l l s ange f o rde r t )
63 i f ( renderPass == 1 )
64 {
65 f loat re f e renceDepth = texture ( depthBuffer , textureAndDepthCoord . xy ) . r ;
66 i f ( re f e renceDepth < textureAndDepthCoord . z )
67 {
68 VSresult = vec4 ( 0 ) ;




Im ersten Schritt (Zeilen 54–60) werden dabei Vertices aussortiert, die außerhalb des Spritz-
strahls liegen. Im Vorfeld der Simulation wurde hierfür die verwendete Textureinheit mittels
GLfloat c o l o r [ 4 ] = {0 .0 , 0 . 0 , 0 . 0 , 0 . 0 } ;
glTexParameterfv (GL_TEXTURE_2D, GL_TEXTURE_BORDER_COLOR, c o l o r ) ;
glTexParameter i (GL_TEXTURE_2D, GL_TEXTURE_WRAP_S, GL_CLAMP_TO_BORDER) ;
glTexParameter i (GL_TEXTURE_2D, GL_TEXTURE_WRAP_T, GL_CLAMP_TO_BORDER) ;
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parametrisiert, wodurch Texturanfragen außerhalb des zulässigen Koordinatenbereichs auf
den Wert Null abgebildet werden. Auf diese Weise wird das herkömmliche Frustum Cul-
ling, welches einen Vertex gegen die Seitenﬂächen der Sichtpyramide testet, mit der Abfrage
der Footprinttextur kombiniert, um mit nur einer Abfrage automatisch alle Vertices – in-
nerhalb oder außerhalb der Sichtpyramide – auszusortieren, in deren Richtung kein Material
abgestrahlt wird bzw. für die keine Temperaturrandbedingung berechnet werden muss. Das
herkömmliche Frustum Culling nach dem Vertex Shader ist zwar nicht abschaltbar und bleibt
weiterhin aktiv, allerdings kann dadurch für die bereits in dieser Phase aussortierten Vertices
die aufwendige Berechnung der Zielgrößen vermieden werden.
Im zweiten Schritt der Sichtbarkeitsberechnung (Zeilen 62–72) werden anschließend alle Ver-
tices aussortiert, deren Tiefenwert größer ist als die Referenztiefe im vorberechneten Tiefen-
puﬀer (depthbuffer) an der ursprünglichen Position textureAndDepthCoord.xy des Vertex. Für
Vertices, die einen der Sichtbarkeitstests nicht bestehen, werden die Shaderausgabewerte auf
Null gesetzt und der Shader beendet.
Eine interessante Alternative besteht an dieser Stelle darin, diejenigen Vertices, die einen der
Sichtbarkeitstests nicht bestehen, durch Setzen von gl_Position auf eine Koordinate außer-
halb des Clip Space, zu verschieben, so dass im Rahmen der Verrasterung kein Fragment gene-
riert wird. Auf diese Weise wären deutlich weniger Aufrufe des Fragmentshaders erforderlich.
Um in dieser Situation sicherzustellen, dass auch für diese Messpunkte die bisher berechne-
ten Zielgrößen aus dem letzten Zeitschritt übernommen werden, können im Vorhinein alle
Zielgrößenspeicher des vorherigen Schritts mittels glCopyTexSubImage2D in den Framebuﬀer
kopiert werden. Insgesamt würden durch diese Änderung alle im Fragmentshader durchge-
führten Kopieroperationen der Form F (vj , ti+1)← F (vj , ti) für nicht sichtbare Messpunkte
durch eine einzelne, aber zeitaufwendigere Texturkopieroperation ersetzt. Laufzeitmessungen
haben jedoch gezeigt, dass sich dieser Tausch in der Regel nicht lohnt. Insbesondere für klei-
nere Werkstückmodelle mit relativ wenigen Messpunkten ist der Overhead der Texturkopie
deutlich zu hoch, aber auch für äußerst komplexe Werkstücke mit ca. 2 Millionen Messpunk-
ten ist es geringfügig schneller, alle Kopieroperationen im Fragmentshader durchzuführen.
Besteht der aktuelle Vertex die Sichtbarkeitstests und ist das abgestrahlte Material in dieser
Richtung (→hf) nicht Null, kann nun das Beschichtungsmodell ausgewertet (Zeile 84) und
als Ergebnis die Grundwerte zurückgegeben werden (Zeile 87):
Vertex shader, main-Methode, Teil 3/3
73 // Vertex s i ch tba r und Sch i ch td i cke größer Nul l ; Modell auswerten
74 i f ( hf != 0 .0 )
75 {
76 f loat theta_imp ;
77 f loat spray_distance ;
78 f loat volume ;
79
80 // Vorher ige Sch i ch td i cke aus Textur laden
81 f loat i n i t i a l_hw = texture2D ( prevValues2 , vec2 (0 .5+0.5∗x ,0 .5+0 .5∗ y ) ) . g ;
82
83 // Beschichtungsmodel l auswerten
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84 f loat th i c kne s s = evaluateCoatingModel ( NDC_pos . xy , hf , k_t , in i t ia l_hw ,
theta_imp , spray_distance , volume ) ;
85
86 // Ausgabe an Fragmentshader f ü l l e n
87 VSresult = vec4 ( th i cknes s , theta_imp , volume , spray_distance ) ;
88 } else {
89 // Sch i ch td i cke i s t Nul l
90 VSresult = vec4 (0 ) ;
91 }
92
93 // I nd i k a t o r v a r i a b l e zur Unterscheidung von Kern− und Randgebiet des S t r ah l s
94 VSresult2 . g = hf >= foo tp r in tFrac t i onThre sho ld ? 1 .0 : 0 . 0 ;
95
96 // Temperaturerandbedingung ausgeben
97 VSresult2 . r = temperatureBC ;
98 }
Die an evaluateCoatingModel übergebenen Variablen theta_imp, spray_distance und volume
sind dabei Ausgabewerte der Auswertungsfunktion. Falls hf gleich Null ist, werden die Aus-
gabezielgrößen auf Null gesetzt (Zeile 90). Zuletzt werden eine Indikatorvariable, welche bei
der Berechnung der bahnbezogenen Zielgrößen verwendet wird, um Kern- und Randgebiet des
Spritzstrahls zu unterscheiden, sowie die thermische Randbedingung ausgegeben (Zeilen 94,
97).
Die Auswertung des kegelbasierten Beschichtungsmodells nach Gleichung (4.28) erfolgt in der
Funktion evaluateCoatingModel, welche als Eingabe neben den normalisierten Gerätekoordi-
naten NDC_pos, dem Footprintwert hf und dem Zeitparameter k_t auch die bisher abgelagerte
Schichtdicke initial_hw erhält:
Vertex shader (Beschichtungsmodell)
99 f loat evaluateCoatingModel ( in vec2 NDC_pos, in f loat hf , in f loat k_t , in f loat
in i t ia l_hw , out f loat theta , out f loat sprayDistance , out f loat volume )
100 {
101 // Vertex entsprechend Sch i ch td i cke in Normalenrichtung v er s ch i eben
102 vec4 surfacePtWrld = vec4 ( gl_Vertex . xyz + in i t i a l_hw ∗ normalize ( gl_Normal ) , 1) ;
103
104 // Transformation in Kamerakoordinaten
105 vec3 su r f a c ePo in t = ( gl_ModelViewMatrix ∗ surfacePtWrld ) . xyz ;
106 vec3 n = normalize ( gl_NormalMatrix ∗ gl_Normal ) ;
107
108 // Grundlegende Var iablen
109 vec3 a = vec3 (NDC_pos . xy , 1 . 0 ) ∗ footpr in tDimens ions ;
110 f loat aDotN = dot ( a , n ) ;
111 f loat aLen = length ( a ) ;
112
113 // Einsch lagwinke l
114 f loat theta_imp = acos ( clamp(−aDotN/aLen , −1.0 , 1 . 0 ) ) ;
115
116 // Backface Cu l l ing
117 i f ( theta_imp > 1.570796326794)
118 {
119 theta = 0 ;
120 sprayDistance = 0 ;
121 volume = 0 ;
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122 return 0 . 0 ;
123 }
124
125 // Haftwirkungsgrad aus Textur e rm i t t e l n
126 f loat x i = texture ( depos i t ionEf f i c i encyLUT , theta_imp ∗ 0.636619772367 ) . r ;
127
128 // Distanzabhängiger Wirkungsgrad ( op t i ona l )
129 // x i = x i ∗ (1.184−0.001577 ∗ length ( su r f a c ePo in t ) ) ;
130
131 // Beschichtungsmodel l auswerten
132 sprayDistance = length ( su r f a c ePo in t ) ;
133 double alpha = sprayDistance / length ( a ) ;
134 double radicand = ( pow( 1.0+ hf /a . z , 3) − 1 .0 ) ∗ k_t ∗ x i + alpha∗ alpha ∗ alpha ;
135 double hw = aDotN ∗ ( newtonCubeRoot ( radicand ) − alpha ) ;
136
137 // Konvert ierung zu e i n f a ch e r Genauigkeit
138 f loat f_hw = abs ( f loat (hw) ) ;
139
140 // Berechnung des abge lage r t en Schichtvolumens
141 f loat aadn = f loat ( alpha ) ∗aDotN ;
142 volume = ( length ( gl_Normal ) ∗ ( pow( aadn+f_hw , 3 ) − aadn∗aadn∗aadn ) )
/ ( 3 ∗ ( aadn − i n i t i a l_hw ) ∗( aadn − i n i t i a l_hw ) ) ;
143
144 // Ausgabewert E insch lagwinke l
145 theta = degrees ( theta_imp ) ;
146
147 // Rückgabe der Sch i ch td i cke
148 return f_hw
149 }
Mit Hilfe dieser Schichtdicke wird zunächst der Vertex in Richtung der Oberﬂächennormale
verschoben, um die Verschiebung der Oberﬂäche aufgrund der bereits bestehenden Schicht-
dicke zu berücksichtigen (Zeile 102). Die resultierende Vertexposition sowie die Oberﬂächen-
normale gl_Normal werden dann in Kamerakoordinaten transformiert und zur Berechnung
der für das Beschichtungsmodell benötigten geometrischen Terme verwendet (Zeilen 105–111,
vergleiche Abbildung 4.2). Dazu gehört der Vektor a vom Kamera- bzw. Brennerzentrum zum
Schnittpunkt mit der Footprintebene in Weltkoordinaten, die Länge aLen dieses Vektors, das
Skalarprodukt 〈a, n〉 (aDotN) sowie der Einschlagwinkel theta_imp, bei dessen Berechnung
in Zeile 114 das Argument der arccos-Funktion mittels clamp auf den gültigen Deﬁnitionsbe-
reich beschränkt wird, um undeﬁnierte Ergebnisse aufgrund von Fließkommaungenauigkeiten
zu vermeiden. Der darauﬀolgende Codeabschnitt führt das insbesondere für die Beschichtung
nicht geschlossener Geometrien wichtige Backface-Culling durch, indem für Vertices, deren
Normale nicht dem Brenner zugewandt ist, für alle Rückgabewerte Null zurückgegeben wird.
In Zeile 126 wird schließlich der vom Einschlagwinkel abhängige Haftwirkungsgrad aus der
entsprechenden eindimensionalen Textur gelesen. Anschließend wird dieser optional mit dem
distanzabhängigen Wirkungsgrad nach Gleichung (3.17) multipliziert. Da jedoch für den in
dieser Arbeit verwendeten Lichtbogenspritzprozess keine signiﬁkante Abhängigkeit von der
Distanz nachgewiesen werden konnte (vergleiche Kapitel 4.4.3), ist diese Zeile an dieser Stelle
auskommentiert. In den Zeilen 131–135 wird schließlich der Schichtwachstumswert hw entspre-
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chend Gleichung (4.28) berechnet. Aufgrund der komplexen Verknüpfung von Variablen mit
einem hohen Werteumfang hat es sich hier als vorteilhaft herausgestellt, diese Berechnungen
mit doppelter Genauigkeit durchzuführen. Da GLSL jedoch keinen Befehl zur Berechnung von
Kubikwurzeln doppelter Genauigkeit bereitstellt, wurde hierfür die Methode newtonCubeRoot
(double radicand) implementiert, welche im Anhang B beschrieben wird.
Nach der Konvertierung des Ergebnisses hw in einen Wert einfacher Genauigkeit in Zeile 138
wird in den Zeilen 140–142 eine Näherung für das abgelagerte Schichtvolumen berechnet,
welches später für die Berechnung der bahnbezogenen Prozesseﬃzienz und der volumenge-
wichteten Zielgrößen benötigt wird. Ausgangspunkt für die Berechnung des Schichtvolumens
dVW ist Gleichung (4.15) für das werkstückseitige Kegelstumpfvolumen, wobei die Grund-
ﬂäche dAW des Kegels auf Basis der in der Länge length(gl_Normal) des Normalenvektors
kodierten, von dem aktuellen Messpunkt repräsentierten Werkstückoberﬂäche dA0 berech-
net werden kann. Zu berücksichtigen ist hierbei, dass die beschichtete Oberﬂäche bereits der
Spritzpistole entgegengewachsen ist, so dass die im Querschnitt des Spritzkegels beschichte-
te Fläche dAW kleiner als dA0 ist. Aus Abbildung 4.2 gehen die Abstände −α〈a, nW〉 und
−α〈a, nW〉+hW,initial der beiden Ebenen, in denen dAW respektive dA0 liegen, von der Spit-













für das abgelagerte Volumen. Diese Volumenberechnung stellt für nicht planare Oberﬂächen
nur eine Näherung dar, da das an einem Oberﬂächenpunkt abgelagerte makroskopische Vo-
lumen für lokal gekrümmte Oberﬂächen nicht Kegelstumpf-förmig ist. Für eine hinreichend
feine Vernetzung der Oberﬂäche ist diese Näherung für eine Abschätzung der Prozesseﬃzienz
jedoch vollkommen ausreichend.
Abschließend wird in Zeile 145 des Shaderprogramms der Einschlagwinkel und anschließend
das berechnete Schichtdickeninkrement zurückgegeben. Die Implementierung der Auswer-
tungsfunktion für das einfachere zylindrische Beschichtungsmodell nach Gleichung (4.29) folgt
demselben Schema; auf eine explizite Angabe der Funktion wird daher an dieser Stelle ver-
zichtet.
Fragmentshader
Wie bereits in der Datenﬂussgraﬁk in Abbildung 5.7 dargestellt, werden die Ausgaben des
Vertexshaders im Fragmentshader mit den Zielgrößen des vorherigen Zeitschritts verknüpft.
Abgesehen von der bereits bekannten renderPass-Variable und den nun als Eingabe klassiﬁ-
zierten Ergebnisvektoren VSresult und VSresult2 werden daher hier die Framebuﬀer-Texturen
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prevValues und prevValues2 mit den Zielgrößen aus dem vorherigen Zeitschritt sowie drei
Ausgabevektoren result, result2 und result3 deﬁniert:
Fragment shader (Präambel)
1 #ver s i on 420 compa t i b i l i t y
2 #pragma optionNV ( fastmath o f f )
3
4 // Technische Var iablen
5 uniform int renderPass ; // 0 : T i e f enpu f f e r , 1 | 2 : Beschichten
6
7 // Ergebn i s se des Vertex Shaders
8 f l a t in vec4 VSresult ;
9 f l a t in vec4 VSresult2 ;
10
11 // Texturen
12 uniform sampler2D prevValues ; // Vorher ige Ergebn i s t extur #1
13 uniform sampler2D prevValues2 ; // Vorher ige Ergebn i s t extur #2
14
15 // Ausgabe an Framebuf fertexturen
16 out vec4 r e s u l t ;
17 out vec4 r e s u l t 2 ;
18 out vec4 r e s u l t 3 ;
Die Ausgabevektoren result und result2 sind dabei mittels glBindFragDataLocation an
die Framebuﬀertexturen gebunden, die in der nächsten Iteration wiederum als Eingabe
prevValues respektive prevValues2 dienen. Da der dritte Ausgabevektor nur für einen Zeit-
schritt relevante Informationen speichert, wird hierfür keine dritte korrespondierende Einga-
betextur benötigt.
Falls in diesem Rendering-Durchlauf nur der Tiefenpuﬀer initialisiert werden muss, wird in der
main-Methode der Shader sofort beendet. Dadurch wird der von der Fixed-Function-Pipeline
generierte Tiefenwert automatisch übernommen und es sind keine weiteren Berechnungen
notwendig:
Fragment shader (main-Methode)
19 void main ( void ) {
20 // Nur I n i t i a l i s i e r u n g des T i e f e npu f f e r s : ke ine Berechnung e r f o r d e r l i c h




25 // Bisher akkumul ierte Ergebn i s se au s l e s en
26 vec4 prev ious = texelFetch ( prevValues , ivec2 (gl_FragCoord . xy ) , 0 ) ;
27 vec4 prev ious2 = texelFetch ( prevValues2 , ivec2 (gl_FragCoord . xy ) , 0 ) ;
28
29 // Kopiere zunächst Werte aus vorherigem Z e i t s c h r i t t in d i e Ausgabe
30 r e s u l t = prev ious ;
31 r e s u l t 2 = prev ious2 ;
32 r e s u l t 3 = vec4 ( 0 , VSresult2 . r , 0 , 0 ) ; // Temperaturrandbedingung
33
34 // Prüfe Fließkommaungenauigkeiten in der Volumenberechnung
35 p r e c i s e f loat volume = prev ious . r + VSresu lt . b ;
36 p r e c i s e f loat machineEpsTest = volume − prev ious . r ;
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37 p r e c i s e double e r r = abs ( 1 . 0 − ( double (machineEpsTest ) / double ( VSresu lt . b ) ) ) ;
38
39 // Fa l l s abg e l a g e r t e s Volumen > 0 und FP−Genauigkeit ausre i chend
40 i f ( machineEpsTest > 0 && VSresult . b > 0 && er r < 0.0001 )
41 {
42 r e s u l t . r = volume ; // abge l a g e r t e s Spritzvolumen
43 r e s u l t . g = ( prev ious . g + 1 . 0 ) ; // Zähler
44
45 // du r c h s c hn i t t l i c h e r volumengewichteter Spr i t zabstand
46 r e s u l t . b = ( VSresu lt . b ∗ ( VSresu lt . a − prev ious . b )
/ ( prev ious . r + VSresu lt . b ) ) + prev ious . b ;
47
48 // du r c h s c hn i t t l i c h e r volumengewichteter E insch lagwink e l
49 r e s u l t . a = ( VSresu lt . b ∗ ( VSresu lt . g − prev ious . a )
/ ( prev ious . r + VSresu lt . b ) ) + prev ious . a ;
50
51 // Akkumulieren der Sch i ch td i cke
52 r e s u l t 2 . g = VSresult . r + prev ious2 . g ; // Sch i ch td i cke
53 }
54
55 // Fa l l s innerha lb des Kern−Sp r i t z s t r a h l s : berechne Min/Max−Größen
56 i f ( VSresult2 . g > 0 )
57 {
58 r e s u l t 2 . r = max( VSresu lt . g , prev ious2 . r ) ; // maximaler E insch lagwinke l
59 r e s u l t 2 . b = max( VSresu lt . a , prev ious2 . b) ; // maximaler Spr i t zabstand
60 r e s u l t 2 . a = min( VSresu lt . a , prev ious2 . a ) ; // minimaler Spr i t zabstand
61
62 r e s u l t 3 . a = 1 . 0 ; // Kerngebiet des S t r ah l s
63 }
64
65 // Thermo−Randbedingung in Ausgabe w e i t e r l e i t e n
66 r e s u l t 3 . g = VSresult2 . r ;
67 }
Andernfalls werden zunächst mittels texelFetch die bisherigen Zielgrößen aus den Texturen
geladen (Zeilen 26–27) und vorläuﬁg, zusammen mit der Temperaturrandbedingung, in die
Ausgabevektoren kopiert (Zeilen 30–32).
Falls der Schichtvolumenzuwachs in dieser Iteration größer als Null ist und der Messpunkt
gegebenenfalls im Kernstrahlbereich liegt, werden im Folgenden die neuen Zielgrößen in den
Komponenten der Vektoren result und result2 entsprechend Abbildung 5.7 befüllt. An-
dernfalls werden die bisherigen Zielgrößen ohne Modiﬁkation für den nächsten Zeitschritt
übernommen. In jedem Fall wird die Temperaturrandbedingung aktualisiert (Zeile 66).
Bei der Akkumulation der Zielgrößen muss die auf 32 Bit begrenzte Fließkommagenauig-
keit der Ausgabewerte gesondert beachtet werden, da es ansonsten vorkommen kann, dass
der insbesondere in den Randbereichen des Spritzstrahls sehr kleine Schichtdicken- oder Vo-
lumenzuwachs bei der Akkumulation keine Änderung der Gesamtschichtdicke oder des Ge-
samtvolumens bewirkt. Dies passiert dann, wenn bei der Addition
F (vj , ti+1) = F (vj , ti)+f(vj , ti+1)
das Verhältnis f(vj , ti+1)/F (vj , ti) die relative Maschinengenauigkeit unterschreitet, welche
für 32-Bit-Fließkommazahlen nach IEEE-754 Standard mit εﬂoat = 2−23 ≈ 1.19× 10−7 abge-
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schätzt werden kann. In diesem Fall wäre dann F (vj , ti+1) = F (vj , ti), obwohl f(vj , ti+1)> 0
ist. Für die Akkumulation der oberﬂächenbezogenen Zielgrößen wäre der hierdurch gemachte
Fehler zwar vernachlässigbar, bei der Berechnung der bahnbezogenen Größen ergeben sich
dadurch jedoch schwerwiegende numerische Probleme. Diese sind darauf zurückzuführen,
dass hierbei, gemäß des in Abbildung 5.6 dargestellten Berechnungsschemas, die Grundwerte
f(vj , ti+1) wiederum aus den Oberﬂächengrößen an aufeinanderfolgenden Zeitschritten ermit-
telt werden. Sind diese Grundwerte nicht oder nur mit hohem numerischem Fehler berechen-
bar, so ergeben sich auch hohe Abweichungen in den berechneten Bahngrößen und es können
Divisionen durch Null auftreten, falls das Volumeninkrement zu Null berechnet wird. Kritisch
ist insbesondere, dass bereits eine Division durch Null an einem einzigen aller Messpunkte
ausreicht, um das gesamte Ergebnis unbrauchbar zu machen.
Da davon ausgegangen werden kann, dass in Strahlrandbereichen stets extrem kleine Wer-
te auftreten können, würde eine Verdoppelung der Fließkommagenauigkeit, welche theore-
tisch unter signiﬁkanter Reduktion der Performance erkauft werden könnte, dieses Problem
nicht lösen, sondern lediglich in den Bereich noch kleinerer Werte verschieben. Eine einfache
Möglichkeit zur Lösung dieses Problems besteht darin, eine untere Schranke für das Volu-
meninkrement f(vj , ti+1) festzulegen, unterhalb der f(vj , ti+1) tatsächlich auf Null gesetzt
und der Messpunkt für diesen Zeitschritt als „nicht beschichtet“ markiert wird. Als eine sol-
che Schranke wäre εﬂoat ·Fmax geeignet, wobei Fmax die maximal auftretende Schichtdicke
ist. Der Nachteil dieser Methode besteht darin, dass der maximale Wert Fmax für alle Verti-
ces zuvor abgeschätzt werden muss und sich die minimal erlaubte Änderung damit stets an
der höchstmöglichen Fehlerschranke orientiert, obwohl bei kleineren F (vj , ti) auch deutlich
geringere Inkremente ohne numerische Probleme möglich sind. Dies führt insbesondere zu
Beginn der Simulation sowie an dünn beschichteten Stellen zum unnötigen Verwerfen von
Termen. Stattdessen wird in den Zeilen 35–37 des Shaderprogramms für jeden auftretenden
Volumenzuwachs (→VSresult.b) geprüft, ob die Addition zum bisher abgelagerten Volumen
previous.r und die anschließende erneute Subtraktion der Werte tatsächlich eine positive Än-
derung machineEpsTest des float-Wertes hervorruft. Ferner dient die in doppelter Genauigkeit
berechnete Variable err der Abschätzung des Fehlers. Das verwendete spezielle Schlüsselwort
precise stellt dabei sicher, dass die Berechnungen in exakt der angegebenen Reihenfolge
durchgeführt werden und der GLSL-Compiler die Zeilen 35–37 nicht optimiert oder durch die
logische Vereinfachung machineEpsTest=VSResult.b ersetzt. In Kombination mit der Compi-
leranweisung fastmath off aus Zeile 2 wird sichergestellt, dass keine Compileroptimierungen
zum Einsatz kommen, welche Abweichungen niederwertiger Bits für eine höhere Geschwin-
digkeit in Kauf nehmen. Die Bedingung in Zeile 40 stellt schließlich sicher, dass die für die
Berechnung der bahnbezogenen Zielgrößen relevanten Werte nur dann inkrementiert werden,
wenn das Volumeninkrement in der folgenden Berechnung der bahnbezogenen Größen wieder
mit guter Genauigkeit rekonstruiert werden kann. Mit dieser Methodik wird die zur Verfü-
gung stehende Fließkommagenauigkeit an jedem Oberﬂächenmesspunkt maximal ausgereizt.
In den folgenden Zeilen 42–52 des Fragmentshaders werden Schichtvolumen und Schichtdi-
cke akkumuliert und die gleitenden, volumengewichteten Mittelwerte von Spritzabstand und
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Einschlagwinkel gemäß Gleichung (5.4) aktualisiert. Ferner wird die Hilfsvariable „Beschich-
tungszähler“ (→result.g) um Eins inkrementiert. Für Vertices innerhalb des Kernbereichs
des Spritzstrahls werden anschließend der maximale Einschlagwinkel sowie der minimale und
maximale Spritzabstand aktualisiert und die Indikatorvariable result3.a auf Eins gesetzt. Auf
Basis letzterer wird bei der anschließenden Berechnung der bahnbezogenen Zielgrößen zwi-
schen Kern- und Randgebiet des Strahls unterschieden. Zuletzt wird die vom Vertexshader
ermittelte Temperaturrandbedingung an die Ausgabe weitergeleitet.
5.5.2 Berechnung bahnbezogener Zielgrößen
Die Shader-basierte Berechnung der bahnbezogenen Zielgrößen erfolgt in den vier Schritten
1. Berechnung der Grundwerte f(vj , ti+1) (Initialisierung),
2. Reduktion der Werte aller Messpunkte zu einer Summe oder einem Extremwert,
3. Normierung der Summen zur Bildung von gewichteten Mittelwerten und
4. Abspeichern der Ergebnisse.
Die Eingliederung dieser Schritte in den Simulationsablauf wurde bereits in Abbildung 5.6
verdeutlicht. Eine detaillierteres Ablaufschema der Berechnung für die einzelnen Zielgrößen,
an der sich die folgende Beschreibung orientiert, ist in Abbildung 5.8 dargestellt. Das zu-
gehörige Shaderprogramm, welches die ersten drei Berechnungsschritte durchführt, ist der
Vollständigkeit halber in Anhang C gegeben.
Initialisierung
Im ersten Schritt werden die benötigten Grundwerte f(vj , ti+1) des aktuellen Zeitschritts aus
den akkumulierten Oberﬂächengrößen F (vj , ti+1) und F (vj , ti) des aktuellen und des vorhe-
rigen Zeitschritts berechnet. Diese Operation kann verallgemeinert durch den Metaoperator
„⊖“ gekennzeichnet werden,
f(vj , ti+1) = F (vj , ti+1)⊖F (vj , ti),
welcher die Umkehrung der „⊕“-Operation für die Aufsummierung beziehungsweise die ge-
wichtete Durchschnittsbildung darstellt. Für den Volumenzuwachs und den Beschichtungs-
zähler c(vj , ti+1) ∈ {0,1} ist dies die einfache Subtraktion
f(vj , ti+1) = F (vj , ti+1)−F (vj , ti).
Der aktuelle Spritzabstand und Einschlagwinkel an einem Messpunkt werden aus den gespei-
cherten Oberﬂächenzielgrößen des durchschnittlichen, volumengewichteten Spritzabstands re-
spektive Einschlagwinkels berechnet. Durch Umformen von Gleichung (5.4) ergibt sich hierfür:
f(vj , ti+1) =
Ω(vj , ti+1)F (vj , ti+1)−Ω(vj , ti)F (vj , ti)






















Abbildung 5.8: Shaderpipeline zur Berechnung bahnbezogener Zielgrößen. In der Initialisierungsphase werden die momentanen Grundwerte
aus den Oberﬂächengrößen des aktuellen und des vorherigen Zeitschritts berechnet, welche in den FBOs A und B gespeichert sind. Anschließend
werden je Reduktionsschritt vier Werte zusammengefasst, wodurch sich Texturbreite und -höhe halbieren. Ist nur noch ein Wert übrig, wird




Zusätzlich zu diesen mittels „⊖“ abgeleiteten Grundwerten liegen Grundwerte für die Tem-
peraturrandbedingung sowie gegebenenfalls die von der thermodynamischen Simulation be-
rechneten Knotentemperaturen des aktuellen Zeitschritts direkt als Momentanwerte vor. Wie
in Abbildung 5.8 dargestellt, werden mit diesen sechs Grundwerten die 3×4 Kanäle von drei
RGBA-Texturen der Größe 2n×2n im Reduktions-FBO A durch das Shaderprogramm befüllt,
wobei die Grundwerte entsprechend der Anzahl der aus ihnen berechneten Zielgrößen mehr-
fach Verwendung ﬁnden. Beispielsweise wird der Temperaturwert jedes Messpunktes in drei
Kanäle kopiert, um im Folgenden in je einem Kanal die minimale, maximale und durchschnitt-
liche Temperatur des Werkstücks zu berechnen. Da die Größe der Textur für die Reduktion
eine Zweierpotenz sein muss, werden alle Texturwerte, die keinem Messpunktindex zugeord-
net werden können, mit dem neutralen Wert der jeweiligen Reduktion initialisiert. Für die
Bestimmung von Minima ist dies FLOAT_MAX, für Maxima FLOAT_MIN und für Summenreduk-
tionen Null. Ebenso werden die Werte aller Messpunkte, welche nicht in die Berechnung einer
Zielgröße einﬂießen sollen, auf den jeweiligen neutralen Initialwert gesetzt. Ausgeschlossen
von der Reduktion werden dabei
• die inneren Volumenmesspunkte für alle Werte außer der Temperatur,
• die in diesem Zeitschritt unbeschichteten Messpunkte (dV (vj , ti+1) = 0) für alle Werte
außer der Temperatur und Randbedingung für eine thermodynamische Simulation,
• Messpunkte außerhalb des Kernstrahls für den minimalen und maximalen Spritzab-
stand, den maximalen Einschlagwinkel sowie die Anzahl beschichteter Punkte.
Letztgenannte Zielgrößen werden auf den Kernstrahlbereich beschränkt, um ein repräsen-
tativeres Ergebnis zu erhalten und zu verhindern, dass Fluktuationen auftreten, falls weit
außerhalb des Kernstrahls liegende Strahlbereiche das Bauteil streifen. Die Beschränkung der
Auswertung der Anzahl beschichteter Punkte auf den Kernbereich des Spritzstrahls wieder-
um erlaubt im Nachhinein die Identiﬁkation von Abschnitten der Roboterbahn, bei denen der
Kernstrahl das Werkstück nicht triﬀt. Die übrigen Zielgrößen können damit leichter interpre-
tiert werden.
Parallele Reduktion
Im zweiten Schritt wird die parallele Reduktion der zwölf Texturkanäle durchgeführt. Bei
einer parallelen Reduktion werden zwei Reduktions-Framebuﬀer A und B alternierend be-
schrieben, wobei jeweils die Summe, das Minimum oder das Maximum von vier Texeln des
Quell-Framebuﬀers in den Ziel-Framebuﬀer übernommen werden. Dabei halbieren sich je-
weils die genutzte Breite und Höhe des Framebuﬀers, so dass nach nur n− 1 Schritten von
einem initial 2n× 2n Pixel großen Framebuﬀer nur noch ein Datum übrig bleibt, welches
die Summe, das Minimum oder das Maximum aller ursprünglichen Werte beinhaltet. Durch
die Unterteilung der Reduktion in viele Teiloperationen und deren parallele Ausführung auf
den Shaderprozessoren der GPU ist dieses Verfahren sehr eﬃzient. Für eine Umsetzung in
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OpenGL wird in jedem der k = 0, . . . ,n− 1 Schritte ein einzelnes Viereck gezeichnet, wel-
ches 2n−k+1× 2n−k+1 Pixel ausgehend von einer Ecke des Framebuﬀers überdeckt, so dass
der Fragmentshader für jeden zu beschreibenden Zielpixel genau einmal aufgerufen wird. In
diesem Shader wird die Reduktion, beispielsweise für eine Summe, mittels
. . .
ivec2 corner = ivec2 ( 2 . 0 ∗ (gl_FragCoord . xy−0.5) + 0 . 5 ) ;
vec4 val1 = texelFetch ( loopIn_Reduction1 , corner ,0 ) ;
vec4 val2 = texelFetch ( loopIn_Reduction1 , corner + ivec2 ( 1 , 0 ) ,0 ) ;
vec4 val3 = texelFetch ( loopIn_Reduction1 , corner + ivec2 ( 0 , 1 ) ,0 ) ;
vec4 val4 = texelFetch ( loopIn_Reduction1 , corner + ivec2 ( 1 , 1 ) ,0 ) ;
Reduction1 = val1 + val2 + val3 + val4 ;
. . .
realisiert. Dabei ist loopIn_Reduction1 eine Quelltextur des aktuellen Quell-Framebuﬀers und
Reduction1 ein Ausgabewert des Fragmentshaders vom Typ vec4. Die zu summierenden Quell-
Texel val1 bis val4 werden hier aus einem 2×2 Texel großen Block mit dem Eckpunkt corner
gelesen14.
Gewichtung
Im dritten Schritt werden die Ergebnisse der Reduktion mit Gewichtungsfaktoren multipliziert
bzw. normiert. Dabei werden die gewichteten Summen des Spritzabstands und Einschlagwin-
kels durch das aufsummierte Volumen und die summierte Bauteiltemperatur durch die Anzahl
der an der Summe beteiligten Messpunkte geteilt, um korrekte (gewichtete) Durchschnitts-
werte zu erhalten. Zusätzlich wird aus der Summe der abgelagerten Teilvolumina an den







multipliziert wird, wobei VF das Gesamtvolumen des Footprintproﬁls darstellt.
Speicherung
Für eine kompakte Speicherung der resultierenden bahnbezogenen Zielgrößen werden die zwölf
Ergebniswerte schließlich im letzten Schritt aus dem Reduktions-FBO in einen Texturpuﬀer
kopiert, welcher die in zeitlicher Abfolge abgelegten Bahnzielgrößen beinhaltet.
5.5.3 Optimierung der CPU-seitigen Implementierung
Durch die Implementierung der verschiedenen Berechnungsschritte der Simulation als Sha-
derprogramme wird nun fast der gesamte Rechenaufwand einer Simulation von der GPU
geleistet. Neben der Optimierung des Shadercodes selbst sowie der vollständigen Vermeidung
14Fragment-Koordinaten liegen in OpenGL zwischen Ganzzahlen, also an Stellen 0,5, 1,5 etc.
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von zeitintensiven Speichertransfers ist daher für die Minimierung der Simulationsdauer ent-
scheidend, dass die Recheneinheiten der GPU möglichst gut ausgelastet werden und es keine
Verarbeitungspausen gibt. Da die einzelnen Berechnungsschritte stets über das OpenGL-API
von der CPU aus angestoßen werden, hängt die erreichbare GPU-Auslastung maßgeblich da-
von ab, wie schnell Befehle von der Simulationsapplikation über den Graﬁktreiber und das
Betriebssystem zur Graﬁkkarte transferiert werden. Schaﬀt es die CPU, die CPU-seitigen
Simulationsberechnungen und OpenGL-Aufrufe schneller zu verarbeiten und an die Befehls-
warteschlange der GPU zu senden, als die GPU die Befehle abarbeiten kann, so ist die zu
erwartende GPU-Auslastung hoch. Andernfalls muss die GPU zeitweise auf neue Befehle war-
ten und die Simulationsdauer steigt.
Selbst bei einer schnellen CPU kann es jedoch zu Unterbrechungen in der Befehlsverarbei-
tungspipeline (Pipeline Stalls) kommen. Dies ist insbesondere dann der Fall, wenn seitens
der Simulationsapplikation von der GPU berechnete Daten abgerufen oder Zustände der
OpenGL-Zustandsmaschine mittels API-Befehlen abgefragt werden. Ein prominentes Beispiel
für eine solche Datenabfrage ist der Abruf der berechneten Zielgrößen mittels glReadPixels
zur Weiterverarbeitung und Auswertung auf der CPU. Dieser Befehl blockiert zunächst den
Programmablauf auf der CPU solange, bis alle Befehle der Befehlspipeline, welche das Er-
gebnis noch beeinﬂussen können, abgearbeitet und die angefragten Ergebnisdaten in den
CPU-seitigen Hauptspeicher transferiert worden sind. Läuft anschließend der Programmab-
lauf auf der CPU weiter, müssen zunächst die Befehlspuﬀer der Applikation wieder mit neuen
OpenGL-Befehlen befüllt, diese vom Graﬁktreiber übersetzt und an das Betriebssystem wei-
tergereicht und schließlich von diesem in die Befehlswarteschlange auf der GPU transferiert
werden. Insbesondere die Weiterleitung der Befehlspakete an die Hardwarequeue unterliegt
dabei der alleinigen Kontrolle des Graﬁk-Schedulers des Betriebssystems und kann, je nach
Auslastung des Systems, zu Verzögerungen führen. Während dieser gesamten Zeit wartet nun
wiederum die GPU auf neue Befehle. Ein Pipeline-Stall kann jedoch auch in weniger oﬀen-
sichtlichen Situationen auftreten, wie zum Beispiel der Abfrage des Fehlerzustandes mittels
glGetError, welcher voraussetzt, dass alle vorherigen Befehle abgearbeitet werden, bevor der
aktuelle Fehlercode zurückgegeben werden kann.
Analyse des Simulationsablaufs
Um solche Situationen in der entwickelten Beschichtungssimulation zu vermeiden, wurde der
Ablauf mit verschiedenen Werkzeugen, welche die OpenGL-API Aufrufe protokollieren, ana-
lysiert. Als Testwerkstück diente dabei eine Kugel mit 65.536 gleichmäßig auf der Oberﬂäche
verteilten Messpunkten, welche von einer helixförmigen Bahn in 2.500 Zeitschritten beschich-
tet wird (Abbildung 5.9).
Abbildung 5.10 zeigt zunächst den zeitlichen Verlauf der Aufrufe der OpenGL-API eines ein-
zelnen Zeitschritts, welcher mit der Nvidia Software Parallel Nsight15 aufgezeichnet wurde.




Abbildung 5.9: Helixfömige Beschichtungsbahn mit einem Abstand von 110mm zur Oberﬂäche
einer Kugel mit einem Durchmesser von 100mm und 65.536 Messpunkten.
der Programmierbibliothek „Nvidia Tools Extension“ (NVTX) deﬁniert, um die aufgezeich-
neten Aufrufe diesen Abschnitten zuordnen zu können. Innerhalb eines Zeitschritts erfolgen
zunächst die vorbereitenden Schritte, in denen das Shaderprogramm und die FBOs gebun-
den sowie die Kamera entsprechend der aktuellen Spritzbrennerposition gesetzt werden. Die
Berechnung der oberﬂächenbezogenen Zielgrößen erfolgt anschließend in den zwei Rendering-
Durchläufen „Pass 0“ und „Pass 1“, welche in dieser Simulation zusammengenommen im
Durchschnitt über alle Zeitschritte 30,4 µs dauern. Die darauﬀolgende Berechnung der bahn-
bezogenen Größen nimmt demgegenüber mit durchschnittlichen 83,5 µs deutlich mehr Zeit auf
der CPU ein. In Abbildung 5.10 ist diese Berechnung weiter untergliedert in kurze Abschnitte
zum Wechsel der Shaderprogramme und der Framebuﬀer zu Beginn und am Ende sowie die
parallele Reduktion im Mittelteil. Letztere untergliedert sich wiederum in einen Initialisie-
rungsschritt (vgl. Abbildung 5.8), zehn Reduktionsschritte und das Kopieren der Ergebnisse
in die Speichertextur.
Auf einer mehrere Zeitschritte übergreifenden Ebene wurde des Weiteren eine Unterteilung
in die Vorverarbeitung, die Hauptsimulationsschleife und die Nachverarbeitung vorgenommen
(Abbildung 5.11, 3 – 6 ). Dabei beinhaltet die Vorverarbeitung das einmalige Laden und
Kompilieren der Shaderprogramme sowie die Initialisierung der GPU-Datenstrukturen und
die Nachverarbeitung beinhaltet das Herunterladen der Ergebnisse zur weiteren Verarbeitung
sowie die Aktualisierung der während der Simulation deaktivierten Visualisierung. Um die
reine Berechnungszeit der Simulation auf CPU und GPU ohne die Nachverarbeitungszeit
messen zu können, wurde nach Beendigung der Hauptsimulationsschleife der Befehl glFinish





Pass 0 Pass 1 Berechnung bahnbezogener Zielgrößen
parallele Reduktion
Init. 1 2 3 4 5 6 7 8 9 10 Copy
0 20 40 60 80 100 µs 120
Abbildung 5.10: Zeitmessung der CPU-seitigen API-Aufrufe eines einzelnen Simulationsschritts
(Nvidia Nsight). Innerhalb eines Zeitschritts entfällt der größere Teil der Zeit – in diesem Fall
durchschnittliche 83,5 µs – auf die Berechnung der bahnbezogenen Zielgrößen. Hierfür wurden
in diesem Fall 10 Reduktionsiterationen durchgeführt. Die Berechnung der oberﬂächenbezogenen
Zielgrößen in Pass 0 und Pass 1 dauert durchschnittlich 30,4 µs. Hinzu kommen die ungefähr kon-
stanten Zeiten für die Initialisierung der Brennerposition und das Binden der Shaderprogramme
und FBOs vor Pass 0 sowie vor und nach der parallelen Reduktion.
Abbildung 5.11 zeigt in den aufgezeichneten Simulationsläufen 3 und 4 vollständige Simu-
lationen mit je 2.500 Zeitschritten, wobei in Verlauf 3 lediglich Oberﬂächenzielgrößen und
in 4 auch Bahnzielgrößen berechnet wurden. Beide Verläufe basieren auf der ﬁnalen Simu-
lationsversion, welche auch bereits das im nächsten Abschnitt vorgestellte Zustands-Caching
enthält. Anhand dieser Simulationsläufe ist deutlich erkennbar, dass die Durchführung al-
ler CPU-basierten Operationen inklusive aller Aufrufe des OpenGL-API in der Simulations-
schleife bereits nach 106 bzw. 317 Millisekunden abgeschlossen ist, während die GPU für die
Berechnung insgesamt 532 respektive 1.150 Millisekunden benötigt. Die Zeitdiﬀerenzen von
426 bzw. 833 Millisekunden entsprechen genau den Zeiten, die die Simulation auf die Been-
digung des Befehls glFinish wartet. Die Gesamtlaufzeit wird in diesem Fall also eindeutig
durch die GPU-Leistung und nicht durch die CPU oder Speichertransfers beschränkt. Die
Auslastung der GPU durch den Simulationsprozess beträgt mehr als 99%. Da die GPU in
der Regel deutlich mehr Rechenleistung im Rahmen der Simulation erbringt, ist dieser Fall
optimal. Zwar wird von der CPU in diesem Fall in ca. 70–80% der Zeit auf die GPU gewartet,
in der keine Leistung erbracht wird, es ist jedoch kaum möglich diese freie Rechenkapazität
gewinnbringend für die Simulation einzusetzen, da bereits der Transfer von wenigen Bytes
zwischen GPU und CPU die freie Rechenzeit vollständig aufbrauchen würde.
Caching zur Eliminierung von Zustandsabfragen
Diese hohe GPU-Auslastung konnte, abgesehen von der Entfernung aller nicht unbedingt not-
wendigen Fehler- und Sicherheitsabfragen sowie redundanter Zustandswechsel der OpenGL-
Zustandsmaschine, nur durch die Implementierung eines simulationsinternen Cachings wich-
tiger OpenGL-Zustände realisiert werden. Durch dieses Caching konnten alle unverzichtbaren
Zustandsabfragen an den Graﬁktreiber (→glGet*) eliminiert und simulationsintern aufgelöst
werden. Für die Ausführung der verschiedenen Simulations-Shaderprogramme werden da-
durch vor allem die von OpenGL deﬁnierten Bindungspunkte für sämtliche Uniform-Variablen
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(Uniform Locations) nur ein einziges mal nach jedem erforderlichen Linkvorgang des Shader-
codes abgefragt und anschließend gecached, wodurch die Anzahl der API-Aufrufe erheblich
reduziert werden konnte.
Um zu veranschaulichen, wie stark bereits ein einziger OpenGL-Befehl, welcher einen Teil des
OpenGL-Zustands erfragt, die Leistung der Simulation beeinﬂussen kann und welche Bedeu-
tung daher der Optimierung der einzelnen Befehle und dem Caching des OpenGL-Zustands
zukommt, zeigt Abbildung 5.11 die zeitlichen Abläufe aufeinanderfolgender Zeitschritte. Wäh-
rend 1 einige Zeitschritte des Verlaufs der mittels Zustands-Caching optimierten Simulation
darstellt, zeigt 2 zwei Zeitschritte eines Simulationslaufs, bei dem ein einzelner zusätzlicher
Befehl glGetUniformLocation1i am Ende jedes Zeitschritts eingefügt wurde, welcher den Bin-
dungspunkt einer Uniform-Variablen eines Shaderprogramms erfragt, um auf diese Variable
zugreifen zu können. Dieser einzelne Befehl benötigt für die Ausführung mit 447 µs in etwa
genauso lange wie 3–4 vollständige Zeitschritte mit jeweils 172 API-Befehlen in Fall 1 .
Den Einﬂuss dieses einzelnen glGetUniformLocation-Befehls auf den Ablauf der gesamten
Simulation zeigt der aufgezeichnete Simulationsverlauf 5 . Im Gegensatz zu dem optimier-
ten Simulationsablauf 4 löst die Zustandsabfrage Verzögerungen bei der Verarbeitung der
API-Befehle aus, da der Graﬁktreiber zur Bestimmung des angeforderten Uniform-Bindungs-
punktes zunächst alle vorherigen Befehle betrachten muss. Ob dabei auf die GPU-seitige
Ausführung der Befehle gewartet wird oder die Verzögerungen durch einen gestiegenen Be-
rechnungsaufwand im Graﬁktreiber verursacht werden, lässt sich ohne interne Kenntnisse
des verwendeten Treibers nicht beantworten. Die Ausführung weiterer glGetUniformLocation
-Aufrufe an derselben Stelle verzögert den Gesamtablauf zwar weiter, aber nicht mehr so
deutlich wie der erste Aufruf. Die nun vernachlässigbar geringe Dauer des glFinish-Aufrufs
zeigt deutlich, dass die Simulationszeit in diesem Fall von der langsameren Verarbeitungsge-
schwindigkeit der CPU beziehungsweise einem Pipeline-Stall diktiert wird.
Einﬂuss der Visualisierung auf die Laufzeit
Während einer Simulationsberechnung kann der Fortschritt der Beschichtung auf dem Bau-
teil sowie der zeitliche Verlauf der bahnbezogenen Zielgrößen visualisiert werden (vergleiche
Kapitel 5.7). Obwohl diese Visualisierungen direkt die GPU-seitigen Datenstrukturen für die
Zielgrößen benutzen und daher keine Speichertransfers notwendig sind, werden für das Neu-
zeichnen des Bauteils ca. 60ms benötigt. Diese im Vergleich mit der Dauer von 125 µs eines
Simulationszeitschritts lange Zeit ist darauf zurückzuführen, dass für die Aktualisierung der
Visualisierung eine große Anzahl an OpenGL-Zuständen modiﬁziert werden muss. Das Ab-
laufdiagramm 6 in Abbildung 5.11 zeigt den Ablauf der optimierten Simulation, wobei die
Visualisierung in jedem 50. Zeitschritt aktualisiert wurde, was zirka 15 Frames pro Sekunde
entspricht. Etwa 89% der Rechenzeit entfallen hier auf die Visualisierung. Für Laufzeitmes-
sungen und während der Steuerung der Simulation über die Netzwerkschnittstelle im Rahmen
einer automatisierten Bahnplanung oder -optimierung werden Aktualisierungen daher voll-









Schritt 1000 Schritt 1001 Schritt 1002 Schritt 1003 Schritt 1004 Schritt 1005 Schritt 1006 Schritt 1007 Schritt 1008
Simulationsschleife
Schritt 1000 glGetUniformLocation Schritt 1001 glGetUniformLocation









API-Aufrufe Schritt 1–2.500 wie in 1
S.S. glFinish
glFinish




Visualisierung je 50 Zeitschritte
0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 s 4,0
Abbildung 5.11: 1 : Normaler Ablauf aufeinanderfolgender Zeitschritte mit Zustandscaching durch das Simulationsframework. 2 : Bereits
das Einfügen eines einzelnen ungecachten glGet*-Befehls reduziert die Anzahl der API-seitig in derselben Zeit durchführbaren Zeitschritte
um den Faktor 4–5. 3 – 6 : Simulationsverlauf für 2.500 Zeitschritte ohne ( 3 ) und mit ( 4 ) der Berechnung bahnbezogener Zielgrößen
sowie verzögert durch einen einzelnen glGet*-Befehl ( 5 ) oder durch die Visualisierung in jedem 50sten Zeitschritt ( 6 ).
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kann jedoch nicht auf die Visualisierung verzichtet werden, da dadurch der Ablagerungs-
prozess besser nachvollzogen werden kann. Weitergehende Laufzeitmessungen in Bezug auf
verschiedene Parametrisierungen und Eingabegrößen der Simulation werden in Kapitel 6.2
behandelt.
5.6 Einbindung einer thermodynamischen Simulation
Die Simulation des Temperaturverlaufs im Bauteil während des Beschichtungsprozesses ist ein
wichtiges Hilfsmittel zur Analyse des Prozesses, da dieser einen großen Einﬂuss auf die Quali-
tät der Beschichtung und des Bauteils hat. Insbesondere bestimmt die thermische Belastung
den resultieren Eigenspannungszustand von Beschichtung und Bauteil und damit die potenti-
elle Haltbarkeit der Beschichtung sowie die resultierende Bauteildeformation. Die Realisierung
und Integration einer thermodynamischen Simulation selbst ist nicht Gegenstand dieser Ar-
beit. Das entwickelte Simulationsframework ermöglicht jedoch die einfache Einbindung einer
solchen Simulation, falls diese auf einer tetraederbasierten Vernetzung der Bauteilgeometrie
basiert, deren Randnetz das für die Beschichtungssimulation verwendete Dreiecksnetz ist.
In diesem Fall kann, neben dem Footprintproﬁl, welches die Massenﬂusscharakteristik des
Prozesses deﬁniert, auch ein thermischer Footprint des Prozesses deﬁniert werden. Dieser
thermische Footprint wird in demselben Koordinatensystem wie der Massenﬂuss-Footprint
deﬁniert und gibt die durch den Brenner richtungsabhängig auf der Bauteiloberﬂäche indu-
zierte Randtemperatur an, welche für jeden Vertex ähnlich wie der Schichtauftrag jedoch
ohne eine Akkumulation in jedem Zeitschritt berechnet wird. Des Weiteren können auch die
in jedem Zeitschritt an den Vertices abgelagerten Schichtvolumina zur Ableitung der durch
den Transport des heißen Schichtmaterials zur Bauteiloberﬂäche eingebrachten thermischen
Energie genutzt werden. Die berechneten Temperaturen und Schichtvolumina stellen also
die Eingangsrandbedingungen für eine thermodynamische Simulation dar, welche mittels der
Beschichtungssimulation auch für komplexe Bauteilgeometrien auf einfache Weise berechnet
werden können.
Wurden mit einem Zeitschritt der Beschichtungssimulation auch die Bauteiltemperaturen neu
berechnet, werden diese GPU-seitig gespeichert und in die zuvor beschriebene Berechnung der
bahnbezogenen Zielgrößen eingebunden. Dabei werden jeweils die durchschnittliche, minimale
und maximale Temperatur des Bauteils berechnet. In Kooperation mit dem Institut für Me-
chanik der TU Dortmund wurde eine entsprechende Simulationskomponente entwickelt und
in [10] dokumentiert.
5.7 Visualisierung
Die Visualisierung der berechneten Zielgrößen ermöglicht die manuelle Inspektion eines simu-
lierten Experiments zur Identiﬁkation und Analyse von Abweichungen und zur Veranschauli-
chung der geometrischen Zusammenhänge. Die Visualisierung der berechneten oberﬂächenbe-
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zogenen Zielgrößen erfolgt als Einfärbung des mittels OpenGL gerenderten dreidimensionalen
Bauteils, wobei unterschiedliche Farbskalen gewählt werden können. Darüber hinaus kann die
Beschichtung der Oberﬂäche durch die Verschiebung der Oberﬂächenvertices räumlich darge-
stellt werden, wobei eine Überhöhung des Proﬁls um einen einstellbaren Faktor durchgeführt
wird, um auch dünne Schichten visuell erfassen zu können. Ebenso wie die Simulation erfolgt
diese Visualisierung ohne Transfer der darzustellenden Daten zur CPU direkt auf Basis der
GPU-Datenstrukturen. Dies ist insbesondere für eine Live-Ansicht während der Simulation
entscheidend. Zugunsten einer besseren räumlichen Wahrnehmung der Darstellung kann auf
Kosten der Exaktheit der Farbskaladarstellung ein Cook-Torrance-Shader für die Schattierung
des Werkstücks aktiviert werden [31]. Nach Beenden der Simulation können die oberﬂächen-
bezogenen Zielgrößen ferner für Visualisierungen in anderen Programmen exportiert sowie
Schnittgraphen entlang beliebiger Schnittebenen durch das Werkstück berechnet und darge-
stellt werden.
Für die bahnbezogenen Zielgrößen wurden drei unterschiedliche Visualisierungen integriert.
Eine Live-Vorschau der berechneten Werte während der Simulation kann als zweidimensio-
nales Liniendiagramm eingeblendet oder als Einfärbung der dreidimensionalen Roboterbahn
dargestellt werden. Beide Methoden arbeiten auch hier aus Eﬃzienzgründen direkt auf den
GPU-Datenstrukturen, wobei die Liniendiagramme durch einen Geometry-Shader erzeugt
werden. Des Weiteren steht nach der Simulation und dem Transfer der Ergebnisse aus dem
Graﬁkspeicher eine komfortablere, frei zoom- und navigierbare Umgebung zur Betrachtung
und Auswertung der Zielgrößen in Form von Diagrammen über der Simulationszeit zur Verfü-
gung. Durch Auswählen einzelner Punkte oder ganzer Intervalle in dieser Diagramme wird der
Spritzbrenner in der 3D-Ansicht an der entsprechenden Stelle angezeigt und nicht ausgewählte
Teile der Roboterbahn werden ausgeblendet. Dadurch kann ein direkter Bezug einzelner Da-
tenpunkte und -intervalle zum Bahnverlauf und der lokalen Spritzkegelgeometrie hergestellt
werden. Zahlreiche Darstellungen der Visualisierungen ﬁnden sich in Kapitel 6.
5.8 Kalibrier- und Analysemodule
In diesem Abschnitt werden zwei Module des Simulationsframeworks vorgestellt, welche die
implementierte Simulation nutzen, um wichtige Simulationsparameter anhand gefertigter und
vermessener Schichtdickenverteilungen zu kalibrieren und eine Sensitivitätsanalyse durchzu-
führen. Auf Basis bereits erfolgreich kalibrierter Simulationsparameter kann die Funktionali-
tät der Parameterkalibrierung weiterhin dazu verwendet werden, im Fertigungsprozess eines
Bauteils abweichende Parameter zu identiﬁzieren. Beide Module, die Parameterkalibrierung
und die Sensitivitätsanalyse, proﬁtieren, wie auch eine extern angekoppelte Bahnplanungs-





Systematische Abweichungen zwischen einer gemessenen Schichtdickenverteilung eines gefer-
tigten Bauteils und der von der Beschichtungssimulation berechneten Schichtdickenverteilung,
also Abweichungen, die nicht auf Prozess- oder Messrauschen zurückzuführen sind, deuten
auf eine nicht exakt kalibrierte Simulation oder eine fehlerhafte Parametrisierung des Ferti-
gungsprozesses für das Bauteil hin. Unter der Voraussetzung, dass das verwendete Beschich-
tungsmodell den Prozess abbilden kann, bietet die automatische Parameterkalibrierung die
Möglichkeit, eine Parameterbelegung für wichtige Simulationsparameter zu ermitteln, welche
– im Sinne einer Minimierung des quadratischen Schichtfehlers – zu einer möglichst optimalen
Reproduktion der gemessenen Schichtdickenverteilung durch die Simulation führen. Folgende
Parameter der Simulation können dabei optimiert werden:
• Ein lateraler Oﬀset ∆xF = (∆xF , ∆yF ) des Footprints, welcher das verwendete Foot-
printproﬁl orthogonal zur Spritzrichtung im Footprintkoordinatensystem verschiebt.
Standardwert ist (∆xF , ∆yF ) = (0, 0).
• Ein Skalierungsfaktor sF , welcher die Höhe des Footprintproﬁls skaliert und somit den
Gesamtmassenﬂuss steuert. Standardwert ist sF = 1.
• Die Stützstellen (θi, ξang,i) der winkelabhängigen Haftwirkungsgradfunktion ξang. Die
Ausgangswerte zur Kalibrierung des Haftwirkungsgrades werden gemäß Gleichung (4.31)
gesetzt. Als Standardwert dienen im Weiteren die Ergebnisse einer initialen Parameter-
kalibrierung des Haftwirkungsgrades (vergleiche Kapitel 4.4.4).
• Eine Verschiebung des Werkstücks um ∆xW = (∆x, ∆y, ∆z)W . Standardwert
ist ∆xW = (0, 0, 0).
• Eine Rotation des Werkstücks um die Eulerwinkel
(
γz, γy′ , γx′′
)
um die in den Schwer-
punkt des Werkstücks verschobenen Achsen des Werkstückkoordinatensystems. Die Ro-
tation erfolgt hier wahlfrei entsprechend der z,y′,x′′-Rotationskonvention zuerst um die
z-Achse, gefolgt von der rotierten Achse y′ und der zweimal rotierten Achse x′′. Stan-
dardwert ist auch hier (0, 0, 0).
Während eine automatische Kalibrierung des Skalierungsfaktors sF sowie der Stützstellen
des Haftwirkungsgrades in der Regel zur initialen Kalibrierung der Simulation verwendet
wird (vergleiche Kapitel 4.4.3), dient die Bestimmung optimaler Werkstückverschiebungen
und -rotationen in erster Linie der Feststellung von Abweichungen zwischen experimentel-
lem Versuchsaufbau und der Modellierung in der Simulation. Das Auftreten eines nicht zu
vernachlässigenden lateralen Footprintoﬀsets ∆xF kann sowohl auf eine Fehleinmessung des
Footprints als auch auf eine unpräzise Montage des Spritzbrenners auf dem Roboter oder
eine abweichende Ausrichtung des Spritzstrahls hindeuten. Ferner ist zu beachten, dass die
Orthogonalität verschiedener optimierbarer Parameter von der Bauteilgeometrie abhängt. So
kann beispielsweise ein lateraler Footprintoﬀset bei der Beschichtung einer ebenen Probe mit
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einer Linearbahn in der Regel ebenso durch eine Werkstückverschiebung kompensiert werden.
Wird jedoch eine Kugel mit einer helixförmigen Roboterbahn beschichtet (vergleiche Abbil-
dung 5.9), ist eine solche Kompensation im Allgemeinen nicht möglich.
Die Optimierung der ausgewählten Parameter für einen in der Simulationsumgebung mo-
dellierten Spritzversuch erfolgt mittels des Gauß-Newton-Verfahrens zur Lösung nichtlinearer
Minimierungsprobleme basierend auf einer Least-Squares-Formulierung [50]. Zu diesem Zweck
werden die zu optimierenden Parameter formal in einen Vektor a = ai für i= 1, . . . ,p zusam-
mengefasst. Es bezeichne s(a) ∈Rm die von der Simulation für m> p Messpunkte berechnete
und y ∈ Rm die an den gleichen Punkten gemessene Schichtdickenverteilung. Damit ergibt





















verwendet, welche sich aus dem Newtonverfahren durch die für die Minimierung quadra-
tischer Fehlersummen geeignete Approximation der Hessematrix mittels Hf ≈ JTr Jr ergibt
[50]. Die Berechnung der für die Jacobimatrix Jr benötigten partiellen Ableitungen nach den
Simulationsparametern a1, . . . ,ap werden dabei als numerische Diﬀerenzenquotienten durch
(p+1)-fache Ausführung der Simulation berechnet. Die Iteration (5.5) wird abgebrochen, so-
bald sich die Parameter an von Iteration zu Iteration nicht mehr wesentlich verändern oder
eine vorgegebene maximale Iterationsanzahl erreicht wird.
Um eine Optimierung basierend auf mehreren Versuchsergebnissen durchzuführen, können
mehrere Bauteilmodelle mit zugehörigen Roboterbahnen und unterschiedlichen Zielbeschich-
tungen simultan optimiert werden. Die Zielvektoren y sowie die Simulationsergebnisse s(a)
und Residuen r unterschiedlicher Simulationen werden dabei in je einem Vektor zusammenge-
fasst. Für die Bestimmung des Haftwirkungsgrades wurden beispielsweise sieben unterschied-
liche Bahnen und Zielgrößen für die Beschichtung der Flachproben aus unterschiedlichen
Winkeln einbezogen (Kapitel 4.4.4).
Während die Optimierung des Haftwirkungsgrades aufgrund der einfachen Probengeometrien
und der dediziert für die Bestimmung der einzelnen Parameter entwickelten Experimente äu-
ßerst robust ist, ist dies bei komplexeren Bauteilgeometrien keineswegs garantiert. So zeigte
sich für das Bauteil Mat3d beispielsweise eine deutlich komplexere Optimierungslandschaft
und eine erhöhte Abhängigkeit vom Startpunkt für eine Optimierung mehrerer Parameter
mit wechselseitigen Abhängigkeiten. Für diesen Fall wurden Methoden integriert, um den
p-dimensionalen Parameterraum in einem gegebenen Intervall mit p gegebenen Schrittweiten




Das implementierte Modul zur Sensitivitätsanalyse bietet die Möglichkeit, die Sensitivität der
Beschichtung eines Bauteils gegenüber Parameterveränderungen zu untersuchen. Das Ziel ist
dabei insbesondere, die Empﬁndlichkeit eines Fertigungsaufbaus gegenüber einer Fehleinmes-
sung oder -platzierung des Bauteils oder des Spritzbrenners zu ermitteln und so bereits vor
einer Fertigung kritische Parameter zu identiﬁzieren. Diese sollten beim Aufbau und beim
Einmessen der Fertigungsumgebung besonders beachtet werden.
Die Grundidee besteht dabei darin, eine automatisierte Sensitivitätsanalyse durchzuführen,
bei der jeweils einer oder mehrere der im vorherigen Kapitel aufgezählten Parameter va-
riiert und Abweichungen der aus der Simulation resultierenden Beschichtung anhand von
Fehlermaßen quantiﬁziert werden. Hierfür werden zunächst die zu untersuchenden Parameter
ausgewählt und für jeden das zu untersuchende Parameterintervall sowie die Schrittweite zur
Abtastung dieses Intervalls festgelegt. Anschließend werden die Simulationen für die angege-
benen Parametrisierungen automatisiert durchgeführt, wobei entweder nur jeweils ein Para-
meter gleichzeitig variiert wird („One-At-A-Time-Analyse“) oder ein vollfaktorielles Schema
verwendet wird, um jede Kombination der Parameterwerte zu untersuchen. Für jede durch-
geführte Simulation wird die resultierende Schichtdickenverteilung sowie die Abweichungen
von der Schichtdickenverteilung der gewählten Basisparametrisierung gespeichert. Diese Ab-
weichungen werden in Form des mittleren und maximalen Absolutfehlers, des summierten
quadratischen Fehlers (engl.: Sum of Squared Errors, SSE) sowie des RMSE (engl.: Root-
Mean-Square Error) ermittelt.
Eine oberﬂächenbezogene Visualisierung der resultierenden Abweichungen gegenüber der Ba-
sisparametrisierung oder zwischen zwei auswählbaren Parametrisierungen kann als Falsch-
farbdarstellung in der 3D-Ansicht des Bauteils sowie als Fehlerhistogramm angezeigt werden,
wobei eine deﬁnierte „Region of Interest“ berücksichtigt wird. Im Fall einer One-At-A-Time-
Analyse werden zusätzlich die Fehlerwerte in Abhängigkeit der variierten Parameter als Kur-
vendiagramm dargestellt. Beispiele für diese Darstellungen sind im Rahmen der Sensitivitäts-











Zur Evaluation des entwickelten Simulationssystems sowie des Beschichtungsmodells, welches
in Kapitel 4 beschrieben wird, wurden eine Reihe von Simulationsläufen durchgeführt, deren
Ergebnisse in diesem Kapitel vorgestellt werden.
Im folgenden Abschnitt 6.1 werden zunächst die Ergebnisse einiger Simulationsläufe unter
Verwendung verschiedener synthetisch generierter und nicht real gefertigter Bauteilgeome-
trien vorgestellt, um die Implementierung für einfache Testfälle zu veriﬁzieren und einen
anschaulichen Überblick über die berechneten Zielgrößen zu geben. Die Interpretation der
Zielgrößen anhand dieser einfachen synthetischen Bauteile erleichtert die Einschätzung dieser
Zielgrößen für reale Bauteile, bei denen komplexe geometrische Zusammenhänge nicht immer
intuitiv erkennbar sind. Ferner wird in diesem Abschnitt der Einﬂuss der Zeitschrittweite und
der gewählten Tiefenpuﬀerauﬂösung betrachtet. Ebenfalls anhand synthetischer Bauteile wer-
den anschließend in Kapitel 6.2 die erreichbaren Rechenzeiten der Simulation für Eingaben
mit unterschiedlichen Messpunktanzahlen untersucht, welche von zentraler Bedeutung für die
Einsetzbarkeit der Simulation in gekoppelten Bahnplanungs- und Bahnoptimierungsprozessen
ist.
In Kapitel 6.3 wird die Simulation anhand der Beschichtung zweier gefertigter Segmente ei-
nes komplexen Tiefziehwerkzeugs evaluiert. Gegenstand dieses Kapitels sind die Fertigung
und Vermessung der Beschichtung, der Vergleich mit den simulierten Schichtdicken sowie die
Darstellung der sekundären oberﬂächen- und bahnbezogenen Zielgrößen. Im abschließenden
Kapitel 6.4 wird die Nutzung der Simulation zur Sensitivitätsanalyse sowie zur Bahnoptimie-







Abbildung 6.1: Schichtdicke im simulierten Footprintversuch mit drei in unterschiedlichen
Spritzabständen 55mm, 110mm und 220mm platzierten virtuellen Substratebenen. Die im Stan-
dardspritzabstand dF = 110mm berechnete Schichtdickenverteilung entspricht bis auf minimale
Gleitkommaungenauigkeiten dem Proﬁl des verwendeten Footprints. Für größere Abstände sinkt
die berechnete Proﬁlhöhe erwartungsgemäß und für kürzere Distanzen steigt sie.
6.1 Demonstration und Veriﬁkation grundlegender
Zusammenhänge
Eine umfassende Veriﬁkation der Simulationsimplementierung auf formaler Basis ist für die
entwickelte Simulation kaum durchführbar. Allerdings können einfache Simulationsversuche
aufzeigen, dass die Implementierung in diesen Fällen korrekt funktioniert und dem in Kapitel 4
aufgestellten Modell genügt. Gleichzeitig veranschaulichen diese Beispiele die grundlegenden
Zusammenhänge zwischen den geometrischen Parametern und den berechneten Zielgrößen.
6.1.1 Virtueller Footprintversuch
Die virtuelle Nachbildung eines Footprintversuchs bietet zunächst die einfachste Möglichkeit,
das Simulationsergebnis zu überprüfen. Unter Verwendung eines ebenen Bauteilmodells mit
Messpunkten, welche wie in der verwendeten Footprinttextur in einem Gitter mit Gitter-
abstand 0,125mm angeordnet sind, sowie einer Roboterbahn, bei der die Spritzpistole für
die Footprintspritzdauer an einer ﬁxen Position zentriert über dem Bauteil steht, kann der
Footprintversuch simulativ nachgestellt werden. Die berechnete Schichtdickenverteilung muss
in diesem Fall mit der des Footprints selbst übereinstimmen. Abbildung 6.1 zeigt das Er-
gebnis in der Simulationsumgebung, wobei das ebene Bauteil im Spritzabstand 110mm des
Footprints sowie in den Abständen 55mm und 220mm platziert wurde. Alle Ebenen sind
dabei so groß, dass sie den simulierten Spritzstrahlquerschnitt ausfüllen. Die Sichtbarkeits-
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Abbildung 6.2: Durch die Wahl eines zu geringen Zeitschritts können numerische Probleme
bei der Akkumulation zu vieler sehr kleiner Schichtdickeninkremente auftreten. (a) Abgelagerte
Schichtdicke h im virtuellen Footprintversuch mit δt= 1 ·10−3 s ohne Beeinträchtigungen. (b), (c)
Ergebnis desselben Versuchs für δt= 2 ·10−4. Die zu kleinen Schichtdickeninkremente sind nicht
mehr korrekt auf die akkumulierten Schichtdicken addierbar.
berechnung wurde deaktiviert, um die Schichtablagerung auf allen drei Ebenen gleichzeitig
zu simulieren. Der Haftwirkungsgrad wurde konstant auf Eins gesetzt. Wie erwartet wird bei
der mittleren Entfernung dF = 110mm das ursprüngliche Footprintproﬁl abgelagert, wobei
der durchschnittliche absolute Fehler in der Footprintﬂäche ca. 0,4 µm beträgt. Dieser Fehler
ist auf Gleitkommaungenauigkeiten bei der Auswertung des Shader-basierten Modells zurück-
zuführen. Die Tatsache, dass dieser Fehler auch bei der Variation der Anzahl an Zeitschritten
im Bereich von einem Zeitschritt bis zu 1.000 nahezu konstant bleibt, zeigt, dass die Imple-
mentierung der Zeitschrittroutine und der Berechnung des zeitlichen Ablagerungsfaktors tF
korrekt funktioniert.
Einﬂuss des gewählten Zeitschritts ∆t
Der Simulationszeitschritt ∆t kann jedoch nicht beliebig klein gewählt werden. Anhand des
virtuellen Footprintversuchs lässt sich dies gut nachvollziehen, da hier an jedem Messpunkt
aufgrund der stationären Spritzpistole in jedem Schritt dasselbe Schichtvolumen abgelagert
wird. Eine weitere Verringerung des Zeitschritts ausgehend von 1 ·10−3 Sekunden führt hier
im Bereich zwischen 2 ·10−4 und 4 ·10−4 Sekunden zu numerischen Instabilitäten, bei denen
die pro Zeitschritt abzulagernden Schichtdicken und -volumina so klein werden, dass sie bei
der Summierung der Schichtdicke die relative Gleitkommarechengenauigkeit unterschreiten.
Dieses bereits in Kapitel 5.5.1 diskutierte Verhalten zeigt sich im Ergebnis darin, dass die
berechneten Schichtdicken an den einzelnen Messpunkten nicht mehr weiter ansteigen, da
die zu addierenden Terme so klein sind, dass sie keine Änderung mehr bewirken. Wie in
Abbildung 6.2b und 6.2c für einen Zeitschritt von 2 ·10−4 s zu erkennen ist, stagniert das Pro-
ﬁlwachstum im virtuellen Footprintversuch an den Messpunkten an unterschiedlichen Schicht-
dickengrenzwerten. Dies ist darauf zurückzuführen, dass für die größeren Summanden in der
Mitte des Footprints die Grenze der relativen Gleitkommagenauigkeit erst bei einer höheren
Schichtdicke erreicht wird als für die kleineren Summanden im Randbereich des Footprints.
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Erkennbar sind derartige numerische Probleme bei Simulationsläufen an einer deutlichen Ab-
nahme der Prozesseﬃzienz sowie unter Umständen der Anzahl pro Zeitschritt beschichteter
Vertices, obwohl der Brenner durchgehend auf eine Bauteiloberﬂäche mit näherungsweise
gleichverteilten Messpunkten gerichtet ist. Diese Werte werden als bahnbezogene Zielgrößen
berechnet und dargestellt. In der zu dem in Abbildung 6.2b dargestellten Ergebnis führenden
Simulation bleibt die Anzahl pro Zeitschritt beschichteter Messpunkte beispielsweise zunächst
für ca. 1.600 Zeitschritte konstant bei 32.010 und fällt dann stufenweise auf ungefähr 600 Mess-
punkte am Ende der einsekündigen Simulationsdauer ab. Demgegenüber ist bei ∆t= 1 ·10−3 s
kein Absinken feststellbar (Abbildung 6.2a).
Bei Simulationen mit üblichen, nicht-stationären Roboterbahnen wird diese unvermeidba-
re numerische Problematik durch die an jedem Messpunkt in jedem Zeitschritt wechseln-
den Summanden unterschiedlicher Größenordnung teilweise verdeckt und erst bei deutlich
kleineren Zeitschritten sichtbar. Insbesondere bei Beschichtungssimulationen mit vielen Be-
schichtungsüberläufen, sehr kleinen Zeitschritten oder allgemein geringer Ablagerungsleistung
kann es aber auch hier zu leicht sichtbaren Einbrüchen der berechneten Prozesseﬃzienz oder
der Anzahl beschichteter Vertices kommen, welche daher für jeden grundlegend neuen Si-
mulationslauf kritisch geprüft werden sollten. Unproblematisch ist hingegen in der Regel die
typische Abnahme der Anzahl der beschichteten Messpunkte pro Zeitschritt gleich zu Beginn
einer Simulation, welche auf die üblicherweise große Anzahl der extrem kleinen Proﬁlwer-
te F(x,y) < 10−10mm im Randbereich des Footprints zurückzuführen ist. Diese Werte sind
bereits auf Schichtdicken von mehr als 0,1 µm nicht mehr im Rahmen der einfachen Gleitkom-
magenauigkeit addierbar und tragen insgesamt so wenig zum Gesamtvolumenstrom bei, dass
die Prozesseﬃzienz im Gegensatz zur Anzahl beschichteter Messpunkte nur in zu vernachläs-
sigendem Rahmen sinkt. Des Weiteren ist bei der Interpretation der beiden bahnbezogenen
Größen zu beachten, dass numerische Probleme auch durch eine zu feine Bauteilvernetzung
hervorgerufen werden können. In diesem Fall kann es passieren, dass die Schichtdicken zwar
korrekt und stabil berechnet werden, jedoch die für die Prozesseﬃzienzberechnung verwende-
ten Volumina an den Messpunkten zu klein werden. Dies ist durch eine gröbere Vernetzung
oder größere Zeitschritte vermeidbar.
Abschließend bleibt anzumerken, dass derartige numerische Probleme bei den im Rahmen
dieser Arbeit durchgeführten Simulationen auch für sehr fein vernetzte Bauteile nicht auf-
traten und derartige Probleme für übliche Vernetzungen und Zeitschritte nicht zu erwarten
sind.
Einﬂuss des Spritzabstandes
Anhand der in Abbildung 6.1 gezeigten Beschichtung der drei Ebenen in unterschiedlichen
Abständen lässt sich ebenfalls die Entfernungsabhängigkeit des Beschichtungsmodells demons-
trieren und grundlegend veriﬁzieren. Die Betrachtung der erzielten Schichtdicken auf den drei
Ebenen bestätigt hier, dass die resultierende Schichtdicke bei Halbierung des Spritzabstandes
entsprechend des Beschichtungsmodells nach Gleichung (4.28) an jedem Messpunkt mindes-
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tens um den Faktor vier ansteigt, wobei dieser Faktor umso größer ist, je höher das Footprint-
proﬁl an dieser Stelle ist. Dies liegt daran, dass die Höhe des zur Modellierung verwendeten
Kegelstumpfelements bei einer Vergrößerung des (Ablagerungs-)Volumens schneller wächst als
das Volumen. Bei einer Verdoppelung des Spritzabstandes sinkt die Schichtdicke entsprechend
auf etwas weniger als das 0,25-fache. Das abgelagerte Schichtvolumen bleibt erwartungsgemäß
für alle Abstände identisch. Für das zylindrische Beschichtungsmodell nach Gleichung (4.29)
liegt keine Spritzstrahldivergenz vor und die Footprintproﬁle sind dementsprechend bei allen
drei Abständen identisch.
6.1.2 Bahnzielgrößen am Beispiel geneigter Ebenen
Zur Überprüfung und Veranschaulichung bahnbezogener Zielgrößen sowie der hierfür benötig-
ten Grundgrößen, Spritzabstand und -winkel, wurde eine Beschichtungssimulation für die in
Abbildung 6.3 dargestellten Flächen durchgeführt, welche um 0°, 20°, 40° und 60° zur Spritz-
richtung geneigt sind. Dabei wurden die hinteren und vorderen vier Flächen mit je einer
übergreifenden Roboterbahn simuliert. Die hinteren vier Flächen in Reihe A der Abbildung
zeigen zunächst die nach der Simulation der dargestellten Linearbahn resultierende Schicht-
dickenverteilung, welche mit steigender Neigung der Flächen abnimmt. Die erreichte Pro-
zesseﬃzienz ist als Einfärbung der mit Spritzrichtungsmarkern dargestellten Spritzdüsenbahn
veranschaulicht und nimmt aufgrund der mit dem Spritzwinkel abnehmenden Ablagerungsef-
ﬁzienz (vergleiche Seite 136) von Fläche zu Fläche ab. Für die Bahnabschnitte zwischen den
Ebenen, bei denen sich der virtuelle Spritzbrenner nicht im Eingriﬀ beﬁndet, ist sie Null. Die
vordere Reihe B veranschaulicht den durchschnittlichen Spritzabstand, gemittelt über die ge-
samte Roboterbahn, unter dem jeder Oberﬂächenpunkt beschichtet wird. Dabei sind für die
geneigten Flächen deutlich die von der Roboterbahn an der Düse ausgehenden kreisförmigen
Isokonturen erkennbar.
Die wichtigen Spritzwinkel- und Abstands-basierten, bahnbezogenen Zielgrößen für diese
Bahn sind in Abbildungen 6.3b und 6.3c dargestellt, wobei Bahnabschnitte, bei denen sich
der Brenner nicht im Eingriﬀ beﬁndet, grau markiert sind. Die Bahn in Abbildung 6.3a wird
dabei von links nach rechts abgefahren. Der maximale und der durchschnittliche Spritzwinkel
liegen dabei stets in einem knapp 20° breiten Intervall zentriert um die jeweilige Flächen-
neigung (0–60°). Erwartungsgemäß ist dabei der durchschnittliche Spritzwinkel aufgrund der
Divergenz des Spritzkegels für jede der Flächen bei Eintritt der Fläche in den Kegel zunächst
größer als die Flächenneigung und sinkt bei Austritt der Fläche aus dem Kegel unter den
Neigungswinkel der Fläche. Der maximale Spritzwinkel bleibt für jede Fläche zunächst auf
dem höheren Niveau und sinkt schließlich mit dem durchschnittlichen Winkel ab. Dass hierbei
der durchschnittliche Spritzwinkel abschnittsweise den maximalen Winkel überschreitet, ist
darin begründet, dass der maximale Winkel innerhalb eines kleineren Teils des Spritzkegels
berechnet wird (vergleiche Kapitel 5.5.1). Im Vergleich mit der Anordnung der Flächenstücke
in Abbildung 6.3a erschließt sich des Weiteren unmittelbar die Korrektheit der berechne-
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Abbildung 6.3: (a) Beispiel einer Beschichtung von Flächenstücken, welche um 0°, 20°, 40° und
60° zur Bahnrichtung geneigt sind. (b) Darstellung des bahnbezogenen Verlaufs von Spritzwinkeln
und (c) Spritzabständen .
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immer durch den minimalen oder maximalen Abstand beschränkt, da letzterer nur sinnvoll
innerhalb des Kernstrahls ausgewertet werden kann.
6.1.3 Sichtbarkeitsberechnung und Wahl der Tiefenpuﬀerauﬂösung
Ein wichtiger Parameter, welcher die Genauigkeit der Simulation beeinﬂussen kann, ist die
Auﬂösung des zur Sichtbarkeitsberechnung verwendeten Tiefenpuﬀers. Während bei einer zu
hoch gewählten Auﬂösung die Simulationsgeschwindigkeit deutlich abnehmen kann (verglei-
che Kapitel 6.2.1), werden bei einer zu geringen Auﬂösung in der Regel einige Messpunkte
fälschlicherweise als sichtbar oder fälschlicherweise als nicht sichtbar klassiﬁziert. Eine solche
Fehlklassiﬁzierung tritt in der Regel dann auf, wenn mehrere projizierte Bauteilvertices in
der Bildebene so dicht beieinander liegen, dass sie auf dasselbe Tiefenfragment abgebildet
werden. Besonders anfällig für Fehlklassiﬁzierungen sind daher Teile der Oberﬂäche, welche
unter sehr ﬂachem Winkel betrachtet werden.
Da in dem typischen Anwendungsszenario der Bahnplanung oder -optimierung viele Simula-
tionen für ein Bauteil unter Verwendung ähnlicher Bahnen und Parametrisierungen durchge-
führt werden, ist es sinnvoll, eine geeignete Auﬂösung im Vorhinein zu bestimmen. Zu diesem
Zweck und um die Auswirkungen einer zu niedrig gewählten Tiefenpuﬀerauﬂösung auf die
berechnete Beschichtung zu untersuchen, wurde in die Simulationsumgebung eine Funkti-
on integriert, welche automatisch Simulationen mit verschiedenen Tiefenpuﬀerauﬂösungen
durchführt und dabei die Abweichungen der Beschichtungsergebnisse jeder Auﬂösung gegen-
über dem Ergebnis mit maximaler Tiefenpuﬀerauﬂösung berechnet. Überprüft werden dabei
die Auﬂösungen R, deren Kantenlängen Zweierpotenzen entsprechen, beginnend bei R= 162
bis zur maximalen Auﬂösung von Rmax = 16.3842 auf dem Testsystem. Als Fehlerkriterien
werden folgende Werte jeweils für die Oberﬂäche innerhalb der deﬁnierten Region of Interest,
für die Oberﬂächen außerhalb der Region of Interest sowie für das gesamte Bauteil berechnet
und ausgegeben:
• Der prozentuale, von der Auﬂösung R abhängige Schichtvolumenfehler











wobei Vi(R) das an Messpunkt i unter Verwendung der Auﬂösung R abgelagerte Schicht-
volumen darstellt.































Abbildung 6.4: Maximaler Schichtfehler Eh,max(R) für verschiedene Tiefenpuﬀerauﬂösungen
für die Bauteile Mat2a und Mat3d innerhalb und außerhalb der Region of Interest.
Einﬂuss der Auﬂösung für verschiedene Bauteile
Für die im Rahmen dieser Arbeit beschichteten MatrizenbauteileMat3d undMat2a, welche
in Anhang D gezeigt werden, sind die Fehlerwerte Eh,max(R) innerhalb und außerhalb der Re-
gion of Interest, also der zu beschichtenden Funktionsoberﬂäche, in Abbildung 6.4 dargestellt.
Dabei ist zunächst zu erkennen, dass Eh,max erwartungsgemäß mit steigender Auﬂösung des
Tiefenpuﬀers in der Tendenz abnimmt. Lokal kann es jedoch auch zu Anstiegen kommen,
da sich mit der Tiefenpuﬀerauﬂösung auch die Abtastpositionen der Tiefenfragmente ändern.
Des Weiteren ist die maximale Schichtdickenabweichung außerhalb der Region of Interest bei
beiden Bauteilen deutlich höher. Dies ist darauf zurückzuführen, dass die Bereiche innerhalb
der Region of Interest in der Regel aus näherungsweise senkrechter Anstellung beschichtet
werden. Im Gegensatz dazu werden die nicht in der Region of Interest enthaltenen Seitenﬂä-
chen des Bauteils, wie in Abbildung 6.16f auf Seite 219 zu erkennen ist, unter sehr ﬂachen
Anstellwinkeln beschichtet und weisen daher deutlich höhere Abweichungen Eh,max(R) auf.
Insgesamt reicht für beide Matrizenbauteile in Bezug auf Eh,max die Verwendung einer Auf-
lösung zwischen 2562 und 10242 aus, wobei nach Abbildung 6.4 innerhalb der Region of
Interest ein maximaler Schichtfehler von 1–2 µm erwartet werden kann. Der durchschnittliche
Schichtdickenfehler ist für diese Konﬁgurationen deutlich geringer und liegt im Bereich von
0,1–0,2 µm sowohl innerhalb als auch außerhalb der Region of Interest.
Da die Matrizenbauteile zwar einige – von den Roboterbahnpositionen aus gesehen – verdeck-
te Teilﬂächen enthalten, jedoch fast keine Selbstverdeckung der Geometrie aufweisen, wurde
das in Abbildung 6.5a dargestellte ﬁligrane und hochauﬂösende Fahrradmodell als zusätzliche
Testgeometrie verwendet. Speziell für die Untersuchung und Demonstration des Einﬂusses
der Tiefenpuﬀerauﬂösung wurde – von der Mäanderbahn aus gesehen – hinter dem Fahr-
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Abbildung 6.5: Veranschaulichung des Einﬂusses der für die Beschichtungssimulation gewähl-
ten Tiefenpuﬀerauﬂösung anhand des Schattenwurfs eines ﬁligranen Fahrradmodells. Niedrigere
Auﬂösungen verursachen Blockartefakte im Schattenwurf. (a) Fahrradmodell aus Sicht des Spritz-
brenners. (b) Tiefenpuﬀerauﬂösung R = 162. (c) R = 642. (d) R = 1.0242. (e) R = 16.3842. Für
R = 16.3842 sind auch in der Detailansicht (f) sowie auf der Rückseite der Schattenebene (g)





















Abbildung 6.6: Durchschnittlicher prozentualer Schichtvolumenfehler Evol(R) für verschiedene
Tiefenpuﬀerauﬂösungen für die Bauteile Mat2a, Mat3d sowie das anspruchsvolle Fahrradmo-
dell aus Abbildung 6.5a. Aufgrund der ﬁligranen Verschattungen ist für das Fahrradmodell eine
deutlich höhere Auﬂösung erforderlich.
radmodell eine in der Abbildung rot dargestellte ebene Wand mit einer großen Anzahl an
Messpunkten hinzugefügt, welche durch das Fahrrad teilweise verdeckt wird. Von einer ein-
zelnen, mittigen Position der Bahn wird so ein Schatten des gesamten Fahrradmodells auf
der dahinterliegenden Wand abgebildet. Durch diese Selbstverschattung wird der Einﬂuss der
Tiefenpuﬀerauﬂösung direkt am beschichteten Modell in Form von Blockartefakten im Schat-
tenwurf des Fahrrades sichtbar (Abbildung 6.5). Während hier die Unterschiede zwischen den
Auﬂösungen R = 162, R = 642 und R = 1.0242 deutlich erkennbar sind, bietet die Auﬂösung
R = 16.3842 nur noch am Bildschirm erkennbare Verbesserungen der Schattendetails. Dieser
hohe Selbstverschattungsgrad und die Vielzahl sehr ﬁligraner Strukturen schlagen sich auch
bei der Betrachtung der prozentualen Schichtvolumenfehler Eh,max(R) für unterschiedliche
Auﬂösungen R nieder, bei der das Fahrradmodell im Vergleich mit den beiden Matrizen-
bauteilen durchgehend deutlich höhere Fehlerwerte aufweist (Abbildung 6.6). Derartig feine
Strukturen sind jedoch auch in der Praxis kaum beschichtbar. Für die tatsächlich gefertigten
Matrizenbauteile liegt der Schichtvolumenfehler bei einer Auﬂösung von R= 2562 bereits bei
unter 0,1% und bei R= 1.0242 unter 0,036%.
Insgesamt kann daher festgestellt werden, dass die Verwendung mittlerer Tiefenpuﬀerauf-
lösungen für die Simulation realer Bauteile, beispielsweise im Rahmen einer Bahnplanung,
ausreichend sind und für komplexere Bauteile als die vorgestellten Matrizensegmente noch
ausreichend Spielraum besteht. Lediglich für eine Analyse der ungewollt auf den Seitenﬂächen




Alternative zum Tiefenpuﬀeralgorithmus: Raycasting
Speziell für die Analyse des Oversprays könnte statt des Tiefenpuﬀeralgorithmus eine direk-
te Raycasting-Methode zur Sichtbarkeitsberechnung, welche auch im allgemeinen Fall das
Tiefenpuﬀerverfahren ersetzen könnte, vorteilhaft sein. Mittels eines Raycasting-Verfahrens
könnte hier eine Entkopplung von der Bildraumauﬂösung erreicht und jeder Messpunkt durch
die Berechnung der Schnittpunkte eines Strahls zwischen Brenner und Messpunkt direkt auf
Sichtbarkeit getestet werden.
Nachteilig an der Verwendung eines Raycasting-Verfahrens ist jedoch, dass diese bislang deut-
lich mehr Rechenzeit als das GPU-seitig implementierte Tiefenpuﬀerverfahren benötigen und
daher dem in dieser Arbeit angestrebten Ziel, eine möglichst performante Simulation zu er-
möglichen, entgegenstehen. Nichtsdestotrotz gibt es vielversprechende Bestrebungen, hardwa-
rebeschleunigte und echtzeitfähige Raycasting- und Raytracing-Verfahren zu entwickeln [74].
Viel Beachtung ﬁndet in diesem Zusammenhang momentan die von Nvidia entwickelte Soft-
warebibliothek Optix, deren Performanz im Vergleich mit der in dieser Arbeit entwickelten
Methodik in Kapitel 6.2.2 diskutiert wird.
Abgesehen von der zur Zeit noch geringeren Performanz von Raycasting-Verfahren besteht je-
doch auch ein qualitatives Problem darin, dass viele Schnittest-Algorithmen für den Dreiecks-
Strahl-Test nicht wasserdicht sind [175]. Dies bedeutet, dass die verfolgten Sichtstrahlen auch
intakte, geschlossene Dreiecksnetze aufgrund numerischer Probleme hin und wieder durch-
dringen können, wenn der Schnittpunkt zu nahe an einer Dreieckskante liegt. Diese Proble-
matik triﬀt auch auf das Raycasting-Modul „Optix Prime“ der Optix-Bibliothek zu. Prakti-
sche Tests mit diesem Modul zeigten darüber hinaus, dass eine Verschärfung des Problems
im Anwendungsfall der Beschichtungssimulation dadurch entsteht, dass nicht in erster Linie
Punkte, die unter besonders ﬂachem Winkel betrachtet werden, falsch klassiﬁziert werden,
sondern beliebige Punkte. Dies kommt zwar selten vor, allerdings ist der dadurch verursachte
Beschichtungsfehler meist deutlich größer als bei Fehlklassiﬁzierungen des Tiefenpuﬀerverfah-
rens, da letztere fast ausschließlich in Bereichen ﬂacher Beschichtungswinkel auftreten, für die
das Schichtinkrement modellbedingt ohnehin nahe bei Null liegt.
Wasserdichte Tests für maximale Genauigkeit liefert beispielsweise der von Woop et al. entwi-
ckelte Schnitttest [175] oder der von Woop et al. ebenfalls als sehr gut getestete Algorithmus
von Dammertz und Keller [36]. Der vergleichsweise hohe Aufwand zur Umsetzung dieser Al-
gorithmen scheint jedoch für die entwickelte Simulation nicht lohnenswert.
6.2 Simulationsgeschwindigkeit
Insbesondere für den Einsatz der Simulation im Rahmen einer automatisierten Bahnpla-
nung ist die Geschwindigkeit der Simulation von zentraler Bedeutung, um die Planung und
-optimierung von Beschichtungsbahnen innerhalb eines akzeptablen Zeitfensters zu ermögli-
chen. Sowohl bei der Entwicklung als auch bei der GPU-basierten Implementierung der ent-
wickelten Algorithmen wurde daher der Geschwindigkeit ein hoher Stellenwert beigemessen.
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System / CPU Graﬁkhardware
Hersteller Intel Hersteller Nvidia
CPU Intel Core i7-2600K GPU GeForce GTX Titan black
Architektur Sandy Bridge Architektur Kepler
CPU Kerne 4 (HT 8) Kerne 2.880
CPU Takt 3,4 GHz GPU Takt 890 MHz
Hauptspeicher 16 GB DDR3 Speicher 6 GB
Speichertakt 1.750MHz
Bus PCIe 2.0 Anschluss x16
System MS Windows 7 (x64) Treiberversion 335.23
Tabelle 6.1: Hardwarekonﬁguration des Testsystems.
Während in Kapitel 5.5 bereits an verschiedenen Stellen speziﬁsche Maßnahmen zur Verbesse-
rung der Simulationsgeschwindigkeit diskutiert wurden, wird im Folgenden auf die insgesamt
erreichbare Geschwindigkeit für verschiedene Beschichtungssituationen eingegangen, um einen
Eindruck von der Praxistauglichkeit des Gesamtsystems zu vermitteln.
6.2.1 Laufzeitmessung und Analyse
Als Testsystem für die Laufzeitmessungen wurde ein PC mit Intel Core i7-2600 CPU und
Nvidia GTX Titan black Graﬁkkarte mit der in der in Tabelle 6.1 aufgeführten Detailkonﬁ-
guration eingesetzt. Die Geschwindigkeit der Simulation wurde programmatisch durch Mes-
sung der Simulationsdauer ermittelt. Dabei wurde durch Einfügen des glFinish-Befehls am
Ende der Simulation sichergestellt (vergleiche Kapitel 5.5.3), dass auch die auf der GPU aus-
geführten Algorithmen innerhalb der gemessenen Zeitspanne beendet sind. Die gemessene
Zeitspanne umfasst also alle CPU- und GPU-basierten Berechnungen. Ausgenommen sind
in der folgenden Betrachtung einmalige Initialisierungen, etwa von Framebuﬀer Objects oder
Shaderkompilierungszeiten, welche in typischen Anwendungsszenarien wie der Bahnplanung
oder der Sensitivitätsanalyse aufgrund der Vielzahl von Simulationsaufrufen vernachlässigbar
sind. Neben der Dauer einer Simulation ergibt sich als wichtige Kenngröße die Anzahl der
durchgeführten Simulationszeitschritte pro Sekunde (SPS) direkt als Quotient der Gesamtan-
zahl der durchgeführten Schritte und der Simulationsdauer.
Die Laufzeit der Simulation wurde unter Variation der Anzahl der Messpunkte und der Auf-
lösung des verwendeten Tiefenpuﬀers durchgeführt, um deren Einﬂuss auf die Laufzeit ab-
zubilden. Zu diesem Zweck wurden kugelförmige Bauteilvernetzungen mit 2k näherungsweise
gleichverteilten Messpunkten generiert, wobei k im Bereich 4–21 und dementsprechend die
Messpunktanzahl zwischen 16 und 2.097.152 lag. Die Tiefenpuﬀerauﬂösung wurde zwischen
2562 und 16.3842 in den Schritten 2562, 1.0242, 4.0962 und 16.3842 variiert, wobei letzte-
re die höchstmögliche auf der verwendeten GPU unterstützte Auﬂösung darstellt. Für jede
Kombination aus Messpunktanzahl und Tiefenpuﬀerauﬂösung wurde die Simulation unter
Verwendung der in Abbildung 5.9 dargestellten helixförmigen Bahn dreimal mit und dreimal
ohne die Berechnung bahnbezogener Zielgrößen in je 25.000 Zeitschritten durchgeführt. Die
gemessenen Werte für identische Parametrisierungen wurden für die Auswertung der Laufzei-
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ten gemittelt. Die Abbildungen 6.7a und 6.7c zeigen die gemessenen Zeitschritte pro Sekunde
sowie die Gesamtlaufzeit der Simulation in Abhängigkeit der in logarithmischer Skala aufge-
tragenen Vertexanzahl für die Simulationen einschließlich der Berechnung der bahnbezogenen
Zielgrößen, wobei die unterschiedlichen Farben verschiedene Tiefenpuﬀerauﬂösungen kenn-
zeichnen. Die höchsten erreichbaren SPS-Werte liegen dabei im Bereich zwischen 2.700 und
3.700. Eine Analyse mittels der bereits in Kapitel 5.5.3 vorgestellten Software Parallel Nsight
des Graﬁkkartenherstellers Nvidia ergab, dass die Simulation in diesem Bereich, also für Tie-
fenpuﬀerauﬂösungen 2562 und 1.0242 bis ca. 32.768 Vertices und für die Tiefenpuﬀerauﬂösung
4.0962 bis ca. 4.096 Vertices, durch die CPU beschränkt ist. Dies bedeutet, dass die GPU in
diesen Fällen die Berechnung der Simulationsergebnisse schneller durchführen kann, als die
CPU die OpenGL-Befehle übermittelt. Die leichte Abnahme der SPS-Werte in diesem CPU-
beschränkten Bereich ist auf die mit jeder Vervierfachung der Vertexanzahl hinzukommende
Reduktionsiteration, welche jeweils 7 zusätzliche API-Befehle beinhaltet, zurückzuführen. Da
die GPU deutlich mehr Rechenleistung besitzt und im Rahmen des entwickelten Simula-
tionsalgorithmus nahezu alle Berechnungen durchführt, ist diese CPU-Beschränkung zwar
prinzipiell nicht optimal im Bezug auf eine eﬃziente Nutzung der GPU, allerdings werden in
der Praxis kaum Anwendungsfälle in diesen Parameterbereich fallen.
Für höhere Auﬂösungen des Tiefenpuﬀers sowie eine größere Anzahl an Messpunkten steigt
der GPU-seitige Rechenaufwand und die SPS-Werte sinken deutlich ab. Mit steigender Ver-
texanzahl fällt die Leistung dabei zunächst für größere Tiefenpuﬀer schneller, bevor sich die
SPS-Werte für die verschiedenen Tiefenpuﬀerwerte schließlich annähern. Für die maximale
Tiefenpuﬀerauﬂösung 16.3842 werden maximal ca. 500 SPS erreicht und die Gesamtleistung
ist stets durch die GPU beschränkt. Dieser deutliche Einﬂuss der Tiefenpuﬀerauﬂösung auf
die Rechenzeit erscheint insbesondere vor dem Hintergrund, dass die Tiefenpuﬀerauﬂösung
im Gegensatz zur Vertexanzahl nur in einem einzigen Schritt – der Initialisierung des Tie-
fenpuﬀers mittels einfachster Shaderprogramme – zum Tragen kommt, zunächst überhöht.
Erklärbar ist dieser Einﬂuss jedoch mit einer Betrachtung der Datenmenge, welche bei der
Initialisierung des Tiefenpuﬀers im Vergleich zu anderen Schritten des Algorithmus in den
Graﬁkspeicher transferiert werden muss. Für die Tiefenpuﬀerauﬂösungen 2562 und 1.0242 sind
noch übliche 0,25 bzw. 4 Megabyte, für 4.0962 bereits 64MB und für 16.3842 sogar 1.024MB
pro Zeitschritt zu transferieren. Demgegenüber liegt die berechnete und in den verschiedenen
Framebuﬀern zu speichernde Datenmenge in den übrigen Teilen des Algorithmus im Mittel
bei vergleichsweise geringen 187MB pro einer Millionen Messpunkte für den betrachteten Be-
reich. Dies umfasst sowohl die bei der Berechnung der oberﬂächenbezogenen Werte in „Pass
1“ (vergleiche Kapitel 5.5) als auch die bei der Berechnung der bahnbezogenen Werte durch
den Reduktionsalgorithmus anfallenden Daten. Insbesondere für den ein Gigabyte großen Tie-
fenpuﬀer sind die erreichten 500 SPS daher aus hardwaretechnischer Sichtweise ein sehr guter
Wert, da die somit mindestens zwischen GPU und Graﬁkspeicher transferierten logischen
500GB/s die theoretisch maximale Speicherbandbreite der GPU von 336GB/s dank der mit
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Abbildung 6.7: Erreichte SPS auf dem Testsystem (Tabelle 6.1) in Abhängigkeit von der Tie-
fenpuﬀerauﬂösung und der Messpunktanzahl (K = 1024, M = 10242). (a) Erreichte SPS für die
Berechnung oberﬂächen- und bahnbezogener Zielgrößen zusammengenommen (gestrichelte Kur-
ven). (b) Zusätzlich Angabe der erreichten SPS bei Deaktivierung der Berechnung bahnbezogener
Zielgrößen (durchgehende Kurven). (c) Gesamtsimulationsdauer für 25.000 Zeitschritte.
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Abbildung 6.7b zeigt die erreichten SPS-Werte für dieselben Messpunktanzahlen und Tiefen-
puﬀergrößen wie Abbildung 6.7a, jedoch ohne die Berechnung der bahnbezogenen Zielgrö-
ßen. Zusätzlich sind die Kurven aus Abbildung 6.7a hier noch einmal in grau eingezeichnet.
Aufgrund der mit 58 API-Aufrufen deutlich geringeren Gesamtzahl an Befehlen werden für
die Berechnung der Oberﬂächengrößen, im wiederum CPU-beschränkten Bereich, 20.000 bis
22.000 SPS erreicht. Der qualitative Verlauf der SPS-Werte ähnelt der in Abbildung 6.7a
und die Tiefenpuﬀerauﬂösung und Vertexanzahl wirken sich entsprechend aus. Auﬀällig ist
lediglich, dass die Tiefenpuﬀerauﬂösung 4.0962 in diesem Fall durchgehend GPU-beschränkt
ist und auch bei geringeren Auﬂösungen die SPS-Rate bereits bei deutlich kleineren Vertex-
anzahlen abnimmt. Dies ist direkt auf die geringere Rechenzeit der CPU für die API-Aufrufe
zurückzuführen.
Insgesamt zeigen die gemessenen Laufzeiten eindrucksvoll die Leistungsfähigkeit des GPU-
basierten Simulationsansatzes und ermöglichen die Durchführung von Beschichtungssimula-
tionen für relativ komplexe Werkstücke innerhalb weniger Sekunden. Für das in Anhang D
dargestellte Bauteil Mat3d, welches 18.231 Messpunkte auf der Bauteiloberﬂäche aufweist,
beträgt die durchschnittliche Simulationsdauer (10.000 Zeitschritte) zur Berechnung der in
der in Kapitel 6.4.2 vorgestellten Bahnoptimierung benötigten Schichtdickenverteilung bei-
spielsweise weniger als 0,7 s. Auch für komplexere Werkstücke und längere Roboterbahnen
ist die benötigte Simulationsdauer ausreichend kurz, um eine Vielzahl von Simulationen im
Rahmen einer Bahnoptimierung in kurzer Zeit zu bewältigen.
6.2.2 Vergleich mit Nvidia Optix
Vor dem Hintergrund der rasanten Entwicklung von GPGPU-Verfahren und Bibliotheken wie
CUDA1 oder OpenCL2 stellt sich die Frage, ob die Entwicklung einer GPU-beschleunigten Si-
mulation auf Basis der herkömmlichen OpenGL-Renderingpipeline noch sinnvoll beziehungs-
weise ebenso leistungsfähig ist. Betrachtet man beispielsweise die Entwicklung von CUDA,
welche seit 2007 von Nvidia unter großem Ressourceneinsatz betrieben wird und zu einem
sehr eﬃzienten und ausgereiften Programmiersystem geführt hat, so ist diese Frage durch-
aus berechtigt. Wesentliche Gründe, welche für die Verwendung der klassischen OpenGL-
Renderingpipeline sprechen, sind jedoch die vorhandene Dualität zwischen OpenGL-Kamera
und Spritzbrenner beziehungsweise OpenGL-Sichtpyramide und Spritzstrahlgeometrie sowie
ganz allgemein die Tatsache, dass die Beschichtungssimulation ein Geometrieverarbeitungs-
prozess ist, für den das OpenGL-Framework besser ausgelegt ist als CUDA. Im Kern bietet
OpenGL an dieser Stelle den in hochoptimierter Hardware realisierten Tiefenpuﬀeralgorith-
mus zur Lösung des für die Simulation zentralen Sichtbarkeitsproblems. Für eine nur auf
CUDA- oder OpenCL-basierende Simulationsimplementierung müsste diese algorithmische
Lücke zunächst geschlossen werden, wobei davon auszugehen ist, dass eine Lösung, welche





reicht, falls überhaupt, dann nur unter sehr hohem Aufwand realisierbar ist. Eine Möglichkeit,
diese Lücke zu schließen, bietet die momentan viel beachtete und beworbene Raytracing-
Bibliothek „NVidia Optix“, welche von Nvidia seit einiger Zeit mit dem Ziel, GPU-basiertes
Echtzeitraytracing zu realisieren, entwickelt wird und welche seit 2014 die Low-Level-API
„Optix Prime“ beinhaltet, um GPU-beschleunigte Sichtbarkeitsberechnungen auf Basis von
Schnitttests zwischen Strahlen und Dreiecksnetzen durchzuführen.
Ungeachtet der Umstände, welche sich durch die fehlende Wasserdichtigkeit des von Nvidia
eingesetzten Schnitttests ergeben (vergleiche Kapitel 6.1.3), wurde die Leistungsfähigkeit die-
ser Bibliothek untersucht und mit der der Renderingpipeline-basierten Simulation verglichen.
Zu diesem Zweck wurde eine möglichst eﬃziente Realisierung der Sichtbarkeitsberechnung
mittels Optix Prime angestrebt, auf die Reimplementierung des Beschichtungsmodells wurde
an dieser Stelle zunächst verzichtet.
Die Optix-Prime Programmierschnittstelle ist sehr einfach gehalten. In einem ersten Schritt
wird ein Dreiecksnetz mittels Knotenkoordinaten- und Facetten-Knoten-Inzidenzliste speziﬁ-
ziert, welches auf die GPU übertragen und mit einer automatisch generierten Begrenzungsvo-
lumenhierarchie zur Durchführung von Schnitttests verknüpft wird. Die parallele Ausführung
einer Menge von Schnitttests, welche query genannt wird, folgt dann folgendem einfachen
Schema:
1 Model model = context−>createModel ( ) ;
2 // . . . Modell s p e z i f i z i e r e n . . .
3
4 f loat ∗ device_rayBuf fer , dev i c e_h i tBu f f e r ;
5 // . . . S t rah len d e f i n i e r e n . . .
6
7 query = model−>createQuery (RTP_QUERY_TYPE_ANY) ;
8 query−>setRays ( numberOfRays , RTP_BUFFER_FORMAT_RAY_ORIGIN_TMIN_DIRECTION_TMAX,
9 RTP_BUFFER_TYPE_CUDA_LINEAR, dev ice_rayBuf fer ) ;
10 query−>se tH i t s ( numberOfRays , RTP_BUFFER_FORMAT_HIT_T,
11 RTP_BUFFER_TYPE_CUDA_LINEAR, dev i c e_h i tBu f f e r ) ;
12 query−>execute ( RTP_QUERY_HINT_ASYNC ) ;
13
14 // . . . H i tBuf f e r auswerten . . .
Dabei werden zunächst die zu testenden Strahlen mit Anfangspunkt, Richtung und zu tes-
tenden Intervallgrenzen in einem CUDA-Buﬀer device_rayBuffer abgelegt. Für die Rückgabe
der Ergebnisse der Schnitttests, welche im einfachsten Fall boolesche Werte sind, wird eben-
falls ein CUDA-Buﬀer device_hitBuffer angelegt und beide werden an ein für das Modell
erzeugtes query-Objekt übergeben. Für dieses wird mittels RTP_QUERY_TYPE_ANY die schnellste
Schnitttestvariante gewählt, welche einen beliebigen Schnitt sucht. Mittels execute wird der
Test schließlich ausgeführt und anschließend können die Ergebnisse anhand des Hitbuﬀers
ausgewertet werden. Für die Bestimmung der zu beschichtenden Messpunkte werden dabei
Strahlen von allen Messpunkten in Richtung der Brennerposition in Intervallen ausgewer-
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Abbildung 6.8: Vergleich der Geschwindigkeit der Beschichtungssimulation mit Raycasting-
basierter Sichtbarkeitsberechnung durch Nvidia Optix Prime. (a) Erreichte Strahltests pro Sekun-
de für verschiedene Tiefenpuﬀerauﬂösungen der Simulation sowie für Optix Prime mit und ohne
Neugenerierung von Strahlen in jedem Zeitschritt. (b) Speedup-Faktor der Tiefenpuﬀer-basierten
Sichtbarkeitsberechnung gegenüber Optix Prime ohne Strahlneugenerierung.
reichen. Hierfür müssen die Startpunkte, Richtungen und Intervallgrenzen jedes Strahls in
jedem Zeitschritt neu berechnet und gesetzt werden. Diese Berechnungen erfolgten CPU-
seitig unter Ausnutzung aller CPU-Kerne und zur Maximierung der CPU-GPU Transferrate
in „page-locked“-Speicher, welcher stets in physikalischem Arbeitsspeicher verfügbar gehalten
wird. Eine umgekehrte Strategie, bei der das Modell relativ zum Brenner transformiert und
stets dieselben Strahlen verwendet werden, um das Tiefenpuﬀerverfahren nachzubilden, ist
nicht praktikabel, da in diesem Fall in jedem Zeitschritt die Begrenzungsvolumenhierarchie
neu aufgebaut werden müsste.
Für die Messung der Laufzeiten dieser Methode wurden die bereits bekannten Helixbahnen
und Kugelbauteile mit unterschiedlich vielen Messpunkten verwendet (Abbildung 5.9). Um zu
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berücksichtigen, dass die Auswertung der Schnitttests und die Auswertung des Simulationsmo-
dells auch GPU-seitig in CUDA erfolgen könnte, wobei keine teuren Speichertransfers anfallen
würden, wurden die Laufzeiten zweier Varianten – mit und ohne Neuberechnung der Strahlen
– untersucht. Für die Variante ohne eine Strahlneuberechnung wurden stets dieselben, GPU-
seitig gespeicherten Strahlen verwendet. Die auf dem Testsystem gemessenen Geschwindig-
keiten sind in Abbildung 6.8a im Vergleich mit den zuvor ermittelten Geschwindigkeiten der
Beschichtungssimulation dargestellt. Entsprechend üblicher Raytracing-Benchmarks erfolgt
die Angabe hier in Millionen Strahlen pro Sekunde (Mrays/s). Die Optix-basierten Schnitt-
tests erreichen maximale 52,4Mrays/s ohne Speichertransfers und lediglich 20,5Mrays/s und
bleiben damit deutlich hinter den Marketingwerten für Optix zurück3. Demgegenüber er-
reicht die implementierte, auf der Rendering-Pipeline basierende Simulation weitaus bessere
Geschwindigkeiten mit einem Maximum von 429Mrays/s, wobei hier zusätzlich bereits die
Berechnung und das Speichern sämtlicher oberﬂächenbezogener Zielgrößen enthalten sind.
Für die Tiefenpuﬀerauﬂösungen R ≤ 4.0962 ist die Simulation in keinem Fall langsamer als
Optix Prime, für R≤ 1.0242 ist die Simulation stets mindestens 3× und für Bauteile mit sehr
vielen Messpunkten bis zu 9.5× schneller als die Optix-Implementierung. Wird in der Shader-
Implementierung der Beschichtungssimulation die Berechnung der Zielgrößen deaktiviert, um
auch hier lediglich die Sichtbarkeit der Messpunkte zu berechnen und zu speichern, werden
sogar bis zu 578Mrays/s erreicht. Der in diesem Fall erreichte Speedup-Faktor gegenüber der
schnelleren Optix-Variante ist in Abbildung 6.8b dargestellt und liegt im relevanten Bereich
ab etwa 16.384 Messpunkten zwischen 4× und 11,5× mit einem Durchschnitt von 10,25×.
Die Verwendung der herkömmlichen OpenGL-Renderingpipeline zur Abbildung der Funktio-
nalität der Beschichtungssimulation und die damit verbundene Ausnutzung des hardwarege-
stützten Tiefenpuﬀerverfahrens ist folglich um ein Vielfaches schneller als die Verwendung
von Optix Prime, welches seinerseits als aktueller Stand der Technik auf dem Gebiet des
GPU-basierten Raytracings angesehen werden kann.
6.3 Beschichtung von Tiefziehwerkzeugen
Zur Evaluation der entwickelten Beschichtungssimulation anhand komplexer Bauteilgeome-
trien wurden die in Anhang D dargestellten Matrizenbauteile Mat2a und Mat3d eines im
Rahmen des Sonderforschungsbereichs 708 entwickelten Tiefziehwerkzeugs verwendet.
Im folgenden Abschnitt 6.3.1 wird dazu zunächst auf den Versuchsaufbau und die Versuchs-
durchführung eingegangen. Abschnitt 6.3.2 behandelt die Vermessung der Schichtdickenver-
teilung auf den Bauteilen, welche aufgrund der hohen geometrischen Komplexität und der
vergleichsweise dünnen Beschichtung eine nichttriviale Aufgabe darstellt. Anschließend wer-
3Weitere Tests zeigten, dass die seitens Nvidia angegebenen mehreren hundert Mrays/s lediglich in sehr
einfachen Spezialfällen erreichbar sind, beispielsweise für gleichlange parallele Strahlen oder vielfache Tests mit
demselben Strahl. Es ist zu vermuten, dass die unvermeidbar ungleiche Berechnungsdauer für unterschiedliche
Strahlen die parallelisierte Berechnung stark ausbremst.
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den in Abschnitt 6.3.3 die Messergebnisse mit den Simulationsergebnissen verglichen und
diskutiert.
6.3.1 Bauteile und Versuchsdurchführung
Zur Evaluation der Simulation wurden zwei unterschiedliche Matrizensegmente beschichtet
und vermessen, welche mit den Kürzeln Mat2a und Mat3d bezeichnet werden. Beide Bau-
teile sind in Anhang D ausführlich in mehreren Darstellungen illustriert, wobei die einzel-
nen Abbildungen jeweils die Bauteilbemaßung, die Einordnung des Segments innerhalb der
vollständigen vierelementigen Matrize des Werkzeugs, die Deﬁnition der zu beschichtenden
Funktionsﬂäche (Region of Interest) sowie mehrere Ansichten der zur Beschichtung verwen-
deten Roboterbahn zeigen. Letztere umfassen für jedes Bauteil orthographische Seiten- und
Vorderansichten der Roboterbahn sowie zwei perspektivische Ansichten, welche zum einen
den Bahnverlauf an der Brennerdüse, im Abstand von 110mm von der Bauteiloberﬂäche,
und zum anderen den Bahnverlauf des TCP auf der Bauteiloberﬂäche darstellen.
Erstellt wurden beide Bahnen zunächst mittels des von Kout und Müller [82] beschriebenen
Algorithmus zur Berechnung quasi-paralleler Bahnen auf Basis einer Dreiecksnetzrepräsenta-
tion. Als Ausgangskurven (Seed-Kurven) wurden hierfür jeweils die Bauteilkanten am unteren
Ende der Funktionsﬂäche unterhalb des Ziehradius gewählt und der geodätische Bahnabstand
auf den für den Lichtbogenspritzprozess gewünschten Wert von 5mm festgelegt. Abweichend
von dem üblichen Ziel, die gesamte Funktionsﬂäche der Bauteile mit einer konstanten Schicht-
dicke zu beschichten, wurde für die in dieser Arbeit durchgeführten Evaluationsversuche die
Bahn des Bauteils Mat2a gekürzt, um ein sichtbares Auslaufen der Beschichtung auf der
Oberseite des Bauteils zu realisieren (Seite 245 unten). Dadurch wird ein weiteres Beschich-
tungsmerkmal eingeführt, welches beispielsweise im Rahmen der Vermessung der Schichtpro-
ﬁle als Bezugspunkt dienen kann.
Im Rahmen der praktischen Durchführung der Beschichtungsexperimente wurden drei Proben
vom TypMat2a und zwei Proben vom TypMat3d mittels des in Kapitel 2.2 beschriebenen
Lichtbogenspritzprozesses beschichtet. Wie auch bei der Herstellung von Footprintproﬁlen
wurden die Proben zur Vorbereitung zunächst händisch gesandstrahlt, um die Oberﬂäche
anzurauen. Da damit auch ein geringer Schichtabtrag des Grundwerkstoﬀs einhergeht, wur-
den die Proben nach dem Sandstrahlen mit dem im folgenden Kapitel beschriebenen, takti-
len Scansystem vermessen, um eine exakte digitale Referenzgeometrie jeder unbeschichteten
Probe für die spätere Bestimmung der Schichtdicken zu erhalten. Um zu verhindern, dass
einzelne Partikel an den nicht zu beschichtenden Seitenﬂächen anhaften, wurden diese Flä-
chen anschließend mit einem speziellen Maskierungsmittel bestrichen. Im ﬁnalen Produkti-
onsprozess ist dies erforderlich, damit die einzelnen Matrizensegmente formschlüssig montiert
werden können. Für die hier durchgeführte Evaluation ist dieser Maskierungsschritt primär
darin begründet, dass die Seitenﬂächen des Bauteils als geometrische Referenzﬂächen für die
Vermessung der Bauteile dienen. Zur Sicherstellung einer exakt identischen Einmessung der




Abbildung 6.9: Beschichtung des Bauteils Mat3d mit dem Lichtbogenspritzprozess. (a) De-
tailansicht der mit nach oben weisendem Radiusausschnitt in der Halterung montierten Probe im
Beschichtungsprozess. (b) Stellung des Roboters mit Führung des Schlauchpakets über eine mit
einem Federzug an der Decke aufgehängte Rolle.
daher unverändert bleiben. Nach der Maskierung der Seitenﬂächen wurden die Proben in ei-
nem Ofen vortemperiert und anschließend beschichtet (Abbildung 6.9). Um eine konsistente
Platzierung der Proben relativ zum Roboter zu gewährleisten, wurden alle Proben während
der Beschichtung in Magnethalterungen mit deﬁnierten seitlichen Anschlägen platziert.
Für eine möglichst exakte Nachstellung des Beschichtungsprozesses in der Beschichtungssi-
mulation wurde für die Roboterbahnen beider Bauteile zunächst die Roboterdynamik mit
der Software Robotstudio des Roboterherstellers simuliert. Dabei entsprachen die relative
Platzierung von Roboter und Bauteil sowie die Posen des Roboters exakt denen der Ver-
suchsdurchführung. Die resultierenden, dynamikkorrigierten Bahnen wurden anschließend in
die Beschichtungssimulation überführt. Die Längen der resultierenden TCP-Bahnen für die
Bauteile Mat2a und Mat3d betragen für jeweils zwei durchgeführte Überläufe 13,5m re-
spektive 37,9m und sind in 3.020 bzw. 7.815 diskreten Roboterkonﬁgurationen kodiert. Die
Verfahrzeiten betragen 71,6 s respektive 183,6 s. Für die Bauteilgeometrien wurden Dreiecks-
netze auf Basis der CAD-Daten der Bauteile erstellt, welche 15.863 (Mat2a) und 18.231
(Mat3d) Vertices beziehungsweise Messpunkte enthalten.
6.3.2 Messung der Schichtdickenverteilung
Wie bereits in Kapitel 3 deutlich wurde, ist die großﬂächige Vermessung der Schichtdickenver-
teilung bereits für ebene Footprintsubstrate ein komplizierter Prozess, welcher einer Vielzahl
von potentiellen Störeinﬂüssen unterliegt. Hierzu zählen die spannungsbedingte Bauteilde-
formation, der Schichtabtrag und die Aufrauung durch das Sandstrahlen, Positionierungs-
und Einmessfehler sowie im Allgemeinen das Problem, eine im Verhältnis zur Größe der
Bauteiloberﬂäche sehr dünne Schicht zu messen. Bei der Vermessung komplexer Geometrien
kommt darüber hinaus das Problem hinzu, dass das Erschließen einer Nullhöhe auf Basis
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Abbildung 6.10: 3D-Schichtdickenvermessung für das BauteilMat3d. (a) Koordinatenmessma-
schine Zeiss Prismo mit Mat3d-Werkstück. (b) Aufgespanntes Werkstück in der Messumgebung.
Die seitlich überstehende Auﬂageﬂäche dient der vertikalen Probeneinmessung. Temperatursen-
soren sind an der Halterung und am Werkstück befestigt und der Scanvorgang erfolgt mit einem
2-Taster-System (vertikal/horizontal), um alle Messpunkte zu erreichen.
eines unbeschichteten Bauteilrandes nicht möglich ist. Eine Vermessung der äußeren Form
des beschichteten Bauteils und die Berechnung der Schichtdickenverteilung als Diﬀerenz zur
Form der CAD-Geometrie des Bauteils ist theoretisch möglich, berücksichtigt allerdings we-
der den lokal oder von Probe zu Probe variierenden Abtrag durch das händische Sandstrahlen
noch Fertigungstoleranzen in der Bauteilfertigung oder eine Verformung durch freiwerdende
Eigenspannungen. Um diese Einﬂussgrößen nicht zu vernachlässigen, wurden alle im Rahmen
dieser Evaluation beschichteten Probengeometrien je einmal vor der Beschichtung, aber nach
dem Sandstrahlprozess, und einmal nach der Beschichtung vermessen und die Schichtdicken
als Diﬀerenzwerte berechnet.
Taktile 3D-Schichtdickenvermessung
Als Scanner kam dabei ein Portalscanner vom Typ „Prismo 7“ mit taktilem Messkopf „Vast
Gold“ der Firma Zeiss4 zum Einsatz (Abbildung 6.10). Diese hochgenaue Koordinatenmess-
maschine weist eine maximale Antastabweichung von 1,4 µm sowie eine Längenmessabwei-
chung von MPE(E0) = 1.4 +L/333µm (nach DIN EN ISO 10360-2) auf, wobei L die zu
messende Länge in mm angibt. Um temperaturbedingten Messabweichungen vorzubeugen,
ist der Scanner in einer vollklimatisierten Messkabine aufgestellt und verfügt zudem über
Temperatursensoren zur Überwachung der Probentemperatur während des Scanvorgangs. Die




zwölf Stunden akklimatisiert. Die zu erwartende Genauigkeit dieses Scanners übertriﬀt die
der in Tabelle 3.1 in Kapitel 3.5.1 aufgeführten Scanner für die Vermessung vergleichsweise
großer Bauteile.
Mittels der umfangreichen Scansoftware „Zeiss Calypso“ wurde für jede der beiden Geometri-
en ein Scanprogramm entwickelt, welches im ersten Schritt die Lage der Probe im Scanbereich
durch Antasten nicht beschichteter Seitenﬂächen der Probe ermittelt. Dabei werden die Sei-
tenﬂächen und die dem Ziehradius gegenüberliegende Rückseite der Probe jeweils mehrfach
angetastet, um ein Probenkoordinatensystem zu deﬁnieren. Da die gesamte Oberseite der
Proben beschichtet ist, wurde zur vertikalen Einmessung die seitlich über die Probe hinausra-
gende Auﬂageﬂäche der eigens konstruierten und in Abbildung 6.10b fürMat3d dargestellten
Probenhalterung verwendet. Diese besonders massiv ausgelegten Halterungen, mit denen die
Bauteile unterseitig fest verschraubt werden, erfüllen darüber hinaus den Zweck geringfügi-
gen, thermisch bedingten Verformungen, welche aus dem Beschichtungsprozess hervorgehen,
entgegenzuwirken.
Zur zusätzlichen Kontrolle eventuell auftretender Verformungen sowie der vertikalen Proben-
lage wurden Scanbahnen auf der wenige Millimeter über die Aufspannung hinausragenden
Unterseite der Proben sowie auf dem unbeschichteten Teil der Oberseite derMat2a-Bauteile
programmiert. Die Auswertung dieser Bahnscans zeigte eine geringfügige Durchbiegung der
Proben, welche jedoch vor und nach der Beschichtung identisch war. Zusätzlich wurden verti-
kale Verschiebungen der Probenkoordinatensysteme im Bereich von 3,25–4,7 µm festgestellt,
welche nachträglich korrigiert wurden. Eine mögliche Ursache für diese geringe Abweichung
könnten Staubkörner oder Einzelpartikelanhaftungen zwischen der Probenunterseite und der
Aufspannﬂäche der Halterung sein.
Nach der Einmessung des Probenkoordinatensystems folgt im zweiten Schritt des entwickelten
Scanprogramms die eigentliche Vermessung der Probenoberﬂäche. Um hierbei einen einfachen
Vergleich von Mess- und Simulationsdaten zu ermöglichen, wurde eine Teilmenge der Vertices
des zur Simulation verwendeten Dreiecksnetzes als Antastpunkte für die Koordinatenmessma-
schine deﬁniert. Die Antastung erfolgte als Einzelantastung jedes Punktes in Normalenrich-
tung, welche genauer als eine scannende Abtastung der Oberﬂäche ist und das wiederholte
Antasten desselben Punktes vor und nach der Beschichtung garantiert. Zur Beschränkung
der Scandauer einer Probe, welche im Bereich von einigen Stunden liegt, wurden für Mat2a
1.033 der 3.322 und für Mat3d 2.160 der 4.571 Messpunkte innerhalb der Region of Interest
gescannt. Im Anschluss wurden die Schichtdickenwerte der nicht gescannten Messpunkte auf
Basis der Werte benachbarter Punkte interpoliert, wobei durch die Auswahl der gescannten
Messpunkte stets eine ausreichende lokale Abdeckung mit Messwerten sichergestellt war.
Die auf Basis von drei Proben für Mat2a beziehungsweise zwei Proben für Mat3d ermit-
telten durchschnittlichen, d.h. an jedem Messpunkt gemittelten, Schichtdickenverteilungen
sind in den Abbildungen 6.14a und 6.14b dargestellt. Im Folgenden werden diese gemessenen
Schichtdickenverteilungen in Bezug auf den taktilen Scanvorgang mit T2(i) respektive T3(i)
bezeichnet, wobei i einen oder ggf. eine Menge von Messpunktindizes angibt. Die Diskussion
dieser Schichtdickenverteilungen erfolgt in Kapitel 6.3.3.
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(a) (b)
Abbildung 6.11: Positionen der Querschliﬀe für die Bauteile Mat2a und Mat3d. (a) Fünf
vertikal verlaufende Querschliﬀe – aufgrund der maximalen Einbettungsgröße in je drei Abschnitte
unterteilt. (b) Einzelner vertikaler Schnitt durch Mat3d.
Vergleich mit Querschliﬀmessungen
Zur Absicherung der dreidimensionalen taktilen Scans wurden zusätzlich lichtmikroskopische
Querschliﬀe angefertigt und mit dem bereits in Kapitel 3.7 beschriebenen Softwaretool ana-
lysiert, um hochauﬂösende Proﬁlverläufe zu bestimmen. Aufgrund des mit diesen Messungen
verbundenen extrem hohen Zeitaufwandes wurde im Rahmen dieser Querschliﬀmessungen für
jedes Bauteil nur die Probe verwendet, welche am genauesten der mittleren Schichtdickenver-
teilung aller Proben für dieses Bauteil entspricht. Wie in Abbildung 6.11 dargestellt, wurde
die Mat2a-Probe entlang von fünf Schnitten und die Mat3d-Probe entlang eines Schnitts
getrennt, wobei jeder Schnitt noch einmal entsprechend der maximal mit diesem Verfahren
vermessbaren Probengröße in drei Abschnitte zerteilt wurde. Zusätzlich zu der im vorherigen
Abschnitt beschriebenen Einzelpunktvermessung wurden mit der taktilen Koordinatenmess-
maschine im Vorhinein auch Höhenproﬁle entlang genau dieser Querschliﬄagen erfasst.
Zur Beurteilung der Abweichungen sowohl zwischen Querschliﬀproﬁlen und taktilem Scan als
auch zwischen den beiden Scans und den simulierten Werten, welche im folgenden Kapitel
erfolgt, ist es sinnvoll, die beschichteten Bauteilﬂächen in Bereiche mit ähnlichen Eingriﬀs-
bedingungen zu segmentieren. Anhand der aus den Scandaten erhaltenen Information sowie
der Geometrie der Bauteile wurden die in Abbildung 6.12 dargestellten Segmente gewählt.
Zu diesem Zweck wurden die Bereiche „Oberseite“, „Radius“, „Front“ und „Auslaufzone“ –
im Folgenden durch die Indexmengen PO,PR,PF und PA gekennzeichnet – deﬁniert, wobei
das Bauteil Mat2a keinen Front- und Auslaufbereich besitzt. Die Messpunkte der beiden
Bauteilgeometrien wurden diesen Bereichen zugeordnet, wobei Messpunkte in erkennbaren
Übergangszonen der Schichtdickenverteilung oder der Eingriﬀsbedingungen nicht zugeteilt
wurden, um innerhalb jeder Zone möglichst homogene Bedingungen abzubilden. Des Weite-
ren wurden alle Messpunkte auf den Kanten des Bauteils nicht zugeordnet, da an diesen keine
wohldeﬁnierten Eingriﬀsbedingungen vorliegen.
Für jedes der Segmente wurde zunächst ein mittlerer Schichtdickenwert sowohl anhand der
taktilen Messungen als auch auf Basis der in dem jeweiligen Segment liegenden Querschliﬀpro-




Abbildung 6.12: Segmentierung der Region of Interest der Bauteile in unterschiedliche Bereiche
mit ähnlichen Eingriﬀsparameter. (a) Segmentierung des Bauteils Mat2a in die Bereiche PO
(Oberseite, blau) und PR (Radius, grün). (b) Segmentierung des Bauteils Mat3d in die Bereiche
PO (Oberseite, blau), PR (Radius, grün), PF (Front, gelb) und den in rot dargestellten kleinen
Auslaufbereich PA.
taktil gemessenen Schichtdickenwerte der Messpunkte in P∗ und Q2|3(P∗) die Menge aller (un-
geordneten) Querschliﬀmesswerte für die Schichtdicke in dem Bereich – jeweils für das Bauteil
Mat2a oder Mat3d. Die Diﬀerenzwerte zeigen, dass die taktil erfassten mittleren Schichtdi-
cken der einzelnen Bereiche, mit Ausnahme des Radiusbereichs von Mat3d, im Durchschnitt
um 6,0 µm von den Querschliﬀmessungen abweichen, wobei das Vorzeichen der Abweichung
unterschiedlich ist. Die hohe Abweichung von T3(PR) kann dabei nicht allein auf die Tatsache
zurückgeführt werden, dass dieses Segment von allen Segmenten die am wenigsten homogenen
Eingriﬀsbedingungen aufweist, welche potentiell durch einen einzelnen Querschliﬀ nicht aus-
reichend genau erfasst werden. Stattdessen zeigt sich auch im Vergleich des hochauﬂösenden
taktilen Linienscans entlang der Lage des später angefertigten Querschliﬀs mit dem Quer-
schliﬀproﬁl eine Unterschätzung der Schichtdicke durch den taktilen Scan, welche in anderen
Bereichen nicht in dieser Ausprägung auftritt (Abbildung 6.13).
Bauteil Bereich Taktiler Scan Querschliﬀ Diﬀerenz Messwertstreuung
P∗ T 2|3(P∗) Q2|3(P∗) T 2|3(P∗)−Q2|3(P∗) σ(T (P∗))
Mat2a PO 346,9 353,7 −6,8 20,0
Mat2a PR 276,1 284,5 −8,4 12,3
Mat3d PO 350,7 348,2 2,5 22,7
Mat3d PR 256,8 280,4 −23,6 38,2
Mat3d PF 364,4 358,6 5,8 53,6
Mat3d PA 301,8 308,3 −6,5 36,0
Alle Angaben in µm
Tabelle 6.2: Mittelwerte T 2|3(P∗) und Q2|3(P∗) der Schichtdicke in den unterschiedlichen Berei-
chen P∗ der Bauteile Mat2a und Mat3d gemessen mit der taktilen Koordinatenmessmaschine
und als Querschliﬀproﬁl. Abgesehen von einem Ausreißer für den Radiusbereich von Mat3d be-
trägt die durchschnittliche Abweichung 6,0 µm. Die letzte Spalte gibt die Streuung der Messwerte
T (P∗) innerhalb jedes Segments an, welche auf eine Kombination aus Schichtdickenschwankung
und rauheitsbedingter Messabweichung zurückzuführen ist.
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Abbildung 6.13: Links oben: 10-fach überhöht dargestellte Verläufe der im Querschliﬀ und taktil
gemessenen Schichtdicken entlang des in Abbildung 6.11b gezeigten Schnitts durch das Bauteil
Mat3d. Im Radiusbereich ist die Überschätzung der Schichtdicke durch die Simulation sowie die
leichte Unterschätzung durch die taktile Messung zu erkennen. Unten rechts: Vergrößerung des
Radiusbereichs mit ungeglätteten Messungen und Simulationsergebnis.
Eine mögliche Ursache für die Abweichungen des taktilen Scanvorgangs von den Querschliﬀ-
proﬁlen, welche in diesem Fall als Ground-Truth-Basis angesehen werden können, stellen die
unterschiedlichen Rauheiten von gestrahlter Substratoberﬂäche und Beschichtungsoberﬂäche
dar. Da der Scantaster des taktilen Scanners, welcher in diesem Fall einen Durchmesser von
4mm aufwies, auf den Rauheitsspitzen entlangläuft, steigt der Scanfehler mit zunehmender
Rauheit der Oberﬂäche. Für die Schichtdickenmessung nach dem Diﬀerenzprinzip bedeutet
dies, dass die Schichtdicke durch den taktilen Scanvorgang unterschätzt wird, wenn die Sub-
stratrauheit höher als die Rauheit der Beschichtung ist und umgekehrt. Untermauert wird
diese These dadurch, dass die Rauheit auf dem beschichteten Radius der Mat3d-Probe im
Vergleich mit anderen Bereichen gering ausfällt, was die in Tabelle 6.2 aufgeführte hohe
Abweichung von 23,6 µm erklären würde. Die geringere Rauheit bzw. das Fehlen größerer
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Bauteil Bereich Rauheit ∅ Intervallbreite
P∗ Ra ω2|3(P∗)
Mat2a PO 23,9 27,2
Mat2a PR 26,4 23,4
Mat3d PO 24,6 22,2
Mat3d PR 20,0 16,1
Mat3d PF 23,6 20,3
Mat3d PA 21,6 17,5
Alle Angaben in µm
Tabelle 6.3: Anhand von Querschliﬀproﬁlen ermittelte Rauheit Ra sowie die mittlere Intervall-
breite ω2|3(P∗) innerhalb jedes Segments P∗. Die Rauheit Ra kann dabei, aufgrund des sehr
genauen Messverfahrens, als frei von Scanfehlern und somit als tatsächliche Schichtrauheit ange-
sehen werden. Die Intervallbreite gibt die Schwankung der Schichtdicke an jedem Einzelmesspunkt
über verschiedene Proben desselben Bauteiltyps an.
Rauheitsspitzen ist für den Radius bereits in Abbildung 6.13 erkennbar. Zusätzlich zeigt das
in Tabelle 6.3 angegebene und auf Basis der Querschliﬀe berechnete Rauheitsmaß Ra, welches
den durchschnittlichen Abstand der Messpunkte zur Mittellinie wiedergibt, dass auf dem Ra-
dius des Bauteils Mat3d eine vergleichsweise geringe Rauheit vorliegt. Zusätzlich ist in der


















der taktilen Schichtdickenmessung über alle vermessenen Proben für die unterschiedlichen
Bereiche P∗ angegeben, welche ebenfalls als indirekter Rauheitsindikator dienen kann.
Unter der Annahme, dass die Abweichungen der taktilen Messungen tatsächlich auf die Ober-
ﬂächenrauheiten zurückführbar und innerhalb eines Bereichs P∗ eines Bauteils, aufgrund der
ähnlichen Eingriﬀsbedingungen, konstant sind, können die taktilen Messungen durch ein ent-
sprechendes Oﬀset gemäß Tabelle 6.2 korrigiert werden. Für T2(PR) ergibt sich beispielsweise
die korrigierte Schichtdickenverteilung
C2(PR) = T2(PR)+8,4µm.
Diese korrigierten Schichtdickenverteilungen C2|3(i) werden im folgenden Abschnitt zusätzlich
zu den unkorrigierten T2|3(i) als Vergleichswerte für die Simulationsergebnisse verwendet.
Da die Abweichungen der taktilen Vermessung gegenüber den Querschliﬀmessungen insgesamt
in der Größenordnung der Oberﬂächenrauheiten von sandgestrahlter und beschichteter Ober-
ﬂäche liegen, ist davon auszugehen, dass für eine weitere Steigerung der Genauigkeit taktiler
Schichtmessungen auf komplexen Geometrien eine genauere Untersuchung dieser Rauheits-
einﬂüsse zur Entwicklung einer geeigneten Kompensationsstrategie notwendig ist. Für die im
Rahmen dieser Arbeit durchgeführte Schichtdickenvermessung stehen zwar Querschliﬀproﬁle
zur Verfügung, welche eine Fehlerabschätzung und –korrektur der taktilen Messungen er-
lauben, grundsätzlich ist die hierfür notwendige Zerteilung komplexer Bauteile jedoch wenig
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praktikabel. Für kleinere bis mittelgroße Bauteile kommt hier als alternative Messmethode
beispielsweise die in Kapitel 3.6.2 erläuterte Konfokalproﬁlometrie in Kombination mit einer
Abtastsimulation in Frage. Insgesamt kann an dieser Stelle jedoch festgehalten werden, dass
die erreichte Genauigkeit der taktilen Messungen im Hinblick auf die erzielte großﬂächige
Oberﬂächenabdeckung und unter Berücksichtigung der Störeinﬂüsse gut ist.
6.3.3 Simulationsergebnisse
In diesem Kapitel werden die mit der entwickelten Beschichtungssimulation für die Bauteile
Mat2a und Mat3d erzielten Ergebnisse vorgestellt und diskutiert. Im Fokus steht dabei im
Folgenden zunächst der Vergleich der simulierten und gemessenen Schichtdickenverteilungen.
Im Anschluss werden die sekundären oberﬂächenbezogenen sowie die bahnbezogenen Simula-
tionsergebnisse vorgestellt. Für alle durchgeführten Simulationen kamen die in Kapitel 6.3.1
beschriebenen Bauteilvernetzungen und Roboterbahnen zum Einsatz. Als Footprint diente
das aus verschiedenen Footprintversuchen gemittelte Proﬁl F¯110 mit einem Spritzabstand
von 110mm bei einer Spritzdauer von 2,5 s, welches in Abbildung 3.47a dargestellt ist. Zur
Berechnung des Haftwirkungsgrads wurde der mittels der in Kapitel 4.4.3 beschriebenen Ka-
librierung optimierte Verlauf ξang(θ) eingesetzt, welcher der durchgehenden orangefarbenen
Kurve in Abbildung 4.11 entspricht.
Schichtdickenverteilung
Die Abbildungen 6.14a–6.14d zeigen die gemessenen und simulierten Schichtdickenverteilun-
gen für beide Bauteile. Wie zu erwarten, ist hier zunächst erkennbar, dass die gemessenen
Schichtdickenverteilungen verrauscht und die simulierten Verteilungen sehr glatt sind. Die
Tatsache, dass bei den simulierten Schichtdickenverteilungen in Bereichen mit weitgehend
homogenen geometrischen Eingriﬀsbedingungen, wie beispielsweise auf der Oberseite der
Mat2a-Bauteile, überhaupt sichtbare Schichtdickenschwankungen auftreten, ist darauf zu-
rückzuführen, dass die Verfahrgeschwindigkeit der Spritzpistole Schwankungen unterworfen
ist. Diese Schwankungen sind auf die Vorhersage der Roboterdynamik durch Robotstudio
zurückzuführen und bedingen stellenweise einen Rückgang der Relativgeschwindigkeit zum
Werkstück auf 25% der Sollgeschwindigkeit für den Bruchteil einer Sekunde. Ob diese ver-
einzelt auftretenden Schwankungen eine begründete Vorhersage des Roboterverhaltens dar-
stellen, ist zweifelhaft. Wahrscheinlicher erscheinen an dieser Stelle geringfügige numerische
Probleme.
Eine weitere Auﬀälligkeit in der Schichtdickenverteilung vonMat3d in Abbildung 6.14c stellt
die berechnete Überhöhung der Schichtdicke in einem näherungsweise kreisförmigen Bereich
des Innenradius dar. Diese Überhöhung konnte in der Tat auch in den gemessenen Schichtdi-
ckenverteilungen festgestellt werden und ist auf eine komplizierte mehrachsige Umorientierung
des Roboters und das damit einhergehende Absinken der Relativgeschwindigkeit des TCP
zurückführbar. In der Darstellung der brennerseitigen Roboterbahn auf Seite 243 ist der ur-
sächliche Überschwinger in der Bahn als kleine Schlaufe neben der Spitze des eingezeichneten
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0 µm 500 µm
(a) Taktile Messung T
0 µm 400 µm
(b) Taktile Messung T
0 µm 500 µm
(c) Simulationsergebnis
0 µm 400 µm
(d) Simulationsergebnis
−140 µm 140 µm
(e) Abweichung
−100 µm 100 µm
(f) Abweichung
−140 µm 140 µm
(g) Abweichung verschobenes Bauteil
−100 µm 100 µm
(h) Abweichung verschobenes Bauteil
Abbildung 6.14: Vergleich der gemessenen und simulierten Schichtdicken auf den Bauteilen
Mat2a und Mat3d. (a) und (b) zeigen die taktil gemessenen Schichtdicken T2|3, (c) und (d)
die simulierten Schichtdickenverteilungen mit identischem Maßstab sowie (e) und (f) die vorzei-
chenbehafteten Abweichungen S2|3(i)−T2|3(i). (g) und (h) zeigen auf gleiche Weise berechnete
Abweichungen, falls eine Verschiebung der Bauteile nach unten (entlang der Normalen der Un-
terseite) um 2,8mm angenommen wird. Letztere lassen erkennen, dass bereits eine kleine Ver-
schiebung des Bauteils um zirka einen halben Mäanderbahnabstand deutliche Änderungen der
Schichtdickenverteilung hervorrufen kann.
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orangefarbenen Spritzkegels erkennbar. In der Vorbereitung eines Fertigungsprozesses hätte
diese Fehlbeschichtung im Vorhinein simulativ erkannt und kompensiert werden können.
Für die Oberseiten der Bauteile sowie auf dem Innenradiusbereich PF von Mat3d stim-
men simulierte und gemessene Schichtdicken visuell gut überein, auf den Ziehradien PR der
Bauteile sind die gemessenen Schichtdicken hingegen geringer als von der Simulation vorher-
gesagt. Deutlich wird dies insbesondere in den Darstellungen der mittleren Abweichungen
S2|3(i)−T2|3(i) der simulierten Schichtdickenverteilungen S von den Messungen T in den Ab-
bildungen 6.14e und 6.14f.
Für die quantitative Beurteilung der simulierten Schichtdickenverteilung mit Bezug auf die
drei in Kapitel 6.3.2 deﬁnierten Messergebnisse T , Q und C beinhaltet Tabelle 6.4 die pro-
zentualen und absoluten mittleren Abweichungen der Schichtdicken in den unterschiedlichen
Bauteilbereichen. Die Bereiche PGes umfassen dabei alle Messpunkte des jeweiligen Bauteils,
auch diejenigen in den Übergangsbereichen zwischen bzw. außerhalb der übrigen Segmen-
te5. Da die taktilen Scandaten aufgrund der Oberﬂächenrauheit stark verrauscht und die
Simulationsdaten innerhalb eines Bereichs P∗ glatt sind, werden hier die einfachen, vorzei-
chenbehafteten Fehler betrachtet, welche in dem idealen Fall, dass die Simulationsdaten in
einem Segment dem Mittel der gemessenen Schichtdicken entsprechen, Null ergeben. Die Be-
rechnung absoluter oder quadratischer Fehlermaße ist in diesem Fall nicht zweckmäßig, da
diese im Wesentlichen die Streuung der verrauschten Messdaten wiedergeben würden. Auch
eine Glättung der Messdaten ist an dieser Stelle weniger sinnvoll, da eine ausreichende Glät-
tung auf Basis der bereichsweise relativ weit voneinander entfernten Messpunkte einen zu
großﬂächigen Filterkern erfordern würde. Die im oberen Teil der Tabelle 6.4 angegebenen
mittleren Abweichungen berechnen sich mittels





Em%(T ,P∗) = 100 ·Em(T ,P∗)
/
T (P∗) ,
wobei |P∗| die Anzahl der Messpunkte im Bereich P∗ sowie T (P∗) den Mittelwert der Messung
T im Bereich P∗ darstellen. Durch Ersetzen von T (i) durch C(i) beziehungsweise Q(P∗), der
mittleren Schichtdicke aller Querschliﬀmesspunkte im Bereich P∗, ergeben sich analog die
Fehlermaße in Bezug auf die korrigierten Schichtdicken und die Querschliﬀmessungen.
Da die Messpunktdichten in den unterschiedlichen Segmenten der Bauteile nicht konstant sind
und sich in den unterschiedlichen Segmenten zudem unterscheidbare Fehlercharakteristiken
zeigen, sind im unteren Teil der Tabelle 6.4 ﬂächengewichtete Fehler für das gesamte Bauteil
bzw. den gesamten Messbereich angegeben. Es bezeichne dazu A(i) die von einem Vertex i
repräsentierte Oberﬂäche, welche als ein Drittel der Fläche der inzidenten Dreiecke berechnet
wird. Für Mat2a beträgt A(i) durchschnittlich 4,5mm2 und für Mat3d 7,1mm2.













Bauteil Bereich Messpunkte Flächenanteil Mittlere Abweichung der simulierten Schichtdicke
T Q C
P∗ |P∗| Em(T ,P∗) Em%(T ,P∗) Em(Q,P∗) Em%(Q,P∗) Em(C,P∗) Em%(C,P∗)
% µm % µm % µm %
Mat2a PO 1.107 55 3,4 1,0 1,1 0,3 −5,0 −1,4
Mat2a PR 2.215 45 50,7 18,4 41,9 14,7 43,9 15,5
Mat2a PGes 3.322 100 35,0 —a) —b) —a) 27,6 —a)
Mat3d PO 1.699 70.3 10,7 3,0 16,7 4,8 13,2 3,7
Mat3d PR 1.074 13.3 80,1 31,4 58,4 20,9 57,4 20,4
Mat3d PF 1.217 12.1 3,6 1,0 −40,6 c) −9,9 c) −41,4 −10,7
Mat3d PA 356 4.3 0,9 0,3 −4,7 −1,5 −5,7 −1,8
Mat3d PGes 4.571 100 25,5 —a) —b) —a) 8,4 —a)
Bauteil Flächen Flächengewichtete, mittlere Abweichung der simulierten Schichtdicke
Pˆ Eˆm(T , Pˆ) Eˆm%(T , Pˆ) Eˆm(Q, Pˆ) Eˆm%(Q, Pˆ) Eˆm(C, Pˆ) Eˆm%(C, Pˆ)
µm % µm % µm %
Mat2a PO ∪PR 24,4 8,8 19,5 6,8 16,5 7,7
Mat3d PO ∪PR∪PF ∪PA 17,2 6,4 22,4 d) 7,1 d) 10,5 6,7
a) Bezugsschichtdicke nur innerhalb eines Segments deﬁniert. b) Q nur innerhalb eines Segments deﬁniert.
c) Werte aufgrund der punktuellen Überbeschichtung auf der Front ungenau. d) Ohne Frontsegment.
Tabelle 6.4:Mittlere und ﬂächengewichtete mittlere Abweichungen der simulierten Schichtdicke von den Messergebnissen für die verschiedenen
Bauteilbereiche. Die Abweichungen sind jeweils in Mikrometern und in Prozent in Bezug auf die taktilen Messungen T , die durchschnittlichen
Querschliﬀmesswerte Q und die korrigierten Schichtdickenwerte C angegeben. Prozentuale Angaben beziehen sich auf die durchschnittliche
gemessene Schichtdicke in dem jeweiligen Bereich. Positive Werte bedeuten eine Überschätzung der Schichtdicke durch die Simulation.
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die Fläche eines Segments. Die in Tabelle 6.4 aufgeführte ﬂächengewichtete mittlere Abwei-
chung eines Bauteils für die Menge Pˆ der Messpunkte aller Segmente ist





Analog ist auch EmA(C, Pˆ) deﬁniert. Für die prozentualen Fehler Eˆm% sowie für Eˆm(Q) er-
folgt die Flächengewichtung durch einfache Gewichtung der Beträge der im oberen Teil der
Tabelle angegebenen Fehlerwerte mit den ebenfalls angegebenen Flächenanteilen der jewei-
ligen Segmente, da in den Übergangs- und Randbereichen des Bauteils keine einheitliche
Bezugsschichtdicke deﬁniert ist. Für den ﬂächengewichteten prozentualen Fehler des Bauteils
Mat3d ergibt sich beispielsweise
Eˆm%(T ) = 0,703 · |Em%(T ,PO)| + 0,133 · |Em%(T ,PR)|
+ 0,121 · |Em%(T ,PF )| + 0,043 · |Em%(T ,PA)|.
Anhand der tabellierten Werte bestätigt sich im Vergleich der Segmente, dass die Schichtdicke
insbesondere am Radius auf beiden Bauteilen überschätzt wird. Die Abweichungen reichen
dabei klar über das Rauschen der Schichtdickenmessungen hinaus und liegen für Mat2a
im Bereich von 14,7–18,4% und für Mat3d im Bereich von 20,4–31,4%. Der Vergleich der
präzisen Querschliﬀmessung mit der simulierten Schichtdicke entlang dieses Querschliﬀs in
Abbildung 6.13 bestätigt dies, zeigt aber auch, dass der sehr hohe Fehler Em(T3,PR) von
31,4% unter anderem durch die Unterschätzung der Schichtdicke durch den taktilen Scan
zustande kommt. Die Werte Em(Q3,PR) sowie Em(C3,PR) auf Basis der Querschliﬀe bzw.
der korrigierten taktilen Daten entsprechen daher hier der tatsächlichen Abweichung von ca.
20–21%. In den Fehlerdarstellungen in Abbildung 6.14 ist darüber hinaus ersichtlich, dass die
Abweichungen auf dem Ziehradius fürMat2a im Wesentlichen am oberen und unteren Ende
des Radius auftreten. FürMat3d sind die Abweichungen an den Enden des Ziehradius etwas
größer als im mittleren Bereich.
Als mögliche technische Ursachen für die erhöhten Abweichungen auf dem Radius kommen
Fehlplatzierungen des Bauteils oder Fehleinmessung des Roboters, Abweichungen des Robo-
ters vom programmierten Bahnverlauf oder Prozessﬂuktuationen in Frage. Insbesondere die
Beschichtung des Radiusbereichs des Bauteils Mat3d bringt dabei den eingesetzten Roboter
und den montierten Spritzbrenner an seine dynamischen Grenzen, da hier Umorientierungs-
geschwindigkeiten des Brenners von mehr als 230 °/s erreicht werden müssen. Die dadurch
wirkenden extremen Beschleunigungen führen zu ausgeprägten und raumgreifenden Schwin-
gungen des 50 kg schweren Schlauchpaketes, welche mit hoher Wahrscheinlichkeit auch erhöh-
te Abweichungen im Bahnverlauf hervorrufen. Des Weiteren ist nicht auszuschließen, dass in
diesem Fertigungsprozess bereits die statischen durch das Gewicht der Schlauchpakete ver-




Abbildung 6.15: Krafteinwirkung des Schlauchpakets auf den Brenner bei der Beschichtung des
Bauteils Mat3d. (a) Roboterposition zu Beschichtung der Oberseite des mit nach oben oﬀenen
Radius eingespannten Bauteils. In diesem Fall wirkt durch das Schlauchpaket, welches über eine
aufgehängte Umlenkrolle mit einem starken Federzug geführt wird, eine Kraft ~F , die den Bren-
ner am hinten liegenden Angriﬀspunkt des Schlauchpaketes nach oben zieht. (b) In der oberen
Brennerposition bei der Beschichtung des Frontalbereichs PF wirkt die durch das Schlauchpaket
ausgeübte Kraft ~F , aufgrund der geänderten Roboterstellung, in entgegengesetzter Richtung. In
beiden Fällen resultiert potentiell eine Verkippung des Brenners, welcher den Spritzstrahl vom
Ziehradius entfernt.
Versuchsaufbau, welcher in Abbildung 6.15 dargestellt ist, begründet. Da das Bauteil hier
so platziert ist, dass der U-förmige Innenradius nach oben zeigt, führen die statischen am
Brenner angreifenden Gewichtskräfte des Schlauchpaketes dazu, dass der Spritzstrahl durch
Toleranzen und Unsteiﬁgkeiten in der Brennerhalterung, welche bereits in Kapitel 3.4.1 erläu-
tert wurden, vom Radius weggedreht wird. Dies gilt sowohl für die in Abbildung 6.15a gezeigte
waagerechte Pose zur Beschichtung der Oberseite PO des Bauteils, als auch für die senkrechte
„Über-Kopf“-Pose zur Beschichtung des Frontbereichs PF (Abbildung 6.15b), welche beide
unmittelbar an den Radius angrenzen. Im Vergleich zu der in Kapitel 3.4.1 beschriebenen Hal-
terung des Brenners wurde hier zwar eine verbesserte Version eingesetzt, so dass zumindest
für das aus Sicht der Roboterdynamik weniger problematische Bauteil Mat2a die gemessene
Abweichung der Brennerausrichtung von bis zu 4,25° vermutlich nicht erreicht wird, allerdings
hat hier bereits eine minimale beidseitige Abweichung im Bereich von ±0,25° eine Verschie-
bung des TCP um etwa 2,8mm auf der Oberﬂäche zur Folge.
Dass bereits Abweichungen von wenigen Millimetern starke Auswirkungen auf die Schichtdi-
ckenverteilung haben können, zeigt auch die Durchführung einer automatischen Parameterka-
librierung der Beschichtung für dasMat3d-Bauteil. Diese wurde hier genutzt, um potentielle
Fehlplatzierungen oder Fehleinmessungen des Werkstücks im Beschichtungsprozess zu iden-
tiﬁzieren, welche die beobachtete Abweichung der Schichtdicke auf dem Ziehradius erklären
könnten. In Betracht gezogen wurden dabei Starrkörperverschiebungen und -rotationen ent-
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lang der drei Koordinatenachsen bzw. um die drei Koordinatenachsen. Im Rahmen der Op-
timierung dieser sechs Parameter zur Minimierung der Abweichungen zwischen Simulations-
und Messdaten stellte sich heraus, dass zwar von vielen Startpunkten in der Nähe des Null-
punktes (keine Verschiebungen oder Rotationen) eine Verminderung der Abweichungen erzielt
werden konnte, die Lösungen jedoch verschiedene lokale Optima darstellen, welche keine ein-
deutige Aussage über eine optimale Richtung beziehungsweise einen einzelnen signiﬁkanten
Parameter zuließen. Daher wurde der Parameterraum für Rotationen um jede Achse im Be-
reich von −5° bis 5° und für Werkstückverschiebungen im Bereich −5mm bis 5mm simulativ
abgetastet. Zum Einsatz kamen dabei ein vollfaktorielles 76-Schema sowie 15 Schemata der
Größe 1012 für alle Kombinationen aus je zwei Parametern, so dass insgesamt 270.664 Simula-
tionen durchgeführt wurden. Eine Auswertung der berechneten Daten hat ergeben, dass eine
Verschiebung des Bauteils entlang der z-Achse, welche der Normalenrichtung der Oberseite
entspricht, den mit Abstand deutlichsten Einﬂuss auf eine Verminderung der Abweichungen
der Simulations- von den Messdaten hat. Eine Verschiebung des Bauteils in andere Richtun-
gen oder Rotationen bewirken hingegen innerhalb des betrachteten Intervalls nahezu keine
Veränderung des Fehlers.
Eine exemplarische Verschiebung des Bauteils um 2,8mm in Richtung der Bauteiloberseite
führt hier zu einer Erhöhung der simulativ abgelagerten Schichtdicke auf dem Radius und dem
im Vergleich mit Abbildung 6.14e deutlich verbesserten Fehlerbild in Abbildung 6.14g. Der
relative Fehler Em%(C,PR) sinkt hier von absoluten 20,4% auf 12,3% ab. Der Fehler auf dem
Frontsegment PF sinkt ebenfalls, von 10,7% auf 6,7%, während im Auslaufbereich ein leichter
Anstieg auf 6,6% zu verzeichnen ist und die Schichtdicke auf der Oberseite nahezu unverän-
dert bleibt. Der ﬂächengewichtete Gesamtfehler Eˆm% sinkt auf 5,5%. Die Abweichungen auf
dem Radius sind daher auch durch eine geringfügige Fehlplatzierung des Bauteils oder eine
Fehleinmessung des Roboters im Fertigungsprozess erklärbar. Auch für das Bauteil Mat2a
verbessert sich durch eine identische Verschiebung der Fehler auf dem Ziehradius, wie Abbil-
dung 6.14h zeigt.
Für die übrigen Bauteilbereiche konnten gemäß Tabelle 6.4 deutlich genauere Vorhersagen der
Schichtdicke erreicht werden. Die prozentualen Fehler liegen dabei für die unterschiedlichen
Messdatenannahmen T , Q und C im Frontbereich zwischen 1,0% und 10,7% und im Auslauf-
bereich zwischen 0,9% und 5,7% absolut. Im Hinblick auf die Prozess- und Messunsicherheiten
(vergleiche z.B. Abbildungen 3.27 und 3.47b) sind die erreichten Vorhersagegenauigkeiten auf
den Oberseiten beider Bauteile, welche prozentuale Abweichungen zwischen 0,3% und 4,8%
mit einem Mittel von 2,4% aufweisen, herausragend. Wie in den Darstellungen des Fehlers
in den Abbildungen 6.14e und 6.14f erkennbar ist, sind keine systematischen Abweichungen
vorhanden und die durch die gewählte Farbskala deutlich sichtbaren Nulldurchgänge des Feh-
lers verteilen sich entsprechend der in Abbildungen 6.14a und 6.14b dargestellten Messdaten
gleichmäßig über die gesamte Oberﬂäche.
Die im unteren Teil der Tabelle 6.4 dargestellten ﬂächengewichteten Abweichungen für die ge-
samten Bauteile liegen ebenfalls bei sehr guten 6,8% bis 8,8% fürMat2a und 6,4% bis 7,1%
für Mat3d. Die absoluten, in µm angegebenen Fehler liegen im ﬂächengewichteten Durch-
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schnitt im Bereich der in Tabelle 6.3 angegebenen Oberﬂächenrauheiten und Intervallbreiten
der Messungen. Mit Ausnahme der Ziehradienbereiche gilt dies auch für die überwiegende
Mehrheit der Einzelsegmentfehler.
Sekundäre Zielgrößen
Abgesehen von der Schichtdicke werden von der Beschichtungssimulation weitere, sekundäre
Zielgrößen auf der Bauteiloberﬂäche und für die Positionen der Roboterbahn berechnet, wel-
che auf den gemeinsamen Grundgrößen Spritzabstand und Spritzwinkel beruhen. Da es sich
hierbei um geometrische Größen handelt, deren Berechnung im Gegensatz zur Schichtdicken-
berechnung nicht auf einem Prozessmodell beruht, ist eine Validierung dieser Größen anhand
des realen Prozesses nicht notwendig. Die Veriﬁkation der Berechnungen, also die Prüfung der
Korrektheit der Implementierung, erfolgte zum Einen anhand einfacher Simulationsbeispiele
wie in Kapitel 6.1 und zum Anderen durch die kontinuierliche Überprüfung der Plausibilität
berechneter Werte für eine Vielzahl durchgeführter Simulationen. Im Folgenden werden eini-
ge exemplarische Ergebnisse der Berechnung sekundärer Zielgrößen für das Bauteil Mat3d
vorgestellt.
Abbildung 6.16a zeigt zunächst den an jedem Punkt auf der Bauteiloberﬂäche auftretenden
maximalen Spritzwinkel im Bereich 0–90°. Das Minimum des maximalen Spritzwinkels be-
trägt ca. 8° und tritt auf einem großen Teil der Oberseite (blauer Bereich) auf. Da hier die
Anstellung des Brenners in der Regel senkrecht ist, entspricht hier der maximale Spritzwinkel
dem maximalen Öﬀnungswinkel des Kernstrahlbereichs (vergleiche Kapitel 5.5.1) des Spritz-
strahls. Auf einem Teil der Oberﬂäche beträgt der maximale Spritzwinkel jedoch fast 90°.
Dies ist darin begründet, dass einer der Bahnabschnitte, welcher den Radius mit geneigtem
Brenner beschichtet, auch die Oberﬂäche überstreift. Abbildung 6.16b zeigt den virtuellen
Spritzkegel auf dem verursachenden Bahnabschnitt sowie die zu diesem Simulationszeitpunkt
vorherrschenden maximalen Spritzwinkel auf der Bauteiloberﬂäche. Die ﬂache Beschichtung
der Oberseite kann, insbesondere bei mehreren Beschichtungsüberläufen, zu einer rauen Ober-
ﬂäche und einer insgesamt schlechten Schichtqualität führen. Das Erkennen dieser Situation
in der Simulation ermöglicht hier das Umgehen dieser Problematik durch eine geringfügi-
ge Anpassung der Brenneranstellung in dem kritischen Bahnabschnitt. Auch der in Abbil-
dung 6.16c dargestellte maximale Spritzabstand zeigt deutlich das ﬂach bestrichene Gebiet
auf der Oberseite, welches hier durch überdurchschnittliche Spritzabstände heraussticht. Dar-
über hinaus zeigt Abbildung 6.16d die bahnbezogenen maximalen Spritzabstände entlang der
Roboterbahn, welche hier auf der Bauteiloberﬂäche dargestellt ist. Darin ist der für das ﬂache
Überstreichen der Oberﬂäche verantwortliche Bahnabschnitt auf dem Radius gut identiﬁzier-
bar. Die Musterung der auf der Bauteiloberseite dargestellten Bahnen gibt hier die Konturen
des Bauteilrandes und der Bohrungen wieder, da an diesen Stellen der Spritzabstand durch
die Messpunkte in den Bohrungen und auf den Seitenﬂächen des Bauteils ansteigt.
Im Gegensatz zu den maximalen Abständen undWinkeln zeigen die berechneten durchschnitt-
lichen Spritzabstände und Winkel in den Abbildungen 6.16e und 6.16f ein deutliche homoge-
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Abbildung 6.16: Simulierte sekundäre Oberﬂächenzielgrößen für das Bauteil Mat3d. Der ma-
ximale Spritzwinkel in (a) und (b) sowie der maximale Spritzabstand (c) lassen ein ungewolltes
Beschichten der Oberseite von einem Bahnabschnitt am Ziehradius erkennen. Der bahnbezogene
maximale Spritzabstand (d) identiﬁziert dieses Bahnteilstück. Die durchschnittlichen Abstände
(e) und Winkel (f) sind homogener mit leichten bis mittleren Abweichungen von den angestrebten















Abbildung 6.17: Ausgewählte simulierte Bahnzielgrößen für das Bauteil Mat3d.
neres Bild. Der Darstellungsbereich der Farbskala für den durchschnittlichen Spritzabstand
liegt zwischen 110mm und 112mm und zeigt, dass der durchschnittliche, volumengewichtete
Abstand auf dem Ziehradius maximal 1mm und an der rechten Seite des Frontbereichs et-
wa 2mm vom angestrebten Standardabstand für den Lichtbogenspritzprozess abweicht. Der
durchschnittliche Spritzwinkel beträgt auf dem Ziehradius 20–24° und erreicht seine Maxima
innerhalb der Funktionsﬂäche an den beiden Außenseiten des Frontbereichs PF mit etwa 40°.
Diese Maxima belegen die Tatsache, dass das Erreichen senkrechter Anstellungen hier nicht
möglich ist, da der Brenner sonst auf der jeweils gegenüberliegenden Seite des Radius mit
dem Bauteil kollidieren würde.
Die in Abbildung 6.17 dargestellten bahnbezogenen Zielgrößen erleichtern insbesondere im
Zusammenspiel mit den oberﬂächenbezogenen Werten eine einfachere Interpretation des ge-
planten Beschichtungsprozesses und dienen als Grundlage zur Identiﬁzierung von potentiell
problematischen Bahnabschnitten. Die in Abbildung 6.17a dargestellte Prozesseﬃzienz, also
der Anteil des abgelagerten Materials am Gesamtmaterial, zeigt dabei auf einfache Weise
an, ob die Roboterbahn an allen Seiten des Bauteilrandes weit genug verlängert wurde, so
dass sich der Brenner zum Zeitpunkt des Wendevorgangs nicht mehr im Eingriﬀ beﬁndet.
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Umgekehrt ist auch erkennbar, ob am Bauteilrand eventuell einige Mäanderabschnitte der
Bahn gekürzt werden können, um Material zu einzusparen und die Prozesskosten zu senken.
In Abbildung 6.17a ist ersichtlich, dass hier beispielsweise zwei bis vier Mäanderabschnitte
eingespart werden könnten.
Wie bereits bei den oberﬂächenbezogenen Zielgrößen gezeigt wurde, sind der durchschnittli-
che Spritzabstand und -winkel sehr homogen und auch die bahnbezogenen Werte zeigen hier
keine gravierenden Ausreißer. Zwar zeigt Abbildung 6.17b an den Umkehrpunkten der Bahn
über dem Radius des Bauteils erhöhte Spritzabstände, diese sind jedoch auf die Beschichtung
der nicht zur Region of Interest gehörenden Stirnﬂächen zurückzuführen (vergleiche Abbil-
dung 6.16c). Im Vergleich mit der bahnbezogenen Prozesseﬃzienz ist ferner ersichtlich, dass in
den Bahnabschnitten mit hohem Spritzabstand kaum Schichtauftrag stattﬁndet. Die bahnbe-
zogenen Spritzwinkel zeigen erwartungsgemäß die unvermeidbar erhöhten Werte im Bereich
der Ziehradiusbeschichtung (Abbildung 6.17c). Die Darstellung der maximalen Spritzwinkel
in Abbildung 6.17d bildet wiederum die Bauteilkonturen und Bohrungen ab und zeigt, dass
auch die Frontseite PF vom innersten radialen Bahnsegment der Oberseite unter sehr ﬂachen
und damit ungünstigen Winkeln beschichtet wird. Wie auch schon beim Überstreichen der
Oberseite von einer der Radiusbahnen aus bestünde hier die Möglichkeit, dies durch ein mini-
males Ankippen der Brennerorientierung vor dem Erreichen des Radius zu unterbinden und
somit die resultierende Oberﬂächenqualität auf dem Frontbereich positiv zu beeinﬂussen.
6.4 Sensitivitätsanalyse und simulationsgestützte
Bahnoptimierung
In den folgenden beiden Abschnitten wird die Nutzung der Simulation zur Sensitivitätsanalyse
(vergleiche Kapitel 5.8.2) und zur Bahnoptimierung exemplarisch demonstriert.
6.4.1 Sensitivitätsanalyse für Tiefziehwerkzeuge
Neben der Bahnoptimierung stellt die in Kapitel 5.8.2 vorgestellte Methode zur One-at-Time
Sensitivitätsanalyse einen Anwendungsfall dar, bei dem die Beschichtungssimulation zur Ein-
schätzung kritischer und unkritischer Einmessparameter genutzt wird. Für die beiden be-
trachteten Bauteile Mat2a und Mat3d wurde jeweils eine Sensitivitätsanalyse in Bezug auf
Verschiebungen und Rotationen entlang bzw. um die drei x-, y- und z-Achsen der Bauteile
durchgeführt, welche in den Darstellungen im Anhang deﬁniert sind (Seiten 242 und 244).
Abbildung 6.18 zeigt die resultierenden Verläufe der durchschnittlichen absoluten Abwei-
chung der Beschichtung des rotierten oder verschobenen Bauteils gegenüber der Beschichtung
in ursprünglicher Bauteilposition, wofür 100 Simulationen pro Translations- oder Rotations-
parameter in 0,1mm- bzw. 0,1°-Schritten im Bereich ±5mm respektive ±5° durchgeführt
wurden. Auﬀallend ist, dass die mit zunehmender Verschiebung oder Rotation des Bauteils
ansteigenden Abweichungen für das Mat2a-Bauteil größer sind als die für Mat3d. Dies ist
darin begründet, dass die Roboterbahn für Mat2a verkürzt wurde und über der Bauteilo-
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Abbildung 6.18: Untersuchung der Sensitivität der Beschichtung gegenüber Verschiebungen dx,
dy und dz sowie Rotationen rx, ry und rz um die durch den Mittelpunkt der Bauteile verlaufenden
Bauteilachsen. Als Maß dient hier die durchschnittliche absolute Abweichung der Schichtdicken-
verteilungen von der der Ausgangskonﬁguration mit dx = dy = dz = 0 und rx = ry = rz = 0. (a)
Sensitivitätswerte für Mat2a. (b) Sensitivitätswerte für Mat3d.
berﬂäche ausläuft, so dass in diesem Übergangsbereich schon bei geringen Translationen oder
Rotationen deutliche Schichtdickenänderungen auftreten, wie in Abbildung 6.19a anhand ei-
ner Rotation um 5° um die z-Achse dargestellt ist. Eine dementsprechend geringe Sensitivität
ergibt sich für Verschiebungen entlang der x-Achse, da hierbei der Auslaufbereich kaum ver-
ändert wird. Für das Bauteil Mat3d treten vergleichbare Schichtdickenschwankungen nicht
auf, da hier die Bahnen über den Bauteilrand hinausragen.
Da die Verläufe der Sensitivitätskurven in der Nähe der Ausgangskonﬁguration näherungswei-
se linear sind, können für diesen Bereich Sensitivitätswerte in Mikrometern durchschnittlicher
Schichtdickenänderung pro mm Bauteilverschiebung beziehungsweise pro Grad Bauteilrotati-
on angegeben werden. Das Diagramm 6.19b fasst diese für beide Bauteile zusammen. Dabei
sind Sensitivitätswerte für negative Verschiebungen und Rotationen nach unten aufgetragen
und zusätzlich zu den durchschnittlichen absoluten Fehlern auch die maximalen absoluten
Fehler pro Millimeter oder Sekunde als schmalere Balken dargestellt6. Auftretende Sensiti-
vitäten liegen für den durchschnittlichen Fehler zwischen 1 µm/mm und 8,3 µm/mm bezie-
hungsweise 1,8 µm/° und 8,0 µm/°. Für den maximalen Fehler ergeben sich Werte zwischen
6,5 µm/mm und 24 µm/mm beziehungsweise 13,7 µm/° und 41,8 µm/°. Im Vergleich mit der
zwischen 300 µm und 400 µm liegenden Schichtdicke sind dies Maximalfehler von über 10%
pro Millimeter oder Grad Abweichung. Dies unterstreicht die wesentliche Bedeutung einer
exakten Einmessung des Bauteils und einer exakten Roboterführung im Prozess. In Kombi-
nation mit den in der Simulationsumgebung anzeigbaren, bauteilüberdeckenden Abweichun-
gen für verschiedene Rotationen oder Verschiebungen wird mittels der Sensitivitätsanalyse
eine Einschätzung der besonders betroﬀenen Bauteilbereiche und damit eine verbesserte Fer-
tigungsplanung ermöglicht.
6Auch die Entwicklung der maximalen Fehler ist in diesem Bereich näherungsweise linear.
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Abbildung 6.19: (a) Abweichungen der Schichtdicke durch eine Rotation von 5° um die senkrecht
zur Oberseite stehende z-Achse. Aufgrund der auf der Bauteiloberseite auslaufenden Beschichtung
resultieren hier besonders große Schichtdickenabweichungen. (b) Zu erwartende durchschnittliche
(breite Balken) und maximale (schmale Balken) Schichtdickenabweichungen in µm pro mm Ver-
schiebung (dx, dy, dz) oder pro Grad Rotation (rx, ry, rz) für die Bauteile Mat2a und Mat3d.
6.4.2 Einsatz der Simulation zur Bahnoptimierung
Um die praktische Nutzbarkeit der entwickelten Beschichtungssimulation für den Einsatz in
der iterativen Bahnoptimierung zu demonstrieren, wurden die von Hegels et al. [71] ent-
wickelten Optimierungsalgorithmen an das Netzwerkinterface der Beschichtungssimulation
angebunden. Diese Algorithmen gehen von einer bereits existierenden Roboterbahn aus und
optimieren diese mit dem Ziel, eine vorgegebene konstante Schichtdicke in der Region of
Interest zu erzielen. Der Parameterraum der Optimierung umfasst dabei die Positionen und
Ausrichtungen der diskreten Roboterkonﬁgurationen pi= (xi,qi, ti) der Bahn sowie die Bahn-
geschwindigkeit, welche durch die Zeitpunkte ti kodiert wird (vergleiche Kapitel 5.3.2). Als
Optimierungsverfahren kommt dabei ein nichtlineares CG-Verfahren zum Einsatz [134]. Die
Berechnung der erforderlichen Gradienten erfolgt darin mittels eines einfachen Ersatzmodells
für die Beschichtungsberechnung, welches auf Basis der in dieser Arbeit entwickelten Beschich-
tungssimulation kalibriert wird, um den im Allgemeinen nicht normalverteilten Footprint zu
approximieren. Die Auswertung der Zielfunktion erfolgt in jeder Iteration des Verfahrens
durch die exaktere, im Rahmen dieser Arbeit entwickelte Simulation.
Die Anwendungsgebiete für eine Bahnoptimierung, bei der das Vorhandensein einer initialen
Bahn vorausgesetzt wird, umfassen die Anpassung eines Prozesses auf eine neue Zielschicht-
dicke, auf geänderte Spritzverfahren oder -parameter sowie auf geringfügige Änderungen der
Bauteilgeometrie. Eine simulationsbasierte Bahnoptimierung erspart in diesen Fällen eine
potentiell aufwendige Planung einer gänzlich neuen Bahn. Zur Demonstration dieses simu-
lationsgestützten Optimierungsverfahrens wurde die in dieser Arbeit zur Beschichtung des
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Abbildung 6.20: Anpassung der Roboterbahn für das BauteilMat3d auf das Matrizensegment
Mat3c durch simulationsbasierte Bahnoptimierung. (a) Beschichtung des Bauteils Mat3c mit
der orginalen Bahn. (b) Beschichtung mit der optimierten Bahn. (c) Prozentuale Abweichun-
gen der Schichtdicke von der Zielschichtdicke 175 µm für die optimierte Bahn. (d) Verlauf der
originalen und der optimierten oberﬂächenbezogenen Brennergeschwindigkeit. Senkrechte Linien
geben die Umkehrpunkte des Brenners außerhalb der Bauteiloberﬂäche an. Die Anpassung der Ge-
schwindigkeiten auf und in der Nähe des Radius tragen wesentlich zum Erreichen der homogenen
Zielschichtdicke bei.
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BauteilsMat3d verwendete und in Anhang D gezeigte Roboterbahn für die Beschichtung des
MatrizensegmentsMat3c adaptiert, welches dem SegmentMat3d in der Tiefziehmatrize ge-
genüber liegt (siehe Seite 242 oben rechts). Abgesehen von der kleineren Segmenthöhe besteht
ein wesentlicher Unterschied in dem für das Segment Mat3c mit R= 50mm im Vergleich zu
R = 65mm bei Mat3d-Segment deutlich geringeren Radius des Frontausschnitts. Dement-
sprechend resultiert für dasMat3c Bauteil mit der unveränderten Roboterbahn desMat3d-
Bauteils zunächst die in Abbildung 6.20a dargestellte Fehlbeschichtung. Auf der Oberseite in
der Nähe des Ziehradius ist die Beschichtung deutlich zu niedrig, da dieser Teil der Ober-
ﬂäche bei Mat3d nicht existiert. Im Frontbereich des Werkstücks resultiert eine deutlich
zu hohe Schichtdicke aufgrund des in diesem Bereich zu geringen Abstandes des Brenners
von der Oberﬂäche. Nach 50 Iterationen der iterativen Bahnoptimierung mit der Zielvorga-
be einer konstanten Schichtdicke von 175 µm resultiert die in Abbildung 6.20a dargestellte
Beschichtung, welche die Abweichungen größtenteils behebt. Dies wird durch geringfügige
Korrekturen der Brennerausrichtung entlang der Bahn sowie durch die in Abbildung 6.20d
dargestellten Veränderungen der Bahngeschwindigkeit erreicht. In dieser Abbildung stellen
die senkrechten Orientierungslinien die Umkehrpunkte des Brenners außerhalb des Bauteils
dar. Die fettgedruckten Linien entsprechen darin von links nach rechts dem Übergangspunkt
zwischen Oberseite und Radius, dem Übergangspunkt zwischen Radius und Front sowie dem
Ende der Beschichtung des Frontbereichs PF . Es ist zu erkennen, dass insbesondere die Ge-
schwindigkeit der Bahnmäander, welche für das BauteilMat3d entlang des Radius verlief und
nun die Oberseite nahe des verkleinerten radialen Ausschnitts beschichtet, stark verlangsamt
wurde, um die in Abbildung 6.20a fehlende Beschichtung auszugleichen. Des Weiteren sind
die Überlaufgeschwindigkeiten auf dem Radius beschleunigt, so dass die Schichtdicke auf dem
Radius reduziert wird. Auch die punktuelle Überbeschichtung auf der Bauteilfront wurde so
behoben.
Abbildung 6.20a zeigt den prozentualen Schichtfehler gegenüber der Zielschichtdicke. Wie er-
wartet sind die deutlichsten Restabweichungen am Radius sichtbar, welcher im Vergleich zum
Bauteil Mat3d um 15mm verkleinert wurde. Die maximale Abweichung von der Zielvorgabe
beträgt hier bis zu 8,7%, im Mittel beträgt der Fehler 1,63%. Im Vergleich zur Ausgangs-













Im Rahmen dieser Arbeit wurde eine GPU-basierte Beschichtungssimulation für roboterge-
stützte thermische Spritzprozesse konzipiert und realisiert, welche die eﬃziente Berechnung
der Schichtdickenverteilung auf komplexen dreidimensionalen Bauteiloberﬂächen ermöglicht.
Zu diesem Zweck wurde ein Footprint-basiertes Beschichtungsmodell entworfen, welches die
Modellierung unterschiedlicher Spritzcharakteristiken und -prozesse auf Basis experimentell
ermittelter Schichtproﬁle erlaubt.
Der erste Teil dieser Arbeit befasste sich daher ausführlich mit der experimentellen Erzeugung,
der Digitalisierung und der Nachbearbeitung von Footprintproﬁlen, deren exakte Erfassung
maßgeblich für die Genauigkeit der Beschichtungssimulation ist. Dabei wurde zunächst die
grundlegende experimentelle und algorithmische Vorgehensweise dargestellt. Im Folgenden
wurden verschiedene potentielle Probleme in der Herstellung und Vermessung der benötigten
Schichtproﬁle identiﬁziert und technische sowie algorithmische Lösungen vorgestellt. Zur ge-
nauen und wiederholbaren Einmessung der Spritzpistole auf das zu beschichtende Bauteil wur-
de eine unmittelbar auf der Spritzpistole montierbare Lasereinmessvorrichtung konstruiert,
welche die Kompensation von translatorischen und rotatorischen Abweichungen ermöglicht
und ein Referenzkoordinatensystem für die bisher geometrisch schwer erfassbare Spritzrich-
tung im Lichtbogenspritzprozess deﬁniert. Zur Digitalisierung der sehr dünnen Schichtproﬁle
wurden sechs taktile und optische 3D-Scansysteme unterschiedlicher Bau- und Funktionswei-
se untersucht und miteinander sowie mit lichtmikroskopischen Vermessungsmethoden vergli-
chen. Zur digitalen Nachbearbeitung der Scandaten wurden zwei Methoden zur Kompensa-
tion thermisch bedingter Verformungen des Substrats vorgestellt und verglichen, durch die
eine Verbesserung der Proﬁlgenauigkeit erreicht werden konnte. Ferner wurde der Einﬂuss
des zur Probenpräparation eingesetzten Sandstrahlprozesses auf die Messungen mit takti-
len Systemen untersucht und als nicht zu vernachlässigender Faktor für die Messgenauigkeit
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identiﬁziert. Um darüber hinaus auch die vergleichsweise hohe Genauigkeit zweidimensiona-
ler lichtmikroskopischer Messungen in metallographischen Querschliﬀen für eine Kalibrierung
des dreidimensionalen Beschichtungsmodells nutzen zu können, wurde ein modellbasiertes
Optimierungsverfahren entwickelt und beschrieben. Dieses Verfahren erlaubt die geometri-
sche Optimierung der dreidimensionalen Footprintform auf Basis mehrerer Querschnitte von
Schichtproﬁlen, die mittels linearer Verfahrbahnen erzeugt wurden. Abschließend wurden in
diesem ersten Teil der Arbeit Methoden zur Darstellung von Footprintproﬁlen durch die Über-
lagerung bivariater Gaußfunktionen untersucht. Im Gegensatz zu bisherigen aus der wissen-
schaftlichen Literatur bekannten Ansätzen wurde dabei die Anzahl der Gaußfunktionen nicht
auf die Anzahl der Partikelinjektoren beschränkt. Auf diese Weise konnten die Vorteile funk-
tionaler Repräsentationen, gute Filtereigenschaften und eine kontinuierliche Repräsentation
der Massenstromdichte im Randbereich, mit der Fähigkeit einer numerischen Repräsentation,
nahezu beliebige Spritzcharakteristiken abbilden zu können, kombiniert werden.
Der zweite Teil dieser Arbeit befasste sich mit dem Entwurf des dreidimensionalen Footprint-
basierten Beschichtungsmodells und des GPU-beschleunigten Simulationssystems. Das Be-
schichtungsmodell wurde in drei logische Teile gegliedert. Der erste Teil beschreibt eine grund-
legende, den Prozess deﬁnierende Massenstromdichteverteilung auf Basis der ermittelten Foot-
printproﬁle. Der zweite Teil des Modells deﬁniert eine geometrische Übertragungsfunktion,
welche die Umrechnung zwischen Footprintexperiment und allgemeinen im Rahmen der Si-
mulation auftretenden Eingriﬀssituationen erlaubt. In diesem Kontext wurden Übertragungs-
funktionen für kegelförmige und zylindrische Strahlformen hergeleitet, veranschaulicht und
mit einer vereinfachten Formulierung verglichen. Der dritte Teil des Modells bildet den varia-
blen Haftwirkungsgrad ab, zu dessen Bestimmung eine automatisierte, simulationsgestützte
Verfahrensweise vorgestellt wurde.
Das Simulationskonzept zeichnet sich insbesondere durch die Abbildung geometrischer Gege-
benheiten des Schichtablagerungsprozesses auf den kamerabasierten Bildgenerierungsprozess
der OpenGL-Renderingpipeline aus. Dadurch wurde die Ausnutzung der Rechenleistung mo-
derner Graﬁkkarten zur Schichtberechnung ermöglicht. Eine hohe Simulationsgeschwindig-
keit, welche insbesondere für die Verwendung der Beschichtungssimulation in automatisierten
Bahnplanungs- und Bahnoptimierungssystemen notwendig ist, konnte durch die Implementie-
rung weiter Teile der Simulation in Form von GLSL-Shaderprogrammen erzielt werden. Die
interaktive Visualisierung der Schichtdickenverteilung und weiterer oberﬂächen- und bahnbe-
zogener Zielgrößen sowie die vorgestellten Verfahren zur automatisierten Parameterkalibrie-
rung und zur Sensitivitätsanalyse erlauben eine detaillierte Beurteilung und Planung eines
Beschichtungsprozesses. In der ausführlichen Evaluation wurde die Beschichtungssimulation
anhand einfacher Experimente veriﬁziert und anhand der Beschichtung komplexer Tiefzieh-
werkzeuge validiert. Im Kontext der Beschichtung von Tiefziehwerkzeugen wurden darüber
hinaus eine Sensitivitätsanalyse durchgeführt und der Einsatz der Simulation im Rahmen
eines automatisierten Bahnoptimierungsverfahrens demonstriert. Ein Vergleich mit einer Im-
plementierung auf Basis der GPU-Bibliothek Optix Prime von Nvidia bestätigte die hervor-












Gegeben sei zunächst ein einseitiger Kreiskegel K mit Öﬀnungswinkel 2γ sowie eine Ebene E,
welche die Symmetrieachse von K im Abstand d von der Kegelspitze im Punkt D unter dem
Winkel θ zur Ebenennormalen schneidet (Abbildung A.1b). Gesucht ist im Folgenden der
Flächeninhalt der Schnittellipse. Parametrisierungen, für die die Schnittmenge keine Ellipse
darstellt, werden nicht betrachtet.
Da der Flächeninhalt einer Ellipse mittels A= πab aus den Längen a und b der beiden Halb-
achsen bestimmt werden kann, genügt es zunächst, deren Längen zu bestimmen. Für die
Berechnung wird das dreidimensionale Koordinatensystem so gewählt, dass
• der Ursprung in der Kegelspitze liegt,
• die z-Achse der Kegelachse entspricht und
• die Neigung θ von E in der x-z-Ebene gegeben ist; E also aus der Ebene z = d durch
Rotation um eine zur y-Achse parallele, durchD verlaufende Rotationsachse hervorgeht.
Die Berechnung der langen Halbachse a = 12S1S2 kann daher in der x-z-Ebene, welche in
Abbildung A.1a dargestellt ist, durchgeführt werden. Mit dem Sinussatz folgt für die zwei
Teilstrecken von S1S2


































Abbildung A.1: Darstellung des von einer Ebene geschnittenen Kreiskegels als Seitenansicht
der x-z-Ebene (a) und als dreidimensionale Ansicht (b).


















Für die Bestimmung der kurzen Halbachse ist zu beachten, dass der Mittelpunkt der Ellipse
in der Regel nicht auf der Kegelachse liegt und die Halbachse den Mantelumkreis mit Radius
r um den Punkt D daher nicht schneidet. Aus Abbildung A.1b ist jedoch ersichtlich, dass der
Punkt P sowohl auf diesem Mantelumkreis als auch auf der Schnittellipse liegt. In dem von
den Ellipsenachsen aufgespannten Koordinatensystem (x˜, y˜) ergibt sich die Halbachse b somit




und Einsetzen von P . Mit x˜=MD = a−DS2, y˜ = r = d · tanγ sowie a nach Gleichung (A.1)













An diesem Ausdruck ist des Weiteren zu erkennen, dass das Verhältnis der Schnittﬂächen A1







beträgt. Aufgrund des Strahlensatzes ist es dabei unerheblich, ob die Abstände d1 und d2













Da GLSL keinen Befehl für die Berechnung einer Kubikwurzel mit doppelter Genauigkeit
bereitstellt, wurde im Rahmen der Simulation folgende Funktionen implementiert:
Vertex shader (Hilfsfunktionen zur Kubikwurzelberechnung)
1 // Schätzung der Kubikwurzel von f l o a t x
2 f loat magicCubeRoot ( in f loat x )
3 {
4 int i = floatBitsToInt ( x ) ; // Re i n t e r p r e t i e r e x a l s I n t eg e r
5 i = (0 x2a517d3c + int (0 .333333 f ∗ i ) ) ; // " Bit−Magie "
6 f loat y = intBitsToFloat ( i ) ; // Re i n t e r p r e t i e r e a l s Float
7 return 0.666666 f ∗y + 0.333333∗x/(y∗y ) ; // Newton I t e r . zur Verbesserung
8 }
9
10 // Kubikwurzelberechnung fü r double−Werte x
11 double newtonCubeRoot ( in double x )
12 {
13 double v=sign ( x ) ∗magicCubeRoot ( f loat (abs ( x ) ) ) ; // Star twert
14 double v2 = (2∗v∗v∗v + x) / (3∗v∗v ) ; // Erste I t e r a t i o n
15
16 int i t e r = 0 ;
17 while (abs ( v2−v ) > 1e−6 && i t e r <200) // Weitere I t e r a t i o n en
18 {
19 v = v2 ;
20 v2 = (2∗v∗v∗v + x) / (3∗v∗v ) ;
21 ++i t e r ;
22 }
23
24 return v2 ;
25 }
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Die Funktion newtonCubeRoot berechnet hier die Kubikwurzel des gegebenen Wertes double x
als Nullstelle der Funktion f(v) = v3−x mit dem Newton-Verfahren, also der Vorschrift










Als Initialwert dient dabei eine Schätzung für die Kubikwurzel von x in einfacher Genauigkeit,
welche von der Routine magicCubeRoot berechnet wird. Das Vorgehen basiert hier auf der Aus-
nutzung verschiedener Eigenschaften der Konvertierung von IEEE-konformen float-Werten
in Integerdarstellung und erlaubt eine besonders eﬃziente und genaue Schätzung der Kubik-
wurzel. Der Urheber dieses „Hacks“ ist unbekannt, das Verfahren wurde jedoch mehrfach für
die Berechnung inverser Kubikwurzeln (1/ 3
√
x) untersucht und bestätigt (beispielsweise von
C. Lomont [93]). Die hier verwendete Variante für die normale, nicht invertierte Kubikwurzel











Im Folgenden ist der Programmcode des Fragmentshaders zur Berechnung der bahn-
bezogenen Zielgrößen als Ergänzung zu den Beschreibungen des Algorithmus in Kapi-
tel 5.5.2 gegeben. Der zugehörige Vertexshader realisiert lediglich die Standardoperation
gl_Position = ftransform().
Fragmentshader zur Berechnung der bahnbezogenen Zielgrößen
1 #ver s i on 420 compa t i b i l i t y
2 #pragma optionNV ( fastmath o f f )
3
4 // Technische Var iablen
5 uniform int reduceOperat ion ;
6 uniform int numBoundaryVertices ;
7 uniform int numVertices ;
8 uniform int reductionFBOsize ;
9
10 // Faktoren zur Normal i s i e rung
11 uniform vec4 postReduct ionFactors ;
12
13 // Obe r f l ä chenz i e l g r ößen im ak tue l l e n und vorher igen Z e i t s c h r i t t
14 uniform sampler2D cur r entSur faceVa lue s ;
15 uniform sampler2D prev iousSur faceVa lues ;
16
17 // Be r e i t s berechnete Momentanwerte
18 uniform sampler2D currentStepValues ;
19
20 // Ergebn i s se des vorher i gen Redukt i on s s ch r i t t s
21 uniform sampler2D loopIn_Reduction1 ;
22 uniform sampler2D loopIn_Reduction2 ;
23 uniform sampler2D loopIn_Reduction3 ;
24
25 // Ergebnisausgabe der we i t e r r eduz i e r t en Werte
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26 out vec4 Reduction1 ;
27 out vec4 Reduction2 ;
28 out vec4 Reduction3 ;
29
30 void main ( void ) {
31
32 // I n i t i a l i s i e r u n g s s c h r i t t
33 i f ( reduceOperat ion == 0)
34 {
35 // Berechne Messpunkt−Index
36 int index = int ( trunc ( gl_FragCoord . y ) ∗ reductionFBOsize
+ trunc ( gl_FragCoord . x ) ) ;
37
38 // Lade ober f l ächenbezogene Werte
39 vec4 curValues
= texelFetch ( cur r entSur faceVa lue s , ivec2 ( gl_FragCoord . xy ) , 0) ;
40 vec4 prevValues
= texelFetch ( prev iousSur faceValues , ivec2 ( gl_FragCoord . xy ) , 0) ;
41 vec4 curStep
= texelFetch ( currentStepValues , ivec2 ( gl_FragCoord . xy ) , 0) ;
42
43
44 // Prüfe auf ungü l t i g e Ras t e rpo s i t i on oder dV==0
45 i f ( index >= numBoundaryVertices
| | int ( gl_FragCoord . x ) >= reduct ionFboSize
| | ( ( curValues . g − prevValues . g ) < 0 .5 ) )
46 {
47 // Setze neu t r a l e Elemente
48 Reduction1 = vec4 ( 0 ) ;
49 Reduction2 = vec4 ( −3.402823466 e+38F ) ;




54 // Berechne Momentanwerte
55 Reduction1 . r = curValues . r − prevValues . r ;
56 Reduction1 . g = Reduction1 . r ;
57 Reduction1 . b = curValues . g − prevValues . g ;
58
59 // F(v , t+1) ∗ Omega(v , t+1) − F(v , t ) ∗ Omega(v , t )
60 Reduction1 . a = ( curValues . a ∗ curValues . r )
− ( prevValues . a ∗ prevValues . r ) ;
61 Reduction3 . b = ( curValues . b ∗ curValues . r )
− ( prevValues . b ∗ prevValues . r ) ;
62
63 i f ( curStep . a >= 0 . 5 ) {
64 // Innerha lb des Kerns t rah l s
65 Reduction3 . r = ( curValues . b − prevValues . b )
∗ ( curValues . r / Reduction1 . r ) + prevValues . b ;
66 Reduction2 . g = Reduction3 . r ;
67 Reduction2 . r = Reduction1 . a / Reduction1 . r ;
68 } else {
69 // außerhalb des Kerns t rah l s
70 Reduction3 . r = 3.402823466 e+38F ;
71 Reduction2 . g = −3.402823466 e+38F ;





76 // Temperaturrandbedingung auch fü r n i c h tb e s ch i c h t e t e Ve r t i c e s
77 i f ( index >= numBoundaryVertices | | int (gl_FragCoord . x )>=reduct ionFboSize )
78 {
79 Reduction2 . b = curStep . g ;
80 }
81
82 // Temperatur auch fü r inne r e Ve r t i c e s
83 i f ( index < numVertices ) {
84 Reduction2 . a = curStep . r ;
85 Reduction3 . ga = vec2 ( curStep . r ) ;
86 }
87 }
88 else // reduceOperat ion == 1|2
89 {
90 ivec2 corner = ivec2 ( 2 . 0 ∗ (gl_FragCoord . xy−0.5) + 0 . 5 ) ;
91
92 //Reduction1
93 vec4 val1 = texelFetch ( loopIn_Reduction1 , corner , 0 ) ;
94 vec4 val2 = texelFetch ( loopIn_Reduction1 , corner+ivec2 ( 1 , 0 ) , 0 ) ;
95 vec4 val3 = texelFetch ( loopIn_Reduction1 , corner+ivec2 ( 0 , 1 ) , 0 ) ;
96 vec4 val4 = texelFetch ( loopIn_Reduction1 , corner+ivec2 ( 1 , 1 ) , 0 ) ;
97 Reduction1 = val1 + val2 + val3 + val4 ;
98
99 //Reduction2
100 val1 = texelFetch ( loopIn_Reduction2 , corner , 0 ) ;
101 val2 = texelFetch ( loopIn_Reduction2 , corner+ivec2 ( 1 , 0 ) , 0 ) ;
102 val3 = texelFetch ( loopIn_Reduction2 , corner+ivec2 ( 0 , 1 ) , 0 ) ;
103 val4 = texelFetch ( loopIn_Reduction2 , corner+ivec2 ( 1 , 1 ) , 0 ) ;
104 Reduction2 = max( max( val1 , va l2 ) , max( val3 , va l4 ) ) ;
105
106 //Reduction3
107 val1 = texelFetch ( loopIn_Reduction3 , corner , 0 ) ;
108 val2 = texelFetch ( loopIn_Reduction3 , corner+ivec2 ( 1 , 0 ) , 0 ) ;
109 val3 = texelFetch ( loopIn_Reduction3 , corner+ivec2 ( 0 , 1 ) , 0 ) ;
110 val4 = texelFetch ( loopIn_Reduction3 , corner+ivec2 ( 1 , 1 ) , 0 ) ;
111 Reduction3 . rg = min( min( va l1 . rg , va l2 . rg ) , min( va l3 . rg , va l4 . rg ) ) ;
112 Reduction3 . ba = val1 . ba + val2 . ba + val3 . ba + val4 . ba ;
113
114 // Normal i s i e rung / Gewichtung
115 i f ( reduceOperat ion == 2) {
116 Reduction1 . g ∗= postReduct ionFactors . r ; // E f f i z i e n z
117 Reduction1 . a /= Reduction1 . r ; // du r ch s chn i t t l . Winkel
118 Reduction3 . b /= Reduction1 . r ; // du r ch s chn i t t l . Abstand















Auf den folgenden Seiten ﬁnden sich Darstellungen der Bauteile Mat3d und Mat2a, welche
insbesondere an vielen Stellen in Kapitel 6 als Demonstrationsbauteile dienen. Die Abbil-
dungen umfassen die Geometrie der Bauteile, die Darstellung der zu beschichtenden Funk-
tionsﬂächen sowie verschiedene Ansichten und Kennwerte der zur Beschichtung verwendeten
Roboterbahnen. Für das Bauteil Mat2a überdeckt die Bahn dabei absichtlich nicht die ge-
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