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Abstract 
A triple-scale model of a molecular liquid, where atomistic, coarse-grained, and 
hydrodynamic descriptions of the same substance are consistently combined, is 
developed. Following the two-phase analogy method, the continuum and discrete 
particle representations of the same substance are coupled together in the framework of 
conservation laws for mass and momentum that are treated as effective phases of a 
nominally two-phase flow. The effective phase distribution, which governs the model 
resolution locally, is a user defined function. In comparison with the previous models 
of this kind in the literature which used the classical Molecular Dynamics (MD) for the 
particulate phase, the current approach uses the Adaptive Resolution Scheme (AdResS) 
and stochastic integration to smoothen the particle transition from non-bonded atom 
dynamics to hydrodynamics. Accuracy and robustness of the new AdResS-Fluctuating 
Hydrodynamics (FH) model for water at equilibrium conditions is compared with the 
previous implementation of the two-phase analogy model based on the MD-FH method. 
To demonstrate that the AdResS-FH method can accurately support hydrodynamic 
fluctuations of mass and momentum, a test problem of high-frequency acoustic wave 
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propagation through a small hybrid computational domain region is considered. 
Key words: multi-scale modelling, molecular dynamics, soft matter, non-bonded 
interactions, coarse-graining, AdResS, two-phase flow analogy 
 
1. Introduction 
 
One of the most accurate simulations methods, which provides detailed information at 
the atomistic level is Molecular Dynamics (MD) that solves Newtonian equations of 
motion by computing the inter-particle forces. For non-bonded interactions typical of 
soft matter dynamics, clusters of particles can freely move, and the relevant length scale 
of the system in space and time can be very large compared to the interatomic distance. 
In such systems, the number of Degrees Of Freedom (DOFs) which corresponds to all-
atom MD simulations quickly become prohibitively expensive [1]. In this case, some 
accuracy sacrifices need to be made to reduce the total number of DOFs in the 
simulation to an affordable level. For example, the standard solution in case all-atom 
details are not crucial is based on the concept of Coarse Graining (CG). Here, several 
atoms are regarded as one effective particle governed by some effective force potential 
at the mesoscopic level. For simulating even larger particle systems in space and time 
scales, the CG particles can be further agglomerated into macroscopic particles and the 
unresolved thermal fluctuations interactions are modeled statistically using Dissipative 
Particle Dynamics and Fluctuating Hydrodynamics models [2], [3]. Furthermore, for 
very large space and time scales relevant for Navier-Stokes hydrodynamics, using 
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constitutive equations derived at the microscopic level, macroscopic particles can be 
further integrated into discrete Lagrangian parcels of fluids using Smooth Particle 
Hydrodynamics (SPH) [4], [5] or Lattice Boltzmann Method (LBM) [6], [7] as well as 
represented on the Eulerian grid using finite-difference (FD), finite-volume (FV), and 
finite-element (FE) methods available [8]–[11]. 
In other applications, such as of interest in the current publication, the all-atom 
resolution is required in a certain small part of the computational domain, while the rest 
of the domain can be simulated with the use of continuum hydrodynamics methods. 
The multi-resolution simulations are challenging as they require coupling of the models 
which correspond to very different number of DOFs. 
Since the 1990s, various attempts to couple the molecular dynamics and continuum 
hydrodynamics (CH) started to appear in the multiscale literature [12], [13]. In many 
approaches, the fine-scale MD model is connected to continuum models by a 
continuum-atomistic overlap region which acts as a boundary separating the two sub-
domains of different resolution. For the overlap region, state variables schemes and flux 
coupling schemes are introduced. In the state variables schemes [12], [14], [15], [16], 
the connection interface between the MD and CH regions is solved by a finite zone that 
keeps the conservation of bulk mass and momentum fluxes. In the flux coupling 
schemes, a control interface is used to exchange the conservation fluxes between the 
hydrodynamic and atomistic parts of the solution [3]. It was shown that it is important 
for the multiscale model to satisfy macroscopic conservation laws such as mass and 
linear momentum as well as to have a model preventing the artificial phase separation 
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between the zones of different resolutions which correspond to different free energies. 
Additionally, the all-atom resolution and the continuum part of the model should be 
smoothly connected so that the particles at all-atom resolution gradually transition to 
large continuum scales. In particular, a finite overlap region between MD and 
hydrodynamic part of the solution is needed to avoid artefacts such as sharp oscillations 
in density and pressure between different representations of the same chemical 
substance [17]. 
In [18] and [19], a sophisticated two-phase flow analogy method for smoothly coupling 
the Landau and Lifshitz Fluctuating Hydrodynamics equations (LL-FH) with MD was 
developed. By introducing an atomistic particle and a continuum representation of the 
same liquid, the method was formulated as mass and momentum equations of a 
nominally two-phase flow where the concentration of each phase is a user-defined 
function. To avoid the artificial phase separation and preserve the continuity of 
variances of macroscopic flow quantities across the different phases, forcing terms were 
introduced as sources and sinks in the nominally two-phase equations without affecting 
the conservation of mass and momentum fluxes. 
Still, performance of even most sophisticated multiscale methods where a fully 
continuum flow model is directly coupled to molecular dynamics becomes rather 
sensitive to the implementation details in the unsteady cases where no complete scale 
separation can be assumed. The reason for this sensitivity is a too rapid change which 
particles must undergo on their way from non-bonded molecular dynamics to 
constrained particles, which are driven by the continuum Navier-Stokes or Fluctuating 
5 
 
Hydrodynamics equations. The rapid change may lead to a too close distance between 
the adjacent atoms which, in turn, generates large inter-atomic forces making the 
system to depart from the correct equilibrium conditions. 
To reduce the sensitivity, the concept of particle scale bridging with a gradual transition 
from a large number of DOFs (atoms) to a reduced number of DOFs (coarse grained 
particles) was introduced and implemented in the Adaptive Resolution Scheme 
(AdResS), [17]. The idea of AdResS is to introduce a smooth coupling of particles at 
different resolutions by preserving mass and linear momentum by using a force 
interpolation scheme. Subsequently, a particle sorting algorithm based on the energy 
minimisation (USHER [20]) is introduced for inserting particles in the hydrodynamic 
region. This method is used in the subsequent work [21], where a concurrent triple scale 
model was introduced that combines the AdResS with Navier-Stokes equations through 
a hybrid molecular-continuum hydrodynamics scheme (Hybrid MD). The Hybrid MD 
is based around the idea of the momentum flux exchange between the MD and the 
Navier-Stokes model at the hybrid interface H for the conservation of mass and 
momentum fluxes, apart from the additional buffer domain B, which is needed to 
operate H smoothly. B is a mass and momentum reservoir of the particles and used for 
imposing the external momentum into the molecular dynamic region.  
Because of the flux coupling scheme, the concurrent AdResS-Hybrid MD method treats 
the multi-scale particle AdResS part and the continuum Navier-Stokes part as two 
different fields separated by interface. This interface together with the reservoir B play 
the role of an artificial boundary between the two very different representations of the 
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same chemical substance: the models can inform one another in terms of the transport 
coefficients and other macroscopic properties but remain very different conceptually. 
This separation may not be ideal from the viewpoint of a sufficiently smooth transition 
from one part of the multiscale model to the other. 
On the other hand, the idea of using the two-phase analogy [18] for coupling the 
continuum and discrete representations of the same liquid, which doesn’t require 
additional adjustments, such as an artificial particle reservoir, appears to be an attractive 
alternative to the existing triple-scale AdResS method based on the flux coupling 
scheme. The current paper is the first step in developing an alternative AdResS-Hybrid 
MD formulation that is based on the two-phase analogy where the multi-resolution 
particles from the AdResS phase interact with the Fluctuating Hydrodynamics 
equations in accordance with the governing equations of conservation of mass and 
momentum of the two-phase mixture. 
The paper is organised as the following. In the theory part (section 2), the two-phase 
analogy for modelling of liquids at multiple resolution and its simplified one-way 
coupling implementation, which assumes no significant feedback of the particulate 
phase on the dynamics of the entire liquid, are briefly reviewed in subsections 2.1 and 
subsection 2.2, respectively, and the AdResS method for multi-resolution particle 
simulations is outlined in subsection 2.3. In subsection 2.4, the new coupling scheme 
between AdResS and Fluctuating Hydrodynamics, which uses the two-phase analogy 
approach, is presented as a generalisation of the stochastic Verlet-type integration 
scheme for coarse-grained particle dynamics, where the inter-particle force is calculated 
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with the AdResS method. Numerical results of the new triple scale AdResS–FH model 
and their comparison with the solutions of the previous hybrid MD-FH model are 
presented in Section 3. 
 
2. Theory 
2.1 Two-phase analogy for coupling continuum and particle representations of the 
same liquid 
The hybrid two-phase analogy model for multi-resolution simulations of liquids [18] 
is briefly summarised below. 
Large-scale continuum and fine-scale particle representations of the same chemical 
substance are considered as the ‘phases’ of the same nominally two-phase fluid. The 
concentration of the particle phase and the continuum phase are 0  s  1 and 
0  1-s  1, respectively, where s is a user-defined function of space and time that 
describes which part of the volume is represented by discrete particles and which by 
continuum. The process of phase mixing, which corresponds to changing the model 
resolution, is specified by user-defined sources in the corresponding two-phase 
equations of conservation of mass and momentum. Under assumption that there is no 
macroscopic temperature gradients, the macroscopic temperature equation is irrelevant, 
and the corresponding conservation equations of mass of the continuum phase 
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are formulated on a Eulerian grid of hexahedral control volumes, V. 
Here the fields which correspond to the particles are with a sub-index p and those which 
stand for the cell-volume averaged and the cell-flux averaged quantities (e.g. obtained 
from an appropriate reconstruction inside each cell in accordance with a finite-volume 
method) are without the sub-index. 6,..,1  are the faces of each hexagonal-type 
control volume, m and Vm /  are the mass and density of the continuum phase 
of the elementary volume, mp is the particle mass, pu  is the particle velocity, u  is 
the particle-continuum ‘mixture’ velocity,  /)1(
)(,1






 
 tNp
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the velocity of the continuum LL-FH phase,    is the mixture density, 
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pss  ,  N t  is the number of particles in the volume V. )(tN  is 
the number of particles crossing the 
th  cell face with the area normal nd  at time 
t, /p pm V   is the effective density of  particle p per volume V, t  describes 
the change of each quantity over time t , e.g. counts the particle mass and momentum 
accumulated in cell V over time t  . ipF  is the total inter-particle interaction force 
exerted on particle p.  
For the continuum phase momentum equation, the Landau-Lifshitz Fluctuating 
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Hydrodynamics model is used, which is implemented by adding the random stress 
tensor, Π
~
 to the deterministic stress of the Navier-Stokes equations, Π  in order to 
account for the effect of Brownian motion. 
( )
t J
  and )(uit J  are the mass and the 
momentum exchange terms between the two phases, which are a function of the user-
defined phase concentration function s . These exchange terms control how fast the 
fine-scale particle phase (s = 0) is replaced by the large-scale continuum phase (s = 1) 
in the computational domain to strike a balance between the computational cost 
reduction and accuracy. 
Important properties of the system of conservation laws (1)-(4) include conservation 
of mass m V  and momentum fluxes in accordance with Newton’s second law that 
equates the change of the total momentum m u  to the force applied, 
 
1,3 1,6 1, ( )
(1 )i ij ij j ip
j p N t
F s Π Π dn t s F


  
      . 
The two-phase analogy model is closed by defining the particle-particle interaction 
model (e.g. in accordance with classical Molecular Dynamics) and introducing the 
appropriate continuum-discrete source fields in the kinematic and dynamic equation for 
each particle so that, collectively, the particle phase satisfies the governing conservation 
laws (1)-(4). 
 
2.2 A single-resolution particle liquid in the fluctuating hydrodynamics bath 
 
Following the assumptions considered in [19], the effect of discrete particles on the 
macroscopic hydrodynamics is ignored, and the dependent variables of the hybrid two-
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phase mixture,   and iu  are replaced by the solution of the Landau-Lifshitz –
Fluctuating Hydrodynamics (LL-FH) model that represents the statistical properties of 
liquids at mesoscale: 
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Here )(pp   in accordance with the equation of state, the stress tensor Π  and its 
fluctuating component Π
~
 are defined so that 
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where   and   are shear and bulk viscosity coefficients. Π
~
 is modelled as a 
random Gaussian matrix with zero mean and covariance: 
   1, 1 1 , 2 2 , , , , , , 1 2 1 2( , ) ( , ) 2 2 ( ) ( ).i j k l B i k j l i l j k i j k lΠ t Π t k T D t t                 r r r r   (7) 
Following [22], the stochastic stress tensor is represented explicitly so that 
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where G  is a random Gaussian matrix with zero mean and covariance 
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 G , is a random symmetric matrix 
with zero trace, E  is the identity matrix, and  tr G  is the trace of the matrix G . 
 
The above leads to the one-way coupled MD-FH model when the hydrodynamic 
equations (5)-(8) are solved with a central finite-volume method [23]. The FH solution 
provides an effective hydrodynamic “bath” where the particle are immersed in 
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accordance with the following equations for particle coordinates and velocities of Non-
Equilibrium Molecular Dynamics (NEMD)-type: 
1
1,6 1, ( )
1
1, ( )
1,6 1, ( )
,
1,3 1, ( )
1, ( )
,
,
( ) (1 )
(1 ) / (1 )
x
u Q
u
Q
n
Q u u
p
p
p
q
q N t
p
q
q N t
q k
q N t
i p i p q iq
k q N t q
q N t
d
dt
d
dt
d
s s s
m
dn
Q s F m s s u
m







 

 
 
 

 
 

 

 
 
 
      
   
               
  
  
  
 

 
 
1,6 1, ( )
1,3 1,6 1,6 1, ( ) 1, ( )
/
1
(1 ) / , 1,2,3.      
k q
q N t
i q iq k k q
k q N t q N t
dn m
s s u u dn dn m i
V



 
 
  
 
    
   
               
 
    
(9) 
 
Here, the macroscopic fields correspond to control volume-averaged values and 
conservative fluxes are defined through the six sides of each control volume in 
accordance with the area normal nd , =1,..,6. All fields are interpolated to the 
current particle location. For simplicity, all functions inside the cell are reconstructed 
via a linear interpolation and the values of the fluxes are computed by interpolation in 
accordance with a central finite-volume scheme. , 0   are adjustable parameters 
that correspond to how fast the particle phase is forced to ‘diffuse’ to the Fluctuating 
Hydrodynamics solution in the hybrid region 0<s<1. In [19] and subsequent works  
[24], [25], the inter-particle forces, 
,p iF  are defined in accordance with the classical 
Molecular Dynamics and Eq(9) is integrated with the standard velocity Verlet algorithm 
[26]. 
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2.3 AdResS model 
Compared to other molecular dynamics methods, the distinct feature of AdResS is that 
the number of high-resolution particles (atoms) is not fixed but can vary over the 
computational domain during the simulation time. In the coarse grained (CG) solution 
region, atoms are agglomerated into molecules which are modelled as single particles. 
For every molecule, a well-defined mapping point is used such as the center of mass or 
another linear combination of the internal particle coordinates. The forces in the coarse-
grained region are functions of the mapping point positions only. The molecules are 
modelled by charge groups or sets of charge groups, which allows one to have multiple 
mapping points per molecule. The atomistic and coarse grained scales are coupled 
based on the potential derived from the reference all-atom molecular dynamic system 
by a position dependent interpolation equation [17]: 
( ) ( ) 1 ( ) ( )atom cgF w X w X F w X w X F           ， 
The coupling scheme preserves linear momentum that is of importance for 
hydrodynamics.   and   represent a pair of the two particles, atomF  and 
cgF  are 
the corresponding force potentials which represent the explicit interaction and coarse-
grained interaction of the particles, respectively, and ( )w X , ( )w X  stand for the 
weighting function: 
 
1, ;
0 1, ;
0, .
atomistic region
w x w hybrid region
coarse grained region


  
 
 
In comparison with the pure CG region, where the potential between the mapping points 
is generated by the static CG approach that reproduces the radial distribution function 
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of the molecular dynamics system as accurately as possible, in the AdResS system, the 
dynamic CG is implemented for the friction forces between the CG degrees of freedom. 
Additionally, an external force, the so-called thermodynamic force (TF) [27], is applied 
in the variable-resolution hybrid zone to reduce the local density inhomogeneities 
between the atomistic and coarse-graining representations and, thus, to enforce the 
continuity of pressure across the solution domain [28]. 
 
2.4 A multi-resolution particle liquid in the fluctuating hydrodynamics bath 
 
In comparison with the all-atom simulations, in multi-resolution particle simulations 
one also needs to integrate the equations of motion of coarse-grained particles. The 
latter include the deterministic particle-particle interactions as well as contributions 
from the unresolved interactions modeled as random fluctuations balanced by velocity-
dependent frictional forces to preserve the solution variance appropriately. Accordingly, 
the Newton’s second law for particle motion is changed to the generalized Langevin 
equation: 
 ( ) ( ) ,p pt t  u u Q      (10) 
where   ( ) / ( ) /Q=F x Rp p p pt m t m , Fp is the deterministic pair-particle 
interaction force, and R p  represents the stochastic force, which is balanced by 
friction force with a suitably adjusted coefficient   to obtain the correct variance.  
The stochastic force R p  is a stationary Gaussian random variable with a zero mean 
that is assumed to be independent from the prior velocities and the deterministic force. 
14 
 
The stochastic Leapfrog integration scheme for coarse-grained particle dynamics was 
suggested in [29]. This approach will be used as a starting point for the current work, 
hence, it is briefly outlined below.  
The development is based on approximating the analytical solution of the Langevin 
equation staggered at the whole and the mid time steps 
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where ... TOH  are high-order terms with respect to the integration time step, 
so that at the first half step  
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where 1 2,   are stochastic excitation functions corresponding to unresolved particle 
dynamics interactions (comp. with R p  in Eq.(10)). Details for the stochastic 
excitation functions are given in Appendix for reference. 
In the framework of the AdResS implementation [30], the stochastic excitation terms 
and the corresponding friction forces are switched to zero in the zone of all-atom 
molecular dynamics and are activated to the full in the coarse-grained particle region. 
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To obtain a multi-resolution particle AdReSs – Fluctuating Hydrodynamics (FH) 
scheme, the same stochastic integration technique is applied to solve Eq.(9). 
First, by taking into account the Fluctuating Hydrodynamics bath, the first half step of 
the modified stochastic Leapfrog scheme becomes (comp. with Eqs.(13),(14)) 
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where the source term includes a contribution of the Fluctuating Hydrodynamics and 
the effect of the AdResS scheme is agglomerated in the particle forces ,p iF : 
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and the effective velocity u  of the particles includes the effect of the continuum 
hydrodynamics 
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For the second half step, the modified stochastic Leapfrog scheme is (comp. with Eqs. 
(15),(16)): 
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and 
    2
1
( ) ( ) 1 ,
2
x xp pt t t t s             (20) 
 
The hybrid scheme (17)-(20) has the following properties: 
1. for s=0, which corresponds to the pure particulate phase, the algorithm reduces to the 
original stochastic leapfrog time integration scheme [29], which for small time steps 
and all-atom molecular dynamics further reduces to the standard deterministic Verlet-
type time-integration scheme, 
2. for s=1, which corresponds to the pure continuum hydrodynamic phase, the coarse-
grained particles become passive tracers in the hydrodynamic field; in this case, the 
friction terms are retained to balance the stochastic excitation generated by the random 
fluctuation stress term of the LL-FH model in the absence of sufficient particle-particle 
interactions, while the stochastic particle excitation functions  1  and  2  are 
switched off to avoid double accounting. 
 
3 Validation 
3.1 Details of the numerical implementation 
In the current implementation, following the model [19] the discrete particles are 
present in the entire computational domain. At the open boundaries, periodic boundary 
conditions are applied. The user-defined function  ,s s t x  of the hybrid multiscale 
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model based on the two-phase analogy is specified so that it is zero in the centre of the 
computational domain and grows to the domain periphery where coarse-grained 
particles are driven by the external hydrodynamic field, 
    
min
max min min
max
, ;
, ;
, .
MD
MD
MD FH
FH MD
FH
S z R
z R
s z S S S R z R
R R
S z R
 


    

 
   (21) 
 
where MDR  and FHR  are the radii of the discrete particle and the hydrodynamic zone 
which are user-defined parameters. 
In comparison with the previous hybrid MD-FH model [19], which used the pure MD 
model in the entire subdomain region where minSS  , in the current AdResS-FH model 
the boundary of the minSS   region corresponds to coarse-grained particles (fig.1). 
In the rest of the AdResS region ( minSS  ), a smoothly varying weighting function is 
applied to separate the Coarse Grained (CG) region from the pure MD zone in the centre 
with a hybrid zone [31]: 
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 
 (22) 
 
where all atomR   and hybd  are the radius and the width of the all-atom MD and the 
hybrid zone, respectively, as defined by the user. 
 
In Eqs. (21) and (22),      
2 2 2
1 2 32 2 2z x L x L x L       and 
)2/( 1 Lxabsz   in case of the spherically symmetrical and one-dimensional s-
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function distributions, respectively, where L is the computation box size, the coordinate 
centre corresponds to the centre of the atomistic region, and the limiting values of the 
S-function used in the current implementation are: 98.0,0 maxmin  SS . 
 
 
   (a)           (b) 
Figure 1. Schematics of the domain decompositions of the current AdResS-FH (a) and 
the MD-FH model [19] (b). In the MD-FH model, the FH zone  1S   and MD zone 
 1S   are connected by a buffer zone that is a mixture of MD and FH representations 
where variable S gradually changes from 0 to Smax. In the AdResS-FH model, inner 
pure MD zone is replaced by the AdResS model which consists of CG, hybrid (mixture 
of CG and MD), and MD sub-domains. 
 
3.2 Test problems 
 
A water system in equilibrium at standard stationary pressure and temperature 
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conditions is considered in a cubic box (7x7x7) nm3. For solving the LL-FH equations 
(5)-(8), the computational domain is divided by a uniform computational grid 
corresponding to (5x5x5) control volumes (MD bins). All MD simulations are run in 
NVT ensemble with the standard Nose-Hover thermostat [32], [33]. For the AdResS-
FH algorithm, the time constant for thermostat coupling is 0.5 ps. The MD integration 
time step is 2 fs, the integration time step of the hydrodynamic LL-FH model is 20 fs, 
and the total simulation time in all cases is 2 ns (106 time steps). 
The same system is modelled with the suggested AdResS-FH method and with the 
original MD-FH method [19] for comparison.  
In order to investigate sensitivity of the current triple-scale model to the choice of the 
thermostat in molecular dynamics, the tests of the AdResS-FH model have also been 
performed with the Berendsen thermostat. The model results with the Berendsen 
thermostat and those with the Nose-Hover thermostat are virtually the same. The lack 
of sensitivity to the thermostat details can be explained by the fact that the current one-
way coupling implementation of the AdResS-FH does not take into account the 
feedback of AdResS particles on the hydrodynamic part of the model that is fixed. 
For the first two test problems, a spherical distribution of the S-function is selected in 
each case so that      
2 2 2
1 2 32 2 2z x L x L x L       in Eqs (21) and (22). 
The size of the interior pure MD region ( MDR  in the MD-FH model and all atomR   in 
the AdResS model) is fixed the same for the different hybrid models to be compared. 
There are two test cases considered: (1) the coordinate centre corresponding to the 
centre of the atomistic region is fixed at all times   0xc t   and (2) the coordinate 
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centre corresponding to the centre of the atomistic region oscillates about the origin in 
accordance with 
     sin ,0,0 ,xc t A t        (23) 
 
where A=2 nm, 20=   rad/ps (see fig.2). 
To analyse the solution accuracy of the hybrid multiscale models in cases 1 and 2, the 
radial distribution function (RDF) and the velocity autocorrelation function (VACF) of 
oxygen atoms are computed in the interior pure MD region. The results are compared 
with the solution of the classical all-atom MD simulation, which was performed in the 
same periodic box domain. 
It can be remarked that problem 1 (“static case”) is the standard consistency test for 
multi-resolution methods [31], [19]. In comparison with this, problem 2 (“dynamic 
case”), which to the best knowledge of the authors is considered here for the first time 
in the literature, is much more challenging. The apparent velocities and accelerations 
in the system are comparable to the thermal molecular fluctuations and the usual 
assumption of a scale separation that is typical of many multiscale models in the 
literature does not apply in this case. Consequently, any lack of balance in mass and 
momentum fluxes in the multiscale solution here would result in spurious velocities 
and accelerations in the results. 
 
21 
 
   
  (a)       (b)       (c) 
 
Figure 2. Schematic of the AdResS-FH model at 2t   (a), 0t  (b), 2t 
(c) for “dynamic” test 2. 
 
Furthermore, to test sensitivity of the models to the size of the pure MD region that is 
one of the important numerical parameter which controls the model resolution, the 
simulations are performed for a few different values of all atomR   and MDR  parameters 
of the AdResS-FH and the MD-FH model, respectively: 0.3 )2/(L  and 0.7 )2/(L . Other 
parameters of the two models are selected individually for best performance in each 
case. This results in two different configurations for the AdResS-FH model, 0.3-0.4-
0.5-0.8 and 0.7-0.8-0.85-0.95, and two different configurations for the MD-FH model, 
0.3-0.8 and 0.7-0.95. The two-digit notation for the MD-FH model corresponds to a 
set of MDR  and FHR  values in Eq (21). 
For the AdResS-FH model, the first three of the four-digit notation correspond to a set 
of radial distances which control the distribution of the parameter w in the three layers 
of the AdResS model ( MDhybatomallatomall RdRR ,,  ) in accordance with Eq (22), where 
S = 0, and the last one corresponds to the beginning of the hydrodynamic layer ( FHR ), 
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where S increases in Smax in accordance with Eq (21). 
Figs. 3 and 4 compare the RDF and VACF solutions for oxygen for all four models 
with the reference distributions obtained from the all-atom MD simulation for problem 
1 and 2, respectively. 
For the “static” test 1, the AdResS-FH model shows consistently accurate results in an 
excellent agreement with the reference MD solution. In comparison with this, the 
accuracy of MD-FH model rather depends on the size of the inner MD domain zone as 
well as the width of the hybrid MD-FH zone.  
For the “dynamic” test 2, the AdResS-FH model shows a very little sensitivity on the 
size of the pure MD region and its predictions are very close to the reference MD 
simulation again. In comparison with this, the MD-FH model for both sets of the 
selected parameters fails to predict the correct profile of the RDF function and its 
predictions of VACF become reasonable only when the size of the inner MD region is 
small so that the hybrid MD-FH zone is sufficiently large.  
 
 
          (a)          (b)   
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        (c)          (d)   
Figure 3. Results of the “static” test 1: comparisons of the RDF and VACF distributions 
for oxygen atoms in the inner pure MD region for the AdResS-FH (a),(c) and MD-FH 
models (b),(d) for different sizes of the MD region. 
 
        (a)          (b)   
       (c)          (d)   
Figure 4. Results of the “dynamic” test 2: comparisons of the RDF and VACF 
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distributions for oxygen atoms in the inner pure MD region for the AdResS-FH (a),(c) 
and MD-FH models (b),(d) for different sizes of the MD region. 
 
As discussed in the introduction, the larger error of the MD-FH method in comparison 
with the AdResS-FH scheme is due to a drastic change between the atom properties as 
they undergo a transition towards hydrodynamic particles. The hydrodynamic particles 
may come closer one to another compared to atoms in molecular dynamics. The less 
gradual transition between these two states leads to a non-negligible probability to find 
particles at a small distance between each other, hence, to large interatomic forces and 
an excursion from the correct equilibrium state of the system. This is illustrated in Fig. 
5 which compares typical RDF solutions for oxygen for the stationary models obtained 
with AdReSs-FH and MD-FH methods in the entire computational domain including 
both the atomistic and the hydrodynamic zone. The size of the MD zone is set the same 
for both the methods and equal to 0.7 of the entire domain length. The centre of the MD 
zone is fixed which corresponds to conditions of the “static” test 1. The reference 
distribution obtained from the all-atom MD simulation in shown on the same plot for 
comparison. Note that, while the AdResS-FH solution captures the peak probability 
very closely compared to the reference MD solution, the peak of the MD-FH 
distribution looks somewhat diffused towards small interatomic distances. This means 
a nonzero probability of finding MD-FH particles closer to each other compared to the 
correct equilibrium distribution in molecular dynamics. 
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Figure 5. Comparison of the RDF profiles for oxygen atoms in the entire solution 
domain for the AdResS-FH and MD-FH model for the “static” test 1, which 
correspond to 0.7-0.8-0.85-0.95 and 0.7-0.95 hybrid domain configurations, 
respectively.  
 
In addition to RDF and VACF, another important property of a hybrid model is 
capturing the correct level of thermal fluctuations of groups of atoms. Of particular 
interest is density and velocity fluctuations in the inner MD volume of the hybrid 
computational domain. Fig.6 compares the standard deviation (STD) of density and 
velocity of water atoms in the MD zone for the AdResS-FH and MD-FH models. The 
results correspond to the hardest, “dynamic” test 2 and the largest size of the inner MD 
zone (0.7 of the length of the entire computational box). The solutions of the two models 
correspond to 0.7-0.8-0.85-0.95 and 0.7-0.95 hybrid domain configurations, 
respectively. The reference profiles are obtained by running the all-atom MD 
simulations and extracting fluctuations for the same control volume size. These are 
shown on the same plots for comparison. The AdReS-FH prediction for the velocity 
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fluctuation are in an excellent agreement with the reference pure MD solution. In 
comparison with this, the velocity fluctuations of the MD-FH solution are notably 
amplified. The density fluctuations of the AdReS-FH solution show some 20% 
overprediction compared to the reference solution. For this quantity, the solution of the 
MD-FH method appears to be more accurate (within 10% error). The error of the 
AdReSs-FH solution for density can be explained by the sound speed effect. Indeed, 
the sound speed is well-known to affect the level of density fluctuations. But this 
quantity is not well preserved in the AdReSs scheme which has a correction to preserve 
the continuity of pressure across the hybrid zone but not that of the pressure derivative 
that defines the sound speed. 
 
          (a)             (b)    
Fig 6. Comparisons of the standard deviations of density (a) and velocity (b) 
fluctuations of the inner MD part of the AdResS-FH and MD-FH methods for 
conditions of the “dynamic” test 2 with the reference all-atom molecular dynamics 
solution. 
 
Finally, accuracy of the new AdResS-FH model is tested for an acoustic wave 
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propagation problem following [21], [34] and [35]. In this case, coupling with 
macroscopic mass and momentum transfer is important and the problem cannot be 
solved by applying the pure AdResS method alone. Compared to the shear wave 
propagation test problems considered in [19] and [36] , acoustic wave propagation 
involves closely correlated fluctuations of density and velocity. Hence, it is a good test 
for both the macroscopic mass and the momentum conservation equations. 
 
A normal high-frequency acoustic wave is specified in the same small computational 
box domain as considered for test problems 1 and 2. To simplify the boundary 
conditions, the acoustic wavelength is set equal to the domain size, L. The amplitude 
of the acoustic wave is 0.5% of the background values of pressure and density and is a 
few orders of magnitude smaller compared to the thermal fluctuations. Because of the 
scale separation, the acoustic wave influence on thermal fluctuations is neglected. 
Furthermore, due to the small size of the solution domain, the viscous dissipation effects 
on acoustic wave are ignored. 
 
For numerical implementation, the acoustic wave is introduced into the background 
solution corresponding to no-flow conditions by modifying the underlying LL-FH 
solution so that 
 
 
'
'
1
,
,0,0 ,u u
FH
FH u
   
 
      (24) 
where  ' 1cos t kx       and  
'
1 1cossu c t kx     are the solution of the 
corresponding linear wave propagation equation. The wavenumber is related to the 
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frequency via the dispersion relation so that 
sc
k

  where the phase velocity is equal 
to the sound speed s
P
c




 that is given in accordance with the isothermal equation 
of state for water,  P P  .  ,uFH FH  is the solution of the LL-FH equations (5)-
(8) and  is the time-averaged (bulk-water) density value. 
A high frequency wave case is selected so that / sc   is 0.897 rad/nm. This 
corresponds to a reduced frequency 4.398
s
x
c

   defined on the characteristic length 
scale of the problem, x  that is the width of the inner MD zone of the AdResS-FH 
model. Since 1x
cs

 this amounts to an unsteady wave propagation regime. 
 
Fig.7 shows how the AdResS-FH model is adapted for the acoustic wave propagation 
test by choosing a one-dimensional distribution function of the model parameters so 
that )2/( 1 Lxabsz   in Eqs. (21),(22).  
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Figure 7. Schematic of the AdResS-FH model for the acoustic wave propagation test 
and a typical acoustic wave profile across the computational domain that is divided into 
(5x5x5) MD bins.  
 
To analyse accuracy of the hybrid AdResS-FH model for this test, a numerical probe is 
placed in bin # 3 which corresponds to the pure MD region and the density time signal 
is calculated by averaging the contributions of all atoms in the bin.  
 
It can be recalled that the acoustic signal to thermal noise ratio of the problem is very 
low, O(10-2). However, the thermal noise fluctuations are not correlated in comparison 
with the small amplitude but strongly correlated acoustic signal that propagates in the 
x1-direction. Therefore, in order to eliminate the thermal noise effect, the acoustic signal 
is first averaged along the homogeneous x2 and x3 directions and then phase averaged 
in accordance with the time period of the acoustic wave propagation, 0 2t    over 
the window of about 1000 acoustic time periods. 
Fig. 8 compares the resulting acoustic signal, which has been reconstructed in the pure 
MD region of the AdResS-FH model, with the analytical solution. A very good 
agreement both for the amplitude and the phase of the wave can be noted which 
confirms that the current implementation not only maintains a correct balance of mass 
and momentum without any significant acoustic wave dissipation but also accurately 
reproduces the phase velocity of the acoustic wave. 
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Figure 8. Acoustic wave propagation through the AdResS-FH domain: comparison of 
the density fluctuation obtained from the all-atom resolution part of the computational 
domain with the analytical solution. 
 
4 Conclusions 
 
A new multi-resolution scheme, which combines the scale-bridging AdResS method 
with Fluctuating Hydrodynamics (FH) is developed. In comparison with the existing 
modifications of AdResS in the literature, the current method is based on a state variable 
scheme which uses the analogy with two-hydrodynamics to smoothly connect the 
coarse-grained particles and continuum hydrodynamics as a particle and a continuous 
phase of the same liquid, respectively. The new model can also be considered as an 
extension of the previous Molecular Dynamics (MD)-FH coupling schemes based on 
the two-phase flow analogy to multi-resolution particle simulations. Thanks to this 
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extension, a more consistent transition between the MD region and the FH domain with 
a better control of inter particle distances has been achieved. 
Numerical tests demonstrate that the suggested AdResS-FH model is more accurate and 
less sensitive to the key numerical parameters such as the width of the pure MD region 
compared to the previous MD-FH model. In particular, the new triple-scale model is 
shown to accurately reproduce the radial distribution function and the velocity auto-
correlation of oxygen atoms for the challenging test case when the coordinate center of 
the hybrid region moves at high apparent velocities and accelerations so that the scale 
separation assumption does not apply. It is shown that the key improvement in accuracy 
of the new model compared to the “baseline” MD-FH model is associated with a more 
accurate preservation of correct inter particle distances in the entire computational 
domain including hydrodynamics. For the moving hybrid region test, the new AdResS-
FH model also demonstrates an excellent accuracy in capturing the correct velocity 
fluctuations of the inner MD zone atoms as verified against the reference all-atom MD 
simulation. The density fluctuations of the same group of atoms are reproduced with a 
reasonable accuracy too despite the lack of preservation of correct sound speed across 
all layers of the AdResS model. 
To analyse its accuracy for multiscale simulations of hydrodynamics flows, the 
AdResS-FH model is implemented for the problem of high frequency acoustic wave 
propagation in water and the results are compared with the analytical solution. It shown 
that the new model not only captures the correct amplitude of the acoustic wave without 
any significant amplitude attenuation but also accurately reproduces the phase velocity. 
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Future work will be devoted to extending the AdResS-FH model to a fully coupled 
approach where the hydrodynamic phase is computed on the fly from the MD solution 
by solving the governing equations (1)-(4) rather than the LL-FH equations (5)-(8) as 
well as keeping the coarse-grained particles in a small part of the continuum 
computational domain to speed up calculations. Other avenues for future work can 
include an extension of the suggested AdResS-FH approach to supramolecular coarse-
grained (SCG) models, which map several molecules to one SCG particle, and which 
can be implemented by the use of dynamical mapping algorithm SWINGER [37] as 
well as combing the current approach with the AdResS- dissipative particle dynamics 
methods [38]. 
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Appendix: Details of the stochastic excitation functions 
In accordance with the integration method outlined in [29], several random variables 
are introduced: 
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The stochastic characteristics of  'R t  are subjected to the same assumptions as in 
R p . In the SD leap-frog algorithm, the variables 1 2,   are defined so that 
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 / 2tU t  and  /2 / 2t tX t   are integrals of  R t  over the same time interval 
1/2( , )n nt t   and defined by： 
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These variables are correlated with each other.  
The other pair of random variables is defined in a similar way:  
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Both pairs of random variables are subjected to a bivariate Gaussian probability 
distribution [40]. For the first pair of random variables: 
      
         2 2 2 2 2 2 22 /2 1 2 /2 1 1 21/2 /2 2 /2 /2 /2 / 2 12 2 2 2
/2 1 2/ 2 , / 2 4 1
t t t t t tX t kX t U t U t k
t t tW X t U t k e
     
  
 
          
   

     
                  (A9) 
Here the parameters 1 , 2  and k  are determined from the calculation of 
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 2 /2 / 2t tX t  ,  
2 / 2tU t , and    /2 / 2 / 2t t tX t U t   , and the property 
of the stochastic forces 
 
' '( ) ( ) 2 ( )B refR t R t m k T t t               (A10) 
Here Bk  is the Boltzmann constant and refT  is the reference temperature.  
The rest of the parameters used are defined below:  
  2 21 /2 2/ 2 ( / 2)
B ref
t t
k T
X t C t
m
 

            (A11) 
    2 22 / 2 1
B ref t
t
k T
U t e
m
                 (A12) 
    1 2 /2 / 2 / 2 ( / 2)
B ref
t t t
k T
k X t U t D t
m
  

        (A13) 
    
22 2 2 2
2 2 1 2 11 / ( / 2) / ( / 2)
B refk T
k k B t C t
m
              (A14)         
and 
   22 1 1 2 1/ / ( / 2) / ( / 2)k k D t C t                 (A15)          
where 
 /2( / 2) 3 4 t tC t t e e                        (A16)  
 /2 /2( / 2) 2 t tD t e e                (A17)           
and 
    
2
/2( / 2) 1 4 1t tB t t e e                 (A18)           
For the second pair of random variables, the bivariate Gaussian probability 
distribution reads 
      
         2 2 2 2 2 22 1 2 /2 1 /2 1 21/2 /2 2 /2 /2 /2 / 2 12 2 2 2
/2 1 2/ 2 , / 2 4 1
t t t t t tU t qU t X t X t q
t t tW U t X t q e
     
  
 
          
   

     
                  (A19) 
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The parameters 1 , 2  and q  are determined from the calculation of 
 2 / 2tU t ,  
2
/2 / 2t tX t  ,    /2/ 2 / 2t t tU t X t  , and using the 
expression (A10) so that: 
      2 21 / 2 1
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t
k T
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