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Abstract 
Energy efficiency in data centers has become a hot topic in recent years as more and larger 
data centers have been established and the electricity cost has become a major expense for 
operating them. Server consolidation using virtualization technology has become an impor-
tant technology to improve the energy efficiency of data centers. Virtual machine placement 
is the key in server consolidation. In the past few years, many approaches to virtual machine 
placement have been proposed, but existing virtual machine placement approaches to the vir-
tual machine placement problem consider the energy consumption by physical machines only, 
but do not consider the energy consumption in communication network in the data center. 
However, the energy consumption in the communication network in a data center is not triv-
ial, and therefore should be considered in virtual machine placement in order to make the data 
center more energy-efficient. 
In this research, we propose a genetic algorithm for the new virtual machine placement prob-
lem that considers the energy consumption in the servers as well as the communication net-
work with a typical topology. Experimental results show that the genetic algorithm performs 
well when tackling test problems of different kinds, and scales up well when the problem size 
increases. 
To search for possible better solutions to the same problem, we then propose another ap-
proach: a Simulated Annealing Virtual Machine Placement (SAVMP) algorithm based on a 
general Simulated Annealing (SA) approach, which is inspired from the annealing process in 
metallurgy. SA is a generic probabilistic meta-heuristic for the global optimization problem 
of locating a good approximation to the global optimum of a given function in a large search 
space. The effectiveness of SA comes from its extension of two basic heuristic techniques: 1) 
the divide and conquer approach; 2) the iterative improvement scheme. To evaluate the per-
formance of SAVMP, we compare its test results with those of First Fit Decreasing (FFD) 
and of a multi-start random searching approach. Experimental results show that this SA algo-
rithm can generate better results, saving up to 25 per cent more energy than the FFD in an 
acceptable time frame. It also performs significantly better than the previously proposed GA 
algorithm in solving the VM placement problem that considers both server and network de-
vice energy. 
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Most extant solutions, which are static algorithms, are not very suitable in an environment 
where existing virtual machines are constantly turned off and new ones created as in a public 
data center. In this research, a dynamic virtual machine placement algorithm which simulates 
the human markets is initially proposed to do the online virtual machine placement, taking 
the migration cost into account. The proposed algorithm also optimizes the energy cost by 
reducing the data traffic among network devices. As well, the market-based solution provides 
a good architecture that has good potential to be used in large-scale data centers that have 
thousands of physical machines. The evaluation tests have shown that the server consolida-
tion results from the proposed approach are better than the traditional FFD heuristic. 
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1 INTRODUCTION  
Improving energy efficiency has become an increasingly important task for many 
data centers for a number of reasons like huge electricity cost, infrastructural limits 
and negative environmental impact. The energy dissipation in the data center is di-
vided in several subsystems such as cooling and air conditioning, IT equipment, un-
interruptable power supply (UPS). To address the energy inefficiency, a variety of 
measures have been attempted in different sub-systems and summarized as ‘best 
practice’ [1]. The cooling sub-system is responsible for the largest share of electric-
ity consumption in typical data centers; therefore much effort from both industry and 
academia has been put into its energy reduction and significant improvement has 
been achieved. On the server sub-system, virtual machine technology has been in-
vented and in recent years used widely as it has many benefits, such as improving 
server utilization, facilitating resource management and enhancing application secu-
rity. One of the potential benefits of virtualization technology is to save energy by 
consolidating Virtual Machines (VMs) to fewer Physical Machines (PMs), but how 
and when to do such consolidation to achieve this optimized effect on energy con-
servation subject to performance constraints remains an open problem. 
1.1 ‘Power Struggle’ in Data Centers 
1.1.1 Data center booming 
A large number of public or private data centers (DCs) evolving from the ‘computer 
rooms’ have been established in recent years to meet the demand of the digitaliza-
tion of more aspects of society and in a more extensive way. These DCs centralize 
more and more applications and services. This can be attributed to more people pre-
ferring the convenience and relying more than before on storing information in and 
retrieving it from the internet ‘anywhere and anytime’. Another reason is that many 
business entities outsource their IT infrastructure to reduce their size, in order to be-
come more specialized in their market niches and for more cost effectiveness in IT 
investment. This trend is still continuing. It is quoted by Judge et al [1] that the ca-
pacity demand of data centers has been increasing by 12 per cent each year. 
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1.1.2 Soaring electricity usage 
The common problem for data centers is the rapidly increasing electricity cost. The 
electricity fee has become half of the data center maintenance cost. What is more, 
the electricity prices are rising. With the increasing price of electricity in the fore-
seeable future, the ratio will be predicted to grow. The electricity prices have been 
increasing by 4.4% per year, and the electricity cost in data centers in USA was es-
timated at $3.3 billion in 2008 [1].Another adverse effect caused by the large 
amount of power consumption is that data centers are responsible for tremendous 
green house gas discharged into the atmosphere. 
The rapid increase of power consumption of servers also quickly pushes the numbers 
close to the infrastructure limitations quickly in some data centers, making it diffi-
cult to add more physical servers in the existing infrastructure. For example, when 
new servers are added into the server farm, all the supporting systems, such as the 
UPS array and the cooling system, may need to be upgraded to power up and cool 
down the servers. These will lead to drawing more energy and the additional re-
quirement of other related resources. What’s more, some resources have limited ca-
pacities and it is hard to improve their capacities. For example, there is a limit for the 
mains breaker, or the maximum workload of power generator.  
1.1.3 Time for a change 
The rapidly increasing electricity consumption in the data centers is caused by grow-
ing server capacity and the inefficiency of electricity usage in the data center envi-
ronment. The work of maintaining physical servers usually focuses on providing the 
exact environment, such as the exact temperature, humidity, and electricity supply to 
ensure the reliability of each piece of equipment. As a result, electricity efficiency 
was largely neglected. With server numbers becoming very large and the electricity 
cost having become a major cost for the data center, the old way of maintaining data 
centers should be changed. More measures to contain the energy consumption 
should be adopted. 
1.2 Energy Consumption Breakdown
1.2.1 Energy consumption in different sub
It is necessary to understand how the energy is dissipated in the data center before 
starting to give solutions. The energy consumption breakdown in a typical data ce
ter is sorted in decreasing order 
Cooling 33%, Air Conditioning and Humidifier 
Power Distribution Unit 5% and Lighting 1% 
Figure 1.1 – Energy
1.2.2 Cascading effects
The top three components
IT equipment and UPS, responsible for 33%, 30% and 18% respectively. If cooling, 
humidification and air conditioning are taken as a whole, environmental control 
takes the biggest share of electricity consumption, at 45%. I
KiloWatt Hour (KWH) power is consumed by the IT equipment, another 2.3 KWH 
will be consumed on the supportive facilities in the data center
effect can be extended outside the data center, 
the power grid. The total amount of power dissipated along the chain caused by a 
unit of electricity consumed
IT equipment
30%
UPS
18%
Power 
Distribution 
Unit
5%
 
-systems
in Figure 1.1: Thermal Management 45% (including 
12%), IT equipment 30%, UPS 18%, 
[2]. 
 consumption breakdown in different sub-systems
 
 consuming the most electricity in Figure 1.1
n this case, 
 [1]. This cascading 
in the switchgear, transformer, and 
 by the IT equipment can be very large. 
Cooling
34%
Air Conditioning 
and Humidifier
12%
Lighting
1%
3 
 
n-
 
 
 are cooling, 
when one 
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Figure 1.2 illustrates the cascading effects of electricity consumption along the en-
ergy dissipation chain sequentially from the server through AC-DC transformer, 
power distribution and finally to the main switch gear of the building in a data center. 
The figure reveals that it is very important to minimize the cascading effect through 
the energy flow chain, and that cutting down the energy consumption at the very be-
ginning of energy flow chain will magnify the energy saving effect for the whole 
electricity transmission route. 
 
Figure 1.2 - Cascading effect of electricity flow starting from the server to switch gear 
1.3 Energy Efficiency Metrics 
Two metrics have been proposed to measure the power efficiency in the data center. 
One is Power Usage Effectiveness (PUE) and the other is Server Computing Effi-
ciency (SCE). They reflect the different aspects of efficiency in a data center. 
1.3.1 Power usage effectiveness 
The metric, Power Usage Effectiveness (PUE), has been widely used in industry  to 
measure the power efficiency of data centers[3]. PUE is the ratio of the total amount 
of power used by facilities in a computer data center to the power delivered to IT 
equipment. The smaller the number, the more energy efficient the data center is to 
run the computing facilities. One view of PUE is that the ‘tax’ or burden in energy 
0
0.5
1
1.5
2
2.5
3
Accumulative Electricity 
Consumption
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costs you must pay above the IT load to run the data center. For the example of sec-
tion 1.2.2 above, the PUE is 3.3 to 1, or 3.3. 
To address the problem of the low power efficiency in data centers, ‘best practices’ 
are promoted to reduce data center energy consumption. The top 10 energy saving 
practices identified by Lawrence Berkeley National Laboratory are introduced, each 
with detailed numbers like KW savings, reduction percentages and return of invest-
ment [1]. It is claimed that these measures can help cut down energy consumption as 
much as 50%. That means the PUE can be brought down as low as 1.65 in the ex-
ample by following these practices. 
Companies which have large data centers have been attempting many measures to 
improve the PUE. For instance, Google has designed shipping container data centers, 
of which the PUE is claimed to 1.2. Recently, the Facebook data center in Prineville 
has achieved a PUE of 1.07 using ‘free cooling’ by applying many creative engi-
neering technologies, such as fewer parts and better layout of these parts on the 
motherboards for air cooling [4]. 
1.3.2 Server compute efficiency 
Although the PUE describes the efficiency of the power supply to the IT equipment, 
it does not tell how efficient the servers are from the perspective of energy usage. 
For example, if 15% of the servers are powered on but not being used, whether these 
computers are turned off may not affect the PUE value, though potentially, these 15% 
of servers are wasting energy and should be turned off unless they are kept in the 
active mode intentionally for purposes such as online backup. 
Probably CPU utilization could be suggested as the metric of computing efficiency, 
but it does not show how much computing work is spent on doing the useful work. 
When the CPU is busy with re-indexing or virus scan, for example, it is hard to say 
the server is doing something useful. 
To introduce Server Computing Efficiency (SCE), the Primary Service (PS) and 
Secondary & Tertiary Service (STS) will be defined first [5]. Primary Service is the 
service providing useful work; the auxiliary services supporting the Primary Service 
are defined as Secondary & Tertiary Services. Virus scanning, disk indexing and 
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backing up are examples of these auxiliary services. PSs are different: they are de-
pendent on the service applications, while the STSs are fewer and enumerable. Prac-
tically, we can use the following equation to calculate how much computing work is 
useful: 
 (1) 
SCE then is defined as the proportion of samples that the server is providing primary 
services over time (as a percentage). 
This metric helps to find the unused servers to increase the data center efficiency by 
removing or decommissioning the useless servers, therefore to reduce power for 
physical servers and resource usage for virtual servers. 
1.4 Energy Saving Initiatives 
There have been many attempts to reduce energy usage in data centers. Some at-
tempts are very successful compared to conventional data center usage. The 
Google’s shipping container data center [6] and Facebook’s natural cooling  data 
center [4] are well known pioneering research and engineering examples. To help 
save energy on physical servers, VMware [7] Dynamic Power Manager (DPM) has 
turned the idea of turning physical nodes on and off according to current workloads 
into simple configurations through its virtual machine managing software solution. 
1.4.1 Container data center 
Google implemented its first shipping container data center in parking garages from 
the fall of 2005 and kept it as an industrial secret until 2009 [6]. In this data center, 
there are 45 shipping containers, each of which can hold up to 1160 servers, using 
250 kilowatts of power, resulting in a power density of more than 780 watts per 
square foot. The container is specially designed so it can operate at a temperature of 
27.2 Celsius degrees in the cold aisle. This higher temperature, which can reduce 
energy cost of cooling system significantly, was not usual in 2005, but has now be-
come popular. The 75,000 square feet data center facility has a power capacity of 10 
megawatts, operating with a PUE of 1.25. 
7 
 
Similarly, Microsoft has built its own data center containers in Chicago, each of 
which can house as many as 2500 servers, and has claimed they are extraordinarily 
energy efficient, with the PUE rated at 1.22 [8]. 
Containerized data centers’ efficiency comes from their well designed heat exchange. 
Instead of the computer room air conditioning, chilling fluid is pumped to every con-
tainer. The air flow in the constrained space circulates in a more efficient way to 
achieve a better cooling effect than achieved in the much larger computer room, 
where air turbulence occurs more often resulting in less heat exchange efficiency. 
1.4.2 ‘Natural cooling’ data center 
In order to achieve high efficiency, but unlike the idea of putting the servers into 
modular containers, the Facebook data center in Prineville recently has achieved a 
PUE of 1.07 with ‘free cooling’ and customised motherboard layout[4]. In this data 
center, there is no air conditioner or chilling equipment. This is substituted by blow-
ing in outside natural cooler air filtered and humidified. The customised server 
hardware does not have redundant electronic components or cover over the mother-
board so that the cooling air can easily flow through the parts that need to be cooled. 
However, this data center is criticized for using large quantities of water, which 
might have a negative impact on the local environment, even though it has demon-
strated an innovative way of building a new data center with a very low PUE. 
1.5 Server Energy Reduction Techniques 
The previous section outlines very effective measures that can be adopted to reduce 
the energy consumption in data centers. However, that work does not guarantee ei-
ther the efficient usage of server resources or the energy efficiency of the servers. 
For example, assuming that the PUE is 1, which means all the electricity is spent on 
the IT equipment, if many of the servers were running very light workloads, a large 
percentage of the computing resources would be wasted and most of the energy cost 
by the servers would also be wasted without doing anything useful. Therefore it is 
necessary to make use of the physical nodes efficiently and conserve energy on them, 
as they are the very starting point of the cascading chain depicted in Section 1.2.2. In 
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order to save energy on the server side, techniques like Advanced Configuration and 
Power Interface (ACPI), Dynamic Voltage Frequency Scheduling (DVFS), and 
Varying-On-Varying-Off (VOVO) have been implemented or proposed to save 
server energy. 
1.5.1 Advanced configuration and power interface 
The Advanced Configuration and Power Interface (ACPI) specifies an abstract and 
flexible interface between power manageable hardware components and the power 
manager. Hardware components can be VLSI chips, disks, displays and so on, while 
the power manager is the system component that controls when and how to turn the 
hardware on and off [9]. Some power saving policies take advantage of this interface 
by powering off hardware parts not being used or putting them into low energy con-
sumption states. 
In ACPI there are six power states: S0, S1, S2, S3, S4, and S5. These states are de-
fined as follows: 
• S0: the run state. In this state, the machine is fully running. 
• S1: the suspend state. In this state, the CPU will suspend activity but retain 
its contexts.  
• S2 and S3: sleep states. In these states, memory contexts are held but CPU 
contexts are lost. The differences between S2 and S3 are in CPU re-
initialization done by firmware and device re-initialization. 
• S4: a sleep state in which contexts are saved to disk. The context will be re-
stored upon the return to S0. This is identical to soft-off for hardware. This 
state can be implemented by either OS or firmware. 
• S5: the soft-off state. All activity will stop and all contexts are lost.  
In addition to managing transitions between system power states, ACPI can also 
manage the power state of individual devices to a fine-grained level. For example, if 
two devices share the same power line, that information can be encoded in the ACPI 
tables in such a way that the power line is active only if one or both of the devices 
are in use.  
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With the ACPI enabled, components like the monitors and hard disks of the physical 
servers can be put into low energy mode when they are idle for some time. However, 
it is rare to put the whole server machine into sleeping mode because the waking up 
time from sleeping mode is too long, often several minutes, for many services. An-
other usage with ACPI is the trade-off between more energy saving and the shorter 
time to put the idle machines into service. A server machine in sleeping state costs a 
little energy, but can be woken into running mode in a shorter time than the cold 
starting from full stop mode. 
1.5.2 Vary on vary off 
The Vary On Vary Off (VOVO) method comes from a simple idea: when the total 
workloads are lighter, surplus servers can be turned off or hibernated to save energy; 
on the contrary, when the workloads increase, spare servers are powered up to share 
the workloads. The research conducted by Elnozahy et al [10] shows a policy that 
brings nodes online and takes them offline depending on the workload intensity, 
producing significant savings up to 42%. 
The idea of dynamic consolidation in the VOVO method was an extension of the 
server overbooking which had been proposed and verified by earlier research. Ur-
gaonkar et al demonstrated in their work the feasibility and benefits of overbooking 
resources in shared platforms to maximize the platform yield (the revenue generated 
by the available resources). They achieved this by firstly deriving an accurate esti-
mate of the application resource needs by profiling applications on dedicated nodes, 
and then using these profiles to guide the placement of application components onto 
shared nodes. In their work, overbooking cluster resources in a controlled fashion 
enables the platform to provide performance guarantees to applications even when 
overbooked, and to combine these techniques with commonly used QoS resource 
allocation mechanisms to provide application isolation and performance guarantees 
at run-time. Compared to provisioning based on the worst-case senario, controlled 
overbooking of resources can drastically improve the efficiency (and consequently 
revenue). Experiments showed that overbooking resources by as little as 1% can in-
crease the utilization of the cluster by a factor of two, and a 5% overbooking yields a 
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300 to 500% improvement, while still providing useful resource guarantees to appli-
cations [11]. 
1.5.3 Dynamic voltage and frequency scaling 
Energy consumption of a processor is linear to the square of the supply voltage mul-
tiplied by the clock frequency [12]. Furthermore, the frequency is relevant to supply 
voltage. Hence, decreasing the power supply voltage would reduce power consump-
tion exponentially. Dynamic Voltage and Frequency Scaling (DVFS) is the tech-
nique that follows this principle to adjust the CPU operating frequency and voltage 
according to its current workloads. 
For example, some server processors can switch to different performance states (P-
states) through setting performance state registers [13]. Based on the power control 
interface provided by the hardware, the firmware, the OS and applications all have 
the ability to make some power adjustment. Dynamic Power Savings mode on Hew-
lett Packard (HP) ProLiant servers is such an example of adjusting processor per-
formance states to match performance levels applications require. When the CPU is 
not busy, the algorithm sets the processor to a low performance state, and sets it to 
high performance when CPU utilization is high. 
Elnozahy et al claimed in their research [10] that an independent dynamic voltage 
scaling on each server node can achieve savings ranging up to 29% and is competi-
tive with more complex schemes for some workloads. More savings can be obtained 
by using a coordinated voltage scaling policy in conjunction with VOVO, which 
provides up to 18% more savings than from using VOVO alone. 
1.6 Network Device Energy Saving Techniques 
Networking devices were supposed to be always on regardless how much data flow 
it was carrying. However, when the energy efficiency of the IT infrastructure has 
become a hot issue, it has received attentions in the recent several years to make 
these devices use energy more efficiently because the electricity cost by them is not 
trivial, 15% of that of the data center [14]. Nordman [15] estimated that the annual 
electricity consumed by networking devices in the U.S. was 18 Terra Watt hours for 
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2006. Like the server energy reduction measures, improvement on hardware design 
and other measures such as consolidation to fewer network devices and turning off 
idle network ports or the whole devices have been proposed to contain the electricity 
cost of the network devices. 
For example, Mahadevan [14, 16] proposed four techniques and evaluated them 
though experiments: 
Technique 1: Disabling unused ports and powering off (disabling) unused network 
ports. 
Technique 2: Port rate adaptation based on port utilization. Lower port speed uses 
less energy. 
Technique 3: Maximizing active ports on a linecard. According to their observation, 
for most switches a single linecard is sufficient to support all the active ports in that 
switch. 
Technique 4: Using fewer switches. Same number of active ports in the network can 
be consolidated across fewer switches, though this requires significant rewiring, 
which may be expensive. 
1.7 Virtual Machine Technology 
The Virtual Machine (VM) here is to describe the operating system concept: a soft-
ware abstraction with the looks of a computer system's hardware (real machine) [17]. 
A virtual machine is sufficiently similar to the underlying physical machine to run 
existing software unmodified. The VM technology has become popular in recent 
years in data centers and cloud computing environments because it has a number of 
benefits including server consolidation, live migration, and security isolation. 
Among them, the (live) virtual machine migration will be the main technology to be 
used to implement energy saving in this research. 
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1.7.1 Virtual machine monitor 
Virtual machine technology has become a hot topic in recent years, but it is not a 
brand new idea. In the 1960s, the virtual machine monitor (VMM) was created as a 
software-abstraction layer that enabled partitioning the underlying physical machine 
into one or more VMs, as if the software systems running in the VMs had the full 
control of the hardware. Later in the 1980s and 1990s the decreasing hardware cost 
made the idea less attractive and hardware support for efficient virtualization almost 
disappeared. VMM has attracted widespread attention again since 2005. Its revival 
can be attributed to these reasons: 1) VMM does not change the way of installing 
one application per ‘machine’ to reduce system crashes and reduce the number of 
physical nodes, therefore increasing the utilization of hardware and reduce the man-
agement overhead; 2) VMM provides a solution for security and reliability when 
multiple applications share a physical machine; 3) VMM presents a uniform view of 
underlying hardware, decoupling the software from the hardware [18]. 
 
Figure 1.3 –Virtual machine monitor 
In Figure 1.3, VMM is sometimes also called the ‘Hypervisor’, a virtualization layer 
running on physical servers that abstract processor, memory, storage and networking 
resources to be provisioned to multiple virtual machines. Above the VMM are the 
multiple operation system (OS) instances running in the isolated virtual machines, 
each of which is the representation of a physical machine by software. Each has its 
own set of virtual hardware (e.g., RAM, CPU, NIC, hard disks), upon which an op-
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erating system and applications are loaded. The operating system sees a consistent, 
normalized set of hardware regardless of the actual physical hardware components. 
1.7.2 Live virtual machine migration 
VMM allows many OS instances to run concurrently on a single physical machine 
with high performance, providing better utilization of physical resources and isolat-
ing individual OS instances. Based on virtualization technology, the live migration 
technique takes a step further, enabling migration of an entire OS and all of its appli-
cations as one unit to another physical machine without turning off and restarting the 
virtual machine. This live migration copies all the runtime information completely 
over to a new location, including all the memory states and TCP connections. After 
the migration, the source physical machine can be decommissioned. From the user 
side, nothing seems to have happened [19].  
Migrating operating system instances across different physical hosts is a useful tool 
for administrators of data centers and clusters: it allows a clean separation between 
hardware and software, and facilitates fault management, load balancing, and low-
level system maintenance. 
The automated live migration provides a way of doing consolidation dynamically. 
This allows the possibility of controlling the number of working physical servers by 
certain online algorithms to save the computing resources as well as energy. 
1.8 Research Problem 
Improving energy efficiency has become increasingly important in data centers in 
recent years to cut down the tremendous amounts of electricity consumption. The 
power dissipation of the physical servers is the root cause of power usage of other 
systems, such as the cooling systems. Many efforts have been made to make data 
centers more energy efficient. One of these is to minimize the total power consump-
tion of these servers in a data center, through virtual machine consolidation imple-
mented by virtual machine placement. The placement problem is often modelled as a 
bin packing problem. Due to the NP-hard nature of the problem, heuristic solutions 
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such as First Fit and Best Fit algorithms have often been used, generally with good 
results. However, their performance leaves room for further improvement. 
This research will mainly focus on the algorithms of the placement of the VMs on 
the PMs to allocate ‘just enough’ computing resources to the VMs, to minimize the 
energy cost while maintaining the promised service level. This is because the PUE 
metric has been improved significantly as demonstrated in industry, while the im-
provement of SCE needs more research work. In addition, among the measures of 
improving server-side energy efficiency, VOVO has great potential for reducing 
power consumption based on current hardware design.  
1.8.1 Significance of the problem  
Given the energy characteristics of the hardware cannot be improved in a short term, 
there are two main ways to reduce server power: 1) dynamic voltage and frequency 
scaling (DVFS); 2) migrating VMs to fewer servers when the workload is lighter 
and turning off surplus machines. The first technique can be enabled on the firmware 
level, or on the hypervisor level as the local strategy, and there is no more need to 
regulate it in the global level algorithm. However, this technique can save only a 
small percentage of energy based on the current hardware design. According to the 
test results in the manual from HP [13], the saved energy in this way on the types of 
servers indicated is about 5 per cent. The second technology can save up to 40 per 
cent of energy, but it is more complex because of factors such as potential perform-
ance loss incurred by the live migration, and performance degradation caused by un-
necessary migrations. Furthermore, the out-of-the-box technology like VMware Dis-
tributed Power Management is still in its initial stage. Hence, the energy conserva-
tion technique based on VM placement should be researched further. 
1.8.2 Types of the VM placement problem 
The placement problems can be classified into static and dynamic. In the static prob-
lem, the VM requirement and PM capacities are known as priori and do not change, 
and the object is to find out a placement in which the turned on PMs consume less 
energy than other placements. In this static problem, the algorithm can be run offline, 
allowing it to use a rather long time. Besides the static consolidation, the live VM 
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migration technique has also been applied to further reduce energy consumption by 
migrating VMs to fewer physical nodes when fewer VMs are running, and doing the 
opposite when the number of running VM is larger. In the dynamic problem, al-
though the size VMs and PMs are assumed known, the existing VMs may be de-
commissioned and new VMs can be created. The PM number can also change due to 
old PMs exiting and new ones joining, when some PMs need maintaining or are out 
of order, or when additional PMs are required. As a result, both the numbers and 
sizes of the VMs and PMs change with time, making the variation hard to predict; 
therefore the allocation of the VMs cannot be arranged beforehand. The placement 
can only be adjusted online according to the current VM requirement and provision 
of PMs. Because of the ‘online’ nature of the problem, the algorithm must be able to 
give results in the expected time frame, so that the rearrangement can still be valid to 
accommodate the changing demands of the VMs. Dynamic reallocation to another 
physical server is assumed to be done by performing live VM migration. 
1.9 Major Contributions 
The research work is aimed to contribute in the following ways to the field of energy 
reduction in virtualized data centers based on optimising allocation of VMs among 
the PMs: 
1) Formulated a new static VM placement problem considering the energy con-
sumed on both the servers and the communication network. Existing VM 
placement approaches do not consider the energy consumption in the com-
munication network in the data center. However, energy consumption in the 
communication network in a data center is not trivial [14], and therefore 
should be considered in VM placement in order to make the data center more 
energy-efficient. 
2) Proposed two algorithms to solve the static VM placement problem and veri-
fied the efficiency of the algorithms through simulation. One is a Genetic 
Algorithm based, and the other is derived from Simulation Annealing (SA). 
The first algorithm is a GA-based method to solve the newly proposed prob-
lem to minimize server and network energy. The second algorithm is the first 
published attempt using an SA approach to the energy-efficient VM place-
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ment problem and verifying its efficiency for the targeted problem by several 
tests. 
3)  Proposed an algorithm based on a trading mechanism in human markets to 
solve the dynamic VM placement problem, and evaluated its efficiency for 
the dynamic problem by comparing it with the First Fit Decreasing (FFD). 
The proposed approach does not assume that all the VMs and PMs are iden-
tical as found in the existing research, so it can be applied in a heterogeneous 
environment. What is more, the market mechanism has the inborn nature of a 
distributed system, so this model is suitable for a large data center with thou-
sands of PMs. 
1.10 Summary 
This chapter firstly introduced the problems caused by the energy inefficiency in 
data centers. Then the energy consumption breakdown and the recent energy reduc-
tions initiatives have brought our attention to the IT equipment energy conservation. 
Next the techniques for server and network energy reduction were introduced and 
the virtual machine placement to minimize the energy consumption by IT equipment 
has been selected as the research topic. Finally the static and dynamic research prob-
lems were stated and contribution of the research work was summarized. 
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2 LITERATURE REVIEW 
In this chapter, we will survey related work around the two Virtual Machine (VM) 
placement problems introduced in the first chapter, such as energy models of Physi-
cal Machines (PMs), live VM migration cost and VM placement algorithms. Energy 
models help to understand how the energy is consumed in the PMs and the relation-
ships with workloads; this is essential for developing appropriate algorithms to save 
energy. Live VM migration technology makes it a simple and quick task to reallo-
cate VMs to other PMs, but the time and performance cost is still not negligible. 
This process needs computation work on both the source and the destination PM, 
and on the network transmission between them. This will potentially cause perform-
ance loss not only to VMs being migrated but also to the VMs located on the two 
PMs. The VM technology has attracted attention of researchers to conserve energy 
in recent years. Many innovative ideas have been proposed, but there are still open 
problems to be solved. 
2.1 Physical Machine Energy Consumption Charac-
teristics 
In this section, firstly, the practical machine power consumption measurements are 
listed to give an idea of how much energy is needed for typical machines in data 
centers and of the breakdowns among hardware parts in the servers. Machine power 
consumption equations are then formulated to characterize the electricity usage af-
fected by different factors. 
2.1.1 Energy consumption trend 
It is necessary to know how much energy is consumed by the PMs and the consump-
tion decomposition among their components in order to develop strategies to reduce 
power consumption. Table 2.1 lists the estimated power use per PM by machine 
class over the years[20]. The machine classes are defined by International Digital 
Corporation (IDC): 
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Volume machines cost less than $25,000 each and most commonly have one or two 
processor sockets in 1-2U rack mount form factor. 
Mid-range machines cost between $25,000 and $499,999 each and typically contain 
two to four processor socket or more. 
High-end machines cost $500,000 or more each and typically contain eight proces-
sor sockets or more. 
Table 2.1 - Estimated average power use (watt) per server, by server class, 2000 to 2006  
Class 2000 2001 2002 2003 2004 2005 2006 
Volume 186W 193W 200W 207W 213W 219W 225W 
Mid-range 424 W 457W 491W 524W 574W 625W 675W 
High-end 5,534 W 5,832W 6,130W 6,428W 6,973W 7,651W 8,163W 
From this table, it can be inferred that the newer machines are more energy efficient 
than the older machines in the same machine class, assuming that the processing 
speed and memory capacity increased at exponential rates according to the Moore’s 
law [21] during the time period and the energy only increased linearly. On the other 
hand, High-end machines are probably not as energy efficient as Volume or Mid-
range machines. 
2.1.2 Energy consumption decomposition 
Figure 2.1 shows energy consumption distribution among different components of 
typical machines [20]. It should be noticed that the real power consumption of ma-
chines varies from one to another due to many factors such as CPUs installed, types 
and how much memory and the motherboard design. 
19 
 
 
Figure 2.1 – Machine power decomposition by components 
From this figure, an equation may be drawn to calculate the whole machine energy 
by calculating each component’s energy consumption and adding them up all to-
gether. For example, there are some CPU energy consumption models [12] that 
could be used. However the equation would still be too complex to be applied in this 
research. 
2.1.3 CPU energy consumption 
CPU is core hardware of a PM and accountable for about one third of the total en-
ergy usage, so CPU’s energy consumption models help to understand the dynamic 
characteristics of PM power draw and to develop suitable strategies to improve en-
ergy efficiency. Chedid et al [12] surveyed a variety of energy models at different 
levels. At the CPU level, there are several simulation tools based on cycle-level 
modelling; at the system level, Palm OS Emulator, for example, provides the State-
based model (e.g., sleep, doze and busy) for functional simulation; a message-based 
energy model simulates an interconnection network. 
As formulated in [12], energy consumption characteristics of digital static CMOS 
circuits can be given by 
  ∝ 	
 (2) 
where  is the effective switching capacitance of the operation, V is the supply 
voltage, and 	
  is the clock frequency. Furthermore, 	
  is relevant to supply 
voltage as in the equation: 
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 ∝ ()  (3) 
Hence, decreasing the power supply voltage reduces the power consumption expo-
nentially. 
The above equations representing the relationships among the energy, voltage and 
frequency lead to a way of dynamically adjusting voltage and frequency according 
to the current workloads to conserve energy. However, how much energy can be 
saved depends largely on the hardware design. Unfortunately many types of server 
CPU do not have as many levels of voltage and frequency as CPUs for embedded 
devices, and therefore the power saving acquired by adjusting frequency and voltage 
vary significantly from one CPU type to another. As CPU is responsible for ap-
proximately only one third of the total energy of a typical server, the method of ad-
justing frequency and voltage only is not enough to solve the power conservation 
problem. 
2.1.4 Whole PM power consumption 
It is generally believed that the energy consumed by a PM should be proportional to 
workloads running on it. However, this is far from true in reality. According to the 
measurement results shown in Figure 2.2, even with nearly zero percentage of CPU 
utilization, a server can cost up to 66% of the maximum power consumption [7]. 
This means that it is better to push up the CPU utilization rate to achieve better en-
ergy efficiency. However, the system performance may degrade significantly if 100% 
of CPU or memory utilization is sustained. Instead of 100% resource usage, most 
servers can handle 70-80% CPU workloads or memory without performance degra-
dation, and high end servers can push the value up to approximately 90%. 
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Figure 2.2 - Machine energy consumption varying with CPU workloads 
 
For the whole machine, the power consumption, which varies with CPU utilization, 
can be formulated as the equation [20] [22]: 
 () = ( − ) ×  !!+  (4) 
In the equation,  is the percent value of the processor utilization,	() is the power 
at the utilization	%, and and   are the power consumption at maximum 
performance and at idle respectively. 
2.1.5 Energy consumption of network equipment 
Network equipment costs about one-third of the electricity consumed by all the IT 
equipment or 15% of the total electricity in a data center, but there has not been 
much research on reducing energy consumption until recently. Mahadevan et al [14] 
[16] focused on energy savings algorithms for networking components in enterprise 
and data center networks that are typically under the control of a single administra-
tive authority, thus making it possible to apply network-wide energy saving schemes. 
These authors have identified several control knobs that can be tuned to save net-
work power consumption. The first knob is to disable a switch port when it is not 
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forwarding any traffic. The second knob is to dynamically change the forwarding 
capacity of each individual port, because power consumed by a port depends on its 
operating speed, which can be adjusted according to the workloads. In case of de-
vices with multiple linecards, the third control knob is to turn off the linecards that 
have no active ports. The fourth knob is to completely power off the switch when it 
is not being used. Through controlling these knobs, the authors achieved 16% net-
work energy savings with no performance penalty and a slight decrease in system 
availability and with significant additional savings up to 75% by using traffic man-
agement and server workload consolidation in the data center. 
Through Mahadevan et al’s [14] [16] research, we can find that the energy conserva-
tion problem of network equipment is similar to that of PMs: although single devices 
do not consume energy proportionally to the workloads, the algorithms consolidate 
workloads to fewer devices and turn off the surplus devices to achieve energy saving. 
On the other hand, the Mahadevan et al’s works did not consider the potential con-
trol knob of relocating the upper level VMs to reduce the network traffic, which af-
fects the data traffic and therefore the energy usage of the network equipment. 
2.2 Workloads Prediction Techniques 
It has been seen from the previous section that the energy consumption is linear to 
workloads. The amount of resources to be planned for VMs is determined by their 
workloads, so the estimation of workloads of the VMs is important for the VM 
placement algorithms. Both static profiling and dynamic prediction techniques have 
been proposed for forecasting the resource usage. 
2.2.1 Static workload profiling 
Static profiling is a relatively long-term prediction of the possibly maximum de-
mands and the accumulative probabilities. It is very useful in capacity planning and 
static consolidation. In addition, if the workloads have a good predictability, further 
work can be done to estimate the workloads over a particular period of time. Here, 
the predictability means that the error distribution of the predictor is significantly 
‘narrower’ than the distribution of the demand. For example, if a time series has a 
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deterministic periodic component or if it has a strong autocorrelation, it is predict-
able. 
Urgaonkar et al [11] used the trace of kernel events obtained from the profiling 
process to model CPU and network activity as a simple on-off process. This trace 
was then used to derive both the resource usage distribution and the token bucket 
parameters. The usage distribution denotes the probability with which the capsule 
uses a certain fraction of the resource. A token bucket limits the resource usage of a 
capsule to a certain value defined by token bucket parameters. Many pairs of pa-
rameters can be used to bound the cumulative resource usage. These researchers 
chose to find the particular pair using the overbooking tolerance. The tolerance 0.05, 
for example, means that the capsule needs must be met at 95% of the time, which 
can be achieved by reserving resources corresponding to the 95% percentile of the 
usage distribution. Their experiments on a Linux cluster implementation indicated 
that overbooking resources by as little as 1% can increase the utilization of the clus-
ter by a factor of two, and a 5% overbooking yields an improvement of 300 to 500%, 
while still providing useful resource guarantees to applications. 
2.2.2 Dynamic workload prediction 
Bobroff et al [23] used a time series prediction technique to forecast the CPU de-
mand over the time. In their approach, the demand time series is decomposed into 
periodical components and residuals. A low pass filter is used firstly to smooth out 
the time series demands; the periodical component is formulated based on the analy-
sis of the filtered data using periodograms to determine the significant periods. The 
residuals are obtained by subtracting the periodical component from the time series. 
Then auto regression is applied to predict the residual components. The prediction 
error is represented by the Gaussian variables having mean values and variances. 
Their work is very similar to the work by Shen et al [24]. The difference is that it is 
presumed the periods are known as priori in the latter work. 
Wei et al’s [25] studied the effect of prediction on dynamic resource allocation to 
virtualized servers running enterprise applications to reduce resource over-
provisioning for enterprise applications while maintaining service level objectives 
(SLOs). They evaluated three different prediction algorithms in the predictive con-
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trollers: a standard auto-regressive (AR) model, a combined ANOVA (Analysis Of 
Variance, a method used for analysing long term repeatable time series)-AR model, 
as well as a multi-pulse (MP) model. They claimed through the experiment that the 
MP-based controller performed slightly better than the others and demonstrated self-
learning behaviour. This work differs from other workloads prediction in that it aims 
at online prediction rather than at offline estimation.  
2.3 Static Virtual Machine Placement Algorithms 
Virtualization has been used widely in data centers due to its various benefits such as 
easy and quick deployment and recovery, security isolation, and consolidation of 
application servers on PMs. This technology has also brought the potential of energy 
saving by consolidating applications on fewer PMs. Applications used to have their 
own dedicated PMs for security and maintenance reasons, but this caused PM re-
source and energy wastage. Through virtualization technology, the applications can 
be run in VMs in almost the same way as on dedicated machines, and the multiple 
VMs can be packed into one PM so that the resource utilization and the energy effi-
ciency can be improved. The running of the VMs needs the support of a hardware 
abstract layer, called virtual machine monitor or hypervisor to simulate a PM envi-
ronment as introduced in Chapter 1. The examples of well known hypervisor soft-
ware vendors are VMware, Microsoft and Xen [19, 26]. 
Static consolidation has become common practice in the data centers adopting virtu-
alization technology, but resources are often allocated to accommodate the maxi-
mum expected workload, estimated in traditional ways like resource requirement 
planning for web applications proposed by Almeda et al [27]. The traditional capac-
ity planning leaves many of the server machines running at a low utilization level for 
most of the time[28]. Therefore more work should be done to work out an optimized 
VM placement to PMs to make energy efficient usage of resources of the PMs, 
while maintaining the performance of the applications. 
The problem of the placement of % VMs on & PMs is often modelled as a bin pack-
ing problem, presuming that during the time intervals of the re-mappings, the work-
loads remain stable, and hence the remapping of the VMs to PMs can be done peri-
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odically to generate the ‘best’ placement to use the least possible resources. Theo-
retically, in order to find the optimized scheme, a complete search by enumerating 
all the possible combinations is needed and the complexity is considered NP-hard 
[29], because there are &' ways of placements. To solve this type of problem, re-
searchers have proposed heuristic solutions such as algorithms derived from the the-
ory of artificial intelligence [30, 31], and those extended from bin-packing algo-
rithms [22, 32]. 
There are many other ways of modelling the VM placement problem. For instance, 
some formulate it as a control problem [29, 33, 34]; some see it as a decision making 
problem [9, 32, 35]; others view it as a type of constraint programming [36]. The 
differences of modelling lead to different algorithms for solving the problem. 
2.3.1 Bin packing algorithms 
Bin packing algorithms, which are relatively simple to understand and implement, 
come from the solutions for the classical bin-packing problems. There are a number 
of ways of solving the bin packing problem such as First-Fit Decreasing (FFD), Best 
Fit and Worst Fit [37-39].To apply the bin-packing algorithms, the PMs are mod-
elled as one or more dimensions bins and the VMs are the balls with the same num-
ber of dimensions to be put into these bins.  
In the FFD algorithm, the balls are sorted by size in descending order – largest first. 
The balls are then packed into the first bin that can accommodate them. The bins are 
also sorted based on their sizes. FFD has good theoretical bounds and is known to 
perform well in practice for minimizing the wastage of the space of the used bins to 
packing the balls. 
One of the examples to apply FFD to the VM placement problem is the ‘pMapper’ 
algorithm proposed by Verma et al [22]. It considered CPU capacity and CPU re-
quirements of VMs as the bin size and ball sizes respectively, while other factors 
like memory and application performance were treated as constraints. In the basic 
algorithm, the target utilization was set for all the servers, and initially they had the 
utilization of 0. Then the most energy efficient server that had capacity for a VM 
was picked, and the process was repeated until all the VMs were assigned to a PM.  
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An algorithm extended from ‘pMapper’ took into account the memory usage in addi-
tion to the CPU resource [40]. The extended architecture incorporated the perform-
ance manager, the power manager and the migration manager. The performance 
manager calculated the VM resource requirement (the ball size) and estimated the 
benefit of a configuration given the size of the VMs. The power manager provided 
power estimates for a given VM size under assumption of full utilization. The migra-
tion manager gave the cost estimate of a migration and executed a migration by call-
ing interfaces provided by the virtualization layer. On top of them, an arbitrator was 
the placement controller making the optimization decision, based on the entire con-
figuration of VMs, resources and operation costs. 
Bin-packing algorithms like FFD have low computational complexity and good effi-
ciency [38]. However, the bins or balls are usually sorted by a certain criterion, such 
as the CPU size or the RAM requirement, and this does not guarantee an optimal 
results. Therefore, results of these bin-packing algorithms leave room for further im-
provement. 
When using the bin packing algorithms, the VM placement problem is often mod-
elled as a bin-packing task. It should be noticed that if the considered physical re-
sources are multi-dimensioned, such as CPU, memory and network bandwidth, the 
placement problem is somewhat different from a multi-dimension bin-packing, as 
was discovered by Mishra et al [41], who pointed out the drawbacks or anomalies in 
previous bin-packing approaches and proposed a new way based on vector mathe-
matics to do a multi-dimensioned VM placement in a balanced way. Although the 
balance in different resource dimensions can be achieved following Mishra et al’s 
approach, the balanced result does not necessarily guarantee it is the optimal solu-
tion. 
2.3.2 Constraint programming 
“Constraint programming is an emergent software technology for declarative de-
scription and effective solving of large, particularly combinatorial, problems espe-
cially in areas of planning and scheduling” [36]. To be solved by the constraint pro-
gramming based resource allocation algorithms, the VM resource allocation problem 
is firstly formulated as a Constraint Satisfaction Problem (CSP), and then solved by 
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a constraint solver to get the optimization solution. The primary benefit of applying 
these solvers lies in their ability to find the global optimum to the mathematical 
problem. However, whether it can provide the optimal solution in time for the dy-
namic VM placement problem depends on whether it can give an optimized result in 
a reasonable time frame. 
The Entropy resource manager [36] utilizes CHOCO library [42], which can solve a 
CSP where the goal is to minimize or maximize the value of a single variable, in or-
der to achieve the objectives of minimizing the number of the running PMs and 
minimizing migration cost. The operation of the algorithm can be described summa-
rily as two steps. The first phase finds the minimum number of PMs which are nec-
essary to host all VMs and a sample viable configuration that uses this number of 
nodes. The problem considered in this phase is referred to as the Virtual Machine 
Packing Problem (VMPP). In the second phase, defined as the Virtual Machine Re-
placement Problem (VMRP), it computes an equivalent viable configuration that 
minimizes the reconfiguration time, given the chosen number of nodes during phase 
1. There are many ways to achieve the minimal number of nodes. The number of 
migrations required for each way to reach can vary. The objective of phase 2 is to 
construct a reconfiguration plan for each possible configuration, and to choose the 
one with the lowest estimated reconfiguration cost. The VMRP phase is time con-
suming, but the authors make use of the CHOCO’s feature of being able to abort at 
any time to get a ‘best’ result achieved so far when the allowed computation time is 
reached.  
This evaluation in this paper of the cost of migrations shows that the migration of a 
VM has an impact on both the source and the destination nodes, where the perform-
ance of co-hosted active virtual machines may suffer for the whole duration of the 
VM relocation. Therefore, the authors suggested that the number of migrations 
should be kept to a minimum although the migration time is fairly short and thus 
have as little as possible impact on the overall performance incurred by re-
configuration.  
The computation time is one of the main concerns of the algorithm, because apply-
ing this method is only justified when this algorithm is able to provide viable solu-
tions in a reasonable timeframe. In order to speed up the computation process, many 
28 
 
optimization techniques were used. Some of them were used in the VMPP phase to 
detect and exclude partially constructed solutions as soon as possible if they violated 
the optimality and viability constraints. Others were used to reduce search space, by 
limiting the search for the promising region near to the optimal value by imposing 
upper and lower bounds. If the number of VMs in a solution equalled the ‘lower 
bound’, the number of active VMs divided by number of processing units available 
per node, the solution was regarded as optimal with no further searching. The upper 
bound was identified by using FFD heuristic. Finally, the authors made use of the 
equivalent nodes or VMs information to reduce the searching tree. Nodes or VMs 
were seen equivalent, in terms of their processing unit and memory capacity or de-
mand.  
According to the experiment results, these ‘speeding up’ measures helped to reduce 
the optimal result searching time within minutes for a problem with 200PMs and 
200VMs. However some of those measures also limit the application of this algo-
rithm to a more generous VM placement problem. It can only be used in a homoge-
neous PM environment with the VMs classifiable into a number of ‘equivalences’. 
2.3.3 Genetic algorithms 
Genetic Algorithms (GAs) are a family of computational models that are inspired by 
the evolutionary process in nature. In these GAs, a potential solution to a specific 
problem is encoded on a chromosome-like data structure and recombination opera-
tors are applied to these structures so as to preserve information of more healthy so-
lutions [43]. 
A genetic algorithm begins with a population of (typically random) chromosomes. 
One then evaluates these chromosomes and allocates reproductive opportunities in 
such a way that those chromosomes which represent a better solution to the target 
problem are given more chances to ‘reproduce’ than those chromosomes represent-
ing poorer solutions. The ‘goodness’ of a solution is typically defined with respect to 
the current population. 
Xu et al [23] view the VM placement as a grouping problem, in which a set of items 
are grouped into a collection of mutually disjoint subsets. Thus they adopted the 
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Grouping Genetic Algorithm (GGA) rather than the classical genetic algorithms. 
The crossing-over and mutation operations were also specially designed to suit the 
VM grouping problem. In their GGA, one gene represented the set of VMs allocated 
to one physical server. They thought the usual crossing over for GGA unlikely to 
obtain good results from a relatively small number of trials, they designed a ‘rank-
ing-crossover’ for the new generations to inherit the good features from their parents 
more efficiently. In their crossing over operator, the parent groups were sorting in a 
decreasing order according to their efficiency values; a new solution was then com-
posed by selecting the groups from the parents starting from the head of the sorted 
list. When a group is selected, its VMs that appeared in the previous picked groups 
are deleted. In the mutation operations, a few VM groups are randomly selected and 
eliminated. However, their evaluation results show that the mutation operations are 
not very useful for their problem solving because of their blind deletion and inser-
tion. Xu et al’s GGA combined with fuzzy logic demonstrated compromised results 
among multiple objectives (resource usage efficiency, server temperature and server 
energy) could be achieved in their evaluation tests. The algorithm can converge after 
dozens of evolutions in minutes for VM numbered under 2000. 
However, Xu et al’s GGA did not describe how the evaluation input data were gen-
erated such as the capacities of PMs and requirements of VMs. The missing of this 
important information makes it difficult to judge the performance of the proposed 
algorithms. 
2.3.4 Other generalized assignment algorithms 
The well-known generalized assignment problem (GAP) is an NP-complete combi-
natorial optimization problem [44, 45]. The objective of the problem is to find the 
minimum cost assignment of n jobs to m agents such that each job is assigned to ex-
actly on agent under the constraint of the agent’s available capacity. The existing 
exact algorithms are effective only in certain GAP instances where the constraints 
are loose, so the larger-sized problems are often tackled with heuristics to obtain ap-
proximate solutions. The problem of the energy minimizing task scheduling strategy 
in distributed systems is formulated as extensions of the GAP [45]. Lindberg et al 
compared eight heuristic algorithms utilizing one simulation test bed in terms of en-
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ergy consumption, make span and execution time [31]. Six of them were greedy 
based heuristics: G-Min, G-Max, G-Deadline, MaxMin, ObFun, and UtFun; the 
other two are naturally inspired genetic algorithms: GenAlg and GenAlg-DVS. The 
simulation results suggested that G-Min, G-Deadline, and G-Max perform the best 
for small-sized problems, while ObFun did better for large-sized problems in term of 
mean energy consumption and mean makespan. 
There are many other possible mathematical optimization techniques to the GAP, 
such as dynamic programming, constraint satisfaction, linear programming, trajec-
tory optimization, integer programming, combinatorial optimization, quadratic pro-
gramming, nonlinear programming, weighted sums of functions, convex program-
ming, normal-boundary intersection, semi-definite programming, homology, sto-
chastic programming, game theory, robust programming, infinite-dimensional opti-
mization, constraint programming, calculus of variations, optimal control, goal pro-
gramming, and multilevel programming [31].  
These mathematical techniques provide possibilities to tackle the VM placement 
problem in many different ways. However, it needs further research work to decide 
whether they are practically viable for solving the problem. This should include ana-
lysing the scalability and whether they can find a feasible solution. 
2.4 Dynamic VM Placement Algorithms 
Live VM migration is the process of taking a running VM and moving it from one 
PM to another, with only a very brief perceived down time incurred to the applica-
tions running in the VM, appearing to all parties involved in the VM that the loca-
tion of the VM is not changed [19]. In this section, how the live VM migration is 
implemented and what resources are required for fulfilling the live VM migration 
and how the live VM migration affects the performance of the applications running 
on the VMs will be surveyed.  
2.4.1 The enabler of dynamic VM placement 
Essentially, live migration is performed by taking a snapshot of the VM and copying 
its memory states from one PM to another, and then stopping its running on the old 
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PM and continuing its running on the new PM. The cut-over process happens in a 
very short time as if the VM is still live running services during the whole migration 
process. The memory states include: 1) the virtual device state including the state of 
the CPU, the motherboard, networking and storage adapters, floppy disks, and 
graphics adapters; 2) the external connections with devices including networking, 
USB devices, SCSI storage devices, and removable media such as CD-ROMs; 3) the 
VM’s physical memory. When the original VM is completely cloned on the other 
machine, it can be discarded from the source PM, so the source machine can be 
available for holding other VMs or may be turned off for maintenance. Though the 
migration process can be implemented in different ways, there are three similar basic 
steps [19, 26]. 
Push phase: Pages are pushed across the network to the destination host while the 
source VM continues running on the original machine. To ensure consistency, the 
modified pages during this process must be updated by re-sending. 
Stop-and-copy phase: The source VM is stopped, the pages that have not been trans-
ferred or need to be updated are copied across over to the destination VM, and then 
the new VM is started.  
Pull phase: The new VM executes; if it accesses a page that has not yet been copied, 
this page will be pulled across the network from the source VM. 
Some solutions [46] can use all three stages, while others [47, 48] may dispense with 
the third step by ensuring all the memory pages have been copied by the stop-and-
copy process. 
2.4.2 Live VM migration cost 
Live VM migration makes resource provisioning more flexible, but the cost of mi-
gration is non-trivial and therefore cannot be neglected, especially when VM migra-
tions are carried out frequently and in large quantities. 
Downtime and total migration time are the two important metrics. The former is the 
period during which the service is unavailable due to there being no currently exe-
cuting instance of the VM; this period will be directly noticeable to clients of the 
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VM as service interruption. The latter is the duration between when migration is ini-
tiated and when the original VM may be finally decommissioned. 
Nelson et al [19] studied performance impact incurred by live VM migrations 
through experiment with VMware live migration tool. They observed that the down 
time of the migrating VM depends on the workloads and the VM memory size: if the 
workloads are not memory intensive, the down time increases nearly linearly with 
the memory size; the memory intensive workloads can double the down time of 
those with similar VM memory sizes but no memory intensive jobs. The total end-
to-end migration time depends strongly on the VM memory size: the migration dura-
tion is almost linear to the memory size. In their experiment, the down time for a 
VM with 512M memory varies between 0.6 and 2 seconds, and the migration dura-
tion time between 8 and 16 seconds. They also recorded the effect the migration 
process has on network throughput: about 20% of throughput drop was experienced 
during the pre-copying stage. Finally they examined the relationship of the reserved 
CPU resource and migration duration. They found that the shortage of CPU resource 
for migration would cause prolonged migration time and recommended at least 30% 
of a CPU resource reserved to do the migration in order to minimize the migration 
pre-copying process. 
Ye et al [49] suggested how to make VM migration efficient while studying the re-
source reservation impact on live VM migration efficiency. They concluded that to 
achieve better performance during live migration the following methods should be 
applied: (1) supplying more resources like CPU and memory in the source machine 
to the virtual machine being migrated; performing the migration in a sequence with 
the VMs with small memory first; (2) initiating concurrent migration of multiple vir-
tual machines in a condition of sufficient resources, otherwise the sequential migra-
tion for better performance; (3) selecting the target machine according to the virtual 
machine workload characteristics when making an efficient migration decision. 
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2.4.3 Existing dynamic VM placement algorithms 
2.4.3.1 Periodically applying static placement algorithms 
These types of algorithms assume that in a short time period, such as several minutes, 
the workload changes are trivial and can be deemed as constants, so that an opti-
mized placement can be found by applying static placement algorithms and is valid 
through this duration, and presumably there is plenty of time for migrating the nec-
essary VMs to transform the old placement to the new one. Examples of these algo-
rithms are those proposed by Hermenier et al [36] and Van et al [50]. Entropy, the 
approach proposed in the former work is supposed to be run every time interval to 
form a new VM placement to suit the changing workloads. The latter work extended 
Entropy by combining it with a dynamical provisioning of VMs directed by high-
level SLA goals. Incorporating Entropy, Van et al addressed the problem of auto-
nomic virtual resource management for hosting service platforms by proposing a 
two-level architecture which isolates application-specific functions from a generic 
decision-making layer. Both high-level performance goals of the hosted applications 
and objectives related to the placement of virtual machines on physical machines are 
taken into account. Self optimization is aimed to be achieved through a combination 
of utility functions and the constraint satisfaction programming. 
The major problem with applying static placement algorithms is that a brand new 
placement is generated every time interval. This will incur a reshuffle of the VMs to 
the PMs, thus resulting in a large number of VM migrations. This will get worse 
when the workloads change very quickly over time, leading to this reshuffling more 
often. To overcome the excessive migration, some researchers have made improve-
ment on the static placement algorithms to reduce the migration operations by taking 
into account the history placement to prevent excessive migrations. For instance, 
Verma et al’s [22] improved method, called incremental FFD, reduced migration 
operations by selecting smallest VMs, of which the relocation can make hosted PMs’ 
utilization drop to the target value, putting them into the migration list, and then al-
locating the VMs in the migration list to the underutilized hosts. However, this im-
provement sacrifices the optimization effect of the original static algorithms. Conse-
quently, these algorithms cannot guarantee that they are the best solutions for the 
dynamic placement problem. 
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2.4.3.2 Automatic control algorithms 
Raghavendra et al [51] presented a multiple-level control architecture to coordinate 
the different objectives that one may contradict or interfere with another. In their ar-
chitecture, the multi-level closed loop control theory is applied. From inner to out-
side, there are five control loops: the Efficiency Controller optimizing per-server av-
erage power consumption, the Server Manager implementing thermal power capping 
at the server level, the Enclosure Manager and the Group Manager capping power at 
the blade enclosure and rack or data centers levels respectively, and finally the Vir-
tual Machine Controller seeking to reduce power by consolidating workloads and by 
turning off unused machines off among a collection of machines. The authors pro-
posed the novel approach using the control theory in the data center management, 
and proved that the system was controllable. However, how to compute the exact 
setting value at each level and how to prevent the system going into unstable state 
should be addressed.  
Despite several attempts of continuously adjusting the horizontal scaling of applica-
tions hosted by data centers to automatically control allocating resources in closed-
loop, given their current workload, Dutreilh et al [52] argued that real applications 
of these techniques in cloud computing infrastructures faced some difficulties and 
that some of them essentially turned back to the core concepts of automatic control: 
controllability, inertia of the controlled system, gain and stability. In their work, they 
built a management framework dedicated to automatic resource allocation in virtual-
ized applications, and attempted to identify from experiments the sources of insta-
bilities in the controlled systems. Two types of policies were analysed as examples: 
threshold-based and reinforcement learning techniques to dynamically scale re-
sources. Their experiments show that both approaches are tricky and that trying to 
implement a controller without looking at the way the controlled system reacts to 
actions, both in time and in amplitude, is ‘doomed to fail’. 
Another solution to the multi-objective optimization problem is the Limited Look-
ahead Control (LLC) [30]. The LLC controller found a feasible sequence of control 
actions at each step ( to predict the system state over time and identifies the actions 
that led to the desired system states that maximized the profit. Then, only the first 
control action in the chose sequence was applied to the system and the rest were dis-
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carded. The entire process was repeated at step ( + 1, given the new system state 
and updated workload estimation. This algorithm achieved multi-objective optimiza-
tion under explicit operating constraints and was applicable to dynamically non-
linear computing systems with a finite control input set. However this approach is 
poor in scalability even after a neural network was applied to learn the decision mak-
ing of the controller via offline simulations to reduce the computation complexity. 
2.4.3.3 Decision making algorithms 
Consolidation of VMs to save power and reallocation of them to reduce hotspots to 
improve performance are sometimes modelled as decision-making processes [9, 32, 
35].  
Tarighi et al [35] proposed a method to migrate VMs between cluster nodes using 
the TOPSIS (Technique For Order Performance by Similarity to Ideal Solution) al-
gorithm, which is regarded as one of the most efficient multi criteria decision mak-
ing techniques, to make effective decisions over the active servers of the cluster and 
find the most loaded servers. The principle behind TOPSIS is that the chosen alter-
native should be as close to the ideal solution as possible and as far from the nega-
tive-ideal solution as possible. The TOPSIS algorithm can receive three types of in-
formation, namely deterministic, linguistic and fuzzy information, which are useful 
for describing criteria that are hard to quantify. One of the advantages of this algo-
rithm is to accommodate ‘unlimited’ criteria; however, the extent of how much effi-
ciency can be achieved by this approached has not been stated. 
The goal of Benini et al’s work was to search the space of all possible policies to 
find the one that minimizes the cost metric, power, while maintaining the perform-
ance as the constraint [9]. To solve the problem, a stochastic system model was 
formed based on Markov decision chains. The model, cost functions, constraints, 
and optimization targets were then translated into PCx (an advanced Linear Pro-
gramming solver based on an interior point algorithm) input format and passed to 
the LP solver for computing the optimum policy. The output of the LP solver was 
the set of state-action frequencies, the expected performance and power. The optimi-
zation tool could call the LP solver iteratively, to explore the entire power-
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performance trade-off curve. The basic hypotheses for the validity of the Markov 
model were as follows: 
• The arrival of service requests can be modelled by a state Markov chain. 
• The state transition delays in the service provider can be modelled as random vari-
ables with a geometric distribution. 
• Model parameters and cost functions are available and accurately measured before 
optimization. 
The scalability of the LP solver is the main concern with this decision making algo-
rithm. It could be difficult for the solver to give a timely solution before the envi-
ronment changes significantly. In addition the new LP solution does not consider the 
history VM placement, and thus incurs too many migrations to shift to the new 
placement possibly.  
2.4.3.4 VMware dynamic power management 
VMware Dynamic Power Management (DPM) is a software component of VMware 
Distributed Resource Scheduler (DRS). Through DPM, virtual machines are con-
solidated onto as small number of PMs as possible and the emptied ESX (VMware 
hypervisor product) hosts are powered off or hibernated. When workload demands 
increase, ESX hosts are powered back on and virtual machines are spread to more 
PMs.  
It is not very clear how VMware DPM implements its dynamic virtual machine 
placement algorithms, as it is a commercial product and no publication has been 
found about its algorithm. However, we can have a rough view of how it configures 
the settings. 
VMware DPM keeps track of two types of resources, CPU and memory, on each 
ESX host and aims to keep their utilization on every PM within a target utilization 
range. Appropriate actions are taken when the PM’s utilization goes beyond the tar-
get range. The target utilization range is defined by two parameters:  
 *+,-.-/-01234-2156-78+2 (5) 
and  
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 *+,-.-/-01234-215659+7-0+:5;2 (6) 
Therefore, the lowest utilization allowed is  
*+,-.-/-01234-2156-78+2	– 	*+,-.-/-01234-215659+7-0+:5;2 (7) 
The upper bound is  
 *+,-.-/-01234-2156-78+2	 + 	*+,-.-/-01234-215659+7-0+:5;2
  (8) 
The two parameters (5) and (6) are 63% and 18 % respectively by default, and there-
fore the default utilization range is 45% to 81%. 
The demanded resources include the total actual demand of CPU and memory re-
sources by all the VMs sharing the same host plus an estimated unsatisfied demand 
because of limitation of the current capacity of the host. The demand of each re-
source type is calculated respectively for all hosts in the cluster. The actual demand 
of resources is calculated in a statistical way based on intervallic samplings. How-
ever, the method to estimate the unsatisfied resource is not explained in further detail 
in the operation manual, with the technique only labelled as ‘heuristic’.  
To prevent too frequent migrations and turning the PMs on and off, the DPM uses 
the averaged demand over a period of time instead of current demand values. This 
smoothes out the short-timed resource usage spike, thus keeping the whole cluster 
more stable. The recommended period time for deciding whether to power on more 
hosts is 300 seconds (five minutes), while the time for deciding to turn off a host is 
2400 seconds (40 minutes). The reason why the inspection time to turn off a host is 
much larger than the time to power up a host is that the performance is put on a more 
important position than conserving energy. 
2.5 Summary 
In this literature review, we have focused on the research work on reducing energy 
usage by optimizing the VM placement optimization. We firstly analysed the distri-
bution of energy consumptions in data centers by breaking down their electricity us-
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age in typical data centers and energy dissipation among different hardware compo-
nents. Then, energy consumption models of physical servers or their components 
were introduced. And then, energy-aware resource management algorithms applica-
ble in the context of data centers were reviewed and classified into different catego-
ries such as Ordering Algorithms, Multi-objective Algorithms and Decision Making 
Algorithms.  
Much useful research work has been done on the static and dynamic resource man-
agement problem in virtualized data centers and quite a few innovative algorithms 
have been proposed. Because of the NP-hard nature of the problem, it is very hard to 
get an exact solution in a reasonable time frame. Heuristic algorithms are the main 
methods attempted to achieve the approximate minimization of energy usage traded 
off with other criteria such as the performance overhead. Nonetheless, there has not 
been a dominating solution and there is room for improvement. The approaches that 
have been proposed have different weaknesses or limitations, such as sorting along 
only one dimension in the Ordering Algorithm, the low scalability with the con-
straint programming, and the unknown energy saving effect by Multi Criteria Deci-
sion Making. 
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3 STATIC VIRTUAL MACHINE PLACE-
MENT 
Server consolidation using virtualization technology has become an important tech-
nology to improve the energy efficiency of data centers. Virtual machine placement 
is the key in the server consolidation. However, this is a well known NP-hard prob-
lem [53]. Therefore, heuristic solutions are usually used to solve the problem, as in 
the literature [22, 38, 53, 54]. 
In this chapter, for a new virtual machine placement problem, we propose two algo-
rithms that consider the energy consumption in both the servers and the communica-
tion network in the data center. One is a Genetic Algorithm (GA), and the other is a 
Simulated Annealing (SA) algorithm. 
3.1 Introduction 
The continuing increase in cloud computing has resulted in ever increasing energy 
consumption and therefore overwhelming electricity bills for data centers. In addi-
tion, the growing energy consumption leads to increase in carbon dioxide emissions. 
So it is desirable to make every possible effort to reduce the energy consumption in 
cloud computing. 
Virtualization technologies, which consolidate multiple logic servers into a smaller 
number of Physical Machines (PMs), have been used to make better use of hardware 
and to save energy. Instead of having its own dedicated PM, each logic server runs 
on the Virtual Machine (VM) hosted on the PM. 
These technologies can also be used to improve the energy efficiency in data centers 
[41, 55-57]. VM placement is the key in the server consolidation. In the past few 
years, many approaches to various VM placement problems have been proposed. 
However, existing VM placement approaches do not consider the energy consump-
tion in communication network in the data center. Considering the energy consump-
tion in the communication network in a data center is not trivial [14], the network 
energy consumption should be considered in VM placement in order to make the 
data center more energy-efficient. 
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In the literature review part (Chapter 2), we have reviewed related algorithms for 
similar problems. Firstly, the First Fit Decreasing (FFD), Best Fit (BF) for Bin Pack-
ing problems are two well-known types of the heuristic methods. FFD has low com-
plexity, good scalability and generally good results in practice [38]. However, its 
drawback is the over simplicity that may overlook the large amount of combinations 
among which there could be significantly better results. Furthermore, it sorts the bins 
and balls only in one dimension which may compromise its performance when the 
characteristics of other dimensions disrupt the ordering and undermine the funda-
mental optimization logic. Secondly, Genetic Algorithms (GA) are believed to be 
able to generate promising results for the constraint optimization problems after a 
certain number of generations, but there has been only one attempt of using GA in 
tackling the VM machine placement problem so far to our best knowledge. 
In this chapter, we firstly propose a genetic algorithm (GA) [58] for a new VM 
placement problem that considers the energy consumption in both the physical serv-
ers (PMs) and the communication network in the data center. Experimental results 
show that the genetic algorithm performs well with various test problems, and scales 
well when the problem size increases. 
To search for the best possible solution to the same problem, we then propose an-
other approach: the Simulated Annealing Virtual Machine Placement (SAVMP) al-
gorithm, which is based on Simulated Annealing (SA) theory. SAVMP aims at fur-
ther improvement from any feasible placement. SA was proposed by Kirkpatrick et 
al [59] to be a general approach of solving some NP complete optimization prob-
lems in a heuristic way. The theory is based on the insightful analysis of connection 
between statistical mechanics and multivariate or combinatorial optimization. The 
effectiveness of SA comes from its extension of two basic heuristic techniques: 1) 
the divide and conquer approach; 2) the iterative improvement scheme. SA separates 
large changes from small changes by allowing large changes in the objective func-
tion at high temperatures while deferring small changes to low temperatures. It itera-
tively moves the configuration by small steps from one state to another while pre-
venting from these being stuck by allowing large changes at high temperatures. This 
is the first published attempt of using SA to solve the VM placement problem to op-
timize the power consumption, so we firstly apply it to simpler problems than the 
target problem and compare its test results with those of FFD and of a multi-start 
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random searching approach to evaluate the performance of SAVMP, then we apply 
it to the target static VM placement problem and compare the results with those of 
the GA. 
Experiment results show that the genetic algorithm performs well when tackling test 
problems of different kinds, and scales up well when the problem size increases, 
while SAVMP has the better performance at a cost of longer time than FFD, outper-
forming FFD by 0 to 25% in terms of energy savings. SAVMP is also better than the 
multi-start random searching, which performs well only in small sized problems and 
is not able to generate better results than FFD when the problem size is larger. For 
the targeted problem, the SA algorithm performs significantly better than the GA not 
only from the energy saving effect but also from the evolution speed. 
The remaining chapter is organized as follows: Section 3.2 formulates the new VM 
placement problem; Section 3.3 presents the GA and SAVMP; Section 3.5 evaluates 
the performance and scalability of the GA and SAVMP; and compares the two algo-
rithms; finally Section 3.6 concludes this work. 
3.2 Problem Formulation 
Let’s define 
 a set of virtual machines 
 a set of physical machines 
 a virtual machine in V 
 the CPU requirement of  
 the memory requirement of  
 a physical machine in P 
 the CPU capacity of  
 the memory capacity of  
 the total CPU workload on  
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 the total memory workload on  
 the set of virtual machines assigned to physical machine  
The utilization rate of the CPU in physical server 	/=is 
  (9) 
Thus, according to the server energy consumption model defined in [60], the energy 
consumption of physical server 	/= is 
  (10) 
where 	+= is the energy consumption of physical server 	/=  when it is fully util-
ized; 	(=is the fraction of energy consumed when 	/=is idle; and >= is the CPU utili-
zation of 	/=. 
It is assumed that the communication network topology of the data center is a typical 
three-tier one as shown in Figure 3.1 - The communication network of a data cen-
ter[29]. The VMs in the data center may communicate with each other through the 
communication devices, such as switches, which also consume a non-trivial amount 
of energy; it has been shown that overall energy consumption of the network devices 
in a data center is dependent on the traffic load through communication devices 
when traffic load consolidation is applied [14]. Thus we use the following method to 
approximate the energy consumption in the communication network in the data cen-
ter. 
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Figure 3.1 - The communication network of a data center 
We categorize the communication between a pair of VMs into four types: the first 
type is where the pair of VMs are on the same PM. The communication between 
	?,  and 	?, in Figure 3.1 - The communication network of a data center is an in-
stance of the first type. The second type is where the pair of VMs are placed on two 
different PMs, but under the same edge. The communication between 	?,  and 
	?,@ is an example of the second type. The third type is where the pair of VMs are 
placed on two different PMs under different edges, but under the same aggregation. 
The communication between 	?,@  and 	?,A  in Figure 3.1 - The communication 
network of a data center is an example of the third type. The fourth is where the pair 
of VMs is placed on two different PMs under different edges and different aggrega-
tions. The communication between 	?,Aand 	?,B in Figure 3.1 - The communica-
tion network of a data center is an example of the fourth type. 
The first type of communication does not use any network communication device; 
the second type of communication uses one network communication device; the 
third communication is involved in three network communication devices; and the 
fourth type of communication is done through five network communication devices. 
Therefore, the energy consumptions incurred by the four types of communication are 
different. In fact, the first type of communication does not incur any energy con-
sumption in the communication network. The energy consumption of the second 
type communication is less than that of the third type, which is in turn less than that 
of the fourth type: as the more network communication devices are used, the more 
energy is consumed in the communication network. 
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Therefore, the VM pairs which have data communication over network can be cate-
gorized into four sets by the communication types. Let 	 , 	, 	@ and 	A be the 
sets of the VM pairs between which there exists communication and the communica-
tion is the first, second, third and fourth type respectively, and 
  (11) 
For each communication	0C, the energy consumption for transferring a unit of data 
is 
  (12) 
 
Let 
 
be the amount of data that needs to be transferred on the communication . 
Then the network energy consumption for transferring  units of data is  
 
E(c) = e(c) ¤ l(c)
 (13) 
The virtual machine placement problem is to assign each virtual machine in V onto a 
physical machine in P, such that 
 
X
pj2P
E(pj) +
X
c2C
E(c)
 (14) 
is minimized subject to 
 
[
pj2P
Vpj = V
 (15) 
 
Vpi
\
pi 6=pj
Vpj = ;
 (16) 
 
p
wcpu
j =
X
vi2Vpj
v
cpu
i · p
cpu
j
 (17) 
 
pwmemj =
X
vi2Vpj
vmemi · p
mem
j
 (18) 
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Constraints (15) and (16) make sure that each virtual machine will be assigned to 
one and only one physical machine; constraints (17) and (18) guarantee that the total 
CPU workload and the total memory on physical machine pj
 
will not exceed the 
CPU capacity and the memory capacity, respectively. 
3.3 Our Genetic Algorithm 
GA simulates the evolutionary processes in nature through which the fittest creatures 
survive. GAs are generally used in situations where enumeration is unpractical, the 
search space cannot be traversed efficiently. GA encodes possible solutions in a data 
structure simulating chromosomes or genomes and starts with a set of solutions for 
the target problem. Then it enters a cycle where fitness values for all solutions in the 
current populations are calculated, individuals are chosen (using the operator of se-
lection) as the ‘parents’, and after performing crossover and mutation on genomes in 
the ‘parents’, offspring are generated and inserted into the population and some old 
solutions are discarded. Thus a new generation is obtained and the process begins 
again. A GA stops after a certain termination criteria are met, i.e. a ‘good enough’ 
solution is identified, no more improvements can be made, or the number of genera-
tions has reached its maximum value [61]. 
This section entails the GA for the VM placement problem. It discusses in detail the 
encoding scheme, genetic operators and fitness function of the GA, as well as giving 
the description of the GA.  
3.3.1 Encoding scheme 
A chromosome in this GA consists of  genes, each of which stands for a virtual 
machine. The value of a gene is a positive integer between 1 and , representing 
the physical machine where the virtual machine is allocated. Figure 3.2 shows an 
example of VM placement and its corresponding chromosome. In this example,  
to  are placed on , , , , , , , ,  respectively. 
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Figure 3.2 - An example of VM placement and its corresponding chromosome 
 
3.3.2 Crossover 
Since the length of chromosome is potentially long, linkage breaking is a potential 
problem that should be considered. Because of this consideration, our GA adopts a 
biased uniform crossover operator, which is described in Algorithm 1. 
Algorithm 1 - Biased uniform crossover 
 
3.3.3 Mutation 
The mutation operator randomly picks up a gene in the chromosome and inverts the 
value of the chosen gene. Algorithm 2 shows how the mutation operator works. 
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Algorithm 2 - Mutation 
 
3.3.4 Fitness function 
The fitness of an individual x in the population of the GA is defined in Equation (19): 
  (19) 
where  is a lower boundary of the total energy consumption; 
 
is an upper 
boundary of the total energy consumption, and 
 
is the total energy consumption 
when VM placement x is adopted. 
The fitness function penalizes a solution that violates any of those constraints, and 
makes sure that the fitness value of any infeasible solution is less than that of any 
feasible solution and that the less the energy consumption, the greater the fitness 
value is. 
3.3.5  The description of the GA  
Algorithm 3 is a high-level description of the GA. 
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Algorithm 3 - The GA 
 
 
This GA described in Algorithm 3 is quite straightforward with two parts: initializa-
tion and looping. In the initialization, it starts with a group of randomly generated 
feasible solutions, and then saves the best solution. In the looping parts, it checks 
whether the termination condition is met first. If the looping needs to continue, it 
will apply three operators in sequence: round roulette selection, biased uniform 
crossover (Algorithm 1) and mutation (Algorithm 2). Then the better one between 
the saved best solution and the best solution during this iteration will be chosen and 
saved as the new best solution. At the end of the program, the saved best solution 
will be output as the optimized result. The evaluation work on this algorithm will be 
illustrated in Section 3.5. 
3.4 Simulated Annealing Algorithm 
Simulated Annealing (SA) was initially proposed by Kirkpatrick et al [39] to be a 
general approach of solving some NP-complete problems in a heuristic way. The 
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theory is based on the insightful analysis of connection between statistical mechan-
ics and multivariate or combinatorial optimization. The effectiveness of SA comes 
from its extension of two basic heuristic techniques: 1) divide and conquer approach; 
2) iterative improvement scheme. It separates large changes and small changes by 
allowing large changes in the objective function at high temperatures while deferring 
small changes to low temperatures. It iteratively moves the configuration by small 
steps from one state to another while preventing from being stuck by allowing large 
changes at high temperatures. 
As the authors of SA suggested, there are basically four components in the SA algo-
rithm: 1) the configuration of the system; 2) a generator of the new configuration; 3) 
the objective function for the optimization problem; 4) a schedule of the tempera-
tures and length of times to evolve [59]. In our Simulated Annealing Virtual Ma-
chine Placement (SAVMP) algorithm, the four components are clearly defined to 
follow this methodology. 
3.4.1 Configuration of the problem 
The assignment of VMs to PMs  is the configuration in SAVMP. Considering 
the constraint that one VM can only be assigned to one PM, the assignment can be 
represented by an integer array: 
  (20) 
The index of the array is the VM number, and the value indexed by the VM number 
in the array is the PM number to which the VM is assigned. For example, we have 
10 VMs indexed from 1 to 10 and 3 PMs numbered from 1 to 3. 
 means that  and  are assigned to 
;  and  are assigned to ;  and  are assigned to . 
3.4.2 Generator of new configurations  
The aim of the algorithm is to search for optimal or near-optimal configurations in 
terms of objective function. SA searches in the neighbourhood states for better re-
sults. At every evolution step, the configuration needs to be changed into a new 
neighbourhood state, so the configurations change slowly moving toward better con-
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figurations. We define a new neighbourhood state as the new VM assignment array 
acquired by picking a small random number (from 1 to 3 in this implementation) of 
VMs and changing their host machines to randomly selected PMs or swapping a pair 
of VM. 
These two types of rearrangement of VMs to create new configurations reflect the 
basic operations of doing bin-packing manually to get a better result. 
3.4.3 Acceptance criteria of new configurations 
While generating new configurations provides the candidate configurations, the ac-
ceptance criteria decide which configuration becomes the next new state. In the pro-
posed algorithm, if a new configuration is feasible, namely satisfying all constraints 
specified by Equations (15), (16), (17) and (18), and has lower energy consumption 
than the current state, it will be accepted as the new state. Thus during the energy 
computation, if a solution is found to be infeasible, the energy value will be assigned 
a huge number, which will not pass the acceptance criteria. Therefore the energy 
comparison is the only operation in the acceptance decision. When the neighbour-
hood searching gets into a stalemate, we allow the new state to cost more energy 
than the previous one by a certain amount, called in our algorithm, 
so the algorithm would not be stuck in a local optimization. 
The  is decided by the temperature. We define it as: 
  (21) 
where  is the current temperature and  is the initial temperature. Hence at a high 
temperature, the energy increase allowed by the next state can be relatively large, 
but when the temperature is low, the energy of accepted states will become stable. 
3.4.4 Temperature scheduling 
The temperature scheduling is a very important aspect in SA; otherwise the quick 
quenching can lead to results far from optimal [59]. How many iterations are al-
lowed at each temperature and the range of temperature, for example, are the issues 
of temperature scheduling. 
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However, the designing of the temperature scheduling is not detailed in the SA 
methodology, but is explained through an empirical way. We tried several settings 
and selected the best ones as the parameters of the scheduling as follows. 
The temperature starts from 1000 degree and reduces gradually to 0 by 5 degrees 
each time, at which new temperature there are  times of evolutions. 
3.4.5 The SA pseudo code and the computation complexity 
The main steps of the Simulated Annealing VM placement algorithm are described 
in Algorithm 4 below. As the computation complexity of the energy calculation step 
is , where  is the number of VMs, the complexity of the whole process is 
, where  is the number of PMs. Therefore the SA com-
putation complexity can be expressed as . 
Algorithm 4 - Simulated annealing virtual machine placement algorithm 
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The SA begins with an initial assignment generated by FFD sorting by CPU size, 
followed by tow nested loops: the outside loop decreases the temperature from an 
initial temperature to zero; the inner loop searches the neighbour placements for bet-
ter solutions at each temperature. It is quite possible no better solution can be found 
after a large number of attempts in the neighbourhood searching, we define it as the 
‘stalemate’. When the ‘stalemate’ happens, the SA allows a ‘worse’ solution as the 
current state so that it can jump out of the ‘stalemate’. The acceptable ‘worse’ solu-
tion should not have a larger energy increase than the criteria (21). After the looping, 
the best solution will be the output of the algorithm. 
3.5 Evaluation 
In this section, the proposed GA and SA algorithms will be evaluated by simulation 
tests separately and then compared with their efficiency for the same VM placement 
problem. 
3.5.1 Evaluation of the GA algorithm 
The GA has been implemented in Java. Since there are no benchmarks available for 
the new VM placement problem, we have to randomly generate test problems to test 
the GA. We use a set of experiments to evaluate the proposed GA with respect to 
performance and scalability. Table 3.1 shows the characteristics of those randomly 
generated test problems: 
Table 3.1 - Characteristics of test problems 
 
In these randomly generated test problems, the VMs’ CPU and memory require-
ments were randomly generated and the values were both in [300, 3000], and the 
PMs’ CPU and memory capacities were randomly picked from
. The parameters about the communication network were:
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. The amount of data need to be transferred between each 
pair of VMs in C was randomly generated and the value was a whole number be-
tween 1 and 9 (units). The parameters about the servers in the data center were: 
. 
We used the GA to solve each of the randomly generated test problems. The cross-
over rate is set 0.5 and mutation rate is 0.1 after a number of initial tries and per-
formance comparison. These parameters remain the same for the rest of the experi-
ment. Considering the stochastic nature of the GA, we repeated the experiments 10 
times, and recorded the solutions and computation times. Since it was difficult or 
impossible to know the optimal solutions to those test problems and therefore to 
know the quality of the solutions generated by the GA, we implemented a First Fit 
Decreasing (FFD) algorithm in Java, and used it to solve those test problems. The 
FFD algorithm is one the most popular heuristic algorithms for bin-packing prob-
lems. Since VM placement problems can be easily transformed into a bin-packing 
problem, the FFD algorithm is often used to tackle VM placement problems [29]. 
Since the FFD algorithm is a deterministic one, we ran it only once for each of the 
test problems. We evaluated the performance of the GA by comparing the quality of 
the solutions generated by the GA with the quality of the solutions produced by the 
FFD-based heuristic algorithm. Table 3.2 shows the experimental results. 
Table 3.2 - Comparison of the performance of the GA and the performance of the FFD 
 
The experiment results in Table 3.2 show that the solutions produced by the GA are 
significantly better than those produced by the FFD. On average the solutions pro-
duced by the GA are 3.5% to 23.5% better than those produced by the FFD. In this 
table, the paired one-tailed T test values of energy number between FFD and GA are 
all well below 0.05, which means there are statistically significant differences be-
tween the energy consumption of different algorithms. 
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In terms of computation time, the FFD took less than 1 millisecond to solve any of 
the five test problems. The computation time of the GA increased with the number 
of VMs and the number of PMs. It was observed that the computation time of the 
GA increased linearly with the product of the number of VMs and the number of 
PMs. Figure 3.3 visualises the observation. Given that this virtual machine place-
ment problem is a static optimization problem, the computation time and the scal-
ability of the GA are acceptable. 
 
Figure 3.3 - The scalability of our GA 
 
In all the experiments, the population size of the GA was 200, the probabilities for 
crossover and mutation were 0.5 and 0.1, respectively, and the termination condition 
was ‘no improvement in the best solution for 20 generations’.  
3.5.2 Evaluation of the SA algorithm 
Methodology 
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Starting with simpler problems and considering the SA could be used in other VM 
placement problems, we simplify the optimisation to energy cost of PMs in this sec-
tion, namely the first part of Equation (14). In the next section, we will apply this 
algorithm in the target algorithm. To test the performance of SAVMP, we design a 
series of tests to test how the proposed algorithm performs under different problem 
configurations. The series of problems have different numbers of VMs, and for the 
same numbers of VMs, PM sizes are also varied to test the impact of the container 
sizes on the performance of SAVMP. In addition to this, we compare the energy cost 
of the VM placement decided by SAVMP with that decided by FFD (the upper 
boundary) and the low boundary, which is calculated with fewer constraints taken 
into account. 
Specifically, VM numbers are 20, 50, 100 or 200. To show the size of their contain-
ers, the PMs, we introduce the Capacity Index: 
  (22) 
where  is the maximum allowed CPU allocation for . For example, if an 
internal or external customer asks for a VM with 1000 MIPS (million instructions 
per second) of CPU, the  of this VM will be 1000 in our problem formula-
tion. When  is 1, the number of PMs in the problem is the same as the number of 
VMs, and  indicates that the PM number is only one fifth of that of VMs, be-
cause one PM can host 5 VMs averagely. 
In the following experiment, for every VM size, CI values iterate in the set 
 to form a new VM placement problem. We consider CPU and Mem-
ory requirements to simulate the two major resource constraints in data centers when 
relocating VMs. The VM CPU requirement is generated randomly from the value 0 
to 2000. This is to simulate the resource usage of the VMs at the data center at a 
sampling time in a dynamic migration problem. The generated resource usage data 
can also be seen as the profiling results for the VMs in static scheduling. 
The PM sizes vary from 1000 to 3000 multiplied by the CI (capacity index), simulat-
ing the heterogeneous host environment, so the PM sizes are averagely CI times of 
maximum requirements of VMs (2000). The requirement of memory is generated in 
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the same way as CPU, but the two requirements are most probably not the same 
value for the same VM because of the random nature. 
In this simulation test setup, each PM’s maximum energy is generated by the equa-
tion: 
  (23) 
In this equation, E is a const, set to 100 (Watt) in our test, representing the base en-
ergy which is consumed by the smallest PM when . When the CPU ca-
pability is 10 times the smallest PM, the energy cost is only 6 times as much. This is 
to simulate a data center environment where the physical servers have been procured 
through the years and have increasing computing power and more energy efficient 
with time [62]. 
The PM’s maximum energy can indeed be obtained by more accurate power calcula-
tion tools provided by hardware vendors or by measuring tools, but this way of gen-
erating the power numbers as priori will not affect the SAVMP’s ability of finding 
better results. 
For each physical server, the energy of idle status is set to 70% of the maximum 
power, namely, 
  (24) 
As to the initial placement, our proposed SAVMP does not require a special state. In 
the following tests, we choose to start from the placement results generated by FFD, 
although SAVMP can achieve a comparable result from a random feasible place-
ment, at the cost of more time, according to our preliminary tests. 
For every configuration of VMs and PMs, we run 10 times and average the percent-
age of energy saving compared to FFD and the time to reach the best placement 
among all the evolutions in order to have a statistical view of performance of the 
SAVMP because it does not generate exactly the same result every time, as FFD 
does for the same problem. All the tests are run on a laptop with a 2.2G Hz dual core 
processor. 
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As the best possible solution is not available to be compared with, we calculate the 
Low Boundary (LB) of energy consumption to see how far the SAVMP result is 
from the low boundary. The LB is calculated by filling the most energy efficient 
PMs with CPU requirement of VMs, and otherwise finding a PM with the lowest 
energy cost to accommodate the left CPU requirement. This energy value is the low 
boundary because it ignores the constraints (17) and (18), and arranges the require-
ment in the most energy efficient PMs. 
Algorithm 5 - Low boundary energy calculation 
 
If an algorithm finds a solution with the energy value very close to the low boundary, 
we can say it is a very good result. However, it cannot be concluded that an algo-
rithm performs badly when its energy cost is far from the LB, because the con-
straints may be the reason for the poor energy efficiency. In such cases we need 
other ways to analyse the placement results. 
For example the table listing the resource utilization for all PMs may be very useful 
to check whether the VMs are assigned in an energy-efficient way. 
Results of one-dimension packing 
Table 3.3 lists the testing results of FFD, SAVMP and the low boundary energy on 
24 problems with different VM and PM numbers. Each problem has one row in the 
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table. In the columns, ‘VM No’, ‘PM No’ show how many VMs and PMs are in the 
problems respectively; CI is the capacity index, which was explained earlier; ‘En-
ergy by FFD’ is the energy cost if the VMs’ assignment to PMs is decided by the 
FFD algorithm; ‘Energy by SA’, (SA is the short format for SAVPM for saving 
space), is energy cost of the placement by SAVPM; ‘Energy Saved’ is calculated by
; ‘SA from LB’ represents how much more per-
centage of energy is used by SAVMP than by FFD; ‘Time’ is the time cost for 
SAVPM to find the ‘best’ solution. In this group of tests, only the CPU constraints 
and the one VM assigned to one PM assignment constraints, namely Equation (15), 
(16), and (17), are considered. 
From Table 3.3, we can see SAVMP is able to generate better results than FFD for 
most of the situations and at least no worse results than FFD for all the tests. This 
may be partially attributed to starting from the FFD placement, but this also shows 
one of its good characteristics, starting from any feasible placement and improving it 
little by little. 
However, the improvement by SAVMP varies with the VM numbers and CI. The 
larger is the VM number or CI, the smaller is the improvement. This can be attrib-
uted to 2 possible reasons. One is that, with the larger number of VMs and PMs, the 
search space becomes larger; another one is that the performance of FFD varies on 
the different problems. In Table 3.4, the placement results reveal that FFD can have 
a very good result when VM number is 200 and CI is 10. ‘PM’ column in the table is 
the PM index number, represent one PM in the problem; ‘Size’ is the CPU capacity; 
‘CPU’ is CPU utilization rate when a certain number of VMs are assigned to the PM. 
Some PMs are not assigned any VMs so the CPU usage is 0.00%. 
The energy saving improvement by SAVMP above FFD is not very significant, with 
only an average about 5% better than the latter, because for the CPU only constraint 
problem, FFD can generate a very good result, which can be seen by comparing the 
energy of FFD and that of LB. 
Almost all the tests can achieve the best results among all the iterations in less than 
100 seconds. For the tests using exceptionally long times to reach the ‘best’ results, 
we find after looking into the evolution history records that they can achieve very 
good results close to the ‘best’ result within 100 seconds. 
59 
 
Table 3.3 - Simulation test results Of SAVMP on different numbers of VMs and varied capacity 
indexes with only CPU constraints 
  
Table 3.4 - VM placement results by FFD on 200 VMs with Capacity Index Of 10 
 
Results of two-dimension packing 
While the improvement by SAVMP for the one-dimension packing problem is not 
very impressive, the results on the two-dimension packing show the SAVMP per-
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forms significantly better than FFD. Table 3.5 lists the testing results of FFD, 
SAVMP and the low boundary energy on 24 problems with different VM and PM 
numbers. Each problem has one row in the table. In the columns, ‘VM’, ‘PM’ show 
how many VMs and PMs are in the problems respectively; CI is the capacity index, 
which is defined in Equation (22); ‘Energy by FFD’ is the energy cost if the VMs’ 
assignment to PMs is decided by the FFD algorithm; ‘Energy by SA’ (SA is the 
short format for SAVPM for saving space) is the energy cost of the placement gen-
erated by SAVPM; ‘Energy Saved’ is calculated by
; ‘SA from LB’ is how much more per-
cent of energy used by SAVMP than the low boundary; ‘Time’ is the time cost for 
SAVPM to find the ‘best’ solution. The ‘Energy saved by Random Search’ column 
is the energy saving effects achieved by a Random Search (RS) method. In this 
method, a PM is picked randomly for each VM. If the chosen PM does not satisfy 
the constraints, RS will try another randomly chosen PM until it finds a suitable one 
or gives up searching and returns no feasible solution after the maximum attempts 
have been used. The same process repeats until all the VMs have their assigned PMs. 
The number of iterations of RS is the same as SAVMP.  
Table 3.5 - Simulation test results of SAVMP on different numbers of VMs and varied Capacity 
Indexes with CPU and memory constraints 
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Table 3.6 - PM resource utilization comparison between placement by FFD and SAVMP on 200 
VMs with Capacity Index = 10 
 
The performance of Random Searching is close to SAVMP when there are only 20 
VMs. However, when the VM number increases, the energy saving improvement 
becomes less or even zero. This is especially obvious when the number is greater 
than 50. 
When the VM number is 100 or 200, the Random Search can reduce the energy cost 
by only a small percentage to FFD when CI is 5 or 10. In all tests but the one of 
which the VM number is 20 and CI is 5, the Random Search performs worse than 
SAVMP. 
The random searching results show that the SAVMP performs better than FFD, not 
only because it involves random searching method to explore more assignment 
combinations than FFD, but also because the Simulation Annealing approach in-
cludes an evolutionary search more than just random attempts. 
The distances of SAVMP from the Low Boundary are on average within 10 per cent, 
which says the simulated annealing algorithm has achieved very good energy saving 
results. 
The improvement effect by SAVMP for the two-constraint problem is more signifi-
cant than that for only the CPU constraint. When the VM number becomes larger, 
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the improvement tends to be less because in these problems of larger sizes the FFD 
can generate very good results, close to the lower boundary. The relationship of the 
improvement and CI is not straightforward. It has two contradictory effects on the 
improvement by SAVMP. For one thing, the larger the CI is, the smaller the search-
ing space becomes. The smaller searching space favours SAVMP but FFD also per-
forms better than when CI is smaller.  
From Table 3.5, we can find another benefit of using SAVMP in the test of which 
the VM number is 20 and CI is 10. FFD or Random Search cannot find a feasible 
solution for this test, but SAVMP can find the feasible assignment successfully. 
It is probably impossible to determine the minimum energy usage among all the pos-
sible assignment, but we can use the resource utilization on the PMs which resulted 
from the VM assignment besides the low boundary to examine and compare the en-
ergy saving effect of different algorithms. In Table 3.6, the utilization of CPU and 
memory has been listed for each PM for the test of 200 VMs with CI set to 10 apply-
ing FFD and SAVMP respectively. It is clear from this table that SAVMP achieve 
higher resource utilization with 2 less PMs turned on than FFD, leaving very little 
room for improvement if any. 
To explore the further improvement by SA if it is given more time, the time limit is 
set to 500 seconds in the test which has 500 VMs and 100 PMs. The evolution itera-
tions and percentages of energy saving over FFD along the evolutionary time have 
been drawn in Figure 3.4. It shows that energy saving is improved quickly in the 
first 50 seconds, and after that the saving still increases at a slow rate until about 200 
seconds, from which the improvement becomes very slow during the iterations. 
Overall, the time cost is linear to the number of iterations, which implies that the 
time spent on each iteration is about the same and the time for one iteration does de-
pend on the previous placement. In the case of 100 VMs, it took a relatively long 
time to jump from local optima to a better one. This implies that even when there is 
no improvement for some time during the search, it can get noticeably better solu-
tion after longer search. 
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Figure 3.4 - Energy saving improvement over the iterations 
Application of the SA algorithm 
As demonstrated above, SAVMP can be very suitable in solving the static VM 
placement problem. However, similar to the limitation of FFD, SAVMP might not 
be applied in a simple way periodically to do the reshuffling of the VMs due to rea-
sons like the migration cost when being used in the dynamic VM consolidation. In-
stead an incremental way or a two-stage way of applying the placement algorithm 
would be more suitable as proposed in related literature [22, 36]. 
When the problem size grows larger, the time needed to find the ‘best’ solution can 
be very long. One option is to stop searching within reasonable time limit and used 
the sub-optimum results which can be very close to the ‘best’ result. 
On the other hand, to reduce the long computation time, we can adopt the ‘divide 
and conquer’ strategy by decomposing the large problem into smaller sub problems 
and merging results back to the original problem to improve the computing effi-
ciency like the method used by Jian [63]. 
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3.5.3 Comparison of the two algorithms 
The GA and SA algorithms are potential algorithms for solving optimization prob-
lems with large search spaces. They are both inspired by insightful observation of 
natural phenomena: the GA mimics the process of biological evolution; the SA 
comes from the annealing in metallurgy – a technique involving heating and con-
trolled cooling of a material to increase the size of its crystals and reduce their de-
fects. 
Due to the variability of problem characteristics, and the underlying mathematical 
properties, the two types of algorithms use specialized search operators that suit the 
problems on hand. Such algorithms, even if they works well for one problem, or a 
class of problems, does not guarantee that they will work for another class of prob-
lems or a range of problems. This behaviour is consistent with the no free lunch 
(NFL) theorem. In other words, it can be stated that there is no single algorithm, or 
an algorithm with a known search operator, that will consistently perform for all 
classes of optimization problems. 
To compare the efficiency in solving the VM placement problem, we will apply the 
SA algorithm to exactly the same problem that was solved by the GA algorithm. In 
this test, 200 seconds has been set as the maximum of the evolution time, as we have 
observed in the above tests that the SA can reach a result close to the best in 200 
seconds evolution time. In Table 3.7, the test results for FFD, GA and SA are com-
pared. The problem sizes, the VM numbers, start from 100, increasing 100 each time 
until 500. The capacity index is 5 for all problem sizes. Columns FFD, GA and SA 
represent the energy value of the placement decided by each algorithm. GA Saving 
and SA Saving are percentages of less energy needed by GA and SA respectively, 
compared with FFD. GA Time and SA Time are the evolution times used by GA and 
SA respectively. 
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Table 3.7 - SA saving effects compared with FFD and GA 
VM Number FFD GA GA Saving SA SA Saving GA Time SA Time 
100 12746.46 10317.73 19.1% 8689.13 31.8% 51.63 45.10 
200 24862.72 22525.48 9.4% 16059.66 35.4% 357.58 200.00 
300 42035.96 37555.60 10.7% 24365.73 42.0% 1011.44 200.00 
400 56223.20 51796.05 7.9% 32353.87 42.5% 2139.52 200.00 
500 70320.00 67912.29 3.4% 44304.47 37.0% 3256.46 200.30 
 
It can be seen from Table 3.7 that SA has achieved significantly better results than 
the GA, and the GA is better than FFD for all problem sizes. The SA dwarfs the GA 
and FFD by demonstrating much larger energy saving effect, consuming 31 to 42% 
less energy than FFD. In contrast, the most significant improvement made by GA 
over FFD is less than 20%. The energy savings of GA are from 19.1% to 3.4%, 
showing a trend that the saving percentages decrease when the VM number in-
creases. However the SA does not behave this trend. 
Table 3.7 also shows that SA is a relatively quick way of finding the VM placement 
with almost the least energy consumption. The time for finding the satisfactory re-
sults can be fixed at a value: 200 seconds in this experiment. In comparison, GA 
uses more time than SA in all tests. When the VM number is 100, GA uses a little 
more time than SA, but the time almost doubles when the number is 200. After that, 
the evolution time of GA increases with the problem size proportionally while the 
time of SA remains the same. Therefore the time difference becomes larger. In par-
ticularly, the time used is a magnitude larger than that used by SA when the VM 
numbers are over 400. 
Table 3.8 shows that SA achieves better results not only in the server energy mini-
mization but also in reducing network energy cost. Actually, the SA reduces the 
network traffic to nearly zero in tests with VM numbers less than or equal to 400. 
When the VM number is 500, the network energy cost is reduced to a trivial one 
compared to GA. As for server energy optimization, the SA uses about 20% less 
power than GA for all problem sizes except the size of 100, with 9.3%. 
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Table 3.8 - Energy savings by servers and network 
VM  
Number 
GAE GA Server GA  
NETWORK 
SA SA 
SERVER 
SA  
NETWORK 
Server 
Energy 
Saving by 
SA from 
GA  
100 10317.73 9576.8 740.9 8689.13 8689.13 0.00 9.3% 
200 22525.48 20078.4 2447.1 16059.66 15998.66 61.00 20.3% 
300 37555.60 31765.9 5789.7 24365.73 24092.73 273.00 24.2% 
400 51796.05 42383.6 9412.5 32353.87 32160.87 193.00 24.1% 
500 67912.29 53673.9 14238.4 44304.47 40062.47 4242.00 25.4% 
 
As for the targeted problem, the SA algorithm performs significantly better than the 
GA not only from the energy saving effect but also from the evolution speed. As 
shown in the above experiments, 3256 seconds are needed for the GA to achieve 3.4% 
energy saving for 500 VMs, while in about 200 seconds the SA makes 37% im-
provement from FFD. 
The performance superiority may come from the SA being more suitable in the 
searching strategy than the GA. The SA starts from a feasible placement, and 
searches in the neighbourhood in an extensive way. When a new state is not feasible 
or worse, the SA goes back to the old state. If it detects no progress after a certain 
number of iterations, it allows a jump to a new status which is worse than the best 
solution achieved on the perspective of optimization target. This is very like human 
operations when exploring for the better placement for bin-packing problem. Simi-
larly, the SA changes the placement of a small number of VMs at each iteration and 
the change leading to degradation is discarded immediately. In this way, positive 
changes accumulate, so the evolution process quickly moves the VMs into the PMs 
toward the optimisation target. In contrast the GA does not pass on the good genes in 
a desired efficient way. When the crossover takes place, the children of healthy par-
ents can be less healthy or even unfit, but this maybe is the cost of keeping the diver-
sity of the population. 
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3.6 Summary 
In this chapter we have identified and formulated a new VM placement problem. 
The new VM placement problem considers not only the energy consumption in 
those physical servers in a data center, but also the energy consumption in the com-
munication network of the data center. In addition, this chapter has proposed two 
types of algorithms for the new VM placement problem: the GA and the SA, 
SAVMP.  
In this work we used simple energy consumption models to calculate the energy 
consumptions in the physical servers and the communication network of a data cen-
ter. However, the proposed algorithms are independent from those energy consump-
tion models. Thus, in the future more accurate energy consumption models can be 
used when they are available. 
The GA has been implemented and evaluated by experiments. Experimental results 
have shown that the GA always generates a significantly better solution than the 
FFD-based algorithm for the VM placement problem. 
The SA provides an alternative way for solving the VM placement problem. It has 
also been implemented and evaluated by experiments. This is the first published at-
tempt of using SA to solve the VM placement problem for optimizing energy effi-
ciency. Experimental results have shown that the SA can generate better VM as-
signment than FFD, with 0 to 25% more energy saving than FFD. How much im-
provement it can make from the FFD depends largely on the room FFD leaves for 
improvement and the searching time allowed. The SA is able to generate VM 
placements that use the energy very close to the low boundary, averagely within 10% 
of the low boundary in the tests. 
In solving the same VM placement problem, the experiment results have shown that 
the SA demonstrated superiority over the GA in achieving more energy saving and 
using less computation time. 
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4 DYNAMIC VM PLACEMENT ALGO-
RITHM 
4.1 Introduction 
Static consolidation enables the VMs to be allocated on more energy efficient hosts, 
still more work is to be done to further reduce energy dissipation. This can be 
achieved by dynamically migrating VMs to fewer physical nodes as the existing 
VMs are turned off and new VMs are introduced along the time. When the decom-
missioning and creation of VMs are frequent, such as in public data centers, static 
algorithms are unlikely to be suitable, because they have two major weaknesses in 
this situation. Firstly, static algorithms may need a long time to compute a new map-
ping of the VMs to physical machines (PMs), but the significant change in the envi-
ronment make the new mapping outdated. Secondly, the new mapping may result in 
a very high number of migrations to shift the old mapping to the new one. 
Dynamic VM placement algorithms are therefore needed for the constantly changing 
environment. In this chapter, the dynamic algorithm to reduce energy consumption 
will be the focus. 
There are several major challenges to the dynamic VM placement problem [64]: 
1) make the optimal trade-off between energy savings and delivered performance; 
2) determine when, which VMs, and where to migrate in order to minimize energy 
consumption by the system, while minimizing migration overhead and ensuring ap-
plication performance; 
3) develop efficient decentralized and scalable algorithms for resource allocation. 
There have been a number of attempts in solving the dynamic VM placement prob-
lem and they can be categorized into several types. The first type is to apply static 
algorithms periodically, such as Entropy [36], a constraint programming approach, 
and FFD [22], a traditional bin-packing algorithm. The second type is the modifica-
tion to static algorithms. For example, ‘iFFD’ [22] is a modified FFD taking into ac-
count the history placement. The third type adopts distributed architecture. For in-
stance, Server Consolidation by Gossiping [65] uses a simple gossip protocol to do 
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consolidation without a centralized controller and Autonomous Node Agents [66] 
carry out resource management parallel though Multiple Criteria Decision Analysis. 
We are particularly interested in the third type, because the distributed approach has 
good scalability and flexibility and has potential to be used in large data centers. 
However, the existing distributed approaches for solving the dynamic VM place-
ment problem have their weaknesses. For example, Server Consolidation by Gossip-
ing assumes that all PMs are identical and all VMs have the same sizes too, but this 
is probably not true for most data centers; Autonomous Node Agents uses more PMs 
than FFD, which means less energy efficiency than the latter. 
In this research, we are going to build a trading model to address the dynamic VM 
placement problem in the context of the data center. Market or economy model is 
deemed as ‘one of the best institution’ for regulating the demands and supply [67]. It 
has been applied in Grid resource management [68]. In Grid resource management, 
the economy model has been used to help the service consumers to find the right 
service they need at a minimum price, and to help the service providers to maximize 
the return on investment of their resources, thus fostering resource provision and 
consuming. In essence, the balancing of PM resource supplying and time varied 
workloads of the VMs is also a provision-consuming problem. If the PM resources 
are much more than needed, it will result in low efficiency. On the contrary, applica-
tion performance is sacrificed when the VM resources are not satisfied. 
The remaining chapter is organized into 4 sections: Section 4.2 describes the model-
ling of the target system and formulates the research problem; Section 4.3 depicts 
the proposed the trading approach; Section 4.4 evaluates the proposed algorithm 
with simulation tests; Section 4.5 summarizes this chapter.  
4.2 System Modelling 
Figure 4.1 shows an architectural view of a public data center, such as Amazon, in 
which the PMs are connected by network devices, and are able to access the network 
file system so they can migrate VMs from one PM to another. Cloud users provide 
services to Internet users with applications running in VMs and the cloud users are 
allowed by the data center to spawn or kill their VMs at any time. When such VM 
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creation requests come in, the VM provision and dispatching modules decide which 
hosts the VM should be deployed. If there is no consolidation process integrated in 
the dispatching process, every host will end up having one or more VMs running on 
it, but it is not fully utilized, resulting in energy wastage. 
group
group
group
Resource groups
Internet usersCloud users
tradingVM VMVMVM
Internet
Vm provisioning
And dispatching
Network 
storage
 
Figure 4.1-Architecture view of VMs, PMs and their users in a data center 
4.2.1 Grouping of the PMs 
For large scale data centers, it is impractical that all the PMs are managed by only 
one central resource manager, for reasons including incompatible hypervisor types 
on the PMs, scalability and one point failure risk. It is more practical to divide the 
PMs into groups and delegate them to different resource managers. There are several 
benefits with grouping the PMs rather than treating them as a single one. 
1) Managing different types of hypervisors such as Xen and VMware. It is pos-
sible that different hypervisors are used in the same data center, but the VMs 
created for different types of hypervisors are not exchangeable between those 
PMs with different hypervisors. It is necessary to put the PMs with different 
hypervisors into different groups. 
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2) Reducing migration cost. Grouping PMs which are connected closely by 
network together helps to migrate VMs within the groups more quickly and 
therefore reduce the performance loss during the migration. 
3) Dealing with different hardware: VMs cannot be migrated to PMs with in-
compatible CPUs, so putting the PMs with identical or compatible CPUs into 
the same groups facilitate the decision on where the VMs can be migrated. 
4) Controlling the group size: Theoretically when the group is larger, it provides 
bigger search space for the optimization, so it has greater potential to find a 
better optimization result than searching in smaller groups. Although it re-
quires that the optimization algorithm has good scalability. The VM place-
ment optimization problem has been proved to be NP-hard. Keeping the 
problem size at a manageable scale makes it possible to adopt algorithms that 
have better optimization results at a higher computation cost. 
5) Grouping guest operation systems. When the guest systems on the host are 
the same, the memory page sharing rate will be higher, which means higher 
consolidation can be achieved. 
6) Wielding Resource management tools. There are resource management tools 
that can be used in the production environment to manage the resources as 
organized into a resource pool. However there are limitations on the host 
number in such a pool. For instance, if the Xen Server or VMware DRS is 
used, the machine number will be limited to 16 or 32, and the hosts are ex-
pected to be homogeneous. 
Therefore grouping the PMs in data centers is necessary, and in the proposed algo-
rithm we will consider the migration both within groups and across possible groups 
(i.e., groups using the same type of hypervisors and compatible CPUs) to achieve 
global optimization rather than local optimization in separate groups. 
4.2.2 Physical machine energy consumption 
Recent studies [69, 70] have shown that the application of DVFS on the CPU results 
in an almost linear power-to-frequency relationship for a server. The reason lies in 
the limited number of states that can be set to the frequency and voltage of the CPU, 
and in the fact that DVFS is not applied to other system components apart from the 
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CPU. Moreover, these studies have shown that on average an idle server consumes 
approximately 70% of the power consumed by the server running at the full CPU 
speed. Therefore the energy consumption e of a PM at the CPU utilization E can be 
formulated as below: 
 e = F 0,					Iℎ+	2E7+.	5																												(eKLM − eNOPQ) ∙ S !! + eNOPQ	,			52ℎ+7I1;+					T (25) 
where eKLM and eNOPQ are the energy cost when CPU utilization at 100 and zero per-
centage respectively. 
4.2.3 Network equipment energy consumption 
The network devices also consume a non-trivial part of energy among all ICT 
equipment, although the energy saving in the network link system is still a relatively 
new problem. However, according to some research [14], the network energy con-
sumption can be nearly proportional to network flow when applying some energy 
efficient measures. Therefore, we can formulate a simple network equipment energy 
model and minimize the energy usage by minimizing the data traffic among the 
VMs. More details about this energy model can be referred to Section 3.2. For con-
venience, we rewrite the energy cost per unit of data flow here: 
  (26) 
where  stands for the communication type between VM  and VM 
 is type 1, type 2, type 3 and type4 in Figure 3.1 respectively. 
4.2.4 Migration cost 
Live VM migration makes resource provisioning automatic and relatively fast, but 
the cost of migration is still non-trivial, so it cannot be neglected. This also prevents 
VM migrations from being performed very frequently or with several VMs being 
migrated in parallel. Nelson et al studied performance impact incurred by live VM 
migrations through experiment with the VMware live migration tool [19]. They no-
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ticed that the down time of the migrating VM depended on the workloads and the 
VM memory size and the total end-to-end migration time depended greatly on the 
VM memory size. In their experiment, the down time for a VM with 512M memory 
varied between 0.6 and 2 seconds, and the migration duration time between 8 and 16 
seconds. Finally they examined the relationship of the reserved CPU resource and 
migration duration, finding that little CPU resource caused prolonged migration time 
and that at least 30% of a CPU resource reservation was required for migration to 
avoid the lengthy pre-copy process. 
In our research, the total duration . is therefore modelled as a linear relationship 
with the VM’s memory size ,: 
 . = , ∙  (27) 
where  is a const that represents the time needed for migration per unit of mem-
ory. 
4.2.5 Performance 
While the energy consumption is very important, performance is another important 
issue to consider because maintaining the required performance is what the data cen-
ter should guarantee. Although there are different types of performance metrics, 
these can be mapped to the required computing resources such as RAM and CPU 
[11]. For service oriented applications, the response time and throughput are the 
popular metrics of the application performance. For batch type jobs, the time span is 
the more accurate performance metric. They can all be converted into hardware re-
source requirements, according to the previous research. In our research, resource 
satisfaction is a constraint, so a VM can have the requirement resource quota. How-
ever it may suffer performance loss during the duration when it is being migrated. 
Nelson et al [19] observed 20% throughput degradation during the live migration. 
As during the migration the performance degrades, the less migration operation will 
be preferred. 
4.2.6 Problem formulation 
To formulate this problem we are dealing with in the mathematical form, let’s define 
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% number of virtual machines 
& number of physical machines 
? the number 1 virtual machine 
/= the number U phsical machine 
?/=(2) the binary value representing whether virtual machine ?  is assigned to 
physical node /=  at time 2 
 the set of % virtual machines, namely {? , ?, . . . , ?'} 
 the set of & physical machines, namely {/ , /, . . . , /Y} 
Z the set of network nodes in the data center, 	{; , . . . ;[, - , . . . , -, 057+}, 
where ;[ is the edge switch numbered ; , - is the arrogation numbered -, and 
the	057+ is the backbone of the network infrastructure 
\ the undirected graph representation of the network topology for Z and  
6(2) the matrix of the traffic between VM pairs 
 ]??  ⋯ ?? '⋮ ⋱ ⋮??' ⋯ ??''a (28) 
67-10_5;2(2)  the sum of all the traffic cost of each VM pair in 6(2) at time t 
E=(2) the percentage of CPU utilization of /=  at time 2 
+=(2) the energy consumption of /=  at time 2 
+=  the energy consumption of /=  when E= = 100% 
+=  the energy consumption of /=when E= = 0% 
?cde  the CPU demand of ? 
?  the RAM demand of ? 
/cde=  the CPU capacity of /= 
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/=  the RAM capacity of /= 
Ecde , E the target resource utilization rates of CPU, and MEM respectively 
(2) the assignment of  to  at time 2, represented by 
 ]?/  ⋯ ?/ Y⋮ ⋱ ⋮?/' ⋯ ?/'Ya	 (29) 
where 
 ?/=(2) = f1, 1	?	is	assigned	to	/= 		0, 52ℎ+7I1;+																					 T ; 1 ≤ 1 ≤ %	-.	1 ≤ U ≤ & 
  (30) 
For a given time 2, the CPU utilization of /= can be calculated by 
 E=(2) = q∑ ?cde ∗ ?/='t u /cde=v  (31) 
The energy consumption of /=  can be computed by 
 +=(2) = w 0,					Iℎ+	 ∑ ?/=(2)
't = 0																											
q+= − += u × ex(y) !! + += 	,			52ℎ+7I1;+					
T
 (32) 
When ∑ ?/=(2)'t =0, it means that no virtual machine is assigned to /= , so it can be 
turned off and costs no energy. 
*(1, U, ()(2)  the direction of moving ? from /=  to / 
The objective of the research is to decide the migration action *(1, U, ()(2) so the as-
signment (2) will be changed through the time duration from 0 to T to minimize 
the total energy consumption during the period: 
 z (q∑ +=(2)Y=t u + 67-10_5;2(2)).2{!  (33) 
where the traffic cost can be calculated by Equation (34) and (26). 
 67-10_5;2(2) = ∑ ∑ (??=(2)'t 't ∗ E1205;2(? , ?=)) (34) 
Subject to:  
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 ∀1, ∑ ?/=(2)Y=t = 1 (35) 
 ∀U∀2, ∑ ?cde (2) ∗ ?/=(2)'t ≤ Ey ∗ /cde=  (36) 
 ∀U∀2, ∑ ? (2) ∗ ?/=(2)'t ≤ E ∗ /=  (37) 
 
Table 4.1 - Problem inputs and outputs 
Inputs Outputs 
1) PM capacities 
/cde , / …/cdeY , /Y   
2) PM Power consumption 
+ , … , +Y  
3) VM requirements  
?cde , ? …?cde' , ?'   
4) initial VM placement 
(2) 
5) Network topology 
\ 
6) per unit traffic cost of network link 
+, +@, +A 
7) the target resource utilization rate 
Ecde, E 
1) Migration directions  
*(1, U, () 
2)VM placement 
(2) 
3) Energy cost 
~+=(2).2
Y
=t 
{
!
 
4) Traffic cost 
~67-10_5;2(2).2
{
!
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4.3 Proposed Solution 
The trading resource management approach is inspired by a human market model. In 
human society, trading is an effective way of assigning all kinds of resources. The 
trading approach has been explored by researchers in the computing resource man-
agement. For example, Stratford et al [71] established an architecture that used the 
economical model to enable applications to make system policy controlled adapta-
tion decisions; Li et al [72] applied it in dynamic workloads assignment among 
physical server nodes in a shared cluster to achieve high resource utilization; Buyya 
t al [68] built the trading mechanism to address the issues in resource management 
and scheduling driven by computational economy in the emerging grid computing 
context. However, applying the trading model in solving VM placement problem is 
the first time as in this research to our best knowledge. 
To understand why the trading generates efficient resource assignment, let us make 
an observation of it first. In human markets, participators use their limited buying 
power to obtain what they need most and sell their goods or service to reclaim re-
sources (usually measured in the unit of currency) in return. The global market is 
huge and no one has the ability to compare prices from every regional market by 
searching though all of them thoroughly to search for the lowest price before making 
decisions. Traders usually go to the local market nearby to do shopping and if they 
can find a lower price for the same goods, they often choose the less expensive one 
among the local traders. On the other hand, traders may go to a distant market to get 
cheaper goods, a wholesale market for example. However this will involve higher 
costs than shopping locally, because the transportation cost needs be considered 
carefully. It is usually not worth travelling far for buying only a small item. All the 
traders make decisions independently and there is no centralized coordination 
mechanism in the human market, but the resources are managed and flow in a 
largely effective way. 
The human trading model is driven by profit. The profit comes from the commodity 
that can generate the revenue. However the revenue creator at the same time con-
sumes resources. If another trader provides the price higher than the profit acquired, 
it is profitable to sell the commodity. After the trading, the profit generated by the 
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whole market is increasing; therefore the individual transaction contributes to whole 
market profit. Hence, trading is a potential global optimisation approach. 
If the VM is seen as the commodity in the market and the PM is the trader, we can 
model the VM placement as a trading problem. The VMs, which provide a certain 
resource quota to run the applications, are the valuable commodities. Because the 
VMs are running useful services, they are revenue generators. In fact, some cloud 
providers like Amazon charge the VM users by the size and the time of the VM. On 
the other hand, the PM uses some resources for the VMs running on them. For ex-
ample, the electricity is a significant component of the cost and the physical re-
sources like CPU, memory and network bandwidth can also be counted as cost. In 
this research, electricity used by PMs and network devices can be considered as the 
cost and the physical resources of the PM can be seen as constraints as the research 
topic is on the energy reduction in data centers. To describe how the trading can pos-
sibly be used in energy reduction, let’s consider a simple scenario. Given there are 
two PMs: PM A and PM B, which is more energy efficient than PM A, PM B is able 
to offer a ‘higher’ price to PM A to buy the VMs from PM A, because PM B is able 
to run the VMs at a lower cost. The price offered to PM A will become the incentive 
to migrate the VMs to PM B. When PM A is idle, it can be hibernated or turned off 
to save cost. On the perspective of the whole data center (the market), the price 
given and price accepted result in a zero sum effect, but the efficiency of the overall 
resource usage has increased. This is similar to the benefit of the trading to the 
whole society: efficient resource allocation by the market mechanism. 
To apply the trading model in the dynamic VM assignment problem, the participat-
ing parties and the roles they play should be well defined. The commodity, the 
dealer and the market need to be mapped by the concepts in the data center. 
The first concept is the Market, which defines the trading facility through which par-
ticipators can sell or buy the goods. We assume that the PMs are organized in groups 
in data centers as in the Section 4.2, and it is intuitive that one such group is put in 
one market, so the PMs in one group can trade with each other. However, demarcat-
ing multiple markets does not exclude the possibility of trading across the market. In 
fact the trading with PMs from other groups increases the probability of making a 
better deal. The selected groups and the VMs running on the PMs will form a local 
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market. Grouping the PMs into different markets helps the dealers, the PMs in this 
context, to trade more efficiently. For example, the local market is a close network-
connected community, among which the migration duration is relatively short. An-
other market may run only a special hypervisor, so there is no need to attempt trad-
ing with that market at all. We will describe in more detail how to select the groups, 
taking into account several factors. 
Commodity is essential to trading as there is no meaning for the existence of trading 
without trade targets. It should be evaluated and useful. If the commodity is not use-
ful at all, it should be removed from the market since it will not be accepted by any 
dealer. Furthermore, the value of the commodity should be calculated so that it can 
be traded based on its decided value and compared with the cost it is using. In our 
research, the VMs are selected as the goods. This satisfies the two requirements. For 
one thing, it can be assumed that if the VMs are requested to be run in the data cen-
ter, they are providing valuable services to the requestors. A simple example is the 
billing system for every VM in the commercial data center. How to guarantee that 
every VM running is really needed is out of this research scope. For another thing, a 
value can be assigned to the VM based on its size specification. 
A PM is an active participator. It decides many trading behaviours, such as when to 
sell, what to sell, at what price to sell. It also decides the bidding timing and bidding 
prices. 
4.3.1 Income 
Income is the incentive for dealers to make deals by selling or buying. If one item 
does not generate any income, it is useless in the context of the problem even its 
price is very low or zero. The income is calculated as the revenue minus the cost in-
volved as below. 
 05,+(?) = 4+(?) −Zd ∙ (?) −Z ∙ %(?) (38) 
where 4+(?)  is the revenue generated by running the VM on the current PM, 
(?) is the energy cost on the physical node incurred by the VM, %(?) is the 
energy cost of network communication between the VM and the VMs in the data 
center and Zd and Z are weights of the (?) and %(?) respectively. 
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The revenue for running a VM can be a function of the resource requirement of the 
VM. In our research we can get it by Equation (39) 
 4+(?) = ?cde × (  Y) + ? × (1/MB) (39) 
Where MHz (Mega Hertz) is the unit of the CPU resource, and MB (Mega Bytes) is 
the unit of RAM. In economical terms, we should give the revenue a price. In our 
research the price will be only a number, as the market mechanism is introduced 
only to improve the energy efficiency in the data center, not for real trade between 
different business owners. For example, if one VM’s requirement is 2Ghz CPU and 
2 GB RAM, the revenue generated by it is 4000. 
Assuming the VM ? is currently allocated to PM /= , 
 =(?) = +=q=u − +=q= ∪ {?}u (40) 
where +=q=u is the energy cost when /=  is running the VM set =  without ?  and 
+=q= ∪ {?}u is the energy cost when ?  joins the =  running on	/= . For example, 
originally  and  are running on , which is consuming 150 Watt electricity. 
Assuming the PM is going to accept , the PM will consume more energy, 180 
Watt, with  running on it. In this case, the energy cost (?) is 30 Watt. 
4.3.2 Trading timing 
In the dynamic VM placement, one of the important problems is to decide when to 
change to locations of the VMs. Conside the case when the workloads are picking up. 
If the VMs are migrated away from it as a quick response to the picking up work-
loads, the PM may end up working at a low workload rate, which is not very effi-
cient. Conversely, if the VMs are relocated very late, the PM has become over-
crowded already before a certain number of VMs are removed. This will cause per-
formance loss of the VMs. 
There are several ways that have been proposed to decide when to calculate a new 
VM to PM mappings. The first way is to apply the optimization algorithms periodi-
cally and to decide a new placement for all the VMs considering only the current 
workloads on each VM, and then to carry out the necessary migrations to transform 
the current placement into the new one. This approach may be viable with only a 
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few hosts or the workloads are only changing at a very slow rate. Otherwise it will 
result in too many migrations, which will degrade the application performance sig-
nificantly. The second way is an ‘incremental’ approach. To overcome the short-
coming of the first method, Verma et al [22] proposed the ‘incremental’ approach. 
In the incremental way, a target resource usage rate is set and the previous place-
ment is taken into account; the periodically running algorithm computes only the 
new best placement for the VMs, selected from the PMs with higher resource usage 
percentage than the set target rate. The destinations of the chosen VMs are the PMs 
that have lower workloads than the set value. However, this way still results in too 
many migrations according to the testing results in [73] on a simulation test envi-
ronment. Thirdly, an event trigger model using two thresholds has been proposed by 
Beloglazov et al [73]. The two thresholds, the high resource usage boundary and the 
low boundary, are defined for the PMs in the model. The resource utilization rate of 
every PM is monitored constantly. If the rate of the PM is within the boundaries, no 
actions will be taken. Otherwise, one or several of its VMs will be picked to be mi-
grated to other PMs so that the resource utilization rate on that PM will either remain 
under the high boundary or it will be turned off to save energy. This method can re-
duce the migration activities significantly but at a cost of lower utilization of re-
sources. 
In our trading approach, we will use a different way from all these previously de-
scribed: a trading process that is invoked periodically. During each trading process, 
every PM selects one VM and puts it in the market as goods to be auctioned. The 
market will select one of item from the goods list according to a priority rule and try 
selling it by auction. In the rule, the PM selected at an earlier time will be given a 
higher priority; if the time is equal to another PM, the less efficient one will be give 
higher priority. In this way, every PM has fair opportunity of trading, and the less 
efficient PMs can sell their VMs to more efficient PMs quickly. 
4.3.3 Valuation strategy 
In the human market, it is necessary to evaluate everything in the form of money to 
make different types of goods services or costs comparable with each other. Simi-
larly, we need to transform the income and cost in our research into a value form. 
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However we are not really selling something to the customers, we only mark the 
cost and income as pure numbers leaving out the unit as explained earlier. 
a) selling valuation 
When the PM utilization is out of the boundary that has been set and one or 
several VMs are chosen to be sold by the PM as dealer, their prices need to be 
calculated based on 1)the income they can generate, 2) the cost incurred by 
them and 3) how urgent it is to ‘sell’ the VMs. For example, the prices can be 
set to a very low value to ensure them to be sold quickly and successfully in the 
cases when the dealer cannot hold the VMs for the constraint violation or per-
formance agreement breaching.  
b) buying valuation 
When a PM, whose role is now a bidder, receives the description of the goods, 
it will calculate the income based on its current status and the price it can offer. 
If the current status does not allow it to have more VMs to run on it, it will not 
bid for the item; otherwise it will send out a bidding message containing the of-
fer price and its valid time frame. 
4.3.4 Trading mechanism 
The trading both within a market and across multiple markets are supported in the 
proposed trading mechanism described below.  
Trading within a market 
The market has three states in a cycle as shown in diagram a) of Figure 4.2. In ‘Col-
lecting Goods’ state (in diagram b)), each of the PMs select a VM (randomly in the 
implementation) from its VM collections and sends a VM selling message to the 
market. In the message, it contains the VM requirement description and the reserve 
price. In the ‘Bidding’ state (in diagram c)), the market will select a PM with the 
highest priority (priority setting will be explained in the next paragraph.) and query 
all the PMs for the prices they will offer. When the messages come to the buyer, it 
will compare whether they can make offers above the price that has been set. In ‘Ini-
tiating migration’ state (in diagram d)), the market will choose the highest offer 
among all the feasible offers and pass it to the seller. The seller then initiates a VM 
migration to the buyer PM; if it accepts the offer. On the market side, it will go back 
to the ‘Collecting Goods’ state to waiting for candidate goods to next trading. 
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Figure 4.2 - Trading procedures in a market 
Priority comparison is used to determine which VM is selected for auction in a cycle. 
We compare the priority of two candidate VMs in the following way: if a VM’s last 
trading time is earlier than the other, it has a higher priority; if the last trading time is 
the same, the VM which has lower energy efficiency will have a higher priority; 
when the VMs have the same priority decided by the previous two steps, the one to 
come to the market first will be dealt with a higher priority. This priority setting en-
sures that all candidate VMs are treated in a generally fair way. The VM with the 
lowest efficiency has the opportunity to be considered to migrate to a more suitable 
PM, which uses less energy for this VM. The less efficient VM will not block the 
trading when it cannot find a suitable PM to go, because its priority will be lowered 
when it has been traded. When all the other VMs have got the opportunities to be 
traded, it can be traded again. 
 
Trading across the markets 
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The trading model can be easily extended to trading across multi-markets models as 
in a human market. The benefits are multi-faceted. Firstly, it can avoid the single 
point failure situation. If one market fails to function, other markets can still serve as 
trading organizers. Secondly, the PM has more opportunities to make a better deal or 
make a deal not possible otherwise. Thirdly, through the connection of PMs between 
markets, the whole data center is no longer separated into isolated islands. If one 
group of machines have faults or are put in an outage mode, the VMs on them can be 
migrated to other compatible groups automatically. To facilitate trading across mar-
kets, a PM is allowed to register in more than one market. However, one PM should 
only attend one market for trading at a time, and it can choose the next market when 
one trading is completed. In this way, a PM can avoid the possible conflicting direc-
tions from different markets.  
Implementation of VM placement through trading 
The implementation of trading within a market and trading across the markets are 
similar. The difference of the two is whether one or multiple markets a PM can trade 
in. According to Figure 4.2, there are two main parties in the trading activities: the 
PMs and the Market(s). In the implementation, the PM agent, the program represent-
ing PMs as traders, is described in Algorithm 6. The PM agent, which is assumed to 
have all necessary information of the PM it represents, such as capacities and the 
current VMs on the PM, registers itself initially to a market. Then, unless the PM is 
not available for the trading ( i.e. the PM is taken away for maintenance), the PM 
agent loops infinitely to do the three steps: 1) picking a VM as a candidate to sell in 
the market if there is any VM on the PM, 2) waiting for the market to finish the trad-
ing cycle, and 3) randomly choosing the next market if trading across markets. 
On the market side, as Algorithm 7 shows, it loops in these steps: 1) waiting for a 
certain timeframe for the PMs registered to it currently to send in messages about the 
VMs to be sold for this cycle, 2) picking up a VM to sell with the highest priority; 3) 
querying the PMs for the offer; 4) starting migration of the VM to the highest bidder. 
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Algorithm 6 - Processing of a PM agent 
 
 
Algorithm 7 - Processing of a Market 
 
4.4 Evaluation 
In this section, the evaluation methodology is introduced first and it is followed by 
the details about each experiment. In the methodology part, the algorithm for com-
parison is selected, the seven evaluation experiments are designed and the experi-
mental input data are listed. In the experiment part, results of the experiments in-
cluding the convergence tests and dynamic consolidation are illustrated and analysed. 
4.4.1 Methodology 
Method in comparison 
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To evaluate the efficiency of the proposed market approach, we select the well-
known FFD method to be compared with, because it is the only suitable solution for 
the dynamic consolidation for comparison as shown in the research survey. As the 
original FFD approach can cause excessive migrations when dealing with the dy-
namic problem, we choose an incremental FFD, which takes into account the history 
VM placement and the migration restrictions and cost. This incremental FFD is de-
picted as in Algorithm 8, which is modified from the iFFD in Verma et al’s work 
[22]. The difference is that the algorithm here sorts the PMs by their energy effi-
ciency rather than capacities. 
Algorithm 8 – Incremental FFD approach 
 
When the result data of the Trading and FFD are compared, and the data will be 
paired according to T test definition. It is predicted that there is deference between 
the two groups of data, so the one- tail paired T test values will be calculated to 
show the statistical significance of the differences. 
Convergence experiments 
Convergence tests for both FFD and the trading will be performed to see how the 
algorithms converge in a stable environment. Specifically, in this section, the ‘stable 
environment’ means that during the whole test duration, the PMs’ capacity and VMs’ 
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requirements are not changed, but the allocation of the VMs can be changed so that a 
combination of the turned on PMs cost different amount of energy while all the VMs’ 
requirements are satisfied. Although the environment is stable, the algorithms will 
still treat it as a dynamic one because they assume that current VMs can be killed 
and new VMs may be introduced at any time. Experiment 1, 2 and 3 will be de-
signed for this purpose. The difference among them is: Experiment 1 will use a ho-
mogeneous PMs, while Experiment 2 will do with a heterogeneous one; Experiment 
3 also uses heterogeneous PMs, but the optimization function includes both energy 
consumption of the PMs and that of the network devices. In comparison, the optimi-
zation function of Experiment 1 and 2 will only contain energy consumption of the 
PMs. 
Dynamic consolidation experiments 
While convergence experiments are necessary for testing how the algorithms con-
verge, the dynamic consolidation experiments will show how the algorithms allocate 
VMs when some of the current VMs are leaving and new VMs are joining, which is 
a common scenario in a public data center. Though the number of PMs can also 
change in data centers, they happen in a much slower pace than the VM number and 
can be seen as a relatively static factor. In our dynamic consolidation tests, the PM 
number will be fixed. Experiment 4 and 5 will compare the energy consumption 
trend of the dynamic consolidation by the FFD and that by the Trading. The differ-
ence between the two experiments is that the optimization function in Experiment 4 
considers only energy consumption of the PMs, while Experiment 5 considers that 
of both PMs and network devices. 
In both convergence and dynamic consolidation tests, the energy consumption trend 
along the iterations will be plotted since the energy cost is the main objective of the 
trading algorithm. The intervals between iterations for the two algorithms are the 
same, so energy cost for the same numbers of iterations are comparable. The num-
bers of migrations will also be compared between the trading and FFD to see which 
algorithm uses fewer migrations, which means less performance loss during the mi-
gration. 
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Scalability and across-group trading experiments 
Scalability is one of important aspects of algorithms. A scalability test (Experiment 
6) will be carried out to show how the time, migrations needed for the VM place-
ment to stabilize changes with the increase of VM and PM numbers. 
Trading across two groups is a basic case of trading across multiple groups. We will 
do a comparison between the trading results in a single group and those across two 
groups with the same number of VMs and PMs through Experiment 7.  
 
Experiment Data Generation 
To simulate a general situation in data centers, we generate the input variables in  
 
Table 4.1, the details of which are as follow. 
1) PM capacities 
The PMs’ CPU and memory capacities are both randomly picked up from the array 
, in which one element is 2500 larger than the preceding one. 
2) PM Power consumption 
The maximum server energy consumption values are generated in a way to simulate 
the heterogeneous environment. The values reflect the general fact that the more ca-
pacity the more energy is cost, but there is no certain relation between the energy 
efficiency and capacity size of the server. The detail values will be given in the ex-
periments. 
3) VM requirement 
The VMs’ CPU and memory requirements are randomly generated and the values 
are both between 300 and 3000. 
4) Initial VM placement 
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The initial VMs are allocated to the PMs in a random way subject to the constraints 
formulated in Equation (35), (36) and (37). 
5) Network topology 
The network topology is generated into a single tree with a depth of four, and all 
PMs are at the leaf nodes as depicted in Figure 3.1. 
6) Per unit traffic cost of network link 
It is assumed that all the non-leaf nodes in the network topology tree cost the same 
energy per unit of traffic data flowing through them, so we set + = 1;	+@ = 3;	+A =
5. 
7) The target resource utilization rate 
All the resources of a PM in our experiment can be assigned to the VMs allocated on 
it, so we let Ecde = 1, E = 1.  
8) Migration duration  
According to related research, we let  = 3	;+05.;/100& in Equation (27). 
For the following experiments, to overcome the random factors that may deform the 
test results, each experiment is repeated ten times, and the averaged energy or migra-
tion operation are drawn in the figures. 
Simulation test environment 
The simulation test programs are written in Java programming language. The execu-
tion OS is Windows 7 on a laptop with a dual core processor with each core running 
at 2.5GHz and 4GB RAM. 
4.4.2 Experiment 1: convergence tests with homogeneous 
servers 
This experiment is designed to test whether the algorithms can converge and how 
fast they reach a desired result from a random VM placement in a homogeneous en-
vironment, in which every server is identical, with the same capacity and energy cost. 
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In this experiment, 10 PMs and 50 VMs are generated and they remain unchanged 
during the test. Initially, the VMs are distributed on the 10 PMs randomly. Then two 
algorithms, FFD and the Trading, are applied to do the online consolidation. 
Figure 4.3 shows the energy developing trend along the time of consolidation pro-
gress for both algorithms. As the consolidation progresses, neither FFD nor the 
Trading algorithm reduced the energy during the first iterations, because they both 
need time to migrate VMs from one PM to another. After a short period of time, 
both continuously reduced energy cost until the energy usage converged to a con-
stant value. In contrast, the energy for FFD is less than that for the Trading for all 
times except the short starting time and the final stage, and the FFD converged to the 
lowest value at an earlier time than the Trading. 
Figure 4.4 compares the averaged migrations operated for both algorithms in the ex-
periment. FFD did about 32 relocations, and the Trading did 24. This is because the 
latter uses a bidding approach and compares not only the current saving but also the 
potential saving for making the decision and therefore delays the movement of the 
VM, compared to FFD. In contrast, FFD uses a simpler and makes quicker decision. 
In this homogeneous experiment, FFD is faster to converge to the final energy value, 
which is about the same as that of Trading (T-test of the final energy values is 0.360, 
calculated from Table 4.2), though doing 33% percentage more migrations (T-test of 
the migrations is 0.000). Table 4.2 lists the final Converged energy values of ten 
runs for each algorithm and the average and standard deviation values. The results in 
this table are used to calculate the T-test value to check whether there is significant 
difference between the final energy values by the two algorithms. If the T-test value 
is less than 0.05, there is a significant difference statistically between the two groups 
of numbers. In the following tests, similar tables will be used for the same purpose 
and the same explanation will be omitted. 
Figure 4.3 – Convergence tests
Figure 4.4 – Number of m
 
Table 4.2 - Converged energy values
Algorithm 1 2 3
FFD 3951 4588 4430
Trading 4573 4433 4499
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4.4.3 Experiment 2: convergence tests with heterogeneous 
servers 
Like Experiment 1, this experiment is also designed to how the algorithms can con-
verge in an unchanged environment. Its difference from Experiment 1 is that the 
PMs in this experiment are heterogeneous. In this experiment, we change the server 
configuration to simulate a heterogeneous server environment, which is very com-
mon in data centers where servers are added in over the years and the server capaci-
ties and energy metrics are different. Figure 4.5 shows the maximum energy and en-
ergy per unit of capacity for servers with different capacities. From the figure, it can 
be seen that in the server configurations it is not necessary for the smaller capacity 
server to cost less energy or for the bigger ones to be more energy efficient per unit 
of capacity. 
 
Figure 4.5 – Maximum server energy in a heterogeneous server environment 
The static consolidation test results in the heterogeneous environment are drawn in 
Figure 4.6, which compares the consolidation effects by FFD and Trading. It shows 
that for the most time of the evolutionary process, Trading uses less energy, reduc-
ing the energy usage steadily and stabilizing at a lower energy value than FFD. (T-
test of the final energy values is 0.003, calculated from Table 4.3). In comparison, 
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downward. FFD uses more migrations (T-test of the migrations is 0.000) before 
reaching a stable state than Trading, as shown in Figure 4.7.  
 
Figure 4.6 – Convergence testing in a heterogeneous environment 
 
Figure 4.7 – Number of migrations of convergence testing in a heterogeneous environment 
 
Table 4.3 - Converged energy values (watt) of 10 tests in a heterogeneous sever environment 
Algorithm 1 2 3 4 5 6 7 8 9 10 Average STDEV 
FFD 4590 4536 4381 4493 4527 4420 4322 4490 4118 4489 4437 136.7 
Trading 3187 3845 3843 4285 3961 3853 3785 3899 3842 3888 3839 268.3 
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4.4.4 Experiment 3: convergence tests considering network 
energy with heterogeneous servers 
Experiment 3 is a step further from Experiment 2. In this experiment, we change the 
objective function from reducing only server energy in Experiment 2 to that plus the 
network energy cost. Figure 4.8 demonstrates that the Trading method stabilizes at a 
significantly smaller total energy value than FFD, specifically 4200 vs. 5300 watt 
(T-test of the final energy values is 0.000, calculated from Table 4.4), although the 
trading approach takes a little longer time to reach the stable state. This shows that 
the Trading performs better than FFD in optimizing both server energy and network 
cost. Trading cuts down the network cost significantly from 1000 to about 300 watts 
while FFD reduce the network cost with only a minor percentage. Both methods use 
about 63 migrations (T-test of the final energy values is 0.403) to reach stable status. 
 
Figure 4.8 – Convergence testing considering both server energy and network 
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Figure 4.9 – Number of migrations of convergence testing considering both server energy and 
network 
 
Table 4.4 - Converged energy values (watt) of 10 tests considering both server and network en-
ergy in a heterogeneous sever environment 
Algorithm 1 2 3 4 5 6 7 8 9 10 Average STDEV 
FFD 5702 5631 5227 5270 5486 5328 5129 5393 4616 5156 5294 305 
Trading 3367 4080 4275 4793 4472 4061 3996 4300 4126 4311 4178 369 
 
4.4.5 Experiment 4: dynamic consolidation with heteroge-
neous servers 
This experiment is used to test how the algorithms perform when the VMs are 
changing dynamically. In this experiment, we firstly let the algorithms to consolidate 
50 VMs to fewer PMs as in the previous experiments. A total of 50 VMs with ran-
domly generated requirement are then added to the server group and the same num-
ber of VMs are removed from the group, from 200 seconds to 325 seconds. The kill-
ing and spawning rate of the VMs during the time period follows a uniform distribu-
tion. 
In Figure 4.10, the energy variation trend is the same as in experiment 2 before 200 
seconds. However, the energy use is increasing for both the algorithms because the 
VM migration needs a certain time to finish before it can accepts new VMs, and the 
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algorithm has to place the new added VMs to PMs which were turned off previously, 
thus causing the increase of total energy. After the introduction of new VMs finishes 
at 325 seconds, the energy usage decreases steadily for both algorithms before arriv-
ing at stable values. The difference between the two algorithms is that the Trading 
uses obviously less energy during the dynamic consolidation stage (T-test of the fi-
nal energy values is 0.000 calculated from Table 4.5) and FFD uses about 220 mi-
grations, 50% more than those Trading needs, only 150 .(T-test of the migrations is 
0.002). These figures show that the Trading can find the PMs for the newly added 
VMs more efficiently than FFD. 
 
Figure 4.10 – Dynamic consolidation considering only server energy 
 
Figure 4.11 – Number of migrations of dynamic consolidation considering only server energy 
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Table 4.5 - Converged energy values (watt) of 10 tests for dynamic consolidation in a heteroge-
neous sever environment 
Algorithm 1 2 3 4 5 6 7 8 9 10 Average STDEV 
FFD 5690 4597 4577 4355 4491 4560 4413 4563 4660 4587 4649 376 
Trading 3969 3820 3893 3946 3679 3799 3871 3813 3806 3845 3844 87 
 
4.4.6 Experiment 5: dynamic consolidation considering 
network Energy 
This experiment is similar to the last one except that this one considers the network 
energy. The result is also similar to that of the last one, except that the difference of 
performance of the two algorithms is more significant in this experiment. The Trad-
ing energy peaks at 5,800 watts, compared with 10,000 watts for FFD. 
 
Figure 4.12 – Dynamic consolidation considering both server energy and network energy 
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Figure 4.13 – Number of migrations of dynamic consolidation considering both server energy 
and network energy 
 
Table 4.6 - Converged energy values (watt) in 10 tests for dynamic consolidation in a heteroge-
neous sever environment 
Algorithm 1 2 3 4 5 6 7 8 9 10 Average STDEV 
FFD 7286 6209 6040 6180 6333 6430 5898 6342 6388 6271 6338 371 
Trading 4480 4909 4407 4160 4752 5070 5097 4696 4313 4806 4669 319 
 
4.4.7 Experiment 6: scalability tests 
To test the scalability of the trading algorithm, convergence tests considering the 
network energy for markets with different VM numbers from 50 to 500 have been 
done and the test results are plotted in Figure 4.14, Figure 4.15 and Figure 4.16. 
Figure 4.14 shows the trading times needed for markets with VMs numbered from 
50 to 500. Although there are deviations of the consolidation times from the linear 
line, the overall trend of the trading times displays a linear increase with the VM 
numbers, and the trading times increase at a slow rate. Ideally the trading times 
should be the same for all the different markets because having more PMs means 
that more parallel migrations can be operated. The increasing trading times may be 
caused by fewer but larger PMs, compared to the VM numbers used in the larger 
markets. The consolidation times deviate from the linear line in Fig 4.14 and behave 
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a certain non-monotonicity(e.g. of 150 VMs), but the major trend is close to linear. 
The deviation might be caused by the randomly generated problems. 
 
Figure 4.14 – Trading times before convergence for different sized markets 
Figure 4.15 shows that the migrations needed for the market to converge are nearly 
proportional to the market sizes. This result is very intuitive: more VMs need more 
migrations to achieve the stable and low energy status. 
Figure 4.16 illustrates the energy values used by different sized markets after con-
solidation in relation to VM numbers. The figure shows a proportional energy usage 
as to the VM numbers in the markets. This is because the problems are randomly 
generated for different the problem sizes, so that the average requirements of VMs 
are about the same in the problems of different sizes and the PMs have similar com-
bination of different energy usage and capacities. The almost proportional relation-
ship shows that the trading algorithm has a very similar consolidation results, no 
matter the numbers in the markets. 
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Figure 4.15 – Migrations to reach stabilization for different sized markets 
 
Figure 4.16 – Total energy usage at stabilization for different sized markets 
4.4.8 Experiment 7: trading across multiple markets 
To test the effects of trading across groups, we use two markets in the series of prob-
lem sizes from 50 to 500, and compare the consolidation results with those of tests 
with only one market. From Figure 4.17, it can be seen that trading across two 
groups provides about the same final consolidation results as the trading within one 
whole group. The difference is that the trading across two groups needs more migra-
tions to reach a converged status as shown in Figure 4.18. 
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Figure 4.17-Comparation of energy between trading within one group and across two groups 
 
Figure 4.18 – Number of migrations of static consolidation between trading within one group 
and across two groups 
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4.5 Summary 
In this chapter, a dynamic VM placement problem has been formulated. In this prob-
lem, both the server energy and the network energy need to be minimized simulta-
neously, and migration cost and the effect on performance has been considered. 
An algorithm imitating the trading process has been proposed to solve the dynamic 
VM consolidation problem. In the Trading algorithm, revenue, income and cost have 
been clearly defined, and the mechanism of doing the trading has also been estab-
lished. 
To evaluate the efficiency of the proposed approach, the well-known FFD method is 
chosen as the comparison. Experimental results showed that: 1) the FFD method 
performs better than Trading in consolidating a static number of VMs in the homo-
geneous environment, although at a cost of more migration operations. 2) Trading 
outperforms FFD, in terms of less energy usage and less migration operations in the 
heterogeneous server environment, in static consolidation, with or without network 
energy considered in the objective function; 3) Trading keeps the energy usage al-
most at the lowest level when allocating resources to the dynamically changing VMs 
while FFD causes an obvious energy spike. 4) The trading algorithm demonstrates 
good scalability when the problem size becomes bigger: the time needed to stabilize 
and the migration operations are increasing in an approximately linear way; and the 
final energy usage is linear to the problem size; 5) trading across groups provides a 
similar consolidation effect as in the same group, but with a price of more migration 
operations. 
In summary, in response to the three questions raised in the Section 4.1, the Trading 
algorithm did provide viable answers: the Trading treated the requirements of VMs 
as constraints, so the performance of the applications in the VMs can be generally 
guaranteed; it used fewer migrations thus reducing performance cost than FFD; the 
time cost of Trading to converge is linear to the problem size and it can be used in a 
decentralised way, so it is a scalable algorithm and has potential to be used in data 
centers with large numbers of VMs and PMs. 
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5 CONCLUSION AND FUTURE WORK 
This chapter will draw a conclusion of the research work in previous chapters, sum-
marise the major contributions, and discuss the future work based on current work. 
5.1 Concluding Remarks 
With services centralized in data centers, these data centers have become very large 
and electricity consumption has become one of the major. Although the energy con-
sumption of the IT equipment accounts for only one-third of the electricity in a typi-
cal data center, this cost is the root cause of other energy dissipation and has a cas-
cading effect on the energy usage along the electricity flow chain. Therefore it is 
very meaningful to cut down the energy consumption at the very beginning of the 
cascading chain - the server and network device.  
There are basically two ways of reducing the energy usage on the servers. One is 
using dynamic voltage and frequency adjusting, and the other is the varying on and 
varying off the servers according to the workloads. We have focused on the latter 
because the latter has more potential on energy saving than the former based on cur-
rent hardware design. In addition, the former way can be implemented at the firm-
ware level. 
Virtual machine technology developed in recent years enables not only the static 
consolidation multiple virtual machines (VMs) on one physical machine (PM) to 
make more efficient use of the hardware device, but also makes it possible to mi-
grate one VM across to another VM without interrupting the services running in the 
VM. 
Targeted at the virtualized data center environment, two types of VM placement 
problems have been identified. The first one is the optimisation of the static VM 
placement subjective to resource constraints, so that the electricity cost of IT equip-
ment is minimized. The second optimizes the energy usage in a dynamic environ-
ment where the coming and going of the VMs happens constantly and the migration 
cost when re-allocating the VMs to other hosts should be considered. In the formula-
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tion of both problems, the PM energy model and a simple network energy model are 
incorporated to compute the energy cost for different placements. 
To solve the static placement problem, we firstly tried the Genetic Algorithm (GA). 
It encodes the placement of VMs to PMs in genes, uses a biased crossover operator, 
round roulette selector and probabilistic mutator. The fitness function is the lower 
energy boundary divided by energy of current placement.Experimental results have 
shown that the GA always generates a significantly better solution than the FFD-
based algorithm for the VM placement problem. The evolution time increases with 
the problem size, but in a nearly linear way. Although the proposed GA approach 
has better results than FFD, it needs considerably longer time to search for the de-
sired results. 
To search other possible ways, Simulated Annealing Virtual Machine Placement 
(SAVMP) algorithm has been proposed. SAVPM starts searching from a VM 
placement created by FFD and iterates searching at each temperature, which de-
creases from a high temperature to zero. To evolve from the current placement to a 
new one at each iteration, the new placement generator of SAVMP contains two op-
erations: a mutator, which picks up several of the VMs and changes their assigned 
PMs in a random way, and a swapper, which picks up a pair of the VMs and ex-
changes their PM numbers. The objective function of the SAVMP is defined as the 
total energy of the PMs and the network and used the criterion to compare the 
‘goodness’ of the VM placements. 
The evaluation results have shown that SAVMP can generate better VM assignment 
than FFD, with 0-25% more energy saving than FFD for the static VM placement 
problem considering energy consumed by only PMs. How much improvement it can 
make from the FFD depends largely on the room FFD leaves for improvement and 
SAVMP is able to generate VM placement that costs the energy very close to the 
lower boundary. 
As to the original static VM placement problem considering energy consumed by 
both PMs and network equipment, the SA algorithm performs significantly better 
than the GA not only on the energy saving effect but also on the evolution speed.  
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The performance superiority may come from the SA being more suitable in the 
searching strategy than the GA for the proposed problem. The SA starts from a fea-
sible placement, and search in the neighbourhood in an extensive way. When a new 
state is not feasible or worse, it goes back to the old state. If it detects no progress 
after a certain number of iterations, it allows a jump to a new status which is worse 
than the best solution achieved on the perspective of optimization target. This is very 
like the human operations when exploring for the better placement for the bin pack-
ing problem. In comparison, the GA operators like mutation or crossover, easily lose 
the good quality in their parents. Mutation can be seen an operation like the search-
ing of the SA in a neighbourhood, but crossover may highly possibly result in un-
healthy children because of the resource constraints. 
The dynamic placement problem is not as simple as applying the static algorithm 
periodically because the live migration cannot be finished in a negligible time, and 
usually one PM can only do one inbound VM migration. 
A trading algorithm simulating the real world market behaviour has been proposed 
to decide the dynamic virtual machine placement online. The ‘market’ is where the 
‘traders’ can be registered and the ‘goods’ can be traded. In the ‘market’, the ‘goods’ 
for trading are the VMs, and the ‘traders’ are the PMs. To make the ‘goods’ compa-
rable in the ‘market’, the evaluation strategy, in which revenues, incomes and costs 
are applied, has been introduced. The auction method has been used in the ‘market’ 
to organize the trading timing and which ‘trader’ gets the ‘goods’ being sold. The 
trading system also allows ‘traders’ to be registered in multiple ‘markets’, so that the 
optimization is not only in the scope within the separate ‘markets’, but in a global 
scope. 
To evaluate the efficiency of the proposed approach, the well-known FFD method is 
chosen for comparison. The experiment results showed that: 1) the FFD method per-
forms better in consolidating a static number of VMs in the homogeneous environ-
ment than Trading, although at a cost of more migration operations. 2) Trading out-
performs FFD in terms of less energy usage and less migration operations in the het-
erogeneous server environment in static consolidation with or without network en-
ergy considered in the objective function; 3) Trading also has better performance 
when allocating resources to dynamically changing VMs. 4) The trading algorithm 
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demonstrates good scalability when problem size becomes bigger: the times needed 
to stabilize, the migration operations are increasing in a linear way; the energy sav-
ing effect remains the same when the problem sizes changes. 
5.2 Major Contributions 
The VM placement problems are essential to energy conservation by VM consolida-
tion. The contributions of this research are listed as follows: 
1) Formulated a new static VM placement problem considering the energy con-
sumption both on the servers and the communication network.  
2) Proposed two algorithms (the GA and the SA) to solve the static VM place-
ment problem, verified the efficiency of the algorithms by comparing the ex-
perimental results with other algorithms; both algorithms achieved better re-
sults than the compared algorithms; the SA performed better than the GA to 
the static problem in terms of convergence speed and optimisation effect. 
3)  Proposed a trading scheme to solve the dynamic VM placement problem, 
and demonstrated its superiority over the traditional FFD by simulation tests. 
The proposed approach can be applied in heterogeneous PM environments 
and it has the inborn nature of a distributed system, therefore it has good po-
tential to be used in large data centers. 
5.3 Future Work 
While there is still much work needed to find optimal static and dynamic VM 
placements to save energy and sustain desired application performance level, we be-
lieve this research work has provided new ideas on solving these two problems. 
Nonetheless, as many other research works, there are still more research efforts 
worth making to extend the work in the thesis. In this section we will briefly discuss 
the possible new directions based on the current work. 
Firstly, for solving the static VM placement problem, some other variations of GA 
can be attempted. Although the proposed GA can generate better results than FFD, 
the evolution time is longer than we expected and the implementation may be im-
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proved by a number of ways. For instance, it can start from the FFD results as the 
SA and the variations of GA like CGA [23], which are designed for the certain types 
of problems, may have better results.  
Secondly, a more accurate energy model of network devices considering the detail 
energy saving techniques will help the proposed algorithms to reduce energy cost in 
the network in a more practical way. Energy reduction in network equipment has 
attracted attentions only in recent years. We believe with more research in that area, 
a more accurate energy model for the more energy efficient devices will be devel-
oped. The simple energy model then can be replaced to achieve better VM place-
ments. 
Thirdly, the SA.has provided a possible way to improve optimization results on top 
of current results achieved by any other way. It converges faster than the proposed 
GA, but probably not fast enough to be used in the online VM placement decision. 
Some ‘divide and conquer’ strategies may be useful to speed up the algorithm. What’ 
more, the parameter setting for the SA is quite empirical. A possible extension to it 
is to make the parameters, like temperature scheduling and iteration times at each 
temperature, adaptive to the problem size to improve the searching for better results 
more efficiently. 
Fourthly, faulty VM migration rate, application performance and energy efficiency 
coordinated trading scheme would be more desirable for data center operators to 
trade-off the two objectives according to their needs. Currently, the trading does the 
migrations as long as they can lead to more energy efficient VM placement. The real 
data center may be very concerned about the reliability of the live migration, be-
cause the failure of the VM migration will affect the usability of the application in 
the VM and possibly necessitate the intervention of the VM users to recover the VM. 
As a result, the faulty migration rate should be considered while saving energy. 
What’s more, the migrations times are only used as performance loss metrics. It 
would be better to find out the relationships between the trading frequency and per-
formance loss, and so the trading algorithm could adjust its consolidation frequency 
to different performance requirement. 
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