Performance analysis of virtual machines is an indispensable capability for achieving on-demand resource provisioning in cloud computing systems. In this paper, a nonparametric multivariate method is presented as a solution to forecast performance degradation of virtual machines in cloud computing systems. Firstly, the k-means algorithm is adopted to partition multivariate training data into three clusters, which correspond to the virtual machine states of normal, anomaly and failure. Based on this clustering, the performance data of working virtual machines are classified. For those classified as anomalies, a nonparametric CUSUM algorithm is carried out to analyze whether they will lead to serious performance degradation (corresponding to the failure state). Experiment results based on Hadoop show this method can not only identify the normal and failure states of virtual machines, but also succeed in forecasting performance degradation of virtual machines by those anomalous data.
Introduction
Cloud computing provide enormous opportunities for scientific exploration and commercial activities. Infrastructure as a Service (IaaS) is one of the three fundamental service models of cloud computing alongside Platform as a Service (PaaS) and Software as a Service (SaaS) [1] . Generally, IaaS offers a tremendous number of virtual machines for customers to execute their OS images and applications. The efficiency of these virtual machines directly influences successful utilization and operation cost of a cloud computing system. Therefore, performance analysis of virtual machines becomes an indispensable capability for cloud computing systems [2] .
Currently, performance analysis of virtual machines is carried out based on some introspection methods, such as host-based agent, trap and inspect, checkpoint and rollback, and architectural monitoring [3, 4] . These methods work well in identifying failures of the virtual machines, but provide little diagnostic information about the anomalies which may cause failures [5, 6] . In this paper, we propose a nonparametric multivariate method, which aims to solve the problem of forecasting performance degradation of virtual machines in cloud computing systems.
Rest of this paper is organized as follows. Section 2 presents the framework design of the proposed nonparametric multivariate analysis method. Section 3 goes deep into the algorithms adopted in the proposed method. Section 4 describes the experiments on the proposed method and analyzes the experiment results. Section 5 concludes this paper.
Framework for Performance Analysis of Virtual Machines
Firstly, various virtual machine states are reduced to three states which are defined as normal, anomaly and failure. The "normal" state means the virtual machine is running normally. The "failure" state means performance of the virtual machines is degraded seriously and close to collapse. The "anomaly" state means there is a significant difference between the current state and the normal state, but operations of the virtual machine are not affected. Analysis on various "anomaly" states will provide diagnostic information on whether the anomaly states will lead to failures of the virtual machines.
Secondly, performance analysis of virtual machines is divided into two phases. In the first phase, state models are built based on various training data collected from different testing machines. This is accomplished by the kmeans clustering algorithm. In the second phase, the working state of the virtual machines is identified and the performance trend of various anomaly states is analyzed. This is accomplished by the nonparametric CUSUM algorithm. Figure 1 describes the framework of the proposed nonparametric multivariate analysis method.
adopted to complete corresponding functions. One is the k-means algorithm, which is used to build the state models. The other is the nonparametric CUSUM algorithm, which is used to analyze the anomalous data to determine whether they will lead to the failure state.
Building State Models
The k-means algorithm is a type of unsupervised learning algorithm that solves the well known clustering problem [7] . It can divide a data set into several clusters, and the data divided into the same clusters has similar characteristics. When building the state models, the kmeans algorithm is started with an initial value noted as a current point which will be reselected after each iteration until the whole data set is checked. Main steps of the kmeans algorithm adopted in the proposed method are as follows.
(i) Initialization the cluster centers. Let: C 1 (0)=0.5, C 2 (0)=0.7, C 3 (0)=0.9. Here, C 1 stands for initial center of the normal state cluster, C 2 stands for initial center of the anomaly state cluster and C 3 stands for initial center of the failure state cluster.
For each data in the training dataset, calculate the Euclidean distance between it and the cluster centers. Then, the data is classified into the cluster of which the cluster center is the nearest from it.
(ii) Update the cluster centers.
A variable E(t) is used to indicate whether the cluster center need updating. E(t) is computed as
If E(t) is less than 0.01, nothing is done on the corresponding cluster center. Otherwise, update the corresponding cluster center by
Here, n l stands for the number of data classified into cluster C i .
When all data in the training dataset is checked, the state models are built. These models are denoted by their cluster centers and correspond to the three working states of virtual machines.
State Identification and Analysis of the Anomaly States
When the multivariate data of a working virtual machine is obtained, the proposed method will identify its state based on the state models. The identification process is based on the Euclidean distance between the multivariate data and the cluster centers. The minimum distance determined the state of the virtual machine.
(i) If the virtual machine state is identified as "Normal", the performance monitoring process will continue.
(ii) If the state is identified as "Failure", an alarm will be given.
(iii) If the state is identified as "Anomaly", two measures are taken to carry out analysis of the anomaly state. One is decreasing the interval of data processing, so that the trend of performance degradation may be forecasted as soon as possible. The other is the adoption of the nonparametric CUSUM algorithm [8] to monitor the occurrence of anomalous data. A failure warning will be given when the accumulation counter for anomalous data exceeds a predefined threshold.
The nonparametric CUSUM algorithm in the analysis method includes two key points.
Firstly, the test statistic of the proposed nonparametric CUSUM algorithm is the distance between the sampling data and the "Failure" center.
Secondly, a counter A is set to record the continuous occurrences of decrease of the test statistic. When the test statistic is decreased, the accumulation counter A is incremented by one. If A is up to 3, a warning of failure will be given.
Figure 1 Framework for state estimation of virtual machines
In summary, the working flowchart of the proposed method is described in Figure 2 . 
Experiments
Experiments based on the Hadoop cloud platform were carried out to evaluate the efficacy of the proposed method. The experiment data was collected from 6 nodes (five DataNodes and one NameNode) on the Hadoop-0.21.0 platform. VMware Workstation was installed as the virtualization software. All virtual machines in the Hadoop platform were set to log in without password so that the working data can be collected expediently. Table  1 gives the configurations of all the virtual machines used in the experiments. Anomalies in the training data were generated by running some task-unrelated programs, which imitate the tasks that will lead to overload or heavy load of the virtual machines. 
Data Collection
In the experiments, sysstat [4] was used to collect performance data on each node in the cloud environment. Sysstat is a software package containing a set of tools which can monitor system performance. The collected multivariate data included system or user utilization, CPU idle time, memory utilization and volume of I/O operations. These data were periodically pushed to the NameNode where the proposed method runs. In the experiments, the sampling interval was set to 3 seconds. Figure 3 Samples of normalized resource utilizations of a virtual machine in the experiments Figure 3 shows part of experiment data where deliberate anomalies were injected from the 200 th sample and the utilization of the virtual machine increased abruptly since the 240 th sample. It worth noting that there is an incidental anomaly which occurs from the 90 th sample and lasts for 30 seconds. This incidental anomaly doesn't lead to failure of the virtual machine, so an ideal analysis method should ignore it.
Results of Performance Analysis
In the experiment, the normal interval of data processing by the proposed method is every 10 samples (30seconds). When an anomaly state is confirmed, the interval of data processing is decreased to every sample (3seconds). Figure 4 shows the averaged values of every 10 samples input to the proposed method. These averaged values were generated by the command "sar". Each value characterizes an overall condition of the virtual machine during 30 second. As we can see, two clear upward occur at the 9 th sample and the 24 th sample. Among them, the upward occurring at the 9 th sample is an incidental anomaly which disappears at the 10 th sample, while the upward occurring at the 24 th sample is caused by deliberate abuse of the virtual machine and it persists for a longer time. Figure 4 Input to the proposed method (averaged value of every 10 samples) When the proposed method was used in performance analysis of the virtual machines, an anomaly warning was raised at the 699 th second which was 21 seconds earlier before the failure occurred. As for the incidental anomaly which occurred at the 270 th second and disappeared at the 300 th second, the proposed method succeeded in judging the performance trend is "normal" state and no warning was raised. Besides, no false alarms were raised.
It is worth noting that the threshold of variable A in the proposed method plays an important role in improving the performance of the method. Decreasing this threshold will lead to faster response to the anomalies but false alarms are increased at the same time. Increasing this threshold will slower the reaction of the proposed method to the anomalies. In the experiments, we set this threshold to 3 and the results are satisfactory.
Conclusion
In this paper, a nonparametric multivariate method is presented as a solution to performance analysis of virtual machines in cloud computing systems. Forecasting performance degradation by anomalous data is a distinctive feature of this method. Experiment results show an early warning can be raised by this method before a failure of virtual machine occurs. We hope our work will help improving management of virtual machines in cloud computing systems or data centers.
