5
H x ,A  1).  is the transmission rate of virus, constant over strains, but has seasonal 1 variation within an annual cycle 2 (t)   0 (1 a cos(2t)), is a constant, representing infectivity reduction rate by one mutation, in the range 10 0    1. The infectivity of a strain A is assumed to be determined by the strongest 11 cross-immunity in all the past infections of x-th person. This corresponds to the 12 minimum infectivity of all the viral strains B that have infected the host x in the past.
13
The antigenic distance (immunological distance) d (A, B) is defined as the 14 number of unmatched sites (hamming distance) between antigenic determining sites of 15 strains A and B. We consider a sequence of antigenic determining sites of length 10, in 16 which each site harbors one of two alleles, 0 and 1. Each site changes its allelic status 17 by mutation with the rate .
18
An infected host recovers at the rate . After the recovery, the host achieves 19 temporary nonspecific immunity. Hosts in this class are protected from any strain. 20
Temporary immunity is lost at a constant rate . For the sake of simplicity, birth and 21 death rates of a host, denoted by u , are assumed to be the same so that the total 6 population is kept constant, and newborns are susceptible to all the strains. The mean 1 basic reproductive ratio averaged over a year is expressed by R 0   0 /(u  ) . The 2 initial condition is that the host population is completely susceptible to any strain, 3 except for 10 host individuals infected by a single inoculated strain with the sequence of 4 antigenic determining sites 00…0. Birth and death of hosts, infection and recovery 5 events, and mutations at antigenic sites of influenza virus occur randomly with the rates 6 described above (the model therefore falls into the category of a multi-agent 7 continuous-time Markov chain). 8
Previous studies have revealed that, to realize a slender phylogenetic tree that 9 characterizes the evolutionary pattern of influenza A virus, the epidemiological 10 parameters must reside in a certain range. In the model of intra-host antigenic drift of 11 pathogens, Sasaki and Haraguchi (2000) has shown that an intermediate basic 12
reproductive ratio is necessary for long persistence of viruses by continuously escaping 13 the host immune response. For antigenic drift of pathogens through inter-host selection 14 pressure as in the present model, too, small (but being greater than 1) basic reproduction 15 number, as well as sufficiently strong general temporary immunity or suppression of 16 co-infection is necessary for secure long persistence of a slender phylogenetic tree 17 during antigenic drift (Andreasen and Sasaki, 2006 , Omori et al., 2010 , Koelle et al., 18 2010 , Bedford et al., 2012 . Fig. 1a shows a phylogenetic tree observed in our 19 individual based model simulation and Fig. 1b shows the mean antigenic distance 20 between strains co-circulating at each time point: 21 (5)  22 where d (A,B) is the antigenic distance between strain A and B, and IA(t) and IB(t) is the 1 number of hosts infected by strain A and stain B, respectively, at time t. These results 2
show that the within-year antigenic diversity of viruses is kept low and the phylogenetic 3 tree is kept slender in our model. We are interested in the long-lasting antigenic drift of 4 pathogens as found in influenza viruses; therefore, we restricted our analysis in the 5 range of epidemiological parameters of cross-immunity and general temporary 6 immunity ( and a), so that the viruses succeeded in persisting for >1000 years by 7 continuously evading the immune response in the simulation. If co-infection is not 8 suppressed, sufficiently strong general temporal immunity is required ( 
Earlier emergence of successful strains than in the seasonal peak in transmission 21
efficiency 22
We first focus on the emergence times of new strains in a year observed in our 23 8 Monte Carlo simulations. The peak time for the generation of new strains is earlier than 1 the time at which the seasonally varying infection rate attained its maximum (Fig. 2 A) . 2
Here, we define a new strain of virus as one that has at least one mutation at antigenic 3 determining sites from its direct ancestor. We then focus on a subset of new strains that 4 will later succeed in producing further new strains (Fig. 2 B-D) . We call these strains 5 the second-generation-producing strains. Among a large number of new viral strains 6 generated by mutations in each year, only a small fraction can establish themselves in a 7 host population (compare the vertical axis of Fig. 2 A with those of Fig. 2 B-D) . All the 8 other new strains become extinct without showing any detectable increase in the 9 population. As a result, the shape of the phylogenetic tree becomes nearly linear, as has 10 been shown empirically for influenza A viruses (Buonagurio et al, 1986 , Cox and 11 Subbarao, 2000 , Fitch et al., 1991 , Fitch et al., 1997 Hay et al., 2001 ). The 12 second-generation-producing strains in our simulations thus correspond to the strains 13 constituting the "trunk" of the cactus-shaped phylogenetic tree of influenza virus. 14 Let us now consider the emergence time; the time at which the 15 second-generation-producing strains are generated by mutation. The peak times of 16 emergence of the second-generation-producing strains are earlier than those for all the 17 strains (compare Fig. 2 B with Fig. 2 A) . Though we also study the peak times of 18 emergence of the third-and fourth-generation-producing strains, they show no clear 19 differences from that of the second-generation-producing strains (Fig. 2 B-D) . This 20 means that, although success in producing the second generations crucially depends on 21 the timing of emergence, further success in producing third or further generations is 22 nearly independent of the emergence time of the strain. 23
Markedly earlier emergence of successful second-generation-producing strains 24 during the year is shown over a wide range of parameters (Fig. 3) . The emergence times 1 in a single epidemic season of the second-generation-producing strains are consistently 2 and considerably earlier than the mean emergence times of all the new strains, including 3 those that become extinct before increasing in the host population (red, blue, green lines 4 in comparison to black lines in Fig. 3) . 5
Peak emergence time and basic reproductive ratio 6
Although the successful strains emerge earlier than the other strains consistently 7 over a wide range of parameters, the mean emergence times themselves change with 8 each epidemiological parameter. The increased mean basic reproductive ratio, R 0 , leads 9 to an earlier peak time of emergence of all the new strains (Fig. 3 A) . This can be simply 10 ascribed to the classical result of epidemiological models (e.g. Anderson and May, 11 1991) -an earlier peak of outbreak for a larger basic reproductive ratio. It is interesting 12 to note that for a sufficiently large R 0 , the mean emergence time is set back again due 13 to demoted synchronizations of epidemiological outbreaks by different strains (denoted 14 by larger variances in peak emergence times towards larger R 0 -see Appendix for the 15 theoretical explanation for the demoted synchronization with a larger basic reproductive 16 ratio). Similarly, the decrease in the degree of cross-immunity (decreased  ) by a 17 single mutation in antigenic sites leads to an earlier peak of emergence (Fig. 3 B) . We 18 also observe that a stronger general temporal immunity (i.e. longer mean duration) leads 19 to an earlier peak of emergence (Fig. 3 C) . There is no clear effect of the amplitude ( a ) 20 of seasonal fluctuation of transmission rate (Fig. 3 D) . 21
Carryover of epidemic peak to the next year 22
We next focus on the time for a strain to attain the maximum for the number of 23 infected hosts after it emerges. Fig. A2 shows that, during the epidemic courses of 1 particular strains, most epidemic peaks are attained around 1 year after their emergence. 2
This means that, in most cases, the strain that causes an epidemic already emerged in 3 the previous epidemic season, suggesting the possibility for specifying the most likely 4 strain that will become dominant in the next year by looking in the current epidemic 5 season. However, if R 0 is too large, this is no longer the case; thus, there is a high 6 probability of such a prediction failing. If R 0 is large, many strains attain their 7 epidemic peaks in the same season in which they emerge. This means that, even at the 8 late stage of the epidemic season, it is too early to find the potential dominant strains of 9 the next season if the basic reproductive ratio is large. 10
The other parameters ( for cross immunity, 1/ for general immunity and a 11 for the magnitude of seasonal variation) make only a small difference to the fraction of 12 hosts that are infected in the first year in which the strain emerges. However, they make 13 a big difference in the fraction of hosts that are infected in the second year after the 14 strain emerged. The increased infectivity reduction rate , prolonged duration of 15 temporal immunity 1/, and decreased amplitude a of seasonality in transmission rate 16 a, all contribute to reduce the number of hosts who were infected in the second year 17 after the strain emerged. Despite these parametric dependencies for the infection timing 18 spectrum after the second year, the mean time of infection is not changed greatly by  , 
Discussion 23
We studied evolutionary dynamics of influenza in a single population with 1 seasonal change of transmission rate. Present study shows two key results, i) the 2 emergence time of successful strains is earlier than the other strains ii) most strains 3 reach epidemic peak more than 1 year later since their emergence time. 4
The reason why the emergence time of successful strains 5 (second-generation-producing strains) is earlier than the other strains can be explained 6 by the advantage of strains emerging at an early stage of the epidemic season over the 7 other strains (Omori et al., 2010 ). An earlier-emerging strain in an epidemic season 8 suffers less from cross-immunity or temporal immunity mounted against the other 9 strains. Later-emerging strains, however, are more heavily suppressed by the 10 cross-immunity of hosts infected by antigenically similar strains. General temporary 11 immunity also contributes to the advantage of an earlier strain, in the same way as 12 cross-immunity does. This by no means implies that the strain with the earliest 13 emergence in the season becomes the major strain of the year; the strains emerging too 14 early must face smaller transmission rates (which fluctuate seasonally) than in the peak 15 season. There is therefore an optimum time of emergence in a year for a mutant virus to 16 be successful, which is much earlier than the peak time of the epidemic of wild-type 17 virus, and against which we must be precautious. 18
We observed most strains reach epidemic peak more than 1 year later since 19 emergence timing (Fig. A2 ). This carryover of epidemic peak of a strain from the season 20 it emerges to the next or later epidemic seasons could be important for predicting new 21 successful strains. What, then, enables this carryover? To answer this question, we 22 constructed a deterministic model for the epidemics of a single strain in the host 23 population, in which the immune structure changes with time according to the mean 24 behavior observed in the individual-based model (IBM) simulation. The epidemic peak 1 timing of the model agrees with, or is self-consistent with, the result of the IBM (Fig.  2   A2 ). Prohibition of co-infection and addition of general temporal immunity both 3 contribute to carry over the epidemic peak timing of the strains that emerge in the early 4 part of the season. In Fig. A2 , the median waiting time to epidemic peak of strains from 5 their emergences discontinuously shifts at the emergence time around t = 0.8 in a year. 6
This shift in median waiting time is caused by seasonality of transmission rate,---for 7 the majority of strains that emerged after the time t = 0.8 in a year, their epidemic peaks 8 tend to be carried over to the next season. This discontinuous change of waiting time is 9 expected both in our IBM simulations and our simple mean field model described in 10 Appendix A. 11
We also analyzed the dependence of the epidemic duration of the 12 second-generation-producing strains on the parameters R 0 , , 1/ and a. The epidemic standard SIR model) (Fig. A4) . In contrast, in the IBM model with many co-circulating 21 strains, the increase in the mean basic reproductive ratio, R 0 , leads to an increase in the 22 epidemic duration of the second-generation-producing strains (Fig. A3a) . To understand 23 this discrepancy in the dependence of epidemic duration on R 0 , we focus on the role of 1 competition between co-circulating strains for their hosts. For a larger number of 2 co-circulating strains, we expect more intense competition between them, and hence we 3 expect a smaller peak of epidemic and prolonged epidemic duration by each strain. This 4 is supported by the IBM model. We find that the total number of hosts infected in a 5 season increases with R 0 (Fig. A5 A) , but that the mean number of hosts infected by 6 each strain decreases with R 0 (Fig. A5 C) . This is because the "denominator", the 7 number of emerged strains per season, increases further than the "numerator", the total 8 number of infected hosts, with R 0 (compare Fig. A5 A with A3 B) . Similarly, a longer 9 epidemic duration with a smaller  (Fig. A3 B) suggests that more efficient 10 cross-immunity by a single mutation (i.e. decreased  ) leads to more intense 11 competition between co-circulating strains. 12
The reason why a greater fluctuation in transmission rate (by increased a) 13 shortens epidemic duration of the second-generation-producing strains (Fig. A3 D) can 14 also be explained by more intense competition between co-circulating strains. Indeed, 15 the denominator of mean number of hosts infected by a particular strain (i.e. number of 16 strains that emerged in a season) increases further than the numerator (i.e. total number 17 of infected hosts) with increasing a (Fig. A6 A and B) . (15) has revealed that epidemics 18 of influenza A in high latitude regions have stronger seasonality than those in low 19 latitude regions, therefore it is suggested that epidemics of each influenza strain in low 20 latitude region should persist longer. 21
General temporal immunity shows no clear effect on epidemic duration (Fig. A3  22 of hosts infected by the second-generation-producing strains that emerge in a season for 1 varying 1/ (Fig. A7 C) . A greater general temporal immunity (i.e. longer duration) 2 decreases to the same extent both the total epidemic size and the number of strains 3 emerging per year (Fig. A7 A and B) . 4
We studied the evolutionary dynamics of seasonal flu by assuming seasonal 5 change in the transmission rate, without introducing meta-population structure and the 6 processes of local extinction and reinvasion of viruses. Several studies argue that 7 evolutionary dynamics of influenza is affected by the migration of influenza virus from 8 other areas (Bahl et al. 2011 , Bedford et al. 2010 , Bedford et al. 2012 2008). In temperate region where strong seasonality in epidemic is observed, the 10 morbidity during non-epidemic season is indeed very low (Rambaut et al. 2008) . 11
However, considering host heterogeneity and environmental heterogeneity within a 12 local population, perfect extinction of the whole strains may not always occur even in 13 non-epidemic season. Our results clearly show that even without meta-population 14 structure or geographical heterogeneity, the viruses can securely be maintained and 15 perform rapid and consecutive antigenic evolution. Introducing geographical structure 16 and migration in analyzing viral evolution is definitely quite important, but is out of 17 scope of the present study. Though our study focuses on the evolutionary dynamics at 18 the local area level, we have revealed a number of new findings on the timing of 19 successful emergence and peak epidemic of strains. It is also worth noting that annual 20 cycles of epidemic with nonzero morbidity in non-epidemic season are observed in 21 tropical and subtropical regions (Blair et al. 2009 ). 22
The key result of our study is that the strains that will produce new strains tend to 23 emerge at an early stage in the epidemic season, and reach the maximum number of 24 15 infected hosts in the next season. This result agrees with that of Omori et al. (2010) . 1 Omori et al. (2010) reached the same conclusion for early emergence a new strain that 2 will succeed in establishing itself by analyzing whether or not a new branch can occur 3 on a linear trunk structure of the viral phylogeny of virus. In the present paper, we 4 relaxed these restrictive simplifying assumptions and allowed viruses to have arbitrary 5 phylogenetic relationship and extended their results. Predicting a strain that will become 6 dominant in the next year is usually difficult, but our study suggests that the strains that 7 have already emerged by the time of peak epidemic have a high probability of 8 becoming the dominant strains in the next year. Our main conclusion that epidemic of 9 successful viral strains are likely to be carried over to the next year of their emergence 10 
