Abstract-Quantitative analysis of biological systems has become an increasingly important research field as scientists look to solve current day health and environmental problems. The development of modeling and model analysis approaches that are specifically geared toward biological processes is a rapidly growing research area. Continuous approximations of Boolean models, for example, have been identified as a viable method for modeling such systems. This is because they are capable of generating dynamic models of biochemical pathways using inferred dependency relationships between components. The resulting nonlinear equations and therefore nonlinear dynamics, however, can present a challenge for most system analysis approaches such as region of attraction (ROA) estimation. Continued progress in the area of biosystems modeling will require that computational techniques used to analyze simple nonlinear systems can still be applied to nonlinear equations typically used to model the dynamics associated with biological processes. In this paper, we assess the applicability of a state of the art ROA estimation technique based on interval arithmetic to a subnetwork of the Rb-E2F signaling pathway modeled using continuous Boolean functions. We show that this method can successfully be used to provide an estimate of the ROA for dynamic models described using Hillcube continuous Boolean approximations.
I. INTRODUCTION
Understanding the individual components and the overall dynamic mechanisms associated with biological processes can have promising implications on biofuel production and disease control [1] [2] . This understanding cannot be attained through the piecewise qualitative analysis that has traditionally been used to understand biological processes. For this reason, mathematical and computational tools are being developed to quantitatively characterize these systems [3] [4] . Biological systems theory is said to be analogous to power and control systems theory. The goal is to apply the analysis and computational tools used to evaluate those control systems to models of biological processes. Currently, however, the mechanisms and dynamic interactions in most biological systems remain a mystery. The pursuit of effective approaches for modeling the dynamics of biological systems along with computational tools that are capable of characterizing the possible range of model activity remains an open research area.
Methods for modeling biological systems include mass action kinetics and Michaelis-Menton kinetics [5] . Both of these methods, however, require a-priori knowledge of the kinetics associated with the interactions of the system components. This knowledge remains unknown for many biological networks and pathways of practical interest. One approach commonly used to circumvent this lack of knowledge is the use of Boolean models to describe the interactions of components in biochemical processes. Boolean models are discrete models that describe observed dependencies or influences between components, often leaving out detailed kinetics of the interactions [4] . Although these models are a simplification of the process, they have been shown to reproduce the qualitative behavior of a system [6] [7] . Boolean models in their native form, however, cannot be used to explain or predict the outcome of biological experiments that yield continuous temporal data. This is because they cannot describe continuous concentration levels that change over time. The Hillcube transformation is one method of transforming Boolean models into continuous models that produce continuous dynamics that can be quantitatively compared to experimental data [4] . This approach has been used to model a variety of biological processes including the spatial gene expression patterns at the murine mid-hindbrain boundary (MHB) to explain the stable maintenance of the MHB [8] .
The canonical form of continuous Boolean representations yield a system of equations that gives us the ability to use a wealth of computational tools to analyze their characteristics. One such important characteristic of nonlinear systems is the region of attraction (ROA) of an equilibrium point. The region of attraction is the set of initial conditions in a system whose trajectories converge to a stable equilibrium point, or steady state. In biological systems, the ROA can be interpreted as the range of concentrations that will determine if a biological system takes on a certain set of steady state concentrations, often corresponding to a preferred phenotype. Knowledge of the ROA for an equilibrium point could provide knowledge of the sensitivity of a biological system to changes in its environment. It can also be used to determine what perturbations may cause the system to transition to a new phenotype or structure.
For simple 2-dimensional systems, regions of attraction can be easily seen from plots of phase portraits [9] . For higher dimensions, however, it is difficult to impossible to intuitively determine the ROA for a given steady state. For this reason, there has been significant research performed in the last couple decades focusing on methods to quantitatively estimate the ROA for nonlinear systems [10] [11] . ROA estimation methods for polynomial models have dominated the literature, with many of these methods using Lyapunov functions to define the region. A common method for determining a Lyapunov function involves linearizing the system and then using Linear Matrix Inequalities (LMIs) to find the coefficients of the functions [12] [13] . Various methods have been proposed to find the largest ROA for a given Lyapunov function, which include sums-of-squares programming [14] , polytopic regions [15] , and neural networks [16] . Chesi and Tibken presented an approach for increasing the accuracy of ROA estimates using the union of several Lyapunov functions [17] [18] . An additional interpretation of regions of attraction are to consider that they are analogous to the range of conditions that cause multi-agent systems to reach a consensus, or similar steady state. Cheng et. al. present an approach for a modified consensus problem of a network of agents that have continuoustime linear dynamics [19] . Unlike the models used in many of these approaches, many biological models are nonlinear and non-polynomial systems [4] . Few ROA estimation techniques have been proposed for non-polynomial nonlinear systems but uncertainty still remains about the general applicability of these approaches to a broader realm of nonlinear models [11] [20] . Thus, it is important to assess whether such approaches can be successfully applied to mathematical structures often used to model biological systems, specifically useful models such as the continuous Boolean approximations.
In this paper, we investigate the applicability and the accuracy of the non-polynomial ROA estimation approach presented in [11] on a dynamic model of the Rb-E2F system. This system is described using Hillcube continuous Boolean approximations. We explore the potential limitations of this ROA estimation technique on this class of nonlinear systems and assess the quality of the resulting ROA estimate. We also explore potential avenues for improving the ROA estimate for biological models described using Hillcube continuous Boolean approximations.
This paper is organized as follows: Section II discusses the mathematical background of continuous Boolean models, Lyapunov functions, and the region of attraction estimation technique. Section III discusses the problem formulation. Section IV presents the results and Section V will conclude the paper.
II. BACKGROUND

A. Continuous Boolean Modeling
We explore the continuous Boolean model obtained using the Hillcube transformation [4] . Hillcube transformations are based on the assumption that molecular interactions typically show a switch-like behavior. This response is modeled using sigmoid shaped Hill functions f (x) =x n /(τ (x n +k n )). Here, k corresponds to the threshold, above which one defines the state as being 'on', and n determines the slope of the curve and is a measure of the cooperativity of the interaction [4] . τ represents the life-time of the species. Since Boolean models assign states to either 0 or 1, continuous Boolean models confine the system dynamics over the range x ∈ [0, 1].
B. Lyapunov Functions
Lyapunov functions can be used to define a region around a stable equilibrium point where a trajectory will stay in that region once entering it. The following Lyapunov Stability Theorem states how knowledge of this region can be used to provide an estimate of the ROA.
Lyapunov's Stability Theorem:
A closed set Ω c ⊆ ROA, is an estimate of the ROA of a stable equilibrium point if there exists a Lyapunov function V (x) such that:
is negative definite ∀x = 0 on Ω c and, 3)V (x) = 0 when x = 0 The bounded ROA estimate is then:
Most nonlinear systems, including most models of biological processes, can be expressed as a system of nonlinear differential equationṡ
where A is the linearization around the equilibrium point and F (x) is a nonlinear function representing the higher order nonlinearities of the process. Lyapunov functions are polynomial functions of order ≥ 2. Generally, ROA estimation techniques use the quadratic form of the Lyapunov function which defines an ellipsoidal region around the equilibrium point. While higher order Lyapunov functions potentially provide more accurate estimates, they are significantly more difficult to compute [17] . A quadratic Lyapunov function is defined as:
The time derivative of the Lyapunov function for the nonlinear system in (3) is calculated aṡ
The Lyapunov matrix P can be found using computational programs such as MATLAB [21] to solve the following linear constraints:
C. Interval ROA Estimation Method
The interval extension f I (x I ) of a function f (x) bounds the range of the function f (x) over the range
, where x is the minimum value of the interval and x is the maximum value of the interval. The interval extension of a function provides a result that guarantees that the true solution is contained in the range. In other words, it guarantees that the interval f I (x I ) contains all values of f (·) evaluated at all points over the interval x I . Steps are often taken to ensure that f I (x I ) is close to the true solution set, with as little overestimation as possible [22] . For n-dimensional systems, these intervals,
Given the Lyapunov function V (x) and its time derivativė V (x), Warthenpfuhl et al. [11] used the interval extensions of these functions to solve the optimization problem:
This problem solves for the maximum level set of the Lyapunov function, c, in (1) that meets Lyapunov's stability criteria. This level set defines the c that forms the outer boundary of the resulting ROA estimate. To solve for c * the interval box x I , x → R n×1 , is bisected and the boxes that do not contain the surfaceV (x) = 0 are removed. Boxes that do containV (x) = 0 are bisected further. The algorithm continues to bisect interval boxes that containV (x) = 0 until a user-defined termination criteria, e.g. c − c < , is fulfilled. The bounds on c are calculated using the lower bound of the Lyapunov function, c = V (x I ). Figure 1 shows an example of the bisection process where the solid line represents the linė V (x) = 0. Figure 2 contains the ROA estimation algorithm. For a detailed explanation of the algorithm see [11] . It should be noted that this method has not been applied to nonlinear systems that resemble the form of Hillcube continuous Boolean models. 
III. METHODOLOGY
We applied the ROA estimation method outlined in Figure 2 to two biological systems modeled using Hillcube continuous Boolean approximations. The first model is a simplification of the Cdc2-cyclin B complex and Wee1 protein interaction (Figure 3(b) ) [23] . This simple 2 state example will be used to illustrate the properties and restrictions of using Lyapunov functions to estimate the ROA. The ROA estimation approach is then applied to a 3 state model of the Rb-E2F signaling network (Figure 4(b) ) [24] , highlighting the applicability of this method on larger systems.
All plots generated for both examples shown in Figures 3 and 5 were produced using Mathematica [25] .
A. 2 State Example
The Cdc2-cyclin B complex and Wee1 protein interaction from Figure 3 (b) can be described in continuous Boolean form as shown in (7) [23] . Here, x is Cdc2-cyclin B complex and y 
V (x) = 0.9315x 2 + 1.7914y 2 − 0.0000825xy. T . As seen in Figure 3(a) , there are several initial conditions that reside in the true ROA but are not included in the calculated estimate. This is a characteristic of Lyapunov based ROA estimates. This conservativeness of the estimate is due, in part, to the requirement that once a trajectory enters a Lyapunov function, it must remain inside the Lyapunov function. It is not uncommon, however, for trajectories to leave and then reenter the Lyapunov region, but it is impossible to analytically determine which trajectories re-enter the Lyapunov region, and which trajectories are not elements of the actual ROA. Figure 3 (c) illustrates this. Two initial conditions are chosen close together and both of the trajectories leave the level set V (x) ≤ c = 1.1. One of the trajectories re-enters the region and converges to the desired stable equilibrium point. The other trajectory, however, converges to the second equilibrium point. For this reason, it is necessary to constrain the ROA estimate to the level set that is tangent to lineV (x) = 0.
(a) Phase portrait of system. Gray curve→V = 0, Shaded gray area → V ≤ c * . Gray point is the saddle points, and the two black points are the stable points.
(b) Schematic depiction of system [23] (c) Several level sets of V(x) Fig. 3 . The simplified Cdc2-cyclin B/Wee1 mutually inhibitory system
B. 3 State Example
The 3 state Hillcube model used in this work comes from a (a) Detailed Rb-E2F signaling network that controls the G1/S transition of mammalian cell cycle. Gray-shaded ovals indicate overlapping or intermediate signaling activities to be lumped. Circled numbers indicate indexes of the regulatory links [24] (b) A simplified Rb-E2F network [24] (c) Robust minimal model for resettable bistability [24] Fig . 4 . The Rb-E2F network subnetwork of the Rb-E2F signaling pathway shown in Figure  4 (b). The Rb-E2F pathway regulates the initiation of DNA replication and plays a critical role in cell proliferation by acting as a bistable switch that converts graded growth signals into an all-or-none activation of E2F [24] . This pathway has specific importance to the biomedical sciences, since it has been found that this pathway is deregulated in almost all cancer cells [26] [27]. Yao et. al. identified a minimal circuit that generates robust, resettable bistability. Experimental disruption of this circuit abolishes maintenance of the activated E2F state, supporting its importance for the bistability of the Rb-E2F system [24] . In this work, the ROA estimation technique outlined in Figure 2 is applied to this minimal circuit of the Rb-E2F pathway, shown in Figure 4 (c). Hillcube approximations are used to describe this network and are shown in (9) .
Here, τ m = τ r = τ e = 1, k s = 0.8, k m1 = 0.7, k m2 = 0.02, k e = 0.3, k r = 0.03, the input, S, is fixed to 1, and n i = n = 4 ∀ 1 ≤ i ≤ 5. The system above has three equilibrium points, two stable nodes, and a saddle point. Without loss of generality we examine the ROA of the stable node x e y e z e T = 0.7094 0.4866 0.000014 T . The nature of the Lyapunov function requires that the stable equilibrium occurs at the origin, so it is necessary to translate the system so that the stable node is at the origin. For the remainder of this manuscript, [MD] will be expressed as x, [RP] will be expressed as y, and [EE] will be expressed as z. The translated system becomes:ẋ
For the system shown in (10), the following Lyapunov function satisfying (5) was calculated using the LMI solver in Matlab's Control Toolbox [21] :
V (x) = 57.85x 2 + 32.25y 2 + 36.81z 2 + 37.32xy
The time derivative of the Lyapunov function (11) where,
This Lyapunov function and its time derivative were used to implement the interval ROA estimation procedure shown in Figure 2 using the Boost C++ Interval Library [28] . The ROA estimation approach shown in Figure 2 returned the following bounds for c * , 6.2828, 6 .2832] Figure 5 shows sample trajectories of system (10). The solid black curves are trajectories that converge to the analyzed stable point, and the dashed black curves are trajectories that converge to the second stable point. As seen in this figure, there are initial conditions outside of our estimated ROA that still converge to the equilibrium point. Clearly, the estimated ROA is only a subset of the actual ROA, in the same manner as the 2 state example. Additionally, as was seen in the 2 state example, Figure 5 also shows a trajectory that starts in theV (x) > 0 region but eventually converges to the selected equilibrium point. Since the stability characteristics of the ROA estimate in the 3 state example are congruent to the characteristics discussed in the 2 state example, it can be extrapolated that these characteristics will remain regardless the size of the system, and therefore, this method is applicable to not only to 2 and 3 dimensional systems, but also higher dimensional systems whose phase plane cannot be visualized.
IV. ANALYSIS
Knowing the ROA, or at least an estimate of the ROA is an important stability characteristic in nonlinear dynamics. The ROA characterizes all of the initial conditions that converge to a specified equilibrium point. An estimate of the ROA provides a group of initial conditions whose trajectories are guaranteed to converge to the desired stable point. This is important information when a particular stable characteristic is desired. For the Rb-E2F biochemical pathway, it may be of interest to 'manually' turn the E2F 'On' ([EE]≈1) or 'Off' ([EE]≈0). This could be achieved by increasing or decreasing the concentration levels of the components until they reside in the known estimated ROA. This would guarantee that the desired steady state of the system is achieved.
The applicability of this approach to higher dimensional systems is an important quality when considering analysis techniques for biological systems, since the majority of biological systems are large and have many states. The examples in this paper were simplifications of larger biological models, and were reduced to 2 and 3 states respectively for visualization purposes. The Lyapunov function shown in (3), however, can be defined for n > 3 dimensions. This would allow us to obtain the corresponding level set, c, for the ROA estimate in larger dimensions. Parallelization methods would increase the ratability of the interval approach to such larger dimensions [29] .
The better the estimate of the ROA, the better the understanding of which initial conditions will converge to each equilibrium point. For this reason, further techniques are needed to increase the estimate of ROAs associated with non-polynomial systems. Since the shape of the surfaceV (x) = 0 is dependent on the specific Lyapunov function, one potential method for increasing an ROA estimate is to take the union of several Lyapunov ROA estimates to increase the total ROA estimate of an equilibrium point. Qualitatively similar techniques have been proposed for polynomial systems [17] [18] .
V. CONCLUSION
In conclusion, we showed that this ROA estimation method does produce an accurate ROA estimation for continuous Boolean models using Hillcube approximations. The algorithm was first applied to a 2 dimensional model to illustrate how the ROA estimation method works. We then demonstrated that this method could work for 3 dimensional systems defined by continuous Boolean models. In both examples, the estimated ROA is on par with accuracy of other ROA estimates in the literature that use Lyapunov stability. We conclude that this ROA estimation method is a viable technique for estimating the ROA of biological systems modeled with continuous Boolean Hillcube approximations. Future research will look at modifying this method to increase the area of the ROA estimation and testing this approach on higher-dimensional systems.
