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固定効果のあるパネルデータモデルのロジット推定
片　岡　佑　作
要　　　旨
ある確率 pitは < <p0 1it によって制限を受けるが、それが説明変数 x
m
it
に依存するとしよう。多くの場
合、そのもっとも簡単な表現方法は
（１） ( )/[ ( )]exp expp x x1
m m
it it it
= +i i
（２） /[ ( )]expp x1 1 1
m
it it
- = + i
と書くことである。ここで x
m
it
は既知の変数の行ベクタ、iは未知パラメタの列ベクタである。この（１）、
（２）は
（３） ( /( ))logf p p x1
m
it it it it
= - = i
あるいはTN個 ( , , ; , , )i N t T1 1g g= = を集めて
（４） f x= im
と書くことができる。
ここで ( /( ))logf p p1it it it= - を確率 pit のロジスティック変換、（４）を線形ロジスティックモデルと
よぶ。
もし
（５） ( /( ))logU p p1it it it= -t t
とすれば、以下のように表現できるであろう。つまり、
（６） U x
x
m
it it it
i t it it
e
e
= +
= + + + +
i
a n d b
c 0i i =n!
tc 0
l
t =d!
( /( )) ( /( ))
( /( )) ( )
loglog p p p p
p p p p
1 1
1
it it it it it
it it it it
1
e
,
- - -
- -
=
-
t t
t
ここで ite はたがいに独立、近似的に ( , / )N n0
it
it
2
v にしたがう。これは本質的に正規回帰モデルである
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が、 ite の分散は不均一、かつ未知のパラメタに依存する。もし
it
2
v が既知であれば、（６）を
（７） / ( )/U w x w
l
it it i t it it
it
e= + + + +a n d b
と書くことができる。ただしw nit it it= v 、そうして
l
it
e は独立かつ ( , )N 0 1 にしたがう。
この論文の目的は２通りある。第１に、wit をその最尤推定値 ( /( ))w n p p n1
/
it it it it it it
1 2
= = -v -t t t t に
おきかえ、（７）に最小２乗法を適用することである。第２にその結果としてみちびかれる bの推定値
bu が、T、N、nit の大きい値に対して一致性をみたす点を言うことにする。
キーワード：ロジットアプローチ、固定効果、パネルデータモデル、重み付最小２乗、一致性
内容目次：
第１章　序
第２章　展開
１　序
パネルデータに２項の logitモデルが重なったケースを
（１.１） U xit i t it ite= + + + +a n d bl
logU
q
p
it
it
it= t
t
p q
p p
it
it it
it ite =
-t
ite : 性質上不等分散になる
,q p1it it= - pitt : pitの推定値
と書く。U it、xit、 ite はそれぞれ従属変数、説明変数、誤差項である。a、 in 、 td 、bが推定したい
パラメタになっている。また、
（１.２） ,0 0i t
ti
= =n d!!
と仮定することが多い。（１.２）でなくてもよいが、それに近い制約をおかないとモデルを識別でき
ない（たとえば、Stock-Watson［１］、畠中［２］を見る）。
すぐ気づくように（１.１）はパネルと logitが重なっており、またこうしたモデルでもっとも単純
な fixed effectタイプのものである。error componentなどにすると話の内容は複雑になる（error
componentについても畠中［２］を見よ）。
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ところで（１.１）が想定されるケースとは以下のようなものである。つまり
,
,
z 1
0
itk=
=
高校から大学への進学
そうでない
として添字 itkは地域 i、時点 t、ある個人 kを意味する。内容を
( ) , < <z p pP 1 0 1itk it itr = =
, ,k n1 itg=
と書く。こうしておいて（１.１）の表現は pit（正確には pitの推定値 pitt ）のオッズの対数が xit（た
とえば所得水準、保有資産の大きさ）の１次関数になっていることを言う。また fixed effectだから
レヴェルが地域に関する in 、時間に関する td に加法的に分解されることも示している。
以下、この論文の目的の１つは不等分散の情報を使ってモデル（１.１）の未知パラメタをいかに
推定するかということである。当然 GLS推定になるが、この場合の対応するパラメタ制約は（１.２）
ではなく、 ,i tn d にウエイトがかかったものになることがあらたに分かった点である。誤差項に関す
る不等分散の情報を無視するのであれば、制約は（１.２）のままでよい（これは結果的に OLS推定
になる）。
つづいて、a、bの GLS推定値が一致性をみたすことを示しておいた（本文には bの OLS推定値
についての一致性もあたえてある）。一致性は直観的にはあきらかではあるが、証明はわりとめんど
うである。これは GLS推定値を ite で書いたとき、 ite に関する表現が複雑になることに起因する。
紙面の関係で推定値の分散、共分散をあたえるのは次の機会にまわした。ここでとりあつかっている
ようなパネルと logitが重なっているモデルは実用性があるものの、あまり議論されていないようで
ある。北村［４］の最近のサーベイ論文には十分なスペースをとってはいないが、この部分について
若干の記述がある。通常のパネルに関する fixed effect、error componentの詳しい話は畠中［２,
pp.137- 138］を見るとよいだろう。
２　展　　　開
２項の logitモデルを
（２.１） U xit i t it ite= + + + +a n d bl
logU
p
p
1
it
it
it=
- t
t
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( )p p
p p
1it it it
it ite =
-
-t
と書く。ここで
（２.２） ( )E 0ite =
( )
( )n p p n p q
Var 1
1 1
it
it it it it it it
it
e =
-
=
= ~
である。また 0i
i
N
=n! 、 0t
t
T
=a! などとしないとモデル（２.１）を識別できない。
（２.１）の pitt は
（２.３） , , ,p n
z
k n1it
it
itk
k
itg= =
!
t
また
z
1
0
itk= *
( ) , < <Pr z p p1 0 1itk it it= =
である。そうして近似的に
（２.４） ~ ( , ) , , ; , ,N i N t T0 1 1it it g ge = =~
( , ) ,i j t sCov 0it je e ! !=s
となっている。佐和［5, p.174］を見る。そうすると
~ ( , )N 0 1
/
it it
1 2
e~
-
だから、GLS推定をするには it~ を it~t におきかえて（２.１）を
（２.５） U x/ / / / / /
it it it it i it t it it it it
1 2 1 2 1 2 1 2 1 2 1 2
e= + + + +~ ~ a ~ n ~ d ~ b ~
- - - - - -
lt t t t t t
( ( ))n p p1it it it it
1
= -~ -t t t
とする。以下、 w/
it it
1 2
=~
-t と書こう。また、簡単のため ( )dim 1=bl とする。
最小化するのは
（２.６） ( )w U x
, it
it i t it
i t
2 2
- - - -a n d b!
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である。a、b、 in 、 td で（２.６）を微分すれば
（２.７） ( )w U x2 0
, it
it i t it
i t
2
- - - - =a n d b!
( )w x U x2 0
, it
it it i t it
i t
2
- - - - =a n d b!
( ) , , ,w U x j N2 0 1
jt jt j t jtt
2
g- - - - = =a n d b!
( ) , , ,w U x s T2 0 1
is is i s isi
2
g- - - - = =a n d b!
となる。
w 1it = では制約は 0t
t
=d! 、 0i
i
=n! でよいから正規方程式は
（２.８） ( )w U x 0
, it
it it
i t
2
- - =a b!
( )w x U x 0
, it
it it i t it
i t
2
- - - - =a n d b!
( ) , , ,w U x j N0 1
jt jt j jtt
2
g- - - = =a n b!
( ) , , ,w U x s T0 1
is is s isi
2
g- - - = =a d b!
ただし、wit、wis、w jtはすべて 1。
ここで jn については
, , ,U T x j N0 1jt j jt
tt
T
t
g- - - = =n a b !!!
, , ,U T T x j N0 1jt j jt
tt
g- - - = =n a b !!
から出る。 sd は
, , ,N U x s T0 1is s is
iii
g- + - - = =a d b!!!
N U N x 0is s is
ii
- + - - =a d b!!
から来る。以下、（２.８）から OLS推定値をさがすと
（２.９） U NT x 0
,,
it it
i ti t
- - =a b !!
x U x x x x 0
, ,, , ,
it it it
i t
it i
i ti t
it
i t
t iti t
2
- - - - =a n d b! !! ! !
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U T T x 0j j j
tt
- - - =a n bt t!!
U N N x 0is s is
ii
- - - =a d b !!
ここでT U Ujt j
t
1
= $
- ! などと書くと（２.９）の下の２つは
U x 0j j j- - - =a n b$ $
U x 0s s s- - - =a d b$ $
であるが、これを x U
,
it it
i t
! ではじまる（２.９）に代入すると
( ) ( )x U x x U x x U x x 0
,,, ,,
it it it it i i
i ti ti t
it t t iti ti t
2
- - - - - - - - =a a b a b b$ $ $ $!!! !!
さらに、整理すると
（２.10） ( ) ( )x U U U x x x x x 0
,, ,
it it i t it
i ti t
it i t it
i t
- - + + + - =a b$ $ $ $!! !c m ' 1
となる。（２.10）の aに（２.４）の U
,
it
i t
! ではじまる表現を代入して
( )x U U U x
NT
U
NT
x1 1
, ,,,
it it i t it
i t
it it
i ti ti t
- - + - b$ $ ! !!! c dm n
( )x x x x 0
,
it it i t
i t
- - - =b $ $!d n
つまり
( ) ( )x U U U x U x x x x x 0
,, ,
it it i t it
i ti t
it it i t
i t
- - + - - - + =b$ $ $ $ $ $ $ $!! !c m
ゆえに bの OLS推定値 bt を
（２.11） ( ) ( )x U U U U x x x x x_ i
,,
it it i t it it i t
i ti t
1
= - - + - - +b $ $ $ $ $ $ $ $
-!!t ' 1
と書くことができる。ここで（２.11）が［3, p.20］と同じ表現になるのは以下の計算からわかる。
つまり
（２.12） ( )
( )
( )
x U U U U
x U U U U
x N U U
N x U U Tx N
,
t it i t
i t
t
t
it i t
i
t
t
t
t
t
t
g
g
- - +
= - - +
= + - +
= - +
$ $ $ $ $
$ $ $ $ $
$ $ $ $
$ $ $ $ $ $
!
! !
!
!
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( )x U U x U U x
x NU NU Tx
, ,
t it i
i t
t
i t
it i
i
t
t
t
t
t
- = -
= -
$ $ $ $ $
$ $ $ $ $ $
! ! ! !
!
したがって（２.12）の L.H.S.は
( )x U U U U 0
,
t it i t
i t
- - + =$ $ $ $ $!
になる。また、
( )
( ) ( )
x U U U U
x U U x T U U
x U x TU T x U U TNx
Tx U Nx TU T x U U TNx
0
,
,
,
i it i t
i t
i it t i i
ii t
i it i i i
iii t
i i i i
ii
- - +
= - + - +
= - - +
= - - +
=
$ $ $ $ $
$ $ $ $ $ $
$ $ $ $ $ $ $ $ $ $
$ $ $ $ $ $ $ $ $ $ $ $
!
!!
!!!
!!
最後に
( )U U U U
NTU NTU NTU NTU
0
,
it i t
i t
- - +
= - - +
=
$ $ $ $
$ $ $ $ $ $ $ $
!
ゆえに（２.11）の bt を
（２.13） ( )( ) ( )x x x x U U U U x x x x
, ,
it t i it t i
i t
it t i
i t
2
1
= - - + - - + - - +b $ $ $ $ $ $ $ $ $ $ $ $
-! !t ' 1
と表わしてもよい。
以下（２.13）の bt が一致性を持つことを示しておこう（ ite は近似的には正規分布にしたがう）。
この一致性の計算はのちの bの GLS推定値についての一致性をみるさいにも有用である。
モデル（２.１）で以下のようになる。
（２.13.１） U xit i t it ite= + + + +a n d b
( )
U
T
U
T
x
x
1
1
i it
t
i it it
t
i i i
e
e
=
= + + +
= + + +
a n b
a n b
$
$ $
!
!
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U xt t t te= + + +a d b$ $ $
( )
U
T
U
T
x
x
1
1
t
t
t t
t
e
e
=
= + +
= + +
a b
a b
$ $ $
$ $
$ $ $ $
!
!
したがって（２.13）のU に関する部分は
( ) ( )U U U U x x x xit i t it t i it t ie e e e- - + = - - + + - - +b$ $ $ $ $ $ $ $ $ $ $ $
そうして bt を
（２.13.２） ( ) ( )x x x x x x
, ,
it
i t
it t i it it i t
i t
1
e e e e= + - - + - - +b b $ $ $ $ $ $ $ $
-! !t ' 1
と書くことができる。ここで
（２.13.３） ( )N T x
,
it it t i
i t
1 1 e e e e- - +$ $ $ $
- - !
を考える。ただし n c nit it= と書く。まず
( )E 0it t ie e e e- - + =$ $ $ $
あと、分散を見ればよい。
（２.13.４） ( )
( )
x
x
Var
E
_ i
_ i
,
,
it it i t
i t
it it i t
i t
e e e e
e e e e
- - -
= - - -
$ $ $ $
$ $ $ $
2
!
!
だから構成する１つ１つを見る。
（２.13.４.１） xE _ i
,
it it
i t
2e!
（２.13.４.２） xE _ i
,
it t
i t
2e $!
（２.13.４.３） xE _ i
,
it i
i t
2e $!
（２.13.４.４） xE _ i
,
it
i t
2e $ $!
（２.13.４.５） x xE _ i
, , ,
it js it j
i t j s
e e $!
（２.13.４.６） x xE _ i
, , ,
it js it s
i t j s
e e $!
（２.13.４.７） x xE _ i
, , ,
it js it
i t j s
e e $ $!
（２.13.４.８） x xE _ i
, , ,
it js i s
i t j s
e e$ $!
（２.13.４.９） x xE _ i
, , ,
it js i
i t j s
e e$ $ $!
（２.13.４.10） x xE _ i
, , ,
it js t
i t j s
e e$ $ $!
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これらの計算結果は次のようになる。
( )
( )
x
x n c p q
n x r
O n TN
E _ i
,
,
,
it iti t
it it it iti t
it iti t
2 2
2 1 1
1 2 1
1
e
=
=
=
- -
- -
-
!
!
!
ただし >r c p q 0it it it it= である。（２.13.４.２）については
x x
x x
E
E
_ i
_ i
, , ,
, ,
it js t s
i t j s
it jt ti t j
2
e e
e=
$ $
$
!
!
( ) ( )
( )
N
N
N
N n p q
N n r
E E
E
E
_ i
_ i
_ i
,
t iti
it jt
i j
iti
it it it
i
ktk
2 2 2
2
2 2
2 1
2 1 1
e e
e e
e
=
=
=
=
=
$
-
-
-
- -
- - -
!
!
!
!
!
したがって（２.13.４.２）は
( )
( )
x x N n r
O N n TN
O n TN
E _ i
, , ,
it jt kti t j k
2 1 1
2 1 3
1
=
=
- - -
- -
-
!
となる。（２.13.４.３）は
x
x x
x x
E
E
E
_ i
_ i
_ i
,
, , ,
, ,
it i
i t
it js i j
i t j s
it is
i t s
2
2
i
e
e e
e
=
=
$
$ $
$
!
!
!
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( )
( )
T
T
T n p q
T n r
E E
E
_ i
_ i
,
it is
t s
itt
it it it
t
itt
2 2
2 2
2 1
2 1 1
i
e e e
e
=
=
=
=
-
-
- -
- - -
$
!
!
!
!
ゆえに
( )
( )
x x r T n
x x r T n
O T n T N
O n TN
_ i
, ,
, , ,
it is iuui t s
it is iui t s u
1 2 1
1 2 1
2 1 3
1
=
=
=
- - -
- - -
- -
-
!!
!
（２.13.４.４）については
( )
( )
( )
x
x E
x N T n p q
N T x n r
O N T N T n NT
O n NT
E _ i
_ i
_ i
_ i
,
,
,,
,,
it
i t
it
i t
it it it iti ti t
it iti ti t
2
2 2
2 2 2 1 1 1
2 2 2 1 1
2 2 2 2 1
1
e
e=
=
=
=
=
$ $
$ $
- - - - -
- - - -
- - -
-
!
!
!!
!!
（２.13.４.５）は
x x
x x
E
E
_ i
_ i
, , ,
, ,
it js it j
i t j s
it is it i
i t s
e e
e e=
$
$
!
!
ここで it ie e $の部分は
( ) ( )
( )
T
T
T n c p q
n T r
E E
E
1
1
it i it is
s
T
it
it it it
it
2
1 1 1 1 1
1 1 1
e e e e
e
=
=
=
=
$
- - - - -
- - -
!
ゆえに全体は
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( )
( )
x x n T r
O n T NT
O n TN
, ,
it is iti t s
1 1 1
1 1 2
1
=
=
- - -
- -
-
!
となる。（２.13.４.６）は
x x
x x
E
E
_ i
_ i
, , ,
, ,
it js it s
i t j s
it jt it t
i t j
e e
e e=
$
$
!
!
( )
( )
N
N
N n r
E E
E
_ iit t it jt
j
it
it
1
1 2
1 1 1
e e e e
e
=
=
=
$
-
-
- - -
!
ゆえに（２.13.４.６）は
( )
( )
x x N n r
O N n TN
O n TN
, ,
it jt iti t j
1 1 1
1 1 2
1
=
=
- - -
- -
-
!
と計算される。以下同様に（２.13.４.７）は
x xE _ i
, , ,
it js it
i t j s
e e $ $!
であるが
( )
( )
N T
N T
N T n r
E E
E
_ i
,
it it sj
s j
it
it
1 1
1 1 2
1 1 1 1
e e e e
e
=
=
=
$ $
- -
- -
- - - -
!
( )
( )
x x N T n r
O n N T N T
O n NT
, , ,
it js iti t j s
1 1 1 1
1 1 1 2 2
1
=
=
- - - -
- - -
-
!
と計算される。（２.13.４.８）は
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( )
( )
N T
N T
N T n r
E E
E
_ i
,
i s it js
t j
is
is
1 1
1 1 2
1 1 1 1
e e e e
e
=
=
=
$ $
- -
- -
- - - -
!
( )
( )
x x N T n r
O T N n T N
O n TN
, , ,
it js isi t j s
1 1 1 1
1 1 1 2 2
1
=
=
- - - -
- - -
-
!
（２.13.４.９）は
( ) ( )
( )
( )
( )
T N
T N
T N
T N n c p q
E E
E
E
, ,
,
i is jt
j t s
is it
t s
itt
iu iu iu
u
T
2 1
2 1
2 1 2
2 1 1 1
e e e e
e e
e
=
=
=
=
$ $ $
- -
- -
- -
- - - -
!
!
!
!
から
( )
( )
x x T N n r
O T N n T N
O n TN
, , ,
it js iuui t j s
2 1 1 1
2 1 1 3 2
1
=
=
- - - -
- - -
-
!!
となる。（２.13.４.10）については
( ) ( )
( )
( )
N T
N T
N T n c p q
E E
E
, ,
t it ju
i j u
iti
kt kt kt
k
2 1
2 1 2
2 1 1 1
e e e e
e
=
=
=
$ $ $
- -
- -
- - - -
!
!
!
によって
( )
( )
( )
x x N T n c p q
O N T n N T
O n NT
, , , ,
it js kt kt kt
i t j s k
2 1 1 1
2 1 1 3 2
1
=
=
- - - -
- - -
-
!
となる。
こうして（２.13.４）の分散のオーダーはすべて n NT1- である。したがって（２.13.３）の期待値
は 0、分散のオーダーは n N T1 1 1- - - だから、 , ,n N T " 3+ で "b bt となる。
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GLS推定のためには制約 0i
i
=n! を
, , ; , ,w i N t T0 1 1
, it
i
i t
2
g g= = =n!
に変える方がつごうがよい。
t s= においても
w 0
is ii
2
=n!
w w w 0
s s Ns N1
2
1 2
2
2
2
g+ + + =n n n
である必要がある。
つまり、
（２.14.１） , . .,w i e w0 0
, it
i it iii t
2 2
= =n n!!
, . .,w i e w0 0
, it
t it iti t
2 2
= =d d!!
が必要になる。
以下、（２.８）の GLS推定を考える。witなどは 1ではない。
（２.14.２） ( )w U x 0
, it
it it
i t
2
- - =a b!
( )w x U x 0
, it
it it i t it
i t
2
- - - - =a n d b!
( ) , ,w U x j N0 1
jt jt j jtt
2
g- - - = =a n b!
( ) , ,w U x s T0 1
is is s isi
2
g- - - = =a d b!
ここで（２.14.２）の下の２つを
（２.15） j j( )v v v 0j j1 2 3- + - =a n b
( )u u u 0s s s1 2- + - =a d bs 3
と書く。 jn について解くと
（２.16） v v v vj j j j j- - =a b n1 2 3 2
v
v
v
v
j
j
j
j
j- - =a b n
2
1
2
3
j j3v v
l l
j1- - =a b n
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sd については
（２.17） u u u us s s s1 2 3 2- + =a b d s
u
u
u
u
s
s
s
s
s
2
1
2
3- - =a b d
u u
l l
s s s1 3- - =a b d
となる。（２.16）、（２.17）の jn 、 sd を（２.14.２）の w x
, it
it
i t
2! ではじまる表現に代入すると
( ( ) ( )w x U v v u u x 0
,
l l l l
it it it i i t t iti t
2
1 3 1 3- - - - - - - - =a a b a b b!
整理すると
( ( ))w x U v u v u x 0
,
l l l l
it it it i t i t iti t
2
1 1 3 3- - + - - - + =a b!
あるいは
（２.18） ( )w x z z 0
,
l
it it it iti t
2
+ - =a b!
z v u x
l l l
it i t it3 3=- - +
z U v u
l l
it it i t1 1= - -
となるが、もう１つは（２.14.２）の
（２.19） ( )w U x 0
, it
it it
i t
2
- - =a b!
である。（２.19）、（2.18）を
（２.20） m m m11 12 10+ =a b
m m m21 22 20+ =a b
と書けば
m m
m
m
m
m m21
11
21
11
10
22 20- + + =b be o
から bの GLS推定値は
（２.21）
( ) ( )
m m
m m
m m
m m
m m m m m m m m
22
11
12 21
1
20
11
21 10
22 11 12 21
1
20 11 21 10
= - -
= - -
b
-
-
u e eo o
となる。
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ここで（２.20）の ( , )m i j0 2ij # # は
（２.22） m w
, iti t
11
2
= !
m w x
, it
it
i t
12
2
= !
m w U
, it
it
i t
10
2
= !
m w x
, it
it
i t
21
2
=- !
,m w x z z v u x
,
l l l l
it it it it is st iti t
22
2
= =- - +!
m w x z
, it
it it
i t
20
2
= !
である。
つづいて GLS推定値 bu の一般性を言う。準備として
,w w w w
/
it it it it
1 2 2 1
= =
- -t t
( ( ))w n p p1it it it it
1
= -
-t t t
から nit" 3+ で
( ( ))n w p p1it it it it
1
" -
-t
また、xitは非確率的、zitについては
z U v u
U v
v
u
u
l l
it it i t
it
i
i
1 1
2
1
2
1
= - -
= - -
t
t
j j
v w U
t jtt
T
1
2
= !
j j
v w
tt
T
2
2
= !
u w Ut it iti1
2
= !
2u wt iti
2
= !
であった。
ここで w
iti
2! を考える。
( )
( ),
w w
n p p
n c p p n nc
1
1
iti
it
i
it it it
i
it it it it
i
N
it
2 1
=
= -
= - =
-! !
!
!
t
t t
t t
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と書くと、n " 3+ のとき
（２.23） ( )
,
n w c p p
c p q q p
1
1
iti
it it it
i
N
it it it it it
i
1 2
"
"
-
= -
- ! !
!
さらに
logU
q
p
it
it
it= t
t
において n " 3+ で
（２.24） logU q
p
it
it
it
"
他方、（２.20）の解が
（２.25）
m
m
m
m
m
m
m
m
m
m
m
m
11
21
12
22
10
20
11
21
12
22
1
10
20
=
=
a
b
a
b
-
u
u
u
u
f f f
f f f
p p p
p p p
となっていることに気づく。ここで
,m w U m w x z
,, it
it it it iti ti t
10
2
20
2
= = !!
などである。一致性を言うには、au 、bu を同時にあつかうのがよい。
以下m10、m20を ,m i j1 2ij # # によって書くことを考える。まず
（２.26） z U v u U
v
v
u
u
U
w
w U
w
w Ul l
it it i t it
i
i
t
t
it
itt
it itt
iti
it iti
1 1 2
1
2
1
2
2
2
2
= - - = - - = - -!
!
!
!
( )xt i it ite= + + + +a d n b
( ) ( )
w
w x
w
w x1 1
itt
it t i it itt
iti
it t i it iti2
2
2
2
e e- + + + + - + + + +a d n b a d n b! ! ! !( (2 2
第１項=
( ) ( )
w
w x
w
w x1 1
itt
it i it itt
iti
it t it iti2
2
2
2
e e- + + + - + + +a n b a d b! ! ! !( (2 2
x
w
w x
w
w x1 1c mit
itt
it itt
iti
it iti2
2
2
2
=- + - -a b ! ! ! !
w
w
w
w1 1it
itt
it itt
iti
it iti2
2
2
2
e e e+ - -! ! ! !
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である。m10については
m w U
, it
it
i t
10
2
= !
( )w x
it i t it itit
2
e= + + + +a n d b!
( )w x
it it itit
2
e= + +a b!
m m w
, it
it
i t
11 12
2
e= + +a b !
これは、m10をm11、m12で書いたことになる。さらにm20については
（２.27） m w x z
, it
it it
i t
20
2
= !
( )w x U v u
,
l l
it it it i ti t
2
1 1= - -!
( )w x x x x
, it
it
i t
it i
w
t
w
it i
w
t
w2
e e e= - + - - + - -a b
$ $ $ $! ( 2
ただし x
i
w
$
は
x
w
w x1
i
w
itt
it itt
T
2
2
=
$ ! !
w
w
1c m
itt
it
t
T
2
2
=!!
となっている。他の x
t
w
i
w
t
w、 、e e
$ $ $
についても同様に定める。あきらかに x
i
w
$
は xitの加重平均であり、
ウエイトがw w
it itt
T2 2
1-!d n になっているのに気づくとよい。m m21 22、 は
m w x
, it
it
i t
21
2
=- !
m w x z z v u x
,
l l l l
it it it it i t iti t
22
2
3 3= =- - +!
であった。（２.18）の z l
it
は
z v u x
l l l
it i t it3 3=- - +
v
v
u
u
x
i
i
it
2
3
2
3=- - +
t
t
w
w x
w
w x
x
itt
it itt
iti
it iti
it2
2
2
2
=- - +!
!
!
!
x x xit i
w
t
w
= - -
$ $
そうするとm22は
( )
m w x z
w x x x x
,
,
l
it it iti t
it it it i
w
t
w
i t
22
2
2
=
= - -
$ $
!
!
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こうしてm20は（２.27）から
( )
( )
m w x z
w x x x x
m m w x
,
,
,
it it iti t
it it it i
w
t
w
it i
w
t
w
i t
it it it i
w
t
w
i t
20
2
2
21 22
2
e e e
e e e
=
= - + - - + - -
= + + - -
a b
a b
$ $ $ $
$ $
!
!
!
( 2
m m10 20、 を同時に見ると
（２.28） m m m w
, it
it
i t
10 11 12
2
e= + +a b !
( )m m m w x
, it
it it i
w
t
w
i t
20 21 22
2
e e e= + + - -a b
$ $!
であり、
（２.29）
m
m
m
m
m
m
A
B
10
20
11
21
12
22
= +
a
b
e e e eo o o o
A w
, it
it
i t
2
e= !
( )B w x
, it
it it i
w
t
w
i t
2
e e e= - -
$ $!
とも書ける。
そうすると（２.25）の表現は
（２.30） M
m
m
M M
A
B
M
A
B
e o
1 10
20
1
1
=
= +
= +
a
b
a
b
a
b
-
-
-
u
ue e
e e
e e
o o
o o
o o
と簡単になる。ただし
（２.30） m w
, iti t
11
2
= !
m w x
, it
it
i t
12
2
= !
m w x
, it
it
i t
21
2
=- !
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( )
m w x z
w x x x x
,
,
l
it it iti t
it it it i
w
t
w
i t
22
2
2
=
= - -
$ $
!
!
,
w w
n p q q p1
it it
it it it it it
2 1
=
= = -
-t
t t t t
,w nc p q n nc
it it it it it it
2
= =t t
ここで n " 3+ で
n w c p q
r
it it it it
it
1 2
"
=
-
と書く。以下 n " 3+ を考える。
n m n w
r
,
,
iti t
it
i t
1
11
1 2
"
=
- -!
!
n m r x
,
it it
i t
1
12"
- !
( )n m r x x x x
,
it it it i
r
t
r
i t
1
22" - -$ $
- !
となる。（２.27）の x
i
w
$
も変更されるが、n " 3+ で
w
w
x
r
r
x
x
,
itt
it
it
i t
T
itt
it
it
t
T
i
r
2
2
"
=
$
!! !!
である。ここでも ( )
r
r
1
itt
it
t
T
=!! に気づくとよい。
いま M
A
B
1- f pを考える。
( )M
A
B
n M n
A
B
1 1 1 1
=
- - - -f fp p
と書いて
n A n w
r
,
,
it iti t
it it
i t
1 1 2
"
e
e
=
- - !
!
( )
( )
n B n w x
r x
,
,
it it it i
w
t
w
i t
it it it i
r
t
r
i t
1 1 2
"
e e e
e e e
= - -
- -
$ $
$ $
- - !
!
固定効果のあるパネルデータモデルのロジット推定 19
さらにつづいてT N、" "3 3+ + を考える。Gitの内容を
: , , ( )G r r x r x x x xit it it it it it it i
r
t
r
- -
$ $
とすると、n T N mij
1 1 1- - - は n " 3+ のときすべて N T G
,
it
i t
1 1- - ! に収束する。
<Git 3+ であれば ,N T " 3+ で
, :N T G G G bounded
,
it
i t
1 1
"
- - !
M mij=
である。つまり
( , , )n N T M n T Nbounded1 1 1 " " 3+- - -
したがって以下 <Git 3+ を仮定する。そうして
（２.31.１） N T n A 01 1 1 "- - -
N T n B 01 1 1 "- - -
が言えれば、 、a bu u は 、a bの一致推定値になるから、以下で（２.31.１）を示す。
まず n " 3+ で
（２.31.２） ,N T n A N T r r c p q
,
it it it it it it
i t
1 1 1 1 1
" e =- - - - - !
だからこの N T r
,
it it
i t
1 1 e- - ! の平均が 0、分散が ,T N " 3+ のとき 0になるかを見ればよい。この
とき（２.31.２）の左辺は 0に確率収束する。あきらかに
（２.32） rE 0_ i
,
it it
i t
e =!
さらに、
（２.33） rVar _ i
,
it it
i t
e!
( )r Var
,
it it
i t
e= !
r n p q
,
it it it iti t
1 1 1
=
- - -!
r c n p q
,
it it it iti t
1 1 1 1
=
- - - -!
( )c p q c np q
,
it it it it it it
i t
1
=
-!
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n
,i t
1
=
-!
NTn 1= -
ゆえに
( )
( )
N T r
O N T NTn
Var
,
it it
i t
1 1
2 2 1
e
=
- -
- - -
!
, ,N T n " 3で
( )N T rVar 0
,
it it
i t
1 1
"e- - !
こうして n N T m N T n A 0boundedij
1 1 1 1 1 1、" "- - - - - - となる。
Bについてはまず n " 3+ のとき、
（２.34） ( )n B r x
,
it it it i
r
t
r
i t
1
" e e e- -
$ $
- !
（２.35） ( )N T n B N T r x
,
it it it i
r
t
r
i t
1 1 1 1 1
" e e e- -
$ $
- - - - - !
したがって以下（２.35）の R.H.S.を考える。はじめに
( )E 0it i
r
t
r
e e e- - =
$ $
はあきらか。以下分散を計算しよう。
（２.36） ( )N T r xVar
,
it it it i
r
t
r
i t
2 2 e e e- -
$ $
- - !d n
( )N T r xE
,
it it
i t
it i
r
t
r2 2
2
e e e= - -
$ $
- - !( 2
N T r x r x r xE _ i _ i _ i
,,,
it it it it it i
r
it it t
r
i ti ti t
2 2
2
e e e= - -
$ $
- - !!!( 2
から以下を見る。
（２.37） r xE _ i
,
it it it
i t
2e!
（２.38） r xE _ i
,
it it i
r
i t
2e
$!
（２.39） r xE _ i
,
it it t
r
i t
2e
$!
（２.40） j jr x r xE _ i
,,
it it it s s j
r
i tj s
e e
$!!
（２.41） j jr x r xE _ i
,,
it it i
r
s s s
r
i tj s
e e
$ $!!
（２.42） j jr x r xE _ i
,,
it it it s s s
r
i tj s
e e
$!!
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はじめに（２.37）は
（２.43） j j jr x r xE _ i
,,
it it it s s s
j si t
e e!!
r xE _ i
, it it iti t
2 2 2
e= !
( ( ))r x E
, it it iti t
2 2 2
e=!
,r x n p q r c p q
, it it it it it
it it it it
i t
2 2 1 1 1
= =
- - -!
r x n
,
it iti t
2 1
=
-!
( )O NTn 1= -
となる。（２.38）は
j jE r x r x_ i
, , ,
it it i
r
s s j
r
i t j s
e e
$ $!
( )r x r xE _ i
, ,
it it i
r
is is
i t s
2e=
$!
ここで ( )E
i
r 2e
$
の部分については
2
( )
r
r
E E c m
i
r
iss
is
is
s
2e e=
$ !!
_ r
r r
E c i m, is
s
is it
is it
s t 2
e e= !!
r
r
E c _ i mis
s
it
itt 2
2
2
e= !!
r
r
n p q_ iis
s
it
it it itt 2
2
1 1 1
=
- - -
!!
r
r
n_ iis
s
it
t 2
1
=
-
!!
r
n
_ iis
s
T
1
=
-
!
( )O n T1 1= - -
ゆえに（２.38）は
（２.44） r x
r
n r xE c m
, ,
it it
is
s
T is isi t s
1-
!!
( )O n T T N1 1 2= - -
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( )O n TN1= -
（２.39）は
r x r xE c m
, , ,
it it t
r
js js s
r
i t j s
e e
$ $!
j j( )r x r xE c m
, ,
it it t
r
t t
i t j
2e=
$!
j j(( ) )r x r xE
, ,
it it t
r
t t
i t j
2e=
$!
ここで ( )E
t
r 2e
$
については
( )
r
r
E E c m
t
r
jtj
it
it
i
2 2e e=
$ !!
r
r r
E c _ i m, jt
j
it jt
it jt
i j 2
e e= !!
r
r
E c _ i mjt
j
it
iti 2
2
2
e= !!
r
r
n p q_ ijt
j
it
it it iti 2
2
1 1 1
=
- - -
!!
r
r
n_ ijt
j
it
i 2
1
=
-
!!
n
r
1
_ i
jtj
1
=
-
!
ゆえに（２.39）を
（２.45） j jr x r xE _ i
, , ,
it it t
r
s s s
r
i t j s
e e
$ $!
r x
r
n r x_ i, , it it
jtj
jt jt
i t j
1
=
-
!!
( )O n N TN1 1 2= - -
( )O n TN1= -
とすることができる。（２.40）の部分は
j jr x r xE _ i
, , ,
it it it s s j
r
j s i t
e e
$!
r x r xE _ i
, ,
it it it is is i
r
i s t
e e=
$!
ここで ( )E it i
r 2e e
$
については
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( )
r
r
E E c mit ir it
itt
is
is
s
T
e e e e=
$ !!
( )
r
r
E
itt
it
it
2
e= !
r
r
n p q
itt
it
it it it
1 1 1
=
- - -
!
r
n
itt
1
=
-
!
ゆえに（２.40）は
（２.46） j jr x r xE _ i
, , ,
it it it s s j
r
j s i t
e e
$!
r x r x
r
n
, ,
it it is is
itt
i s t
1
=
-
!!
( )O T T Nn1 2 1= - -
( )O TNn 1= -
となる。
（２.41）をあとに計算することにして、（２.42）については
j jr x r xE _ i
, , ,
it it s s it s
r
j s i t
e e
$!
j jr x r xE _ i
, ,
it it t t it t
r
i j t
e e=
$!
この ( )E it t
r
e e
$
を同様に評価して
j
j( )
r
r
E E d nit tr it
jtj
t
t
j
e e e e=
$ !!
r
r
E d n
it
jtj
it2e= !
n p q
r
c p q
it it it
jtj
it it it1 1 1=
- - -
!
r
n
jtj
1
=
-
!
ゆえに（２.42）を
（２.47） j jr x r x
r
n
, ,
it it t t
jtj
i j t
1-
!!
( )O n TN1= -
とすることができる。
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（２.41）については
j jr x r xE _ i
, , ,
it it i
r
s s s
r
j s i t
e e
$ $!
において ( )E
i
r
s
r
e e
$ $
の計算が必要である。
（２.48） j j( )
r
r
r
r
E E d_ i_ in
i
r
s
r
itt
it
it
jsj
s
s
jt
e e e e=
$ $ ! !!!
j
j
r
r
r
r
E c m
itt
is
is
jsj
s
s
j
e e= ! !!
( )
r
r
r
r
E
itt
is
jsj
is
is
2
e= ! !
r r
r c p q
n p q
it jsjt
is is is is
is is is
1 1 1
=
- - -
!!
r r
r n
it js
j
N
t
T
is
1
=
-
!!
したがって（２.48）を（２.41）に代入して
（２.49） r x r x
r r
r n
, , ,
it it js js
it jsjt
is
j s i t
1-
!!!
j j , ( )n r x r x r O T N
, , ,
it it s s i s is i
j s i t
1 1 1
= =D D D D- - -s!
jn b b r
, , ,
it s is
i s j t
1
=
- !
となる。ただし j jb r x b r xit it it i js s s s、= =D D 。
ここで（２.49）の最後の部分を評価すると
（２.50） jn b b r
, , ,
it s is
i s j t
1- !
n r b b
,,
is it js
j ti s
1
=
- !!
( )n r b b b
,
is i it js
ji s
1
1 g= + +
- !!
( )( )n r b b b b
,
is i iT s Ns
i s
1
1 1g g= + + + +
- !
, ( )n r B C B C O TN
,
is i s i s
i s
1
= =
- !
( )O n T N N T1 1 1 2 2= - - -
( )O n TN1= -
こうしてさきの（２.37）～（２.42）はすべて n NT1- のオーダーである。
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そうすると（２.35）の R.H.S. の分散のオーダーは n N T1 1 1- - - であることがわかる。したがって
, ,n T N " 3+ で
（２.51） ( )N T r xVarc m 0
,
it it it i
r
t
r
i t
2 2
"e e e- -
$ $
- - !
この（２.51）と ( )r xE 0c m
,
it it it i
r
t
r
i t
e e e- - =
$ $! より N r n B 01 1 1 "- - - 、そうして N T n A 01 1 1 "- - - で
あったから、 , ,n T N " 3+ で ( , ) ( , )"a b a bu u 。つまり、GLS推定値 ( , )a bu u は ( , )a b の一致推定値とな
っている。
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A Logit Approach to Fixed-Effects Panel Data Models  
Yusaku KATAOKA
Abstract
In many respects the simplest way of representing the dependence of a probability on explanatory
variables so that the constraint < <p0 1it is inevitably satisfied, is to postulate a dependence for i and t, 
(1) ( )/[ ( )]exp expp x x1m mit it it= +i i ,
(2) /[ ( )]expp x1 1 1 mit it- = + i .
Here, x m
it
is a row of known constants and i is a column of unknown parameters. Equations (1) and (2)
are equivalent to 
(3) ( /( ))logf p p x1 mit it it it= - = i
or, collecting the TN values ( , , ; , , )i N t T1 1f f= = together, we can write 
(4) f x= im .
We call ( /( ))logf p p1it it it= - , the logistic transform of the probability pit, and (4) a linear logistic
model. 
If we let
(5) ( /( ))logU p p1it it it= -t t
then we can write 
(6) U x
x
m
it it it
i t it it
e
e
= +
= + + + +
i
a n d b
c 0i i =n!
c 0l
t t
=d!
( /( )) ( /( ))
( /( )) ( )
loglog p p p p
p p p p
1 1
1
it it it it it
it it it it
1
e
,
- - -
- -
=
-
t t
t
where the ite are independent, approximately ( , / )N n0 it it
2
v . This is essentially a normal regression
model, but with variances unequal and depending on the unknown parameters. If we knew the 
it
2
v , we
could rewrite (6) as  
(7) / ( )/U w x w lit it i t it it ite= + + + +a n d b
where w nit it it= v and the 
l
it
e are independent ( , )N 0 1 . 
固定効果のあるパネルデータモデルのロジット推定 2727
The purpose of this paper is twofold: first, to apply the method of least squares to (7) above by
replacing wit with their maximum likelihood estimates, ( /( ))w n p p n1
/
it it it it it it
1 2
= = -v -t t t t ; second, to
prove that the resulting  estimates bu of b are consistent for large T , N and nit. 
Keywords :  logit approach, fixed-effects, panel data models, weighted least squares, consistency
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