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1 Introduction : problème de sélection animale
La génomique a grandement évolué avec le développement récent des technologies haut-
débit en séquençage puis en génotypage. Dans le domaine animal, nous sommes aujourd’hui
capables de lire les informations génomiques sur près de 800 000 marqueurs sur des ensembles
d’individus de plus en plus larges (de 3 000 à 10 000). Ces données peuvent donner lieu à des
études d’association entre les marqueurs (GWAS : Genome-Wide Association Studies) ou, plus
récemment, à des modéles prédictifs utilisant l’information génomique. Outre les contraintes
biologiques (stockage des échantillons, manipulations longues et coûteuses. . . ), l’analyse de
données (étude et extraction de connaissances) doit aussi être adaptée en terme de méthodologie
et d’architecture matérielle et logicielle.
La Sélection Génomique est une méthode d’évaluation génétique des animaux à partir de leur
ADN (suite à un prélèvement biologique de type sang, poils ou biopsie), qui utilise un nombre
très élevé de marqueurs couvrant l’intégralité du génome. Le principe de base a été établi par
Meuwissen, Hayes et Goddard en 2001 [5]. Dans ce contexte, une problématique importante
de la sélection génomique consiste à rechercher des marqueurs explicatifs (ou combinaisons de
marqueurs) pour un phénotype (trait caractérisant un animal) sous étude.
Le challenge consiste donc à élaborer des modèles prédictifs permettant, à partir de données
génomiques, de déterminer les individus les plus performants selon certains critères quantitatifs.
2 Un problème d’extraction de connaissances
L’augmentation actuelle du nombre de marqueurs rend l’application de méthodologies sé-
quentielles (analyse des marqueurs un par un par régression linéaire) non adaptée et extrême-
ment coûteuse en temps de calcul, et ne prend en compte aucune interaction éventuelle entre
marqueurs (par exemple la redondance d’information entre deux marqueurs expliquant une
même zone du génome). Parmi les méthodes classiquement utilisées pour aborder ce type de
problème, nous pouvons citer LASSO [6], PLS [3] ou BLUP (modèle spéciﬁque à la génétique
animale) [2]. Cependant, aﬁn d’obtenir un modèle prédictif compréhensible, et interprétable,
une autre approche consiste à réaliser conjointement une sélection des attributs (marqueurs)
pertinents et une recherche de modèle explicatif, ce qui se modélise de la façon suivante :
Yi = β0 +
p∑
j=1
(βjzjXij) + ǫi ,
Avec Y un trait d’intérêt (Y ∈ R), Xj les SNPs étudiés (Xj ∈ {−1, 0, 1}), ǫi i.i.d ∼ N(0, σ2),
et zj = 1 si la variable j est sélectionnée, 0 sinon.
Cette problématique de sélection d’attributs très combinatoire est NP-diﬃcile. Nous propo-
sons une approche alliant méthodes statistiques et méthodes d’optimisation combinatoire.
3 Approche : optimisation combinatoire et statistique
L’objectif est d’estimer les βj et zj . z est un vecteur discret, dans un ensemble ﬁni {0, 1}p
et est donc impossible à estimer quand p (nombre d’attributs) est grand. L’utilisation alternée
d’un algorithme d’optimisation et d’une méthode statistique permet d’une part, d’optimiser z
connaissant β et σ à l’aide de la méthode d’optimisation et d’autre part, d’optimiser β et σ
connaissant z à l’aide de la méthode statistique.
La première approche proposée consiste en une hybridation entre une recherche locale itérée
(ILS - Iterated Local Search) et une régression. La recherche locale proposée travaille sur
l’espace des sous-ensemble d’attributs représenté par un vecteur binaire indiquant si l’attribut
est sélectionné ou non. L’exploration du voisinage des solutions consiste alors à ajouter ou
supprimer un attribut (voisinage de type bit-ﬂip) pour au ﬁnal converger vers une sélection d’un
nombre réduit d’attributs (marqueurs génétiques). Lorsqu’un optimum local est atteint une
étape de perturbation permet de prolonger la recherche. Chaque solution (sélection d’attributs)
est évaluée à l’aide d’un critère statistique calculé à partir de l’estimation d’un modèle de
régression. Deux critères d’évaluation, calculés suivant le schéma ci-dessous, ont été comparés :










Aﬁn d’évaluer la qualité de la méthode nous utilisons des données simulées et les données
du workshop QTLMAS 2008 [4]. Nous comparons nos résultats et performances, avec trois
approches statistiques généralement utilisées pour prédire un trait quantitatif à partir d’un
grand nombre de marqueurs [1] : une méthode de régression avec sélection de variables pas
à pas, une méthode de régression pénalisée (LASSO [6]) et une méthode de régression sur
combinaison des variables (PLS [3]). Les résultats obtenus montrent que l’approche proposée
permet d’identiﬁer des modèles explicatif intéressants.
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