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Abstract
A numerical solution procedure based on the method of lines for solving the Nwogu one-dimensional extended
Boussinesq equations is presented. The numerical scheme is accurate up to ﬁfth-order in time and fourth-order
accurate in space, thus reducing all truncation errors to a level smaller than the dispersive terms retained by most
extended Boussinesqmodels. Exact solitary wave solutions and invariants of motions recently derived by the authors
are used to specify initial data for the incident solitarywaves in the numericalmodel ofNwogu and for the veriﬁcation
of the associated computed solutions. The invariants of motions and several error measures are monitored in order
to assess the conservative properties and the accuracy of the numerical scheme. The proposed method of lines
solution procedure is general and can be easily modiﬁed to solve a wide range of Boussinesq-like equations in
coastal engineering.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Boussinesq-type equations are derived by integrating the three-dimensional Euler equations through
the water depth using a polynomial approximation of the vertical proﬁle of the velocity ﬁeld, thereby re-
ducing the three-dimensional problem to an equivalent (within the approximationmade) two-dimensional
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problem that is relatively more efﬁcient to solve numerically.A four-parameter class of Boussinesq equa-
tions is formally derived from the Euler equations by Bona et al. [3] and Bona and Chen [4]. In this regard,
the Boussinesq equations are a good alternative to the Euler equations and enable simulations in spatial
domains of much larger extent. The ﬁrst such system of equations for water of varying depth was derived
by Peregrine (1967), which are now often called the standard Boussinesq equations and which include
the lowest-order effects of nonlinearity and frequency dispersion. The standard Boussinesq equations
have been used extensively to model accurately wave evolution in nearshore zones. They can be used, for
example, to describe the nonlinear transformation of surface waves in shallow water due to the effects of
shoaling, refraction, diffraction, and reﬂection.
A major limitation of the standard Boussinesq equations is their restricted range of applicability, which
is conﬁned to relatively shallow water depths such that the simpliﬁed vertical velocity distribution in the
mathematical model remains a valid approximation. It was shown that the errors in the modeled linear
dispersion relations in the commonly used forms of the Boussinesq equations increase with increasing
depth (see Nwogu [12]). In recent years, efforts have been made by a number of researchers to extend the
range of applicability of theBoussinesq system to deeperwater by improving the dispersion characteristics
of the equation [1,9–12].
Although most extended Boussinesq systems of equations have equivalent linearized dispersion char-
acteristics, similar shoaling properties and formally comparable accuracy, the extended Boussinesq equa-
tions proposed by Nwogu [12] have recently generated the most interest. These equations are obtained
through a consistent derivation from the continuity and Euler equation of motion. Compared to similar
models derived by Madsen [10] and Beji [1], the Nwogu model is easier to solve numerically in the case
of variable depth [18].
Several numerical schemes have been proposed to solve the Nwogu extended Boussinesq equations.
Wei andKirby [19] developed a numerical code, that is fourth-order accurate in time and space, for solving
these equations. The numerical solutions ofWei and Kirby [19] are more accurate than those obtained by
Nwogu [12] since their solution technique is basedon ahigher-order ﬁnite difference discretization scheme
coupled with a high-order predictor–corrector time integration method. Their numerical scheme reduces
the truncation errors to a level smaller than the dispersive terms retained by Nwogu Boussinesq equations.
It was shown that in most Boussinesq systems the truncation errors of a low-order approximation in space
could contaminate the numerical accuracy because they have the samemathematical form as the dispersive
terms appearing in the model [19].
Recently,Walkley andBerzins [18] implemented a high-order accuratemethod of lines (MOL) solution
using a Galerkin ﬁnite element spatial discretization technique coupled with the adaptive time integration
package SPRINT [2]. Their spatial discretization method cannot be applied directly to the extended
Boussinesq systemof equation due to the presence of the third-order spatial derivativesUxxx . To overcome
this difﬁculty, they have rewritten the equations in a lower-order form, suitable for a linear ﬁnite element
approximation, by introducing an auxiliary algebraic equation which increases the computational effort
and may reduce the efﬁciency of the numerical scheme.
Both, Wei and Kirby [19] and Walkley and Berzins [18] investigated solitary wave propagation over
a long and ﬂat bottom in order to assess the accuracy, the stability and the conservation properties of
their numerical schemes. Wei and Kirby [19] applied this important test problem for which they derived
approximate analytical solitary wave solutions following a procedure described in Schember [14]. These
approximate analytical solutions are used to specify initial data for the incident waves in their numerical
models and also to assess the accuracy of the associated computed solution.
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The numerical results obtained by Wei and Kirby [19] for these test problems indicate that a slightly
higher amplitude solitary wave is formed together with a small dispersive tail lagging behind, compared to
the approximate analytical solution [14,19]. The wave proﬁles also show that the amplitude of the tail and
the initial deviation in solitary-wave height both increase with increasing initial wave height. They also
observed that the numerically predicted phase speed is somewhat smaller than the analytically predicted
one, and that the difference increases with increasing wave height. Such discrepancies are explained by
the fact that the analytical solution is only an approximation of the closed-form solution and does not
correspond exactly to a solitary waveform as predicted by the model.
Walkley and Berzins [18] reported very similar results to those obtained byWei and Kirby [19] for the
same solitary wave test problem. They have also observed that there is an identical slight phase error in
the numerical results and a small dispersive tail. They concluded that the analytical solution [14,19] is
only an approximation and therefore exact agreement is unlikely.
In this paper we present a method of lines solution of the Nwogu one-dimensional extended Boussinesq
equations using the time integrator DASSL [13], which is based on a variable time step and variable order
backward-differentiation formulae (BDF). The numerical scheme is accurate up to the ﬁfth-order in
time and fourth-order accurate in space, thus reducing all truncation errors to a level smaller than the
dispersive terms retained by most extended Boussinesq models. Unlike the MOL proposed by Walkley
and Berzins [18] which requires the introduction of an auxiliary algebraic equation that may reduce the
efﬁciency of the numerical scheme, our MOL solution of the extended Boussinesq equations does not
require any transformation or any manipulation of the model equations. Our MOL implementation has
the advantage of a close resemblance of the MOL programming of the partial differential equation (PDE)
with the PDE itself and uses a simple grid point ordering for bandwidth reduction of the Jacobian matrix
used by the integrator DASSL. This MOL implementation leads to efﬁcient solutions of the Boussinesq
system. The nonlinear terms and dispersive terms are accommodated easily using quality library routines
[6,13,15–17].
Exact solitary wave solutions and invariants of motions recently derived by the authors [7] are used
to specify initial data for the incident solitary waves in the numerical model of Nwogu and for the
veriﬁcation of the associated computed solution. These new exact solitary wave solutions are used instead
of the approximate solutions to overcome the problems reported byWei and Kirby [19] andWalkley and
Berzins [18]. The invariants of motions and several error measures are monitored in order to assess the
conservative properties and the accuracy of the numerical scheme.
2. The extended Boussinesq equations
In the case of wave propagation in the one-dimensional (1D) horizontal direction with constant depth,
the extended Boussinesq equations derived by Nwogu [12] and considered byWei and Kirby [19] in their
numerical code, reduce to the following:
t + hux + (u)x + (+ 1/3)h3uxxx = 0, (1)
ut + gx + uux + h2utxx = 0, (2)
with
= 1
2
(z
h
)2 + z
h
, (3)
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where  is the surface elevation, h the local water depth, u the u(x, t) horizontal velocity at an arbitrary
depth z, and g the gravitational acceleration. These equations are statements of conservation of mass
and momentum, respectively.
Two important length scales are the characteristic water depth h0 in the vertical direction and a typ-
ical wavelength l in the horizontal direction. The following non-dimensional independent variables can
be deﬁned:
x = x˜
l
, z= z˜
h0
, t =
√
gh0
l
t˜ . (4)
The tildes are used to connote dimensional variables as in the set of Eqs. (1) and (2). For effects related
to the motion of the free water surface, the typical wave amplitude a0 is also important. The following
non-dimensional dependent variables can also be deﬁned:
u= h0
a0
√
gh0
u˜, = ˜
a0
, h= h˜
h0
. (5)
Using the transformation (4) and (5), the Nwogu set of equations (1) and (2) are rewritten in dimensionless
form as follows:
t + ux + (u)x + 2(+ 1/3)uxxx = 0, (6)
ut + x + uux + 2utxx = 0. (7)
The dimensionless parameters  = a0/h0 and  = h0/l are measures of nonlinearity and frequency
dispersion, respectively, and are assumed to be small (>1 and >1). The parameter  reduces to
= 12 (z)2 + z. (8)
2.1. Exact solitary wave solutions
The authors [7] recently derived exact solitary wave solution for the extended Boussinesq equations
of Nwogu using MAPLE software. The solitary wave solution for the free surface elevation (x, t) is of
the form
(x, t)= 0 sech2((x − x0 − Ct)). (9)
which corresponds to a single pulse of amplitude 0 initially centered at x0. This solitary wave has a wave
number  and travels without change of shape at a steady speed C.
The solitary wave solution for the horizontal velocity u(x, t) is given by
u(x, t)= A0 sech2((x − x0 − Ct)), (10)
where
A=±
√
3
0 + 3
=±2
√

− 1/3. (11)
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Fig. 1. Inﬂuence of the dispersion parameter  on solitary wave proﬁles for = 0.3 and =−0.39.
The wave speed is given by,
C = 2− A
2
A
=± 20 + 3√
3(0 + 3)
=± + 1/3√
(− 1/3) , (12)
with the corresponding wave amplitude,
0 =
3(1− A2)
A2
=−1
4
9+ 1

, (13)
and wave number,
= 1
2
√
2(1− A2)
2(+ 1/3)A2 =
1
2
√
20
32(+ 1/3) =
√
6
12
√
9+ 1
(+ 1/3)2(−) . (14)
2.2. Inﬂuence of the dispersion parameter on solitary wave proﬁles
The proﬁles of the exact solitary wave solution, for different values of the parameter , are shown in
Fig. 1 for the free surface elevation (x, t) and the horizontal velocity u(x, t) which is centered at x0= 0
and plotted at the initial time t=0. The parameter  represents the importance of the frequency dispersion
and has a direct effect on the proﬁles of the solitary waves. From (14) it is clear that smaller values of will
lead to larger values of the wave number  and therefore to a reduced width of the solitary wave proﬁle.
Solitary waves with narrower proﬁles and steeper gradients are more difﬁcult to resolve numerically.
Moreover, it is apparent from the scaled Boussinesq equations (6) and (7) that reduced values of  lead to
smaller dispersive terms 2uxxx and 2uxxt . In this regard, the Boussinesq equations become challenging
to solve numerically particularly when the size of the dispersive terms are reduced to the same order of
magnitude as the leading truncation error terms of the underlying numerical scheme.
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An appraisal of the inﬂuence of the dispersion parameter  on the solitary wave proﬁle suggests making
the following change of variables:
xˆ = x

and tˆ = t

. (15)
Using the new variables, (6) and (7) can be rewritten in the form
tˆ + uxˆ + (u)xˆ + ˆ2(+ 1/3)uxˆxˆxˆ = 0, (16)
utˆ + xˆ + uuxˆ + ˆ2 utˆxˆxˆ = 0, (17)
where ˆ= /. From (14), we obtain the corresponding wave number of the solitary wave solution
ˆ= =
√
6
12
√
9+ 1
(+ 1/3)(/)2(−) . (18)
The exact solitary wave solution expressed in terms of variables (xˆ, tˆ) or (x, t) are then given by
(xˆ, tˆ)= 0 sech2(ˆ(xˆ − xˆ0 − Ctˆ))= 0 sech2((x − x0 − Ct))= (x, t) (19)
and
u(xˆ, tˆ)= A0 sech2(ˆ(xˆ − xˆ0 − Ctˆ))= A0 sech2((x − x0 − Ct))= A(x, t). (20)
It follows that the scaling factor  controls the width of the solitary wave proﬁle in the new variables
(xˆ, tˆ).
2.3. Invariants of motion of solitary wave solutions
The authors [8] recently derived exact expressions for four constants of motion corresponding to the
solitary wave solutions (9) and (10) using MAPLE software. In this section, we present a brief review of
the derivation of these analytical expressions.
The Nwogu system of equations seems to have at least two conservation laws.
The ﬁrst invariant of motion corresponds to the conservation of mass,
I1 =
∫ +∞
−∞
(x, t) dx. (21)
Using the analytical expression (9) for the exact solitary wave solution (x, t), we obtain
I1 = 20

. (22)
Substituting (13) and (14) into (22), it follows that
I1 =
√
6

√
−2(+ 1/3)(9+ 1). (23)
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Another invariant of motion is the integral
I2 =
∫ +∞
−∞
u(x, t) dx. (24)
Substituting the expression of the solitary wave solution (10) for the horizontal velocity in the above
integral we obtain
I2 = AI 1 = 20

A (25)
and, in explicit form,
I2 =±20

√
3
0 + 3
=±2

√
−62(+ 1/3)(9+ 1)
− 1/3 . (26)
The impulse functional given by
I3 = I (, u)=
∫ +∞
−∞
((x, t)u(x, t)− 2x(x, t)ux(x, t)) dx (27)
is also a constant of motion for the solitary wave solutions (9) and (10), which can be expressed explicitly
as
I3 = A
∫ +∞
−∞
(2 − 22x) dx
= 4
15
20A(5− 422)

= ± (39+ 11)
102
√
22
3
(1+ 9)3
(1− 92) . (28)
Because dissipation is ignored in the derivation of the Nwogu–Boussinesq model, we can deﬁne a
Hamiltonian-like form for system (6) and (7),
I4 =H(, u)=
∫ +∞
−∞
(2(+ 1/3)u2x − 2 − u2 − u2) dx. (29)
This integral is not a Hamiltonian but it is a constant of motion for the solitary wave solutions (9) and
(10), which is to say that the functional H satisﬁes
H((x, t), u(x, t))=H((x, 0), u(x, 0)). (30)
Substituting (9) and (10) for (x, t), and u(x, t), respectively in (29), we obtain
I4 = 445
20(12
2A22 + 42A22 − 12A20 − 15A2 − 15)

, (31)
which can be written in explicit form as
I4 = 12
(+ 1)
√
(−2)(3+ 1)(9+ 1)32
(3− 1)22 . (32)
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3. Method of lines solution of the Boussinesq system
3.1. Numerical solution procedure
A description of the MOL solution of the Boussinesq equations, is given in this section. The method
of lines consists in essence of numerically integrating this system of PDEs forward in time to advance
the solutions (x, t) and u(x, t) at every node of a spatial grid. The solution starts at some initial time
(e.g., t=0) and boundary conditions are applied at each time-step to specify (x, t) and u(x, t) at the two
edge nodes of the grid. The solution of the Boussinesq equations on a uniform grid or non-uniform grid
requires discretizations of the spatial derivative terms x , ux , uxxx and uxxt , and these discretizations can
lead to a large set of stiff and implicit ordinary differential equations (ODEs). These ODEs are integrated
forward in time using an advanced ODE solver.
To help describe the solution procedure more concisely the Boussinesq equations are written in func-
tional notation as
f (, u, t , ut , x, ux, uxxx, uxxt )= 0, xLxxU and 0 t tU (33)
in which u and  are the dependent variables, x and t are the independent variables, and xL and xU
correspond to the lower andupper limits or boundaries on x.As subscripts, x and tdenote partial derivatives.
Suitable boundary conditions at xL and xU are generally required to determine the solution numerically.
However, for most problems in which wave propagation occurs well inside the boundaries, the solution is
negligible at or outside the boundaries during the time span of interest. Consequently, Dirichlet boundary
conditions at the lower and upper ends of the interval [xL, xU], given by u(xL, t)=uL and u(xU, t)=uU,
are used.
The numerical discretizations of the spatial derivatives (x, ux, uxxx, uxxt ) in the Boussinesq equa-
tions are obtained using centered fourth-order ﬁnite-difference approximations for all terms. All spatial
discretizations in this study were generated systematically with the versatile algorithm called WEIGHTS
from Fornberg [6] which can be used for both uniform and non-uniform grids.
The direct spatial discretization of the Boussinesq system of equations on a grid of n nodes given by
x = [x1, x2, . . . , xn] produces a set of 2n ODEs that can be expressed in vector form as
f
(
y,
dy
dt
, t
)
= 0, (34)
and the initial conditions can be expressed likewise as
f
(
y|t0,
dy
dt
∣∣∣∣
t0
, t0
)
= 0, (35)
where
y = [1, 2, . . . , n; u1, u2, . . . , un], (36)
dy/dt = [d1/dt, d2/dt, . . . , dn/dt; du1/dt, du2/dt, . . . , dun/dt], (37)
f = [f1, f2, . . . , fn; fn+1, fn+2, . . . , f2n]. (38)
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This semi-discretization of the Boussinesq equations on a spatial grid, which involves themixed space and
time derivatives uxxt , results in an implicit set of ODEs because the vector of derivatives du/dt is deﬁned
implicitly through the vector function f . In this regard, the MOL solution of the Boussinesq equations is
very similar to the MOL solution of the equal width wave equation ut + uux − uxxt = 0. For a detailed
discussion of a host of issues surrounding nonlinear dispersive wave equations involving mixed space
and time derivatives uxxt , we refer the reader to the study of Hamdi et al. [8] and the references therein.
For problems involving solitary wave propagation, the boundary conditions are often algebraic in form
and do not contain any derivative terms. Therefore some of the functions fi in (38) are algebraic equations.
In this case, (34) is a set of differential algebraic equations (DAEs).
The implicit DAE system given by Eq. (34) is integrated numerically in time in this study using an
advanced DAE solver (DASSL), developed by Petzold [13]. This versatile solver has special features for
solving stiff DAEs. It can be used to integrate in time either ODEs or DAEs, such that different problems
governed by the Boussinesq equations, which involve differential or algebraic boundary conditions,
can be solved easily with minor computer-code modiﬁcations. To reduce truncation errors that produce
non-physical dispersion and may therefore contaminate the mathematical model, the time integration of
Boussinesq equations should be performed using a high-order accurate ODE/DAE solver (see Walkley
and Berzins [18]). In this study high accuracy is achieved by making use of the solver DASSL which is
based on variable time step and variable order BDF.
The local errors in the solution y over each time step are controlled in DASSL by varying both the order
of the BDF method and the time step in order to achieve high accuracy and stability in the integration.
The local errors are controlled by the user by setting small values for relative and absolute tolerances
ATOL and RTOL. In this study, tight tolerances (such as ATOL= RTOL = 10−10) are chosen to reduce
the time integration errors so that only spatial truncation errors dominate. The solver DASSL normally
requires the initial derivatives dy0/dt and a consistent set of initial conditions. In this study the initial
derivatives are computed automatically in DASSL using the initial solution y0 and requiring that the
system f (y0, dy0/dt, t0)= 0 be satisﬁed.
In DASSL an approximate Jacobian matrix of the DAEs is computed internally using ﬁnite differences.
In the case of the Boussinesq system of equations which are actually a set of two simultaneous PDEs,
the Jacobian matrix is not banded and has outlying diagonals due to the coupling between the PDEs.
The use of an implicit banded DAE integrator like DASSL with full (dense) Jacobian matrix option is
computationally inefﬁcient because a large number of arithmetic operations would be required to produce
the numerical solution. In this study we implement a bandwidth reduction of the Jacobian matrix by using
a simple grid point ordering y=[1, u1, 2, u2, . . . , n, un]which bands the structure of the Jacobian and
leads to substantial reductions in the computation for the DAE solution (see for example Schiesser [16]
for implementation details of grid point ordering and Jacobian bandwidth reduction in DASSL). Option
6 for banded Jacobian matrix of the DAE system is then selected (INFO(6)= 1). The upper and lower
half bandwidths, ML and MU, are each set to 10. The total bandwidth of ML+MU+1= 21 is adequate to
accommodate all of the nonzero elements of the Jacobian matrix for the fourth-order ﬁnite difference
approximations that we use for all the spatial derivatives in the Boussinesq system of equations.
3.2. Numerical results and discussion
The method of lines solution of Boussinesq equations is presented and discussed in this section. The
Boussinesq system is solved to predict the motion of a single solitary wave in space and time. This
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Fig. 2. Solitary wave solution (x, t).
problem is solved for the parameters ˆ = 0.2,  = 0.3,  = −0.39 and  = 50 using the MOL that we
described previously. The exact solitary wave solutions for this problem were presented in the previous
sections and given by (9) and (10). The proportionality coefﬁcient A, the wave speed C, the wave peak
amplitude 0 and the wave number  are determined from (11–14), respectively, which depend only on
the three parameters ˆ,  and  of the non-dimensional Boussinesq equations. Several exact and numerical
results are compared for this benchmark problem to assess various parts of the solution procedure. The
initial conditions for the numerical computations are determined from the exact solution at time t = 0
on the interval [xL =−60, xU = 100]. The wave is centered at x0 = 30 at t = 0. The numerical solution
is computed for times varying from t = 0 to 200 with the number of nodes varying from 500 to 4000.
During the time interval 0 to 200 the solitary wave is always far from the grid boundaries, so the Dirichlet
boundary conditions u(xL, t)= uL = 0 and u(xU, t)= uU = 0 are applied, because they are sufﬁciently
accurate for the current problem.
Numerical results from the MOL solution of the Boussinesq equations are given ﬁrst in the form of
a time-distance diagrams in (Figs. 2 and 3) for the free surface elevation  and horizontal velocity u,
respectively. A close inspection shows that the single solitary wave travels with a constant speed, peak
amplitude, and shape. The numerical solutions (xi, tj ) and u(xi, tj ) are in close agreement with the
exact solution, if the grid nodes are sufﬁciently numerous, such that the exact and numerical solutions
overlap and are indistinguishable in (Fig. 4).
However, the accuracy cannot be easily determined quantitatively from the results in these ﬁgures, so
other results and error measures are now introduced.
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Fig. 4. Solitary wave proﬁles at t = 0 and t = 200.
Error norms have been computed for the current problem because the exact solution is known.We use
the error norm L2, which is deﬁned by
L2 =
[
1
xU − xL
n−1∑
i=1
1
2
(xi+1 − xi)({yexacti − ynumi }2 + {yexacti+1 − ynumi+1 }2)
]1/2
, (39)
and which can be used for both uniform or non-uniform meshes. The variable yi denotes the dependent
variables (xi, tj ) or u(xi, tj ) whereas yexacti and y
num
i represent the exact and numerical solutions for
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Table 1
Error norms L2 and L∞
Time L2 L
∞ Lu2 Lu∞
20 0.04630 0.0013 0.0680 0.00025
40 0.04633 0.0013 0.0680 0.00063
60 0.04637 0.0014 0.0681 0.00105
80 0.04642 0.0014 0.0682 0.00149
100 0.04647 0.0017 0.0682 0.00193
=−0.39, = 0.3, ˆ= 0.2, = 50, x = 0.32, n= 500,
ATOL= RTOL= 10−9, C = 0.106690591669, A=−1.46856461473.
Table 2
Numerical validation of the fourth-order accuracy (x4) of the spatial discretization
n m L
∞ [L∞(m− 1)]/[L∞(m)] Lu∞ [Lu∞(m− 1)]/[Lu∞(m)]
250 1 0.748× 10−2 0.131× 10−3
500 2 0.500× 10−3 14.96 0.863× 10−5 15.17
1000 3 0.320× 10−4 15.63 0.544× 10−6 15.86
2000 4 0.200× 10−5 16.00 0.342× 10−7 15.91
4000 5 0.125× 10−6 16.00 0.214× 10−8 15.98
=−0.39, = 0.3, ˆ= 0.2, = 50, t = 1, x = 1.28/2m for m= 1, 2, 3, 4, 5,
ATOL= RTOL= 10−12, C = 0.106690591669, A=−1.46856461473.
the variables (xi, tj ) and u(xi, tj ) at the ith node xi . We also use the norm L∞ = ‖uexact − unum‖∞,
deﬁned as
L∞ =max
i
|uexacti − unumi |. (40)
Results for these error norms for 500 nodes and times varying from t = 0 to 100 are summarized in
Table 1. Both errors increase slightly with time integration but remain very small and bounded. Such
tabulated results illustrate clearly the advantage of using error measures to assess the accuracy of the
numerical solutions compared to qualitative plots of the solution proﬁles as shown in Figs. 2–4.
We use the exact solitary wave solutions to demonstrate that the error from the spatial discretization is
of order x4. This is accomplished by setting very small values for relative and absolute tolerances ATOL
andRTOL inDASSL and varying the step size in space.We tookATOL= RTOL=10−12 andx=1.28/2m,
for m = 1, 2, 3, 4, 5, and compared the numerically generated approximation with the exact solution at
t = 1 for each value of m. The max-norms for the errors in  and u, which are denoted by L∞ and Lu∞,
respectively, were computed. The outcome for different number of nodes (n= 500, 1000, 2000, 4000) is
shown in Table 2. The second column in Table 2 corresponds to the step size in space. Increasing m by 1
halves the grid size, which results in the number of mesh points being doubled. The third column shows
the maximum absolute error L∞ at the mesh points. The ratio [L∞(m− 1)]/[L∞(m)], corresponding to
grid sizex=1.28/2m−1 and grid sizex=1.28/2m, respectively, is shown in the fourth column. Halving
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Table 3
Peak location and maximum wave amplitude
n m xnum0 
num
0 x
num
u0 u
num
0
500 1 40.6649873 −5.36268433 40.6689791 7.87627379
1000 2 40.6694223 −5.36325426 40.6689791 7.87627379
2000 3 40.6690155 −5.36324890 40.6690541 7.87627589
4000 4 40.6690763 −5.36324737 40.6690590 7.87627602
=−0.39, = 0.3, ˆ= 0.2, = 50, x = 0.64/2m, t = 100, C = 0.1066905917,
A=−1.468564615, xexact = 40.66905917, exact0 =−5.363247863, uexact0 = 7.876276033
the grid spacing reduces the error by approximately 1/16, thereby demonstrating that the discretization
error is of order x4. Columns 5 and 6 are similar to columns 3 and 4, respectively, but for the variable u.
The exact peak amplitudes for the free surface elevation exact0 and for the velocity uexact0 = Aexact0
are determined using (11) and (13). The exact trajectory in space and time of the motion of both solitary
waves (x, t) and u(x, t) is given by xexact0 = xexactu0 = 30+Ct in which the wave speed is given by (12).
The values of the exact peak amplitudes exact0 and uexact0 and their exact location xexact at t = 100 are
reported in Table 3.
The corresponding numerical values of num0 , xnum0 , u
num
0 , and xnumu0 obtained from the MOL solution
at time level tj , could possibly be determined by searching through the discrete data u(xi, tj ) for the
maximum values and recording their corresponding node locations. However, such approximate results
for the peak amplitude and location are generally not accurate enough for this investigation. Instead, we
ﬁrst interpolate (xi, tj ) and u(xi, tj ) between grid nodes using the following quintic polynomial written
in a convenient symmetrical form
y = yi(1− )3(1+ 3+ 62)+ yi+1(1− )3(1+ 3+ 62)
+ yx |i(1− )3(1+ 3)xi − yx |i+1(1− )3(1+ 3)xi
+ 12yxx |i(1− )32x2i + 12yxx |i+1(1− )32x2i , (41)
where all the coefﬁcients of the polynomial are expressed directly in terms of y and its ﬁrst and second
space derivatives yx and yxx which are readily available at adjacent nodes xi and xi+1 from the MOL
solution. In this equation the variable y denotes the dependent variables (x, t) or u(x, t), the normalized
distances = (x − xi)/xi , = 1− , and xi = xi+1 − xi .
The maximum (peak) amplitudes num0 and unum0 and their spatial locations are obtained using a well-
known iterative procedure due to Brent [5]. These numerical results are presented in Table 3 at time level
tj = 100 for different numbers of nodes n equal to 500, 1000, 2000 and 4000.
The corresponding relative numerical errors in the peak amplitudes and their locations are given in
Table 4. These relative errors in peak amplitudes and phase are deﬁned for both (x, t) and u(x, t) by
eamp = 1−
maxx y
num
peak(x, t)
maxx y
exact
peak (x, t)
and ephase = 1−
xnumpeak(x, t)
xexactpeak (x, t)
, (42)
in which the variable y denotes (x, t) or u(x, t) .
340 S. Hamdi et al. / Journal of Computational and Applied Mathematics 183 (2005) 327–342
Table 4
Relative errors in phase and amplitude.
n m e
0
phase e
0
amp e
u0
phase e
u0
amp
500 1 0.100× 10−3 0.105× 10−3 0.314× 10−4 0.453× 10−5
1000 2 −0.893× 10−5 −0.119× 10−5 0.197× 10−5 0.284× 10−6
2000 3 0.107× 10−5 −0.194× 10−6 0.126× 10−6 0.181× 10−7
4000 4 −0.422× 10−6 0.921× 10−7 0.771× 10−8 0.109× 10−8
=−0.39, = 0.3, ˆ= 0.2, = 50, x = 0.64/2m, t = 100, A=−1.468564615,
C = 0.1066905917, xexact = 40.66905917, exact0 =−5.363247863, uexact0 = 7.876276033
Table 5
Conservation of the invariants of motion
Time Inum1 I
num
2 I
num
3 I
num
4
0 −0.49309× 102 0.72413× 102 −0.64119× 103 −0.14868× 103
20 −0.49309× 102 0.72413× 102 −0.64118× 103 −0.14868× 103
40 −0.49309× 102 0.72413× 102 −0.64119× 103 −0.14868× 103
60 −0.49309× 102 0.72413× 102 −0.64119× 103 −0.14868× 103
80 −0.49309× 102 0.72413× 102 −0.64119× 103 −0.14867× 103
100 −0.49309× 102 0.72412× 102 −0.64119× 103 −0.14868× 103
=−0.39, = 0.3, ˆ= 0.2, = 50, x = 0.32, n= 500, ATOL= RTOL= 10−9
A=−1.468564615, C = 0.106690592, I exact1 =−0.49309× 102,
I exact2 = 0.72413× 102, I exact3 =−0.64119× 103, I exact4 =−0.14868× 103.
The constancy of the four invariants of motion derived in the previous section were monitored during
the MOL computations, and the results are presented in Table 5 to illustrate the conservation properties
of the numerical scheme.
The values of the invariants of motion were evaluated using accurate numerical integration and mon-
itored at equal time intervals of 20. The numerical results for the four invariants I num1 , I num2 , I num3 and
I num4 remained constant to ﬁve signiﬁcant digits for only 500 grid nodes. These results indicate that the
numerical scheme has excellent conservation properties.
4. Conclusion
New exact solitary wave solutions for the Nwogu one-dimensional extended Boussinesq equations
were presented. New analytical expressions of four invariants of motions were also derived.A high-order
accurate MOL was developed to compute solutions of the extended Boussinesq equations. The accuracy
and conservative properties of the numerical scheme were assessed using the new exact solutions and
analytical expressions of the constants of motion. Based on this experience and that of many previous
studies (see Hamdi et al. [8] and Schiesser [15–17]), we conclude that the MOL may, with conﬁdence,
be used for the numerical integration of Boussinesq–Nwogu equations.
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From a user’s stand point, our implementation of the MOL solution of the extended Boussinesq equa-
tions is simpler and more straightforward than the numerical methods of Walkley and Berzins [18] and
Wei and Kirby [19]. There is no transformation or manipulation of the model equations. Our MOL imple-
mentation has the advantage of a close resemblance of the MOL programming of the PDE with the PDE
itself and uses a simple grid point ordering for bandwidth reduction of the Jacobianmatrix of the integrator
DASSL. This MOL implementation leads to efﬁcient solutions of the Boussinesq system. The nonlinear
terms and dispersive terms are accommodated easily using quality library routines [6,13,15–17].
A complete, documented FORTRAN code for the solution of Boussinesq–Nwogu equations, in-
cluding all of the examples discussed in this paper, is available on request from the authors (email:
samir.hamdi@utoronto.ca or wes1@lehigh.edu). This code can be easily modiﬁed to solve a wide range
of Boussinesq-like equations with several applications in coastal engineering.
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