Physical property measurements are increasingly important in mining exploration. For density determinations on rocks, one method applicable on exploration drill cores relies on gamma ray attenuation. This nondestructive method is ideal because each measurement takes only ten seconds, making it suitable for highresolution logging. However calibration has been problematic. In this paper we present new empirical, sitespecific correction equations for whole NQ and BQ cores. The corrections force back the gamma densities to the "true" values established by the immersion method. For the NQ core caliber, the density range extends to high values (massive pyrite, ~5 g/cm 3 ) and the correction is thought to be very robust. We also present additional empirical correction factors for cut cores which take into account the missing material. These "cut core correction factors", which are not site-specific, were established by making gamma density measurements on truncated aluminum cylinders of various residual thicknesses. Finally we show two examples of application for the Abitibi Greenstone Belt in Canada. The gamma ray attenuation measurement system is part of a multi-sensor core logger which also determines magnetic susceptibility, geochemistry and mineralogy on rock cores, and performs line-scan imaging.
Introduction
Physical property measurements of rocks, such as magnetic susceptibility and density, are gaining importance in mining exploration. First, there is a growing recognition of the value of integrating physical property data and potential field surveys. This can be done through constrained geophysical inversions (e.g., Boszczuk et al., 2011; Spicer et al., 2011; Shamsipour et al., 2011 Shamsipour et al., , 2012 Tavakoli et al., 2012) , or in preparing mineral prospectivity maps (e.g., Hayward et al., 2013) . Second, physical property data are also needed to generate predictive geophysical exploration models for specific types of ore deposits (e.g., Clark, 2014) . Third, these data can be integrated with geochemical and mineralogical data to give constrains on the origin of some ore deposits (e.g. Chu et al., 2015) or help discriminate between different lithologies, study hydrothermal alteration and contribute to a better understanding of the geological setting of ore deposits (e.g., Ross et al., 2013 Ross et al., , 2016 Fresia et al., 2017) .
Rock cores from exploration diamond drilling are ideal materials to perform physical property measurements on, because they give access to the third dimension, depth. Density determinations, the topic of this paper, can be performed with gamma-gamma tools lowered within the drill hole, but working on the cores may yield better results if the density of the rock itself is of interest, because of the effect of water and fractures on wireline logs. Also, wireline logging is not always possible.
In mining exploration and resource assessment, the traditional density measurement method for rock cores is the immersion technique, also known as hydrostatic weighing. This is relatively slow (minutes per sample for the "dry" density version suitable for non-porous rocks 1 ) and is impractical for high-resolution logging of entire drill holes. In contrast, attenuation of gamma rays is a much quicker non-destructive method to measure the density of rock cores or sediment cores (Evans, 1965; Geotek Ltd., 2010) . This technique is very common in scientific drilling (e.g., Weber et al., 1997; Best and Gunn, 1999; St-Onge et al., 2007; Tamura et al., 2015) , not but in mining exploration. In summary, a radioactive source (which uses at least 100 times less 137 Cs than wireline tools 2 ) produces a narrow beam of gamma rays that crosses the rock core and the non-attenuated portion is detected on the other side. From the gamma detector count rate and the measured core diameter, the rock density can be deduced, based on a calibration and a number of assumptions, as explained below.
Although the method is reasonably precise, calibration has been problematic for rocks, especially for cut cores and high-density rocks. In this paper, we report improvements on (1) calibration for whole cores for a wide range of densities including massive sulfides; and (2) how to better correct measurements on cut cores using an empirical approach. We also present applications of these corrected measurements in the Abitibi Greenstone Belt of Canada.
Background: density measurements with the MSCL

The multi-sensor core logger
In the current study, the core moves on a track within a multi-sensor core logger (MSCL), which can also measure the magnetic susceptibility of the core, quantify several chemical elements by energy-dispersive X-ray fluorescence, and characterize mineralogical assemblages by visible light and near infrared spectrometry (Ross et al., 2013 (Ross et al., , 2014a (Ross et al., , 2014b (Ross et al., , 2016 Bourke et Ross, 2016) . The logger, which is contained in a mobile laboratory, can also acquire a high-quality continuous image of the core using a line-scan camera. The MSCL at Institut national de la recherche scientifique in Quebec City, Canada, was designed, built and installed by Geotek Ltd. of Daventry, England, using sensors and scientific instruments manufactured by this company and other suppliers.
Typical core storage boxes in Canada contain four (BQ size) or three (NQ size) core sections, each measuring about 1.5 m in length. BQ core has a nominal diameter of 3.65 cm whereas NQ core has a nominal diameter of 4.76 cm; these are very commonly used diamond drilling calibers in Canada and other countries. The core from each box is transferred into 1.55 m-long core boats which travel in queue on the track. The core stops within or under each device during the time required to make a measurement (e.g., ~1 s for magnetic susceptibility, 10 s for gamma density).
Gamma density measurements
The general method to make density measurements on rock cores using gamma ray attenuation with a MSCL has been previously discussed by Vatandoost et al. (2008) and Ross et al. (2013) . The gamma source, the gamma detector, and the aluminum calibration piece required for the density measurements were supplied by Geotek Ltd. To own and operate such a radioactive source in Canada, a license from the Canadian Nuclear Safety Commission is required, and dosimetry devices must be worn by operators. However, dose rates are "only marginally above background" (Vatandoost et al., 2008) . Ross et al. (2013) show that the 1σ precision of 10 s gamma density measurements with a 5 mm collimator is slightly better than 0.01 g/cm 3 , or a 0.4% relative standard deviation (RSD), on aluminum. So accuracy, not precision, is the main issue with this method. Two measurements are needed to calculate rock density: the counts per second (cps) from the gamma detector, measured on every site of interest along the core, and the core thickness, measured once per core box with a vernier caliper (Ross et al., 2013 Ross et al. (2013) called an uncorrected rock density, ρuncorr. This is done using a calibration curve based on a machined aluminum calibration piece with cylindrical sections of different diameters, as explained by Best and Gunn (1999) , Vatandoost et al. (2008 ), Geotek Ltd. (2010 and Ross et al. (2013) . The maximum diameter of the calibration piece corresponds exactly to the nominal drill core diameter (here, NQ or BQ), so that the geometry is the same during calibration and routine measurements. This calibration, recommended by the MSCL's supplier, is performed two to three times a day during routine logging, to account for detector drift. The calibration method implicitly assumes that the rocks under study have the same atomic number/atomic mass (Z/A) values than aluminum. In practice, we obtain uncorrected gamma densities that are higher than immersion densities on the same samples, i.e. there is a systematic error.
Sources of systematic error
The calibration method is imperfect for several reasons. First, in the Abitibi Greenstone Belt of Canada for example, most rock samples have densities larger than that of aluminum i.e. ~2.7 g/cm 3 (e.g., Boszczuk et al., 2011 reports a range from 2.5 to 3.1 g/cm 3 for the Matagami area), which means that one is commonly extrapolating well beyond the limits of the calibration curve. Second, the smallest segments of the aluminum calibration pieces may be narrower than the gamma beam (or at least the aluminum cylinder may not fully contain the beam). Third, rocks have Z/A values and Compton attenuation coefficients that are different than those of aluminum, and this also causes systematic errors (Table 1) .
Removing the systematic error
The way to overcome the systematic error on gamma densities is to measure numerous core samples with both the immersion method and the MSCL. The results are then plotted (immersion density versus ρuncorr) and a linear regression is calculated: the equation converts ρuncorr into the corrected gamma density, ρcorr. Ross et al. (2013) presented such a plot for non-mineralized, sulfide-poor whole NQ cores based on 103 Matagami samples and a density range of 2.8-3.2 g/cm 3 (uncorrected gamma densities). We expand this work here to sulfide-rich NQ cores and to BQ cores.
Immersion densities
The core samples used in the correction curves for gamma densities were weighted in air and water and their density was computed, knowing the water temperature. For this we used a Denver Instrument S6002 precision balance with a manufacturer-reported precision of 0.01 g and a capacity of 6 kg. We tested the balance regularly with a 5 kg Troemner class 3 certified precision weight, and the accuracy was always better than 0.005%. The precision of immersion densities, as determined by the relative standard deviation of a series 31 repeat measurements on single samples, ranges from 0.08% for a 4.5 cm-long piece of BQ core weighting 119.21 g (average density 2.772 ± 0.002 g/cm 3 ) to 0.016% for a 21 cm-long piece of NQ core weighting 1012.94 g (average density 2.754 ± 0.000 g/cm 3 ). These errors were deemed negligible for our purposes and we have treated the immersion densities as "true" values with which to compare the gamma densities from the MSCL.
New correction for whole NQ cores
Here we expand the correction equation for whole NQ cores up to ~5 g/cm 3 , including sulfide-rich rocks, from the Matagami and Chibougamau districts of the Abitibi Greenstone Belt. This makes the correction more widely applicable in the context of mineral exploration. For each of the 267 samples, several uncorrected gamma densities were measured with the MSCL (e.g., every 1-2 cm). The ρuncorr data was averaged for each piece of core to allow a direct comparison with the immersion densities. The samples utilized include:
The previously reported 103 sulfide-poor volcanic and intrusive, mafic to felsic samples from drill hole BRC-08-72 in the Matagami district (immersion densities between 2.70 and 3.09 g/cm 3 , average of 2.89 g/cm 3 ); 31 sulfide-poor volcanic and intrusive samples from drill holes LEM-15 and LEM-18 in the Lemoine sector of the Chibougamau district (immersion densities between 2.68 and 2.95 g/cm 3 , average of 2.75 g/cm 3 given the large proportion of rhyolites); 133 sulfide-poor to sulfide-rich mafic to ultramafic samples from drill hole LN-12-15 near Lake Taché in the Chibougamau district (immersion densities between 2.77 and 5.01 g/cm 3 , average of 3.19 g/cm 3 ). The sulfides are mostly pyrite and pyrrhotite (ranging up to massive sulfides), with minor chalcopyrite and trace sphalerite. Assays of the sampled intervals yielded 9-38% Fe, 0.01-0.96% Cu and 0-0.07% Zn over m-long core lengths.
The new equation to correct the gamma densities on whole NQ cores is ( Fig. 1) :
This has the net effect of reducing the gamma densities by 0.09 g/cm 3 regardless of the density and the correction is valid for ρuncorr between 2.75 and 5.00 g/cm 3 . Because there is no obvious kink on figure 1 and since the coefficient of determination (R 2 ) is very high, it is not necessary to explicitly take into account the rock composition when correcting gamma densities, for the range of samples studied here. However, because our denser samples were sulfide-rich but not heavily mineralized, it would be important in the future to do further testing on rocks containing several percent Cu, Zn, Pb or Ni to see if the same relationship holds (cf. Mwenifumbo et al., 2005) . However uncut cores with high metal grades are difficult to find.
We do not have a separate (independent) set of NQ whole core samples, on which the immersion and gamma densities are known, to test our correction on. But to check whether the correction is sensitive to the specific choice of samples utilized in obtained it, we randomly removed half the samples from the utilized set. The resulting linear regression was slightly different:
but again the net effect of the correction was to reduce all gamma densities by 0.09 g/cm 3 . We conclude that we have used enough samples to obtain a robust correction.
New correction for whole BQ cores
For BQ cores we present a new density correction equation based on 55 sulfide-poor, mafic to felsic, volcanic and intrusive samples from the Lemoine sector of the Chibougamau district. Drill holes used were LEM-34, LEM-36, LEM-40, LEM-44, LEM59, and LEM-59E. Immersion densities varied from 2.67 to 3.09 g/cm 3 (average of 2.83 g/cm 3 ). The linear regression on the plot of immersion densities vs. ρuncorr gives the correction for whole BQ cores (Fig. 2a) We have tested this correction on 19 BQ whole core samples from the Hébécourt area of the Blake River Group near Rouyn-Noranda, Québec, also in the Abitibi Greenstone Belt. These non-mineralized, mafic to felsic, volcanic and subvolcanic samples are not part of the dataset used in figure 2a to obtain equation 3. Figure 2b shows the gamma densities before and after the correction.
The corrected values correspond much better, as a whole, to the immersion densities.
Additional corrections for cut cores
Drill cores are commonly cut approximately in half by exploration companies (using a diamond blade) for assay purposes, so that in many core boxes, only cut cores are left. The missing material needs to be taken into account when calculating the gamma density. Ross et al. (2013) used an approximate correction, d/t, where d is the nominal core diameter and t is the residual core thickness measured with a vernier caliper. For example, for a perfect half core, d/t = 2 so the uncorrected gamma density must be doubled to compensate for the missing thickness. This assumes that the gamma beam consists of a line crossing an object of constant thickness, when in fact the beam is a cone crossing a truncated cylinder.
Here we present a more accurate empirical method to correct gamma densities for the missing material in cut cores. We machined several 4 cm-long NQ-and BQ-sized aluminum cylinders and then cut them lengthwise to simulate cut cores of various thicknesses. For example, for the NQ caliber, we produced cut aluminum cylinders with the following residual thicknesses: 4.76 cm (uncut), 3.58 cm, 3.13 cm, 2.42 cm, 2.20 cm, 1.48 cm, and 1.03 cm (Fig. 3a) . We then measured the apparent gamma density in the center of each piece over a long integration time (120 s). To calculate the apparent gamma density, the usual calibration curve was used: for example, the NQ cylinder cut to 3.58 cm has an apparent density of 2.06 g/cm 3 , lower than that of aluminum, 2.71 g/cm 3 , because of the missing material. A cut core correction factor (CCCF) can then be calculated for each piece by dividing the aluminum density by the apparent gamma density; for our 3.58 cm-thick piece this correction factor is 1.32. A plot of the CCCF vs. the residual core thickness (t) is then produced (Fig. 3b) . A power-law regression yields the following equations with coefficients of determination (R 2 ) near 1.00: The fact that the cut cylinders used to establish the empirical CCCFs are made of aluminum, not rock, should not dramatically influence the results, despite the difference in Z/A values between aluminum and rocks (Table 1) . However, future tests will need to verify this assumption using a large number of rock core samples of different compositions, with the gamma density determined before and after cutting the core samples.
Application
We show the corrected and uncorrected gamma density for two NQ drill holes, LEM-18 in the Lemoine area, and LN-12-15 drilled near Lake Taché, both in the Chibougamau region (Figs. 4-7) . To take into account the mineralogical heterogeneity of the rock at small scale, we typically smooth the gamma density data with three-point or fivepoint moving averages. These two drill holes are also part of the dataset utilized in establishing the correction for whole NQ cores (eq. 1), so the good fit between the immersion densities and the corrected gamma densities on figures 4 and 6 might be attributed to circular logic. However, as explained above, the net effect of the density correction was the same when half of the calibration samples were randomly withheld (eq. 2). So to get rid of the circular logic, we could have calculated the corrected gamma densities with eq. 2 instead of eq. 1, and plotted only the immersion values not used in obtaining eq. 2 on figures 4 and 6. This would have had no effect whatsoever on the corrected gamma densities, and would simply have removed about half the immersion data points from the figure.
Lemoine
The usefulness of correcting the gamma densities is quite clear for LEM-18, where the range of densities is relatively small (Fig. 4) . Gamma densities are available for 2189 measurement points spread between the depths of 27.7 m and 689.0 m, i.e. an average downcore resolution of 30 cm. This drill hole is dominated by felsic volcanic to subvolcanic rocks (Marelle quartz feldspar porphyry, Alpha Rhyolite, Lemoine Rhyolite, hangingwall QFP, see Fig. 5 ), with some andesites and gabbros showing higher densities. There is no significant mineralization in this drill hole. Without the corrections, the gamma densities would be significantly offset relative to the immersion values (Fig. 4) . Figure 5 plots the corrected gamma density versus the magnetic susceptibility for this hole, with the data points colored by lithology. It is interesting to note that the physical properties on their own allow some lithologies to be separated. The Marelle quartz feldspar porphyry, for example, occupies a distinct field, and so do the mafic dikes within the Alpha Rhyolite. Where there is overlap, geochemistry can be added for additional discriminating power (Ross et al., 2016; Fresia et al., 2017) . For such an application, because the density range is small, it is important to use precise and accurate data.
Lake Taché
For LN-12-15, some 668 gamma density measurements were obtained between the depths of 13.0 m and 237.3 m, i.e. an average downcore resolution of 34 cm (Fig. 6) . The interval 13.0-66.2 m is interpreted to consist of the Archean Dore Lake Complex, a mafic to ultramafic layered intrusion known to host Fe-Ti-V ores in the region (Taner et al., 2000) . The density peak at the bottom of this interval is caused by the abundance of magnetite (with trace iron sulfides) in the rock. The interval 66.2-231.0 m is interpreted as Archean volcanic and intrusive rocks ranging in composition from mafic to intermediate. The density variations in this interval are largely caused by the abundance of iron sulfides (pyrite and pyrrhotite, e.g., Fig.  7) , ranging up to massive sulfides. Finally, at 231 m, we enter a Proterozoic gabbro, which was not of interest, so that only the first six meters were logged.
The fit between corrected gamma densities and immersion densities for LN-12-15 is rather good (Fig. 6) , considering that (i) the proportion of sulfides in the rock varies on cm-, dm-and m-scales (e.g. , Fig. 7c); (ii) the immersion densities are measured on core pieces a few cm-to a few dm-long, whereas the gamma densities involve a much smaller volume of rock and are made every 20-35 cm.
Discussion and conclusions
Gamma ray attenuation is a method to measure rock or sediment density which is widely used in scientific drilling, but rarely in mining exploration, where the standard method is still immersion. Gamma densities are precise, but because the volume of analyzed material is much smaller than for the immersion method, the small scale mineralogical heterogeneity of the rocks creates somewhat noisy downhole profiles. Applying a moving average to high spatial resolution density data can alleviate this. The main quality issue for gamma densities is calibration, since a number of factors create systematic errors. In this paper, we have proposed empirical, sitespecific correction equations which force the gamma densities back to the "true" values established with the immersion method. We have presented such corrections for whole BQ and NQ cores using rocks from the Abitibi Greenstone Belt. In the case of NQ cores, the correction now extends to high-density, sulfide-rich rocks and include over 250 samples, making it very robust and widely applicable. For BQ cores, the density range is currently more limited and the number of samples remains smaller. Yet this BQ correction has been shown to work reasonably well when tested on an independent set of samples.
Cut cores present a special problem for density measurements with the gamma ray attenuation method. Again the solution is empirical, but fortunately not sitespecific. It simply consists of determining cut core correction factors on truncated aluminum cylinders; from this, a power-law regression gives the CCCF versus the residual core thickness equation for each caliber.
Finally, we have shown two examples of Abitibi Greenstone Belt drill cores logged with the gamma ray attenuation method, and with the relevant corrections applied. In the first drill hole, LEM-18, there is no mineralization but one application of interest is lithological discrimination within the volcanic and subvolcanic rocks, some of which are fine-grained and/or hydrothermally altered. Physical properties on their own, including the corrected gamma densities, allow some lithologies to be separated. Other lithologies have physical properties that overlap partly, but can be sorted out using geochemistry. Such an application requires precise and accurate density data.
The second drill hole, LN-12-15, contains zones of high density due to the presence of either magnetite or iron sulfides in the rocks. The density peaks stand out very well and in this case, for the simple purpose of locating the high-density zones in the drill hole, high quality data would not be needed. However, if gamma densities are ever to be used for mineral resource calculations, corrections such as those developed here will be essential.
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