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Abstract
Let (M, g) be an odd-dimensional incomplete compact Riemannian singular space with a simple edge
singularity. We study the analytic torsion on M , and in particular consider how it depends on the metric g. If
g is an admissible edge metric, we prove that the torsion zeta function is holomorphic near s = 0, hence the
torsion is well-defined, but possibly depends on g. In general dimensions, we prove that the torsion depends
only on the asymptotic structure of g near the singular stratum of M ; when the dimension of the edge is
odd, we prove that the analytic torsion is independent of the choice of even admissible edge metrics. The
main tool is the construction, via the methodology of geometric microlocal analysis, of the heat kernel for
the Friedrichs extension of the Hodge Laplacian in all degrees. In this way we obtain detailed asymptotics
of this heat kernel and its trace.
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1. Introduction
One of the key achievements in modern spectral geometry is the proof by Cheeger and Mu¨ller
of the Ray–Singer conjecture, which equates the analytic and Reidemeister torsions of a compact
smooth odd-dimensional manifold (equipped with a flat Hermitian vector bundle). Since one
of these quantities is analytic and the other combinatorial, their equality has many important
applications in fields ranging from topology and number theory to mathematical physics. The
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original definition of analytic torsion, and its conjectured relationship with Reidemeister torsion,
appeared in the famous 1971 paper of Ray and Singer [28]. The original proofs by Cheeger [10]
and Mu¨ller [27] are still of great interest, but there are now several other proofs of this result as
well, each with its own significance and leading to further generalizations. Amongst these we
mention in particular the ones based on Witten deformation [34] and ‘analytic surgery’ [19].
Singular spaces arise naturally in many parts of mathematics, and the development of analytic
techniques to study partial differential equations on them is a central challenge in modern
geometric analysis. Important examples of singular spaces include algebraic varieties and various
moduli spaces, and they also appear naturally as compactifications of smooth spaces or as limits
of families of smooth spaces under controlled degeneration.
A natural and still-outstanding open problem is to determine whether the Cheeger–Mu¨ller
theorem has any analogue for compact stratified pseudomanifolds (which are perhaps the best
behaved type of singular space). We refer to Section 2 of [2] for a detailed explanation of the
differential topological structure of these spaces. There are many difficulties even to formulate a
precise conjecture. The natural homology theories in this setting are the intersection homology
spaces of Goresky and MacPherson; however, there are many of these, none necessarily
preferred over the others, which leads to an ambiguity in what one should mean by intersection
Reidemeister torsion. We refer to recent work by Dai and Huang [12] for a study of this issue for
spaces with isolated conic singularities, which is already not so straightforward.
It is not so easy to define analytic torsion in this setting either. The development of techniques
to study elliptic differential operators, in particular geometrically natural ones such as Dirac-
or Laplace-type operators, on singular spaces goes back many years, starting from the work
of Kondratiev and his school in the early 1960s. Cheeger [9,11] was the first to understand
the tractability of studying spectral geometry for smoothly stratified spaces endowed with
‘incomplete iterated edge metrics’. This was the beginning of many further developments by
various authors. The analysis of partial differential operators for spaces with conic (and the
closely related asymptotically cylindrical) metrics was also studied by Lesch [22], Melrose [25],
Bru¨ning and Seeley [7], Gil and Mendoza [16] and Mooers [26], to name just a few. Extensions
to spaces with simple edge singularities were developed by the first author [23], and Schulze and
his collaborators [29]; see also Bru¨ning and Seeley [8] and more recently [15]. Further extensions
to spaces with iterated edge singularities are still in a less refined state of development, though
see [2].
The present paper focuses on the definition of analytic torsion on the next simplest class of
spaces beyond the ones with isolated conic singularities. Namely, we consider spaces (M, g)with
a simple edge singularity and an incomplete edge metric. This means the following. We assume
that M is a compact stratified space, with a single top-dimensional stratum and only one other
lower dimensional stratum B, which is therefore a smooth closed manifold. It is convenient, and
not too misleading, to refer to the main stratum as M , and to write M when we wish to emphasize
that we are talking about the entire space. We set b = dim B and m = dim M . The stratification
hypothesis provides a neighbourhood U of B which is the total space of a smooth bundle over
B with fibre C(F), an open truncated cone over a compact smooth manifold F of dimension f ,
i.e. C(F) = [0, 1)× F/ ∼ with (0, z) ∼ (0, z′) for any z, z′ ∈ F . The metric g on M is arbitrary
away from U , but in this neighbourhood takes the special form
g := dx2 + x2κ(x)+ φ∗h(x), (1.1)
where x is a smooth function on U \ B which restricts to a radial function on each conic fibre,
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φ : {x = const.} → B is the fibration of each level set, and κ(x) is a family of smooth metrics on
F depending smoothly on the parameter x for 0 ≤ x < 1, and h(x) is a family of smooth metrics
on B which likewise depends smoothly on x ∈ [0, 1). We give a more invariant definition of this
class of metrics below. For simplicity we call (M, g) a simple edge space.
Our goal is to study the analytic torsion of simple edge spaces. Ideally, one hopes to prove that
the analytic torsion is well-defined and independent of the metric g, and that it defines an invariant
which can be computed in terms of combinatorial (and perhaps other) data. We accomplish the
first part of this here: namely we prove the existence of the analytic torsion for simple edge spaces
and show its invariance properties under various conditions.
To state our main result, let us recall some definitions and standard terminology. Let ∆k,g be
the Hodge Laplace operator on a compact smooth manifold M with respect to the metric g, acting
on k-forms, and det′ its zeta-regularized determinant, with the zero modes removed. Define the
(scalar) analytic torsion T (M, g) by
log T (M, g) =
m
k=0
(−1)kk log det′∆k,g .
The determinant line on M is defined in terms of the de Rham cohomology by
detH∗(M) :=
m
k=0

top
H kd R(M)
(−1)k
. (1.2)
Identifying H kdR(M)
∼= ker∆k,g , then the determinant line on M inherits a natural L2 Hermitian
structure ∥ · ∥L2 induced from the inclusion ker∆k,g ⊂ L2Ω k(M, dVg). There is another
Hermitian structure on this same line bundle, described by the norm
∥ · ∥RS(M,g) := T (M, g)∥ · ∥L2;
this is called either the analytic torsion, the Ray–Singer or the Quillen metric.
Now return to the setting where M has a simple edge. We introduce in Section 2 various
classes of metrics on M . The most restrictive is the class of rigid (incomplete edge) metrics,
which are exactly warped product conic on each conic fibre of the tubular neighbourhood U ,
and amongst these we also define the ‘admissible’ metrics which are rigid and also define a
Riemannian submersion in U . Because we are interested in precise asymptotics, it is necessary
to assume the constancy of the indicial roots associated to the Hodge Laplacians ∆k,g . This is
equivalent to asking that the eigenvalues of the induced Hodge Laplacians on (Fy, κ(0)|φ−1(y))
are independent of y ∈ B. (In practice, we only need that the eigenvalues in some fixed range
[0,C] are constant, but we make the stronger assumption because it is more convenient.)
The more general types of metrics we study are asymptotically of this form, i.e. g = g0 + h
where g0 is admissible and h is smooth (or polyhomogeneous) up to the edge and decays
relative to g0. Finally, amongst these asymptotically admissible metrics we single out two special
subclasses.
(i) The metric g is strongly asymptotically admissible if |h|g0 = O(xb+1).
(ii) The asymptotically admissible metric g is called even if the expansion of h (as described
below) contains only even powers of x , up to components corresponding to x-cross-terms,
which are required to contain only odd powers of x .
We remark that this definition of an even (asymptotically admissible) metric requires that we
specify an equivalence class of boundary defining functions x , where two such functions are
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equivalent if their quotient is a smooth function with only even terms in its expansion up to
order b + 1. This type of even substructure arises in many other places, for example Fefferman
and Graham’s ambient metric construction, as well as in various spectral geometric and index-
theoretic calculations similar to the ones here, cf. [1] and [18, Section 2]. Similarly, strongly
asymptotically admissible metrics are preserved if we change the boundary defining function
by another one which agrees with it up to order b + 1. The precise definition of these ‘special
coordinates’ appears below at the end of Section 2.1.
We may now state our main theorem.
Theorem 1.1. Let (M, g) be a compact simple edge space. Then the analytic torsion, and
hence the Ray–Singer metric ∥ · ∥RS(M,g), in terms of the Friedrichs extension of the Hodge
Laplacian, is well-defined for any asymptotically admissible metric provided m = dim M is odd,
and moreover, ∥ · ∥RS(M,g) is invariant under all deformations amongst strongly asymptotically
admissible metrics g which fix the admissible rigid metric g0. If b = dim B is also odd, then for
every choice of special coordinates, ∥ · ∥RS(M,g) is invariant under all deformations amongst even
or strongly asymptotically admissible metrics g, including those which vary the admissible rigid
metric g0.
The earliest study of analytic torsion and its possible relationship to combinatorial invariants
in the setting of singular spaces was done by Dar [13]. More recently, the second author
has studied the analytic torsion of truncated cones [33], with similar independent work by
Spreafico [32]. Dai and Huang [12] have initiated a study of Reidemeister torsion for conic
spaces, but find that there is no obvious unique generalization of Reidemeister torsion. The
theorem above suggests that this may be no accident, since the analytic torsion is invariant under
a reasonably broad class of metrics only when dim B is odd, which excludes the case when B
is a point. We do not yet have a topological interpretation of this torsion invariant, but hope to
return to this soon.
The main step in the proof of Theorem 1.1 is the construction of the heat kernel for the Hodge
Laplacian on (M, g) using the methods of geometric microlocal analysis. This was carried out
some time ago by Mooers [26] for spaces with isolated conic singularities, and the construction
here is very similar in spirit (and most details), but must be done with careful attention to the
possible terms which can arise in the asymptotic expansion of the pointwise trace. The ‘geometric
microlocal’ method referred to here is the one pioneered by Melrose, see [25], and developed by
him and many others in the past few decades. It involves, for this problem, the careful study of the
Schwartz kernel of the heat operator, as a polyhomogeneous distribution on a certain resolution
of M ×M ×R+ obtained by a sequence of real blowups. Heat trace asymptotics for simple edge
spaces have also been studied by Bru¨ning and Seeley [8]; they approach these via the resolvent
expansion, which although roughly equivalent is perhaps slightly less well adapted to the present
purpose.
Our main theorem is a consequence of the following three main technical results. All notation
is as above, but we also use some terminology which will be explained later.
Theorem 1.2. For each degree k, the (rescaled) heat kernel Hk := e−t∆k lifts to a blown up
‘heat space’ M2h as a polyhomogeneous distribution. Its asymptotic expansions at all boundary
faces of this space are determined by the indicial roots of ∆k . In particular, it is ρ−m times a
smooth function near the face td and ρ−b−1 times a smooth function near the face ff, where in
either case ρ is a boundary defining function for the corresponding face.
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Theorem 1.3. The trace of the heat kernel Hk is a polyhomogeneous distribution on R+ with
asymptotic expansion
Tr Hk(t) ∼
∞
ℓ=0
Aℓt
ℓ−m2 +
∞
ℓ=0
Cℓt
ℓ−b
2 +

ℓ∈I
Gℓt
ℓ−b
2 log t
as t → 0, where
I = {ℓ ∈ N0 | ℓ+ m − b even}.
is the index set in the last sum. If g is an even asymptotically admissible metric, then for every
choice of special coordinates this takes the simpler form
Tr Hk(t) ∼
∞
ℓ=0
Aℓt
ℓ−m2 +
∞
ℓ=0
Cℓt
ℓ− b2 +

ℓ∈I′
Gℓt
ℓ− b2 log t,
where I′ = ∅ if (m − b) is odd and I′ = N0 = {0, 1, 2, . . .} if (m − b) is even.
Theorem 1.4. Suppose that gµ is a family of asymptotically admissible metrics which satisfy
either of the conditions (i) or (ii) above, with b odd in the later case. Then
d
dµ
∥ · ∥RS(M,gµ) = 0.
Our main result, the invariance of the analytic torsion under all deformations amongst even
asymptotically admissible edge metrics, in the case of the total and the edge dimension being
both odd, has an important consequence towards the Ray–Singer conjecture for a certain class of
stratified spaces.
More precisely, consider a smooth closed Riemannian manifold (Mm, g) with a codimension
two submanifold Bm−2, and assume that m (and hence b = m − 2) is odd. View M as a simple
edge space, and introduce a family of even asymptotically admissible edge metrics gα, where
α ∈ (0,∞) is the cone angle in the direction normal to B, with g2π = g. Since the Friedrichs
extension of the Laplacian for (M, g2π ) coincides with the standard self-adjoint realization of
the Laplacian on the smooth compact manifold (M, g), Theorem 1.1 proves that for any α > 0,
∥ · ∥RS(M,gα) = ∥ · ∥RS(M,g).
By the Cheeger–Mu¨ller theorem, the right side is equal to the combinatorial Reidemeister torsion
norm:
∥ · ∥RS(M,g) = ∥ · ∥ReidM .
This gives a combinatorial meaning to the analytic torsion for the edge metrics gα. We might hope
that the right hand side of this last equality agrees with the Reidemeister torsion norm defined in
terms of the intersection homology of the stratified space (M, B); see [13]. Unfortunately, this
last point is not so clear; see [12].
This paper is organized as follows. We begin in Section 2 with a more careful definition of the
class of simple edge spaces, the various classes of incomplete edge metrics mentioned above, and
an examination of the structure of the Hodge Laplacian for these metrics. We also consider the
asymptotics of solutions to ∆w = 0 where w is in the maximal extension of this operator, and
use this to characterize the Friedrichs extension. Section 3 contains the parametrix construction
for the heat kernel as an element of the calculus of heat operators on M ; we also introduce the
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Fig. 1. The tubular neighbourhood U in M .
even subcalculus and show that it contains Hk when g is even. These results lead directly to a
description of the asymptotics of the heat trace in Section 4; the proof that the analytic torsion
is well-defined and the computation of its variation is given in Section 5. Appendix contains the
proof of the composition formula for the heat calculus, as well as the even subcalculus.
2. Simple edge spaces and the Hodge Laplacian
We begin by introducing the class of stratified spaces with simple edges and incomplete edge
metrics, and then describe the structure of the Hodge Laplace operator on such spaces near
the edge. We then define the class of polyhomogeneous distributions, and finally describe the
Friedrichs extension of the Hodge Laplacian.
2.1. Simple edge spaces
Let M be a compact stratified pseudomanifold, with top-dimensional (open, dense) stratum
M , an open m-manifold, and a single lower-dimensional stratum B. There are a set of axioms,
reviewed in [2], which regulate the differential topological structure of a stratified space. For our
purposes, there are two main consequences of these axioms. First, in our setting there are no
higher depth strata on the frontier of B, so it is a compact smooth manifold; we could easily treat
the case where B has components of varying dimension, but for simplicity we assume that B is
connected, with dim B = b. Second, there is a neighbourhood U of B in M , a ‘radial’ function x
defined on M ∩ U and a smooth projection φ : U → B, which is a submersion on U ∩ M , such
that the preimages φ−1(q) are all diffeomorphic to truncated open cones C(F) over a compact
smooth manifold F , with dim F = f , and where the restriction of the function x to each fibre
φ−1(q) is a radial function on that cone. We suppose that the level set {x = 1} corresponds to the
‘outer’ boundary of the neighbourhood U , and we denote this manifold by Y . Thus Y is smooth
and compact, and is the total space of a fibration φ : Y → B with fibre F . Fig. 1 illustrates this
cone bundle structure.
The class of metrics g we consider on such a space are the ones which restrict, on each conical
fibre, to be asymptotically conic. To be more precise, let us say that g is rigid if it is arbitrary
away from the open set U , but that in U it has the following form: there is a smooth Riemannian
metric h on B and a symmetric 2-tensor κ on Y which restricts to a metric on each fibre F such
that
g|U = dx2 + φ∗h+ x2κ.
Hence in U , the induced metric on each fibre φ−1(q) is an exact warped-product conic metric.
In fact, it is necessary for us to work with a slightly more restricted class of metrics: a metric
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g is called admissible if it is rigid and in addition φ : (Y, g|Y ) → (B, h) is a Riemannian
submersion. Recall that this means the following: if p ∈ Y , then TpY splits into vertical and
horizontal subspaces, T Vp Y ⊕ T Hp Y , where by definition T Vp Y is the tangent space to the fibre of
φ through p and T Hp Y is the orthogonal complement of this subspace. The new condition is that
the restriction of the tensor κ to T Hp Y vanishes.
More generally, the metric g is asymptotically admissible if g = g0+h where g0 is admissible
and |h|g0 → 0 at B. We shall typically assume that h has a polyhomogeneous expansion in
powers of x (see Section 2.4), or even more strongly that it is smooth to x = 0. In order to
describe this accurately, it is convenient to pass from the singular space M to its resolution M ,
the manifold with boundary obtained by ‘blowing up’ the stratum B. In concrete terms, this
corresponds to replacing each conic fibre C(F) = [0, 1)x × F/ ∼ (where (0, q) ∼ (0, q ′) for
any points q, q ′ ∈ F) with the cylinder [0, 1)x × F , and correspondingly, replacing the cone
bundle neighbourhood U with the associated bundle of cylinders. The C∞ structure on M is the
natural one induced from the cylindrical fibres. Notice that ∂ M = Y . This resolution process is
described in greater detail in [23]; see also [2].
The advantage of considering objects on M rather than M is that there is now a clear meaning
for a function or tensor to be smooth to x = 0. Thus we now consider metrics
g|U = dx2 + φ∗h(x)+ x2κ(x).
where h(x) and κ(x) depend smoothly on x ∈ [0, 1). We can always decompose any such g as
g0+h where g0 = dx2+φ∗h(0)+x2κ(0). Then g is called strongly asymptotically admissible if
it is smooth and if |h|g0 = O(x1+b). It is called even if h(x) and κ(x) are smooth as functions of
x2 rather than just x , and if in addition h has a smooth expansion with only even powers of x , up
to components corresponding to x-cross-terms, which are required to contain only odd powers
of x .
Evenness of g depends on restricting to a particular ‘even’ equivalence class of coordinate
charts near the edge. If g is even with respect to one coordinate system (x, y, z), then another
coordinate system (x,y,z) is in this equivalence class ifx/x,y andz are all even functions of x ,
with coefficients in the expansions depending smoothly on y and z. We assume henceforth that
this restriction is made, often without comment. We noted already in the introduction that metric
independence of analytic torsion requires only that metric and coordinate charts be even up to
the order b + 1.
2.2. Edge operators
The paper [23] discusses in great detail the theory of elliptic operators on simple edge spaces.
We review some of the relevant material in this theory.
Consider local coordinates (x, y, z) on M near the boundary face Y , where x is the radial
coordinate, y is the lift of a local coordinate system on B and z restricts to coordinates on each
fibre F . Now define the class of edge vector fields Ve on M : these are the vector fields on this
space which are smooth even at x = 0 and which are tangent to the fibres of Y at this boundary
face. In this local coordinate system, any element of Ve can be written as a sum of smooth
multiples of the basic generators x∂x , x∂yi and ∂z j , which we write as
Ve = SpanC∞ {x∂x , x∂y1 , . . . , x∂yb , ∂z1 , . . . , ∂z f }.
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These are the basic objects of the edge theory. Notice that if g is a smooth asymptotically
admissible metric on M , and if V,W ∈ Ve, then x−2g(V,W ) ∈ C∞; in particular, the length of
any edge vector field decays at least like x as x → 0.
We next introduce the class of differential edge operators Diff∗e(M). By definition, L ∈
Diff∗e(M) if it can be written locally as a sum of products of elements of Ve, with coefficients in
C∞(M). Thus
L =

j+|α|+|β|≤m
a j,α,β(x, y, z)(x∂x )
j (x∂y)
α∂βz ,
with each a j,α,β smooth up to x = 0. More generally, if L acts between sections of two vector
bundles, then L has this form with respect to suitable local trivializations, where each a j,α,β is
matrix-valued. The operator is called edge elliptic if its edge symbol
eσm(L)(x, y, z; ξ, η, ζ ) :=

j+|α|+|β|=m
a j,α,β(x, y, z)ξ
jηαζ β
is nonvanishing (or invertible, if matrix-valued), for (ξ, η, ζ ) ≠ (0, 0, 0). This has an invariant
meaning as a function on the so-called edge cotangent bundle eT ∗ M which is homogeneous of
degree m on the fibres.
There is an entire zoology of objects associated to edge geometry, but in the interests of space,
we refer to the papers cited above for more on all of this.
The fundamental tool in the analysis of elliptic edge operators is the space of pseudodifferen-
tial edge operators Ψ∗e (M). These operators are standard classical pseudodifferential operators
in the interior, but are adapted to the degeneracy structure of elements of Diff∗e and form a suit-
ably broad class of operators so that, in many cases, an elliptic differential edge operator L has a
pseudodifferential edge parametrix G such that both GL − I and LG− I are compact on certain
natural function spaces. This is the main content of [23].
One key idea in this theory is the use of two different model operators, which provide funda-
mental information about the edge elliptic operator L in the parametrix construction. The first of
these is the indicial operator,
I (L) =

j+|β|≤m
a j,0,β(0, y0, z)(s∂s)
j∂
β
z ,
acting on functions onR+×F , where y0 is some fixed point on B; by taking the Mellin transform
in s, this reduces to the indicial family
Iζ (L) =

j+|β|≤m
a j,0,β(0, y0, z)ζ
j∂
β
z ,
which is a holomorphic family of unbounded Fredholm operators on L2(F). Values of ζ for
which Iζ (L) is not invertible are called indicial roots of L; the indicial family is a generalization
of the resolvent (of, say, I0(L)), and the indicial roots then play the role of the eigenvalues of this
operator. Using the ellipticity of L , it may be shown that the set of indicial roots is discrete in C
and that the corresponding solutions of Iζ (L)φ(z) = 0 lie in C∞(F). The second model is the
normal operator,
N (L) =

j+|α|+|β|≤m
a j,α,β(0, y0, z)(s∂s)
j (s∂u)
α∂
β
z .
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Here (s, u) ∈ R+ × Rb are linear variables on a half-space, which should be thought of as the
inward pointing normal space to the fibre of Y through (0, y0, z). This seems to have almost the
same complexity as L , but since it is translation invariant in u and dilation invariant in (s, u)
jointly, it can be reduced by Fourier transform and rescaling to an operator on R+ × F which is
only slightly more complicated than I (L) to analyze.
One main result in the theory is that if N (L) is invertible (on some fixed weighted L2 space)
for each y0 ∈ B, then L itself is Fredholm on the corresponding weighted L2 space on M . The
indicial roots of L determine a discrete set of weights such that L does not have closed range
when acting on the corresponding weighted L2 space. In any case, the point is simply that the
inverse of N (L) is the main ingredient in the construction of a parametrix for L . Something
similar is true for the construction of a heat kernel parametrix for L .
We conclude this general discussion by observing that although the Laplacian and other
natural elliptic operators on a simple edge space with incomplete edge metric are not quite edge
operators, they are very closely related and can be studied by this edge theory. More specifically,
if g is in one of the classes of incomplete edge metrics above and ∆g its scalar Laplacian, then
∆g = x−2L where L ∈ Diff 2e (M). The analogous statement is true for the Hodge Laplacian
provided we trivialize the form bundles appropriately. We have already alluded to the edge
cotangent bundle eT ∗M . In the local coordinates (x, y, z), this bundle has a local smooth basis
of sections
dx
x
,
dy1
x
, . . . ,
dyb
x
, dz1, . . . , dz f

.
The edge k-form bundle eΛk(M) is simply the kth exterior power of this bundle, hence is
generated locally by k-fold wedge products of these sections. The correct assertion, then,
is that ∆g,k , as an operator acting on sections of eΛk(M), has the form x−2L where L ∈
Diff2e(M; eΛk(M)). We omit the proofs of these facts; they can either be checked by direct
computation or else inferred using the ‘naturality’ of edge structures, cf. [23].
Similarly, we define ieT ∗M to be spanned by a local smooth basis of sections
dx, dy1, . . . , dyb, xdz1, . . . , xdz f

.
By definition, the incomplete edge k-form bundle ieΛk(M) is then the kth exterior power of
ieT ∗M . Denote smooth sections of ieΛk(M) by ieΩ k(M).
2.3. The Hodge Laplacian
We now consider the structure of the Hodge Laplacian of an incomplete edge metric. More
specifically, we describe some part of the structure of the normal operator N (x2∆p) and of its
indicial roots. The material here is drawn from [20], which in turn summarizes and presents in
unified fashion various results proved by Bismut–Cheeger and Dai.
The normal operator for x2∆p at any y0 ∈ B acts on p-forms on the model edgeRb×C(F) =
R+s ×Rbu × F with incomplete edge metric g = ds2 + s2κ(0)+ |du|2, and is naturally identified
with s2 times the Hodge Laplacian for that model metric.
The first step is to consider the structure of the operator induced on the hypersurface
S = {s = 1} = Rb × F . For this, note that T (Rb × F) splits into the sum of a ‘vertical’
and a ‘horizontal’ subspace, where the first is the tangent space to the F factor and the second is
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the tangent space to the Euclidean factor. This splitting is orthogonal, and induces a bigrading
Λp(S) =

j+ℓ=p
Λ j (Rb)⊗ Λℓ(F) :=

j+ℓ=p
Λ j,ℓ(S).
Let Ω j,ℓ(S) denote the space of sections of the corresponding summand in this bundle
decomposition. The differentials and codifferentials on these factors satisfy
dRb : Ω j,ℓ(S)→ Ω j+1,ℓ(S), dF : Ω j,ℓ(S)→ Ω j,ℓ+1(S)
δRb : Ω j,ℓ(S)→ Ω j−1,ℓ(S), δF : Ω j,ℓ(S)→ Ω j,ℓ−1(S).
Furthermore, dS = dRb + dF and δS = δRb + δF . It is not hard to check that the differential and
the codifferential induced on each level set Sa = {s = a} have the form
dSa = dRb + dF , δSa = δRb + a−2δF .
This can all be assembled into an expression for N (x2∆p) on Rb × C(F). In order to
simplify various calculations below, we write this operator using a rescaling of the form bundles,
employed also by Bru¨ning and Seeley [7] and in slightly different form in [20]. Thus, for each
j, ℓ with j + ℓ = p, define
φ j,ℓ : C∞(R+,Ω j,ℓ−1(S)⊕ Ω j,ℓ(S))→ s− f/2 ieΩ p(Rb × C(F)),
(η, µ) −→ sℓ−1− f/2η ∧ ds + sℓ− f/2µ,
and denote by Φp the sum of these maps over all j + ℓ = p. It is not hard to check that
Φp : L2

R+, L2
 
j+ℓ=p
Ω j,ℓ−1(S)⊕ Ω j,ℓ(S), κ(0)+ |du|2

, ds

−→ L2( ieΩ p(Rb × C(F)), g), (2.1)
is an isometry, and a calculation yields
Φ−1p ◦

s−2 N (x2∆p)

◦ Φp =

− ∂
2
∂s2
+ 1
s2
(A − 1/4)

+∆B, (2.2)
where A is the nonnegative self-adjoint operator on Λℓ−1(F)⊕ Λℓ(F) given by
A =

∆ℓ−1,F + (ℓ− ( f + 3)/2)2 2(−1)ℓ δℓ,F
2(−1)ℓ dℓ−1,F ∆ℓ,F + (ℓ− ( f + 1)/2)2

. (2.3)
If (M, g) is a simple edge space with an asymptotically admissible edge metric, then we can
define a similar rescaling Φ using powers of the defining function x locally in the neighbourhood
U of B. Assuming that x is smooth on M \ B and equals 1 away from U , then this rescaling can
be extended trivially to the rest of M . Rescalings on different local coordinate neighbourhoods
are equivalent up to a diffeomorphism. Conjugating by Φ as before, then this rescaled operator
∆Φp is a perturbation of (2.2) with higher order correction terms determined by the curvature of
the Riemannian submersion φ : Y → B and the second fundamental forms of the fibres F in Y .
We write this rescaled operator simply as ∆p if there is no danger of confusion.
One reason for this transformation is that the indicial roots of ∆Φp have a particularly simple
form: writing the eigenvalues of A as ν2j , with corresponding eigenform φ j , the corresponding
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indicial roots of ∆p are the roots of the quadratic equation
− γ (γ − 1)+ ν2j −
1
4
= 0 ⇔ γ±j =
1
2
± 1
2

1− 1+ 4ν2j =
1
2
± ν j , (2.4)
where we make the convention that every ν j ≥ 0. If ν0 = 0, then the corresponding solutions are
x1/2φ0 and x1/2(log x)φ0. Note that s
1
2−ν jφ j ∉ L2 when ν j ≥ 1.
2.4. Polyhomogeneity
Before continuing, we must introduce the spaces of conormal and polyhomogeneous
distributions on a manifold with corners W . These are generalizations of and replacements
for C∞ functions in this setting, and are needed simply because solutions of edge elliptic and
parabolic equations tend to have this form. Briefly, a function is conormal if it has stable
regularity with respect to differentiations by arbitrary smooth vector fields which are tangent to
all boundaries and corners of W ; it is polyhomogeneous if it has an asymptotic expansion at all
boundary faces, and a product type expansion at all corners, in terms of powers of the boundary
defining functions for the hypersurface faces, with all coefficients depending smoothly on the
tangential variables. The exponents which appear in these expansions may be arbitrary complex
numbers, and we also allow nonnegative integer powers of the log of the defining functions as
factors.
To state all of this more formally, let W be a compact manifold with corners, with all
boundary faces embedded, and {Hi }Ni=1 the set of all hypersurface boundaries of W . As part
of our definition of manifold with corners, we require that each Hi be embedded, so it has a
boundary defining function ρi , i.e. ρi is a smooth nonnegative function on W which vanishes
simply on Hi and is strictly positive on W \ Hi . For any multi-index λ = (λ1, . . . , λN ) ∈ RN
we write ρλ = ρλ11 . . . ρλNN . Finally, denote by Vb(W ) the space of all smooth vector fields on
W which are unconstrained in the interior but which lie tangent to all boundary faces. Thus,
if p is a point on a codimension k corner of W , then there exists a local coordinate chart near
p, (x1, . . . , xk, y1, . . . , yn−k) with each xi ∈ [0, ϵ) and y j ∈ (−ϵ, ϵ), and very similarly to our
definition of Ve in Section 2.2,
Vb(W ) = SpanC∞ {xi∂x j , ∂ys , i, j = 1, . . . , k, s = 1, . . . , n − k}.
Definition 2.1. A distribution w on W is said to be conormal of order λ if it is of stable regularity
with respect to elements of Vb(W ), i.e. if it lies in the space
Aλ(W ) = {w ∈ ρλL∞(W ) : V1 . . . Vℓw ∈ ρλL∞(W ) ∀ V j ∈ Vb(W ), ℓ ≥ 0}.
We also writeA∗(W ) = ∪λAλ(W ). Note that any conormal distribution is smooth in the interior
of W . Furthermore, L∞ could be replaced by any other fixed space, e.g. some (polynomially)
weighted L2 or L p space; the union of these spaces over all λ is the same in any case, only the
weight and regularity scale would change.
Next, an index set E = {(γ, p)} ⊂ C × N is the set of exponents associated to an expansion
at the face Hi . We require that it satisfies the following hypotheses.
(i) Each half-plane Re ζ < C contains only finitely many γ .
(ii) For each γ , there is a P(γ ) ∈ N0 such that (γ, p) ∈ Ei for every 0 ≤ p ≤ P(γ ) <∞.
(iii) If (γ, p) ∈ Ei , then (γ + j, p) ∈ Ei for all j ∈ N.
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An index family E = (E1, . . . , EN ) is an N -tuple of index sets, where E j is associated to the
face H j of W .
Finally, we say that w is polyhomogeneous on W with index family E if it has expansions at
the various boundary hypersurfaces with exponents determined by the index family E :
AEphg(W ) =
w ∈ A∗(W ) : w ∼ 
(γ,p)∈Ei
a(i)γ,pρ
γ
i (log ρi )
p near Hi
 ,
where all coefficients are themselves polyhomogeneous, a(i)γ,p ∈ AE (i)phg (Hi ). The index family E (i)
is the obvious one induced from E at the boundary faces Hi ∩ H j of Hi .
It is a simple consequence of this definition that ifw is polyhomogeneous, then it has a product
type expansion at any corner Hi1 ∩ · · · ∩ Hiℓ of W of the form
w ∼

aγ,pρ
γ (log ρ)p,
where now γ and p are multi-indices, and with coefficient functions conormal on that corner.
We recall also that by saying that the expansion for w is asymptotic, we mean that the difference
between w and any finite portion of the expansion vanishes at the rate of the next term in the
expansion, with a corresponding property for all higher derivatives.
In the next subsection we shall also encounter distributions which are conormal and ‘partially
polyhomogeneous’, i.e. they are conormal and have a finite expansion up to some order of decay,
with a remainder term which is only conormal. We do not introduce special notation for these
spaces.
We refer to [23] for more details about polyhomogeneity.
2.5. The Friedrichs extension
Since the compact simple edge space (M, g) is incomplete, the Hodge Laplacian may not
be essentially self-adjoint on the core domain C∞0 Ω p(M), so we must consider how to impose
boundary conditions at the edge to obtain closed, or even better, self-adjoint, extensions. For
spaces with isolated conic singularities, this was first accomplished by Cheeger [11]. Further and
more systematic studies in the conic setting for general Dirac-type operators appear in [22,16],
and see [26,21] for results about the associated heat equation. That setting is tractable because
the extension problem is finite dimensional. When the edge has positive dimension, the analysis
needed to carry this out is more intricate. We restrict attention to the Friedrichs extension since
this requires much less machinery to define and characterize. Other self-adjoint extensions have
been studied by the second author, with Bahuaud and Dryden in [5].
Let ∆Φp = ∆p denote the rescaled Hodge Laplace operator acting on differential forms of
degree p on the compact simple edge space M . Consider the space of L2 forms L2Ω p(M), with
respect to any choice of (polyhomogeneous) incomplete iterated edge metric on M , as well as
the associated edge Sobolev spaces
H ℓeΩ
p(M) := {u ∈ L2Ω p(M) | V1 · · · V j u ∈ L2Ω p(M) for Vi ∈ Ve
and for any j ≤ ℓ}.
We often use H∞e to denote the intersection over all ℓ of the spaces H ℓe . The maximal domain of
∆p is, by definition,
Dmax(∆p) := {u ∈ L2Ω p(M) | ∆pu ∈ L2Ω p(M)},
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where∆pu ∈ L2 is initially understood in the distributional sense. Similarly, the minimal domain
of ∆p is defined as
Dmin(∆p) := {u ∈ Dmax(∆p) | ∃ u j ∈ C∞0 Ω p such that
u j → u and ∆pu j → ∆pu both in L2Ω p}.
These are the domains of the maximal and minimal extensions of ∆p on the core domain
C∞0 Ω p(M). The set of all closed extensions of∆p is in bijective correspondence with the closed
subspaces of the quotient Dmax/Dmin; furthermore, since ∆p is symmetric on the core domain,
self-adjoint extensions are in bijective correspondence with the subspaces of this quotient which
are Lagrangian with respect to a certain natural symplectic form induced from the boundary
contributions in an integration by parts formula; see [22,16].
This motivates the problem of characterizing elements in the maximal domain. For spaces
with isolated conic singularities, this is straightforward and leads to an explicit parametrization
of all closed and self-adjoint extensions of ∆p. For spaces with simple edges singularities,
however, the complete characterization remains functional analytic, although there are many
explicit extensions which parallel the definitions in the conic setting. Different choices of closed
extensions in either case correspond to what are sometimes called ideal boundary conditions at
the singular stratum. We begin with a result which holds in both the conic and edge settings.
Lemma 2.2. Let (M, g) be compact with simple edge singularity. Then
Dmax(∆p) ⊂ H∞e Ω p(M)+ x2 H2e Ω p(M) ⊂ H2e Ω p(M),
Dmin(∆p) ⊂ x2−ϵH2e Ω p(M) for any ϵ > 0.
If M has only conic singularities, then any w ∈ Dmax(∆p) admits an asymptotic expansion
w ∼ w˜ +
N
j=1
x
1
2+ν j a+j (z)+

x
1
2−ν j a−j (z), ν j ≠ 0
x
1
2 log x a−j (z), ν j = 0
w˜ ∈ Dmin(∆p), (2.5)
where the numbers 1/2 ± ν j are the indicial roots of ∆p with ν j ∈ [0, 1) and each a±j (z) ∈
C∞(F) is a solution of the corresponding indicial operator. If M has a simple edge singularity,
then w admits an analogous expansion with coefficients a±j (y, z) now depending on both y and
z, but this is an asymptotic expansion only in a weak sense, i.e. there is an expansion of the
pairing

B w(x, y, z)χ(y) dy for any test functions on B.
Remark 2.3. We refer to [23] for a careful explanation of such weak expansions. It is the failure
of the expansion to hold in a strong sense which makes this result more difficult to use for simple
edge spaces with dim B > 0. See also [20,2] for the case where there are no indicial roots in the
critical range, so that Dmax = Dmin.
Proof. Consider any w ∈ L2Ω p(M) with ∆pw = f ∈ L2Ω p(M). Then x2∆pw = x2 f ∈
x2L2Ω p(M), which is useful since the operator x2∆p is an elliptic differential edge operator
of order 2, which we denote by L. Applying [23, Theorem 3.8], we obtain a parametrix
B ∈ Ψ−2e (M) for L in the small edge calculus, which satisfies
BL = I −R, R ∈ Ψ−∞e (M).
Corollary 3.23 in [23] asserts
B : x s H ℓΩ p(M)→ x s H ℓ+2Ω p(M),
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R : x s H ℓΩ p(M)→ x s H∞e Ω p(M),
for any s ∈ R, ℓ ∈ N. Applying B to Lw = x2 f yields w = B(x2 f ) +R(w), and this lies in
H∞e + x2 H2e as claimed.
If M has only isolated conic singularities, then there is a considerable sharpening of the
parametrix construction; see [23] or [25]. It is then possible to choose a much better parametrix
B which has the property that the remainder term R = I − BL maps an arbitrary element of
L2Ω p(M) into a polyhomogeneous distribution. We do not describe that construction, but it is
very similar in spirit (and simpler than) the construction for the heat parametrix in Section 4
below. In any case, granting this, then the corresponding equation u = B(x2 f )+Rw now gives
that u ∈ x2 H2b (M)+Aphg, i.e. it has a partial expansion up to order x2 as in the statement of the
lemma. Once we know that u has such a partial expansion, we can determine the structure of the
terms which vanish less quickly than x2 simply by substituting this expansion into the equation
and calculating formally. The only possible terms xγφ(z), γ < 2, for whichL(xγφ(z)) = O(x2)
are those with γ indicial and φ a corresponding solution.
The proof that such a partial expansion holds in the weak sense in the simple edge case uses
the Mellin transform, and is explained carefully in Section 7 of [23].
If w ∈ Dmax, then a straightforward calculation shows that any function which can be
approximated in the graph norm cannot have any terms of the form xγ a(y, z) (even if just in
a weak expansion). This proves the claim about the minimal domain. 
To characterize the Friedrichs extension of the Hodge Laplacian, observe that ∆ = p ∆p
factors as ∆ = D ◦ D, where D = d + δ is the Gauß–Bonnet operator on Ω∗(M). Letting D
act on sections of eΩ∗(M), as above, then x D is an elliptic edge operator of order 1. Its normal
operator N (x D)y0 at any y0 ∈ Y acts on the model edge Rb × C(F) and in fact s−1 N (x D)y0
is naturally identified with the Gauß–Bonnet operator Dg for the model incomplete edge metric
g = ds2 + s2κ + |du|2. Conjugating by the unitary transformation Φ from (2.1) we calculate
that, according to the splitting Ω∗ = Ω even ⊕ Ωodd,
Dg =
 0

− ∂
∂s
+ 1
s
P

+ DRb ,
∂
∂s
+ 1
s
P

+ DRb , 0
 (2.6)
and so
D2g =
− ∂
2
∂s2
+ 1
s2
(A+ − 1/4)+∆Rb 0
0 − ∂
2
∂s2
+ 1
s2
(A− − 1/4)+∆Rb
 . (2.7)
Here DRb is the Gauß–Bonnet operator on Rb, P is a self-adjoint first order differential operator
on Ω∗(F), and
(P + 1/2)2 = A+,
(P − 1/2)2 = A−.
(2.8)
If (M, g) is a simple edge space with an admissible edge metric, then D is a perturbation
of (∂s + s−1 P) + DY with higher order correction terms determined by the curvature of the
Riemannian submersion φ : Y → B and the second fundamental forms of the fibres F in Y .
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Just as for the Hodge Laplacian, we can define the minimal and maximal extensions, Dmin
and Dmax of D; their domains are D(Dmin) = Dmin(D) and D(Dmax) = D(Dmax). We now
characterize elements in these domains using arguments similar to those in Lemma 2.2.
Lemma 2.4. Let (M, g) be compact with simple edge singularity. Then, for any ϵ > 0
Dmax(D) ⊂ H∞e Ω∗(M)+ x1−ϵH1e Ω p(M) ⊂ H1e Ω∗(M).
Any w ∈ Dmax(D) admits a weak asymptotic expansion
w ∼
N
j=1
x−ν j+1/2b j (y, z)+ w,
ν2j ∈ Spec(A+ ⊕ A−) ∩ (0, 1), ν j > 0, w ∈ x1−ϵH1e Ω∗.
Note that ν j = 0 does not appear in the expansion, since x−1/2 ∉ L2(R+).
The coefficients b j (y, z) are smooth in z, but typically have negative Sobolev regularity in y.
On the other hand,
Dmin(D) = {w ∈ Dmax(D) | b j (y, z) = 0, j = 1, . . . , N }.
Proof. Consider w = (w+, w−) ∈ Dmax(D) with respect to the decomposition of D into even
and odd components. The existence and nature of the terms in the weak asymptotic expansion
for elements w± is derived exactly as for the Laplacian in Lemma 2.2; see [23, Theorem 7.3].
The exponents γ in the expansion of w+ arise as indicial roots of (s∂s + P), in the interval
(−1/2, 1/2). Consequently γ ∈ −Spec (P) ∩ (−1/2, 1/2), with the coefficient b+(−γ ) ∈
D′(Y, E(−γ )) being a distribution in Y with values in the finite dimensional (−γ )-eigenspace
of P . Since on forms of even degree, (P + 1/2)2 = A+, we see that γ = −ν + 1/2, ν2 ∈
SpecA+ ∩ (0, 1). Hence the expansion of w+ takes the form
w+ ∼

xγ b+(−γ )+ w+, w+ ∈ x H1e Ω∗.
Similarly, the exponents γ in the expansion of w− arise as indicial roots of (−s∂s + P),
in the interval (−1/2, 1/2). Consequently γ ∈ Spec (P) ∩ (−1/2, 1/2), with the coefficient
b−(γ ) ∈ D′(Y, E(γ )) being a distribution in Y with values in the finite dimensional γ -
eigenspace of P . Since on the odd components (P − 1/2)2 = A−, we find again γ =
−ν + 1/2, ν2 ∈ SpecA− ∩ (0, 1). Hence the expansion of w− has the form
w− ∼

xγ b−(γ )+ w−, w− ∈ x H1e Ω∗.
It remains to establish the claim on Dmin. Note that if β±(γ ) ∈ C∞(Y, E(γ )) with γ ∈
Spec (P)∩(−1/2, 1/2), then x−γ β+(γ ), xγ β−(γ ) ∈ Dmax(D). Now considerw = (w+, w−) ∈
Dmin(D) ⊂ Dmax(D) with asymptotic expansion as above, and suppose that v ∈ Dmax(D) is
given by a sum of test sections (x−γ β+(γ ), xγ β−(γ )), cut off smoothly at x = 1 and extended
to all of M . Then
⟨Dw, v⟩ − ⟨w, Dv⟩ =

γ
⟨b+(γ ), β−(γ )⟩ + ⟨b−(γ ), β+(γ )⟩, (2.9)
where the summation is over γ ∈ Spec (P) ∩ (−1/2, 1/2). This vanishes because w and v lie in
adjoint domains, namelyDmin andDmax, respectively. Since the coefficients β±(γ ) are arbitrary,
we deduce that each b±(γ ) = 0 as a distribution. Hence the vanishing of these conditions
is at least a necessary criterion to lie in the minimal domain. It is also sufficient since any
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v ∈ D(Dmax) can locally be approximated in the graph norm by polyhomogeneous forms within
the maximal domain, and if all coefficients for w vanish, then ⟨Dw, v⟩ = ⟨w, Dv⟩, and this is
sufficient to show that w lies in the domain adjoint to Dmax, i.e. in D(Dmin).
The fact that we can approximate any v ∈ D(Dmax) locally in the graph norm by
polyhomogeneous forms follows by a standard mollification argument. First note that v ∈
D(Dmax) if and only if χv ∈ D(Dmax) for any smooth cutoff χ ; in other words, it suffices to
work locally by using a partition of unity to reduce to functions compactly supported in product
neighbourhoods (x, y, z) ∈ (0, x0) × U × F , U ⊂ Rb. Now fix ψ ∈ C∞0 (Rb) with

ψ = 1
and define ψϵ(y) = ψϵ(y) := ϵ−bψ(y/ϵ) so that

ψϵ = 1 for all ϵ → 0. By definition of the
weak expansion, the convolution (in the y variable only) vϵ = v ⋆ ψϵ is polyhomogeneous in the
strong sense. For differential forms we convolve the local coefficients of the form with ψϵ . We
claim that vϵ ∈ D(Dmax) and vϵ → v in the graph norm. The fact that vϵ → v in L2 is standard;
furthermore, Dvϵ = DV ⋆ ψϵ clearly lies in L2, thus substantiating that vϵ ∈ D(Dmax), and
Dvϵ → Dv, which gives the graph convergence. 
Finally, recall the characterization of the Friedrichs extension for the Hodge Laplacian
∆Fr = Dmax Dmin, D(∆Fr) = {w ∈ Dmin(D) : Dw ∈ Dmax(D)}.
Thus, using the notation of Lemma 2.2, Lemma 2.4 implies the following.
Proposition 2.5. Let (M, g) be compact with simple edge singularity and an adapted incomplete
edge metric g, and ∆Fr the Friedrichs extension for the Hodge Laplacian. Then
D(∆Fr) = {w ∈ Dmax(∆) | a−j (w; z) = 0, j = 1, . . . , N }.
This result is well-known especially in the conic case. Henceforth we omit the superscript Fr
since we deal exclusively with the Friedrichs extension. Note that though we performed the
discussion under rescalings Φp in each local coordinate neighbourhood, index sets of rescaled
solutions in Dmax(∆) are invariant under coordinate changes, so the characterization of D(∆Fr)
in Proposition 2.5 is globally well-defined.
3. Construction of the heat kernel
In this section we develop the ‘heat calculus’ on a simple edge space M and prove that
the heat kernel of the Friedrichs extension of the Hodge Laplacian lies in this calculus. This
construction follows a now standard path, and in fact is almost identical to the construction
in [26] of the heat kernel for the Laplacian on spaces with isolated conic singularities; other
related constructions appear in [25,1], and see also [3] for an expository account of several other
heat kernel constructions using these same techniques of geometric microlocal analysis.
The heat kernel is a priori a distribution on [0,∞)× (M)2 which is C∞ on (0,∞)× (int M)2.
The general idea is to study its singular structure by lifting it to a ‘heat space’ M2h , which is a
resolution of R+ × (M)2 obtained by blowing up certain submanifolds of the boundary of this
space; elements of the heat calculus are, by definition, operators with Schwartz kernels which
are polyhomogeneous on M2h . An iterative parametrix construction is used to construct a good
approximation to the fundamental solution operator for ∂t +∆g in this class of operators, and a
standard regularity argument shows that the true heat kernel itself lies in this calculus too. Careful
bookkeeping yields very precise information about the small-time asymptotics of this kernel near
the singular strata, which leads eventually to the main result of this paper.
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3.1. The heat double space
Fix an adapted coordinate chart (x, y, z) on M near the edge, or equivalently, on M near its
boundary. Taking two copies of this chart as well as the time coordinate t yields a coordinate
system (t, x, y, z, x˜, y˜, z˜) on R+× (M)2, valid near the diagonal (x, y, z) = (x˜, y˜, z˜). We define
the resolution in two steps. The first is to blow up the fibre diagonal of ∂ M at t = 0, i.e. the
submanifold
FD = {(0, 0, y, z, 0, y˜, z˜) : y = y˜},
using the parabolic homogeneity of the problem. The space which results from this is denoted
by [R+;FD, {dt}]; this notation indicates both the submanifold that is to be blown up (FD) and
the direction dt which is scaled parabolically. We refer to [14], see also [3], for a more careful
discussion of parabolic blowups. This space is pictured in the following figure.
Fig. 2. The first blowup of the heat space.
It has four codimension one boundary faces, which we denote ff, lf, rf and tf (for ‘front face’,
‘left face’, ‘right face’ and ‘temporal face’), respectively. One way of understanding this blowup
is that it is the smallest manifold with corners on which the lifts of smooth functions from
R+ × (M)2 and the ‘parabolic polar coordinates’ R = √x2 + x˜2 + t,Θ = (t/R2, x/R, x˜/R)
are all C∞. These polar coordinates are difficult to use in computations, so we typically work
with projective coordinate charts instead. Thus away from tf we use
ρ = √t, ξ = x√
t
, ξ = x√
t
, w = y −y√
t
, z, y, z. (3.1)
Here ρ, ξ andξ are defining functions for the faces ff, rf and lf away from tf. On the other hand,
away from lf we use the chart
τ = tx2 , s = xx , ω = y −yx , z, x, y, z, (3.2)
so that τ, s,x are defining functions of tf, rf and ff, respectively. There are also analogous
coordinates valid away from rf, obtained by interchanging the roles of x andx .
Now, let D0 = {(0, x, y, z, x, y, z)} be the diagonal of (M)2 at t = 0 and D1 its lift to this
intermediate heat space [R+ × (M)2;FD, {dt}]. In the coordinate system (3.2) above,
D1 = {τ = 0, s = 1, ω = 0, z =z},
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respectively. The second and final step is to blow up [R+ × (M)2;FD, {dt}] along D1, again
parabolically in the t direction. This yields the final heat space:
M2h =

R+ × (M)2;FD, {dt}; D1, {dt}
This has the same four boundary hypersurfaces as before, but also a new one, denoted by td (for
temporal diagonal), created in the final blowup. This is illustrated in Fig. 3.
Fig. 3. The blown up heat-space M2h .
Using two pairs of interior coordinates (x, y, z) and (x,y,z) on M , then projective coordi-
nates near td and away from ff are given by
T = √t, Ξ = ((x −x)/T, (y −y)/T, (z −z)/T ), x,y,z. (3.3)
For a coordinate chart near td valid up to the corner td ∩ ff but away from tf and lf, use the
previous projective coordinate system to define
η = √τ , σ = s − 1
η
, ζ = z −z
η
, µ = ω
η
, x, y, z. (3.4)
Thus T and η are the defining functions for td in these latter two coordinate systems, whilex is
a defining function for ff in the first of these projective coordinate systems. Away from td, it is
sufficient to use the projective coordinate systems from the intermediate space.
There is a canonical blow-down map
β : M2h −→ R+ × M2
which can be written explicitly in any of the local coordinate systems above. It is pertinent that the
restriction of β to td is a fibration, with each fibre β−1((0,ω,ω)) a closed ‘parabolic’ hemisphere
Sm+ and base the lifted diagonal of (M)2, which is diffeomorphic to a copy of M . Similarly, the
restriction of β to ff is a fibration over the diagonal of ∂ M × ∂ M with fibre equal to a ‘parabolic’
quarter-sphere Sm+1++ .
3.2. The heat calculus and parametrix construction
We now define the heat calculus on (M, g). This is a set of operators, acting on differential
p-forms, characterized through the polyhomogeneity properties of the lifts of their Schwartz
kernels to the double heat space M2h , as sections of
ieΛp(M) ieΛp(M). Recall that a kernel K A
1018 R. Mazzeo, B. Vertman / Advances in Mathematics 231 (2012) 1000–1040
on R+ × M2 acts as an operator in one of two ways: first, it carries sections of ieΛp(M) over M
to sections of the same bundle over R+ × M by
φ −→

M K A(t, z, z˜)φ(z˜) dz˜,
and second, it acts on sections of ieΛp(M) over R+ × M by
f −→
 t
0

M K A(t − s, z, z˜) f (s, z˜) dz˜.
We continue with the definition of the heat calculus under the rescaling transformation Φ, which
leads to uniform orders of asymptotic expansions in each degree p.
Definition 3.1. Let E = (Elf, Erf) be an index family for the two side faces of M2h . We define
Ψ ℓ,p,Ee−h (M) to be the space of all (rescaled) operators A with Schwartz kernels K A which are
pushforwards from polyhomogeneous functions K A on M2h , with index family {(−b − 3 + ℓ +
j, 0) : j ∈ N0} at ff, {(−m + p+ j, 0) : j ∈ N0} at td,∅ at tf and E for the two side faces of M2h .
When p = ∞, Etd = ∅. For simplicity we usually denote the lifted Schwartz kernel simply by
K A again.
This is called a calculus because, at least under certain restrictions on the index sets at the side
faces, one has that
Ψ ℓ,p,Ee−h (M) ◦Ψ ℓ
′,p′,E ′
e−h (M) ⊂ Ψ ℓ+ℓ
′,p+p′,E ′′
e−h (M),
where E ′′ is a new index family constructed explicitly from E and E ′. We do not need the most
general form of this composition rule, but only the special case when p = p′ = ∞, which is
easier to prove. We defer the rather technical proof to Appendix.
To simplify notation in this section, we define the heat calculus and describe the parametrix
construction only for scalar operators. Viewing the kernels as sections of ieΛp(M)  ieΛp(M),
then the heat kernel construction on differential forms is exactly the same and the leading orders
of asymptotics of the kernels as polyhomogeneous distributions on M2h are the same, since the
homogeneity of the delta function acting on ieΩ p(M) does not depend on the degree p under the
form-bundle ieΛp M trivialization. We leave details of this to the reader, and shall reintroduce the
bundle notation when it is needed more specifically.
The main point of this section is that it is possible to construct a parametrix for the solution
operator of L = ∂t +∆ as an element in Ψ2,0,Ee−h (M) for some index family E ; indeed, using this
parametrix one can then show that the exact solution operator itself lies in this same space too. We
are only interested here in the case where ∆ = ∆Frp , but the same construction applies equally
well for the heat equation associated to many other natural geometric operators associated to
an incomplete edge metric on M . This parametrix construction follows the scheme in [26], as
explicated further in [3].
The construction is a standard one in geometric microlocal analysis: it proceeds by positing
that the heat kernel lies in Ψ2,0,Ee−h (M) for some E , and then solving for the successive terms in
the expansion at certain faces of M2h using the restrictions to these faces of the lift of tL. This
leads to a parametrix for which the remainder vanishes to high, or even infinite, order at these
faces. A better parametrix, which vanishes to infinite order at other faces, is constructed using
the composition formula, and a short argument then yields that the true heat kernel is an element
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of this heat calculus and that the parametrix captures the form of the asymptotic expansions at
all boundaries.
It is helpful to work with the operator tL rather than just L, simply because it lifts to an
operator which is smooth at the faces ff and td of M2h ; this change is unimportant since LH = 0
implies tLH = 0, etc. To commence, then, consider the lift of tL from R+ × M2, where ∆
acts on the left copy of M , to M2h . Thus locally near ff, td and tf, tL is a b-operator on M2h ,
i.e. a sum of products of elements of Vb(M2h ). (However, near rf it can be put into this form
only by multiplying by r2). This is easily checked using the local projective coordinate systems
above. For example, near ff we compute that t∂x = ρ∂ξ , t∂2x = ∂2ξ , and so forth. Because of
this structure, it makes sense to restrict tL to one of these boundary faces. We are particularly
interested in its restrictions to td and ff, which we call the normal operators of tL at these
faces, and denote by Ntd(tL) and Nff(tL), respectively. Using the projective coordinate system
(T,Ξ ,ξ) near td, we compute that
Ntd(tL) = 12 T ∂T +∆Ξ −
1
2

Ξ j∂Ξ j , (3.5)
while using the projective coordinates (τ, s, w, z,x,y,z) near ff we see that
Nff(tL) = τ

∂τ − ∂2s + (s−2(A − 1/4))+∆R
b
ω

, (3.6)
where A is the rescaled operator (2.3) acting in the variable z. Note that Nff(tL) acts tangentially
to the fibres Sn+1++ of ff, i.e. it involves no derivatives with respect to (x,y,z).
We now search for an element H ∈ Ψ2,0,Ee−h (M) for which tL ◦ H vanishes (to as high order
as possible) at as many faces of M2h as can be arranged. The index family E will be determined
in the course of the construction.
The expansion of H near td has a ‘universal’ form. Indeed, the expression for Ntd(tL) above
does not depend on the edge geometry, but is just the same as for the corresponding operator on
a closed manifold without edges or other singularities. Using the projective coordinates T = √t
and Ξ = (ξ −ξ)/T , write H ∼  T−m+ j H j near this face. The reason we have chosen the
leading exponent to equal −m is to be compatible with the initial condition
H |t=0 = δ(ξ −ξ) = T−mδ(Ξ ).
Applying Ntd(tL) to this formal expansion for H shows that
∆Ξ − 12Ξ · ∂Ξ +
j − m
2

H j = Q j ,
where Q j is an inhomogeneous term depending on H0, . . . , H j−1. In particular, Q0 = 0 and
H0 = (4π)−m/2T−m exp(−|Ξ |2). One can verify inductively that each H j decays rapidly in Ξ ,
and moreover, that this construction is uniform in the parameter ξ = (x,y,z), even up to the
front face wherex = 0. We refer to [25,3] for more leisurely treatments of this step.
We can also solve away at least the leading order coefficient of H at ff. As in the previous
case, expanding H near this face and writing Nff(H) for its leading coefficient there, we see that
Nff(tL ◦ H) = Nff(tL) ◦ Nff(H).
To make this vanish, it is reasonable to choose Nff(H) to equal the fundamental solution for the
heat operator Nff(tL). This heat operator is simply τ times the heat operator for the Friedrichs
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extension of the Hodge Laplacian on the product C(F)× Rb. In other words, we set
Nff(H) = HC(F)(τ, s, z,s = 1,z)HRb (τ,ω,ω = 0).
The first factor here is the Friedrichs heat kernel of the rescaled operator
∆C(F) = − d
2
ds2
+ 1
s2

A − 1
4

, (3.7)
as in [9,26,22]. Note that Nff(H) acts on the fibres of ff. It has a singularity at τ = 0, s = 1,ω =
0 in ff, which is precisely the intersection ff ∩ td. This matches the singularity of Ntd(H) along
td at this same intersection; this follows from the fact that Ntd(tL)H0 = 0 has a unique tempered
solution up to scale, and we have chosen the normalizing constant to make the value at T = 0
equal to the delta function. We refer to [3] for more on this point.
We now find an element H (1) ∈ Ψ2,0,Ee−h (M) with this prescribed asymptotic data at these two
faces. It was already explained that because of the homogeneity of the delta function, the leading
term at td has homogeneity −m. There is a similar phenomenon at ff: we are integrating with
respect to the volume form of an incomplete edge metric, which has a factor of x f , but there
is a compensating factor of x−m = x−b− f−1. One must check through the density factors in
projective or polar coordinate systems at this face, cf. [26] or [3], but the effect is that the leading
exponent at ff is (−b − 1); this is precisely the homogeneity order of the delta function acting
on ieΩ p(M) under the rescaling transformation Φ. Thus we fix a smooth cutoff function χ(a)
which equals 1 for x ≤ a ≪ 1 and which vanishes outside a slightly larger interval, and can then
regard χ(ρff)ρ
−1−b
ff Nff(H) as defined on M
2
h . Choose some function H
′ near td which has the
given sequence of functions H j as the coefficients in its asymptotic expansion as T → 0. By the
compatibility discussed above, we see that these two requirements for H (1) fit together at ff∩ td.
This discussion provides most of the proof of the following proposition.
Proposition 3.2. There exists an element H (1) ∈ Ψ2,0,Ee−h (M), where Elf = Erf is an index set
determined by the set of indicial roots of x2∆Φ , i.e. the numbers 12 + ν j , ν2j ∈ spec (A), such
that tLH (1) = P(1) ∈ Ψ3,∞,E (1)e−h (M), where E (1) = (Elf, Erf − 1), and with
lim
t→0 H
(1)(t, x, y, z,x,y,z) = δ(x −x)δ(y −y)δ(z −z).
Proof. The only point which is not immediately apparent from the construction of H (1) above is
the characterization of its expansions at lf and rf. These are inherited directly from the expansions
of the Friedrichs heat kernel on the cone, and so we turn to a closer examination of this kernel.
The Hodge Laplacian on the complete cone C(F) can be described using separation of
variables. Following [22, Proposition 2.3.9], and using the eigendecomposition of the fibre
operator A, ∆Φp separates into the ordinary differential operators
lν := − d
2
ds2
+ 1
s2

ν2 − 1
4

,
where ν2 ∈ spec (A). There is an explicit formula for the corresponding Friedrichs heat kernel:
e−τ lν (s,s) = 1
2τ
(ss)1/2 Iν  ss2τ

e−
s2+s2
4τ , (3.8)
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where Iν denotes the modified Bessel function (the Bessel function with imaginary argument) of
order ν. Thus the heat kernel on C(F) is given by
HC(F)(τ, s, z,s,z) =
ν
(ss) 12
2τ
Iν

ss
2τ

e−
s2+s2
4τ φν(z)φν(z), (3.9)
where φν is the eigenform associated to ν2 ∈ spec (A), and finally,
HC(F)×Rb (τ, s, z,ω,s,z,ω) = HC(F)(τ, s, z,s,z)HRb (τ,ω,ω), (3.10)
where
HR
b
(τ,ω,ω) = 1
(4π)b/2
1
τ b
e−|ω−ω˜|2/4τ
is the standard Euclidean heat kernel on Rb. Classical bounds for the Bessel functions show that
this sum converges locally uniformly in C∞.
Now, R+ × C(F) × Rb is naturally identified with the interior of each fibre of ff, e.g. using
the projective coordinates (3.2), and in terms of these, s = x/x,ω = (y − y)/x , so we
evaluate s˜ = 1,ω = 0. The leading coefficient on ff is HC(F)×Rb (τ, s, z,ω, 1,z, 0). Using
this identification and following [26], we see that HC(F)×Rb extends to be polyhomogeneous on
the front face of M2h . Furthermore, the index sets of H
(1) at the left and right faces are exactly the
same as those for HC(F). The index set at rf, i.e. as s → 0, can be read off directly from (3.9);
the exponents are simply the indicial roots (ν+1/2), ν ≥ 0. By symmetry of the heat kernel, the
index set at lf is exactly the same. On the other hand, the index set for the remainder term P(1)
at rf is lowered by one because the operator tL lowers terms by two orders but the leading term
is killed. 
The next step in this construction involves choosing a slightly finer parametrix H (2) which
leaves an error which also vanishes to infinite order along the entire right face as well. This is
done by an iterative construction similar to, but even simpler than, the procedure above at td.
Proposition 3.3. There exists an element H (2) ∈ Ψ2,0,Ee−h (M), where E is the same index family
as above, such that tLH (2) = P(2) ∈ Ψ3,∞,Elf,∞e−h (M) and limt→0 H (2) = Id.
Proof. This step proceeds exactly as in [26]. The error term P(1) from the previous step has an
expansion along rf, and we use tL to subtract off the successive terms of this expansion. Let J
denote a kernel which has asymptotic sum at this face with terms equal to the ones obtained in
this procedure; note that we can assume that J vanishes to first order at ff and to infinite order at
tf. We see that H (2) = H (1) + J has all the desired properties.
In order to eliminate a term sγ a in the asymptotic expansion of the error term P(1) at rf, it is
only necessary to solve the indicial equation
(−∂2s + s−2(A − 1/4))u = sγ

τ−1a

.
This is because all other terms in the expansion of tL at rf lower the exponent in s by at most one,
while the indicial part lowers exponent by two. Note that τ,ω,x,y andz only enter this equation
as parameters. We have already discussed how to solve this equation on the cone C(F) using the
Mellin transform. The solution is polyhomogeneous in all variables, including the parameters. It
has leading order γ + 2 at rf.
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Iterating this argument, asymptotically summing these solutions, and adding the resulting
kernel to H (1), we obtain a new parametrix H (2) ∈ Ψ2,0,Ee−h (M) with the same index set
E = (Elf, Erf) at the right and left boundary faces, and with a new error term P(2) ∈
Ψ3,∞,Elf,∞e−h (M). 
We have now constructed a parametrix H (2) such that tLH (2) = P(2) vanishes to infinite
order along rf and all along the bottom faces tf and td, and which vanishes to higher order at ff.
We can regard any of these kernels as acting on functions on R+ × M in the usual way, by
(K u)(t, x, y, z) =
 t
0

M
K (t − s, x, y, z,x,y,z)u(s,x,y,z) dsdxdydz.
The identity operator corresponds to the kernel KId = δ(x −x)δ(y −y)δ(z −z). Viewed in this
way,
LH (2) = Id+ 1
t
P(2).
Observe that t−1 P(2) ∈ Ψ2,∞,Elf,∞e−h . The final stage in the parametrix construction is to consider
the formal Neumann series
(Id+ P(2))−1 = Id+
∞
j=1
(−t−1 P(2)) j := Id+ P(3),
Note here that composition formula for the heat edge calculus, which we discuss in Appendix,
yields t− j (P(2)) j ∈ Ψ2 j,∞,Elf,∞e−h . In other words, successive composition of t−1 P(2) with itself
produces an operator which vanishes to higher and higher order on ff.
We then define
H (3) = H (2)(Id+ P(3)).
In fact, a slightly finer analysis, see [25] and also [6], shows that this formal series is actually
convergent. We refer to these sources for the necessary estimates, both in the case of compact
manifolds and for manifolds with cylindrical ends, but it is easily seen that everything there
transports immediately to this setting (and many other ones as well). Indeed, this is a general
feature of such Volterra series.
The final operator H (3) ∈ Ψ2,0,Elf,Erfe−h satisfies tLH (3) = Id in the sense of operators on
R+×M ; equivalently, tLH (3) = 0 as an operator from functions on M to functions on R+×M ,
and H (3) = Id at t = 0.
We have now produced a kernel H = H (3) which has the following three properties:
• tLH = 0;
• H |t=0 = δ(x − x˜)δ(y − y˜)δ(z − z˜);
• the range of H lies in the Friedrichs domain of ∆ for all t > 0 fixed. Indeed, by construction,
the range of H lies in Dmax(∆) and the index sets (Elf, Erf) of H correspond to the
characterization of the Friedrichs domain in Proposition 2.5.
These three properties characterize the Friedrichs heat kernel uniquely. Hence H = H MFr .
We have proved the following proposition.
Proposition 3.4. Let (M, g) be a compact simple edge space with asymptotically admissible
metric g. Then the heat kernel Hp for the Friedrichs extension of the (rescaled) Hodge Laplace
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operator on p-forms on M is an element of the heat space Ψ2,0,Ee−h (M; ieΛp M), where E =
(Elf, Erf) with
Elf = Erf =

ν + 1
2
+ ℓ, p

: ν ≥ 0, ν2 ∈ spec (A), ℓ, p ∈ N0

.
Note that we assert the absence of logarithmic terms in the ff expansion of the heat kernel.
3.3. The even subcalculus
The parametrix construction we have given already contains a significant amount of
information about the asymptotic properties of the heat kernel at each of the boundaries of M2h .
We now explain how, if one makes stronger assumptions about the asymptotic structure of the
metric g near the edge, one obtains stronger conclusions about the structure of these asymptotics.
This will be important in the next section when we examine the heat trace and its asymptotics.
To be more specific, we show that if the asymptotically admissible metric g is even, then the
Friedrichs heat kernel lies in a distinguished subalgebra of the heat calculus which we call the
even subcalculus. Elements of this even subcalculus are characterized by certain parity conditions
on the coefficients in their asymptotic expansions, near both the faces td and ff of M2h . As we
exploit later, because of these parity conditions, many terms in the heat trace expansions of such
elements vanish. Conditions of this type appear in many places in the literature; see [30] for
example, for a discussion of the closely related Kontsevich–Vishik canonical trace on a similar
subclass of pseudodifferential operators on a closed manifold. Even more closely related to the
discussion here, Melrose defines an even subcalculus for heat operators on closed manifolds and
on manifolds with asymptotically cylindrical ends [25], and we refer also to the even subcalculi
in the papers by Albin [1, Corollary 8.9] and Albin and Rochon [4] in other geometric settings.
We impose separate ‘evenness’ conditions on the asymptotic expansions of elements of Ψ∗e−h
at the two faces td and ff. The condition at td is exactly the one introduced in [25] (and which
appears at least implicitly in many other places), while the one at ff is directly inspired by this but
tailored to the specific geometry. Rather than considering these conditions separately, we shall
define the subclass of operators which satisfy evenness conditions at both faces.
Definition 3.5. Let K A be an element of the heat calculusΨ
ℓ,p,E
e−h (M). Then K A is an element of
the even subcalculus if the following conditions hold.
(i) At the face td, and in terms of the projective coordinates (T,Ξ ,ξ) (which are valid in the
interior of this face), suppose that
K A ∼ T−m
∞
j=0
κ tdj (Ξ ,ξ)T j ;
then we require that
κ tdj (−Ξ ,ξ) = (−1) jκ tdj (Ξ ,ξ)
for all j ≥ 0.
(ii) At the front face ff, and in the projective coordinates (ρ, ξ,ξ,ω,y, z,z) from (3.1), valid in
the interior of that face, suppose that
K A ∼ ρ−b−3
∞
j=0
κ ffj (ξ,
ξ,ω,y, z,z)ρ j ;
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then we require that
κ ffj (ξ,
ξ,−ω,y, z,z) = (−1) jκ ffj (ξ,ξ,ω,y, z,z).
We shall denote the set of all operators which satisfy these conditions by Ψ ℓ,p,Ee−h;evn(M).
Moreover, we may define the odd subcalculus Ψ ℓ,p,Ee−h;odd(M) by requiring the coefficients κ
ff
j
to be odd in ω, if j is even, and vice versa. Both the even and the odd heat calculus are invariant
under even changes of special coordinates, since we specify front face behaviour of all kernel
components in exactly the same way.
There are a few different motivations for this definition. First, a straightforward calculation,
see [25, Section 7.1] for the computation at td, shows that if K A ∈ C∞(M× M×[0,∞)), then its
lift to M2h satisfies both conditions (i) and (ii). Second, it is also not hard to check that the initial
parametrix H (1) in the construction above can be chosen to satisfy both of these conditions. On
the other hand, it is not immediately obvious that Ψ∗e−h;evn is actually a subalgebra, i.e. closed
under composition, which gives substance to the following.
Proposition 3.6.
Ψ k,ℓ,Ee−h;evn ◦Ψ k
′,ℓ′,E ′
e−h;evn ⊂ Ψ k+k
′,ℓ+ℓ′,E ′′
e−h;evn .
The rather technical proof is in Appendix for l ′ = ∞, following the proof of composition for
the full heat calculus.
To establish that the exact heat kernel H lies within the even subcalculus for an even
asymptotically admissible metric, we need to prove invariance of Ψ∗e−h;evn(M) under ∆ and tL.
This requires a careful treatment of kernels as operators acting on p-forms. We may certainly
assume that all kernels to be compactly supported in a special coordinate chart near the edge and
work in these coordinates, so long as we show that all properties are invariant under change to
another equivalent special coordinate chart. However, the evenness criterion is stable under even
changes of coordinates, so it suffices to establish invariance of Ψ∗e−h;evn(M) under ∆ and tL for
one choice of special coordinates, which we fix now.
We call a differential operator P even if its lift to M2h satisfies
β∗P ◦Ψ∗e−h;evn(M) ⊂ Ψ∗e−h;evn(M), β∗P ◦Ψ∗e−h;odd(M) ⊂ Ψ∗e−h;odd(M),
while P is said to be odd if
β∗PΨ∗e−h;evn(M) ⊂ Ψ∗e−h;odd(M), β∗PΨ∗e−h;odd(M) ⊂ Ψ∗e−h;even(M).
To verify evenness of ∆ and tL, it clearly suffices to check that the de Rham differential d is an
even operator and the Hodge star ⋆ is odd.
To verify these we must choose to work either with respect to the rescaled form bundles or the
unrescaled ones. In order to use the former, it is necessary to show that the rescaling operator Φ
preserves parity, and we explain the sense in which this is true now. If K is any Schwartz kernel
acting on the unrescaled form bundles, then the same operator acting on the scaled form bundles
is given by KΦ = Φ−1 KΦ. For any w ∈ Λp M there is a local decomposition
w = w1 ∧ dx + w2, w1 ∈ Λp−1Y, w2 ∈ ΛpY. (3.11)
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Hence, each w ∈ Λp M can locally be viewed as an element of Λp−1Y ⊕ ΛpY . Moreover, we
may decompose ΛpY locally as follows
ΛpY =

i+ j=p
Λi B ⊗ Λ j F =:

i+ j=p
Λi, j Y.
In terms of this, the action of an operator K mapping Λi,k−1Y ⊕Λi,kY to Λi ′,ℓ−1Y ⊕Λi ′,ℓY , then
K and KΦ have the matrix forms
K =

Kℓ−1,k−1 Kℓ−1,k
Kℓ,k−1 Kℓ,k

, KΦ =

KΦℓ−1,k−1 KΦℓ−1,k
KΦℓ,k−1 KΦℓ,k

. (3.12)
One calculates explicitly that
Kℓ−1,k−1 = xℓ−1− f/2(x)k−1− f/2 KΦℓ−1,k−1,
Kℓ,k−1 = xℓ− f/2(x)k− f/2−1 KΦℓ,k−1,
Kℓ,k = xℓ− f/2(x)k− f/2 KΦℓ,k, Kℓ−1,k = xℓ− f/2−1(x)k− f/2 KΦℓ−1,k .
(3.13)
From these we obtain
Kℓ−1,k−1 ∼ ρ−b−3+ℓ+k−2− f
∞
j=0
κ ffj,ℓ−1,k−1 ρ j , Kℓ,k−1 ∼ ρ−b−3+ℓ+k−1− f
∞
j=0
κ ffj,ℓ,k−1 ρ j ,
Kℓ,k ∼ ρ−b−3+ℓ+k− f
∞
j=0
κ ffj,ℓ,k ρ
j , Kℓ−1,k ∼ ρ−b−3+ℓ+k−1− f
∞
j=0
κ ffj,ℓ−1,k ρ j .
All coefficients κ ff∗,∗,∗ are functions of (ξ,ξ,ω,y, z,z). Hence if KΦ ∈ Ψ∗e−h;evn(M,Λp M,
Λr M), where evenness is relative to some choice of special coordinates, then the terms in the
expansions for the components of K satisfy
κ ffj,∗,∗(ξ,ξ,−ω,y, z,z) = (−1) jκ ffj,∗,∗(ξ,ξ,ω,y, z,z) (3.14)
for any choice of ∗. Similar formulæ hold if KΦ ∈ Ψ∗e−h;odd(M). The importance of this is
that these are the same parity formulæ as for the components of KΦ despite the fact that the
prefactors, i.e. the powers of ρ are different between different components, while they are all the
same (namely ρ−b−3) for the components of KΦ . However, this also means that if we verify that
an operator is even or odd with respect to the unrescaled bundles, in the sense that the equations
(3.14) hold, then the corresponding parity conditions hold for the conjugated operator acting
between the scaled form bundles. In other words, it suffices to study the structure of d and ⋆ on
the unrescaled bundles without worrying about the parity of Φ.
We first examine how the splitting (3.12) changes under an even change of coordinates. After
a short calculation, one sees that the components of a form in Λi,k−1Y ⊕ Λi,kY are transformed
to the new coordinates by a 2-by-2 coordinate transformation matrix; the on-diagonal entries of
this matrix are even functions of x and the off-diagonal components are odd. Note finally that
conjugation of an even or odd operator by a matrix of this form preserves parity.
Next, with respect to the local splitting (3.12), the exterior derivative d can be written as
d =

dY,k−1 (−1)k−1∂x
0 dY,k

.
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If κ ffj,∗,∗ satisfies (3.14), then one has ∂ωκ ffj,∗,∗(·,−ω, ·) = (−1) j+1∂ωκ ffj,∗,∗(·,ω, ·), and from
this it is straightforward to check that d is an even operator. Similarly, if g is an even
asymptotically admissible metric, then the Hodge star operator ∗k mapping Λi,k−1Y ⊕ Λi,kY
to Λb−i, f−kY ⊕ Λb−i, f+1−kY takes the form
∗k =

A f−k,k−1(x) A f−k,k(x)
A f+1−k,k−1(x) A f+1−k,k(x)

,
where, by explicit calculation, A f−k,k−1(x), A f+1−k,k(x) are families of endomorphisms which
are odd in x , while A f+1−k,k−1(x), A f−k,k(x) are endomorphisms depending evenly in x . It
follows that ∗k is an odd operator.
We deduce from these calculations that ∆ and tL are even operators and hence preserve
the even and the odd subcalculi. Following through the parametrix construction of the previous
section we conclude the following result.
Proposition 3.7. The fundamental solution H for the heat equation associated to the Friedrichs
extension of the (rescaled) Hodge Laplacian on a simple edge space (M, g) with even
asymptotically admissible metric is an element of Ψ2,0,Ee−h;evn(M,
ieΛp M) for every choice of
special coordinates.
4. Heat trace asymptotics
Let us now turn to the form of the heat trace expansion, with particular attention to the
implications of Proposition 3.7 on that expansion.
First recall the diagonal D0 ⊂ R+ × M2, and more importantly, its lift Dh to M2h , as pictured
here. If ιD : Dh ↩→ M2h is the natural embedding and Hk the heat kernel for the Friedrichs
extension of the Hodge Laplacian (which we consider as living on M2h already, for convenience),
then by Proposition 3.4, ι∗D Hk is polyhomogeneous on Dh , and hence so is tr ι∗D Hk , its pointwise
trace. Our next goal is to obtain information about the terms which can appear in the expansion
of this function. Let Dtd = Dh ∩ td, Dff = Dh ∩ ff and Dc = Dh ∩ rf ∩ lf be the boundary faces
of Dh . (See Fig. 4.)
Proposition 4.1. Let g be asymptotically admissible. Then tr ι∗D Hk ∈ AGphg(Dh), where the index
family is given by
G td = −m + 2N0, Gff = −1− b + N0, Gc = Elf + Erf.
Moreover, if g is even, then Gff = −1− b + 2N0.
This proposition is an immediate consequence of the polyhomogeneous structure of Hk
itself. The fact that the restriction of a polyhomogeneous distribution to the submanifold Dh
is polyhomogeneous is straightforward and can be checked in local coordinates, but is also a
special case of the ‘pullback theorem’ in [24]. Hence the form of the expansion in the general
case follows directly from Proposition 3.4, except for the statement that the expansion at td has
no odd terms.
The vanishing of the odd terms in the expansion at td in general and at ff when g is even
follows from Proposition 3.7. Indeed, the coefficients in the expansions of tr ι∗D Hk at each face
of Dh are the pointwise traces of the coefficients in the asymptotic expansions of Hk at the
corresponding faces of M2h . However, functions on td which are odd with respect to the reflection
Ξ → −Ξ , and similarly functions on ff which are odd with respect to w → −w, must vanish
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Fig. 4. The diagonal hypersurface Dh in M
2
h .
on Dh , and thus have vanishing trace. It is a general fact, explained in [25], that in the interior,
Hk always satisfies the evenness condition at td, while this evenness at ff only holds if g is even.
Our main interest, however, is not in the pointwise heat trace but in its integral, Tr Hk . Note
that Dh can also be obtained as the parabolic blowup of R+ × M at {t = x = x = 0, y = y}
without any reference to the double space. Let
πc : Dh → R+
be the composition of the blowdown map Dh → R+ × M and the projection R+ × M → R+.
Then Tr Hk is the pushforward of tr ι∗D Hk by πc:
Tr Hk(t) = (πc)∗

tr ι∗D Hk
 = M×{t} tr ι∗D Hk(t, x, y, z) x− f dVg. (4.1)
(The extra factor of x− f in the integrand is due to the rescalingΦk .) The formula with the integral
on the right is valid when t > 0 since Dh is the same as the diagonal D0 of R+ × M2 there, but
that this expression must be interpreted carefully near t = 0 because of the front face of Dh .
There is a good formalism for understanding pushforwards of polyhomogeneous distributions,
known as Melrose’s pushforward theorem [24]. It states, roughly, that if f : X → Y is a special
type of map, known as a b-fibration, between two manifolds with corners, and if u ∈ A∗phg(X),
then so long as the integrals along the fibres (or generalized fibres) make sense, we have that
f∗(u) ∈ A∗phg(Y ). Moreover, the index set of the image f∗(u) is determined by the index set of
u, and similarly the coefficients in the expansions of the image can be determined in terms of
(in general, regularizations of similar sorts of pushforwards) coefficients of u. For the reader’s
convenience, we review this theorem here in this specific geometric setting.
We first note that the map πc is indeed a b-fibration. We refer to [24] for the precise definition
of this condition (see also Appendix below), but do not repeat it here since it does not play a
significant role. Using the two sets of projective coordinates on Dh , arising from the coordinates
(3.2) and (3.4) on M2h , we find
π∗c (t) = ρ2ffρ2td. (4.2)
It turns out that the formula for index sets of pushforwards is simpler if we write everything in
terms of b-densities. Thus suppose that µ0 is a density on Dh which is smooth up to all boundary
faces and everywhere nonvanishing. A smooth b-density µb is, by definition, any density of the
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form (ρtdρffρc)−1µ0. There is a pleasant naturality of b-densities with respect to blowups: a
straightforward computation shows that
µb = Aβ∗D((xt)−1dtdxdydz)
for some smooth nonvanishing function A. Note too that we can use µb = β∗D(t−1x− f−1dtdVg)
for this b-density.
Consider a polyhomogeneous b-density K on Dh , so K = K˜µb where K˜ ∈ A∗phg(Dh). Now
suppose that K˜ has index family G = (G td,Gff,Gc). In order that the integrals over the fibres of
πc converge, one needs that all terms in the expansion of K˜ at Dc have strictly positive exponent,
i.e. Re z > 0 for all (z, p) ∈ Gc. Provided this integrability condition holds, then the pushforward
theorem asserts that
(πc)∗K = (πc)∗(K˜µb) = T (t)dtt , T ∈ A
F
phg(R
+),
where the pushforward index set F = π ♭c (G) is defined as follows. If G td = {(z j , p j )} and
Gff = {(wℓ, qℓ)}, then G ′td = {(z j/2, p j )},G ′ff = {(wℓ/2, qℓ)} and F = G ′td∪G ′ff is the
‘extended union’ of G ′td and G ′ff
G ′td∪G ′ff = G ′td ∪ G ′ff ∪ {(z, p + q + 1) : ∃ (z, p) ∈ G ′td, and (z, q) ∈ G ′ff}. (4.3)
We refer to [24, Eq. (42)] for a proof. In our particular example we set K˜ = 2ρcρff

tr ι∗D Hk

, so
that T (t) = Tr Hk(t), and obtain the heat trace asymptotics as above.
We summarize all of this in the following central result.
Theorem 4.2. Let (Mm, g) be a compact simple edge space, where g is an asymptotically
admissible metric. Let Hk denote the heat kernel for the Friedrichs extension for the Hodge
Laplacian on k-forms. Then, as t → 0,
Tr Hk(t) ∼
∞
ℓ=0
Aℓt
ℓ−m2 +
∞
ℓ=0
Cℓt
ℓ−b
2 +

ℓ∈I
Gℓt
ℓ−b
2 log t.
The index set I here is
I = {ℓ ∈ N0 | ℓ+ m − b even}.
If the metric g is even, then for every choice of special coordinates
Tr Hk(t) ∼
∞
ℓ=0
Aℓt
ℓ−m2 +
∞
ℓ=0
Cℓt
ℓ− b2 +

ℓ∈I′
Gℓt
ℓ− b2 log t,
where I′ = ∅ if (m − b) is odd and I′ = N0 if (m − b) is even.
We can say something about the coefficients which appear here. The coefficients b2ℓ of
ρ−m+2ℓtd in the expansion of tr ι∗D Hk (i.e. before integrating) are the standard local geometric
quantities in the interior of M ; on the other hand, the coefficients aℓ of ρ
−b−1+ℓ
ff typically involve
not only similar local quantities on the edge B and on all of M , but also global quantities over
F . The coefficients Aℓ, Cℓ and Gℓ which appear above are integrals of these various coefficients
which involve both local and global quantities. We do not comment on this further since it plays
no role here, but intend to return to a closer examination of these coefficients in another paper.
We refer to [31] for an example where global spectral invariants on F appear.
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We conclude this section by stating the implication of this main theorem on the meromorphic
structure of the zeta functions. Let Pk denote the projector onto the nullspace of the Friedrichs
extension of the Hodge Laplacian ∆k , and define
ζk(s) := 1Γ (s)
 ∞
0
t s−1Tr (Hk − Pk) dt, Re (s)≫ 0.
By the usual arguments, Theorem 4.2 implies the following proposition.
Proposition 4.3. Each ζk(s) extends meromorphically to the entire complex plane. Near s = 0,
Γ (s)ζk(s) =
∞
j=0
A j
s + j − m2
+
∞
j=0
C j
s + j−b2
−

j∈I
G j
s + j−b2
2 ,
where I = { j ∈ N0 | j + m − b even}. If g is also even, then for every choice of special
coordinates
Γ (s)ζk(s) =
∞
j=0
A j
s + j − m2
+
∞
j=0
C j
s + j − b2
−

j∈I′
G j
s + j − b2
2 ,
where I′ = ∅ if (m − b) is odd and I′ = N0 if (m − b) is even.
In particular, if m is odd, then ζk(s) is regular at s = 0 for every k. If g is even and both m
and b are odd, then for every choice of special coordinates we even have ζk(0) = 0.
5. Analytic torsion and the metric anomaly
We come, at least, to an examination of the analytic torsion of a compact simple edge space
(M, g) with an asymptotically admissible edge metric. Recall that in terms of the zeta functions
defined at the end of the last section, we define the analytic torsion zeta function
ζAT(s) := 12
m
k=0
(−1)kk ζ(s,∆k),
and then set
log T (M, g) = d
ds

s=0
ζAT(s).
In certain cases, the analytic torsion zeta function ζAT may be regular at s = 0 even though
some or all of the individual zeta functions are not. For example, if m is even, then there is
nothing in Proposition 4.3 which precludes ζ(s,∆k) from having a pole at s = 0. In the special
case of isolated conical singularities (b = 0), it was shown in [13] that despite this, there is a
cancellation of residues and ζAT(s) is regular at s = 0. In fact, Dar’s arguments also apply to
more general situations where the conic cross-section F may have boundary or even be singular.
A consequence of our work here, however, is that if F is smooth and m is odd, then each ζk(s) is
regular at s = 0, hence the analytic torsion is well-defined, without need for Dar’s cancellation
argument.
Recall from the introduction that we consider a slightly different quantity than just the analytic
torsion. The determinant line bundle over M ,
detH∗(M) :=
m
k=0

m
ker∆k
(−1)k+1
,
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has a natural Hermitian inner product and norm ∥ · ∥ detH∗(M) induced from the restriction to
ker∆k of the L2 norm on L2Ω k . The more invariant object is the Quillen metric
∥ · ∥RS(M,g) := T (M, g)∥ · ∥ detH∗(M).
We now study the variation of the analytic torsion on M as we vary g. Consider a family gµ
of asymptotically admissible edge metrics on M, µ ∈ (µ0 − ϵ, µ0 + ϵ). Denote by ∆k(µ) the
Hodge Laplacian on k-forms associated to gµ. In order to make these operators act on the same
Hilbert space, we conjugate by the natural local isometry
Tµ =

⋆−1µ0 ⋆µ

dVgµ
dVgµ0
: L2Ω k(M, gµ) −→ L2Ω k(M, gµ0).
Thus consider the operator∆k(µ) := Tµ ◦∆k(µ) ◦ T−1µ
as an operator on the fixed Hilbert space L2Ω k(M, gµ0).
Revert now to the common notation Hk(t) = e−t∆k and set Hk(t) = e−t∆k . The semigroup
property of the heat kernel gives the identity
e−t∆k (µ) − e−t∆k (µ0)
µ− µ0 =
 t
0
∂
∂s

e−(t−s)∆k (µ0)e−s∆k (µ)
µ− µ0

ds
=
 t
0
e−(t−s)∆k (µ0)
∆k(µ0)− ∆k(µ)
µ− µ0

e−s∆˜k (µ) ds.
Taking the limit µ→ µ0 yields
∂
∂µ
Tr

e−t∆k (µ)
µ=µ0
= −
 t
0
Tr

e−(t−s)∆k (µ0) ˙∆k(µ0) e−s∆k (µ0)
= −t Tr
˙∆k(µ0) e−t∆k (µ0) ,
where the upper dot denotes the derivative in µ. Evaluating ˙∆k(µ) explicitly in terms of Tµ, we
find
∂
∂µ
Tr

e−t∆k (µ)
µ=µ0
= −t · Tr

T˙µ0 ◦∆k(µ0) ◦ e−t∆k (µ0) ◦ T−1µ0

− t · Tr

∆k(µ0) ◦ T˙−1µ0 Tµ0 ◦ e−t∆k (µ0)

− t · Tr

∆˙k(µ0) ◦ e−t∆k (µ0)

.
Using that bounded operators can be commuted under the trace, the second term on the right here
becomes
Tr

∆k(µ0) ◦ T˙−1Tµ0 ◦ e−t∆k (µ0)

= Tr

e−t/2∆k (µ0)∆k(µ0) ◦ T˙−1µ0 Tµ0 ◦ e−t/2∆k (µ0)

= Tr

T˙−1µ0 Tµ0 ◦∆k(µ0) ◦ e−t∆k (µ0)

= −Tr

T−1µ0 T˙µ0 ◦∆k(µ0) ◦ e−t∆k (µ0)

.
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Consequently the first and second terms cancel and we are left with
∂
∂µ
Tr

e−t∆k (µ)

µ=µ0
= −t Tr

∆˙k(µ0) ◦ e−t∆k (µ0)

.
If Pk(µ) is the orthogonal projection onto the kernel of ∆k(µ), then repeating the arguments in
[28, pp. 152–153], we have
∂
∂µ
m
k=0
(−1)k · k · Tr

e−t∆k (µ) − Pk(µ)

= t ∂
∂t
m
k=0
(−1)kTr

αkµ

e−t∆k (µ) − Pk(µ)

dt. (5.1)
Here ∗µ is the Hodge star for gµ and αkµ := ∗−1µ ∗˙µ, on forms of degree k. Put
f (µ, s) := 1
2
m
k=0
(−1)k · k · 1
Γ (s)
 ∞
0
t s−1Tr

e−t∆k (µ) − Pk(µ)

dt,
so that, by definition, log T (M, gµ) = ∂∂s

s=0 f (µ, s).
Now differentiate f (µ, s) under the integral. Inserting (5.1), recalling that the heat trace
decays exponentially and assuming Re s ≫ 0 so that there are no boundary terms in the
integration by parts, we have
∂
∂µ
f (µ, s) = 1
2
m
k=0
(−1)k 1
Γ (s)
 ∞
0
t s
d
dt
Tr

αkµ

e−t∆k (µ) − Pk(µ)

dt
= 1
2
s
m
k=0
(−1)k+1 1
Γ (s)
 ∞
0
t s−1Tr

αkµ

e−t∆k (µ) − Pk(µ)

dt. (5.2)
At this point we introduce the separate hypotheses on the family of metrics gµ. First suppose
that all the metrics are strongly asymptotically admissible, so that gµ − gµ0 = O(xb+1). Then,
there exists a family {e jµ(p)} of local orthonormal frames of Tp M , with e jµ(x, ·, ·)−e jµ0(x, ·, ·) =
O(xb+1) for p = (x, y, z). Consequently αkµ(x) = O(x1+b) as well.
Using projective coordinates, and letting πL : R+ × M2 → M be the projection onto the left
copy of M , we see that the lift (πL ◦ β)∗αkµ is smooth on M2h with
ι∗Dtr (αkµe−t∆k (µ)) ∼ ρ0ff
 ∞
j=0
a jρ
j
ff

ι∗Dtr (αkµe−t∆k (µ)) ∼ ρ−mtd
 ∞
j=0
b2 jρ
2 j
td

.
(5.3)
Using the pushforward theorem once again, we deduce that
Tr

αkµe
−t∆k (µ)

∼
∞
j=0
A j t
j−m2 +
∞
j=1
C j t
j
2 +
∞
j=1
G j t
j
2 log t.
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On the other hand, suppose that each gµ is even in x . Then αkµ(x) is also even, and hence lies
in the even subcalculus. Consequently,
ι∗Dtr (αkµe−t∆k (µ)) ∼ ρ−1−bff
 ∞
j=0
a2 jρ
2 j
ff

,
ι∗Dtr (αkµe−t∆k (µ)) ∼ ρ−mtd
 ∞
j=0
b2 jρ
2 j
td

.
(5.4)
By the pushforward theorem, we now have
Tr

αkµe
−t∆k (µ)

∼
∞
j=0
A j t
j−m2 +
∞
j=0
C j t
j− b2 +

j∈I
G j t
j− b2 log t, (5.5)
where I = ∅ if (m − b) is odd and I = N0 if (m − b) is even.
Under either of these two sets of assumptions, we have shown that for each k,
Ress=0
 ∞
0
t s−1Tr

αkµ

e−t∆k (µ) − Pk(µ)

dt = −Tr (αkµPk(µ)).
In view of the additional factor of s in (5.2), we find
d
dµ
log T (M, gµ) = 12
m
k=0
(−1)kTr

αkµPk(µ)

= d
dµ
log ∥ · ∥−1det H∗(M,E),gµ . (5.6)
This proves our central result.
Theorem 5.1. Let (Mm, gµ) be a one-parameter family of asymptotically admissible edge
metrics on a compact space of odd dimension with simple edge Bb. Assume that either
(i) each metric gµ is strongly asymptotically admissible with gµ = gµ0 + hµ and |hµ|gµ0 =
O(x1+b), or
(ii) each metric gµ is even asymptotically admissible, and b is odd.
Then the family of analytic torsion norms ∥ · ∥RS(M,gµ) is independent of the parameter µ:
d
dµ
∥ · ∥RS(M,gµ) = 0.
We anticipate that this metric independence will have some interesting applications.
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Appendix. The composition formulæ
In this appendix we prove the main composition result for the incomplete edge heat calculus,
and then show that composition preserves the even subcalculus. This is in some sense the most
technically difficult part of the parametrix construction in the heat calculus. However, our method
for understanding these compositions follows a now standard pattern in geometric microlocal
analysis using Melrose’s pushforward theorem for polyhomogeneous distributions with respect
to b-fibrations between manifolds with corners. We begin by reviewing this general result and
then describe how it implies the composition formula. The composition formula in the heat
calculus is almost identical to the one in the conic setting proved by Mooers [26], and is also
very closely related to one for the pseudodifferential edge calculus in [23]; we refer also to the
survey [3] for more on these matters. Because of all these resources, we shall be brief here.
To set the stage, however, suppose that A ∈ Ψ k,ℓ,Ee−h (M) and B ∈ Ψ k
′,ℓ′,E ′
e−h (M), with Schwartz
kernels K A and K B , which are pushforwards under the blowdown β : M2h → R+ × M2
of polyhomogeneous distributions κA and κB , respectively. We view them as sections of
ieΛp M  ieΛp M under rescaling Φ. Let C := A ◦ B, with Schwartz kernel KC lifting to κC
on M2h . Our main task here is to show that κC is polyhomogeneous, with index sets at each face
given as in the statement of the theorem in terms of those for κA and κB , respectively.
To explain how this relates to the pushforward theorem, first observe that
KC (t, x, y, z, x
′, y′, z′) =
 t
0

M K A(t − t ′, w,w′)K B(t ′, w′, w′′) dt ′dVg(w′). (A.1)
This can be rephrased as follows. Consider the triple-space R+t ′ ×R+t ′′ × Mw × Mw′ × Mw′′ , and
the three projections
πC : M3 × R+t ′ × R+t ′′ → M2 × Rt ′+t ′′ , (t ′, t ′′, w,w′, w′′)→ (w,w′′, t ′ + t ′′),
πL : M3 × R+t ′ × R+t ′′ → M2 × Rt ′ , (t ′, t ′′, w,w′, w′′)→ (w,w′, t ′),
πR : M3 × R+t ′ × R+t ′′ → M2 × Rt ′′ , (t ′, t ′′, w,w′, w′′)→ (w′, w′′, t ′′).
(A.2)
Assuming that all kernels are extended to vanish for negative times, and reinterpreting them as
densities in a suitable way specified below, we can rewrite (A.1) as
KC = (πC )∗

π∗L K Aπ∗R K B

.
The main idea is that we define a heat triple-space M3h ; this will be obtained from (R
+)2 ×
(M)3 by a sequence of blowups, and has the property that there are maps
ΠL ,ΠC ,ΠR : M3h −→ M2h
which ‘cover’ the three projections defined above. Lifting the composition to these spaces leads
to the key formula
κC = (ΠC )∗

Π ∗LκAΠ ∗RκB

. (A.3)
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Thus it suffices to show that if κA and κB are polyhomogeneous, then their lifts to M3h are
also polyhomogeneous, and so too the product of these lifts, and most importantly, that the
pushforward by ΠC of this product is again polyhomogeneous on M2h .
The pushforward theorem. We have already encountered a special case of this in the discussion
preceding Theorem 4.2. First introduce some terminology. Let X and X ′ be two compact
manifolds with corners, and let f : X → X ′ be a smooth map. Let {Hi } and {H ′j } be
enumerations of the codimension one boundary faces of X and X ′, respectively, and let ρi , ρ′j be
global defining functions for Hi , resp. H ′j . We say that the map f is a b-map if f ∗ρ′j is a smooth
nonvanishing multiple of some product of nonnegative integer powers of the defining functions
ρi , or symbolically,
f ∗ρ′i = Ai j

i
ρ
e(i, j)
j , Ai j > 0, e(i, j) ∈ N ∪ {0}.
This simply means that f respects the boundary structure of these two spaces, and in particular
maps each Hi into some H ′j with constant normal order of vanishing along the entire face.
The map f is called a b-submersion if f∗ induces a surjective map between the b-tangent
bundles of X and X ′. (The b-tangent space at a point p of ∂X on a codimension k corner is
spanned locally by the sections x1∂x1 , . . . , xk∂xk , ∂y j , where x1, . . . , xk are the defining functions
for the faces meeting at p and y j are local coordinates on the corner through p.) If, in addition,
the matrix e(i, j) defined above has the property that for each j there is at most one i such that
e(i, j) ≠ 0 (this condition simply means that each hypersurface face Hi in X gets mapped into
at most one H ′j in X ′, or in other words, no hypersurface in X gets mapped to a corner in X ′),
then f is called a b-fibration.
We already introduced the notion of a b-density in Section 4. Let us fix smooth nonvanishing
b-densities νb on X and ν′b on X ′.
Proposition A.1 (The Pushforward Theorem). Let u be a polyhomogeneous function on X with
index sets E j the faces H j of X. Suppose that each (z, p) ∈ E j has Re z > 0 if the index j
satisfies e(i, j) = 0 for all j (which means that H j is mapped to the interior of X ′). Then the
pushforward f∗(uνb) is well-defined and equals hν′b where h is polyhomogeneous on X ′ and has
an index family fb(E) given by an explicit formula in terms of the index family E for X.
For precise definition of the index family fb(E) see [24]. Rather than giving the formula for
the image index set in generality, let us describe it slightly informally but specifically enough for
the present situation. If H j1 and H j2 are both mapped to a face H
′
i , and if H j1 ∩ H j2 = ∅, then
they contribute the index set E j1 ∪ E j2 to H ′i . If they do intersect, however, then the contribution
is the extended union E j1∪E j2 .
The triple space. We now construct the reduced heat triple space M3rh. The steps are dictated
strictly by the requirements that the maps πL , πC , πR all lift to b-fibrationsΠL ,ΠC ,ΠR , and that
the space M3rh be as ‘small’ as possible. We revert to adapted boundary coordinatesw = (x, y, z).
The triple space M3rh is a parabolic blowup of M3 × R+t ′ × R+t ′′ , where the standard
local coordinates in the singular edge neighbourhoods of each of the three copies of M are
(x, y, z), (x ′, y′, z′) and (x ′′, y′′, z′′). First blow up
F = {t ′ = t ′′ = 0, x = x ′ = x ′′ = 0, y = y′ = y′′},
parabolically with respect to both t ′ and t ′′; then blow up the resulting space [M3 × R+ ×
R+, F, {dt ′, dt ′′}] at the lift of O = {t ′ = t ′′ = 0}; finally blow up the resulting space,
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Fig. 5. The spatial component of the triple space M3rh.
parabolically in the respective time directions, at the lifts of each of the three submanifolds
FC = {t ′ = t ′′ = 0, x = x ′′ = 0, y = y′′},
FL = {t ′′ = 0, x ′ = x ′′ = 0, y′ = y′′},
FR = {t ′ = 0, x = x ′ = 0, y = y′}.
(A.4)
Thus altogether,
M3rh :=
 M3 × R+ × R+, F, {dt ′}, {dt ′′};O; FC , {dt ′, dt ′′}; FL , {dt ′′}; FR, {dt ′} .
This is a rather difficult space to visualize, but one may ‘see’ part of it by ignoring the time
directions; the spatial part of M3rh is then exactly the same as the triple space appearing in the
elliptic theory of edge operators, see [23], which can be pictured as in Fig. 5.
Here, (101), (011) and (110) label the boundary faces created by blowing up FC , FL and FR ,
respectively. The face (111) is the front face introduced by blowing up F . We denote the defining
function for the face (i jk) by ρi jk .
Now recall the projections πC , πL and πR defined in (A.2). These induce projections ΠC ,
ΠL and ΠR from M3rh to the reduced heat space M2rh := [M2 × R+; F D; {dt}] introduced in
Section 3 (see Fig. 2). It is not hard to check that the choice of submanifolds that have been
blown up ensures that these are in fact b-fibrations.
Denote the defining functions for the right, front and left faces of each copy of M2rh by{ρ10, ρ11, ρ01}, respectively. These lift via the projections according to the following rules
Π ∗C (ρi j ) = ρi0 jρi1 j ,
Π ∗L (ρi j ) = ρi j0ρi j1,
Π ∗R(ρi j ) = ρ0i jρ1i j .
(A.5)
Now consider the behaviour in the time variables. Let β(3) : M3rh → (R+)2 × M3 be the
blowdown map, τO the defining function for the face obtained by blowing up O, and τ ′, τ ′′ the
defining functions for the two boundary faces in M3rh corresponding to {t ′ = 0} and {t ′′ = 0}.
Then we find
(β(3))∗(t ′) = τ ′τOρ2111ρ2110ρ2101,
(β(3))∗(t ′′) = τ ′′τOρ2111ρ2011ρ2101,
(β(3))∗(t ′ + t ′′) = τOρ2111ρ2101.
(A.6)
Let β(2) : M2rh → R+ × M2 be the blowdown map for the reduced heat space. The lifts
β(2)
∗
(t ′),

β(2)
∗
(t ′′) and

β(2)
∗
(t ′ + t ′′) to ΠL(M3rh),ΠR(M3rh) and ΠC (M3rh), respectively,
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are equal to Tρ211, where T is the defining function for tf in M
2
rh. Note
Π ∗C,L ,R ◦

β(2)
∗ = β(3)∗ ◦ π∗C,L ,R .
Consequently, in view of (A.6) and (A.5), we conclude
Π ∗C (T ) = τO ,
Π ∗L (T ) = τ ′τOρ2101,
Π ∗R(T ) = τ ′′τOρ2101.
(A.7)
Using these data, we now derive the anticipated composition formula. Consider two
elements of the heat calculus A ∈ Ψ ℓ,p,Elf,Erfe−h (M) and B ∈ Ψ
ℓ′,∞,E ′lf,E ′rf
e−h (M). We consider
the Schwartz kernel of each as a ‘right density’, K A(t ′, x, y, z, x ′, y′, z′)dt ′dx ′dy′dz′ and
K B(t ′′, x ′, y′, z′, x ′′, y′′, z′′)dt ′′dx ′′dy′′dz′′. Then their product on (R+)2 × M3 is
K A(t
′, x, y, z, x ′, y′, z′)K B(t ′′, x ′, y′, z′, x ′′, y′′, z′′)dt ′dt ′′dx ′dy′dz′dx ′′dy′′dz′′.
The integral over dx ′dy′dz′ and over t ′+ t ′′ = t gives K A◦B(t, x, y, z, x ′′, y′′, z′′)dt dx ′′dy′′dz′′.
To put this into the same form required in the pushforward theorem, multiply this expression by
dxdydz.
Blowing up a submanifold of codimension n amounts in local coordinates to introducing
polar coordinates, so that the coordinate transformation of a density leads to (n − 1)st power
of the radial function, which is the defining function of the corresponding front face. Hence we
compute the lift
(β(3))∗(dt ′dt ′′dxdydzdx ′dy′dz′dx ′′dy′′dz′′)
= ρ2b+6111 ρb+5101 ρb+3110 ρb+3011 τO ν(3) = ρ2b+6111 ρb+5101 ρb+3110 ρb+3011 τ 2Oτ ′τ ′′

Π ρi jk

ν
(3)
b , (A.8)
where ν(3) is a density on M3rh, smooth up to all boundary faces and everywhere nonvanishing;
ν
(3)
b is a b-density, obtained from ν
(3) by dividing by a product of all defining functions on M3rh;
and

Π ρi jk

is a product over all (i jk) ∈ {0, 1}3. Furthermore, the infinite order vanishing of κA
and κB at T = 0 implies that the product of the lifts vanishes to infinite order in ρ101τOτ ′τ ′′.
Altogether, we obtain that
Π ∗LκA
 
Π ∗RκB

(β(3))∗(dt ′dt ′′dx dy dz dx ′dy′dz′dx ′′dy′′dz′′)
= ρℓ+ℓ′111

Π ρi jk

Gν(3)b ,
where G is a polyhomogeneous function on M3rh, vanishing to infinite order in ρ101τOτ
′τ ′′, with
index sets E ′lf, Erf and Elf + E ′rf at the faces (001), (100) and (010), respectively. Moreover, G
has index sets Elf + ℓ′ and E ′rf + ℓ at the faces (011) and (110), respectively.
Note that since κA does not vanish to infinite order on td, the lift Π ∗LκA is not polyhomoge-
neous on M3rh. Fortunately, the other factor κB does vanish to infinite order there, and hence the
product Π ∗LκA · Π ∗RκB is indeed polyhomogeneous on M3rh. Applying the pushforward theorem
now gives
(ΠC )∗

Π ∗LκA
 
Π ∗RκB

(β(3))∗(dt ′dt ′′dx dy dz dx ′dy′dz′dx ′′dy′′dz′′)

=

β(2)
∗ 
K A◦B(t, x, y, z, x ′′, y′′, z′′)dt dx dy dz dx ′′dy′′dz′′

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= (ρ10ρ01ρ11T )G ν(2)b , (A.9)
where ν(2)b is a b-density on M
2
rh, and β
(2) : M2rh → R+× M2 the corresponding blowdown map,
and G is a polyhomogeneous function on M2rh, which vanishes to infinite order in T , has leading
order ℓ + ℓ′ without additional log-terms in its asymptotic behaviour at ff due to infinite order
vanishing at (101), and with the index sets (Plf, Prf) at the left and right boundary faces arising
as extended unions (recall (4.3))
Plf = E ′lf∪(Elf + ℓ′),
Prf = Erf∪(E ′rf + ℓ),
(A.10)
By an argument similar to (A.8), we compute
β(2)
∗
(dt dx dy dz dx ′′dy′′dz′′) = ρb+311 (ρ10ρ11ρ01T ) ν(2)b . (A.11)
Consequently, combining (A.9) and (A.11), we deduce that (β(2))∗K A◦B = κA◦B has index sets
Plf and Prf at the faces (01) and (10) of M2rh, is ρ
−b−3+ℓ+ℓ′ times a smooth function at ff, and
vanishes to infinite order in T .
This proves the following theorem.
Theorem A.2. For index sets Elf and E ′rf such that Elf + E ′rf > −1, we have
Ψ l,p,Elf,Erfe−h (M) ◦Ψ
l ′,∞,E ′lf,E ′rf
e−h (M) ⊂ Ψ l+l
′,∞,Plf,Prf
e−h (M),
where the front face expansion does not contain logarithmic terms and
Plf = E ′lf∪(Elf + ℓ′),
Prf = Erf∪(E ′rf + ℓ).
Composition in the even subcalculus
We now give the proof of Proposition 3.6, and show that composition preserves the subspace
of operators which satisfy the parity conditions from Definition 3.5. In fact, we refer to [25]
for a proof that operators which satisfy these conditions near td are closed under composition,
since the proof is exactly the same here. Thus we focus on behaviour near ff. It clearly suffices
to consider operators with Schwartz kernels supported near some compact subset of the interior
of the front face. Hence we are free to write out and examine the composition using projective
coordinates.
Note first that the pushforward by ΠC does not introduce logarithmic terms in the front face
expansion of κA◦B , since the kernel on M3rh is vanishing to infinite order at (101). Hence, for κA
and κB with integer exponents in their front face expansions, κA◦B has a front face expansion
with integer exponents as well, and we may check its evenness according to Definition 3.5.
As in the ‘full’ composition formula, we lift the integrand in the formula
K A◦B(t, w) =
 t
0

M
K A(t − t ′, w,w′)K B(t ′, w′,w) dt ′dw′
to M3rh. For the left factor, use the coordinates (3.1), while on the right we introduce a further
singular coordinate change
v = y
′ − y′′
ρ
, σ = t
′
t
, ξ ′ = x
′
ρ
,
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where ρ = √t . Following the substitutions in formula (18) of [17], we obtain
κA◦B(ρ, ξ,ξ,w,y, z,z)
= ρb+3
 1
0

κA

ρ
√
1− σ , ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y + vρ

× κB

ρ
√
σ ,
ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y dσ dξ ′ dv dz′.
Now expand the two factors to get:
κA

ρ
√
1− σ , ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y + vρ

∼

ρ
√
1− σ
−b−3
k
Ak

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y + vρ

ρ
√
1− σ
k
,
κB

ρ
√
σ ,
ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y ∼ ρ√σ −b−3
k
Bk

ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y ρ√σ k .
By assumption, A2k and B2k are even while A2k+1 and B2k+1 are odd in their third slots.
Since each Ak is smooth in the final variable, we expand further to obtain
Ak

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y + vρ

∼
∞
j=0
A(k, j)

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y, v

ρ j .
Note that clearly,
A(k, j)

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y,−v

= (−1) j A(k, j)

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y, v

.
Now define
A[i] :=

k+ j=i
A(k, j).
Then the two parity conditions together give that
A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,−
w − v√
1− σ ,y,−v

= (−1)i A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y, v

.
Inserting these expansions into the integral leads to an expansion of κA◦B . Since the rescaled
volume form x− f dVg is a smooth function of ρv and ρ2, it does not affect these parity
considerations.
Collecting all the factors involving only σ into a single function f (σ ), we get
κA◦B(ρ, ξ,ξ,w,y, z,z)
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∼ ρ−b−3

i,k
ρi+k
 1
0

f (σ )A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y, v

× Bk

ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y dσ dξ ′ dv dz′
=: ρ−b−3

i,k
ρi+k(A ◦ B)i,k(ξ,ξ,w,y, z,z).
Finally, observe that
(A ◦ B)i,k(ξ,ξ,−w,y, z,z)
=
 1
0

f (σ )A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,−
w + v√
1− σ ,y, v

Bk
×

ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y
= (−1)i
 1
0

f (σ )A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,
w + v√
1− σ ,y,−v

Bk
×

ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y
= (−1)i+k
 1
0

f (σ )A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,
w + v√
1− σ ,y,−v

Bk
×

ξ ′√
σ
,
ξ√
σ
,− v√
σ
,y
= (−1)i+k
 1
0

f (σ )A[i]

ξ√
1− σ ,
ξ ′√
1− σ ,
w − v√
1− σ ,y, v

Bk
×

ξ ′√
σ
,
ξ√
σ
,
v√
σ
,y
= (−1)i+k(A ◦ B)i,k(ξ,ξ,w,y, z,z).
Hence the Schwartz kernel of A ◦ B satisfies the parity condition too.
References
[1] P. Albin, A renormalized index theorem for some complete asymptotically regular metrics: the Gauss–Bonnet
theorem, Adv. Math. 213 (1) (2007) 1–52.
[2] P. Albin, E. Leichtnam, R. Mazzeo, P. Piazza, The signature package on Witt spaces, I. index classes, Ann. de la
Ec. Norm. Sup. (in press).
[3] P. Albin, R. Mazzeo, Geometric constructions of heat kernels: a user’s guide (in press).
[4] P. Albin, F. Rochon, Families index for manifolds with hyperbolic cusp singularities, Int. Math. Res. Not. (4) (2009)
625–697.
[5] E. Bahuaud, E. Dryden, B. Vertman, Mapping properties of the Heat operator on edge manifolds, arXiv:1105.5119.
[6] M. Berline, E. Getzler, M. Vergne, Heat Kernels and Dirac Operators, in: Grundlehren der Mathematischen
Wissenschaften, vol. 298, Springer-Verlag, Berlin, 1992.
[7] J. Bru¨ning, R. Seeley, The resolvent expansion of second order regular singular operators, J. Funct. Anal. 73 (1987)
369–429.
[8] J. Bru¨ning, R. Seeley, The expansion of the resolvent near a singular stratum of conical type, J. Funct. Anal. 95
(1991) 255–290.
1040 R. Mazzeo, B. Vertman / Advances in Mathematics 231 (2012) 1000–1040
[9] J. Cheeger, On the spectral geometry of spaces with conical singularities, Proc. Natl. Acad. Sci. USA 74 (1979)
2651–2654.
[10] J. Cheeger, Analytic torsion and the heat equation, Ann. of Math. (2) 109 (2) (1979) 259–322.
[11] J. Cheeger, Spectral geometry of singular Riemannian spaces, J. Differential Geom. 18 (1983) 575–657.
[12] X. Dai, X. Huang, The intersection R-torsion of a finite cone, 2010. Preprint.
[13] A. Dar, Intersection R-torsion and analytic torsion for pseudo-manifolds, Math. Z. 194 (1987) 193–216.
[14] C.L. Epstein, R. Melrose, G. Mendoza, Resolvent of the Laplacian on strictly pseudoconvex domains, Acta Math.
167 (1–2) (1991) 1–106.
[15] J. Gil, T. Krainer, G. Mendoza, On the closure of elliptic wedge operators, arXiv:1007.2397v2 [math.AP].
[16] J. Gil, G. Mendoza, Adjoints of elliptic cone operators, Amer. J. Math. 125 (2) (2003) 357–408.
[17] D. Grieser, Notes on heat kernel asymptotics. Preprint, Available at http://www.staff.unioldenburg.de/daniel.grieser/
wwwvortraege/vortraege.html.
[18] C. Guillarmou, Meromorphic properties of the resolvent on asymptotically hyperbolic manifolds, Duke Math. J.
129 (1) (2005) 1–37. MR2153454 (2006k:58051).
[19] A. Hassell, Analytic surgery and analytic torsion, Comm. Anal. Geom. 6 (2) (1998) 255–289.
[20] E. Hunsicker, R. Mazzeo, Harmonic forms on manifolds with edges, Int. Math. Res. Not. 52 (2005) 3229–3272.
[21] K. Kirsten, P. Loya, J. Park, Exotic expansions and pathological properties of zeta-functions on conic manifolds,
with an Appendix by Boris Vertman, J. Geom. Anal. 18 (2008) 835–888.
[22] M. Lesch, Operators of Fuchs Type, Conical Singularities and Asymptotic Methods, in: Teubner Texte zur
Mathematik, Vol. 136, Teubner–Verlag, Leipzig, 1997. Also available as arXiv:dg-ga/9607005.
[23] R. Mazzeo, Elliptic theory of differential edge operators, I, Comm. Partial Differential Equations 16 (10) (1991)
1615–1664.
[24] R. Melrose, Calculus of conormal distributions on manifolds with corners, Int. Math. Res. Not. 3 (1992) 51–61.
[25] R. Melrose, The Atiyah–Patodi–Singer index theorem, in: Research Notes in Math., Vol. 4, A K Peters,
Massachusetts, 1993.
[26] E. Mooers, Heat kernel asymptotics on manifolds with conic singularities, J. Anal. Math. 78 (1999) 1–36.
[27] W. Mu¨ller, Analytic torsion and R-torsion of Riemannian manifolds, Adv. Math. 28 (1978) 233–305.
[28] D.B. Ray, I.M. Singer, R-torsion and the Laplacian on Riemannian manifolds, Adv. Math. 7 (1971) 145–210.
[29] B.-W. Schulze, Pseudo-differential Operators on Manifolds with Singularities, North-Holland, Amsterdam, 1991.
[30] S. Scott, Traces and Determinants of Pseudodifferential Operators, in: Oxford Mathematical Monographs, Oxford
University Press, Oxford, 2010.
[31] R. Seeley, Trace expansions for the Zaremba problem, Comm. Partial Differential Equations 28 (3-4) (2003)
601–616.
[32] M. Spreafico, The analytic torsion of a cone over a sphere, J. Math. Pures Appl. (9) 93 (4) (2010) 408–435.
[33] B. Vertman, Analytic torsion of a bounded generalized cone, Comm. Math. Phys. 290 (3) (2009) 813–860.
[34] W. Zhang, Lectures on Chern-Weil Theory and Witten Deformations, in: Nankai Tracts in Mathematics, vol. 4,
World Scientific Publishing Co., Inc., River Edge, NJ, 2001.
