The feasibility of realising a low cost wearable face recognition aid based on a robust correlation algorithm is investigated. The aim of the study is to determine the limiting spatial and grey level resolution of the probe and gallery images that would support successful prompting of the identity of input face images. Low spatial and grey level resolution images are obtained from good quality image data algorithmically. The tests carried out on the XM2VTS database demonstrate that robust correlation is very resilient t o degradations of spatial and grey level image resolution. Correct prompts have been generated in 98% cases even for severely degraded images.
INTRODUCTION
In recent years the computer and sensor technology developments motivated by the market opportunities of mobile communication has resulted in dramatic advances of information technology. The computing power per volume has reached the stage where computationally demanding applications can be realised using wearable electronics. Combined with the concurrent drive to miniaturise camera sensors, information technology is offering the possibility t o build smart devices which can act as intelligent aids, helping the user to interact with its environment and other, people.
In this paper our interest focuses on a technology which would provide the user with useful information about personal identity. The idea is that a wearable device [8] [l] would grab an image of a person the user is approaching and provided the person has been seen by the devise before, it would attach a unique name or a short list of name identities t o help the user recognising it. The face recognition problem has been studied extensively [3] . In contrast to mainstream work on face recognition we are aiming at a low cost solution which may call for a low-resolution camera, with images acquired by the device being further degraded by additional processing steps of compression and/or transmission over a radio channel.
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In this context the paper investigates a face recognition algorithm based on robust correlation reported in [9] [7]. The goal is t o evaluate its ability t o deliver useful information about a face identity in the case of low quality image data. We shall demonstrate that even with images of severely reduced quality in terms of both spatial and grey level resolution this face recognition approach can provide useful prompting to the user.
The paper is organised as follows. In the next section we describe briefly the face recognition method used. The main body of the paper, Sections 3 and 4 reports on a number of experiments designed to test the robustness of the face recognition method t o degradation of face image input. In Section 5 the paper is drawn t o conclusion.
FACE RECOGNITION BY ROBUST

CORRELATION
A face is a surface of a three-dimensional solid having partially deformable parts. Its representation on a two-dimensional field is what a recognition algorithm manipulates to come up with a result. According t o [5] , "the central factors determining the performance of a face recognition system are the dimensionality and the variance of the set of degrees-of-freedom which are encoded. Ideally, their inter-class variance should be large and their intra-class variance should be small. Therefore different faces should generate face codes that are as different as possible from each other, while different images of the same face should generate very similar codes". Recent investigations of how well this goal is achieved have studied the invariances in face coding schemes under changes in illumination, perspective angle or pose and expression. Their results showed that there is greater variability in a given face over the above transformations, than there is among different faces when these three factors are held constant. This is a fundamental problem in terms of classical pattern recognition addressed in many papers.
The recognition of faces is based on correlating two images. Previous studies by Brunelli [2] have shown that correlation is not efficient enough for recognition of face images, due t o the natural change of appearance of people over time. So for example the use of glasses can result in a failure when recognising a person. It is a challenge to come up with robust methods, which are able to perform well with changes in fundamental figures. Robust correlation identifies the best matching pair of images while ignoring any gross local dissimilarities which may exist in a pair of images of the same person due to for instance glasses, beard, etc. Robust statistics, in general, provides the ability t o approach structures by intelligently weighting data. In essence, robustness is achieved by setting the contributions of outliers to a correlation measure t o a constant. The data dependent weighting of contributions is controlled by a function called robust kernel. A cut-off distance essentially defines the pixels, which are considered important during recognition. The smaller the intensity difference between corresponding pixels, the larger the kernel response. For differences greater than the cut-off distance, the correlation response is set to zero. Therefore, the robust correlation kernel is positive, taking values between 0 and 1 for normalised images. The kernel adopted in this work is defined by a truncated quadratic function [6] . The cut-off distance can take values between 0 and 255. Varying the cut off, different kernels are obtained and thus different performances. Practically speaking, a value close to 0 makes the kernel more sensitive t o outliers, while a value close to 100 simulates the performance of correlation. In the experimental section of the project, various cut-off distances were tested to find an optimal value.
EXPERIMENTAL METHOD
Images from the multimedia database XM2VTS[10] were used for the experiments. This is a multimodal database of 295 people. For each person there are four sessions and two shots per session. We have used the first 200 people from the database in our experimentation. For each person two frontal face images were extracted from the sequences recorded during each session. We used images from session 1 & 2 for training. The testing set included probe vectors corresponding to 100 faces, two for each person taken from sessions 3 & 4. Preregistration of target and gallery images was performed manually within a loop. At each step of the loop a test image was read, degraded and photometrically normalised. This was the image to be correlated with all images of the gallery within a second loop. Within this loop gallery images were photometrically normalised, as well, before the kernel application.For Ideal recognition rank is 1.
Image degradation
Spatial Quantisation Noise: Each pixel in an image corresponds to a small area of that image. An ideal representation of an object can be achieved by choosing the image pixel area t o be small enough, i.e. by employing a high-density pixel matrix. The process of breaking the continuous image into a grid of pixels is called spatial quantisation. The spatial resolution affects our perception of the quality of the image. A picture consisting of 16384 pixels arranged in a 128 x 128 grid is more easily recognised than its degraded version with 169 pixels arranged in a 13 x 13 grid. When lowresolution cameras are employed, the captured images exhibit an apparent effect of pixelisation. The checkerboard effect, as it is known, is a form of degradationloss of information. This effect can practically be simulated by sub-sampling a high resolution image. In this work we have subsampled the original face images of 61 x 57 resolution in three steps t o the lowest resolution of 6 x 5. The results of the subsampling are shown in Figure 1 .
Grey level quantisation noise:
The sensitivity of the camera determines how efficiently light reflected from the imaged scene is recorded thus defining the quality of the captured image. In the case where a low-sensitivity camera is used, the resulting image is subject to a form of degradation. The amount of retained information is also dependent upon the process of quantising the brightness levels of each pixel into a grey level value. Quantised grey levels are represented by binary digits, with the number of grey levels being a power of 2. Reducing the bits per pixel different grey scale resolutions of the image are obtained. 5bits correspond to 32 grey levels, 3bits to 8 grey levels and lbit to 2 grey levels. The effect of these reduced quantisations is illustrated in Figure 2 . Note that in the extreme cases the reduction in the image grey levels produces false contouring. As far as face images are concerned, the resulting lack of information produces a less detailed image (or noisy image). One would expect that this would make the recognition more difficult.
E X P E R I M E N T A L R E S U L T S
Recognition rate as function of spatial quant i s a t i o n
In this experiment the original 61 x 57 images were subsampled as described in the previous section. In order to minimise aliasing effects, a 3 x 3 low pass filter was applied t o the original image before interpolation. A practical problem was that the representation matrix of the probe is of reduced size, and a direct correlation with the model image matrix in the database was impossible. The easiest way to deal with it was to subsample the database images as well with the same factor as the probe. The results of the recognition procedure on the degraded images are shown in Figure 3 . The results are parametrised by the cut off threshold which for value 60 and above would correspond to standard correlation. The graphs suggest similar recognition rates for images of resolution (a), (b) and (c), scoring 90%. For images of resolution (d), the recognition rate falls to above 70% and rises up t o 95% within rank 10. In this particular experiment only a minimal dependence of the performance on the cut off threshold was observed. Surprisingly, the lowest resolution probes reach the recognition score of 100% (within rank 20) before the others. This interesting behaviour is due to the way the recognition was performed. Subsampling both probes and models results in images of low quality but they still appear t o encode the necessary discriminatory details of faces. Clearly if a low quality probe was supersampled and tested against the original gallery the conclusions might be different. However, with the proposed symmetric degradation of the gallery images the performance of the algorithm appears not to suffer.
Recognition rate as function of g r e y level reduction
The admissible range of pixel intensity values is between 0 and 255. Different degradations can be produced by restricting the picture grey level values to a smaller range, thus reducing the number of grey levels characterising each image. In this experiment the grey levels of the original image were mapped to intensity values corresponding to the central grey levels of the intensity range as shown in Figure 4 . Note that from the practical point of view, only the ranges which are powers of 2 would have impact on the wearable aid complexity.
With this form of degradation the recognition rate stays at the same level no matter how severe the grey level reduction is. This shows once again a surprising robustness of the face recognition method. 
DISCUSSION AND CONCLUSIONS
The results obtained demonstrate a remarkable resilience of the face recognition algorithm to degradations in spatial and grey level resolotion. The recognition performance reaches 91% for rank 1 recognition, rising up to around 98% for rank 10 which would be quite a favourable rate even for high-performance recognition systems. It is surprising that the recognition rat,e of degraded probes is higher than recognition of the 11011-degraded ones, in the rank range 0 to 25. This is an interesting behaviour, which clucidat,es the robustness of the algorithni with respect to degradations. 'lhis finding is consistent with results reported in psychophysical literature [4] . Concerning the cut-off distance, a value of 50 makes the kernel more robust with a performance of 91% for rank 1 to 98% for rank 10. A value of 40 results in responses ranging from (32% to 96% respectively. The former provides an overall higher performance, while the latter offers an individual niaxirnal performance. The use of one or the other is relative to which rank is preferred.
The wearable face recognition system based on the investigated algorithm has the potential to provide valid information to the user. The higher the recognition rate, the more useful the results will be. This is to say that instead of providing rnininial inforniat,ion of certain validity, the system could provide more ambiguous information with a higher probability of being truthful.
Usually humans remember faces but not names. If the user of the system is provided with a list of names, he will be able to identify the person he is interested in. A list of 10 names corresponding to the 10 best, matches, would give the essential hints to the user. At the same time a higher performance is guaranteed. From an operating point of view, an optional setting could be realized, allowing the user to choose a prompt list size and thus the performance of the system.
Another point to note is that the robust correlation exhibits, on average, a factor of 3% higher performance compared to normal correlation. This factor is essential for systems that provide highly reliable information.
A recognition rate of 90% instead of 88% justifies the choice of robust correlation over the standard methocl.
In summary the experimental study deriioristrated the feasibility of a wearable facc recognition aid based on the robust correlation algorithm.
