Introduction.
Our subject begins, in a sense, with the classic paper of Courant, Friedrichs and Lewy [l ] on the difference equations of mathematical physics. These authors considered certain linear difference equations which formally represent the basic partial differential equations of second order. We would say, following present terminology, that the difference equations satisfied compatibility or consistency conditions determined by the corresponding differential equation. The question was to determine whether the solutions of these difference problems tend, in some sense, to a solution of the corresponding differential problem, as the mesh size tends to zero. It was found that this does happen, provided that the difference equation satisfies an additional requirement which, in present terminology, would be referred to as a condition of stability. This condition was required to establish certain a priori estimates for the solutions of the difference problem, on the basis of which one can prove the existence of a subsequence of difference solutions which converges to a solution of the corresponding differential problem. It is important to note that the existence of the latter was not assumed, but rather was established by the argument. The property of difference equations which Courant, Friedrichs and Lewy had required, and which had led (in the parabolic and hyperbolic cases) to certain algebraic conditions on the ratios of the mesh constants, was later made the defining property for the notion of stability appropriate to difference equations.
This was done by Fritz John [5] in his important paper on the integration of parabolic equations by difference methods. Roughly speaking, Fritz John defined stability for initial value difference problems as follows: Let there be given a sequence of lattices on which the difference problem is defined, with mesh size tending to zero. The difference equation (which depends on certain ratios of the mesh constants) is said to be stable if the amplification of arbitrary initial data (in some norm) is bounded uniformly for all lattices of the given sequence. The importance of this stability notion is evidenced by the theorems which follow. First it is shown that if a difference equation is stable and compatible with a parabolic differential equation of the given kind, and if the latter has a solution which is sufficiently regular, then the sequence of difference solutions determined by the given initial data will converge to the given solution of the differential problem. From this result Fritz John derives a uniqueness theorem for the differential equation. Finally, using again the fact that the latter may be represented by a stable difference equation, he establishes an existence theorem for the differential equation by an argument which is essentially that of Courant, Friedrichs and Lewy.
The relationship between stability (in this sense) and convergence of the difference solutions has been further investigated by P. D. Lax and R. D. Richtmyer [7] for linear initial value problems of considerable generality. Utilizing certain notions and theorems from the theory of Banach spaces, these authors have proved that stability is in a certain sense a necessary and sufficient condition for convergence of the difference solutions corresponding to arbitrary initial data. These papers contain the elements of a general theory of linear initial value problems, in which stable difference equations play the central r6le.
Stability of the difference equation not only implies convergence,
but what is more, one may expect that it leads as well to existence and uniqueness theorems for the differential equation.
Furthermore we note that given a stable difference representation and sufficiently regular coefficients, it is possible, in principle, to calculate the solution of the differential equation to any desired degree of accuracy by solving the difference problem for a sufficiently small value of the mesh size. The question of rounding error, which has been much emphasized by some authors and has inspired alternative definitions of stability for difference equations(3), need not be troublesome. If the difference equation is stable in the present sense, and if the rounding error at each step is accounted for by adding an inhomogeneous term to the difference equation, the effect of the latter on the difference solution may be estimated by Duhamel's principle. Thus one may control the effect of rounding error by increasing the number of decimal places in some inverse proportion to the mesh size of the calculation.
The chief theoretical difficulty lies in the verification of stability, i.e. in obtaining suitable a priori estimates for the solutions of a difference problem. This has so far been accomplished only for some special cases, e.g. for equations with constant coefficients. For such equations one is led, by elementary arguments, to a simple necessary condition for stability, referred to as the von Neumann condition(4), which in many cases is also sufficient. When the (3) See, for instance, O'Brien, Hyman and Kaplan [8] .
(4) See P. D. Lax and R. D. Richtmyer [7] . See also J. Douglas, Jr. [2] . coefficients of the difference equation are arbitrary functions of the independent variables, these elementary methods become inapplicable, and there exists at present no general theory which can cope with the problem. As a matter of practical expediency, it has been found that the von Neumann condition (or a slight modification thereof) may be applied locally to yield adequate stability criteria, and this has led to the conjecture that a local condition of this type is generally applicable to difference equations with nonconstant coefficients. In spite of much effort this conjecture has so far received verification only in two special cases (6) . Apart from this, certain techniques have been applied successfully to establish stability for certain types of difference equations which are used in applications to physics and engineering^).
Some attempts have been made to extend this kind of analysis to initial value problems of nonlinear type. Perhaps the most notable result in this connection is Fritz John's treatment [5] of certain semi-linear problems, in which the inhomogeneous term is allowed to depend on the solution. Beyond this, a general theoretical development along the indicated lines seems to be missing in the nonlinear case. It is the aim of this paper to supply such a development for a class of quasi-linear initial value problems which (in the limit) involve partial differential equations of parabolic type. The heart of the theory lies again in certain a priori estimates for the solutions of the difference equation, which now depend critically on an application of a fixed point theorem.
Specifically, we shall have to deal with a pure initial value problem for the quasi-linear difference equation (7) ( 1) w(x, t + At) = JZ cr(x, t, u; 2)w(x + rAx, t) + Ald(x, I, w; S) r=-p defined on a rectangular lattice 2, which consists of points (x, t) with
Here p is a positive integer; X, t & Ax are positive numbers; and the unknown function w, as well as the coefficients cr & d, are real-valued. §1 contains a stability analysis for the given difference problem. In the succeeding sections, (6) Fritz John [5] and Peter Lax [6] , (6) Many linear hyperbolic problems of mathematical physics may be handled by the stability theorem of K. O. Friedrichs [4] for positive operators. J. Douglas, Jr.
[3] has established the stability of an implicit difference scheme for the numerical solution of mixed boundary-initial value problems involving quasi-linear parabolic equations. See also M. E. Rose [9] .
0) The case where the coefficients C do not depend on u has been fully investigated by Fritz John [5] . One easily sees that Tv belongs to 33(ft) if and only if Sv has a fixed point in 33(j3), and the lemma is therefore essentially a fixed point theorem. In the special case of explicit difference equations, with which we are presently concerned, it turns out to be a trivial fixed point theorem, as will be apparent from the argument(10) given below. For general implicit difference equations, 
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A slight generalization of the ordinary stability concept for difference equations may now be stated in the following terms (l2): Let there be given a sequence of lattices 2 with A & r fixed and Ax tending to zero. It will be remembered that the sets 21, S3, etc. and the transformation T are functions of 2. Given a, one requires that there exist a /3 independent of Ax such that
for all 2 of the given sequence. This is a property which a difference problem may have for certain values of X and r. Unfortunately no such values will exist for general quasi-linear difference problems of the given type, and one is therefore led to reformulate the stability condition along the following lines: Given a, there shall exist a & and positive numbers X* & r*, all independent of Ax, such that Equation (1.4) is satisfied for every lattice 2 with X^X* and t^t*.
Since r, in particular, is restricted by a choice of a, the theory will assume a local character which is entirely analogous to the classical theory of nonlinear ordinary differential equations. Stability, in this sense, may therefore be referred to as local stability. Although the essential (12) Ordinary stability corresponds roughly to the case p = Q. The reason for considering general ^-values will presently be pointed out.
idea of local stability is contained in the statement as given, we shall prefer a slightly stronger and more elaborate definition of this term, for reasons which will become apparent in the next section.
Before stating the definition in its final form, we would like to point out the general significance of Lemma 1 for the stability theory of quasi-linear difference equations.
Let If the quantities ft X* & r* exist, then, according to Lemma 1, the quasi-linear difference problem will be locally stable in the present sense. The theorems which must be applied to establish the existence of ft X* & t* will frequently assume that the coefficients of the linear difference equation representing Lu are defined at all points (x, t) in a continuous region of the plane and have bounded derivatives in x up to some positive order p. We cite Fritz John's Theorem 3.1 (13) as an example corresponding to the case p = 2. It is for this reason that a comprehensive study of quasi-linear difference problems along the present lines will require Lemma 1 in its full generality.
For the remainder of this paper we shall be concerned with the special case(14) p = 0, which is not only of some interest in itself, but suggests also methods and results which can be expected to hold in the general case.
To state the notion of local stability in its final form, one requires linear The connection between local stability and the condition stated earlier is given by the following result.
Lemma 2. Let Equation (1) We consider now an important difference equation for which local stability can be established by elementary methods.
Lemma 3. Let the difference equation^) (1.10) ut(x, t) = ao(x, t, u; Z)uxx(x -Ax, t) + ax(x,X, u; _)"*(", t) + a2(x, I, w;2) Since the coefficients c£ are now non-negative, we have by Equation (1.12) y,r |ej,| =1, which implies ||f«,^|| s \\v\\ <q\\v\\.
The remaining condition of local stability is obviously satisfied. for which the coefficients a; are defined on the region 9t: -°o<x<co, OStSTo, -°o <u< oo. In this section it will be assumed that Equation (2.1) has a solution u(x, t) which is sufficiently regular. We shall establish conditions which imply that the solutions u(x, t; 2) of Equation (1), determined
by initial values u(x, 0), will converge to u(x, t) as Ax tends to zero. A first set of conditions is obtained in the following way. Let the functions du d2u du u, -t -> -dx dx2 dt be uniformly continuous and bounded on the infinite strip 7?(r0): -°° <x < oo, O^j^T0.
One then obtains by Taylor's theorem
du(x, y) (2.3) w(x, t + At) = u(x, t) + At--+ o(Al). dt Substituting these expressions into Equation (1), one obtains
where e(At) denotes a function which tends to zero with At, uniformly on R(rj). We may regard Equation (2.4) as holding at every point (x, t) of a lattice 2, the coefficients C & d being evaluated at the points (x, t, u(x, t); 2). In order that Equation ( where the functions c\ are defined for (x, t, w)G9t, and (2.7) lim c2(x, t, u, X, Ax) = c2(x, t, u, A, 0), uniformly when w is bounded. We assume further that the coefficient d does not depend on 2. Equations (2.5), (2.6) and (2.7) lead to the relations /" -r co(x, I, u, X) = \a0(x, I, u), Given a lattice 2, one may solve Equation (1) on 2, subject to initial values u(x, 0), and determine thus an element w(2) in 33. The given function u(x, t), defined on R(to), may likewise be regarded as an element u in 33 when tSto-The solutions m(2) of Equation (1) are said to converge locally and uniformly to the function u(x, t), if there exist positive numbers X* & t* Sto and a function e(Ax) tending to zero with Ax, such that ||w(2) -w|| e(Ax) for 2G2(X*, r*, Ax). Let 3t(ft) denote the following subset of 9?: -oo <x<°o, O^r^ro, -fiSuSP. Theorem I. Let the coefficients ai of Equation (2.1) satisfy a Lipschitz condition in u, uniformly on every subset 9?(ft)(16). Let u(x, t) be a solution of Equation (2.1) for which du d2u du (2.9) u, -, -, -dx dx2 dt are uniformly continuous and bounded on R(to). Let the difference equation (1) be locally stable and satisfy the compatibility conditions (2.8) identically. The solutions w(2) of Equation (1), determined by initial values u(x, 0), will then converge locally and uniformly to u(x, t).
To prove the theorem, we note first that there exists a positive number a such that \u(x, t)\ See on R(t0). One can select numbers /3>a and Q>1 such that Qa<!3. Since Equation exists a positive number r* ^t** such that w(2) belongs to 33(/3) for every 2 in 8(X*, r*, Ax*). We agree henceforth that all equations, whose terms depend on 2, are asserted to hold for every lattice in 8(X*, t*, Ax*). Thus we may say, by the second condition for local stability, that there exists a positive number y such that (2.11) max{||c"||, ||cu(S)||, ||_u||, ||-«<_)||} = y.
Id_p
The regularity conditions on w(x, t) imply that Equations (2.2) and (2.3) are satisfied. Using Equations (2.2), (2.7), (2.8) and (2.11), one obtains JZ cu(x, t; 2)w(x + rAx, t)
Since u(x, t) satisfies Equations (2.1) and (2.3), this becomes It will be necessary to obtain suitable estimates for the second group of terms on the right side of Equation (2.13). For this purpose we use Equation (2.2) once more, to obtain JZ ScT(x, t; 2)w(x + rAx, t) vanish, and what remains is
where the 5a,-are functions of x, t & 2, determined by the relation 8ai = {ai(x, t, u(x, t; 2)) -at(x, t, u(x, I))}.
The functions bu therefore satisfy an equation The given function bu satisfies Equation (2.14) with initial values v, which implies that 5m = Tv. We are now ready to apply Lemma 1 once more to obtain the desired estimate for bu. For this purpose we note that the term o(At) has the form A/e(x, t; 2), where e(x, t; 2) is majorized by a monotone function e(Ax) which tends to zero with Ax. The bound for Sv may now be estimated in terms of the given bounds for the original operators F",OT.
Applying Equations (2.10) and (1.9), one obtains ||S>|| S Qr\\e(x, t, w) + e(x, t; 2)||.
Since the coefficients a< satisfy a Lipschitz condition in u, uniformly on 3t(/3), and the quantities w*(x, l) = ao(x, t, u)uxx(x -Ax, t) + ax(x, t, u)ux(x, t) + a2 (x, t, u) which is a special case of Equation (1.10). Equation (3.1) satisfies the compatibility conditions (2.8) and is locally stable, by Lemma 3, provided Equations (1.11) are satisfied. Theorem I leads then to a local uniqueness theorem for the parabolic equation (2.1), by a simple argument which is due to Fritz John(18). Let w(x, t) he a solution of Equation (2.1) for which the quantities (2.9) are uniformly continuous and bounded on R(rj), and let the coefficients a, satisfy the required Lipschitz condition. There exist then, by Theorem I, positive numbers X* & r* such that ||w(2)-w|| tends to zero with Ax for 2 in 8(A*, Tif, Ax). Let (x, t) be a point of R(rj). One can choose a sequence {2"} of lattices with 2, in S(A*, t*, Ax,) and Ax" tending to zero, such that (x, t) belongs to 2, for every value of v. Since w(x, t; 2,) is uniquely determined by the initial values u(x, 0) and u(x, t) = lim w(x, /; 2,),
one obtains the following result: Theorem II. Let the coefficients a< of Equation (2.1) be bounded and uniformly Lipschitz continuous in u, and let ao be positive and bounded away from zero, on every subset 9i(/3) of di. Let u(x, 0) be defined for -co <x< oo. There exists a positive number r*^ro such that the initial values u(x, 0) uniquely determine a smooth solution of Equation (2.1) on R(rj). This means, more precisely, that there can exist at most one solution u(x, t), defined on 7?(r*) aw^ assuming the given initial values, for which the quantities (2.9) are uniformly continuous and bounded on R(rj).
We proceed now to establish a local existence theorem for quasi-linear parabolic equations, using the fact that the differential equation can be approximated by a difference equation which is locally stable. This has been carried out by Fritz John for the linear case(19), and our argument will deviate from his only in the method whereby the difference solutions w(2) and their divided differences are estimated. This is done in the quasi-linear case by application of Lemma 1. for 2G8(X', t', Ax'). We then obtain bounds for certain additional differences of m (2), and apply this information finally to establish the existence of u(x, t) on R(t').
Since w(x, 0) belongs to C°(0), there exists a positive number a0 such that |w(x, 0)| |a0 identically. Equation (3.1) clearly satisfies the conditions of Lemma 3 and is therefore locally stable. It follows by Lemma 2 that there exist positive numbers Bo, A*, t*^t0 & Ax*, such that ||w(2)|| ^Bo for 2GS(Ao*, t0*, Ax*).
We shall show now that w^(2) satisfies a difference equation 0') wt(x, t) = ao (x, t, w; 2)wM(x -Ax, /) + ax (x, I, w; 2)wx(x, t) + a2 (x, t, w; 2). This is clearly the case for w£0)(2), which is determined by Equation (3.1).
In general, let us suppose that w^(2) satisfies an Equation (3.3) tor j = q. Then w!j?+1)(2) will satisfy the difference equation wt(x, t) = a0 (x, t, ux ; X)wxx(x -Ax, t)
. / (9), , -f(x, t, w(x, t)) = -\f(x + Ax, t, w(x + Ax, t)) -f(x, t, w(x, t))\.
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We now replace w£s)(x+Ax, t; 2) by {w^x, /; 2)+Axw} in the expression for (A/Ax)a1to) and regard uxQ) as a given function of 2 & (x, t). The coefficients of Equation (3.4) thus become functions of 2, (x, t) & w, which we denote by a(«+D The funct;on M^+D(S) then satisfies Equation lor 2G2(A*;, r*, Ax*). Let the coefficients at of Equation (3.1) belong to _«+1, and let w(x, 0) belong to Cq+1(0). We would like to show that Equation with coefficients whose bounds do not depend on 2, (x, t) & w. It remains then to establish similar bounds for the quantities (3.5). But this is an immediate consequence of Lemma 4, since the coefficients at belong to £p for pSq + i-The local stability of Equation This consideration shows that, under the assumptions of Theorem III, there exist positive numbers X', t'Sto, Ax', ft, ft, ■ ■ • , ft such that Equation (3.2) holds for 2G?(X', t', Ax'). We agree henceforth to consider only lattices 2 belonging to this class. Our next task is to obtain bounds for the quantities wi(2), «(x(2), • • • , u,xxxx(2), UuCZ).
The estimate for m((2) is obtained directly from Equation the functions da{/dt belong to E°, one obtains an estimate for w(i (2) . From this point the proof proceeds exactly as in the linear case, and the argument becomes identical with that of Fritz John [5, pp. 174-175] . One can select a sequence {2"} of lattices in 8(X', r', Ax') such that 2" is a subset of 2m for n<m, and the union 2W of all these sets is everywhere dense in R(t'). Since the functions w(x, t; 2") are uniformly bounded and 2M is denumerable, there exists a set 5 of positive integers w such that (3.6) lim u(x, I; 2n) = w(x, t) n6<S;n-»« exists on 2W. It follows from the uniform boundedness of ux(2j) that
(.x'-z) IAxn u(x', t; 2") -w(x, t; 2") = Ax" JZ ux(x + (v -l)Ax", /; 2") = 0(x' -x), F-l where (x, /) and (x', t) are points of 2W and w is large enough to insure that w(x, /; 2") and w(x', t; 2n) are both defined. This implies by Equation (3.6)
By a similar argument, utilizing the uniform boundedness of w<(2"), one obtains w(x, I') -u(x, f) = 0(f -t) on 2".
Since w(x, t) is thus uniformly continuous and bounded on ~E", it can be continued into the whole set R(r') such that the resulting function (which we again denote by w(x, t)) belongs to C°(t'). From the uniform boundedness of "M(Z") it follows that w(x', /; 2") -u(x, t; 2") (3.7)
,-A^A = Ux{Xj t] 2n) + 0(x' -x), X -X where (x, t) and (x', t) belong to 2M and w is sufficiently large. Since the left side of Equation (3.7) tends to a limit as w tends to infinity through values in S, the right side does likewise. Regarding the right side as a function F(x', n; x, t), one can write lim F(x', n; x, t) = G(x'; x, t). neS;n-»« Now let {x"} be a sequence tending to x, such that (x" t) belongs to 2M for all v; and let a positive number e be given. There exists an integer M such that | 0(x, -x) ] <e/3 for v> M and w sufficiently large. For v, p> M one has | G(xy; x, t) -G(xll; x,t)\ = lim | F(x" n; x, t) -F(x", n; x,t)\ ^ 2e/3 < e, ne<S;n->« which shows that {0(x,; x, /)} is a Cauchy sequence. Let v(x, t) denote its limit. One easily verifies that lim ux(x, t; 2") = v(x, t).
From the uniform boundedness of Wxx(2") and utx(2n) one concludes again that v(x, t) is uniformly continuous on 2", and that it may consequently be extended to a function of class C°(t'). It follows by Equation for (x, /) and (x', t) in 2M. By continuity of u(x, t) and v(x, t) this equation holds for all (x, /) and (x', t) in F(r'), and one concludes that du(x, i) -= v(x, l) on R(t'). dx Proceeding in this manner, one can prove that the quantities «Xx(2"), Wxxx(2"), Uxxxx(2n), M((2") converge respectively to the corresponding derivatives of u(x, t), which belong to C°(t'). Hence u(x, t) belongs to C*(t') and du/dt belongs to C°(t'). From the difference equation (3.1) one concludes by passage to the limit that u(x, t) satisfies the differential equation (2.1) on 2", and therefore on R(t'). This completes the proof of Theorem III.
The same argument leads to a more general result, viz.
Theorem IV. Let the coefficients ai of Equation (2.1) belong to S9+2, where q 2; 2; let ao be positive and bounded away from zero on every subset 9£(ft of Sfi, and let the quantities dat/dt belong to 6°. Let u(x, 0) belong to Cq+2(0). There exists a positive number t' Sto and a solution u(x, i) of Equation (2.1), which belongs to C"(t') and assumes the initial values u(x, 0). the partial derivatives of g being evaluated at the point (z, t, u(z)). Since g belongs to S>, the desired estimate for hvv)(x) will follow when it has been established that the quantities du(z) dpu(z) (1) u ( It follows now by (2) that dp-^y) -= Bp-i + pAx"BP for all y in (x, x + />Ax).
ay"-1
Continuing in this manner one obtains the desired bounds for the quantities (1).
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