Abstract. For an element g in a group X, we say that g has 2-part order 2 b if 2 b is the largest power of 2 dividing the order of g. We prove lower bounds on the proportion of elements in finite classical groups in odd characteristic that have certain 2-part orders . In particular, we show that the proportion of odd order elements in the symplectic and orthogonal groups is at least C/n 3/4 , where n is the Lie rank, and C is an explicit constant. We also prove positive constant lower bounds for the proportion of elements of certain 2-part orders independent of the Lie rank. Furthermore, we describe how these results can be used to analyze part of Yalçinkaya's Black Box recognition algorithm for finite classical groups in odd characteristic.
Introduction
The aim of this paper is to find lower bounds on the proportion of elements of certain 2-part orders in finite classical groups of odd characteristic. Babai, Palfy, and Saxl [BPS09] proved that for a prime p, the proportion of elements of order not divisible by p in a finite classical simple group G is at least 1/2d, where d is the dimension of the natural module for G. In particular, the proportion of odd order elements in G is at least 1/2d. In this paper, we prove an improved lower bound if p = 2 and G is a symplectic or orthogonal group of odd characteristic, and also lower bounds for the proportions of elements of twice odd order in these groups. , then the proportion of elements in G of odd order is at least C 1 /d 3/4 , and the proportion of elements in G of twice odd order is at least C 2 /d 1/2 , where C 1 and C 2 are explicit constants. Moreover, these lower bounds also hold in G/Z(G).
We prove Theorem 1.1, and more general lower bounds for other 2-part orders and other classical groups, using recent work of Niemeyer and the second author [NP10] . This work exploits Lie theoretic methods first introduced by G.I. Lehrer [Leh98] to study characters of finite groups of Lie type. These methods have been used variously by Isaacs, Kantor and Spaltenstein [IKS95] to study the distribution of elements in permutation groups and by Cohen and Murray [CM09] to analyse algorithms for computing with simple Lie algebras. We also make use of recent work of the authors [GP] on the proportion of elements of a given 2-part order in a finite symmetric group S n .
We denote by k 2 the 2-part of a positive integer k; that is the largest power of 2 dividing k. Let and for an odd prime power q, let (1.2) t(q) := (q − 1) 2 , if q ≡ 1 (mod 4); (q + 1) 2 , if q ≡ 3 (mod 4).
Theorem 1.2. Let a, q, t = t(q) be as defined above. Let n ≥ 9, G a classical group over F q and let I(n, t) = [ 1 2 at log(n), 4at log(n)). Then for a uniformly distributed random g ∈ G, we have P(|g| 2 ∈ I(n, t)) ≥ 0.22 if G = GL n (q), SL n (q), GU n (q) or SU n (q); 0.11 if G = Sp 2n (q), SO ǫ 2n+δ (q) (δ ∈ {0, 1}).
Remark 1.3. We note that there are precisely three powers of 2 in I(n, t). We give positive constant lower bounds for individual 2-part orders in Theorem 3.1.
In Theorem 1.4, we give lower bounds for a wide range of possible 2-part orders in classical groups of odd characteristic; however our methods did not produce effective lower bounds for all possible 2-part orders . We give the lower bounds in Theorem 1.4 in terms of the proportion p n (2 b ) of elements in S n of 2-part order 2 b . Now Erdős and Turán [ET67] proved that for a prime power p 0 ≤ n, the proportion s ¬p 0 (n) of elements in S n whose order is not divisible by p 0 is
Thus, the proportion p n (2 b ) of elements in S n of 2-part order 2 b can be evaluated explicitly using the formula p n (2 b ) = s ¬2 b+1 (n) − s ¬2 b (n). (1.4) Theorem 1.4. Suppose that G is a finite classical group defined over a field of odd order q, and t is defined by (1.2). Let p n (2 b ) be defined as above. Then the proportion of elements in G of 2-part order 2 b is at least
, if G = GL n (q) and 2 b = (q−1) 2 , or if G = GU n (q) and 2 b = (q+1) 2 ;
pn(2 b /t) 2 , if G = GL n (q) or GU n (q), and 2 ≤ 2 b /t ≤ n;
pn(2 b /t) 4
, if G = Sp 2n (q), or SO 2n+1 (q), and 1 ≤ 2 b /t ≤ n; If 2 b /t ≥ 2 and 2 b /t does not divide n, then the second, third, and fourth lower bounds also hold for G/Z(G). In the first case, a lower bound of
2n holds for G/Z(G). Furthermore, the lower bounds for G = GL n (q) and GU n (q) also hold for G = SL n (q) and SU n (q), unless 2 b /t = n.
We remark that Theorems 1.4 and 2.6(b) imply that for every classical group G in Theorem 1.4, there exists an integer b such that the proportion of elements in G with 2-part order 2 b is at least when G = Sp d (q) or SO ǫ d (q). Moreover, in Theorem 3.1, we get very close to these lower bounds with a specific power of 2.
As an application of these results, consider the following problem: Let C = Cl m (q)× Cl d−m (q) be the direct product of finite classical groups. For example, C might be the centralizer of an involution contained in a larger classical group Cl d (q). If we choose an element (x, y) ∈ C at random, determine the probability that there exists an integer k such that (x, y) k = (w, 1), where w is an involution. Equivalently, find the probability that the 2-part order of x is strictly greater than the 2-part order of y. This problem arises in the analysis of certain black box recognition algorithms, and in particular, the algorithm of Yalçinkaya [Yal] . Corollary 1.5 shows that this probability is bounded below by K/d 1/2 , where K is an explicit positive constant. Corollary 1.5. Suppose that q is an odd prime power and that G is a finite classical group of dimension d defined over F q . Consider a direct product of classical groups
If (x, y) is chosen at random in C, then the probability that |x| 2 > |y| 2 is at least
where K is an explicit constant, independent of d and m.
The lower bound in Corollary 1.5 applies for all m ≥ 2; if we specify m greater than 2, then we obtain much better bounds, which are described in Theorem 9.1. Furthermore, if we require that m satisfies d/3 ≤ m ≤ d/2, so for example if C is the centralizer of a so-called strong involution (as studied in [LGO09] ), then the probability is bounded below by an explicit positive constant. We prove this in Proposition 8.2. Theorem 1.1 follows from Propositions 6.2 and 7.1. Theorem 1.2 follows from Theorem 3.1 and Theorem 1.4 follows from Propositions 5.1, 6.3, and 7.2, and Remark 5.4. Corollary 1.5 is proved in Section 9.
2. Preliminaries 2.1. Notation. Let G be a connected reductive algebraic group defined overF q , the algebraic closure of a field F q of odd order q. Let F be a Frobenius morphism of G, and let G = G F be the subgroup of G fixed elementwise by F , so that G is a finite group of Lie type. Let T be an F -stable maximal torus in G and let W := N G (T )/T denote the Weyl group of G. We will say that two elements w, w ′ in W are F -conjugate if there exists x in W such that w ′ = x −1 wF (x). This is an equivalence relation, and we will refer to the equivalence classes as F -conjugacy classes. Moreover, there is an explicit one-to-one correspondence between the F -classes of W and the G-classes of maximal tori in G. A thorough description of the correspondence can be found in [NP10] , and we will summarize the necessary results in each section. Although the correspondence is between F -classes in W and G-classes of maximal tori in G, we will frequently refer to an element of W corresponding to a maximal torus in G, rather than a G-class of tori, where there is little possibility of confusion. Now recall that every element g in G can be expressed uniquely in the form g = su, where s ∈ G is semisimple, u ∈ G is unipotent and su = us. This is the multiplicative Jordan decomposition of g (see [Car93, p. 11] ). We now define a quokka set as a subset of a finite group of Lie type that satisfies certain closure properties.
Definition 2.1. Suppose that G is a finite group of Lie type. A nonempty subset Q of G is called a quokka set, or quokka subset of G, if the following two conditions hold.
(i) For each g ∈ G with Jordan decomposition g = su = us, where s is the semisimple part of g and u the unipotent part of g, the element g is contained in Q if and only if s is contained in Q; and (ii) the set Q is a union of G-conjugacy classes.
More generally, one can define a quokka set of an arbitrary finite group (see [NP10] ), but in this paper we will deal exclusively with subsets of finite groups of Lie type. In particular, we define the subset
consisting of all the elements g in G of 2-part order 2 b . We readily see that Q(2 b ) is a quokka set. Theorem 2.2 will be our main tool to estimate
It is a direct application of a theorem of Niemeyer and the second author [NP10, Theorem 1.3].
Theorem 2.2. Let G be a finite group of Lie type with Weyl group W . Let Q(2 b ) := {g ∈ G : |g| 2 = 2 b } be the quokka subset of G consisting of the elements of G of 2-part order 2 b . Let C be a subset of W consisting of a union of F -classes of W . For each F -class B in W , let T B denote a maximal torus corresponding to B. Then
and if there exists a constant A ∈ [0, 1] such that
To obtain results for some of the projective groups we appeal to Theorem 2.3, the proof of which can be found in [NP10, Theorem 1.5].
Theorem 2.3. Let G be a finite group of Lie type defined over a field of odd characteristic, let Z be the centre of G, and let Q be a quokka subset of G.
In light of Lemma 2.4 below, we will find lower bounds on |Q(2 b )|/|G| using Theorem 2.2, where the subset C ⊂ W consists of F -classes that correspond to classes of maximal tori T whose exponent has 2-part 2 b . We refer to such maximal tori T as having 2-part exponent 2 b , and we will write exp(T ) 2 = 2 b to denote this.
Lemma 2.4. Let G be a finite group and for each b, let Q(2 b ) be the subset of G consisting of elements of 2-part order 2 b . Let T be a subgroup of G.
(a) If T is cyclic and the 2-part of |T | is |T | 2 = 2 b , then
C i is a direct product of k cyclic groups C i , all of even order, and exp(T ) 2 = 2, then
is a direct product of k cyclic groups C i , and that for all i = 1, . . . , k, exp(C i ) 2 = 2 b . Let z i be the unique involution in C i . Then 1/2 k of the elements in T have 2-part order 2 b and satisfy t |t| 2 = (z 1 , . . . , z k ).
Proof. (a) Let x be a generator of T so that T = x . Now |T | = m = 2 b c, for some odd integer c, and
The order of an element x i is m gcd(i,m) . We will use induction on the order of T . For the base case, we can take the cyclic group of order 2, and the equations are trivially true for this group. Now suppose that T has order m = 2 b c and b = 0; so all of the elements of T have odd order and (a) holds trivially, so we may assume that b ≥ 1. The elements for which the order has 2-part equal to 2 b are the elements of the form x i , where i is odd. The number of odd integers between 1 and m = 2 b d is precisely m/2, which proves equation (2.4) when j = b. The elements of the form x i where i is even are contained in x 2 , and by induction A maximal torus T , in a classical group that we will be concerned with, is a direct product of cyclic groups of orders q i ± 1, for various i; so we can use Lemma 2.5 to evaluate exp(T ) 2 .
Lemma 2.5. Let q and i be positive integers, and suppose that q is odd. Then
, and i is even; i 2 (q + 1) 2 if q ≡ 3 (mod 4), and i is even.
Proof. First note that (q i − 1) = (q − 1)(q i−1 + q i−2 + · · · + q + 1) and if i is odd then (q i−1 + q i−2 + · · · + q + 1) is odd and the first line of (2.8) follows. The rest of the Lemma is proved in [LNP09, Lemma 4.1]. Table 1 . Lower bounds on the proportion of elements in G or G/Z(G) whose 2-part order is 2 b . In light of Theorem 2.2, the proportion of elements of certain 2-part orders in classical groups is related to the proportion of elements of certain 2-part orders in S n . We state the main results of [GP] on such proportions in S n that are relevant to our work in this paper. We note that part (c) for b = 0 was proved in [BLGN] .
Theorem 2.6. Let a and p n (2 b ) be as in (1.1) and (1.4). (a) If 1 ≤ 2 b = α log(n) ≤ n and α is contained in one of the intervals I in column 1 of Table 1 , and n ≥ N I , where N I is an integer given in column 2 of Table 1 , then a constant lower bound for p n (α log(n)) is given in column 3 of Table 1 . Note that a and t = t(q) are as defined in (1.1) and (1.2) and that q is an odd prime power. Theorem 3.1 below follows from Theorems 1.4 and 2.6, and Remarks 5.5, 6.4, and 7.3.
Theorem 3.1. Suppose that n ≥ N ′ I , where N ′ I is an integer given in column 4 of Table 1 , α log(n) is a power of 2, with α contained in one of the intervals I in column 1 of Table 1 , and let
Then columns 5 and 6 of Table 1 give explicit constant lower bounds on the proportion of elements in G, and in G/Z(G), with 2-part order 2 b . Moreover, when N ′ I > n ≥ N I , the lower bounds in column 6 also hold for this proportion in G (but not necessarily in G/Z(G)).
Theorem 1.2 follows easily from Theorem 3.1, which we now demonstrate.
Proof of Theorem 1.2. This follows easily by adding up the entries in rows 3, 4 and 5 of columns 5 and 6 of Table 1.
Stirling numbers
To obtain estimates for the proportion of maximal tori with certain 2-part exponents , it will be useful to know how many permutations there are in S n with exactly k cycles. These numbers are known as the unsigned Stirling numbers of the first kind, and we will denote them by c(n, k). The signed Stirling numbers of the first kind s(n, k) are then defined by the equation
In the sequel, we will need to calculate various summations involving c(n, k) and s(n, k); we devote this section to these calculations.
For n ≥ 1, the signed Stirling numbers of the first kind have generating function
Thus, we obtain the generating function for the unsigned Stirling numbers of the first kind:
which is also defined for −1 < x < 1. We substitute x = 1/2 and x = 1/4 into equations (4.2) and (4.3), giving us four equations, and we define these quantities as A n , B n , C n , and D n respectively, so that we can refer to them later in this section. We have
, and (4.6)
On the one hand, we have
and on the other hand, we have
Similarly, we have
and so
(4.9)
Doing the same for C n and D n gives the following equations:
and this enables us to show that if n ≥ 2, then Kečkić and Vasić prove that if y > x ≥ 1, then
Recall that Γ(n + 1) = n!. We can use (4.13) to show that
.
and it is elementary to show that 1 − 3 4(n+1) n > e −3/4 (using [GP, Lemma 2.3] for example); thus we have
It follows that
Similarly, to approximate the quantities in (4.10) and (4.11), observe that, using (4.13), Finally, we will also need to know how many permutations in S n have k cycles, an even number of them having even length. We say that such a permutation has k cycles and an even number of even cycles.
Lemma 4.1. Let c 1 (n, k) be the number of permutations in S n with k cycles, and an even number of even cycles. Let c 2 (n, k) be the number of permutations in S n with k cycles, and an odd number of even cycles. Then c 1 (n, k) = c(n, k), if n and k are either both even, or both odd; 0, otherwise; and c 2 (n, k) = 0, if n and k are either both even, or both odd; c(n, k), otherwise.
Proof. Consider a conjugacy class in S n corresponding to the partition (d 1 , . . . , d k ). In particular, these permutations are some of the c(n, k) permutations in S n with k cycles, where c(n, k) is an unsigned Stirling number of the first kind. Suppose that m of the d i are even. We have
and reducing this equation modulo 2 gives
Thus there are an even number m of even cycles if and only if k and n are both even or both odd. Therefore the first equation holds. The second equation follows from the first since c 2 (n, k) = c(n, k) − c 1 (n, k).
Proof of theorem 1.4 in linear and unitary cases
In this section we prove the following proposition, which proves Theorem 1.4 in the case where G = GL n (q) or GU n (q). We use the following notation: GL ǫ n (q) refers to GL n (q) when ǫ = +, and GU n (q) when ǫ = −; for every nonnegative integer b, we define Q(2 b ) to be the quokka set
we let p n (2 b ) denote the proportion of elements in S n with 2-part order 2 b ; and we let t = t(q) be as in (1.2). Proposition 5.1 proves Theorem 1.4 in the linear and unitary cases.
Proposition 5.1. Suppose that G = GL ǫ n (q), and q is odd.
If 2 b /t does not divide n, then (5.1) holds for G/Z(G). If n is odd, then (5.2) holds for G/Z(G), and if n is even, then (5.2) holds for G/Z(G) if we replace the lower bound with
2n . Remark 5.2. Proposition 5.1 does not provide any information on the proportion of odd order elements. Moreover, if q ≡ 1 (mod 4) and ǫ = +, then (q − ǫ) 2 = t, so Proposition 5.1 provides lower bounds for the proportion of elements of 2-part order 2 b for all 2 b ≥ t, but provides no information when 2 b < t. Similarly, if q ≡ 3 (mod 4) and ǫ = −, then (q − ǫ) 2 = t and we have the same situation: we have no information when 2 b < t. If q ≡ 1 (mod 4) and ǫ = −, or if q ≡ 3 (mod 4) and ǫ = +, then (q − ǫ) 2 < t and so Proposition 5.1 gives lower bounds on |Q(2 b )|/|G| when 2 b = 2 and when 2 b ≥ 2t, but provides no information if 4 ≤ 2 b ≤ t.
Proof. In Lemma 5.3 below, we find the 2-part exponent of a maximal torus corresponding to an element w ∈ W = S n .
Lemma 5.3. Let G = GL ǫ n (q) and let T be a maximal torus in G corresponding to an element w in W = S n . If 2 b is the 2-part order of w, then
Proof. A maximal torus T in GL n (q), corresponding to the partition (a 1 , . . . , a k ), is of the form
and a maximal torus T in GU n (q) is of the form
Since w has 2-part order 2 b , we know that the maximum 2-part of the a i is 2 b , and Lemma 2.5 implies the result.
We apply Theorem 2.2, with C ⊂ W consisting of classes in W = S n corresponding to maximal tori of 2-part exponent 2 b . For any such maximal torus, we have
by Lemma 2.4, and so we can take A = 1/2 in Theorem 2.2. Thus, we have
where C consists of the classes of permutations in W = S n with 2-part order 2 b /t; now (5.1) follows. Similarly, if exp(T ) 2 = (q − ǫ) 2 , then by Lemma 2.4 (b) and (c),
and so we again take A = 1/2 in Theorem 2.2. Now T has 2-part exponent (q − ǫ) 2 if and only if T corresponds to w ∈ S n of odd order (by Lemma 5.3). Thus C ⊂ S n just consists of odd order elements, and Theorem 2.2 implies that
which is just (5.2), by Theorem 2.6(c). Now suppose that g ∈ Q(2 b ), with 2 b ≥ 2, and g |g|/2 ∈ Z(G). If g is contained in a maximal torus T , then g must have 2-part order 2 b in each direct factor of T . In particular, by Lemma 5.3, T must correspond to a partition (a 1 , . . . , a k ) such that 2 b /t divides a i for every i. Thus, by Theorem 2.3, if 2 b /t does not divide n, then Q(2 b )Z(G)/Z(G) is a quokka set and consists of elements of order 2 b in G/Z(G), and (5.1) holds in G/Z(G).
We now prove (
Note that any maximal torus T corresponding to an odd order permutation must have 2-part exponent (q − ǫ) 2 . In particular, each of the k direct factors of T has 2-part exponent (q − ǫ) 2 and by Lemma 2.4(d), we have
Since this is at least 1/2 if k ≥ 2, we take C ⊂ S n to consist of odd permutations with at least 2 cycles. If n is even, then 
To verify the constant lower bounds for G/Z(G) claimed in Theorem 3.1, we find constant lower bounds on the proportion of elements in S n whose order is α log(n) and does not have cycle structure of the form described above. We can verify this for n ≤ 85 by summing up the relevant conjugacy class sizes in MAGMA. For 85 ≤ n ≤ 10 6 , we calculate p n (2 b
Symplectic and odd dimensional orthogonal cases
Suppose that G = Sp 2n (q). Then W = C 2 ≀ S n ≤ S 2n , and a partition
For w ∈ W = C 2 ≀ S n , write σ(w) for the natural image of w in S n . The partition β, without the signs, represents the cycle structure of σ(w) in S n ; the + sign indicates that the b + 1 cycle in S n is the image of two cycles of length b 1 in W ≤ S 2n , and these will be referred to as positive cycles. The − sign indicates that the b − 1 cycle in S n is the image of one cycle of length 2b 1 in W ≤ S 2n , and these will be referred to as negative cycles.
If G = SO 2n+1 (q), then the Weyl group W and the correspondence between classes in W and G-classes of maximal tori is exactly the same. So without loss of generality, we may assume that G = Sp 2n (q).
Using Lemma 2.5, we can calculate the 2-part exponent for each maximal torus in G.
Lemma 6.1. Let G = Sp 2n (q) or SO 2n+1 (q) and let T be a maximal torus in G corresponding to the partition β = (β + , β − ) = (b and if q ≡ 3 (mod 4), then So let us first investigate the proportion of elements with 2-part orders 1 and 2. Proposition 6.2 proves Theorem 1.1 in the cases where G is symplectic or odd dimensional orthogonal.
Proposition 6.2. Let n ≥ 1 and let (G, δ 1 , δ 2 ) = (Sp 2n (q), 1, 1), (SO 2n+1 (q), 1, 1), (Ω 2n+1 (q), 2, 2), (PSp 2n (q), 1, 2), (PSO 2n+1 (q), 1, 2), or (PΩ 2n+1 (q), 2, 4). If Q(1) := {g ∈ G : |g| 2 = 1}, then the proportion of odd order elements in G is
have no positive cycles; that is, m = 0. Now every permutation τ ∈ S n with k cycles corresponds to precisely 2 n−k elements w in W that satisfy the conditions: σ(w) = τ , and each of the k cycles is negative. Moreover, given a maximal torus with 2-part exponent 2 and k direct factors, Lemma 2.4 implies that
Thus, by Theorem 2.2, we have
Applying (4.4) and (4.6) to (6.4) gives
which is the first inequality claimed in (6.3). The second inequality in (6.3) now follows from (4.12) and (4.14) for n ≥ 2, and an explicit calculation verifies the case that n = 1. This proves (6.3) when q ≡ 1 (mod 4). Now suppose that q ≡ 3 (mod 4) so that C consists of elements in W with partitions β such that every b + i is odd, and every b − j is even. Now each permutation τ ∈ S n with k cycles corresponds to precisely 2 n−k elements w in W that satisfy the conditions: σ(w) = τ , every odd cycle is positive, and every even cycle is negative. This is exactly the same situation as the case when q ≡ 1 (mod 4) and so (6.3) follows in the same way.
The proof of (6.2) is similar. If a maximal torus T of 2-part exponent 2 has k direct factors, then by Lemma 2.4 we have
and (6.2) then follows from (4.6) and (4.14). This completes the proof for cases where G = Sp 2n (q), or SO 2n+1 (q). If G = Ω 2n+1 (q), then G has even index in SO 2n+1 (q), so all odd order elements in SO 2n+1 (q) are contained in G, and the proportion of odd order elements in G is twice the proportion of odd order elements in SO 2n+1 (q). For the proportion of elements of 2-part order 2 in G, define the quokka set
(q) and |g| 2 = 2}.
We take C as before, and we claim that if a maximal torus T of 2-part exponent 2 has k direct factors, then
For |T ∩ Ω 2n+1 (q)| = |T |/2, and the elements in T that are not contained in Ω 2n+1 (q) must have even order since Ω 2n+1 (q) has index 2 in SO 2n+1 (q). Thus, on the one hand the number of elements in T of 2-part order 2 is |T |(1 − 1 2 k ). On the other hand, it is the number of elements in T that are not contained in Ω 2n+1 (q) plus the number of elements of 2-part order 2 in T ∩ Ω 2n+1 (q). So, we have
from which (6.5) follows easily. Now Theorem 2.2 implies that
and so the proportion of elements in Ω 2n+1 (q) of 2-part order 2 is at least
√ πn − 6 5(n + 1) 3/4 . (6.6) Also, if G = Sp 2n (q) or SO 2n+1 (q) , then the proportion of odd order elements in G/Z(G) is at least the proportion of odd order elements in G by Theorem 2.3, since Q(1)Z/Z is a quokka set and consists of odd order elements in G/Z(G). Moreover, all of the odd order elements in PSO 2n+1 (q) are contained in PΩ 2n+1 (q). Now suppose that G = PSp 2n (q). We define the quokka subset Q ′′ of Sp 2n (q) to be the set of elements g of 2-part order 2 such that g |g|/2 is not central; that is Q ′′ = {g ∈ Sp 2n (q) : |g| 2 = 2 and g |g|/2 = −I 2n }.
Again we use C as before and note that a maximal torus T with 2-part exponent 2 and k cycles satisfies
by Lemma 2.4. So Theorem 2.2 implies that
Now Theorem 2.3 implies that Q ′′ Z/Z is a quokka subset of PSp 2n (q); it consists of elements of 2-part order 2, and moreover |Q(2)|/|G| is at least the lower bound in (6.7). Exactly the same argument gives the same lower bound if G = PSO 2n+1 (q).
Finally, if G = PΩ 2n+1 (q) then we consider the quokka subset
(q), |g| 2 = 2 and g |g|/2 = −I 2n }.
of SO 2n+1 (q). Now for a maximal torus T ≤ SO 2n+1 (q) of 2-part exponent 2 with k cycles, we have
since the argument when G = Ω 2n+1 (q) shows that the proportion of elements in T ∩Ω 2n+1 (q) that have 2-part order 2 is 1/2−1/2 k , and also the proportion of elements g ∈ T with 2-part order 2 such that g |g|/2 = −I 2n is 1/2 k by Lemma 2.4(d). It follows from Theorem 2.2 and Theorem 2.3 that
Proposition 6.3. Let G = Sp 2n (q) or SO 2n+1 (q), and define t as in (1.2). If 1 ≤ 2 b /t ≤ n, then the proportion of elements that have 2-part order 2 b is
where p n (2 b ) is the proportion of elements in S n of 2-part order 2 b . If 2 b /t does not divide n, then (6.9) holds for G/Z(G).
Proof. We use Theorem 2.2 with C ⊂ W consisting of all F -classes that correspond to maximal tori with 2-part exponent 2 b . By Lemma 6.1, if 2 ≤ 2 b /t ≤ n, then at least half of the elements w in W , such that σ(w) in S n has 2-part order 2 b /t, have a positive cycle of 2-part order 2 b /t, and therefore correspond to maximal tori T with 2-part exponent 2 b . Furthermore, by Lemma 2.4, at least half of the elements in a maximal torus T of 2-part exponent 2 b have 2-part order 2 b . Thus, Theorem 2.2 implies that
If q ≡ 1 (mod 4) and 2 b = t, then maximal tori of G of 2-part exponent t = (q − 1) 2 correspond to partitions β, where all even cycles are negative, and there is at least one positive (odd) cycle. If q ≡ 3 (mod 4) then C contains elements in W , where all of the even cycles are negative, and there is at least one negative odd cycle. In both cases, at least half of the elements in W that correspond to a permutation in S n of odd order satisfy this condition. The proportion of such elements in W is therefore at least pn(1) 2 . Now using Lemma 2.4 and Theorem 2.2 we have
The same argument as for Proposition 5.1 shows that (6.9) holds for G/Z(G) when 2 b /t does not divide n.
Remark 6.4. A similar argument to the one in Remark 5.5 yields that if 2 b /t ≥ 2 and 2 b /t divides n, then
for G = PSp 2n (q) or PSO 2n+1 (q). This completes the proof of Theorem 3.1 in the symplectic and odd-dimensional orthogonal cases.
Orthogonal case
The structure of the maximal tori in SO ǫ 2n (q) is essentially the same as in the symplectic case, but the Weyl group has index 2 in W B := C 2 ≀ S n . Moreover, in the untwisted case, an F -conjugacy class in W is a conjugacy class of permutations in W B with an even number of negative cycles. In the twisted case, an F -conjugacy class C in W corresponds to a conjugacy class C ′ of permutations in W B with an odd number of negative cycles; if we define the 2-cycle w = (n n ′ ) ∈ W B , then C = wC ′ .
In Proposition 7.1, we consider proportions of elements in even dimensional orthogonal groups with 2-part order 1 or 2, which completes the proof of Theorem 1.1. 2, 4) . If Q(1) := {g ∈ G : |g| 2 = 1}, then the proportion of odd order elements in G is
(1/4) , if q ≡ 1 (mod 4), and ǫ = −; or q ≡ 3 (mod 4), ǫ = +, and n odd; or q ≡ 3 (mod 4), ǫ = −, and n even
2Γ(3/4) , if q ≡ 1 (mod 4) and ǫ = +; or q ≡ 3 (mod 4), ǫ = +, and n even; or q ≡ 3 (mod 4), ǫ = −, and n odd. 25(n+1) 5/4 respectively. Also, if Q(2) := {g ∈ G : |g| 2 = 2}, then the proportion of elements in G of 2-part order 2 is
(1/4) , if q ≡ 1(mod 4), and ǫ = −; or q ≡ 3(mod 4), ǫ = +, and n odd; or q ≡ 3(mod 4), ǫ = −, and n even 
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(1/4) , if q ≡ 1(mod 4), and ǫ = +; or q ≡ 3(mod 4), ǫ = +, and n even; or q ≡ 3(mod 4), ǫ = −, and n odd. Proof. First of all, we suppose that G = SO ǫ 2n (q). We prove both inequalities using Theorem 2.2, where C ⊂ W is the union of F -classes that correspond to maximal tori of 2-part exponent 2. Suppose that q ≡ 1 (mod 4) and ǫ = +. Then C consists of w ∈ W such that all cycles of w ∈ W are negative cycles. Since the number of negative cycles must be even, σ(w) ∈ S n must have an even number of cycles. The proportion of elements in w ∈ W with k negative cycles and no positive cycles, where k is even, is c(n, k)2 n−k n!2 n−1 = 2c(n, k) n!2 k . Therefore, by Theorem 2.2, we have
for q ≡ 1 (mod 4) and ǫ = +. We calculated these sums in (4.8) and (4.10), and we can find the simplified lower bounds using (4.12) and (4.16). The other cases are similar. Suppose that q ≡ 1 (mod 4) and ǫ = −. Now C consists of w ∈ W such that all of the cycles of w are negative. Since the number of negative cycles must be odd when ǫ = −, σ(w) ∈ S n must have an odd number of cycles. Moreover, by Theorem 2.2 we have
Now we can use (4.9) and (4.11) to obtain the required lower bounds. We obtain the simplified lower bounds using (4.12) and (4.17). which completes the proof for the case where q ≡ 1 (mod 4) and ǫ = −. Next, suppose that q ≡ 3 (mod 4) and ǫ = +. Then C consists of elements w ∈ W such that all odd length cycles of w are positive, and all even length cycles of w are negative. Since ǫ = +, the number of negative (even length) cycles must be even, and thus σ(w) ∈ S n must have an even number of cycles of even length. Recall that we defined c 1 (n, k) to be the number of permutations in S n with k cycles, and an even number of even length cycles; c 2 (n, k) was defined to be the number of permutations in S n with k cycles, and an odd number of even length cycles. By Theorem 2.2, we have
Thus if n is even, q ≡ 3 (mod 4) and ǫ = +, then Lemma 4.1 implies that
We can now obtain the required lower bounds using (4.8), (4.10), (4.12), and (4.16).
If n is odd, q ≡ 3 (mod 4) and ǫ = +, then
Now we obtain the lower bounds as before using (4.9), (4.11), (4.12), and (4.17). Finally, suppose that q ≡ 3 (mod 4) and ǫ = −. Then C consists of w ∈ W such that all of the odd length cycles of w are positive and all of the even length cycles of w are negative. Since ǫ = −, the number of negative (even length) cycles must be odd. Using Lemma 4.1 and Theorem 2.2, we have
if n is odd then
We proceed as in the other cases. This completes the proof of Proposition 7.1 for the case q ≡ 3 (mod 4) and ǫ = −, and this completes the proof for G = SO ǫ 2n (q). If G = Ω ǫ 2n (q), then G has even index in SO 2n (q), so all odd order elements in SO ǫ 2n (q) are contained in G, and the proportion of odd order elements in G is twice the proportion of odd order elements in SO ǫ 2n (q). Also, the proportion of odd order elements in G/Z(G) is at least the proportion of odd order elements in G by Theorem 2.3, since Q(1)Z/Z is a quokka set and consists of odd order elements in G/Z(G). Thus (7.1) is proved in all cases. For(7.2), we adapt our proof from the case G = SO ǫ 2n (q) as we did in Proposition 6.2. If G = Ω ǫ 2n (q) then we let
2n (q) and |g| 2 = 2}; if G = PSO ǫ 2n (q), then we let Q ′′ = {g ∈ SO ǫ 2n (q) : |g| 2 = 2 and g |g|/2 = −I 2n };
2n (q), |g| 2 = 2 and g |g|/2 = −I 2n }.
We note that if T is a maximal torus in SO ǫ 2n of 2-part exponent 2 corresponding to a partition with k parts, then
and by Lemma 2.4(d),
and
We use Theorem 2.2 with C as before and we apply Theorem 2.3 for Q ′′ and Q ′′′ , noting that if Z = Z(G) in these cases, then Q ′′ Z/Z, and Q ′′′ Z/Z consist of elements of 2-part order 2 in G/Z. Now (7.2) follows for all cases.
Proposition 7.2. Let G = SO ǫ 2n (q), where n ≥ 2, and define t as in (1.2). If 1 ≤ 2 b /t < n and n 2 = 2 b /t, then the proportion of elements in G with 2-part order equal to 2 b is
where p n (2 b /t) is the proportion of elements in S n of 2-part order 2 b /t. If n 2 = 2 b /t, then the proportion of elements in G with 2-part order equal to 2 b is
If 2 b /t does not divide n, then (7.3) holds for G = PSO ǫ 2n (q) as well. Proof. As in the symplectic case, we use Theorem 2.2, where C is the union of Fclasses that correspond to maximal tori with 2-part exponent 2 b . First suppose that 2 ≤ 2 b /t < n and n 2 = 2 b /t. Suppose that σ(w) ∈ S n has 2-part order 2 b /t. Then at least half of the elements in W B with this cycle structure in S n have a positive cycle of length 2 b d/t, where d is an odd integer. Since n 2 = 2 b /t, σ(w) must have at least one other cycle, and we claim that precisely half of these elements in W B have an even number of negative cycles and thus correspond to F -classes of W in the ǫ = + case; the other half have an odd number of negative cycles and correspond to F -classes of W in the ǫ = − case. For suppose that σ(w) has m + 1 cycles; without loss of generality, the first one has length 2 b d, and this has been assigned a positive sign in W . For each of the remaining m cycles, precisely half of the 2 n corresponding elements in W B have that cycle assigned as positive. Furthermore, there are 2 m possible ways to distribute positive and negative signs to the m cycles. Of these 2 m ways, there are 
If 2 b /t does not divide n (in particular n 2 = 2 b /t), then the same argument as for Proposition 5.1 shows that (7.3) holds for PSO ǫ 2n (q) as well. If n 2 = 2 b /t, then some of the permutations σ(w) in S n of 2-part order 2 b /t will be n-cycles, for which the argument above fails. So we repeat the argument above but exclude those w ∈ W for which σ(w) ∈ S n is an n-cycle. Since the proportion of n-cycles in S n is 1 n , Theorem 2.2 yields
If 2 b = t and q ≡ 1 (mod 4), then C consists of elements in W with at least one positive odd cycle, and with all even cycles being negative. If q ≡ 3 (mod 4), then the condition is that there is at least one negative cycle of odd length and all of the even length cycles are negative. As in the previous case, given a permutation τ in S n that is not an n-cycle, precisely half of the elements w ∈ W B such that σ(w) = τ have an even number of negative cycles. Thus for both ǫ = + and ǫ = −, if n is even, then the proportion of elements in W that are contained in C is at least
and Lemma 2.4 and Theorem 2.2 yield
If n is odd (so that n 2 = 2 b /t = 1), then we argue as above, but exclude those w ∈ W for which σ(w) is an n-cycle, and we have
Remark 7.3. A similar argument to the one in Remark 5.5 yields that if 2 b /t ≥ 2, 2 b /t properly divides n, and Q(2 b ) denotes the proportion of elements of 2-part order
This completes the proof of Theorem 3.1.
Strong involutions
First, we recall the definition of a strong involution. We will often write P m for P G m when there is little possibility of confusion. The following result is of interest for the problem of constructing the direct factors in C.
Proposition 8.2. Let G be one of the groups in column 1 of Table 8 and suppose m and d are positive integers satisfying the conditions in column 2. Then a lower bound for P G m is given in column 3 of Table 8 . Proof. Let Q be the subset of G consisting of all elements in G with order not divisible by 2 b . Then clearly Q is a quokka set. We use Theorem 2.2 where C is the union of F -classes in W that correspond to maximal tori with 2-part exponents strictly less than 2 b . So in the linear and unitary cases, C consists of w ∈ W = S n of order not divisible by 2 b /t. In the other cases, C consists of w ∈ W such that σ(w) ∈ S n has order not divisible by 2 b /t. In all cases, we can apply Theorem 2.2 with A = 1, and the result follows easily.
Proof of Proposition 8.2. First suppose that G = GL ǫ n (q) so that d = n and C = GL m (q) × GL n−m (q). Now an element in C is of the form (x, y) with x ∈ GL m (q) and y ∈ GL n−m (q). We seek a lower bound on the proportion P m of elements (x, y) ∈ C such that |x| 2 > |y| 2 . For m ≤ 399, (4 ≤ n ≤ 1200) a MAGMA calculation shows that the proportion of elements in S m × S n−m , where n/3 ≤ m ≤ n/2, with 2-part order in S m greater than in S n−m , is at least
Thus, by Proposition 5.1 and Lemma 8.4, if m ≤ 399, then
So let us assume that m ≥ 400 (and n ≥ 800) and we can use the lower bounds in Table 1 . Let I be the collection of intervals I := {[c, 2c) : c ∈ {a/4, a/2, a, 2a, 4a, 8a, 16a}} .
Now the proportion P m of elements (x, y) ∈ C such that |x| 2 > |y| 2 is at least the sum over I of the proportion of elements (x, y) ∈ C such that |x| 2 is the unique 2-power 2 b = α c log(m)t with α c ∈ [c, 2c), and α c log(m)t does not divide |y|. By Lemma 8.4 and [BLGN] , the proportion of elements y in Cl n−m (q) not divisible by α c log(m)t, where α c log(m) ≥ 2, is at least
≥ c(α c log(m))(399/400)e
In other words, in the linear and unitary cases, if m ≥ 400, then
log(400) p n (α c log(m)).
We record in Table 3 the calculation of a lower bound for the sum above, where we use the lower bounds on p n (α c log(m)) from Table 1 . So when we are working with GL m (q)×GL n−m (q) ≤ GL n (q) or GU m (q)×GU n−m (q) ≤ GU n (q) the proportion P m , for m ≥ 400, is bounded below by
Therefore, for all m in the linear and unitary cases P m ≥ 0.078125, thus proving Proposition 8.2 in these cases. 
, we find a lower bound for the proportion P m in the same way. Here d = 2n and we write m = 2k. Using Proposition 6.3, if k ≥ 400, then
If k ≤ 399 and n ≥ 4, then using MAGMA we find that
and thus for all m we have P m ≥ 0.0390625 in the symplectic case. If n = 2, or 3, then C = SL 2 (q)×Sp d−2 (q) and we use Proposition 6.2 to show that the proportion of elements in C of the form (x, y), where |x| 2 = 2 and |y| 2 = 1 is at least 1/16 when n = 2 and 5/128 = 0.0390625 when n = 3.
In the orthogonal cases, our balanced involution has centralizer SO Now if we suppose that d/2 ≤ m ≤ 2d/3, then the same calculation yields that if m ≥ 400, then So we can use, in the linear case for example, the inequality
We can verify in MAGMA that this lower bound also holds when m ≤ 400. The other cases are similar. Table 6 . Lower bounds for P G m when G = Sp 2n (q) and k = 
Analysis of Yalçinkaya's algorithm
Next we consider an involution in a classical group with fixed space of arbitrary dimension (at least 2), and prove the following theorem, which then allows us to prove Corollary 1.5. Again we note that for an integer m and a as in (1.1), the interval (2s ¬8p 0 (n − k) + 7s ¬4p 0 (n − k) + 19s ¬2p 0 (n − k) + 29s ¬p 0 (n − k)) .
If G = Sp 2n (q), SO 2n+1 (q), or SO ǫ 2n (q), k ≤ 16 and p 0 = p 0,k , then Tables 6 and 7 describe lower bounds for P G m .
Remark 9.2. If k = 1 and G = Sp 2n (q), then C = SL 2 (q) × Sp 2n−2 (q), and Theorem 9.1 gives a lower bound for the proportion of elements (x, y) ∈ C that power up to (w, 1), where w is the central involution in SL 2 (q). By taking x of 2-part order t and y of odd order, we can show that the proportion of elements (x, y) ∈ C that power up to (w, 1), where w has order 4 in SL 2 (q), is at least and we calculate p m (2 b ) explicitly. The case m ≥ 16 follows in the same way except that we estimate p m (2 b ) using Theorem 2.6, where we only take the terms in the sum corresponding to 2 b = p 0 , 2p 0 , 4p 0 , 8p 0 and p 0 ∈ [ 1 2 a log(m), a log(m)]. In the symplectic case we use a similar inequality to the one in the linear case, but with an extra term, representing the proportion of elements with 2-part order t in Cl m (q) and 2-part order 1 or 2 in Cl d−m (q). We have
which is justified using Propositions 6.1 and 6.2. We use the lower bounds on |Qm(2 b t)| |G| of Propositions 6.1 and 6.3, which are given in terms of p k (2 b ), and we calculate p k (2 b ) explicitly for k ≤ 16. For k ≥ 17, we use the constant lower bounds on |Qm(2 b t)| |G| given in Table 1 . The orthogonal case is similar.
Proof of Corollary 1.5. Corollary 1.5 now follows since Theorem 9.1 shows that there exists a positive constant K 1 such that P m ≥ K 1 s ¬2 b (n − m) or P m ≥ K 1 s ¬2 b (n − k) for some positive integer b depending on m or k. But s ¬2 b (n − m) ≥ s ¬2 (n − m) and s ¬2 b (n − k) ≥ s ¬2 (n − k). Moreover, Theorem 2.6(c) shows that there exists a positive constant K 2 such that s ¬2 (n − m) ≥ K 2 / √ n whenever n − m ≥ 2 and s ¬2 (n − k) ≥ K 2 / √ n whenever n − k ≥ 2.
