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Abstract
Starting from the forward and backward infinitesimal generators of bilateral,
time-homogeneous Markov processes, the self-adjoint Hamiltonians of the gen-
eralized Schro¨dinger equations are first introduced by means of suitable Doob
transformations. Then, by broadening with the aid of the Dirichlet forms
the results of the Nelson stochastic mechanics, we prove that it is possible
to associate bilateral, and time-homogeneous Markov processes to the wave
functions stationary solutions of our generalized Schro¨dinger equations. Par-
ticular attention is then paid to the special case of the Le´vy-Schro¨dinger (L-S )
equations and to their associated Le´vy-type Markov processes, and to a few
examples of Cauchy background noise.
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1 Introduction
In a few recent papers [1] it has been proposed to broaden the scope of the well
known relation between the Wiener process and the Schro¨dinger equation [2, 3, 4, 5]
to other suitable Markov processes. This idea – already introduced elsewhere, but
essentially only for stable processes [6, 7] – led to a L-S (Le´vy–Schro¨dinger) equation
containing additional integral terms which take into account the possible jumping
part of the background noise. This equation has been presented in the framework
of stochastic mechanics [2, 5] as a model for systems more general than just the
usual quantum mechanics: namely as a true dynamical theory of Le´vy processes
that can find applications in several physical fields [8]. However in the previous
papers [1] our discussion was essentially heuristic and rather oriented to discuss the
basic ideas, and to show a number of explicit examples of wave packets solutions
of these L-S equations in the free case, by pointing out the new features as for
instance their time dependent multi-modality. In particular the derivation of the L-S
equation consistently followed a time-honored [9] formal procedure consisting in the
replacement of t by an imaginary time variable it. While this usually leads to correct
results, however, it is apparent that it can only be a heuristic, handpicked tactics
implemented just in order to see where it leads, and if the results are reasonable:
then – as already claimed in our previous papers – a more solid foundation must be
found to give substance to these findings. The aim of the present paper is in fact to
pursue this enquiry by giving a rigorous presentation of the relations between the
L-S equations and their background Markov processes.
In the original Nelson papers [2] the Schro¨dinger equation of quantum mechanics
was associated to the diffusion processes weak solutions of the SDE (Stochastic
Differential Equations)
dXt = b(Xt, t)dt+ dWt (1)
where Wt is a Wiener process. Our aim is then to analyze how this Nelson approach
can be generalized when a wider class of Markov processes is considered instead of the
diffusion processes (1), and what kind of equations are involved, in particular, when
Le´vy processes are considered instead of Wt. The Le´vy processes [10, 11, 12, 13] can
indeed be considered as the most natural generalization of the Wiener process: they
have stationary, independent increments, and they are stochastically continuous.
The Wiener process itself is a Le´vy process, but it essentially differs from the others
because it is the unique with a.s. (almost surely) continuous paths: the other Le´vy
processes, indeed, typically show random jumps all along their trajectories. In the
recent years we have witnessed a considerable growth of interest in non Gaussian
stochastic processes – and in particular into Le´vy processes – in domains ranging
from statistical mechanics to mathematical finance. In the physical field the research
scope is presently focused mainly on the stable processes and on the corresponding
fractional calculus [6, 7, 14], but in the financial domain a vastly more general type
of processes is at present in use [15], while interesting generalizations seem to be at
hand [16]. Here we suggest that the stochastic mechanics should be considered as
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a dynamical theory of the entire gamut of the infinitely divisible (not only stable)
Le´vy processes with time reversal invariance, and that the horizon of its applications
should be widened even to cases different from the quantum systems.
This approach presents several advantages: on the one hand the use of general
infinitely divisible processes lends the possibility of having realistic, finite variances,
a situation ruled out for non Gaussian, stable processes; on the other there are exam-
ples of non stable Le´vy processes which are connected with the simplest form of the
quantum, relativistic Schro¨dinger equation: a link with important physical applica-
tions that was missing in the original Nelson model and was recognized only several
years later [17]. This last remark shows, among others, that the present inquiry is
not only justified by the a desire of formal generalization, but is required by the need
to attain physically meaningful cases that otherwise would not be contemplated in
the narrower precinct of the stable laws. Of course it is well known that the types of
general infinitely divisible laws are not closed under convolution: when this happens
the role of the scale parameters becomes relevant since a change in their values can
not be compensated by reciprocal changes in other parameters, and the process no
longer is scale invariant, at variance with the stable processes. This means that, to
a certain extent, a scale change produces different processes, so that for instance we
are no longer free to look at the process at different time scales by presuming to see
the same features. Since, however, the infinitely divisible distributions can have a
finite variance, it easy to prove that the Le´vy processes generated by these infinitely
divisible laws will always have a finite variance which grows linearly with the time:
a feature typical of the ordinary (non anomalous) diffusions, while the stable non
Gaussian processes are bound to show typical (anomalous) super- and sub-diffusive
behavior [15].
To give a rigorous justification of the L-S equation, essentially introduced in [1]
by means of an analogy, let us first remark that the original Nelson approach for de-
riving the Schro¨dinger equation was based on a deep understanding of the dynamics
of the stochastic processes, while this reckoned on new definitions of the kinemat-
ical quantities – forward and backward mean velocities and mean accelerations –
that anyway safely revert to the ordinary ones when the processes degenerate in
deterministic trajectories. For the time being, however, our approach will be rather
different: we will not resort openly to an underlying dynamics, but starting instead
with the infinitesimal generators L of a semigroup in a Hilbert space we will explore
on the one hand under what conditions we can associate it to a suitable Markov
process Xt ∈ Rn with pdf (probability density function) ρt; and on the other the
formal procedures leading from L to a self-adjoint, bounded from below operator H
on L2
C
(Rn, dnx) and to a wave function Ψt ∈ L2C(Rn, dnx) which turns out to be a
solution of the generalized Schro¨dinger equation
i∂tΨt = HΨt (2)
with |Ψt|2 = ρt, ∀t ∈ R. While the first task will be accomplished by resorting to
the properties of the Dirichlet forms E [18, 19] that can be defined from L, the second
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result will be obtained by following the path of the Doob transformations [9, 20].
The paper is then organized as follows: while in the Section 2 we will first recall
the less usual features of the Markov processes of our interest, in the Section 3 we
will introduce their associated infinitesimal generators and Dirichlet forms, and in
the subsequent Section 4 we will briefly summarize the essential notations about
the Le´vy processes. In the Section 6 we will then recall how, by means of the Doob
transformations previously defined in the Section 5, the stationary solutions of the
usual Schro¨dinger equation actually admit a stochastic representation in terms of
the diffusion processes (1). Finally in the Section 7 we will focus our attention on our
main result about the Le´vy-type [21], Markov processes associated to the stationary
solutions of the L-S (Le´vy-Schro¨dinger) equation
i∂tΨt = −L0Ψt + VΨt (3)
which is a particular form of (2). Here V is an suitable real function, while for an
infinitely derivable function onRn with compact support f ∈ C∞0 (Rn), L0 explicitly
operates in the following way
[L0f ](x) = αij∂
2
ijf(x) +
∫
y 6=0
[f(x+ y)− f(x)− 1B1(y)yi∂if(x)] ℓ(dy)
where αij is a symmetric, positive definite matrix, 1B1(y) is the indicator of the set
B1 = {y ∈ Rn : |y| ≤ 1}, and ℓ(dy) is a Le´vy measure [10, 11]. The name of the
equation (3) is due to the fact that L0 turns out to be the infinitesimal generator
of a symmetric Le´vy process, while V plays the role of a potential, so that (3)
closely resembles the usual Schro¨dinger equation that one obtains when L0 is the
infinitesimal generator of a Wiener process. In the last Section 8 a few examples of
stationary states of Cauchy-Schro¨dinger equations with their associated Le´vy-type
processes are explicitly discussed.
2 Markov Processes
A stochastic processes Xt is usually defined for t ≥ 0, but it will be important for
us to consider also processes defined for every t ∈ R: we will call them bilateral
processes. This will allow us to introduce forward and backward representations
that will be instrumental to define the suitable symmetric operators and the self-
adjoint Hamiltonians needed in our generalized Schro¨dinger equations. It will be
useful, moreover, to recall that we will call a process Xt stationary when all its
joint distributions (for a Markov process, those at one and two times are enough)
are invariant for a change of the time origin. In this case the distributions at one
time are invariants, and the conditional (transition) distributions depend only on
the time differences. On the other hand we will call it time-homogeneous when
just the conditional (transition) distributions are independent from the time origin
and depend only on the time differences. In this case however the process can
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possibly be non stationary when the one-time distributions are not constant, and as
a consequence the joint distributions depend on the changes of the time origin.
Let then X = (Xt)t∈R be a bilateral, time-homogeneous Markov process defined
on a probability space (Ω,F ,P) endowed with its natural filtration, and taking values
on (Rn,B(Rn)). We will first of all denote respectively by pt and p˜t its forward and
backward transition functions defined as
pt(x,B) := P{Xs+t ∈ B |Xs = x}, p˜t(x,B) := P{Xs−t ∈ B |Xs = x} (4)
for s ∈ R, t ≥ 0, x ∈ Rn and B ∈ B(Rn). We will say that µ is an invariant
measure for X when
µ(B) =
∫
pt(x,B)µ(dx) =
∫
p˜t(x,B)µ(dx) t > 0
for B ∈ B(Rn). Remark that here µ is not necessarily supposed to be a probability
measure. We will indeed keep open the possibility of X being a stationary process
with a general σ-finite measure as one time marginal, rather than a strictly proba-
bilistic one. In this case X actually is an improper process, namely a process which
is properly defined as a measurable application from an underlying probabilizable
space into a trajectory space and is adapted to a filtration, but which is endowed
with a measure which is not finite. In particular we will find instrumental the use
of the Lebesgue measure on (Rn,B(Rn)) that turns out to be invariant for many
of our semigroups and can consequently be adopted as the overall measure of the
process. This is on the other hand not new if we think to the case of plane waves
solutions of the Schro¨dinger equation in quantum mechanics.
Given an invariant measure µ it is possible to prove [22] that, always for t ≥ 0,
we can define on L2(Rn, dµ) endowed with the usual scalar product 〈f, g〉µ the two
semigroups
[Ttf ](x) :=
∫
f(y) pt(x, dy) = E{f(Xs+t) |Xs = x}
[T˜tf ](x) :=
∫
f(y) p˜t(x, dy) = E{f(Xs−t) |Xs = x} = E{f(Xs) |Xs+t = x}
respectively called forward and backward semigroups. We also denote by (L,D(L))
and (L˜, D(L˜)), with the specification of their domains of definition, the correspond-
ing infinitesimal generators. For these semigroups it is possible to prove that
T †t = T˜t t ≥ 0 (5)
In particular when Tt is self-adjoint so that T
†
t = T˜t = Tt the Markov process Xt
is also called µ-symmetric, while we will say that the process is simply symmetric
when PXt(B) = PXt(−B) for every B ∈ B(Rn): these two notions are however
strictly related [11]. We will moreover call the process rotationally invariant if
PXt(B) = PZt(OB) for every Borel set B and for every given orthogonal matrix O.
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We finally introduce also the space-time version [23] Y of X , namely the process
Yt = (Xt, τt) (6)
on (Rn+1,B(Rn+1)), with just one more degenerate component: τt = t a.s. It is
easy to prove then that the Y forward and backward semigroups and generators –
now denoted by T Yt , T˜
Y
t , L
Y and L˜Y – are defined on the space L2(Rn+1, dµ dt) and
verify relations similar to (5), namely (T Yt )
† = T˜ Yt . This space-time version Y will
be useful for two reasons: first Y is always time-homogeneous [22], even when X
it is not; second the Doob transforms of combinations of their generators (see the
subsequent Section 5) will give rise exactly to the space-time operators needed to
recover our generalized Schro¨dinger equations.
3 Dirichlet forms
Up to now we have defined semigroups starting from suitable, given Markov pro-
cesses, but in this paper we will be mainly concerned with the reverse question:
under which conditions can we define a Markov process from a given semigroup
(Tt)t≥0 on a real Hilbert space H with scalar product 〈·, ·〉 and norm ‖ · ‖ ? This
well known problem can be faced in several ways, and we will choose to approach it
from the standpoint of the Dirichlet forms. We refer the reader to classical mono-
graphs [18, 19] for an extensive discussion about this argument. Let (E , D(E)) be a
positive definite, bilinear form on H, endowed with the norm on D(E)
‖u‖21 := E(u, u) + ‖u‖2
Some bilinear forms can naturally be associated to linear operators L in the Hilbert
space H, for instance as E(u, v) = −〈Lu, v〉, and we look for operators which are the
generators of a semigroup Tt, because this could produce the required link between
Markov processes and bilinear forms. In particular it is well known that semigroup
generators are always associated to coercive, closed bilinear forms [19]
Theorem 3.1. Let (E , D(E)) be a coercive, closed form on H: then there exist a
pair of operators (L,D(L)) and (L˜, D(L˜)) on H, with
D(L) := {u ∈ D(E)| v → E(u, v) is continuous w.r.t. ‖ · ‖1 on D(E)}
D(L˜) := {v ∈ D(E)| u→ E(u, v) is continuous w.r.t. ‖ · ‖1 on D(E)}
and
E(u, v) = −〈Lu, v〉, u ∈ D(L), v ∈ D(E) (7)
E(u, v) = −〈u, L˜v〉, u ∈ D(E), v ∈ D(L˜) (8)
which are the infinitesimal generators of two strongly continuous, contraction semi-
groups (Tt)t≥0 and (T˜t)t≥0 such that
T †t = T˜t ∀ t ≥ 0
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According to the previous theorem, coercive, closed forms generate pairs of strongly
continuous, contractive semigroups. In order to be sure, however, that these semi-
groups are associated to some Markov process we must be able to implement them
by means of explicit transition functions. The following result [19] shows that a way
to realize this program is to deal with regular Dirichlet forms, which are particular
cases of coercive, closed forms. The subsequent exposition could well be proposed
for more general Hilbert spaces, but to settle our notation from now on we will
rather limit ourselves just to H = L2(Rn, dµ).
Theorem 3.2. Take a regular Dirichlet form (E , D(E)) on L2(Rn, dµ), with its
associated strongly continuous semigroups (Tt)t≥0 and (T˜t)t≥0: then there are two
time-homogeneous transition functions pt and p˜t on (R
n,B(Rn)) such that µ-a.s.
[Ttf ](x) =
∫
f(y)pt(x, dy) [T˜tf ](x) =
∫
f(y)p˜t(x, dy)
for every t ≥ 0 and f ∈ L2(Rn, dµ).
By means of Theorem 3.2 we can then associate to a regular Dirichlet form two
Markov processes (Xt)t≥0 and (X˜t)t≥0 defined on R
n – but for an arbitrary initial
distribution – respectively by pt and p˜t, and enjoying several useful properties such
as right continuity with left limit and strong Markov property (for details see [18,
19, 23]). The transition functions pt and p˜t, however, could in general be sub-
Markovian, namely we could have pt(x,R
n) ≤ 1 for some x ∈ Rn. To avoid this it
can be easily proved, by a general property of strongly continuous semigroups [25],
that if the constant function u1 = 1 belongs to D(L) and D(L˜), then we find
pt(x,R
n) = p˜t(x,R
n) = 1 for every x ∈ Rn if and only if Lu1 = L˜u1 = 0. In
this case, moreover, we also have that µ is an invariant measure for both pt and p˜t.
Indeed, since pt and p˜t are in duality with respect to µ, namely∫∫
f(x)g(y) pt(x, dy)µ(dx) =
∫∫
f(y)g(x) p˜t(x, dy)µ(dx) (9)
as we easily deduce from T˜t = T
†
t , by taking f(x) = 1 and g(y) = 1B(y) for
B ∈ B(Rn), it is easy to prove that∫
pt(x,B)µ(dx) = µ(B)
namely that µ is invariant. The same proof can be adapted to p˜t.
Finally under special condition it is also possible to associate to (E , D(E)) a
single bilateral Markov process X = (Xt)t∈R obtained by sewing together (Xt)t≥0
and (X˜t)t≥0. This occurs in particular when µ is an invartiant probability measure.
In this case in fact we first define the canonical process Xt with t ∈ R and its
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distribution Pµ as the Kolmogorov extension of
Pµ(Xt1 ∈ B1) = µ(B1)
Pµ(Xt1 ∈ B1, . . . , Xtk ∈ Bk) =
∫
B1×...×Bk
ptk−tk−1(xk−1, dxk) . . . (10)
. . . pt2−t1(x1, dx2)µ(dx1)
for Bk ∈ B(Rn), k ∈ N , and t1 ≤ t2 ≤ . . . ≤ tk ≤ . . . , and then we show that
(Xt)t∈R is a Markov process with respect to Pµ, having pt and p˜t respectively as its
forward and backward transition functions. Actually it is straightforward to prove
that (Xt)t∈R is a Markov process and that pt is the forward transition function for
it. As for p˜t we have instead to check that
Pµ(Xs−t ∈ B|Xs = x) = Eµ{1B(Xs−t)|Xs = x} = p˜t(x,B) (11)
for every Borel set B, s ∈ R and t ≥ 0. To this effect it will be enough to remark
that, for every B1 and B2, from (10) and (9) it is easy to show that
Eµ{1B2(Xs)1B1(Xs−t)} = Eµ{1B2(Xs)p˜t(Xs, B1)}
which proves (11). It can be seen moreover [22] that this unifying procedure can be
adopted even when the invariant measure is not a probability. As a consequence,
according to Theorem 3.2, the semigroup generators L and L˜ on L2(Rn, dµ) derived
through (7) and (8) from a regular Dirichlet form (E , D(E)) can be considered as
the forward and backward generators of a single, bilateral Markov process (Xt)t∈R
when Lu1 = L˜u1 = 0.
Let us conclude this survey with a few remarks about how to check that a bilinear
form (E , D(E)) actually is a regular Dirichlet form. We first recall that, if the space
C∞0 (R
n) of the infinitely derivable real functions with compact support is contained
in D(E), it is possible to prove [19] that for a symmetric Dirichlet form (E , D(E))
on L2(Rn, dµ) the following Beurling-Deny formula holds for every f, g ∈ C∞0 (Rn):
E(f, g) =
n∑
i,j=1
∫
∂if(x)∂jg(x)µ
ij(dx) +
∫
f(x)g(x)k(dx)
+
∫∫
x 6=z
[f(x)− f(z)][g(x)− g(z)]J(dx, dz) (12)
where k(dx) is a positive Radon measure on Rn (killing measure), J(dx, dz) is a
symmetric, positive Radon measure defined on Rn ×Rn for x 6= z (jump measure)
and such that for every f ∈ C∞0 (Rn)∫ ∫
x 6=z
|f(x)− f(z)|2J(dx, dz) <∞ (13)
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and µij(dx) for i, j = 1, . . . , n are positive Radon measures on Rn (diffusion mea-
sures) such that for every compact subset B ⊆ Rn and b ∈ Rn it results
µij(B) = µji(B)
n∑
i,j=1
bibjµ
ij(B) ≥ 0 (14)
For us however it is important to recall that, if our form is also a closable one [19],
it is possible to prove a sort of reverse statement so that we will practically be able
use (12) to check that E is a regular Dirichlet form.
Proposition 3.3. Take a closable, bilinear form (E , D(E)) on L2(Rn, dµ) with
D(E) = C∞0 (Rn): if E satisfies the Beurling-Deny formula (12), then its closure
(E¯ , D(E¯)) is a regular Dirichlet form.
Remark moreover that closability can often be verified in a very simple way, as
shown by the following result [19]
Proposition 3.4. Let (L,D(L)) be a symmetric, negative definite linear operator
on H, and define the bilinear form E(u, v) := −〈Lu, v〉 with D(E) := D(L). Then
(E , D(E)) is closable.
Taken together the Theorem 3.2 and the Proposition 3.3 imply that when we want
to know if there is a Markov process associated to a given generator L, essentially we
must first consider the bilinear forms (7) and (8), and then check that the Beurling-
Deny formula (12) holds.
4 Le´vy Processes
The processes with independent increments constitute an important class of Markov
processes, and among them the Le´vy processes [10, 11, 12, 13] are of particular
relevance and are today widely applied in a variety of fields [8, 15]; they have also
been introduced in the larger context of quantum probability [24]. Actually these
processes are also time-homogeneous and hence they can be identified by means of
a transition function pt only. They are stochastically continuous with independent
and stationary increments, and they include many families of well known processes
as the Poisson, the Cauchy, the Student, the Variance-Gamma and, of course, the
Wiener process which is the unique Gaussian process, with a.s. continuous paths.
The Le´vy processes are Feller processes and – if integrable with zero expectation –
they are also martingales. In general, however, they always are semi-martingales,
so that in any case they can be used as integrators in Ito¯ integrals [12]. It is finally
important to remark that between the Le´vy processes and the infinite divisible
distributions [10] there is a one-to-one correspondence.
Given a filtered, complete probability space (Ω,F , (Ft)t≥0,P), let us consider a
Le´vy process (Zt)t≥0 with Le´vy measure ℓ. It is well known then that the following
Le´vy-Khintchin formula [10] holds
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Theorem 4.1. Let (Zt)t≥0 a Le´vy process. Then its logarithmic characteristic
η(u) := logE{eiu·Z1} satisfies
η(u) = −1
2
u · Au+ iγ · u+
∫
y 6=0
[
eiu·y − 1− i(u · y) 1B1(y)
]
ℓ(dy) (15)
where A = ‖αij‖ is a symmetric non negative-definite n × n matrix, γ ∈ Rn,
B1 = {y ∈ Rn : |y| ≤ 1} and ℓ(dy) is a Le´vy measure. This representation of η by
means of the triplet (A, ℓ, γ) is unique. Viceversa, if A is a symmetric non negative-
definite n× n matrix, γ ∈ Rn and ℓ is a Le´vy measure, then (15) is the logarithmic
characteristic associated to a unique (in distribution) Le´vy process (Zt)t≥0.
The triplet (A, ℓ, γ) is usually called the generating triplet of (Zt)t≥0. The laws
PZ1 with characteristic functions ϕ(u) = e
η(u) = E{eiu·Z1} turn out to be infinitely
divisible (id) [10], and as a consequence ϕt still is the characteristic function of some
other id law for every t > 0. More precisely, if ϕt is the characteristic function of
PZt for t ≥ 0, namely ϕt(u) = E{eiu·Zt}, then it is easy to show that ϕt = ϕt. This
result provides a one-to-one correspondence between the Le´vy processes and the id
laws [10, 13] in such a way that every Le´vy process is in fact uniquely determined
by its id distribution at a unique instant, usually at t = 1.
We conclude this section with the explicit expressions of the infinitesimal gen-
erator (L0, D(L0)) and of the Dirichlet form (E0, D(E0)) associated to a symmetric
Le´vy process Zt in L2(Rn, dx). The generator L0 is a pseudo-differential operator
with symbol η [11, 12] namely
[L0f ](x) =
−1
(2π)n
∫
eiuxfˆ(u)η(u)du (16)
where fˆ is the Fourier transform of f , and D(L0) is the set of the f ∈ L2(Rn, dx)
such that ∫
|fˆ(u)|2|η(u)|2du <∞ (17)
From (17) it can be proved that actually the Schwarz space S(Rn) is a subset of
D(L0), and when f ∈ S(Rn) the infinitesimal generator of Zt takes the more explicit
form
[L0f ](x) =
1
2
∇ · A∇f(x) +
∫
y 6=0
[δ2yf ](x) ℓ(dy) (18)
where A = ‖αij‖ is the symmetric, positive definite matrix, and ℓ is the Levy
measure of the generating triplet of Zt, and we adopted the shorthand notations
[δyf ](x) := f(x+ y)− f(x)
[δ2yf ](x) := f(x+ y)− f(x)− y · ∇f(x)1B1(y)
with B1 = {y ∈ Rn : |y| ≤ 1}. It is also easy to see then that
δy(fg) = gδyf + fδyg + δyfδyg (19)
δ2y(fg) = gδ
2
yf + fδ
2
yg + δyfδyg (20)
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If the Le´vy process is also rotationally invariant then we have αij = αδij and (18) is
reduced to
[L0f ](x) =
α
2
∇2f(x) +
∫
y 6=0
[δ2yf ](x) ℓ(dy) (21)
As for the bilinear form associated to our symmetric Le´vy process Zt with generator
(L0, D(L0)), namely
E0(f, g) = −〈L0f, g〉 = −
∫
g(x)[L0f ](x) dx
we have [18] on D(L0)
E0(f, g) = −
∫
∇g(x) · A∇f(x) dx− 1
2
∫ ∫
y 6=0
[δyf ](x)[δyg](x) ℓ(dy)dx (22)
This last expression can also be extended to a D(E0) ⊇ D(L0), the set of the
f ∈ L2(Rn, dx) such that∫
∇f(x) · A∇f(x) dx+
∫ ∫
y 6=0
∣∣[δyf ](x)∣∣2 ℓ(dy)dx <∞ (23)
5 Doob transformations
We turn now to the discussion of the association of a generalized Schro¨dinger
equations to our Markov processes. Let (Xt)t∈R be a time-homogeneous, bilat-
eral Markov process with infinitesimal forward and backward generators (L,D(L))
and (L˜, D(L˜)). We suppose that
1. Xt has an a.c. invariant measure µ(dx) = ρ(x)dx;
2. ρ(x) > 0 a.s. with respect to the Lebesgue measure, so that µ(dx) is equivalent
to the Lebesgue measure;
3. the set D(L) ∩D(L˜) is dense in L2(Rn, dµ).
As already stated in the Section 2 the invariant measure µ is not necessarily required
to be a probability measure: it will be made clear in a few subsequent examples
about the plane waves that we will indeed consider also cases where the invariant
measure is rather σ-finite, as the Lebesgue measure on Rn. From our hypothesis 3
it also follows [25] that both (Tt)t≥0 and (T˜t)t≥0 are strongly continuos semigroups
in L2(Rn, dµ), and that
L˜ = L† (24)
If then Yt is the space-time version of Xt, its infinitesimal forward and backward
generators LY and L˜Y are defined on L2(Rn+1, dµ dt), and it can be easily shown
that
LY = L+ ∂t L˜
Y = L˜− ∂t (25)
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with D(LY ) = D(L) ⊗ H1 and D(L˜Y ) = D(L˜) ⊗ H1, where H1 is the space of
the absolutely continuous functions of t with a square integrable derivative. The
result (25) is apparently connected to the fact that the infinitesimal generator of the
translation semigroup – namely the semigroup of the degenerate Markov process τt
– is the time derivative [25]. Remark that if the hypothesis 3. is satisfied by L and
L˜, then it will hold also for LY and L˜Y , and we will have
L˜Y = (LY )† (26)
All our generators L, L˜, LY and L˜Y can now be also naturally extended to the
respective spaces L2
C
(Rn, dµ) and L2
C
(Rn+1, dµ dt) of the complex valued functions,
where they are still densely defined and closed, while the relations (24) and (26) are
preserved. Moreover, in order to make sure that the Hamiltonian operators that we
will introduce later are bounded from below, we also add a fourth hypothesis:
4. ∃C ∈ R such that for every φ in D(L)
−ℜ〈φ, Lφ〉µ + ℑ〈φ, Lφ〉µ ≥ C ‖φ‖µ (27)
Remark however that if Xt is a µ-symmetric process, namely if L turns out to be
self-adjoint in L2
C
(Rn, dµ), then ℑ〈φ, Lφ〉µ vanishes and the condition (27) becomes
−〈φ, Lφ〉µ ≥ C ‖φ‖µ
which is automatically satisfied because L is the generator of a contraction semigroup
so that [25] 〈φ, Lφ〉µ ≤ 0, and it will be enough to take C = 0. As a consequence
the hypothesis 4 is always satisfied by µ-symmetric processes. The relevance of this
fourth condition will be made clear in the following, and it lies mainly in the fact
that for a given symmetric, bounded from below operator (H0, D(H0)) on a Hilbert
space H, there always exists [26] a self-adjoint operator (H,D(H)) bounded from
below such that D(H0) ⊂ D(H), and that for every v ∈ D(H0), Hv = H0v. This
operator H is usually called the Friedrichs extension of H0.
Proposition 5.1. If Xt is a time-homogeneous Markov process satisfying the hy-
potheses 1-4, then the operator in L2
C
(Rn+1, dµ dt)
KY := −L˜
Y + iLY
i+ 1
= −L
Y + L˜Y
2
+
LY − L˜Y
2i
(28)
defined on D(KY ) := D(LY ) ∩D(L˜Y ), is symmetric.
Proof. From the hypothesis 3. we deduce that KY is densely defined, while the
symmetry easily follows from (26). 
We can also introduce in L2
C
(Rn, dµ) the reduced operator
K := −L˜+ iL
i+ 1
= −L+ L˜
2
+
L− L˜
2i
(29)
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defined on D(K) := D(L) ∩D(L˜), and prove in a similar way that it is symmetric.
Remark how the existence of both a forward and a backward generator is instru-
mental here in the definition of our symmetric operators K and KY . It should also
be said, however, that starting from our generators we could define several differ-
ent symmetric operators, our present choice being dictated mainly by an analogy
with the Gaussian case, and by our interest in preserving the presence of the time
derivatives ∂t in the final operators.
Given now an arbitrary real function S(x) (a change in it would simply be
tantamount to a gauge transformation) and a constant E ∈ R, we first define the
wave functions
ψ(x) :=
√
ρ(x) eiS(x) Ψ(x, t) := ψ(x) e−iEt (30)
and then we remark that the operators
UΨ : f ∈ L2C(Rn+1, dµdt) −→ fΨ ∈ L2C(Rn+1, dxdt) (31)
Uψ : f ∈ L2C(Rn, dµ) −→ fψ ∈ L2C(Rn, dx)
are unitary with
U †Ψ = U
−1
Ψ = U 1
Ψ
U †ψ = U
−1
ψ = U 1
ψ
By means of these we can now introduce the operators
KYΨ = UΨK
Y U−1Ψ Kψ = UψKU
−1
ψ (32)
acting respectively on L2
C
(Rn+1, dxdt) and L2
C
(Rn, dx) with D(KYΨ ) = UΨD(K
Y )
and D(Kψ) = UψD(K). These unitary transformations are reminiscent of the well
known Doob transformation [23, 27, 28] which is applied to the infinitesimal gener-
ators L of Markov processes for a real, positive Ψ in the domain of L with LΨ = 0.
Our transformation could also be defined in a more general way [23], but in fact (32)
turns out to be well suited to our purposes so that we will continue to call it Doob
transformation, while KYΨ and Kψ will be called the Doob transforms of K
Y and K.
Proposition 5.2. The operator KYΨ can be written as
KYΨ = H0 ⊗ It − iI0 ⊗ ∂t
where I0 and It are the identity operators respectively on the x and t variables, while
H0 = Kψ + E (33)
turns out to be a symmetric and bounded from below operator in L2
C
(Rn, dx). We
also have that ψ is an eigenvector with eigenvalue E of the Friedrichs extension H
of H0
Hψ(x) = Eψ(x) (34)
and that the function Ψ(x, t) is a strong solution of
i∂tΨ(x, t) = HΨ(x, t) (35)
being for every t > 0 also a solution of (34).
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Proof. From (25) we have for φ ∈ D(KYΨ )
KYΨφ = −Ψ
L+ L˜
2
φ
Ψ
− iΨ∂t φ
Ψ
+Ψ
L− L˜
2i
φ
Ψ
= −ψ
(
L+ L˜
2
− L− L˜
2i
)
φ
ψ
+ Eφ− i∂tφ = (H0 ⊗ It)φ− i (I0 ⊗ ∂t)φ
From the hypothesis 4. we can see now that H0 is bounded from below, while from
the hypothesis 3. we deduce that it is densely defined, and from (24) that it is
symmetric: then its Friedrichs extension H exists and is self-adjoint. Moreover the
constant function φ1 = 1 is an element ofD(L)∩D(L˜) and from (9) and hypothesis 1
it is easy to see that Lφ1 = L˜φ1 = 0. As a consequence we have from (33) that
ψ ∈ D(H0), and that H0ψ = Eψ: namely ψ is an eigenfunction of H0 corresponding
to the eigenvalue E. It is then straightforward to prove (35). 
The Friedrichs extension H of H0 will be called in the following the Hamiltonian
operator associated to the Markov process Xt, and the equation (35) will take the
name of generalized Schro¨dinger equation. Remark that if in particular Xt is a
µ-symmetric process, namely if L is self-adjoint, then we simply have
KY = −L− i∂t K = −L H0 = −UψLU−1ψ + E (36)
so that H0 itself is self-adjoint and hence coincides with H . This however is not
the case for every Markov process X(t) that we can consider within our initial
hypotheses.
In conclusion we have shown that from every Markov process Xt obeying our
four initial hypotheses we can always derive a self-adjoint Hamiltonian H and a
corresponding generalized Schro¨dinger equation (35). In this scheme the process Xt
is associated to a particular stationary solution Ψ of (35) in such a way that |Ψ|2
coincides with the invariant measure of Xt. Vice versa it would be interesting to be
able to trace back a suitable Markov process Xt from a solution Ψ – at least from
a stationary solution – of (35) with a self-adjoint Hamiltonian. In fact, even when
from a given Hamiltonian H and a stationary solution Ψ of (35) we can manage –
by treading back along the path mapped in this section – to get a semigroup L, we
are still left with the problem of checking that the minimal conditions are met in
order to be sure that there is a Markov process Xt associated to L. In this endeavor
the previous discussion about the Dirichlet forms developed in the Section 3 will
turn out to be instrumental as it will be made clear in the following.
6 Stochastic mechanics
Let us begin by remembering that the names we gave to H and to the equation (35)
at the end of the previous section are justified by the fact that when Xt is a solution
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of the Ito¯ SDE (Stochastic Differential Equation)
dXt = b(Xt)dt+ dWt (37)
where Wt is a Wiener process, then H turns out to be the Hamiltonian operator ap-
pearing in the usual Schro¨dinger equation of quantum mechanics. To show how this
works we will briefly review here this well known result in the less familiar framework
of the Doob transformations [9, 20] because – at variance with the original Nelson
stochastic mechanics – this procedure allows a derivation of the Schro¨dinger equa-
tion without introducing an explicit dynamics that, at present, is still not completely
ironed out in the more general context of the Le´vy processes.
Let us start by considering the operator
L0 :=
1
2
∇2
with D(L0) the set of all the functions f that, along with their first and second
generalized derivatives, belong L2(Rn, dx). It is well known that (L0, D(L0)) is the
infinitesimal generator of a Wiener process. If now we take φ ∈ D(L0) such that∫
Rn
φ2(x)dx = 1, φ 6= 0 a.s. in dx (38)
we can define in L2(Rn, dµ) with µ(dx) = ρ(x)dx = φ2(x)dx a second operator
Lf :=
L0(φf)− fL0φ
φ
(39)
where D(L) := C∞0 (R
n) is the set of infinitely derivable functions on Rn with
bounded support. It is straightforward now to see that L is correctly defined [22],
and that (39) can be recast in the form
Lf =
∇φ
φ
· ∇f + 1
2
∇2f = b · ∇f + 1
2
∇2f b = ∇φ
φ
(40)
which on the other hand is typical for the generators of a process satisfying the
SDE (37). At first sight this seems to imply directly that to every given φ we can
always associate a Markov process (weak) solution of the SDE (37) with b defined
as in (40), but this could actually be deceptive because this association is indeed
contingent on the properties of the function b, and hence of φ. To be more precise:
if we know that the equation (37) has a solution Xt, then its generator certainly has
the form (40); but vice versa if an operator (40) – or a SDE (37) – is given with
an arbitrary b, we can not in general be sure that a corresponding Markov process
Xt solution of (37) does in fact exist, albeit in a weak sense. In the light of these
remarks it is important then to be able to prove, by means of the Dirichlet forms,
that for L and b defined as in (40) we can always find a Markov process solution
of (37).
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Theorem 6.1. The operator (L,D(L)) defined in (39) is closable and its closure
(L¯, D(L¯)) is a self-adjoint, negative definite operator which is the infinitesimal gen-
erator of a Markov process (Xt)t∈R (weak) solution of (37). The measure µ(dx) is
invariant for this Markov process.
Proof. Let us consider on L2(Rn, dµ) the bilinear form
E(f, g) := −〈Lf, g〉µ
with D(E) := C∞0 (Rn). For f, g ∈ D(E) with an integration by parts we get
E(f, g) = −1
2
∫
Rn
g(x)φ(x)∇2(φf)(x)dx+ 1
2
∫
Rn
g(x)f(x)φ(x)∇2φ(x)dx
= −1
2
∫
Rn
g(x)φ2(x)∇2f(x)dx−
∫
Rn
g(x)φ(x)∇f(x) · ∇φ(x)dx
=
∫
Rn
φ2(x)∇g(x) · ∇f(x)dx
namely our form satisfies the Beurling-Deny formula (12) with vanishing jump and
killing measures, and with the condition (14) trivially satisfied. As a consequence
E is symmetric and positive definite, so that also −L is symmetric and positive
definite and then is also closable [26]. Hence by Proposition 3.4 (E , D(E)) is closable
and from the Proposition 3.3 its closure (E¯ , D(E¯)) is a symmetric, regular Dirichlet
form which from Theorem 3.1 is associated to a self-adjoint, infinitesimal generator
(L¯, D(L¯)). Of course (L¯, D(L¯)) itself turns out [26] to be the closure of (L,D(L)).
This L¯ generates now a unique, bilateral Markov process (Xt)t∈R on (R
n,B(Rn))
having µ as its invariant measure when the conditions discussed in the remarks
following the Theorem 3.2 are met. In this context we are then left just with the
task of showing that the constant function f1(x) = 1 belongs to D(L¯) and that
L¯f1 = 0. In fact for every f ∈ C∞0 dense in L2(Rn, dµ), with an integration by parts
we have
〈f1, L¯f〉µ =
∫
Rn
[L¯f ]φ2dx =
∫
Rn
[Lf ]φ2dx
=
1
2
∫
Rn
φ∇2(fφ)dx− 1
2
∫
Rn
fφ∇2φdx
=
1
2
∫
Rn
fφ∇2φdx− 1
2
∫
Rn
fφ∇2φdx = 0
Being L¯ self-adjoint this implies first that f1 ∈ D(L¯), and that 〈L¯f1, f〉µ = 0 for
every f ∈ C∞0 dense in L2(Rn, dµ), and then that L¯f1 = 0. 
Since the process (Xt)t∈R obtained from L0 in the Theorem 6.1 satisfies all the
hypotheses 1-4 with ρ(x) = φ2(x), we can now go on looking for the Hamiltonians
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produced by the Doob transformations. Take first the wave functions (30) with
arbitrary E ∈ R and S(x) = 0, namely
ψ(x) = φ(x) Ψ(x, t) = e−iEtφ(x) (41)
Since L¯ is self-adjoint, by applying (36) we easily find as Hamiltonian associated to
Xt by the Doob transformation the operator
H := −1
2
∇2 + V (x) (42)
where the potential function (defined up to a constant additive factor) is
V (x) =
∇2φ(x)
2φ(x)
+ E (43)
namely the potential of a Schro¨dinger equation admitting φ as eigenvector with
eigenvalue E as it is immediately seen by rewriting (43) as
−1
2
∇2φ+ V φ = Eφ
In this way the Doob transformation associates a Markov process to every stationary
solution (41) of the Schro¨dinger equation
i∂tΨ = HΨ (44)
with Hamiltonian (42). When on the other hand we consider a non vanishing S(x)
– namely a gauge transformation with respect to the previous case – then our wave
functions show the complete form (30), and starting again from (36) a slightly longer
calculation shows that the Hamiltonian now is
H =
1
2
(i∇+∇S)2 + V (45)
with V (x) always defined as in (43): in other words in this case from φ and S we
get both a scalar and a vector potential. Remark that, despite the presence of the
term ∇S in (45), no physical electromagnetic field is actually acting on the particle,
as is well known from the gauge transformation theory. The study of a stochastic
description of a particle subjected to an electromagnetic field is not undertaken here:
readers interested in this argument can usefully refer to [29].
Similar results can be obtained by initially choosing a constant function φ(x) = 1
and S(x) = p · x so that
ψ(x) = eip·x Ψ(x, t) = eip·x−iEt
namely the wave function of a plane wave. In this case however instead of (39) we
have to take
Lf := L0f + p · ∇f = 1
2
∇2f + p · ∇f
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which is still of the form (40), albeit with a constant b(x) = p. Since this L is no
longer self-adjoint in L(R2, dx) because, with an integration by parts, we find
L† = L˜ =
1
2
∇2f − p · ∇f
we now get from (29) and (32)
Kf = −1
2
∇2f − ip · ∇f Kψf = −1
2
∇2f − p
2
2
f
and then finally – by choosing, as usual, E = p2/2 – we obtain from (33)
H =
1
2
∇2
which is the Hamiltonian of the Schro¨dinger equation (44) in its free form. Remark
that since b(x) = p the resulting Markov process associated to Ψ now simply is a
Wiener process plus a constant drift, but, at variance with the previous cases, we no
longer have normalizable stationary solutions of (44), because φ2(x)dx = dx defines
an invariant measure which is the Lebesgue measure and not a probability: in other
words our Markov process Xt will be an improper one in the sense outlined in the
Section 2.
7 Le´vy-Schro¨dinger Equation
In this section we will focus our attention on a form of the generalized Schro¨dinger
equation (35) which, without being the most general one, is less particular than that
discussed in the Section 6: namely the Le´vy-Schro¨dinger equation already introduced
in a few previous papers [1] where the Hamiltonian operator was found to be
H = −L0 + V, D(H) = D(L0) ∩D(V ) (46)
with (L0, D(L0)) infinitesimal generator of a symmetric Le´vy process taking values
in Rn, and V a measurable real function defined on Rn that makes the operator
(H,D(H)) self-adjoint and bounded from below. We have already seen in (16) and
(18) how the generator (L0, D(L0)) of a Le´vy process actually operates. We add
here that when the Le´vy process is symmetric its logarithmic characteristic η(u) is
a real function, and hence from (16) we easily have that (L0, D(L0)) is self-adjoint
in L2(Rn, dx), while from the Le´vy-Khintchin formula we also deduce that it is
negative definite [10]. In the quoted papers, however, the choice (46) was essentially
dictated by an analogy argument and there was no real attempt to deduce it: here
instead we will try to extend this idea, and to justify it within the framework of the
Doob transformations.
To show the way, we here consider first the case φ(x) = 1 associated to the
Lebesgue measure µ(dx) = dx. Every Le´vy process is a time-homogeneous Markov
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process, and this µ acts as its invariant measure [10]. It is apparent, moreover, that
here we are not required to introduce a further operator L – as we did in (39) for
the Wiener case – because L0 itself plays this role. As a consequence we can skip
to prove a statement as the Theorem 6.1, for L0 is by hypothesis the generator of
a Le´vy process. On the other hand, even if here µ is only σ-finite and cannot be
considered as a probability measure, we can apply the Doob transformation defined
in the previous section because all the hypotheses 1-4 are met. Since L0 is self-adjoint
in L2(Rn, dx) (and hence for the backward generator we have L˜0 = L†0 = L0) from
(28) we find
K = −L0 KY = −L0 − i∂t
and to implement a Doob transformation – by taking the Lebesgue measure as
invariant measure, S(x) = 0 and E = 0 for simplicity – we choose
Ψ(t, x) = ψ(x) = 1 (47)
namely the simplest possible form of a plane wave. As a consequence in this first
case we finally get
H = −L0
namely we find the case V (x) = 0 of (46). Since this Hamiltonian essentially
coincides with our initial generator L0 of a Le´vy process, it is straightforward to
conclude – as in the Proposition 5.2 and the subsequent remarks – that to a plane
wave (47) solution of a free generalized Schro¨dinger equation (35), namely of the
free Le´vy-Schro¨dinger equation
i∂tΨ = HΨ = −L0Ψ (48)
we can simply associate the Le´vy process corresponding to L0. As a matter of fact
this will be an improper process with generator L0 and with the Lebesgue measure
µ as initial – and invariant – measure. The free equation (48) is the case that has
already been discussed at length – albeit in a more heuristic framework – in the
previous papers [1]. If our Le´vy process is also rotationally invariant then from (21),
and within the notations of the Section 4, the Hamilton operator H becomes
[Hf ](x) = −α
2
∇2f(x)−
∫
y 6=0
[
δ2yf
]
(x) ℓ(dy) (49)
for any complex Schwarz function f and x ∈ Rn. Note that if the jump term
vanishes (namely if L0 is the generator of a Wiener process) and α = 1 we have
H = −1
2
∇2
i.e. the free Hamilton operator (42) of the stochastic mechanics presented in the
previous section. As a consequence we see that (49) can be considered as the gen-
eralization of the usual quantum mechanical Hamiltonian by means of a jump term
produced by the possible non Gaussian nature of our background Le´vy process.
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We turn then our attention to the more interesting case of a non constant φ
leading to a non vanishing V in (46), and we suppose that αij = 0 in (18), namely
that L0 is the generator of a pure jump process without an unessential Gaussian
component (we can always add it later). With this L0 we take now a φ ∈ D(L0)
such that ∫
Rn
φ2(x) dx = 1, φ > 0, a.s. in dx (50)
and in analogy with (39) we introduce the new operator (L,D(L)) in L2(Rn, dµ)
Lf :=
L0(φf)− fL0φ
φ
(51)
with D(L) := C∞0 (R
n) and µ(dx) = φ2(x)dx.
Proposition 7.1. If φ ∈ D(L0), then for every f ∈ C∞0 (Rn) we have φf ∈ D(L0)
and
L0(φf) = fL0φ+ φL0f +
∫
y 6=0
δyφ δyf ℓ(dy) (52)
Proof. See Appendix A. 
This statement – which generalizes an integration by parts rule – proves first that our
definition (51) is consistent in the sense that φf ∈ D(L0); then from (51) and (52)
it also gives the jump version of (40)
Lf = L0f +
∫
y 6=0
δyφ
φ
δyf ℓ(dy)
so that, by taking into account the equation (21) with a = 0, we find
[Lf ](x) =
∫
y 6=0
(
δ2yf +
δyφ
φ
δyf
)
ℓ(dy)
=
∫
y 6=0
(
δyf − φ1B1(y)
φ+ δyφ
y · ∇f
)
φ+ δyφ
φ
ℓ(dy)
=
∫
y 6=0
[f(x+ y)− f(x)− γ(x, y) y · ∇f(x)]λ(x; dy) (53)
where
γ(x, y) =
φ(x)
φ(x+ y)
1B1(y) λ(x; dy) =
φ(x+ y)
φ(x)
ℓ(dy) (54)
The equation (53) explicitly shows that the generator L introduced in (51) is a
Le´vy-type operator [11, 21]. We then state our main result on the existence of
a (Le´vy-type) Markov process associated to L and, through a subsequent Doob
transformation, to the (stationary) solutions of a Le´vy–Schro¨dinger equation.
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Theorem 7.2. The operator (L,D(L)) defined in (51) is closable and its closure
(L¯, D(L¯)) is a self-adjoint, negative definite operator which is the infinitesimal gen-
erator of a Markov process (Xt)t∈R. The measure µ(dx) is invariant for this Markov
process.
Proof. As in the Theorem 6.1 from (L,D(L)) we first define in L2(Rn, dµ) the
bilinear form
E(f, g) := −〈Lf, g〉µ
with D(E) := C∞0 (Rn) and we remark that from (51) we have
E(f, g) = −
∫
L0(φf)− fL0φ
φ
gφ2 dx = −
∫
φ gL0(fφ) dx+
∫
φ gfL0φ dx
Then from (22) with αij = 0 we obtain
E(f, g) = 1
2
∫ ∫
y 6=0
[δy(gφ)](x) [δy(fφ)](x) ℓ(dy)dx
−1
2
∫ ∫
y 6=0
[δy(fgφ)](x) [δyφ](x) ℓ(dy)dx
and from (19) after some tiring but simple algebra we get
E(f, g) = 1
2
∫ ∫
y 6=0
[δyf ](x)[δyg](x)φ(x+ y)φ(x) ℓ(dy)dx (55)
This expression for E has the required form (12) with vanishing killing and diffusion
measures, and J(dz, dx) given by φ(x + y)φ(x)ℓ(dy)dx with z = x + y, which is
positive because of (50). Since the condition (13) is satisfied, by reproducing the
same argument previously adopted in the Theorem 6.1 we get that there exists a
self-adjoint, infinitesimal generator (L¯, D(L¯)) which turns out [26] to be the closure
of (L,D(L)).
This L¯ generates a unique, bilateral Markov process (Xt)t∈R on (R
n,B(Rn))
having µ as its invariant measure when the conditions discussed in the remarks
following the Theorem 3.2 are met. Hence, as in the Theorem 6.1, we should only
check that the constant element f1(x) = 1 of L2(Rn, dµ) belongs to D(L¯) and that
L¯f1 = 0. In fact for every f ∈ C∞0 (Rn) dense in L2(Rn, dµ) we have again from (22)
with αij = 0 that
〈f1, L¯f〉µ =
∫
Rn
[L¯f ]φ2dx =
∫
Rn
[Lf ]φ2dx
=
∫
Rn
φ2
L0(φf)− fL0(φ)
φ
dx =
∫
Rn
[φL0(φf)− φfL0(φ)] dx
= −1
2
∫ ∫
y 6=0
[δyφ δy(φf)− δy(φf)δy φ] dx = 0
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Being L¯ self-adjoint this implies first that f1 ∈ D(L¯), and that 〈L¯f1, f〉µ = 0 for
every f ∈ C∞0 dense in L2(Rn, dµ), and then that L¯f1 = 0. 
This result will now put us in condition to perform a suitable Doob transforma-
tion with the confidence that we can also associate a Le´vy-type, Markov process X
to the chosen wave functions. In fact, being µ(dx) = ρ(x)dx = φ2(x)dx an invariant
measure for Xt, taking as before S(x) = 0 and E ∈ R namely
ψ(x) = φ(x) Ψ(t, x) = e−iEtφ(x)
and by applying (36), we immediately get the following expression for the Hamilto-
nian operator associated to Xt of Theorem 7.2
[Hf ](x) := [−L0f + V f ](x) = −
∫
y 6=0
[δ2yf ](x) ℓ(dy) + V (x)f(x) (56)
where the potential function now is
V (x) =
[L0φ](x)
φ(x)
+ E =
1
φ(x)
∫
y 6=0
[δ2yφ](x) ℓ(dy) + E (57)
showing also that Ψ is a stationary solution of
i∂tΨ = HΨ = (−L0 + V )Ψ = −
∫
y 6=0
δ2yΨ ℓ(dy) + VΨ (58)
namely of our Le´vy-Schro¨dinger equation with the potential (57).
8 Cauchy noise
We will conclude the paper by proposing (in the one-dimensional case n = 1) two
examples for the simplest stable, non Gaussian Le´vy background noise produced by
the generator L0 of a Cauchy process, namely an operator of the forn (21) without
Gaussian term (a = 0) and with Le´vy measure
ℓ(dx) =
dx
πx2
(59)
Remark that in general for this Cauchy background noise with Le´vy measure (59)
the generator (53) becomes
Lf =
1
π
∫
y 6=0
(
δ2yf
y2
+
1
y
δyφ
φ
δyf
y
)
dy (60)
and that the convergence of this integral in y = 0 is a consequence of the fact that,
for y → 0, δ2yf vanishes at the second order, while δyφ and δyf are infinitesimal of
the first order. The corresponding pure jump Cauchy-Schro¨dinger equation
i∂tΨ = −
∫
y 6=0
δ2yΨ
πy2
dy + VΨ (61)
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E = -1a
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a Π
Figure 1: Potentials V (x) and square modulus of the stationary wave functions |Ψ|2
for the pair (63) and (64).
has already been discussed in various disguises in several previous papers [1, 6]
and we will show here two examples of its stationary solutions for potentials of the
form (43).
To define our invariant measure µ(dx) = ρ(x)dx = φ2(x)dx let us take first of all
the functions
φ(x) =
√
2a
π
a
a2 + x2
ρ(x) = φ2(x) =
2
aπ
(
a2
a2 + xx
)2
(62)
so that the stationary pdf will be that of a Ta(3) Student law [1]. A direct calculation
of (43) with these entries will then show that, by choosing the energy origin so that
E = −1/a and V (±∞) = 0, we have
V (x) = − 2a
x2 + a2
(63)
In other words the wave function
Ψ(x, t) =
√
2a
π
a
a2 + x2
e−it/a (64)
turns out to be a stationary solution of the equation (61) with potential (63) corre-
sponding to the eigenvalue E = −1/a. This result is summarized in the Figure 1.
On the other hand we see from the Theorem 7.2 that to the wave function (64)
we can also associate a Le´vy-type, Markov process Xt completely defined by yhe
generator (53) with
γ(x, y) =
a2 + (x+ y)2
a2 + x2
1[−1,1](y) λ(x; dy) =
a2 + x2
a2 + (x+ y)2
dy
πy2
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Figure 2: Potentials V (x) and square modulus of the stationary wave functions |Ψ|2
for the pair (65) and (66).
as can be deduced from (54) and (62).
In a similar vein, and always for the same equation (61), we can take as a second
example the starting functions
φ(x) =
√
a
π
1√
a2 + x2
ρ(x) = φ2(x) =
1
π
a
a2 + x2
namely the pdf of a C(a) = Ta(1) Cauchy law. Treading the same path as before, a
slightly more laborious calculation will show that, by choosing now E = 0 to have
again V (±∞) = 0, we find
V (x) = − 2
π
[
1√
a2 + x2
+
x
a2 + x2
log
(√
1 +
x2
a2
− x
a
)]
(65)
so that now the wave function
Ψ(x, t) =
√
a
π
1√
a2 + x2
(66)
is stationary solution with eigenvalue E = 0 of the equation (61) with potential (65).
The potential and the corresponding pdf are depicted in the Figure 2. The Le´vy-
type, Markov process Xt associated to this wave function is again defined by the
generator (53) with
γ(x, y) =
√
a2 + (x+ y)2
a2 + x2
1[−1,1](y) λ(x; dy) =
√
a2 + x2
a2 + (x+ y)2
dy
πy2
The two generators introduced here completely determine the two Markov processes
associated to our stationary solutions of the Cauchy-Schro¨dinger equation (61).
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9 Conclusions
The adoption, proposed in a few previous papers [1], of the L-S equation – a general-
ization of the usual Schro¨dinger equation associated to the Wiener process – amounts
in fact to suppose that the behavior of the physical systems in consideration is based
on an underlying Le´vy process that can have both Gaussian (continuous) and non
Gaussian (jumping) components. The consequent use of all the gamut of the id, even
non stable, processes on the other hand turns out to be important and physically
meaningful because there are significant cases that fall in the domain of the L-S
picture, without being in that of a stable (fractional) Schro¨dinger equation [7]. In
particular the simplest form of a relativistic, free Schro¨dinger equation [1, 6, 17] can
be associated with a peculiar type of self-decomposable, non stable process acting
as background noise. Moreover in many instances of the L-S equation the resulting
energy-momentum relations can be seen as small corrections to the classical rela-
tions for small values of certain parameters [1]. It must also be remembered that –
in discordance with the stable, fractional case – our models are not tied to the use of
background noises with infinite variances: these can indeed be finite even for purely
non Gaussian noises – as for instance in the case of the relativistic, free Schro¨dinger
equation – and can then be used as a legitimate measure of the dispersion. Finally
let us recall that a typical non stable, Student Le´vy noise seems to be suitable for
applications, as for instance in the models of halo formation in intense beam of
charged particles in accelerators [8, 13, 30].
In view of all that it was then important to explicitly give more rigorous details
about the formal association between L-S wave functions and the underlying Le´vy
processes, namely a true generalized stochastic mechanics. And it was urgent also
to explore this Le´vy–Nelson stochastic mechanics by adding suitable potentials to
the free L-S equation, and by studying the corresponding possible stationary and
coherent states. To this end we found expedient to broaden the scope of our enquiry
to the field of Markov processes more general than the Le´vy processes
From this standpoint in the present paper we have studied – with the aid of the
Dirichlet forms – under what conditions the generalized Schro¨dinger equation (35),
with a fairly general self-adjoint Hamiltonian H , admits a stochastic representation
in terms of Markov processes: a conspicuous extension of the well known, older
results of the stochastic mechanics [2]. More precisely it has been shown how we
can associate to every stationary wave functions Ψ, of the form (30) and solutions
of the equation (35), a bilateral, time-homogeneous Markov process (Xt)t∈R whose
generator L in its turn plays the role of the starting point to produce exactly the
Hamiltonian H of the equation (35). This association moreover is defined in such
a way that, in analogy with the well known Born postulate of quantum mechanics,
|Ψ|2 always coincides with the pdf of (Xt)t∈R.
The whole procedure adopted here is inherently based on the Doob transforma-
tion (31) previously adopted [9, 20] in the particular case of the Wiener process to
get the usual Schro¨dinger equation, as we have summarized in the Section 6. This
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choice allows us, among other things, to sidestep for the time being the problem of
the explicit definition of a dynamics for jump processes that would pave the way
to recover our association along a more traditional path, either by means of the
Newton law, as originally done [2], or through a variational approach, as in later
advances [5]. The definition of these structures, whose preliminary results have al-
ready been presented elsewhere [22], seems indeed at present to require more ironing
and will be the object of future enquiries.
We have then focused our attention on the case of the L-S equation (58), a partic-
ular kind of generalized Schro¨dinger equation characterized by an Hamiltonian (56)
derived from a Le´vy process generator. This equation was previously suggested only
in an heuristic way [1], while in the present paper we succeeded in proving a few
rigorous results: first we showed how the stationary wave functions of this L-S equa-
tion actually satisfy the conditions required to be associated to Markov processes;
then we pointed out that the L-S Hamiltonian H is composed of a kinetic part (the
generator L0 of our background, symmetric Le´vy process) plus a potential V , a term
that was lacking of a justification in our previous formulations. Third we also proved
that the bilateral, time-homogeneous Markov processes associated to a stationary
wave function Ψ turn out in fact to be Le´vy-type processes, a generalization of the
Le´vy processes which is at present under intense scrutiny [21]. Finally we presented
a few examples of stationary solutions of L-S equations with Cauchy background
noise.
These were much needed advances conspicuously absent in the previous papers,
as already explicitly remarked there, It would be important now first to extend
these results even to the non stationary wave packets solutions of the generalized
Schro¨dinger equation (35), at least in its L-S form (58), that have been extensively
studied in a recent paper [1] where their inherent muli-modality has been put in
evidence. Then to give a satisfactory formulation of the Nelson dynamics of the
jump processes involved: a much needed advance that would constitute an open
window on the true nature of these special processes. And finally a detailed study of
the characteristics of the Le´vy-type processes associated to the L-S wave functions:
this too will be the subject of future papers.
A Proof of Proposition 7.1
We begin by proving (52) for φ ∈ C∞0 (Rn) ⊆ S(Rn) ⊆ D(L0). In fact in this case
we apparently have φf ∈ C∞0 (Rn), while from (18) and (20) with A = 0 it is
L0(φf) =
∫
y 6=0
δ2y(φf) ℓ(dy)
= f
∫
y 6=0
δ2yφ ℓ(dy) + φ
∫
y 6=0
δ2yf ℓ(dy) +
∫
y 6=0
δyφ δyf ℓ(dy)
= fL0φ+ φL0f +
∫
y 6=0
δyφ δyf ℓ(dy) (67)
A Andrisani and N Cufaro Petroni 27
because we can see that the third term of (67) belongs to L2
R
(Rn, dx). Being indeed
f and φ bounded, and φ ∈ C∞0 (Rn) ⊆ D(L0) ⊆ D(E0), from (23) we get∫ ∣∣∣∣
∫
y 6=0
δyfδyφ ℓ(dy)
∣∣∣∣
2
dx ≤
∫ ∫
y 6=0
|δyf δyφ|2 ℓ(dy)dx
≤ 4κ2
∫ ∫
y 6=0
|δyφ|2 ℓ(dy)dx <∞
with κ = sup |f |.
If instead we suppose that φ ∈ D(L0) ⊆ D(E0), we have φf ∈ L2R(Rn, dx) since
f is bounded. As a first step let us show that φf ∈ D(E0) ⊇ D(L0): because of (23)
to do that we have just to prove that∫ ∫
y 6=0
|δy(φf)|2 ℓ(dy)dx <∞ (68)
Remark that from (19) we have∫ ∫
y 6=0
|δy(φf)|2 ℓ(dy)dx ≤ 2
[∫ ∫
y 6=0
|φ δyf |2 ℓ(dy)dx+
∫ ∫
y 6=0
|fδyφ|2 ℓ(dy)dx
+
∫ ∫
y 6=0
|δyφδyf |2 ℓ(dy)dx
]
(69)
The second and the third integrals on the right of (69) are finite because f is bounded
and φ ∈ D(E0); as for the first integral, instead, since φ ∈ L2R(Rn, dx), it is enough
to remark that, from the typical property of Le´vy measures∫
y 6=0
(|y|2 ∧ 1) ℓ(dy) <∞
and since f ∈ C∞0 (Rn), we have∫
y 6=0
|δyf |2(x) ℓ(dy) =
∫
|y|≤1, y 6=0
|δyf |2(x) ℓ(dy) +
∫
|y|≥1
|δyf |2(x) ℓ(dy)
≤ C
∫
|y|≤1, y 6=0
|y|2|∇f(x)|2 ℓ(dy) + C ′
∫
|y|≥1
ℓ(dy)
≤ C ′′
∫
|y|≤1, y 6=0
|y|2 ℓ(dy) + C ′
∫
|y|≥1
ℓ(dy) =M <∞
with C ′′ = C sup |∇f(x)|2. In a similar way we can prove that also L0f is a bounded
function, a remark that will be useful in the following.
In order to complete the proof of the proposition we will show now that it exists
a ψ ∈ L2
R
(Rn, dx) with the form of the second member of (52), and such that for
every g ∈ D(L0)
〈L0g, φf〉 = 〈g, ψ〉
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If this is true we can indeed deduce form the self-adjointness of L0 that fφ ∈ D(L0),
and that (52) is verified. On the other hand, since the Proposition 3.3 actually states
that C∞0 (R
n) is a core for (L0, D(L0)), we can restrict our discussion to g ∈ C∞0 (Rn),
so that we have
〈L0g, φf〉 = 〈fL0g, φ〉
= 〈L0(fg), φ〉 − 〈gL0f, φ〉 −
∫
φ
(∫
y 6=0
δyg δyf ℓ(dy)
)
dx
= 〈g, fL0φ〉 − 〈g, φL0f〉 −
∫ ∫
y 6=0
φ δyg δyf ℓ(dy)dx (70)
where the second equality follows from the fact that (52) has been already proved
for f, g ∈ C∞0 (Rn), while the third equality comes from the previously quoted L0f
boundedness (so that φL0f ∈ L2R(Rn, dx) and the scalar products exist) and the L0
self-adjointness. Take now the third term of (70): according to (19) we have
φ δyg δyf = δy(φg) δyf − g δyφ δyf − δy φ δyf δyg (71)
Since we have seen that φg ∈ D(E0), from (22) we first find∫ ∫
y 6=0
δy(φg) δyf ℓ(dy)dx = −2E0(φg, f) = −2〈φg, L0f〉 = −2〈g, φL0f〉 (72)
Then, taking now into account that∫ ∫
y 6=0
∣∣δyφ δyf δyg∣∣2 ℓ(dy)dx ≤ C
∫ ∫
y 6=0
|δyφ|2 ℓ(dy)dx <∞
from the Fubini’s theorem and the symmetry of ℓ(dy) it results with the change of
variables x→ x+ y and y → −y that∫ ∫
y 6=0
δyφ δyf δyg ℓ(dy)dx = −
∫ ∫
y 6=0
δyφ δyf δyg ℓ(dy)dx = 0 (73)
Finally, by observing that f is bounded and φ ∈ D(E0), we have∫
y 6=0
[δyφ](x)[δyf ](x) ℓ(dy) ∈ L2R(Rn, dx)
So, by collecting (70), (71), (72) and (73), we get
〈L0g, φf〉 =
〈
g , fL0φ+ φL0f +
∫
y 6=0
δyφ δyf ℓ(dy)
〉
which completes the proof.
Acknowledgements: The authors want to thank L.M. Morato for invaluable
suggestions and discussions.
A Andrisani and N Cufaro Petroni 29
References
[1] N. Cufaro Petroni, M. Pusterla, Physica A 388 (2009) 824.
N. Cufaro Petroni, J. Phys. A Math. Theor. 44 (2011) 165305.
[2] I. Fe´nyes, Z. Physik 132 (1952) 81.
E. Nelson, Phys. Rev. 150 (1966) 1079.
E. Nelson, Dynamical theories of Brownian motion (Princeton UP,
Princeton 1967).
E. Nelson, Quantum fluctuations (Princeton UP, Princeton 1985).
[3] R. P. Feynman and A. R. Hibbs, Quantum mechanics and path integrals
(McGraw–Hill, New York, 1965).
L. S. Schulman, Techniques and applications of path integration
(Wiley, New York 1981).
M. Nagasawa, Scro¨dinger equations and diffusion theroy (Birkha¨user,
Basel 1993).
[4] D. Bohm and J.-P. Vigier, Phys. Rev. 96 (1954) 208.
N. Cufaro Petroni and F. Guerra Found. Phys. 25 (1995) 297.
[5] F. Guerra, Phys. Rev. 77 (1981) 263.
K. Yasue, J. Funct. Anal. 41 (1981) 327.
F. Guerra and L. Morato, Phys. Rev. D 27 (1983) 1774.
N. Cufaro Petroni and L. Morato, J. Phys. A 33 (2000) 5833.
E. A. Carlen, Commun. Math. Phys. 94 (1984) 293.
E. A. Carlen, Stochastic mechanics: a look back and a look ahead, in Diffu-
sion, quantum theory and radically elementary mathematics, W.
G. Faris ed., Math. Notes 47, Princeton UP, (2006) 117.
[6] P. Garbaczewski, J. R. Klauder and R. Olkiewicz, Phys. Rev. E 51 (1995) 4114.
P. Garbaczewski and R. Olkiewicz, Phys. Rev. A 51 (1995) 3445.
P. Garbaczewski and R. Olkiewicz, J. Math. Phys. 40 (1999) 1057.
P. Garbaczewski and R. Olkiewicz, J. Math. Phys. 41 (2000) 6843.
P. Garbaczewski, Physica A 389 (2010) 936.
[7] N. Laskin, Phys. Rev. E 62 (2000) 3135.
N. Laskin, Phys. Rev. E 66 (2002) 056108.
[8] S. Albeverio, Ph. Blanchard and R. Høgh-Krohn, Expo. Math. 4 (1983) 365.
N. Cufaro Petroni, S. De Martino, S. De Siena and F. Illuminati, Phys. Rev. E
63 (2000) 016501.
N. Cufaro Petroni, S. De Martino, S. De Siena and F. Illuminati, Phys. Rev.
ST Accel. Beams. 6 (2003) 034206.
N. Cufaro Petroni, S. De Martino, S. De Siena and F. Illuminati, Phys. Rev. E
A Andrisani and N Cufaro Petroni 30
72 (2005) 066502.
N. Cufaro Petroni, S. De Martino, S. De Siena and F. Illuminati, Nucl. Instr.
Meth. A 561 (2006) 237.
L. M. Morato and S. Ugolini, Ann. H. Poincare´ (2011) DOI: 10.1007/s00023-
011-0116-1
[9] S. Albeverio, R. Høegh-Krohn, J. Math. Phys. 15 (1974) 1745.
S. Albeverio, R. Høegh-Krohn, L. Streit, J. Math. Phys. 118 (1977) 907.
S. Albeverio, L. M. Morato, S. Ugolini, Potential Analysis 8 (1998) 195.
[10] K. I. Sato, Le´vy Processes and Infinitely Divisible Distributions,
Cambridge Studies in Advanced Mathematics, 1999.
[11] D. Applebaum, Le´vy Processes and Stochastic Calculus, Cambridge
University Press, 2004.
[12] P. E. Protter, Stochastic Integration and differential Equation,
2nd ed., Springer, 2004.
[13] N. Cufaro Petroni, J. Phys. A 40 (2007) 2227.
N. Cufaro Petroni, Physica A 387 (2008) 1875.
[14] R. Metzler and J. Klafter, Phys Rep 339 (2000) 1.
R. Gorenflo and F. Mainardi Frac. Calc. Appl. An. 1 (1998) 167 (reprinted at
http://www.fracalmo.org/).
R. Gorenflo and F. Mainardi Arch. Mech. 50 (1998) 377 (reprinted at
http://www.fracalmo.org/).
[15] R. Cont and P. Tankov, Financial Modelling with Jump Processes,
Chapman & Hall / CRC Press, 2004.
W. Paul and J. Baschnagel, Stochastic processes: from physics to fi-
nance (Springer, Berlin 1999).
J–Ph. Bouchaud and M. Potters, Theory of financial risks: from sta-
tistical physics to risk management (Cambridge UP,Cambridge, 2000).
R. Mantegna and H. E. Stanley, An introduction to econophysics (Cam-
bridge UP, Cambridge 2001).
G. Di Nunno, B. Øksendal, F. Proske,Malliavin Calculus for Levy Pro-
cesses with Applications to Finance, Springer, Berlin, 2008.
P. Carr, D. Madan, H. Geman, M. Yor, Math. Fin. 13 (2003) 345.
[16] S. Umarov, C. Tsallis, M. Gell-Mann and S. Steinberg, J. Math. Phys. 51 (2010)
033502.
[17] T. Ichinose and H. Tamura, Comm. Math. Phys. 105 (1986) 239.
T. Ichinose and T. Tsuchida, Forum Math. 5 (1993) 539.
G. F. De Angelis J. Math. Phys. 31 (1990) 1408.
A Andrisani and N Cufaro Petroni 31
A. Bermudez, M.A. Martin–Delgado and E. Solano, Phys. Rev. Lett. 99 (2007)
123602;
A. Bermudez, M.A. Martin–Delgado and E. Solano, Phys. Rev. A 76 (2007)
041801 (R).
[18] M. Fukushima, Dirichlet forms and Markov Processes, North Holland
Publishing Company, 1980.
[19] Z. Z. Ma and J. Ro¨ckner, Introduction to the Theory of (Non-
Symmetric) Dirichlet Forms, Universitext, Springer Verlag Berlin and
Heidelberg GmbH & Co. K, 1992.
[20] L. M. Morato, Markov Proc. Rel. Fields 10 (2004) 161.
[21] N. Jacob and R.L. Schilling, Le´vy-type processes and pseudo-differential op-
erators, in Le´vy processes: Theory and applications, O.E. Barndorff-
Nielsen et al. eds. Birkha¨user (2001) 139.
[22] A. Andrisani, A class of Le´vy SDE’s: Kinematics and the Doob
Transformations, doctoral thesis, Department of Mathematics of the Bari
University (2011), http://www.dm.uniba.it/dottorato/dottorato/tesi/.
[23] M. Sharpe, General Theory of Markov Processes, Academic Press,
San Diego, 1988.
[24] L. Accardi, M. Schu¨rmann and W. von Waldenfels, Math. Zeit. 198 (1988) 451.
L. Accardi, U. Franz and M. Skeide, Comm. Math. Phys. 228 (2002) 123.
M. Schu¨rmann, M. Skeide and S. Volkwardt, Comm. Stoch. An. 4 (2010) 553.
[25] K. J. Engel and R. Nagel, One Parameter Semigroups for Linear Evo-
lution Equations, Springer, Berlin, 2000.
[26] M. Reed, B. Simon, Methods of Modern Mathematical Physics, vol.
I-IV, Academic Press Inc., 1980.
[27] J. L. Doob, Classical Potential Theory and Its Probabilistic Coun-
terpart, Springer, New York, 1984.
[28] D. Revuz, M. Yor, Continuous martingales and Brownian motion,
Springer, Berlin, 2004.
[29] L. M. Morato, J. Math. Phys. 23 (1982) 1020.
[30] A. Vivoli, C. Benedetti and G. Turchetti, Nucl. Instr. Meth. A 561 (2006) 320.
