This paper presents the theory and design of a torque-optimal guidance algorithm for CubeSat applications. CubeSats and nano-satellites provide mission-flexible low-cost platforms for the academic and scientific communities to conduct cutting-edge research in the harsh environment of space. The mission life of nano-satellites may be limited by the attitude actuators, and it is therefore beneficial to reduce torque and angular momentum usage during reorientation maneuvers. The algorithm focuses on being computationally lightweight and robust, while including the effects of gyroscopic moments, environmental torques, and degraded reaction wheels. Results indicate that this torque-optimal guidance algorithm demonstrates substantial improvements in performance and pointing accuracy over an Eigenaxis controller for similar maneuvers, with low to moderate computational overhead. In doing so, it presents a significant advancement towards the development of intelligent GN&C systems for small satellites.
I. Introduction
F or a space mission to be successful, a spacecraft must be capable of accurately pointing its payload at the required target. 1 The associated slewing maneuvers are typically executed by a series of motorized rotating masses such as reaction wheels, momentum wheels, or control moment gyroscopes (CMG), which provide maneuvering torque and angular momentum storage. 2 Over the duration of a mission, these devices accumulate angular momentum while countering persistent external disturbance torques from the space environment. This momentum accumulation necessitates the use of additional momentum control systems, such as magnetorquers or thrusters, to desaturate the wheels in a process known as momentum dumping. However, a full-size attitude control system (ACS) is too large and expensive to be installed on nano-satellites or CubeSats, 3 leading to the widespread use of pico-satellite reaction wheels 4 and passive control systems.
5, 6
Magnetorquers are often used alongside an active ACS for momentum dumping tasks, 7 due to their low cost, reliability, and simplicity. Though highly efficient, magnetorquers are not without their disadvantages. The Michigan Exploration Laboratory suspects that in October 2011, their M-Cubed CubeSat unintentionally became magnetically conjoined to Explorer-1 Prime, a second CubeSat released simultaneously, via strong onboard magnets used for passive attitude control. 8 Such an occurrence highlights the necessity to explore alternate momentum dumping techniques as applicable to nano-satellites and CubeSat class payloads. Additionally, the magnetic field of the Earth is not well known, and is continuously being affected by solar weather. Near the geomagnetic equator, only roll and yaw momentum can be dumped, 9, 10 allowing for the saturation of pitch momentum. Furthermore, the use of magnetic dipoles generates an additional magnetic field on the spacecraft, which may disrupt the normal operation of sensors and spacecraft systems.
Though microthruster attitude control systems are being developed for nanosatellite applications, 11 existing systems are prone to leakage and require bulky pressure vessels for propellant storage. Valve actuation solenoids, though typically reliable, have the potential to be stuck open or closed, leading to missionthreatening scenarios, as was experienced during the Gemini 8 mission 12 in 1966. This paper focuses on the development and simulation of a near real-time low computational-cost guidance algorithm which exploits gyroscopic (internal) and space environment (external) disturbance torques to minimize the use of torque actuators during attitude maneuvers, hence minimizing the accumulation of angular momentum. The use of the space environment in this manner is comparable to the captain of a naval vessel using the inertia of ship and ocean currents to navigate between ports instead of sailing in a straight line, in an effort to reduce fuel consumption. Such an algorithm could significantly reduce the frequency of momentum dump events, thereby decreasing satellite downtime. Additionally, minimizing the usage of ACS actuators would potentially increase their lifespan. For larger satellites, this technique could reduce Reaction Control System (RCS) propellant usage over the duration of the mission, and hence lower lifetime operational costs. Furthermore, reduced RCS usage would minimize the risk of spacecraft surface contamination by the associated propellants. Similar guidance algorithms have been successfully implemented for large-angle reorientation of the International Space Station (ISS). On November 5, 2006 13 and March 3, 2007, 14 Zero Propellant Maneuver (ZPM) trajectories were utilized for 90
• and 180
• rotation of the ISS respectively. Combined, the two ZPMs saved approximately US$1,500,000 in propellant costs. 15 However, these ZPM trajectories were generated offline at ground stations before being uploaded to the ISS control system.
II. Previous Work
Typical satellite control systems perform pointing, slewing, and maneuvering by a rotation about an Eigenaxis. An Eigenaxis rotation is the shortest angular path between two attitude states, a rationale that is commonly accepted based on its widespread implementation. However, from quaternion kinematics, it can be shown 16 that Eigenaxis maneuvering is not necessarily time-or torque-optimal. Furthermore, Eigenaxis trajectories require the controller to continually fight against the various environmental disturbance torques experienced by the spacecraft, 9 leading to an increased torque requirement. It is often beneficial to optimize maneuvers to minimize a specific "cost" -typically maneuver duration or associated actuator usage. Doing so can significantly increase spacecraft agility, reduce the need for bulky control actuators, and extend control system lifespan. The optimal satellite reorientation problem is therefore of significant interest in the field of aerospace engineering. Prior work in the field, which has focused on time optimal and torque optimal guidance laws, shall now be presented. Additionally, the use of pseudospectral methods as a means to obtain numerical solutions for the optimal guidance problem shall be outlined.
II.A. Time Optimal Guidance
The general case of minimum-time reorientation of an asymmetric rigid body was first addressed by Proulx and Ross.
17 For control systems in which the three orthogonal components of control are independently constrained, Bilimoria and Wie 16 discovered that non-Eigenaxis maneuvers require less maneuver time than Eigenaxis maneuvers, as the nutational components can provide additional torque along the reorientation axis. This was subsequently proved via numerical simulations by Xiaoli and Junkins 18 in their investigation of time-optimal spacecraft reorientation. Time-optimal attitude maneuvers have been performed in flight, most recently by NASA's Transition Region and Coronal Explorer (TRACE) spacecraft. The design and flight implementation of the associated guidance algorithms, presented by Karpenko et al., 19 successfully demonstrated the ability of conventional Eigenaxis controllers to follow time-optimal attitude trajectories.
II.B. Torque Optimal Guidance
Torque-optimal guidance focuses on the reduction of the net angular momentum required for satellite reorientation maneuvers. These maneuvers are typically performed utilizing reaction wheels, CMGs, thrusters, or a combination thereof. However, reaction wheels and CMGs have limited angular momentum capacity. Once the minimum/maximum limit is reached, the actuator is said to be saturated, and can no longer provide reliable control authority. To recover attitude control capability, thrusters are used to maintain spacecraft attitude while the individual actuators are reoriented or spun down to decrease the total momentum magnitude. This process is known as desaturation, and is a routine on-orbit operation for spacecraft.
CubeSat class satellites typically do not possess thrusters due to volume, cost, and mass constraints. They rely solely on passive techniques, such as gravity gradient torque and magnetorquers, to desaturate their momentum exchange devices. Related work on the use of environmental torques for actuator desaturation dates back to the Skylab program, where gravity gradient torque was used to desaturate momentum accumulated during the daylight portion of an orbit. 20, 21 Additional applications regarding the use of gravity gradient torque to desaturate CMG momentum have been previously proposed by Powell 22 and Tong. 23 Tong showed in his study that despite complete momentum dumping not being achieved, a significant attitude maintenance CMG desaturation fuel saving of over 40% was attainable, thus demonstrating the potential for extending the life span of a spacecraft.
Prior research has predominantly focused on applications for space stations and large spacecraft. In 2000, an approach for optimizing the attitude command sequence to the ISS CMG attitude hold controller was proposed by Chamitoff et al. 24 This technique focused on minimizing fuel usage while including nonlinear system dynamics. An ISS 90
• yaw maneuver was performed without use of propellant, by propagating a simplified model of the vehicle dynamics and environment which included Euler components and gravity gradient, but excluded aerodynamic effects. However, at the end of the maneuver, the CMGs were saturated.
Expanding upon this existing research, Bedrossian and Bhatt 14 developed the ZPM in collaboration with Draper Laboratory. Its origins can be traced back to the mid-1990's when Bedrossian proposed this approach during the development of a general Centralized Momentum Management (CMM) concept. 25 The goal of the CMM was to increase satellite life by trading off between satellite performance and control variables, while incorporating the ability to "look-ahead" in guidance algorithm decision making. In an effort to achieve these goals, a general optimal control problem framework was proposed.
The ZPM can be defined as the development of an attitude trajectory shaped in a manner that takes advantage of the nonlinear system dynamics and environmental disturbance torques to reduce or eliminate the net cost of a rotation.
14 As described earlier in Sec. II, an Eigenaxis maneuver, though kinematically the shortest past, typically results in an increased "cost". By considering a kinematically longer path, the path dependence of the system dynamics can be utilized to lower this cost. In the early 2000s, the ZPM concept was used to establish the feasibility of general three-axis momentum desaturation without the use of thrusters. 26 The study indicated that by suitably maneuvering the spacecraft in a disturbance field, the CMGs could be desaturated.
From the spacecraft dynamics and kinematics, and the associated environmental models, a nonlinear, constrained optimal control (more accurately guidance) problem can be defined. Solving such a problem is still considered difficult, despite the mathematics of dynamical optimization theory being established by Euler in the 18 th century. 27 In 1962, Pontryagin's principle revolutionalized optimization theory by providing a method to determine optimal control in a constrained problem. However, it is only with recent advances in pseudospectral (PS) methods that have allowed for efficient solutions to optimal control problems in nonlinear dynamics systems.
II.C. Pseudospectral Methods
Pseudospectral methods are a class of direct collocation wherein the optimal control problem is transcribed into a nonlinear programming problem (NLP) by parameterizing the dynamical states and associated control variables using global polynomials and collocating the differential-algebraic equations using nodes obtained from a Gaussian quadrature. 28 Three of the most common sets of collocation points are the Legendre-Gauss (LG), Legendre-Gauss-Radau (LGR), and Legendre-Gauss-Lobatto (LGL) points. All these sets are defined on the non-dimensionalized time domain [−1, 1], but differ significantly in their handling of endpoints.
LG points include neither of the endpoints, the LGR points include one endpoint, and LGL points include both endpoints. Of these, the Lobatto PS method (LPM) 29, 30 and the Gauss PS method (GPM) [31] [32] [33] have been extensively documented in recent years. A detailed comparison of the performance of the LG, LGR, and LGL schemes in a first-order optimality system was performed by Garg et al., 28 and the results indicated that the Gauss or Radau collocation methods provided state and control accuracies several orders of magnitude more accurate as compared to the Lobatto method. However, in applications where the exact solution was unknown, all three methods provided similar results, with the Lobatto costate oscillating about the correct costate.
II.D. Existing Optimization Software
Multiple software packages are available to solve the optimal control (or guidance) problems outlined in Sec. II.A and Sec. II.B. MATLAB provides an optimization toolbox, called using the optimtool command, which allows the user to solve constrained and unconstrained problems with or without the inclusion of control states. 34 However, there are multiple limitations regarding the use of optimtool, including the inability to configure and solve multi-phase problems. An example of such a problem would be to have a spacecraft reorient itself, pause for a specified time, and then execute a subsequent reorientation in quick succession. Dedicated software packages, which combine a pseudospectral collocation scheme with a NonLinear Problem (NLP) solver, have been developed over the years. Examples of such programs are DIDO,
35
SOCS (Sparse Optimal Control Software), 36 and GPOPS (General Pseudospectral OPtimal Software), 37 all of which allow for the evaluation of nonlinear optimal control or guidance problems with path constraints.
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DIDO was developed by Ross and his associates 39, 40 at the Naval Postgraduate School in 2001, and implements the Legendre PS collocation method alongside the SNOPT (Sparse Nonlinear OPTimizer) NLP solver. 41 It requires no prior knowledge of optimization techniques, nor does it require the user to provide an initial guess. Due to its ease of use, it is used extensively in academia, industry and government laboratories.
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DIDO has also been flight-tested by NASA, and played an integral role in the formulation of the ZPM outlined earlier in Sec. II.B.
The GPOPS package, on the other hand, employs a Gaussian pseudospectral method. By utilizing the SNOPT solver, GPOPS simultaneously solves the entire trajectory over a small number of nodes based on the path constraints, initial conditions, and initial guesses provided by the user. Due to its open source nature and free availability, the GPOPS package was selected to generate the optimal trajectories. Furthermore, in the context of this research, the use of GPOPS allowed for the evaluation of time-optimal guidance trajectories against the work of Boyarko et al. 43 This simplified the validation of the optimization environment prior to the development of a torque-optimal guidance algorithm.
III. Reaction Wheel Considerations
Reaction wheels are a class of actuators for spacecraft which provide attitude control using a brushless electric motor attached to a high-inertia flywheel which is free to spin about a fixed axis. 44 They operate on the principle of conservation of angular momentum, presented in Eq. (1) as relevant to a spacecraft without external disturbance torques.
From Eq. (1), by changing the angular velocity of one or more reaction wheels, ω RWi the angular velocity vector of the spacecraft, ω sat can be modified. The rate of change of ω RWi therefore defines the instantaneous torque provided by the reaction wheel for spacecraft maneuvers. This rate of change is typically limited by the driving motor and the condition of the wheel bearings, with degraded bearings resulting in reduced available torque or increased actuator power draw in order to overcome friction. In addition, the maximum angular momentum of each reaction wheel is limited by structural constraints. During the course of a mission, the harsh space environment may degrade bearings and associated lubricants. Increased friction can then lead to reaction wheel failure or seizure. Such an event can severely limit or require restructuring of a space mission, as evidenced during ongoing missions by the Kepler Space Telescope, 45 Hubble Space Telescope, 46 and Hayabusa 47 spacecraft. As part of this research, it was essential to consider the worst-case scenario of performing torque-optimal attitude maneuvers with the reaction wheels providing reduced torque. Minimizing actuator usage in such a scenario would preserve spacecraft maneuverability while reducing the probability of continued degradation and/or complete failure of damaged components.
IV. Optimal Guidance Algorithm
The torque-optimal guidance problem was defined and solved within the MATLAB-Simulink environement, coupled with GPOPS and a Sparse Nonlinear Optimizer (SNOPT). After benchmarking GPOPS to validate its trajectory optimization capabilities, a cost function based on the applied torques was implemented. An on-board orbit propagator provided the initial and final states required by GPOPS, while the controller bounding box was defined based on actuator limits, i.e., torque and angular momentum capacity.
IV.A. GPOPS
The General Pseudospectral Optimal Software (GPOPS) tool was implemented alongside a spacecraft dynamics model to obtain benchmark results, and validate the capability of the MATLAB-Simulink environment to accurately optimize guidance trajectories. Following validation against an existing time-optimal guidance scenario, 16, 43, 48 GPOPS was utilized for the generation of the torque-optimal guidance trajectory. The software, which is integrated into the MATLAB environment, requires the user to define the dynamics of the problem using differential equations, an associated cost function, connections between phases (if present), and finally the limits and initial guesses for each of the states and controls. 37 In its general form, any optimal guidance/control problem can be formulated so as to minimize the cost function
In Eq. (2), Φ is the Mayer and g is the Lagrange component. The system is subject to the dynamic constraints given by dx dt = f(x(t), u(t), t)
and the associated boundary conditions
In this study, the optimal guidance problem defined in Eqs. (2) - (4) is solved using a direct transcription method called the Gauss pseudospectral method . 31 Though a detailed explanation regarding the development and mathematics behind the Gauss pseudospectral method is beyond the scope of this paper, an overview based on work by Huntington and Rao 49 shall be provided to familiarize the reader with the associated algorithms. For a single-phase optimal control problem, the Gauss pseudospectral method can be summarized as follows. First, the original time interval t ∈ [t 0 , t f ], is transformed to the non-dimensionalized time interval
Following the temporal transformation in Eq. (5), the cost function in Eq. (2) can be rewritten in terms of τ as
In the same manner, the dynamic constraints of Eq. (3) are given in terms of τ
The boundary conditions of Eq. (4) in terms of τ are given as
We approximate the state, x(t), in terms of a basis N + 1 Lagrange interpolating polynomial on the interval from [−1, 1] as
Furthermore, suppose we select the following N + 1 points on τ ∈ [−1, 1] for discretization of the continuoustime problem: the initial point τ = −1 and N Gauss points, 
where D ik is called the Differentiation Matrix. The differential operators D ∈ R N ×N andD ∈ R N are computed through the exact derivative of the Lagrange interpolating polynomial,
where
are the differential operators. The continuous-time optimal control problem can then discretized into a nonlinear programming problem (NLP) using the variables X k ∈ R n and U k ∈ R m for the states and control at the Gauss points respectively, for k = 1, · · · , N . The initial and final states, X(t 0 ) ∈ R n and X(t f ) ∈ R n respectively, are also included as variables. The continuous-time cost function in Eq. (6) is first approximated using a Gauss quadrature.
where w k , the Gauss weight at each Gauss point, is given by
In Eq. (13), P N represents the N th -degree Legendre polynomial defining the Gauss points. The differential equation constraints in Eq. (7) are also discretized at the Gauss points as
Huntington and Rao 49 emphasize that unlike previously developed pseudospectral methods, 29, 50 the differential equations are collocated only at the Gauss points, not at the boundary points. The discretized boundary conditions are given as
Lastly, the terminal state, X(t f ), is defined using a quadrature approximation to the dynamics as
The cost function of Eq. (12) along with the constraints of Eq. (14) and Eq. (16) define an NLP. The solution of this NLP is an approximate solution to the continuous-time optimal control problem.
IV.B. Sparse Nonlinear Optimizer (SNOPT)
The NLP described in Sec. IV.A was solved with the MATLAB mex interface of the NLP solver SNOPT using analytic first-order derivatives for the constraint Jacobian and the gradient of the objective function. A large number of NLP solvers, such as IPOPT, 51 KNITRO, 52 and MINOS, 53 are available to academic and industrial users. However, SNOPT was selected based on availability and prior implementation within the GPOPS environment.
SNOPT is a general purpose system for constrained optimization. It minimizes a linear or nonlinear function subject to bounds on the variables and sparse linear or nonlinear constraints. 41 SNOPT uses a sequential quadratic programming (SQP) algorithm to solve an NLP. The search direction are obtained through QP subproblems which minimize a quadratic model of a Lagrangian function subject to linearized constraints. In order to ensure that convergence is independent of the starting point, an augmented Lagrangian merit function is reduced along each search direction. An in-depth explanation of the SNOPT algorithm is beyond the scope of this paper, and details regarding the implementation of SNOPT may be found in the SNOPT User's Guide. 41 However, it suffices to state that SNOPT is suitable for solving nonlinear programs of the form
where x is an n-vector of variables, l and u are constant lower and upper bounds, f 0 (x) is a smooth scalar objective function, A L is a sparse matrix, and f (x) is a vector of smooth nonlinear constraint functions f i (x). In the ideal case, the first derivatives of f 0 (x) and f i (x) should be coded by the user. Upper and lower bounds are specified for all variables and constraints.
V. Implementation and Validation
This section presents the structure of the guidance algorithm alongside simplifications made to the dynamics model within the on-board propagator and optimization routine in an effort to reduce computational requirements. The technique utilized to validate the torque-optimal trajectory is described along with the properties of the satellite under consideration, and justification regarding the selected maneuver duration. Figure 1 illustrates the flow of information within the torque-optimal guidance algorithm. The core of the guidance algorithm is the GPOPS optimization routine, which generates an optimal trajectory based on the user-defined cost function. The on-board propagator provides the initial and final orbital states required by the optimization routine. Additional user inputs include the desired initial and final attitude states, node count, maneuver time, control torque limits, and an initial guess for the states. The properties of the on-board and optimization propagation environments introduced in Fig. 1 Figure 17 in the Appendix presents the Simulink block diagram of the on-board propagation environment. The development and justification of specific aspects of the on-board and optimization propagation environments shall now be discussed.
V.A. Guidance Algorithm Outline

V.B. State Transition Matrix
In an effort to reduce the computational power required by the on-board model, a state transition matrix (STM), as presented by Whitmore, 54 was implemented for attitude propagation. Details regarding the formulation of this technique can be found in U.S. Patent 6,061,611 "Closed-form integrator for the quaternion (Euler angle) kinematics equations". An abridged derivation of the STM shall now be presented, along with a discrete-time implementation technique. From quaternion kinematics, the rate of change of the quaternion state, 9 q, is given by 9 q = Ψq where Ψ = 1 2 Ω
As Eq. (18) is of the form 9 x = Ax, it can be integrated to obtain an expression for the continuous state.
Substituting the variables from Eq. (20) into the skew-symmetric matrix Ω, and applying Eq. (19), we obtain a modified expression for the continuous quaternion state.
The state transition matrix, Φ(t, t 0 ), is obtained as a function of the angular velocity states by expanding e ρ using the Maclaurin series.
The STM is then substituted into Eq. (21) to obtain the quaternion state change equation.
With the STM and associated equation of state defined, we now construct an implementation technique by discretization of the variables presented in Eqs. (20) - (23) at n temporal nodes, with 1 < k < n.
The state transition matrix can now be defined in the discrete-time domain as
Finally, the discrete time STM formulation for quaternion propagation becomes
The quaternion states obtained through the STM propagation will tend to denormalize over time as a result of errors in evaluating trignometric terms. As a result, it is recommended that the quaternion be normalized periodically to avoid round-off error accumulation. Note that for the case of ω = 0, i.e., no rotation, the STM is singular, and the algorithm assigns Φ k+1,k = I 4 to prevent numerical instability.
V.C. Environmental Torque Evaluation for a 3U CubeSat
From the requirement to minimize computational overhead, it was essential to determine the extent to which perturbation torques had to be modelled. Though prior studies appeared to have established gravity gradient and atmospheric effect as the dominant perturbing torques, these studies focused on generic spacecraft and not specifically on the CubeSat geometry. A 3U CubeSat with an inertia tensor identical to that presented in Sec. V.F was simulated in a real-world environment (see Fig. 18 in the Appendix) while the on-board controller maintained an orientation of [45
for a period of one day. The ratio of the perturbing torque magnitudes, T gg and T aero , was calculated at various orbital altitudes to allow for an order of magnitude analysis. Figure 2 presents the results of this study. The order of magnitude analysis illustrates that for orbit altitudes of 400 km and higher, the gravity gradient torque T gg is the dominant environmental perturbation affecting the spacecraft attitude. Therefore, in order to minimize computational cost, T gg was the solitary environmental perturbation modeled within the optimization routine.
V.D. Quaternion Formulation of Gravity Gradient Torque
Initial attempts to implement gravity gradient perturbation torque using Euler angles into the optimization routine demonstrated severe numerical instability and non-convergent solutions. The trigonometric functions within the quaternion-to-DCM function were suspected to trigger these instabilities. An alternative formulation was therefore necessary. Junfeng et al. 55 utilize a technique to calculate the gravity gradient torque directly from the quaternion state and spacecraft position. This formulation is specifically for a spacecraft with principal moments of inertia, but could be easily extended to accommodate any inertia tensor.
A similar formulation is incorporated by Bender 56 for the calculation of gravity gradient torque. However, Junfeng et al. 55 and Bender 56 both approximate the µ C /r 3 term by the mean motion of the orbit, which is only a valid assumption for perfectly circular orbits. The formulation presented in Eq. (27) is the general case, where r is the magnitude of the position vector r G .
V.E. Validation Routine
Following the generation of torque-optimal trajectories, it was necessary to validate them in a real-world propagation environment. To accomplish this, the time history of torques, as generated by GPOPS, was passed to an open-loop controller running within the real-world propagator. Specifically, the open-loop control law is given by u = T GP OP S (28) where u is the control torque and T GP OP S is the generated torque profile. This open loop controller is not provided any information regarding the target attitude state -it simply applies the commanded profile. Though a PID controller could be designed to follow the generated q and ω profiles, such an implementation is beyond the scope of this research.
As the optimal trajectory is discretized at the Gauss nodes, the time intervals between the guidance 'waypoints' are not constant. However, the real-world simulator and typical On-Board Computer (OBC) modules operate at a constant time-step. It was therefore necessary to sample the guidance trajectory at a constant frequency of 10 Hz using the MATLAB resample function with linear interpolation.
V.F. Simulation Properties
A 3U CubeSat (refer Fig. 19 and Table 5 was considered for this study. This corresponds to a 366.1 km × 433.9 km orbit having a period of 92.6 minutes, with a low inclination of 0.1
• to the equatorial plane of the Earth. The cost function for the optimization routine was defined in Lagrangian form as
which is representative of the sum of the control torque vector magnitude over time. • rotation about the body z-axis respectively, while q 0 represents an initial orientation aligned with the geocentric inertial frame. The node count for each case was selected iteratively based on numerical stability and the generation of a valid solution. The control torques were limited to 0.1 mN·m and the angular momentum limit set to 10.3 mN·m·s, which correspond to 16% and 100% of the relevant limits of the MAI-201 Miniature 3-Axis Reaction Wheel system. 57 The reduced torque capability was enforced to simulate a scenario with severely degraded reaction wheels, as discussed earlier in Sec. III. The selection of t 0 and t f was based on a preliminary scaling of time-optimal and Eigenaxis results using the maneuver duration correlation in Eq. (30) as outlined by Bilimoria and Wie.
wheret is the non-dimensional maneuver time and u max is the maximum allowable control torque. A range of maneuver durations, presented in Table 3 was computed based on the minimum and maximum satellite inertia components. Based on these estimates, a maneuver duration of 100 seconds was selected for the 90 • and 180
• yaw maneuvers. The possibility that the satellite may be incapable of performing a 180
• rotation about the yaw axis within the enforced time limit is acknowledged. However, such a scenario tests the robustness of the optimal guidance routine to generate a valid trajectory when faced with maneuvers at or beyond its dynamic capabilities.
VI. Results and Discussion
The trajectories generated by the torque-optimal guidance algorithm and associated validation results shall now be presented, along with the performance for Eigenaxis maneuvers in identical scenarios.
VI.A. Large-Angle Eigenaxis Maneuvers
Having defined the spacecraft maneuver parameters, the first step was to examine large-angle rest-to-rest Eigenaxis maneuvers for a satellite with the properties presented in Sec. V.F. This study evaluates the performance of an Eigenaxis controller for a 3U CubeSat equipped with realistic torque and angular momentum constraints. The real-world model was used alongside a basic PD controller with damping ratio ζ = 1 and natural frequency ω n = 0.13.
90
• Rest-to-rest Yaw Maneuver Figure 3 presents the spacecraft orientation during a 90
• rest-to-rest yaw maneuver. In 100 seconds, the Eigenaxis guidance and control law is able to yaw the spacecraft to an angle of 84.21
• , undershooting the commanded attitude by 5.79
• .
(a) RPY angles (b) Angular rates During this maneuver, the roll and pitch angles remain at 0.00
• , indicating that the z-axis is indeed the Eigenaxis. At the end of the maneuver, the spacecraft has a small residual ω z of 0.22 deg·s −1 , indicating that the Eigenaxis maneuver was unable to fully satisfy the rest-to-rest constraint within the allotted maneuver duration. Figure 4 and Figure 5 present the actuator usage and trajectory followed by the body axis during the maneuver respectively. • Eigenaxis yaw maneuver, ∆tmv = 100 sec. From Fig. 4 , we observe that rotating about the z-axis results in sole usage of the z-axis actuator. The maximum angular momentum usage during the maneuver was 38.9%. At the end of the maneuver, momentum usage in the z-axis accumulates to 4.76%. The trajectory in Fig. 5 verifies the use of the z-axis as the Eigenaxis, and illustrates that the spacecraft did not achieve the commanded 90
• yaw angle.
180
• Rest-to-rest Yaw Maneuver Figure 6 presents the spacecraft orientation during a 180
• yaw maneuver.
of 25
American Institute of Aeronautics and Astronautics In 100 seconds, the Eigenaxis guidance and control law is able to yaw the spacecraft to an angle of 160.6
• , undershooting the commanded attitude by 19.4
• . Similar to the 90 • Eigenaxis maneuver, the roll and pitch angles remain at 0.00
• . At the end of the maneuver, the spacecraft has a residual ω z of 1.07 deg·s −1 , which indicates that the Eigenaxis maneuver did not satisfy the rest-to-rest constraint. Figure 7 and Figure 8 present the actuator usage and trajectory followed by the body axis during the maneuver respectively. Figure 8 confirms the use of the z-body axis as the Eigenaxis during the maneuver. The maximum angular momentum usage during the maneuver was 58.4%. At the end of the maneuver, momentum usage about the z-axis was 22.8%. The trajectory indicates that the spacecraft did not achieve the commanded attitude in the specified maneuver duration, despite significant utilization of the available torque and angular momentum.
VI.B. Torque-Optimal Solutions and Validation
Having examined the performance of an Eigenaxis guidance law, we now present the torque-optimal guidance formulation for the 90
• yaw maneuvers. It should be noted that the trajectories presented in this section are not representative of global minima for the associated torque cost-function, but rather of local minima for the specified maneuver duration.
90
• Rest-to-rest Yaw Maneuver Figure 9 presents the attitude states and control variables generated by the torque-optimal guidance routine for a 90
• yaw maneuver. The torque-optimal guidance routine generates a non-linear path from the initial to the final attitude states in quaternion space, using internal and external disturbance torques to minimize the torque-cost function. By utilizing internal and external torques produced during the rotation, and implementing a "look-ahead" approach, the algorithm reduces actuator usage. Figure 10 presents the spacecraft orientation while following the guidance torque profile for the 90
• yaw maneuver. By following the trajectory described by the torque-optimal guidance algorithm, the spacecraft achieves a yaw angle of 89.88
• within the specified maneuver duration. The associated roll and pitch angles are 0.33
• and 1.16
• respectively. The torque-optimal guidance routine therefore achieves greater yaw-pointing accuracy than an Eigenaxis controller, but introduces small errors in roll and pitch. At the end of the maneuver, the angular rates about all three axis are <0.01 deg·s −1 . The torque-optimal guidance law thus satisfies the rest-to-rest constraint for the maneuver, unlike an Eigenaxis controller. Figure 11 and Figure 12 present the actuator usage and maneuver trajectory respectively. From Fig. 11 , we observe the utilization of actuators about all three axes. The maximum angular momentum usage during the maneuver is 2.08%, 2.49%, and 27.9% in the x-, y-, and z-axis respectively. At the end of the maneuver, accumulated momentum usage is <0.1% about each axis. This is a significant improvement over the actuator usage for the equivalent Eigenaxis maneuver, presented in Fig. 4 . By utilizing the nutational torque components, the guidance algorithm significantly reduces torque usage about the z-axis, with minimal additional momentum usage in the x-and y-axis. The spacecraft closely follows the torqueoptimal guidance waypoints, as seen in Fig. 12 . For a 90
• yaw maneuver within the specified duration, the torque-optimal solution is near-Eigenaxis. The minor deviations add small nutational components based on the inertia tensor of an asymmetric spacecraft, effectively increasing the torque available about each axis.
For comparison purposes, when the 100-second time limit was removed, the Eigenaxis controller required 150 seconds to achieve a comparable yaw angle and angular rates -significantly longer than the torqueoptimal routine. The Eigenaxis control scheme however did not introduce any measurable pointing errors about the roll and pitch axes.
180
• Rest-to-rest Yaw Maneuver Figure 13 presents the attitude states and control variables generated by the torque-optimal guidance routine for a 180
• yaw maneuver. As in the case of the 90
• yaw maneuver, the torque-optimal guidance routine generates a non-linear path from the initial to the final attitude states in quaternion space. However, unlike the 90
• case, the actuators continuously apply torque about each axis for the duration of the maneuver. This is due to the larger angular rates required to accomplish the maneuver within the specified time. Figure 14 presents the spacecraft orientation while following the guidance waypoints for the 180
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• within the specified maneuver duration. This corresponds to a yaw-pointing error of 0.9
• , which is significantly lower than that achieved in the Eigenaxis case. The associated roll and pitch angles are 1.56
• and 9.56
• respectively. The torque-optimal guidance routine therefore achieves greater yaw-pointing accuracy than an Eigenaxis controller, but introduces moderate errors in roll and pitch. At the end of the maneuver, ω x , ω y , and ω z are 0.04, 0.17 and 0.56 deg·s −1 respectively. Though the rest-torest constraint is not satisfied, ω z is nearly half that achieved by the Eigenaxis controller, underlining the robustness of the guidance algorithm. Figure 15 and Figure 16 present the actuator usage and maneuver trajectory respectively. In Fig. 15 , we observe the utilization of actuators about all three axes. The maximum angular momentum usage during the maneuver is 29.9%, 46.1%, and 51.2% in the x-, y-, and z-axis respectively. By the end of the maneuver, accumulated momentum usage is 0.35%, 3.32%, and 11.9% about these axes respectively. By utilizing the nutational torque components, the guidance algorithm significantly reduces torque usage about the z-axis, with moderate additional momentum usage in the x-and y-axis.
For a 180
• yaw maneuver within the specified duration, the torque-optimal solution is clearly nonEigenaxis. The z-axis deviates significantly from the vertical, tracing a path resembling a cardioid. As a result, both the x-and y-axis deviate from the perfect arcs seen for the Eigenaxis maneuver in Fig. 8 . It can be deduced that the axis of rotation is not constant -a characteristic typical of both time-and torqueoptimal guidance. The algorithm clusters the Gauss points at the beginning and end of the trajectory in an effort to accurately capture the large rates of change near these temporal nodes. The spacecraft closely follows the torque-optimal guidance waypoints for the majority of the maneuver, as seen in Fig. 16 . However, as the spacecraft nears the endpoint, the control system is unable to fully counter the gyroscopic torques, resulting in a deviation from the predicted trajectory.
For comparison purposes, when the 100-second time limit was removed, the Eigenaxis controller required 170 seconds to achieve a comparable yaw angle and angular rates -significantly longer than the torqueoptimal routine. The Eigenaxis control scheme however did not introduce any measurable pointing errors about the roll and pitch axes.
VI.C. Computational Cost
The results presented in Sec. VI.B indicate that the trajectory generated by the torque-optimal guidance algorithm can be closely followed by an open-loop controller in a real-world environment. However, it is necessary to consider the CPU run-time required to generate these trajectories. Also important is the time required to generate the orbital states required by the guidance algorithm using the on-board propagator. The on-board propagator requires <1 second to compute the initial and final states required by the guidance algorithm. The CPU time required for on-board propagation is independent of the node count, and scales with maneuver duration -in this case, 100 seconds. From Table 4 , the guidance routine is clearly the dominant computational load, utilizing 92% -99.6% of the total run time. Computation times are similar to those presented by Boyarko et al. for time-optimal trajectory generation using fifth-order and seventh-order IDVD methods, 43 further supporting the validity of the results. In order to put the run times presented in Table 4 into perspective, the computational power available on a Snapdragon 800 System on Chip (SoC), which powers the Google Nexus 5 c , is outlined. Equipped with a 2.26 GHz Quad-core Krait 400 CPU and a Qualcomm R Adreno TM 330 GPU, this SoC is capable of 129.6 GFLOPS. It uses the ARM architecture, in contrast to the x86-64 architecture in modern-day laptops and desktops. ARM does not support hyperthreading, but has the advantage of operating at lower temperatures and with lower power consumption than mainstream processors. Various missions have established precedence regarding the integration of a smartphone SoC on board a CubeSat. In 2013, STRaND-1 was launched into orbit, carrying a classic CubeSat computer and a Google Nexus One smartphone d . Additionally, as part of the Small Spacecraft Technology Program, NASA has launched five PhoneSats into LEO, the most recent in April 2014 aboard a SpaceX Falcon IX launch vehicle e . These missions demonstrated the ability to successfully incorporate smartphone technology into CubeSats while providing a significant improvement in computational power over existing CubeSat processors.
Since optimal guidance is a predictive procedure, not real-time, the guidance algorithm would be executed off-line prior to the planned maneuver, and the resulting trajectory data stored until required by the controller. Therefore, the algorithm would not continuously utilize valuable computational power which is necessary for scientific observations.
VII. Conclusion
This torque-optimal guidance algorithm presents a significant step towards the development of intelligent GN&C systems for small satellites. Simulation results indicate that the torque-optimal guidance algorithm outperforms an Eigenaxis control law in both yaw-pointing accuracy and angular momentum usage for identical maneuvers, with low to moderate computational overhead. For larger spacecraft, the increased size and the presence of structural booms for antennae and instrumentation would necessitate the inclusion of atmospheric and magnetic torques within the guidance routine. Given the modular structure of the algorithm, these additional perturbations could be integrated as future improvements to the optimization code. Positive roll, pitch, and yaw correspond to counterclockwise rotations about the x-, y-, and z-axis respectively. The 6 faces of the CubeSat and their centers of pressure were individually defined in the body coordinate frame as area vectors in order to account for atmospheric perturbations. Table 5 provides the mathematical definition of the satellite geometry. 
