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High-resolution satellite imagery provides an important new data source for building extraction. We demonstrate an integrated
strategy for identifying buildings in 1-meter resolution satellite imagery of urban areas. Buildings are extracted using structural,
contextual, and spectral information. First, a series of geodesic opening and closing operations are used to build a diﬀerential
morphological profile (DMP) that provides image structural information. Building hypotheses are generated and verified through
shape analysis applied to the DMP. Second, shadows are extracted using the DMP to provide reliable contextual information to
hypothesize position and size of adjacent buildings. Seed building rectangles are verified and grown on a finely segmented image.
Next, bright buildings are extracted using spectral information. The extraction results from the diﬀerent information sources are
combined after independent extraction. Performance evaluation of the building extraction on an urban test site using IKONOS
satellite imagery of the City of Columbia, Missouri, is reported. With the combination of structural, contextual, and spectral
information, 72.7% of the building areas are extracted with a quality percentage 58.8%.
Keywords and phrases: building extraction, high-resolution satellite imagery, mathematical morphology, shadow, hypothesis and
verification, information fusion.
1. INTRODUCTION
Monocular building extraction has been an active research
topic in photogrammetry and computer vision for many
years. Some useful applications are automation in carto-
graphic mapping and updating of geographic information
system (GIS) databases. Early research on building extrac-
tion was often done using aerial imagery due to its high spa-
tial resolution of 1 meter or less. A wide range of techniques
and algorithms have been proposed for automatically con-
structing 2D or 3D building models from aerial imagery.
Comprehensive surveys of research in this area can be found
in [1, 2, 3]. Considering both radiometry and geometry, a
large population of these algorithms are edge-based tech-
niques [4, 5, 6] that consist of linear feature detection, group-
ing for parallelogram structure hypotheses extraction, and
This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly cited.
building polygons verification using knowledge such as ge-
ometric structure [5, 6], shadow [5, 7], illuminating angles
[5], and so forth. In order to cope with the high complexity
of real scenes, integrating the power of multiple algorithms,
cues, and available data sources is needed to improve the re-
liability and robustness of the extraction results [1, 8].
The recent availability of commercial high-resolution
satellite imaging sensors such as IKONOS and QuickBird
provide a new data source for building extraction. The
high spatial resolution of the imagery reveals very fine de-
tails in urban areas and greatly facilitates the classifica-
tion and extraction of urban-related features such as roads
[9, 10, 11, 12] and buildings [12, 13, 14, 15, 16, 17, 18,
19]. Launched in September 1999, IKONOS was the first
commercial high-resolution satellite. IKONOS collects 1-
m panchromatic (PAN) and 4-m multispectral (MS) im-
agery. With its high geometric accuracy and spatial res-
olution, it is possible to identify fine-scale features such
as individual roads and buildings in the urban environ-
ment and also provide very accurate geodetic coordinates.
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Since manual extraction of buildings from imagery is very
time-consuming, automated methods have the potential to
improve the speed and utility for cartographic mapping and
are therefore highly desirable.
Given the recent availability of the commercial high-
resolution satellite imagery, only a few methods for building
detection/extraction from 1-meter resolution imagery have
been developed. The eﬀect of resolution on the building ex-
traction was reported in [14, 17, 18]. The following diﬃcul-
ties commonly arose when generating building hypotheses
from 1-meter imagery.
(1) Low signal-to-noise ratio disturbs the extraction of
low-level geometric primitives such as edges. There-
fore, the minimum cue density required for medium-
level perceptual grouping cannot always be obtained.
Some edges are broken and cannot form reliable cues
for building extraction.
(2) Compared to submeter spatial resolution aerial im-
agery, 1-meter satellite imagery has weaker object re-
solving power because the same object is represented
with relatively fewer pixels. In addition, higher object
density in image space makes it more diﬃcult to sep-
arate a single object from surrounding ones and pixel
mixing becomes more serious.
(3) As reported in [17], 1-meter high-resolution satellite
imagery also leads to certain interpretation restric-
tions. About 15% of the building areas measured in
aerial images could not be adequately modeled in the
satellite imagery.
To address resolution limitations, several systems have
been developed to detect buildings in high-resolution satel-
lite imagery where the use of perceptual cues is minimized.
Park et al. [13] used a rectangular building model to search
and findmissing lines using information from detected lines.
They created pairs of antiparallel lines over the roof using a
line-rolling algorithm. Sohn and Dowman [14] used a local
Fourier analysis to analyze the dominant orientation angle
in a building cluster. A building unit shape (BUS) space was
generated by recursive partitioning of regions using a hyper-
line in 2D image space. A seeded BUS then searches for its
neighbors and is grown when predefined homogeneous cri-
terion are satisfied. Lee et al. [15] applied classification to
multispectral IKONOS imagery to provide approximate po-
sition and shape for candidate building objects. Fine extrac-
tion was then carried out in the corresponding panchromatic
image through ISODATA segmentation and squaring based
on the Hough transform. Segl and Kaufmann [16] combined
supervised shape classification with unsupervised image seg-
mentation for detection of small buildings in suburban areas.
A series of image segmentation results were generated by se-
lecting thresholds within a certain range. The buildings were
classified by shape matching with a model database. Objects
with the number of correct shape classifications higher than
an optimal threshold were detected as buildings. Shackelford
and Davis [19] used a pixel-based hierarchical classification
to develop a preliminary estimate of potential buildings as
well as other impervious surfaces. Buildings were then cat-
egorized as a distinct object class using a fuzzy logic analy-
sis of a segmented image that incorporated spectral, spatial,
and contextual (e.g., shadow) information. Benediktsson et
al. [12] used mathematical morphological operations to ex-
tract structural information from the image. Features gen-
erated by a diﬀerential morphological profile (DMP) were
selected by discriminant analysis and decision boundary fea-
ture extraction. Buildings and other land use categories were
then classified using a neural network.
Most of the recent work on building extraction from
high-resolution satellite imagery is based on supervised tech-
niques. These techniques either require a classification based
on initial training data to provide hypotheses for the posi-
tions and sizes of the candidate building objects [15, 19], or
they use training sets or a model database to classify or match
the buildings [12, 16]. Thus, these approaches are not fully
automated.
In this paper, an automated building-extraction strategy
for high-resolution satellite imagery is proposed that utilizes
structural, contextual, and spectral information. The system
runs automatically without preclassification or any training
sets, although some initial algorithm parameters must be set
by the user. First, a series of geodesic opening and closing
operations of diﬀerent sizes are used to build a diﬀerential
morphological profile (DMP) to provide image structural in-
formation. Building hypotheses are generated and verified
through shape analysis on the DMP. Second, shadows ex-
tracted from the DMP provide reliable contextual informa-
tion to hypothesize building position and size. Seed building
rectangles are then verified and grown on a finely segmented
image. Third, bright buildings are extracted using spectral
information. The final building-extraction results are then
obtained by combining the extraction results from the three
information sources. Among these, the shadow information
is a part of the scene model that provides an information
source independent of the properties of building object itself.
The integrated building-extraction strategy is tested on an
urban area using IKONOS imagery of the City of Columbia,
Missouri. Performance evaluations of the diﬀerent extrac-
tion combinations from multiple sources are reported and
analyzed. With the integration of structural, contextual, and
spectral information, the detection percentage and quality of
the building extraction are greatly improved.
2. METHODS
In this paper, IKONOS satellite imagery is used to test
our integrated building-extraction strategy. High-resolution
IKONOS satellite images consist of 1-m panchromatic (PAN)
and 4-m multispectral (MS) bands. Both the PAN and MS
data have 11-bit information content. The 4-mMS data con-
tain four individual bands: red (R), green (G), blue (B), and
near infrared (NIR). To exploit the high spatial resolution of
the PAN data and high spectral resolution of theMS data, the
PAN data were fused with the MS data using a color normal-
ization method [20] implemented in a commercial software
package (ENVI 3.5) to generate a four-band pan-sharpened
multispectral (PS-MS) image with 1-m resolution.
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Figure 1: Flowchart of the integrated multidetector building-
extraction strategy.
Here we concentrate on urban areas because of the high
density and regularity of the buildings in these areas. In ur-
ban areas, roads are often characterized by a series of parallel
and orthogonal straight lines grouped to form a grid struc-
ture [9, 10, 21, 22]. Buildings are modeled as mostly rectan-
gular and homogeneous objects with their sides parallel or
perpendicular to the road grid. The buildings are extracted
by integrating structural, contextual (shadow), and spectral
information. A flowchart illustrating the integrated multide-
tector approach is shown in Figure 1.
In the proposed integrated building-extraction strategy,
a multiscale DMP is used extensively for both building and
shadow hypotheses. Three building detectors are applied to
a preprocessed PAN image. Two of the detectors are based
on DMP analysis of the preprocessed PAN image. The first
detector is mainly based on structural information of the
building itself, where buildings hypotheses of relatively large
scale are generated from the DMP. Then the hypothesized
building components are verified through shape informa-
tion of the components. The second detector is primarily
based on contextual (shadow) information of the buildings.
Shadow hypotheses are generated from narrow dark struc-
tures identified in the DMP. Shadow components are veri-
fied using spectral characteristics and image collection ge-
ometry, and then shadow corners are generated by projec-
tion analysis. The enclosed rectangles of shadow corners are
used as building hypotheses and verified using spectral anal-
ysis of each rectangle individually. Seed building rectangles
are then grown on a finely segmented image. The third build-
ing detector is primarily based on the spectral information
of building itself. The purpose is to extract bright buildings,
especially small ones, that are ignored by the other two de-
tectors. After thresholding the preprocessed PAN image, the
bright building components are labeled and grown to recon-
struct the complete building surfaces. After independent ex-
traction, the results from three detectors are integrated to
generate the final solution. The three individual detectors
operate on the input PAN image while the PS-MS image is
used primarily for building and shadow verification based on
spectral information. Also, a watershed segmentation algo-
rithm is employed on the preprocessed PS-MS image to gen-
erate a finely segmented image used in the region-growing
step. A detailed description of each step is provided in the
following sections.
2.1. Preprocessing
Raw IKONOS satellite imagery typically have a low local
contrast due to a wide radiometric dynamic range of the
scene content and possible atmospheric disturbances. A lin-
ear stretch with a 2% clip on both ends of the data is used to
enhance the image contrast.
From empirical observation, cartographic features such
as roads and buildings have a certain range of scale. The
width of most road segments in the 1-m IKONOS imagery is
usually between 8–30m [10]. And most buildings in the ur-
ban areas have a length of 10–100m and a width of 5–50m.
A morphological opening operation by reconstruction fol-
lowed by a closing by reconstruction [23, 24] is applied to
each channel of the PS-MS and PAN image data to smooth
out small disturbances such as cars on roads and chimneys
on buildings. The structuring element (SE) was chosen to be
a disc with radius r = 2. With an SE at this scale, roads and
buildings will not be adversely aﬀected. After morphological
smoothing, a median filter with a 5× 5 kernel is then used to
further smooth the spectral response within the local neigh-
borhood.
Next, an edge-based watershed segmentation method
[25] is used to separate image content into diﬀerent homo-
geneous regions. The edge information from the segmenta-
tion is exploited later in building growth from the segmented
image. In this segmentation approach, the Sobel edge oper-
ator is first utilized on each channel of PS-MS image. The
edge magnitudes for each channel are then combined by the
“MAX” operation to obtain a single edge magnitude for each
pixel. The watershed segmentation algorithm works to de-
tect catchment basins as regions and crest lines as bound-
aries for these regions. Over-segmentation is a well-known
phenomenon in watershed segmentation. One solution is to
modify the image to remove regional minima that are too
shallow. Here we ignore edges with a magnitude less than a
chosen threshold in the watershed segmentation so that the
number of segments is as small as possible while still retain-
ing the edges of most buildings in the image. This process
generates a finely segmented image. A subset of the IKONOS
image in the urban area of the City of Columbia, Missouri,
and its watershed segmentation are shown in Figure 2.
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Figure 2: (a) A subset of PS-MS IKONOS satellite image in dense
urban area of the City of Columbia, Missouri (only R, G, and B
channels are shown). (b) Watershed segmentation result.
The two primary perpendicular directions of the road
network can be detected using a spatial signature weighted
Hough transform (SSWHT) [10]. This was done and the im-
age was rotated by an angle less than 45◦ so that the primary
directions of roads and buildings are horizontal and verti-
cal in the image space. This is important for the shadow-
supported building extraction described in Section 2.4. For
the urban area of the IKONOS image used in this study, the
directions of roads are nearly horizontal and vertical, so no
rotation was needed.
2.2. The differential morphological profile
Mathematical morphology has been applied to a wide variety
of practical problems such as noise filtering, image segmenta-
tion, shape detection and decomposition, and pattern recog-
nition, to name but a few [12, 23, 24, 25, 26, 27]. Mathemat-
ical morphology diﬀers from many other image processing
techniques because it is a nonlinear approach, usually deal-
ing with discrete data in terms of sets and set operations.
The morphological profile and the diﬀerential morpholog-
ical profile (DMP) are new concepts first introduced by Pe-
saresi and Benediktsson in 2001 [26]. Both are based on the
use of opening and closing by reconstruction with diﬀerent
structuring element (SE) sizes. Here we briefly review these
concepts.
Let γ∗λi be a morphological opening operator by recon-
struction using structuring element SE = λi. λ0 is the SE
with only one element, and the size of λi increases with in-
creasing i ∈ [0,n], where n is the total number of iterations.
The opening profile Πγ(x) at the point x of the image I is de-
fined as a vector
Πγ(x) = {Πγi : Πγi = γ∗λi(x),∀i ∈ [0,n]}. (1)
Also, let ϕ∗λi be a morphological closing operator by recon-
struction using structuring element SE = λi. The closing pro-
file Πϕ(x) at the point x of the image I is defined as the vector
Πϕ(x) = {Πϕi : Πϕi = ϕ∗λi(x),∀i ∈ [0,n]}. (2)
In the above, Πγ0(x) = Πϕ0(x) = I(x) by the definition of
opening and closing by reconstruction.
The derivative of the opening profile ∆γ(x) is defined by
the vector
∆γ(x) = {∆γi : ∆γi = ∣∣Πγi −Πγi−1∣∣,∀i ∈ [1,n]}. (3)
By duality, the derivative of the closing profile ∆ϕ(x) is defined
by the vector
∆ϕ(x) = {∆ϕi : ∆ϕi = ∣∣Πϕi −Πϕi−1∣∣,∀i ∈ [1,n]}. (4)
In general, the diﬀerential morphological profile (DMP)




∆c = ∆ϕn−c+1,∀c ∈ [1,n]
∆c = ∆γc−n,∀c ∈ [n + 1, 2n]
}
(5)
with c = 1, . . . , 2n. The response for the derivative calculated
using small SEs is near the central position of the DMP vec-
tor, while the response for the greatest SEs in the closing and
opening profile are recorded at the beginning (c = 1) and
at the end (c = 2n), respectively. The signal recorded in the
DMP gives information about the size and the type of the
structures in the image. Small structures will have high re-
sponse near the center of the DMP while large structures will
have high response near the two ends of the DMP. Structures
darker than the surrounding background will have high re-
sponse near the beginning of the DMP while brighter struc-
tures will have high response near the end of the DMP.
By observing the position of the greatest response in
the DMP, Pesaresi and Benediktsson [26] defined the mor-
phological multiscale characteristic and used it for image
segmentation of high-resolution satellite imagery. In [12],
Benediktsson et al. used the DMP and panchromatic inten-
sity value to form a feature vector for each pixel in the image.
Then a neural network was employed on the reduced feature
vector to classify the pixels into six information classes us-
ing training sets. To date, the DMP has not been applied for
automated feature extraction research.
2.3. Building hypothesis and verification by DMP
In urban areas, buildings typically have a length of 10–100m
and a width of 5–50m. Buildings seldom have a length
longer than the distance of a typical city block. Buildings may
be made of diﬀerent materials, such as bitumen, concrete,
metal, synthetic materials, tiles, and so forth. The spectrum
of buildings can have significant overlap with parking lot and
road surfaces since they may be made of the same materials.
Therefore, structural information provides a complementary
way to discriminate buildings from other land cover types in
addition to the spectral signature of individual pixels. Gener-
ally, buildings in most urban scenes will have a wide variety
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Figure 3: Structural decomposition of the image in Figure 2a using the diﬀerential morphological profile. The images have been visually
enhanced. The derivative has been calculated relative to a series generated by 8 iterations of the SE with radius from 3–24m. The upper plots
show the derivative of the opening profile with r = (a) 3, (b) 6, (c) 9, (d) 12, (e) 15, (f) 18, (g) 21, (h) 24. The lower plots show the derivative
of the closing profile with r = (i) 3, (j) 6, (k) 9, (l) 12, (m) 15, (n) 18, (o) 21, (p) 24.
of sizes, so an SE with a fixed size cannot aid in the discrimi-
nation of buildings of variable size. Hence, the DMPwith SEs
of variable size is used here to extract structural information
from the image.
Considering the scale of buildings in the image, a 16D
DMP was created (n = 8). Disc-shaped morphological SEs
with radius r increasing from 3 to 24m (step size is equal to
3m) were used. In the DMP, structures with a scale (width)
at the same level of the scale (diameter) of a specific SE will
have high response at the position of that SE in the DMP.
From observation of the DMP, we found that when r ≤ 6
the DMP results for building extraction are not reliable since
a lot of small structures that are darker (isolated trees) or
brighter (substructures) than the surroundings will be con-
fused with small buildings. Thus, we only utilized SEs with
r from 9 to 24m to detect buildings. Figure 3 demonstrates
how the DMP decomposes an image based on structural in-
formation. As we will explain later, the small bright buildings
will be detected by spectral analysis and the derivative of the
closing profile with small SEs will be used for shadow detec-
tion.
To discriminate structures at a certain SE scale, a thresh-
old should be set on each dimension of the DMP. The struc-
tures with DMP values higher than the threshold are hy-
pothesized as candidate buildings. Bright buildings generally
have high contrast with the surroundings so a relatively high
threshold was set to 20, while dark buildings have relatively
low contrast with the surroundings so the threshold was set
to 15. After thresholding, connected components are labeled
as separate candidate buildings.
To verify the hypothesized connected components as
buildings, the following shape and size criteria must be satis-
fied.
(1) The connected components should have an area com-
patible to the current SE scale. Components with areas
less than half of the area covered by the current SE are
rejected.
(2) The minimum enclosing rectangle (MER) [27] of the
current connected components is found. If the length
of MER is longer than the distance of a typical city
block, the corresponding connected component is re-
jected.
(3) If the rectangular fit is lower than a threshold, the con-
nected component is rejected since a majority of 2D
building shapes in urban centers are rectangular. The
rectangular fit is calculated as the area of the compo-
nent divided by the area of its MER.
After verification based on the shape characteristic of the
component, we observed that some parking lots were de-
tected as well if they had a rectangular shape. So for those
structures larger than a certain scale, we need to use contex-
tual information to further verify the candidate connected
component since buildings will cast shadows on the ground
while parking lots will not. The position of shadows relative
to buildings is known a priori based on satellite viewing ge-
ometry as it relates to sun azimuth and elevation. In our im-
plementation, if a dark area (shadow) was detected on the
“shadow” side of a connected component, then this compo-
nent was finally verified as a building.
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2.4. Shadow-supported building extraction
Context plays an important role in the identification and ex-
traction of urban features from airborne and satellite im-
agery [28, 29, 30]. Here shadows were used as a strong sup-
porting context for building extraction since a common fea-
ture of buildings is that they have some height above the
ground and will therefore cast shadows.
The amount of shadows present in the high-resolution
imagery will vary depending on the sun azimuth and ele-
vation angles and the sensor azimuth angle. As the sun el-
evation angle decreases from 90◦, the length of the shadow
buildings cast on the ground grows, and as the sun and sen-
sor azimuth angles get further apart, the amount of shad-
ows visible to the sensor will increase. Also, the sun az-
imuth angle determines the position of the shadow relative
to the buildings that cast it. For the IKONOS imagery in this
study, the sun elevation angle was 61◦, the sun azimuth an-
gle was 139◦, and the sensor azimuth angle was 352◦. As a
result, building shadows are prominent as seen in the im-
age. Also, because of the sun azimuth angle, shadows are
cast on the west and north sides of the buildings, and the
shadows cast along the north direction are a little wider than
the shadows along the west direction. So in the image, the
shadows on the north side of the buildings are more read-
ily seen than the shadows on the west side of the build-
ings.
2.4.1. Shadow delineation by DMP
In [3, 7] shadows were extracted from aerial imagery using
simple gray-level thresholding. However, because of the in-
suﬃcient spatial resolution of the high-resolution satellite
imagery, pixel mixing is a significant problem for narrowly
cast shadows. In this paper, we extracted shadows by analyz-
ing the derivative of the closing profile (DCP) for small SEs
with radius r from 3 to 12m since the shadows are generally
darker than their surroundings and the width of the shadows
are typically within the scales of those SEs.
By using the same threshold for the dark building hy-
pothesis in Section 2.3 on the DCP, the connected compo-
nents are labeled. Since the shadows have low reflectance
values in the NIR channel and low intensities in the PAN
image, we set a relaxed threshold to filter out other struc-
tures that are obviously not shadows such as some trees.
For the IKONOS image in this study, shadows have NIR
reflectance values less than 350 and PAN intensities less
than 400. In addition, we incorporate other restrictions so
that most detected shadows are reliable. First, at least one
of the dimensions along the potential shadow’s north and
west directions should be longer than 15m to form reli-
able structures. Second, for some dark buildings also de-
tected by DMP, we use an elongation measure to filter these
structures out. The elongation measure was defined as the
area of the component divided by the area of a square with
the side length equal to the maximum distance of the pix-
els from the connected component to its boundary. Gener-




Figure 4: Illustration of shadow building context. (a) Detected
shadow. (b) Its vertical projection. (c) Its horizontal projection. (d)
Determined shadow corner. (e) Seed building rectangle. (f) De-
tected building after growing.
Since the position of the shadows relative to the building
is known a priori from the collection geometry of the satellite
imagery, we can detect the sun side of the shadow, which
is the boundary between a building and its cast shadow. By
assuming the building is rectilinear, we project the shadow-
connected components onto the two perpendicular main di-
rections of buildings. Here we project the shadow along hor-
izontal and vertical directions since the image was rotated
based on the primary road network directions in Section 2.1.
The number of shadow pixels projected along each direction
was accumulated. The upper/lower bound of shadows cast
on the north side of the building was detected by threshold-
ing the vertical projection. The left/right bound of shadows
cast on the west of the building was detected by threshold-
ing the horizontal projection. Because the only corners of in-
terest are those whose concave sides are oriented toward the
sun, we retain only the sun-side bound of the shadows and
reject all corners whose bisecting vectors do not fall within
the same quadrant as the sun direction. The image of one
detected shadow and its projections are shown in Figure 4. If
a shadow was detected along only one direction, the length
of the shadow must be larger than a threshold to be a re-
liable detected shadow. We add a line with length equal to
10m along another direction to form a corner, where 10m is
the minimum building dimension to form a reliable shadow.
Through the projection analyses, a list of shadow corners
were obtained where each record contained the positions of
the corners and the dimensions of the shadow along two di-
rections.
2202 EURASIP Journal on Applied Signal Processing
Figure 5: Detected shadow corners highlighted in red overlain on
the urban area of IKONOS image of City of Columbia, Missouri.
The detected shadow corners by DMP were overlain on
the original IKONOS image and are highlighted in red in
Figure 5. From the image, we can see that many (but not all)
obvious shadows are correctly delineated and are consistent
with upper-left corners of the corresponding buildings.
2.4.2. Shadow-supported building
verification and growing
The rectangular regions enclosed by the detected shadow cor-
ners in the preceding subsection are selected to form the hy-
pothesized building seeds. The hypotheses are verified by an-
alyzing the homogeneity and vegetation content of the en-
closed rectangular regions. Homogeneity is measured by the
maximum variance on each channel of the PS-MS imagery.
The buildings have maximum variance less than 12 000. Veg-
etation content is measured using the normalized diﬀerence
vegetation index (NDVI) that is defined as
NDVI = NIR− R
NIR + R
, (6)
where NIR is the reflectance value in the near-infrared chan-
nel, and R is the reflectance value in the red channel. Candi-
date rectangular regions are considered to be vegetation and
the building hypotheses are rejected when the mean NDVI
value in the region is higher than 0.06.
Typically, regions adjacent to shadows do not represent
an entire building due to the incomplete detection of the
shadow. To reconstruct the 2D building shapes, regions ver-
ified by the above steps are grown on the watershed seg-
mented image. Because most of the building roofs are homo-
geneous, we grow the seed regions to neighboring segments
when a homogeneity criterion is satisfied. In this paper, a het-
erogeneity measure is defined as
H = max
j=1,...,nb
∣∣µ0 j − µ1 j∣∣
σ0 j
, (7)
where nb is the number of channels which is 4 for PS-MS
IKONOS imagery, µ0 j and σ0 j are the mean and standard de-
viation, respectively, of the intensity level of the jth band of
a seed region, and µ1 j is the mean intensity level of the jth
band of the neighboring segment. The seed region is grown
iteratively into the neighboring segments when the hetero-
geneity measure is less than a predefined threshold.
Region growing applied to the edge-based watershed seg-
mentation image greatly improves the speed of the growing
algorithm and this satisfies the homogeneity criterion as well
since edges are only generated on heterogeneous surfaces. In
addition, region growing applied to the watershed segmenta-
tion will position the grown building boundary on the edges
detected in the image.
2.5. Bright building extraction
Small buildings are not detected by the extraction based on
the DMP and shadows. In the DMP analysis, the radius of
SEs is chosen in the range of 9–24m so that confusion be-
tween small buildings and other small substructures will be
eliminated. In the shadow-supported building detection, we
only consider reliable shadows longer than a certain thresh-
old since the shadows of small buildings are often confused
with other dark linear structures in the image.
From observation of the image, it is evident that a large
number of the buildings in urban areas have a high intensity
in the PAN image due to its concrete material and smooth
surface. Thus, we use spectral information to aid in the de-
tection of these buildings. The majority of small buildings
can be detected in this way. After setting a threshold for the
PAN intensity, we labeled the connected components in the
binary image to obtain bright building seed areas. After delet-
ing areas less than the minimum building dimension, which
is 5×10 = 50 pixels for the IKONOS image, the seed areas are
then grown on the watershed segmentation image to recon-
struct the complete building shape. The detail of the growing
step was described in Section 2.4.2.
2.6. Extraction integration
After building extraction by the three independent auto-
mated extraction strategies, the extraction results are com-
bined using the logic “OR” operation. An evaluation of the
extraction results for diﬀerent combinations of the strategies
was conducted and the results are reported in the next sec-
tion. In addition, we analyze the interrelationship between
the diﬀerent strategies.
3. RESULTS
The automated building-extraction strategy using structural,
contextual, and spectral information is tested using the
IKONOS image of the City of Columbia, Missouri, acquired
on April 30, 2000. The test site is a subsample of 1000× 800
pixels that covers the urban center of the City of Columbia.
The panchromatic image of this urban area is shown in
Figure 6a. The copresence of buildings of diﬀerent sizes and
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Figure 6: Building-extraction results. (a) Panchromatic IKONOS image of the test urban area. (b) Manually labeled buildings as ground
truth. (c) Building-extraction result based primarily on structural (DMP) information. (d) Building-extraction result based primarily on
contextual (shadow) information. (e) Building-extraction result based primarily on spectral information. (f) Final integrated building-
extraction result.
spectral responses is obvious in the scene. Using the SSWHT
on the urban area [10], the two primary directions for the
road network were detected as 1◦ and 91◦ with respect to the
horizontal direction in image space. Thus, most buildings
and roads are oriented in north-south and ease-west direc-
tions and no rotation of the image was needed as described
in Section 2.1.
Within the urban test area, 121 buildings were manu-
ally delineated. The manually delineated buildings were used
as a reference building set to assess the automated building-
extraction accuracy. For performance evaluation, we use the
evaluation measures widely accepted for building extraction
[2, 15]. The extracted buildings and the manually delineated
buildings are compared pixel-by-pixel. All pixels in the image
are categorized into four types.
(1) True positive (TP). Bothmanual and automatedmeth-
ods label the pixel belonging to the buildings.
(2) True negative (TN). Both manual and automated
methods label the pixel belonging to the background.
(3) False positive (FP). The automatedmethod incorrectly
labels the pixel as belonging to a building.
(4) False negative (FN). The automated method does not
correctly label a pixel truly belonging to a building.
To evaluate performance, the number of pixels that fall
into each of the four categories TP, TN, FP, FN are deter-
mined, and the following measures are computed:
branching factor = FP
TP
,
miss factor = FN
TP
,
detection percentage = 100 · TP
TP+FN
,




The interpretation of the above measures is as follows.
The detection percentage denotes the percentage of build-
ing pixels correctly labeled by the automated process. The
branching factor is a measure of the commission error where
the system incorrectly labels background pixels as building.
Themiss factormeasures the omission error where the system
incorrectly labels building pixels as background. The miss
factor can be derived from the detection percentage. Among
these statistics, the quality percentage measures the absolute
quality of the extraction and is the most stringent measure.
To obtain 100% quality, the extraction algorithm must cor-
rectly label every object pixel (FN = 0) without mislabeling
any background pixels (FP = 0).
The three extraction algorithms described in Sections
2.3, 2.4, and 2.5 were run independently on the test IKONOS
image. The DMP was generated on the PAN image using
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Table 1: Performance statistics of building extraction from diﬀerent combinations of the multisource extraction strategies.
Detection source information Branching factor Miss factor Detection percentage Quality percentage
Structural 0.25 1.61 38.4 35
Contextual 0.31 1.4 41.7 37
Spectral 0.15 3.85 20.6 20
Structural and contextual 0.32 0.46 68.6 56.3
Structural and spectral 0.27 1.3 43.5 39
Spectral and contextual 0.27 0.71 58.6 50.7
Structural and contextual and spectral 0.33 0.38 72.7 58.8
disc-shapedmorphological SEs with increasing radius r from
3 to 24m (step size is equal to 3m). The knowledge primarily
used by each algorithm is structural, contextual, and spectral
information, respectively. After independent extraction, the
extraction results are combined.
As pointed out in the introduction, the building-
extraction algorithms run automatically without preclassifi-
cation or utilization of training sets, although some initial
algorithm parameters must be set by the user. The chosen
parameter values for our data set were provided in Section 2.
In general, the algorithm parameters can be categorized into
three groups: object scales, shape constraints, and spectral
parameters. Object scale parameters include the distance of a
typical city block (10m), road width range (8–30m), build-
ing length range (10–100m), and width range (5–50m).
These parameters have special meaning and can be easily
changed into image pixel units when applied to images with
diﬀerent spatial resolutions. The shape constraints include
rectangular fit threshold (0.8) for building verification and
elongation threshold (1.2) for shadow verification. These pa-
rameters were set as the default values and do not need to be
adapted when used with diﬀerent images. The spectral pa-
rameters include DMP thresholds, NIR and PAN intensity
thresholds for shadows, homogeneity and NDVI thresholds
for building rectangles. The default parameter values are de-
termined based on the observation of spectral characteristics
of individual features and need to be tuned with diﬀerent im-
ages.
Performance evaluations for diﬀerent combinations of
the three extraction strategies are shown in Table 1. The
building-extraction results are shown in Figure 6. From the
results, we can see that extractions primarily based on the
structural and contextual information have the largest con-
tribution to the final detection percentage. The extraction
using spectral information only detects bright buildings and
therefore it has a relatively lower detection percentage. How-
ever, since small buildings cannot be detected by the extrac-
tions based on the structural or contextual information, it
provides a reliable way to detect small bright buildings and
contributes to the final detection percentage.
Among the three extraction methods, the two methods
based primarily on structural and spectral information uti-
lize properties of the building itself. The extraction results
from these two strategies have significant overlap. In con-
trast, the extraction primarily based on contextual informa-
tion models shadows as a part of the scene and provides an
information source independent of the properties of build-
ing object itself. Since this extraction uses a contextual in-
formation model, the result is relatively independent of the
extractions from the two other information sources.
From the results in Table 1, we can see that no single ex-
traction strategy can detect more than half of the building
areas. This is because it is impossible to use a single model
or information source to extract the wide variety of build-
ing types present in most urban areas where there are large
variations in the shape, size, contrast, and spectral content.
For the extraction based on DMP, buildings having low con-
trast with the surrounding background in PAN image can-
not be detected. For example, a lot of buildings with a dark
brown color shown in Figure 5 cannot be detected by DMP
due to their low contrast with the surrounding areas in the
panchromatic image shown in Figure 6a. However, for these
kinds of buildings, they often have obvious shadow support-
ing information. Most of these building types are detected by
the context-based building-extraction method. Conversely,
buildings that have no reliable corresponding shadows can
usually be detected by structural analysis from the DMP as
long as they have a high contrast with their surroundings
and are larger than a certain size. With the integration of
structural, contextual, and spectral information, the detec-
tion percentage and quality of the building extraction are
greatly improved. Overall, 72.7% of the buildings area is ex-
tracted with a quality percentage 58.8%. By close observation
of the extraction result, we found that a small population of
buildings with gabled roofs were not detected. In addition, a
few dark parking lots such as the one near the upper-left cor-
ner of the image shown in Figure 6a was mistakenly labeled
as building.
Comparing the extraction performance with other build-
ing extraction systems from aerial imagery [2], our extrac-
tion performance measures are among the best results ob-
tained in [2] for 83 test images even though the satellite
imagery used here has a lower spatial resolution. Because
of the relative recent availability of high-resolution satellite
images, only a few building-extraction results have been re-
ported in the literature. Lee et al. [15] achieved a 64.4% de-
tection percentage and a 51.3% quality percentage based on
a class-guided building-extraction strategy, and we note that
this strategy required supervised input (training data) and is
therefore not fully automated.
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4. CONCLUSION
An automated building-extraction strategy that uses struc-
tural, contextual, and spectral information is presented in
this paper and applied to high-resolution satellite imagery.
The recently proposed concept of DMP in mathematical
morphology is used extensively in this paper to generate both
building and shadow hypotheses based on the structural in-
formation. The final building extraction is done by integrat-
ing the results of three diﬀerent extraction strategies based
on diﬀerent information sources. First, building hypothe-
ses are generated and verified through shape analysis of the
DMP. Second, shadows aremodeled as a part of the scene and
provide reliable contextual information to independently hy-
pothesize the position and the size of adjacent buildings.
Third, small bright buildings that cannot be reliably detected
by structural and contextual information are detected using
spectral information. Building shapes were reconstructed by
using verified seed building areas that are then grown on a
finely segmented image using a homogeneity criterion.
From the analysis of the extraction results, we can see
that urban feature extraction can be greatly improved and
enriched by using multiple information sources and mod-
els. By fusion of multisource information, our integrated
building-extraction strategy detected 72.7% of the building
areas in a complex urban image with a quality percentage of
58.8%. This extraction performance is among the best results
reported in the literature thus far. However, there are still
significant misclassifications in the extraction. Future work
will extend the model to include buildings with gabled roofs.
Also, using other information sources and more complex
decision-level fusion strategies could improve the overall ex-
traction performance.
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