Abstract: In this paper, we formulate and prove new properties of conditional quantiles given one of the particular sigma-fields. Next, we use them to investigate almost sure asymptotic behavior of central order statistics which arise from strictly stationary processes. Specifically we provide a new version of a strong ergodic theorem for central order statistics.
Introduction
Let (X n , n ≥ 1) be a sequence of random variables (rv's) with common cumulative distribution function (cdf) F and X 1:n ≤ . . . ≤ X n:n be the order statistics corresponding to the sample (X 1 , . . . , X n ). Our purpose is to investigate asymptotic properties of (X kn:n , n ≥ 1) in the case when for all n, 1 ≤ k n ≤ n and lim n→∞ k n /n = λ ∈ (0, 1).
(1.1)
Then (X kn , n ≥ 1) is called a sequence of central order statistics. If lim n→∞ k n /n = λ ∈ {0, 1} then X kn:n , n ≥ 1 are referred to extreme or intermediate order statistics, but we will restrict our attention to the former case. Analogous results for the latter case can be found in Buraczyńska and Dembińska (2018) and Dembińska and Buraczyńska (2019) . Asymptotic properties of (X kn:n , n ≥ 1), when (1.1) holds, have been under scientific considerations over the last few decades. One of the oldest results was given by Bahadur (1966) who provided an asymptotic almost sure representation for sample quantiles of independent and identically distributed (iid) rv's via the empirical distribution function. However, this result was based on specific restrictions imposed on the cdf F . Bahadur's representation has been generalized by several authors, for instance by Ghosh (1971) , Kiefer (1976) and Wu (2005) .
Another well-known result was derived by Smirnov (1952) who proved that if (1.1) is satisfied then X kn:n is a strongly consistent estimator of the λth population quantile provided that this quantile is unique and the rv's X n , n ≥ 1 are iid. Dembińska (2014) extended this result to the case when (X n , n ≥ 1) is an arbitrary strictly stationary sequence. Specifically she gave sufficient conditions for the almost sure convergence of X kn:n as n → ∞ and described the distribution of the limiting rv. For this purpose she used a concept defined by Tomkins (1975) -the conditional quantile of an rv given a sigma-field. Even though her theorem concerns the asymptotic behavior of central order statistics from the sequence X = (X n , n ≥ 1), its assumption and conclusion use an auxiliary rv Y from the probability triple (R N , B(R N ), Q). The aim of the present paper is to provide an elegant version of this theorem, which is expressed only in terms of X. Before we state and prove this version, we analyze conditional quantiles and obtain several properties of this concept with respect to one of the particular sigma-fields.
Conditional quantile, which is one of the most significant tool in our analysis, has numerous applications in statistics and finance. Its estimation allows solving such problems as the relationship between expected value and volatility (Glosten et al. 1993) or determining the CoVar systematic risk measure (Engle and Manganelli 2004) . It was also applied to describe almost sure asymptotic behavior of proportions of near-order-statistic observations in sample from stationary processes (Dembińska 2017) . Furthermore, statisticians use conditional quantiles for robust beta estimation (Chan and Lakonishok 1992 ) and economists to estimate various phenomenons, in particular, to measure macroecomics risk (Boucher and Maillet 2013), wage structure (Buchinsky and Leslie 2010) and economic growth (Castellano and Ho 2013) . Therefore, methods for estimating conditional quantiles have been well-developed. The most popular are quantile regression (Koenker 2005, Koenker and Bassett 1978) , local quantile regression (Spokoiny et al. 2013 ) and non-parametric estimation of conditional quantiles (Li and Racine 2007) . This paper is organized as follows. In Section 2, we recall some facts from the ergodic theory and the concept of conditional quantile. Then, in Section 3, we formulate and prove the exposition of new properties of conditional quantiles. In Section 4, we use these properties to obtain the main result of this paper, i.e. to derive a refinement of the strong ergodic theorem for central order statistics given by Dembińska (2014) .
Finally, we introduce our notation. Unless otherwise stated, the rv's X n , n ≥ 1, exist in a probability space (Ω, F , P). R and N correspond to the sets of real numbers and positive integers, respectively. We use the symbol I(·) to denote the indicator function, that is I(x ∈ A) = 1 if x ∈ A and I(x ∈ A) = 0 otherwise.
a.s.
− − → and a.s. stand for almost sure convergence and almost surely. In addition, if two different measures appear, we write P−a.s.
− −−− → and E P for almost sure convergence and expectation with respect to the measure P, respectively. Moreover, we say that an event A is true P−a.s. if P(A) = 1.
Preliminaries
To state and prove the main result of this paper we need to recall the concept of conditional quantile and collect some facts from the ergodic theory.
Definition 2.1. Suppose X is an rv on a probability space (Ω, F , P), G ⊆ F is a sigma-field and λ ∈ (0, 1). Then an rv Q λ with the following properties
is called a conditional λth quantile of X with respect to G and is denoted by π λ (X|G).
For every rv X and every sigma-field G there exists at least one conditional λth quantile of X with respect to G. This statement is a consequence of the same arguments as given in Tomkins for conditional medians (Theorem 1, 1975) . Moreover, we say that conditional λth quantile of X with respect to G is unique if given any two versions of π λ (X|G), Q λ and Q * λ say, we have Q λ = Q * λ a.s. For more properties of conditional quantiles, we refer the reader to Tomkins (1975 Tomkins ( , 1978 and Ghosh and Mukherjee (2006) .
Next, we recall some basic concepts and facts from the ergodic theory that we will use later on. Let (R N , B(R N ), Q) denote a probability triple, where R N is the set of sequences of real numbers (x 1 , x 2 , . . .), B(R N ) stands for the Borel sigma-field of subsets of R N and Q is a stationary probability measure on the
Then we call a set B ∈ B(R N )
We writeĨ and I Q for the class of all invariant events and the class of all almost invariant events for Q, respectively. Durrett (2010, Chapter 6) gave the following properties ofĨ and I Q .
Lemma 2.1. (i)Ĩ and I
(iii) If B is almost invariant, then there exists an invariant set C such that
We will also need the concept of invariant sets with respect to a sequence of rv's. Definition 2.3. A set A ∈ F is called invariant with respect to the sequence X = (X n , n ≥ 1) defined on the probability space (Ω, F , P) if there exists a set B ∈ B(R N ) such that
The collection of all such invariant sets is denoted by I X . Lemma 2.2 gives two basic properties of I X .
Lemma 2.2. Let X = (X n , n ≥ 1) be a strictly stationary sequence on (Ω, F , P).
(i) I X is a sigma-field. (ii) A set A ∈ F is invariant with respect to X iff there exists a set B ∈ I Q satisfying (2.3), where the measure Q on (R N , B(R N )) is defined as follows
For the proof of point (i) of Lemma 2.2 we refer the reader to Shiryaev (1996) , while point (ii) can be found in Buraczyńska and Dembińska (2018).
New properties of conditional quantiles
In this section we give some properties of conditional quantiles with respect to sigma-fieldsĨ, I Q and I X .
Theorem 3.1. For any rv Y on the probability space (R N , B(R N ), Q), where Q is a stationary probability measure, we have
In order to show Theorem 3.1, we will need several facts, namely Lemmas 3.1-3.3.
Lemma 3.1. For any rv Y defined on the probability space (R N , B(R N ), Q) and such that E Q |Y | < ∞, we have
Proof. To show (3.1), we will prove that
Additionaly, we must show that
Observe that, by the definition of E Q (Y |Ĩ), E Q (Y |Ĩ) isĨ-measurable and
Moreover, by Lemma 2.1 (iii), for every almost invariant set B, there exists an invariant set C such that (2.2) is fulfilled. Therefore,
4) where the second equality is a consequence of (3.3). This establishes (3.2) . So E Q (Y |Ĩ) is a conditional expectation of the rv Y with respect to sigma-field I Q .
Proof. Fist observe that by Lemma 3.1, for any rv Q λ on the probability space (R N , B(R N ), Q), we have
Since Q λ is a version of π λ (Y |Ĩ), we get that
AsĨ ⊆ I Q , we conclude that Q λ is I Q -measurable. Moreover, (3.6) implies (3.5) in view of the previous observation. This completes the proof. Proof. Let Q λ be a version of π λ (Y |I Q ). Then (3.5) holds so in consequence (3.6) is also fulfilled. Since Q λ is I Q -measurable, Condition (ii) of Lemma 2.1 gives, for any i ≥ 1,
and by Lemma 2.1 (ii),
Next observe that R λ = Q λ Q−a.s., because
By (3.8) and (3.9), R λ is a version of π λ (Y |Ĩ). This completes the proof. Now, using Lemmas 3.1-3.3, we can prove Theorem 3.1.
Proof of Theorem 3.1. Let us assume first that π λ (Y |Ĩ) is not unique. This means that there exist two versions of π λ (Y |Ĩ), Q λ and Q * λ say, such that
By Lemma 3.2, any version of π λ (Y |Ĩ) is a version of π λ (Y |I Q ), so we get that there exist two versions of π λ (Y |I Q ), Q λ and Q * λ , which are not Q−a.s. equal. Thus, π λ (Y |I Q ) is not unique. Therefore, we have proved that In consequence of (3.11), we have
Thus we have showed that π λ (Y |Ĩ) is not unique and consequently that
But (3.10) combined with (3.12) is equivalent to part (i) of Theorem 3.1. Next, we move to part (ii) of this theorem. Let Q λ be a version of π λ (Y |Ĩ). Then, by Lemma 3.2, Q λ is also a version of π λ (Y |I Q ). Since all versions of π λ (Y |Ĩ) are Q−a.s. equal and all versions of π λ (Y |I Q ) are Q−a.s. equal, we get
This is precisely the assertion of part (ii).
The second crucial result of this section is Theorem 3.2. We begin by formulating Lemmas 3.4-3.5. They will be the basis to prove Theorem 3.2.
Lemma 3.4. Let Q be an rv on a probability space (R N , R N , Q), where Q is a stationary probability measure, and (X n , n ≥ 1) be a strictly stationary sequence on some probability space (Ω, F , P). If the rv Q isĨ-measurable, then the rv Q((X 1 , X 2 , . . .)) is I X -measurable.
Proof. Our aim is to show that
By the definition of I X , this means the same as for all A ∈ B(R) there exists B ∈ B(R N ) such that
Using the assumption that Q isĨ-measurable yields
but this ensures that for all A ∈ B(R) there exists B ∈Ĩ ⊂ B(R N ) such that
Therefore, for all A ∈ B(R) there exists B ∈Ĩ ⊂ B(R N ) such that
and the proof is complete.
Lemma 3.5. Let X = (X n , n ≥ 1) be a strictly stationary sequence on a probability space (Ω, F , P) and Q be the probability measure on (R N , B(R N )) defined by (2.4). Then, for any set D ∈ B(R N ),
Proof. Our aim is to show that E Q (I(D)|Ĩ)((X 1 , X 2 , . . .)) is a version of the conditional expectation of the rv I(D)((X 1 , X 2 , . . .)) with respect to the sigmafield
X -measurable in view of Lemma 3.4. Thus, we are reduced to proving that
(3.14)
Fix A ∈ I X and observe that, for all i ≥ 1,
where the set B ∈ B(R N ) is such that (2.3) holds. In particular,
by (2.4). From part (iii) of Lemma 2.1, there exists an invariant set E such that
so in consequence we have
On the other hand, for any i ≥ 1,
where the last equality is a consequence of (2.4). Using (3.15) yields
Combining (3.16) with (3.17) we obtain (3.14) and the proof is complete.
Theorem 3.2. Let X = (X n , n ≥ 1) be a strictly stationary sequence of rv's on any probability space (Ω, F , P) and let Q be a stationary measure on
If the conditional λth quantile π λ (X 1 |I X ) of X 1 given I X is unique then the conditional λth quantile π λ (Y |Ĩ) of Y givenĨ is also unique.
Proof. First we will show that if R λ is a version of π λ (Y |Ĩ) then R λ ((X 1 , X 2 , . . .)) is a version of π λ (X 1 |I X ). Since R λ is a version of π λ (Y |Ĩ), the following conditions hold
Observe that R λ ((X 1 , X 2 , . . .)) is I X -measurable in consequence of Condition 1 and Lemma 3.4. Next we will show that
Indeed,
where the first equality and the third one are consequences of the definition of Y and Lemma 3.5, respectively. But
by (2.4) and Condition 2, because
Thus we have proved that
In the same manner we can show that
. Now we move to the next part of the proof. Let π λ (Y |Ĩ) be not unique. It means that we have two versions of π λ (Y |Ĩ), Q λ and Q * λ say, such that
By the previous observation, we conclude that Q λ ((X 1 , X 2 , . . .)) and Q * λ ((X 2 , X 2 , . . .)) are two versions of π λ (X 1 |I X ). Moreover, (2.4) and (3.19) . This proves that π λ (X 1 |I X ) is not unique.
New version of strong ergodic theorem for central order statistics
Our purpose is to investigate the almost sure convergence of central order statistics. Definitely, the most general result dealing with the problem was derived by Dembińska (2014) . Her crucial result provides conditions that are sufficient for the existence of the almost sure limit of central order statistics arising from a strictly stationary process X = (X n , n ≥ 1), and describes the distribution of the limiting rv. The main idea of her proof is to first show the corresponding result for a sequence Y = (Y n , n ≥ 1) of rv's from the probability space (R N , B(R N ), Q) and then to generalize this result to an arbitrary strictly stationary processes existing in any probability triple (Ω, F , P). We begin by recalling the abovementioned facts (Theorems 4.1-4.2).
Theorem 4.1. Let Y be an rv on a probability space (R N , B(R N ), Q), where the probability measure Q is stationary. Suppose that the sequence of rv's (Y n , n ≥ 1) is defined by
If (k n , n ≥ 1) is a sequence of integers satisfying (1.1) and if the conditional λth quantile π λ (Y |I Q ) of Y given I Q is unique, then
Theorem 4.2. Let the sequence X = (X n , n ≥ 1), measure Q and rv Y be as in Theorem 3.2. If (k n , n ≥ 1) is a sequence satisfying (1.1) and the conditional λth quantile π λ (Y |I Q ) of Y given I Q is unique then there exists an rv W such that X kn:n P−a.s.
Moreover the rv W has the same distribution as π λ (Y |I Q ).
Even though Theorem 4.2 concerns central order statistics from the sequence of rv's (X n , n ≥ 1), existing in a probability space (Ω, F , P), in its formulation the rv Y from the probability triple (R N , B(R N ), Q) is used. The main result of this paper is the following elegant version of Theorem 4.2, in which Y does not appear -the assumptions and conclusion are given only in terms of the sequence (X n , n ≥ 1). Theorem 4.3. Let X = (X n , n ≥ 1) be a strictly stationary sequence and (k n , n ≥ 1) be a sequence of integers satisfying (1.1). If the conditional λth quantile π λ (X 1 |I X ) of X 1 given I X is unique, then
We first prove a reduced form of Theorem 4.3, namely Lemma 4.1 and then using Theorems 3.1-3.2 we will prove the main result. 
Proof. The conclusion of Theorem 4.2 ensures that lim n→∞ X kn:n exists P-a.s.
To define the value of this limit on the set (of P-probability zero) of ω ∈ Ω such that lim n→∞ X kn:n (ω) does not exist, let us assume, for instance,
Showing (4.5) amounts to proving the following three conditions:
1. lim n→∞ X kn:n is I X -measurable, 2. P(X 1 ≥ lim n→∞ X kn:n |I X ) ≥ 1 − λ P-a.s.,
Condition 1 means that for all A ∈ B(R), {ω ∈ Ω : lim n→∞ X kn:n (ω) ∈ A} ∈ I X , which, by the definition of I X , corresponds to the following statement:
for all A ∈ B(R) there exists B ∈ B(R N ) such that for all n ≥ 1 {ω ∈ Ω : lim n→∞ X kn:n (ω) ∈ A} = {ω ∈ Ω : (X n (ω), X n+1 (ω), . . .) ∈ B}.
Let us consider B = {(x 1 , x 2 , . . .) ∈ R N : lim n→∞ x kn:n ∈ A}, where lim n→∞ x kn:n is defined to equal 0 if this limit does not exist. Note that by Theorem 3.1, The- Consequently B ∈Ĩ, so it is clear that B ∈ B(R N ) and for all n ≥ 1, {ω ∈ Ω : (X 1 (ω), X 2 (ω), . . .) ∈ B} = {ω ∈ Ω : (X n (ω), X n+1 (ω), . . .) ∈ B}.
This completes part 1 of the proof. In order to prove condition 2, first note that (4.6) ensures that lim n→∞ Y kn:n isĨ-measurable and Proof of Theorem 4.3. Let the measure Q and the rv Y be as in Theorem 4.2. Then Theorems 3.1 and 3.2 show that the condition that the conditional quantile π λ (X|I X ) is unique implies that so is π λ (Y |I Q ). Hence assumptions of Lemma 4.1 are satisfied and using this result we obtain the desired conclusion.
