Fractional ideals and integration with respect to the generalised Euler characteristic by Moyano-Fernández, Julio José
ar
X
iv
:1
10
6.
60
79
v1
  [
ma
th.
AG
]  
29
 Ju
n 2
01
1
FRACTIONAL IDEALS AND INTEGRATION WITH
RESPECT TO THE GENERALISED EULER
CHARACTERISTIC
JULIO JOSE´ MOYANO-FERNA´NDEZ
Abstract. Let b be a fractional ideal of a one-dimensional Cohen-
Macaulay local ring O containing a perfect field k. This paper is
devoted to the study some O-modules associated with b. In addi-
tion, different motivic Poincare´ series are introduced by consider-
ing ideal filtrations associated with b; the corresponding functional
equations of these Poincare´ series are also described.
1. Introduction
Canonical ideals over one-dimensional Cohen-Macaulay rings were pro-
fusely studied by Kunz, Herzog, et al., giving nice characterisations of
the Gorenstein property: the formula bringing conductor and delta-
invariant together, or relating it with symmetry properties of the value
semigroup of the ring (cf. e.g. [10]; [8]). This idea was developed by
Delgado for several branches of complex curve singularities (see [6]),
and by Campillo, Delgado and Kiyek in a more general context (see
[5]); they also introduced a Poincare´ series P (t), deducing its functional
equations when the ring is Gorenstein. Later, Campillo, Delgado and
Gusein-Zade showed that this Poincare´ series coincides with the in-
tegral over the projectivisation of the ring with respect to the Euler
characteristic (cf. [2],[3]). In fact, a motivic approach to P (t) was also
introduced just by taking in the integral the generalised Euler charac-
teristic instead. Recently, some connections with number-theoretical
local zeta functions were founded by specialising to the case of finite
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fields (cf. [7]). In that paper, the authors introduce integrals with
respect to the generalised Euler characteristic over fractional ideals of
the ring. The aim of the actual work is to discuss more in detail such
motivic integrals, which turn out to be Poincare´ series of fractional
ideals, and related objects; in particular, we extend some of the results
concerning the “classical” series P (t) and the Gorenstein property con-
tained in [8] and [5]. We will also use techniques of motivic integration.
The paper goes as follows. Section 2 is an introduction to the notion
of canonical ideal. We define the dual of an ideal, characterise the
self-dual ideals and show that it is indeed an extension of well-known
properties of Gorenstein rings (Theorem (2.12)). Section 3 is devoted to
study an analogous of the value semigroup S(O) of a one-dimensional
Cohen-Macaulay local ring O for a fractional ideal b: the resulting
set S(b) is no longer a semigroup, but it has structure of module over
S(O). We will give a notion of the symmetry of S(b); the statements of
Section 2 allow us to characterise the symmetry of S(b) (cf. Proposition
(3.8)). In Section 4 we define a Poincare´ series of motivic nature for
the fractional ideal b (Definition (4.10)); we prove its rationality and
also its functional equations in absence of the Gorenstein condition
(Theorem (4.19)). Finally, in Section 5 we investigate the analogous
of the extended semigroup Ŝ(O) of the ring O for a fractional ideal–it
has again structure of Ŝ(O)-module–, as well as an alternative motivic
Poincare´ series associated with b, giving its functional equations as well
(see Proposition (5.5), Theorem (5.8)).
2. Duality and fractional ideals
(2.1) Let O be a one-dimensional Cohen-Macaulay local ring contain-
ing a perfect field k with maximal ideal m. Let O be its integral closure
with respect to its total ring of fractions K. Let us assume that O is
a finitely generated O-module and that the degree ρ := [O/m : k] is
finite. Let δ := dimk
(
O/O
)
be the δ-invariant of the ring O.
The ring O decomposes into a finite intersection of Manis valuation
rings, let us say O = V1 ∩ . . . ∩ Vr. If m(Vi) denotes the maximal
ideal of Vi for every i ∈ {1, . . . , r}, then the ideals mi := m(Vi) ∩ O
are principal, regular and maximal (cf. [9, Theorem II.(2.11)]) so that
mi = tiO for every i ∈ {1, . . . , r}. If ki := Vi/m(Vi) = O/mi for every
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i ∈ {1, . . . , r}, then the extension degrees
di := [ki : k], i ∈ {1, . . . , r}
are finite (because O is a finitely generated O-module). Let us also
define d := d1 + . . .+ dr.
(2.2) Recall that a fractional ideal of a ring R is a R-submodule a 6= (0)
of the total ring of quotients ofR such that aa ⊆ R for some a ∈ O\{0}.
Let us take a fractional ideal a of O. It is easy to see that a can be
written uniquely as a product a = mv11 · . . . ·m
vr
r for v := (v1, . . . , vr) ∈
Z
r. We will denote mv := mv11 · . . . ·m
vr
r and v(a) := v1 + . . .+ vr.
(2.3) Definition: A fractional ideal c of O is called canonical if it
satisfies the following two properties:
(a) c · K = K (i.e., c is a regular ideal of O).
(b) For any regular fractional ideal a of O one has that
a = c : (c : a).
(2.4) Since O is a one-dimensional local ring and O is a finitely gen-
erated O-module, a canonical ideal of O does always exist (it is a
consequence of [8, Satz 2.9, p. 22] and [8, Korollar 2.12, p. 24]).
(2.5) Let us fix a canonical ideal c of O. For every regular fractional
ideal a of O, we shall denote a∗ := (c : a). The ideal a∗ will be called
the dual (ideal) of a. The ideal a is said to be self-dual if a = a∗.
(2.6) Lemma: The ring O is a canonical ideal of O if and only if O
is self-dual.
Proof. If O is canonical, it belongs to the same class (modulo linear
equivalence) as the ideal c. Then O∗ = c : O = O : O = O. Conversely,
assume O = c : O; we have c : c = c∗ = O ([8, Bemerkung 2.5, p.19]),
therefore c = O∗. 
(2.7) Notice that the conditions of (2.6) are equivalent to the Goren-
stein condition (cf. [8, Korollar 3.4, p. 27]). There is also a useful
numerical equivalence given by Theorem (2.9).
(2.8) Let us denote by λO(·) = λ(·) the length of a finite O-module.
Moreover, we denote f := (O : O); it will be called the conductor ideal
of O in O, and we can easily check that it is the biggest ideal of O and
O at the same time. Let us define v(f) =: γ and
γb := v
(
(b : O) : b
)
= v(b : O)− v(b · O).
Notice that γO = γ.
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(2.9) Theorem: (Gorenstein; Ape´ry; Samuel; Herzog, Kunz)
We have:
2λ(O/f) ≤ λ(O/f).
Moreover, the equality holds if and only if the ring O is Gorenstein.
(2.10) The rest of the section is devoted to generalise Theorem (2.9)
to any fractional ideal of O. The obvious task is to find a candidate to
substitute the conductor ideal in the formula preserving such dimen-
sions. It is easy now: the ideal b : O is the biggest fractional O-ideal
in b∗ and the ideal b · O is the smallest O-ideal containing b and O.
Notice also that (b : O)∗ = b∗ · O and (b · O)∗ = (b∗ : O). First of all
note the following fact (cf. [12]):
(2.11) Lemma: We have
2λ(b∗ · O/b∗) = 2λ(b/b : O).
(2.12) Theorem: Let b be a fractional ideal of O. We have
2λ(b/b : O) ≤ λ(b · O/b : O).
Moreover, the equality holds if and only if b is self-dual.
Proof. Without loss of generality, let us assume that b ⊆ O ⊆ c ⊆ O.
Now b∗ = c : b ⊇ b. Indeed b∗ ⊇ c∗ = O ⊇ b. Then we have
b : O
  // b
  //
 p
!!
D
D
D
D
D
D
D
D
O
  // b∗
  // b∗ · O
b · O
(

55llllllllllllllll
(†)
By looking at (†) we have
λ(b∗ · O/b : O) =λ(b∗ · O/b · O) + λ(b · O/b : O)
=λ(b∗ · O/b · O) + λ(b · O/b) + λ(b/b : O).
If b is self–dual, then λ(b · O/b) = λ(b/b : O) by Lemma (2.11), and
by substituting above we are done. Conversely, assuming the following
equalities hold:
λ(b · O/b : O)
(1)
= 2λ(b/b : O)
(2)
= 2λ(b∗ · O/b∗);
again looking at (†) we get
λ(b∗ · O/b · O)
(3)
= λ(b∗ · O/b∗) + λ(b∗/b) + λ(b/b : O).
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By (1) and (2)
λ(b∗ · O/b · O) = λ(b/b : O) + λ(b/b : O) = λ(b/b : O) + λ(b∗ · O/b∗),
and plugging the last equality into (3) shows λ(b∗/b) = 0, i.e., b∗ = b,
hence the ideal b is self–dual. 
(2.13) Remark: From Lemma (2.11) and Theorem (2.12) it follows:
The ideal b is self–dual if and only if
2λ(b · O/b) = 2λ(b/b : O) = λ(b · O/b : O).
(2.14) Let v := (v1, . . . , vr), w := (w1, . . . , wr) be vectors in Z
r. We
will write v ≥ w if and only if vi ≥ wi for every i ∈ {1, . . . , r}, 0 :=
(0, 0, . . . , 0) ∈ Zr and 1 := (1, 1, . . . , 1) ∈ Zr. Moreover, for every
subset I ⊆ I0 := {1, . . . , r} let ♯I be the number of elements in I, and
let 1I be the element of Z
r whose ith component is equal to 1 or 0 if
i ∈ I or i /∈ I respectively. For any v ∈ Zr and any fractional ideal b
in O, we define the set
Jb(v) := {z ∈ b \ {0} | v(z) ≥ v},
with v(z) := (v1(z), . . . , vr(z)). They are ideals defining a multi–index
filtration {Jb(v)}, as Jb(v) ⊇ Jb(w) if w ≥ v.
For every i ∈ {1, . . . , r}, let us define Cb(v, i) := Jb(v)/Jb(v+1{i}), and
cb(v, i) := dimk(C
b(v, i)); we write also Cb(v) := Jb(v)/Jb(v + 1), as
well as cb(v) := dimk(C
b(v)). Since O is Cohen-Macaulay, cb(v) < ∞
for every v ∈ Zr; also the filtration is finitely determined, i.e., for any
v ∈ Zr there exists N ∈ Z such that Jb(v) ⊃ mN ; that means that
every subspace Jb(v) of O has finite codimension ℓb(v) (cf. [4, p. 194]).
Notice that, for every i ∈ {1, . . . , r} one has 0 ≤ cb(v, i) ≤ di, and if
v ≥ γb, then cb(v, i) = di for every i ∈ {1, . . . , r} (The proof of these
facts follows much more [5]).
(2.15) The Gorenstein condition on the ring O was proven to be equiv-
alent to the following equality (cf. [5, Corollary (3.7)]):
cO(v) + cO(γ − v − 1) = d, for every v ∈ Zr.
Our purpose now is to state the analogue of this result for the case of
a fractional ideal. The proof is adapted from [5]. We show first:
(2.16) Lemma: We have cb(γb − 1{i}, i) < di.
Proof. Write γb = (γb1, . . . , γ
b
r). Let i ∈ {1, . . . , r}. Consider the k-
linear map φi : C
b(γb − 1{i})→ b · O/b : O given by
z mod Jb(γb − 1{i}) 7→ z · t
−(γbi −1)
i mod b : O.
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This map is clearly injective, so we have to prove that φ is not an
epimorphism. Let i ∈ {1, . . . , r}. It is easily seen that
tγ
b−1{i} /∈ (b : O) : (b · O) = (b : O) : b.
Hence there exists ξ ∈ b · O such that ξ · tγ
b−1{i} /∈ b. Let xi :=
ξ · tγ
b
· t
−γbi
i . Notice that xi ∈ b · O. Furthermore, if z ∈ J
b(γb − 1{i})
then ξ · tγ
b−1{i} − z /∈ b : O = b ·mγ
b
by definition of Jb(γb− 1{i}); thus
vi(ξ · t
γb−1{i} − z) = γbi − 1 + vi(b · O) and so
vi(xi − ξ · t
−(γbi −1)
i ) = vi(ξ · t
γb−1{i} · t
−γbi
i − z · t
1−γbi
i ) = vi(b · O),
which proves the non–surjectivity of φi.
(2.17) Proposition: Assume O to be analytically reduced. Let b be
a fractional ideal, let v ∈ Zr; then
cb(v, i) + cb(γb − v − 1{i}, i) ≤ di for every i ∈ {1, . . . , r}.
Proof. For every v ∈ Zr and every i ∈ {1, . . . , r}, the map ηv,i :
Cb(v, i) → ki defined by z mod J
b(v + 1{i}) 7→ zt
−vi
i mod mi is a k-
monomorphism, hence cb(v, i) ≤ di. Take now w = (w1, . . . , wr) ∈ Z
r
with v ≤ w. Thus for every i ∈ {1, . . . , r}, the inclusion Jb(w) →
Jb(v) induces a k-homomorphism ϕw,v,i : C
b(w, i) → Cb(v, i). For an
i ∈ {1, . . . , r} with vi = wi we have ηw,i = ηv,i ◦ ϕw,v,i and ϕw,v,i is
injective. Notice also that for every n,m ∈ Zr the following inclusion
holds:
Jb(v)JO(w) + Jb(w)JO(v) ⊆ Jb(v + w). (∗)
Then for a ∈ Jb(v), b ∈ Jb(w), i ∈ {1, . . . , r} we have
ηv,i(a mod J
b(v+1{i}))·ηw,i(b mod J
b(w+1{i})) = ηv+w,i(J
b(ab mod v+w)).
Let i ∈ {1, . . . , r}. Let Hi ⊂ ki be a 1-codimensional subspace of the
k-vector space ki containing im(ηγb−1{i},i) (notice that it is possible by
Lemma (2.16)); consider the k-bilinear pairing ki × ki → ki → ki/Hi
defined by (a, b)→ a·b mod Hi (cf. [5, (3.5)]), which is non–degenerate
(multiplying by scalars of ki is a k-automorphism on ki). Because of
(∗) we have
Jb(v)JO(γb − v − 1{i}) + J
b(γb − v − 1{i})J
O(v) ⊂ Jb(γb − 1{i}),
therefore im(ηv,i) lies in the orthogonal complement of im(ηγb−v−1{i},i),
hence
cb(v, i) ≤ di − c
b(γb − v − 1{i}, i).

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It remains to show that the equality of Proposition (2.17) holds if and
only if b is self-dual. This follows by the same method as in the proof of
[5, Theorem (3.6)], just by applying the characterisation of the self-dual
fractional ideals provided by Theorem (2.12) instead of using Theorem
(2.9).
(2.18) Lemma: Let b · O = O. Let {v(p)}0≤p≤h be a strictly increas-
ing sequence in Zr such that v(0) = 0, v(h) = γb, and for every p ∈
{1, . . . , h} there exists i(p) ∈ {1, . . . , r} satisfying v(p)−v(p−1) = 1{i(p)}.
Then b is self–dual if and only if
cb(v(p), i(p+ 1)) + cb(γb − v(p) − 1{i(p+1)}, i(p+ 1)) = di(p+1)
for every p ∈ {0, . . . , h− 1}.
Proof. Define w(p) := γβ − v(p) for every p ∈ {0, . . . , h}. We have
v(p) + w(p+1) = γb − 1{i(p+1)}, w
(p) + w(p+1) = 1{i(p+1)} and
b = Jb(v(0)) ⊃ Jb(v(1)) ⊃ . . . ⊃ Jb(v(h)) = b : O.
b : O = Jb(w(0)) ⊂ Jb(w(1)) ⊂ . . . ⊂ Jb(w(h)) = b.
Therefore
h−1∑
p=0
cb(v(p), i(p+ 1)) = dimk(b/b : O) =
h−1∑
p=0
cb(w(p), i(p+ 1)),
and then
2 dimk(b/b : O) =
h−1∑
p=0
cb(v(p), i(p+ 1)) + cb(w(p) − 1{i(p+1)}, i(p+ 1)).
By Proposition (2.17) this expression is smaller than or equal to
h−1∑
p=0
di(p+1) =
r∑
p=1
γbi di = dimk(O/b : O),
and by Theorem (2.12), and the assumption b · O = O, we are done.
The converse follows in the same manner as in the proof of [5, (3.6)],
part (d). 
(2.19) Theorem: Let b be a fractional O-ideal such that b · O = O.
The following statements are equivalent:
(1) For every v ∈ Zr we have cb(v, i) + cb(γb − v − 1{i}, i)
∗
= di, for
i ∈ {1, . . . , r}.
(2) b is self–dual.
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Proof. If the equality ∗ holds for every v ∈ Zr and for every i ∈
{1, . . . , r}, then one can choose a strictly increasing sequence as in
Lemma (2.18), and we obtain that 2 dim(b/b : O) = dim(O/b : O),
which by Theorem (2.17) implies the statement. 
Analogously as in [5, (3.7)] one shows:
(2.20) Corollary: Let v ∈ Zr. Then
cb(v) + cb(γb − v − 1) ≤ d =
r∑
i=1
di.
Moreover, b is self–dual if and only if the equality holds for every
v ∈ Zr.
3. The value ideal of a fractional ideal
Let b be a fractional ideal of O. Consider the set
S(b) = {v(z)− v(b · O) | z ∈ b \ {0}}.
This is a subsemigroup of Zr which is in fact a S(O)-module and only
depends on the ideal class of b in the ideal class semigroup of O. The
elements of S(b) are connected to filtrations {Jb(v)} in the following
sense:
(3.1) Lemma: Let k be an infinite field. Let v = (v1, . . . , vr) ∈ Z
r.
Then v ∈ S(b) if and only if Jb(v)/Jb(v + 1{i}) 6= 0 for every i ∈
{1, . . . , r}.
Proof. If v ∈ S(b), then there exists w = (w1, . . . , wr) ∈ S(b) such
that wi = vi and wj ≥ vj for every j ∈ {1, . . . , r}, j 6= i. Thus
Jb(v)/Jb(v+1{i}) 6= 0 for every i ∈ {1, . . . , r}. Conversely, assume that
Jb(v)/Jb(v+1{i}) 6= 0 for every i ∈ {1, . . . , r}. For every i ∈ {1, . . . , r}
choose an element zi ∈ J
b(v) \ Jb(v + 1{i}). Since k is infinite and
k = ki for every i ∈ {1, . . . , r}, then there exist elements a1, . . . , ar ∈
O such that vi(a1z1 + . . . + arzr) = vi for every i ∈ {1, . . . , r}, i.e.,
v(a1z1 + . . .+ arzr) = v. 
(3.2) Notice that if b = O then S(O) is the value semigroup of the
ring O. Recall that γb := v
(
(b : O) : b
)
= v(b : O) − v(b · O), and
γO = γ if b = O. The next two lemmas show that γb plays the role of
a kind of conductor of the set S(b).
(3.3) Lemma: For every fractional ideal b in O, there exists m ∈ Zr
such that JK(n) ⊆ b for all n ≥ m.
FRACTIONAL IDEALS AND INTEGRATION 9
Proof. First of all, notice that (O : O) = {x ∈ O | v(x) ≥ γ}. Then
x ∈ z−1O for all x ∈ O and z ∈ b, hence (O : O) ⊆ z−1b for all z ∈ b
and z · (O : O) = {x | v(x) ≥ γ + v(z)} ⊆ b for all z ∈ b. Therefore
JK(n) ⊂ b for every n ≥ v(z). 
(3.4) Lemma: We have:
(a) 0 ≤ γb ≤ v
(
(O : O)
)
= γ.
(b) If b · O = O, then γb := min{n | mn ⊆ b}.
Proof. (a) From [13, Lemma 3.1], one has the inclusions
(O : O) ⊆ (b : O) : (b · O) ⊆ O
and the statement follows. The assertion (b) can be deduced from the
fact that (b : O) : b = (b : O) : (b · O). 
(3.5) In the rest of the section, the ring O will be assumed to be
residually rational, i.e., k = ki for every i ∈ {1, . . . , r}.
(3.6) For every n = (n1, . . . , nr) ∈ Z
r and for every i ∈ {1, . . . , r},
define
∆i(n) = {(σ1, . . . , σr) ∈ S(b) | σi = ni and σj > σi for j ∈ {1, . . . , r}, j 6= i}.
Moreover, for every n ∈ Zr define
∆(n) =
r⋃
i=1
∆i(n).
(3.7) Definition: The S(O)-module S(b) is said to be symmetric if
there exists τ ∈ Zr such that, for every v ∈ Zr, v ∈ S(b) if and only if
∆(τ − v) = ∅.
(3.8) Proposition: Let O be residually rational. We have
(1) ∆(γb − v − 1) = ∅ for every v ∈ S(b).
(2) If S(b) is symmetric then b is self-dual.
(3) Suppose, in addition, that k is an infinite field; if b is a self-dual
fractional ideal, then S(b) is symmetric.
Proof. (1) Let v ∈ S(b). Then we have Jb(v)/Jb(v+1{i}) 6= 0 for every
i ∈ {1, . . . , r}, therefore Jb(γb − v − 1{i})/J
b(γb − v) 6= 0 for every
i ∈ {1, . . . , r} and so ∆(γb − v − 1) = ∅. (2) Let v = (v1, . . . , vr) ∈ Z
r
and take i ∈ {1, . . . , r}. If Jb(v)/Jb(v + 1{i}) 6= 0 then we must have
that Jb(γb−v−1{i})/J
b(γb−v) = 0. Let us consider the case in which
Jb(v)/Jb(v + 1{i}) = 0. There exists a vector w = (w1, . . . , wr) ∈ Z
r
with ∆(w) = ∅, wi = vi and wj < vj for every j ∈ {1, . . . , r}, j 6= i.
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Since S(b) is symmetric, γb − w − 1 ∈ S(b). Now γbj − wj − 1 ≥
γb − vj for every j ∈ {1, . . . , r}, j 6= i, and γ
b
i − wi − 1 = γ
b
i − vi − 1,
hence for any regular element z ∈ O satisfying v(z) = γb − w − 1
it follows that z ∈ Jb(γb − v − 1{i}), z /∈ J
b(γb − v), and therefore
Jb(γb − v − 1{i})/J
b(γb − v) 6= 0. Theorem (2.19) implies that b is
self-dual. (3) Assume that k is infinite. Let v ∈ Zr and assume that
∆(γb − v − 1) = ∅. Then Jb(γb − v − 1{i})/J
b(γb − v) = 0 for every
i ∈ {1, . . . , r}, hence Jb(v)/Jb(v + 1{i}) for every i ∈ {1, . . . , r} by
Theorem (2.17) and therefore z ∈ S(b) by Lemma (3.1). Thus S(b) is
symmetric. 
(3.9) Corollary: Let k be an infinite field. The value semigroup S(O)
is symmetric if and only if the ring O is Gorenstein.
4. Generalised Poincare´ series of a fractional ideal
(4.1) Let b be a fractional ideal in O. The multi-index filtration
{Jb(v)} defines a Laurent series
L(b, t1, . . . , tr) :=
∑
v∈Zr
dimk
(
Jb(v)/Jb(v + 1)
)
· tv ∈ Z[[t1, . . . , tr]],
where tv := tv11 · . . . · t
vr
r . We will write L(b, t) instead of L(b, t1, . . . , tr)
if the number of variables is clear from the context.
(4.2) There is a priori no fixed way to choose a suitable coefficient in
L(b, t). We may consider the following spaces:
(1) Jb(v)/Jb(v + 1);
(2) Jb(v)/Jb(v + 1) \
⋃r
i=1 J
b(v + 1{i})/J
b(v + 1);
(3) Jb(v) \
⋃r
i=1 J
b(v + 1{i}).
Filtration (1) is related to the semigroup of values of the ring, (2)
defines the Poincare´ series in terms of the extended semigroup of the
ring, and (3) introduces the Poincare´ series as an integral with respect
to the Euler characteristic. Exactly this last point of view makes clear
the association between the dimension of a vector space and the Euler
characteristic χ of its projectivisation, namely:
dimk (J(v)/J(v + 1)) = χ (P (J(v)/J(v + 1))) .
(4.3) We can also choose other measures than χ, for instance the so-
called generalised Euler characteristic χg. It is a sort of motivic Euler
characteristic which makes use of the notion of Grothendieck ring. The
Grothendieck ring K0(νk) is defined to be the free Abelian group on
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isomorphism classes [X ] of quasi-projective schemes X of finite type
over k subject to the following relations:
(1) [X1] = [X2] if X1 ∼= X2 for X1, X2 ∈ νk;
(2) [X ] = [X \ Z] + [Z] for a closed subscheme Z of X ∈ νk;
and taking the fibred product as multiplication:
(3) [X1] · [X2] = [X1 ×k X2] for X1, X2 ∈ νk.
(4.4) Let k[T ] be the polynomial ring in one indeterminate T over the
field k. The affine scheme Spec(k[T ]) over k is the affine line over k,
which will be denoted by A1k. The class of the affine line in K0(νk),
denoted by L, is called the Lefschetz class of K0(νk).
(4.5) Let p be a non-negative integer and let JpO be the space of p-
jets over O, which is a finite-dimensional k-vector space of dimension
d(p). Let us consider its projectivisation PJpO and let us adjoin one
point to this (that is, P∗JpO = PJ
p
O ∪{∗} with ∗ representing the added
point) in order to have a well-defined map πp : PO → P
∗JpO. A subset
X ⊂ PO is said to be cylindric if there exists a constructible subset
Y ⊂ PJpO ⊂ P
∗JpO such that X = π
−1
p (Y ).
(4.6) The generalised Euler characteristic χg(X) of a cylindric subset
X is the element [Y ] ·L−d(p) in the ring K0(νk)(L), where Y = π
−1
p (X) is
a constructible subset of PO. Note that χg(X) is well-defined, because
if X = π−1q (Y
′), Y ′ ⊂ PJqO and p ≥ q, then Y is a locally trivial
fibration over Y ′ and therefore [Y ] = [Y ′] · Ld(p)−d(q).
(4.7) As in [7], we can extend these definitions to subsets of K (in
particular to fractional ideals): a subset X ⊆ K is called cylindric if
there exists a non-zero divisor element z ∈ O such that the set zX is
a subset of O and is cylindric. In this situation, the generalised Euler
characteristic is
χg(X) :=
χg(zX)
χg(zO)
.
Let a ⊆ O be an ideal of O. Since a is m-primary, we have mp+1 ⊆ a.
Let a be the ideal a/mp+1 of O/mp+1 so that π−1p (a) = a. As O/m
p+1 is
a finite-dimensional k-vector space, the ideal a is constructible. Then
a is cylindric and we get
χg(a) = [a] · L
−d(p)
= Ldimk(a/m
p+1)−d(p)
= Ldeg(a).
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In particular, χg(m
p+1) = L−d(p).
(4.8) Let G be an abelian group with countable many values. Let X
be a cylindric subset of K. A function ψ : X → G is called cylindric if
the set ψ−1(a) ⊆ K is cylindric for all a ∈ G \ {0}. The integral of ψ
over X with respect to the generalised Euler characteristic is∫
X
ψdχg :=
∑
a∈G\{0}
χg(ψ
−1(a)) · a,
if this sum makes sense in K0(νk)(L)⊗ZG; in such a case, the function
ψ is said to be integrable.
(4.9) Remark: Let ψ : PX → G be a cylindric function of X . Let us
denote by ψ′ : X → G the function induced by ψ on X with ψ′(0) = 0.
Then the function ψ′ is cylindric if and only if ψ is cylindric; in this
case we have
(L− 1)
∫
PX
ψdχg =
∫
X
ψ′dχg
(cf. [7, (2.7)]).
We define now the generalised Poincare´ series of the projectivisation of
the fractional ideal b:
(4.10) Definition: The generalised Poincare´ series of a multi-index
filtration given by the ideals J(v) is the integral
Pg(b, t,L) :=
∫
Pb
tv(z)dχg ∈ K0(νk)(L)[[t1, . . . , tr]],
where tv(z) := t
v1(z)
1 · . . . · t
vr(z)
r is considered as a (cylindric) function on
PO with values in Z[[t1, . . . , tr]] (the vector v(z) is supposed to be 0 as
soon as vi(z) =∞ for at least one i ∈ {1, . . . , r}).
(4.11) Remark: Notice that if b = O, then Pg(O, t,L) is the gener-
alised Poincare´ series of a filtration J(v) over the projectivization of
the ring O introduced in [4, Section 2, p. 198] for the case of the ring
OV,0 of functions on a germ (V, 0) of a complex analytic variety.
(4.12) Let us define the degree of a fractional O-ideal by the following
two properties: (i) deg(O) := 0; (ii) for every two fractional O–ideals
a, b, one has deg(a)− deg(b) = dim(a/b) whenever a ⊇ b. Now, if we
define
Lg(b, t,L) :=
∑
v∈Zr
(
L
deg(Jb(v)) − Ldeg(J
b(v+1))
)
· tv,
then we get
FRACTIONAL IDEALS AND INTEGRATION 13
(4.13) Lemma:
Pg(b, t,L) =
∏r
i=1(ti − 1)Lg(O, b; t)
t1 · . . . · tr − 1
.
Proof. The result may be proved in much the same way as in [4, Propo-
sition 2]. 
We describe now the functional equations for the series Pg(b, t,L). First
of all, we state the following two results, due to Sto¨hr (see [12] and [13]).
We include the proofs by the sack of completeness.
(4.14) Lemma: Let a, b be fractional ideals of O such that a ⊇ b.
We have
λ(b∗ ∩ a/b ∩ a∗) = λ(a/b).
Proof. By definition of the ideal c we have c : b∗ = b, hence b∗ ∩ a =
(c : b) ∩ (c : a∗) = c : (b + a∗) and deg(b∗ ∩ a)
⋆
= deg(c) + deg(b + a∗).
From the isomorphisms
b + a∗/O ∼= b+ a∗/a∗ + a∗/O ∼= b/b ∩ a∗ + a∗/O
it follows that deg(b + a∗) = deg(b) − deg(b ∩ a∗) + deg(c) − deg(a),
and by ⋆ we get
deg(b∗ ∩ a) = deg(b ∩ a∗) + deg(a)− deg(b),
which proves the statement. 
(4.15) Lemma: Let a be a fractional ideal of O. The following asser-
tions hold:
(a) Let ti be a generator of the ideal mi for every i ∈ {1, . . . , r}.
The fractional ideals a of O are of the form t−n · b, where tn :=
tn11 · . . . · t
nr
r for some n = (n1, . . . , nr) ∈ Z
r and being b a
fractional ideal of O such that b · O = O.
(b) There exists some v ∈ Zr such that a = JK(v) and a∗ =
JK(−v).
(c) For some v ∈ Zr, we have deg(a) = δ − v · d.
Proof. (a) Since a is a fractional ideal of O, aO is a fractional ideal of
O. By Remark 2, we have that aO must be of the form mn11 · . . . ·m
nr
r
for some n ∈ Zr. That is,
aO = tn11 O · . . . · t
nr
r O = t
n · O,
i.e., t−n ·a ·O = O for some n ∈ Zr. Then, it suffices to take b = t−n ·a
and the claim follows.
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(b) Let c be a canonical ideal of O. We know that
deg(c) = deg(c : O)
= deg(c : O) + dim
(
O/O
)
= deg(c : O) + δ.
If we multiply the ideal c by a convenient element of K, then we may
assume c : O = O. The ideal c : O is fractional, hence by (a) there
is some v ∈ Zr such that c : O = tv · O, which is equivalent to O =
(t−v · c) : O. Then we have
a∗c : a = c : JK(v) = c : (tv · O) = t−v(c : O) = t−v · O = JK(−v).
(c) By (a), there is some v ∈ Zr such that a = JK(v). Since di =
dim
(
O/mi
)
for all 1 ≤ i ≤ r, by the Chinese Remainder Theorem we
have
dim
(
O/JK(v)
)
= deg(O)− deg(JK(v))
=
r∑
i=1
di · vi
= d · v.
Since δ = dim
(
O/O
)
= deg(O), we have
deg(JK(v)) = deg(O)− d · v
= δ − d · v.

Next proposition relates the degree of the ideal Jb
∗
(v) and the value
γb.
(4.16) Proposition: For every v ∈ Zr, we have
deg
(
Jb
∗
(v)
)
= deg
(
Jb(γb − v)
)
+ dim
(
b/(b : O)
)
− v · d
= deg
(
Jb(γb − v)
)
+ dim
(
b∗ · O/b∗
)
− v · d
where v · d := v1d1 + . . .+ vrdr.
Proof. The second equality holds by Lemma (2.11). Moreover, since
Jb(v) = b ∩ JK(v) for v ∈ Zr, by Lemma (4.14) and Lemma (4.15) it
follows that
deg
(
b∗ ∩ JK(v)
)
= dim
(
b/b : O
)
+ deg
(
JK(−v) · O∗ ∩ b
)
− v · d.
The definition of γb allows us now to conclude. 
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As a consequence we obtained the following result due to Moyano and
Zu´n˜iga ([11, Lemma 9])
(4.17) Corollary: The ring O is Gorenstein if and only if
ℓ(γ − v)− ℓ(v) = δ − v · d
for every v ∈ Zr.
Proof. It is just to apply Proposition (4.16) to b = O. Notice that we
have O = O∗ (cf. (2.7)) because O is Gorenstein. 
(4.18) Remark: Notice that δ − d = ℓ(γ − 1) − ρ, if the ring is
Gorenstein. It follows from Corollary (4.17), because δ − d · 1 = ℓ(γ −
1)− ℓ(1) and ℓ(1) = ρ.
Proposition (4.16) allows us to describe the functional equations for
the generalised Poincare´ series:
(4.19) Theorem:
Lg(b,L
d1t1, . . . ,L
dr tr,L) = L
dim(b∗·O/b∗)−d · tγ
b−1 · Lg(b
∗; t−1,L).
Proof. Let A(b, t) :=
∑
v∈Zr L
deg(Jb(v)) · tv. Then
Lg(b, t,L) =
∑
v∈Zr
(
L
deg(Jb(v)) − Ldeg(J
b(v+1))
)
· tv
= (1− t−1) · A(b, t).
We apply now Proposition (4.16) to obtain
A(b,Ld1t1, . . . ,L
drtr) = L
dim(b∗·O/b∗) · tγ
b
· A(b∗, t−11 , . . . , t
−1
r ).
Moreover, taking the inverse of t, we have
(†) Lg(b
∗, t−1,L) = (1− t) · A(b∗, t−1).
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Therefore
Lg(O, b,L
d1t1, . . . ,L
drtr) =
L
d · t− 1
Ld · t
· A(b,Ld1t1, . . . ,L
drtr)
=
L
d · t− 1
Ld · t
· Ldim(b
∗·O/b∗) · tγ
b
· A(b∗, t−11 , . . . , t
−1
r )
=
(†)
L
d · t− 1
Ld · t
·
1
1− t
· Ldim(b
∗·O/b∗) · tγ
b
· Lg(b
∗, t−1,L)
=
L
d · t− 1
1− t
· Ldim(b
∗·O/b∗)−d · tγ
b−1 · Lg(b
∗, t−1,L).

(4.20) Corollary:
Pg(b,L
d1t1, . . . ,L
dr tr,L) = L
dim(b∗·O/b∗)−d·tγ
b−1·
∏r
i=1(1− L
diti)∏r
i=1(ti − 1)
·Pg(b
∗, t−1,L).
(4.21) Corollary: If b = O, then we have
Pg(O,L
d1t1, . . . ,L
drtr,L) = L
dim(O∗·O/O∗)−d·tγ−1·
∏r
i=1(1− L
diti)∏r
i=1(ti − 1)
·Pg(O
∗, t−1,L).
Furthermore, if O is Gorenstein, then we obtain
Pg(O,L
d1t1, . . . ,L
drtr,L) = L
δ−d · tγ−1 ·
∏r
i=1(1− L
diti)∏r
i=1(ti − 1)
·Pg(O, t
−1,L).
Proof. It is a straight consequence of Corollary (4.20) and Corollary
(4.17). 
5. Extended generalised value ideal Poincare´ series
Let O be a one-dimensional Cohen-Macaulay local Noetherian ring
having a perfect coefficient field K. Campillo, Delgado and Gusein-
Zade introduced in [1] the notion of extended semigroup of a germ of
complex plane curve singularity. We want now to define the concept of
extended value ideal of a fractional ideal b. Let us preserve notations
as in (2.1). Remember that the ideal mjVj is regular maximal of Vj
and Vj = Omj for every j ∈ {1, . . . , r}.
If Kj is a coefficient field of Vj and tj is an indeterminate over Kj , then
one can identify Vj ∼= Kj[[tj ]] and vj with the order function respect to
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tj in Kj[[tj ]] for every j ∈ {1, . . . , r}. Thus
O ⊂ K1[[t1]] ∩ . . . ∩Kr[[tr]] = O.
Since Vj is an O-module of finite type, the field extensions O/m →֒
O/mj are finite for every j ∈ {1, . . . r}. Furthermore, as O/m is as-
sumed to be perfect, every such a extension is separable and there-
fore, for every coefficient field K of O there exists a unique coefficient
field Kj of Vj with K ⊂ Kj which is isomorphic to O/mj for every
j ∈ {1, . . . , r}.
Let us consider the vector spaces Cb(v, i) = Jb(v)/Jb(v+1{i}) for every
i ∈ {1, . . . , r} and the map:
jv : J
b(v) −→ Cb(v, 1)× . . .× Cb(v, r)
z 7→ (j1(z), . . . , jr(z)) =: jv(z).
We can identify Im jv ∼= C
b(v) = Jb(v)/Jb(v + 1) and define the set
F bv := C
b(v) ∩
(
(Cb(v, 1) \ {0})× . . .× (Cb(v, r) \ {0})
)
.
(5.1) Lemma:
F bv = C
b(v) ∩ (K∗1 × . . .×K
∗
r ) .
Proof. It is enough to define an isomorphism ϕv : C
b(v, 1) \ {0} → K∗1 .
Let z ∈ b \ {0} with v1(z) = v1. We have that z = a1(z)t
v1(z)
1 with
a1(z) ∈ K
∗
1 , thus ϕv can be defined by z 7→ a1(z). 
(5.2) For every v ∈ Zr we write
F bv =
(
Jb(v)/Jb(v + 1)
)
\
r⋃
i=1
(
Jb(v + 1{i})/J
b(v + 1)
)
,
i.e., F bv is the complement to an arrangement of vector subspaces in
a vector space (it is not a vector subspace itself). Notice that this is
precisely the space (2) in (4.2).
(5.3) Definition: For every fractional ideal b of O we define the set
Ŝ(b) to be the union of the subspaces F bv for all v ∈ Z
r. The spaces
F bv are called fibres of Ŝ(b).
Notice that, if b = O, then Ŝ(O) is the extended semigroup of the ring
O (see [1] for further details).
(5.4) The groupK∗ of non-zero elements ofK acts freely on Zr×(K∗1×
. . .×K∗r ) (by multiplication of all coordinates in K
∗
1 × . . .×K
∗
r ). The
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corresponding factor space Zr × (K∗1 × . . .×K
∗
r )/K
∗ = Zr × P(K∗1 ×
. . . × K∗r ) =
∑
v∈Zr P(K
∗
1 × . . . × K
∗
r )t
v has the natural structure of
semigroup. The set Ŝ(b) ⊂ Zr × (K∗1 × . . . × K
∗
r ) is invariant with
respect to the K∗-action. The factor space
PŜ(b) = Ŝ(b)/K∗
is called the projectivisation of Ŝ(b) (it is also a graded S(O)-module
in a natural sense).
From the previous definitions, the projectivisation of Ŝ(b) can be de-
scribed as
PŜ(b) =
∑
v∈Zr
PF bv · t
v,
where PF bv = F
b
v /K
∗ is the projectivisation of the fibre F bv . For v ∈
Ŝ(b), the space PF bv is the complement to an arrangement of projective
hyperplanes in a
(
dimK
(
Jb(v)/Jb(v + 1)
)
− 1
)
-dimensional projective
space P
(
Jb(v)/Jb(v + 1)
)
.
Set the Laurent series
χg(PŜ(b)) :=
∑
v∈Zr
χg
(
PF bv
)
· tv.
On the other hand, we also have the extended generalised value ideal
Poincare´ series of a filtration {Jb(v)} defined by v(z) = (v1(z), . . . , vr(z)),
for z ∈ b:
P̂g(b, t,L, {vi}) :=
∫
PŜ(b)
tv(z)dχg
(we will use P̂g(b, t,L) instead of P̂g(b, t,L, {vi}) when the filtration is
clear from the context). Notice that if b = O, then P̂g(O, t,L) coincides
with the generalised semigroup Poincare´ series defined in [4, p. 507].
All projectivisations PF bv of the fibres F
b
v (i.e., all connected compo-
nents of PŜ(b)) are complements to arrangements of projective sub-
spaces in finite dimensional projective spaces. We define
L̂g(b, t,L) :=
∑
v∈Zr
[
P(Jb(v)/Jb(v + 1))
]
· tv.
(5.5) Proposition:
χg(PŜ(b)) = P̂g(b, t,L) =
L̂g(b, t,L) ·
∏r
i=1(ti − 1)
t1 · . . . · tr − 1
.
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Proof. Let w ∈ Zr and set LI := {(a1, . . . , ar) ∈ K
r | ai = 0 for i ∈ I}.
Then
χg(PF
b
v ) =χg
(
PJb(v)/Jb(v + 1)
)
− χg
(
r⋃
i=1
P
(
Jb(v)/Jb(v + 1) ∩ L{i}
))
=χg
(
PJb(v)/Jb(v + 1)
)
−
∑
I⊂I0
I 6=∅
(−1)♯I−1χg
(
P
(
Jb(v)/Jb(v + 1) ∩ LI
))
=
∑
I⊂I0
(−1)♯Iχg
(
P
(
Jb(v)/Jb(v + 1) ∩ LI
))
=
∑
I⊂I0
(−1)♯I
[
P
(
Jb(v)/Jb(v + 1) ∩ LI
)]
=
∑
I⊂I0
(−1)♯I
[
P
(
Jb(v + 1I)/J
b(v + 1)
)]
.
Therefore
(t1 · . . . · tr − 1)χg(PF
b
v ) =
∑
v∈Zr
∑
I⊂I0
(−1)♯I
[
P
(
Jb(v + 1I − 1)/J
b(v)
)]
· tv−
−
∑
v∈Zr
∑
I⊂I0
(−1)♯I
[
P
(
Jb(v + 1I)/J
b(v + 1)
)]
· tv
=
∑
v∈Zr
∑
I⊂I0
(−1)♯I
[
P
(
Jb(v + 1I − 1)/J
b(v + 1I)
)]
· tv. (∗)
The coefficient of tv in the polynomial∑
v∈Zr
[
P
(
Jb(v)/Jb(v + 1)
)]
· tv
 · r∏
i=1
(ti − 1)
is equal to ∑
I⊂I0
(−1)♯I
[
P
(
Jb(v − 1 + 1I)/J
b(v + 1I)
)]
,
and the latter formula coincides with (∗). 
(5.6) Remark: Since L − 1 is invertible in K0(νk)(L), the extended
generalised value ideal Poincare´ series can be rewritten as
P̂g(b, t,L) =
∏r
i=1(ti − 1)
t1 · . . . · tr − 1
·
∑
v∈Zr
L
cb(v) − 1
L− 1
· tv.
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We generalise this functional equation by using the following result:
(5.7) Proposition: For every v ∈ Zr, we have
cb
∗
(v) = d− cb(γb − v − 1).
Proof. By means of Proposition (4.16) we deduce the equality:
cb
∗
(v) = deg
(
Jb
∗
(v)
)
− deg
(
Jb
∗
(v + 1)
)
= dim
(
b/b : O
)
− v · d+ deg
(
Jb(γb − v)
)
− dim
(
b/b : O
)
− (v + 1) · d− deg
(
Jb(γb − v − 1)
)
= d− cb(γb − v − 1).

We want to describe functional equations for the series L̂g(b, t,L) and
the Poincare´ series P̂g(b, t,L).
(5.8) Theorem:
tγ
b−1L̂g(b, t
−1,L) = −Ld−1L̂g(b
∗, t,L−1).
tγ
b−1P̂g(b, t
−1,L) = (−1)rLd−1P̂g(b
∗, t,L−1).
Proof. By Remark (5.6) we have L̂g(b, t,L) =
∑
v∈Zr
L
c(v)−1
L−1
· tv. It
suffices to take L˜g(b, t,L) =
∑
v∈Zr
Lc(v)
L−1
· tv. By Proposition (5.7) it
holds cb
∗
(v) + cb(γ − v − 1) = d and we have
tγ
∗−1 · L˜g(b, t
−1,L) = Ld ·
∑
v∈Zr
L
−cb
∗
(v)
L− 1
· tv.
On the other hand, we have
L˜g(b
∗, t,L−1) =
∑
v∈Zr
L
−cb
∗
(v)
L−1 − 1
· tv
= −L ·
∑
v∈Zr
L
−cb
∗
(v)
L− 1
· tv.
Hence
−Ld−1 · L˜g(b
∗, t,L−1) = tγ
b−1 · L˜g(b, t
−1,L).
Taking now into account that
P̂g(b, t,L) =
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· L˜g(b, t,L),
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and the fact that
(−1)r−1 ·
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
=
(1− t1) · . . . · (1− tr)
1− t1 · . . . · tr
,
we get
P̂g(b, t
−1,L) =
(t−11 − 1) · . . . · (t
−1
r − 1)
t−11 · . . . · t
−1
r − 1
· L˜g(b, t
−1,L)
=
(1− t1) · . . . · (1− tr)
1− t1 · . . . · tr
· L˜g(b, t
−1,L)
= (−1)r−1 ·
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· L˜g(b, t
−1,L).
Since
P̂g(b
∗, t,L−1) =
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· L˜g(b
∗, t,L−1),
we have
tγ
∗−1 · P̂g(b, t
−1,L) = (−1)r−1 ·
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· tγ
∗−1 · L˜g(b, t
−1,L)
= (−1)r−1 ·
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· (−L)d−1 · L˜g(b
∗, t,L−1)
= (−1)r ·
(t1 − 1) · . . . · (tr − 1)
t1 · . . . · tr − 1
· Ld−1 · L˜g(b
∗, t,L−1)
= (−1)r · Ld−1 · P̂g(b
∗, t,L−1),
and we are done. 
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