We build upon probabilistic models for Boolean Matrix and Boolean Tensor factorisation that have recently been shown to solve these problems with unprecedented accuracy and to enable posterior inference to scale to Billions of observations [6, 5] . Here, we lift the restriction of a pre-specified number of latent dimensions by introducing an Indian Buffet Process prior over factor matrices. Not only does the full factor-conditional take a computationally convenient form due to the logical dependencies in the model, but also the posterior over the number of non-zero latent dimensions is remarkably simple. It amounts to counting the number false and true negative predictions, whereas positive predictions can be ignored. This constitutes a very transparent example of sampling-based posterior inference with an IBP prior and, importantly, lets us maintain extremely efficient inference. We discuss applications to simulated data, as well as to a real world data matrix with 6 Million entries.
Introduction
Boolean matrix factorisation decomposes binary data X = [x nd ] ∈ {0, 1} N ×D into a pair of lowrank, binary matrices Z = [z nl ] ∈ {0, 1} N ×L and U = [u dl ] ∈ {0, 1} D×L . The data generating process is based on the Boolean product between binary matrices, which can be expressed through logical operations:
This model provides a framework for learning from binary data, similar to binary factor analysis or a clustering with joint assignments, where each observation is assigned to a subset of L cluster centroids or codes. Here, one of the factor matrices represents a basis of binary codes, while the other contains indicator variables and provides a compact representation denoting the presence or absence of codes. A feature x nd takes a value of one if it equals one in any of the assigned codes. Note, that formally the designation of U and Z as codes or compact representation is arbitrary. They denote subsets of rows and subsets of columns, respectively, but their roles would simply interchange upon transposition of the data matrix. Recently, a probabilistic model for Boolean matrix factorisation has been introduced [6] , enabling sampling based posterior inference that scales to Billions of data points and outperforms previous approaches in finding accurate decompositions. In this workshop paper, we build upon this model and lift the restriction of a finite number of latent dimensions by specifying Indian Buffet Process (IBP) as prior over one of the factor matrices.
This approach has been studied in similar models [8, 3] . Nevertheless, our approach is methodologically interesting because the conditional distribution over the number of new latent dimensions takes an extremely simple, intuitive form as we show in Section 2. Moreover, this work is of practical interest because it scales Bayesian nonparametric inference to very large datasets as we demonstrate on a moderately sized example of single-cell gene expression data with 6 Millions data-points in Section 3. We conclude the introduction with a brief description of the finite probabilistic model for Boolean Matrix Factorisation.
Probabilistic Boolean Matrix Factorisation
Denoting binary data as {0, 1} greatly simplifies notation in the following but is an otherwise arbitrary choice. We add i.i.d. Bernoulli noise at the observation level to the model in eq. (1) to find a factorial likelihood of the form
The logistic sigmoid, σ(y) = 1/(1 + exp(−y)), leads to a convenient expression by virtue of its property, σ(−y) = 1 − σ(y) togehter with the mapping from {0, 1} to {−1, 1}, defined byx = 2x − 1. The noise is controlled by a global parameter λ ∈ R + . Due to the deterministic logical dependencies among the variables, the full conditional distribution for any entry of the factor matrices takes a simple form that lends itself to highly efficient computation:
In particular, terms inside the sum over d, are known to be zero if any of the following two conditions holds: (i) u ld = 0; (ii) ∃ l = l, where z nl = u ld = 1. Testing for these logical conditions can be implemented efficiently and in parallel. The noise parameter is updated after each sweep through the factors, setting it to its maximum likelihood estimate which is available in closed form, akin to a Monte Carlo EM algorithm [6, 5] .
Taking the Infinite Limit
We use the likelihood in eq. (2) and specify an IBP prior on one of the factor matrices,
The IBP is a prior over binary matrices, where the entries in each column follow a Bernoulli distribution with parameter µ l and where each µ l is drawn independently from a Beta-distribution. It results from integrating out the µ l and taking the limit as L → ∞, such that the distribution has support over an infinite number of latent dimensions. For the purpose of this paper, we omit further details and refer the interested reader to Griffiths and Ghahramani [2] . For the other factor, we use and independent Bernoulli prior,
In order to retain a greater degree of symmetry between U and Z, we could alternatively choose a finite Beta-Bernoulli prior over the independent columns of U . However, we refrain from doing so, because it would prohibit parallel inference for the rows of U as described in [6] .
The number of columns, L, is notionally infinite and, in practice, denotes the number of columns with at least a one. The infinitely many other columns do not affect the likelihood and therefore do not need to be represented explicitly. We define the number of ones per column as m l = N n=1 z nl . Similarly, m −n,l omits row n in the summation, denoting the number of times feature l has been applied to observations n = n. Next we describe the sampling procedure for Z, while samples from U are drawn as previously described [6] .
Updates for existing codes
If m −n,l > 0, we sample from the conditional as usual, but with the infinite Beta-Bernoulli prior, p(z nl =1|z n,−l ) = m −n,l N . In analogy to eq. (3), we find
The prior contribution couples the rows of Z, such that updates can not be computed in parallel.
Sampling new codes
In practice, we only need to represent columns with non-zero entries. However, we still need to sample from the remaining columns. Let L n denote the number of columns of Z that contain a 1 only in row n and change the notation such that let L denotes the number of remaining columns with non-zero entries. We can compute the probability of L n in order to sample the number of such columns. This corresponds to the number of new dishes ordered by customer n and is independent of the other rows of Z such that the conditional distribution is given by
The prior is Poisson( α N ), the likelihood factorises over d and can be computed by marginalising over the new columns of U ,
Note, that for positive predictions, that is for x nd , where ∃ l ≤ L :z nl u dl =1, the term in parentheses is independent of the entries in the new columns of U , i.e. in the product that runs from l=L+1 to l=L n . The intuition is, that the logical disjunction explaining these data-points already emits a one, independent of any additional arguments. Taking the logarithm of the factorial likelihood, we have a sum over the two different types of matrix entries, x nd : The positive predictions,P , and the negative predictions,N , defined as x nd , where l : z nl u dl = 1. Terms for the positive predictions are independent of L n and will cancel when normalising the probabilities for different values of L n . For the negative predictions we have two cases to consider: The Boolean disjunction emits a one, if any entry in the previously unused columns of U is one and emits a zero otherwise. There exists a single configuration for the latter case where all new entries are zero. We thus have
In the last step, we have subdivide the negative predictions into true negatives (TN), where x nd = 0 and false negatives (FN) where x nd = 1. Note, that we can pre-compute the terms in the square brackets. These precomputed quantities need only be updated for a new values of λ. Thus, sampling L n essentially amounts to counting the number of true positive and true negative predictions in the current configuration of the factors. With the Poisson prior in eq. (6) we can now compute the posterior probability for new values L . We truncate the distribution over L , by sampling only for L < 10. The sampling procedure is sketched in Algorithm 1.
Experiments

Synthetic Data
We generate synthetic data of size 200 × 500 with balanced density from a Boolean product of iid random matrices, varying the latent dimensionality from 2 to 10. Figures for these experiments are not shown. 200 samples are drawn, the first 100 discarded as burn-in. We investigate posterios mean and modes of the distribution of latent dimensions, indicating the ability to recover the true data-generating dimensionality. We find that the model reliably recovers the ground-truth number of latent dimensions. In most cases, the sampler locks onto a single posterior mode. We repeat these experiments adding noise with independent bit-flip probability to the data, where we find close-to perfect recovery for a noise level of 10% and a systematic overestimation of roughly 1 latent dimension for a noise level of 20%. The intuitive justification for this behavious is that the algorithms can not distinguish noise from true patterns at this noise level and thus introduced additional latent patterns.
Data from Single-Cell Gene Expression
We show results for a real-world dataset from single-cell RNA expression analysis, a revolutionary experimental technique that facilitates the measurement of gene expression on the level of a single cell [1] . The dataset, described in [4] consists of 301 cells of 9 known cell types. The number of sequencing reads per nucleotide is low such that we binarise data that now indicates the presence or absence of expression in approximately 21,000 genes with approximately 35% of the cell/gene pairs being expressed. The data matrix has around 6 Million entries but drawing 200 samples from the factor matrices takes 1-2 minutes on a laptop. This is based on a Python implementation with substantial scope for further optimisation. Figure 1 shows the inferred cell-specific factor matrix. Each of the 301 rows depicts the marginal posterior mean of the binary representation a single cell profile. Each column is a latent dimension corresponds to a subset of the 21,000 genes. We see that the representation has a strong specificity for cell-types while some latent properties are shared across different cells. The corresponding gene-sets are biologically plausible.
Conclusion and Future work
We have shown that the probabilistic model for Boolean Matrix Factorisation [6] can be efficiently extended using an IBP prior to infer a posterior distribution over the number of latent dimensions. Due to the logical structure of the posterior, computing full conditionals for Gibbs sampling is extremely fast. In particular, drawing samples from the distribution over additional latent dimensions amounts to counting the true negative and false negative predictions. The results is a flexible, nonparametric model for the analysis of binary data with outstanding scalability.
In future work we will extend this to data of arbitrary arity, as previously shown for the finite case [5] . Moreover we will explore a fully parallel GPU-based implementation using the stick-breaking construction [7] as previously proposed [9] .
