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Face Recognition Using Kernel
Principal Component Analysis
Kwang In Kim, Keechul Jung, and Hang Joon Kim
Abstract—A kernel principal component analysis (PCA) was re-
cently proposed as a nonlinear extension of a PCA. The basic idea is
to first map the input space into a feature space via nonlinear map-
ping and then compute the principal components in that feature
space. This letter adopts the kernel PCA as a mechanism for ex-
tracting facial features. Through adopting a polynomial kernel, the
principal components can be computed within the space spanned
by high-order correlations of input pixels making up a facial image,
thereby producing a good performance.
Index Terms—Eigenface, face recognition, kernel principal com-
ponent analysis, machine learning.
I. INTRODUCTION
APRINCIPAL component analysis (PCA) is a powerfultechnique for extracting a structure from potentially
high-dimensional data sets, which corresponds to extracting the
eigenvectors that are associated with the largest eigenvalues
from the input distribution. This eigenvector analysis has
already been widely used in face processing [1], [2]. A kernel
PCA, recently proposed as a nonlinear extension of a PCA
[3]–[5] computes the principal components in a high-dimen-
sional feature space , which is nonlinearly related to the input
space. A kernel PCA is based on the principle that since a PCA
in can be formulated in terms of the dot products in , this
same formulation can also be performed using kernel functions
(the dot product of two data in ) without explicitly working
in . A kernel PCA has already been shown to provide a better
performance than a linear PCA in several applications [3], [5].
This letter adopts a kernel PCA as a mechanism for extracting
facial information. Through the use of a polynomial kernel,
higher order correlations can be utilized between input pixels
in the analysis of facial images. This amounts to identifying
the principal components within the product space of the input
pixels making up a facial image. Based on these features, face
recognition can then be performed using linear support vector
machines (SVMs). Experimental results and comparisons with
other face recognition methods including linear PCA show the
effectiveness of the proposed method.
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II. FACE FEATURE EXTRACTION
The basic idea of kernel PCA is to first map the input data
into a feature space via a nonlinear mapping and then
perform a linear PCA in . Assuming that the mapped data are
centered, i.e., , where is the number of input
data (the centering method in can be found in [3] and [5]),
kernel PCA diagonalizes the estimate of the covariance matrix
of the mapped data , defined as
(1)
To do this, the eigenvalue equation must be solved
for eigenvalues and eigenvectors . As
, all solutions with
lie within the span of , i.e., the coefficients
exist such that
(2)
Then the following set of equations can be considered:
for all (3)
The substitution of (1) and (2) into (3) and the definition of an
matrix by pro-
duces an eigenvalue problem which can be expressed in terms
of the dot products of two mappings
Solve
for nonzero eigenvalues and eigenvectors
subject to the normalization condition
.
For the purpose of principal component extraction, the pro-
jections of are computed onto the eigenvectors in . Fig. 1
shows the architecture of a kernel PCA for face feature extrac-
tion, which involves three layers with entirely different roles.
The input layer is made up of source nodes that connect the
kernel PCA to its environment. Its activation comes from the
gray level values of the face image. The hidden layer applies a
nonlinear mapping from the input space to the feature space
, where the inner products are computed. These two operations
are in practice performed in one single step using the kernel .
The outputs are then linearly combined using weights re-
sulting in an th nonlinear principal component corresponding
to . Thereafter, the first principal components (assuming that
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Fig. 1. Face feature extraction architecture with kernel PCA.
the eigenvectors are sorted in a descending order of their eigen-
value size) constitute the -dimensional feature vector for a face
pattern.
By selecting the proper kernels, , various mappings, , can
be indirectly induced. One of these mappings can be achieved
by taking the -order correlations between the entries, , of
the input vector . Since represents a face pattern with as
a pixel value, a PCA in computes the th order correlations
of the input pixels, and more precisely the most important of
the th order cumulants. Note that these features cannot be ex-
tracted by simply computing all the correlations and performing
a PCA on such preprocessed data, since the required computa-
tion is prohibitive when is not small ( ): for -dimen-
sional input patterns, the dimensionality of the feature space
is . However, this is facilitated by the in-
troduction of a polynomial kernel, as a polynomial kernel with
degree corresponds to the dot product
of two monomial mappings, [3], [4]
III. FACE RECOGNITION
Linear SVMs are used as the face recognizer. SVM is a nat-
ural choice because of its robustness even in the absence of
a rich set of training examples. The success of SVMs in face
recognition [6] and other related problems [7], [8] provides us
with further motivation to rely on SVMs as the recognizer. Since
SVMs have originally been proposed for two-class classifica-
tion, their basic scheme is extended to multiclass face recogni-
tion by adopting one-per-class decomposition. This works by
constructing a SVM for each class that first separates that
class from all the other classes and then uses an expert to ar-
bitrate between each SVM output in order to produce the final
decision.
A max-selector is the simplest form of arbitrator. If
denotes the output of a system of one-per-
class SVMs, the max-selector picks class for the input ,
which then maximizes as defined by
However, a max-selector suffers from a scaling problem, be-
cause it assumes that all the s are on the same scale, which
is not the case for SVMs. If the SVM is trained to produce out-
puts for the SVs as 1, the scale is not robust as it only de-
pends on a few data, often including outliers [9]. In a max-se-
lector, the output class is determined by choosing the maximum
of all the SVM outputs. However, the outputs of the remaining
SVMs, other than the winner, also carry certain information.
Moreover, the mean of can vary significantly according to
the class of input [9]. This knowledge can be used to improve
the overall recognition performance. In [9], a stacking tech-
nique based on linear mapping was applied for normalizing
. While this technique shows significant improvements over
the bare one-per-class decomposition, preliminary experiments
have indicated that a linear normalization is often insufficient for
face recognition as the relation among s becomes nonlinear. In
this letter, after uniformly scaling by applying a tangent hy-
perbolic function , a nonlinear mapping :
is used to aggregate the answers of all the SVMs
into a score for each class. Thus, the arbitrator can be defined by
A two-layer neural network, composed of a hidden layer
of size three with a tangent hyperbolic activation function, is
adopted for mapping . The network is designed to minimize
the mean square error between and the desired output
, and trained using a backpropa-
gation algorithm.
The recognition is then performed by extracting a facial
feature vector using a kernel PCA and classifying it using the
SVMs.
IV. EXPERIMENTAL RESULTS
To assess the proposed method, experiments were performed
using the ORL (Olivetti Research Laboratory) database.
This database includes ten different images of 40 distinct
subjects. For some of the subjects, the images were taken at
different times, plus there are variations in facial expression
(open/closed eyes, smiling/nonsmiling) and facial details
(glasses/no glasses).
The original face images were all sized 92 112 with a
256-level gray scale. The gray scale was linearly normalized to
lie within [ 1, 1]. The experiments were performed with five
training images and five test images per person for a total of
200 training images and 200 test images. There was no overlap
between the training and test sets. Since the recognition perfor-
mance is affected by the selection of the training images, the re-
ported results were obtained by training 20 recognizers with dif-
ferent training examples (random selection of five images from
ten per subject, out of a total of selections) and
selecting the average error over all the results.
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Fig. 2. Experimental results with different polynomial degrees d and number
of eigenvectors q: (a) average error rates and (b) standard deviation.
The tuned parameters included the polynomial degree and
number of eigenvalues as follows: and
. Fig. 2 shows the results:
(a) average error rates and (b) standard deviation of error rates.
A tendency of smaller error rates for the higher and was
observed, while a saturation point was reached when
and . The best performance of 2.5% error rate was ob-
tained when (marked with a white bar), which
clearly outperformed the linear PCA (equivalent to a first-degree
polynomial kernel PCA: 4.1% error rate). Table I shows a sum-
mary of the performance of various systems for which results
using the ORL database are available [6], [10]–[12]. The pro-
posed method produced better results and a significant reduc-
tion in the error rate (16.7%) compared with the performances
of the best existing system-linear SVMs [6]. The 2.5% error rate
reported for the proposed method was an average of 20 simula-
TABLE I
PERFORMANCES OF VARIOUS SYSTEMS
tions, however, the individual simulations had given error rates
as low as 1.5%.
V. CONCLUSION
A kernel PCA-based face feature extraction method was pre-
sented, whereby the use of a polynomial kernel enables the prin-
cipal components to be computed within the product space of
the input pixels making up a facial pattern. Using SVMs as the
recognizer, experimental results with the ORL database confirm
the effectiveness of the proposed method.
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