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VALIDITY OF PRANDTL LAYER THEORY FOR STEADY
MAGNETOHYDRODYNAMICS OVER A MOVING PLATE WITH
NONSHEAR OUTER IDEAL MHD FLOWS
SHIJIN DING, ZHIJUN JI∗, AND ZHILIN LIN
Abstract. In this paper, we validate the boundary layer theory for 2D steady
viscous incompressible magnetohydrodynamics (MHD) equations in a domain
{(X, Y ) ∈ [0, L]×R+} under the assumption of a moving boundary at {Y = 0}.
The validity of the boundary layer expansion and the convergence rates are
established in Sobolev sense. We extend the results for the case with the shear
outer ideal MHD flows [3] to the case of the nonshear flows.
1. Introduction
1.1. Formulation of the problem. This paper is concerned with the following
steady viscous incompressible magnetohydrodynamics system in Ω := [0, L] × R+
with moving boundary conditions on velocity field and the perfect conducting
boundary conditions on magnetic field at {Y = 0}:


(U∂X + V ∂Y )U − (H∂X +G∂Y )H + ∂XP = νε(∂XX + ∂Y Y )U,
(U∂X + V ∂Y )V − (H∂X +G∂Y )G+ ∂Y P = νε(∂XX + ∂Y Y )V,
(U∂X + V ∂Y )H − (H∂X +G∂Y )U = κε(∂XX + ∂Y Y )H,
(U∂X + V ∂Y )G− (H∂X +G∂Y )V = κε(∂XX + ∂Y Y )G,
∂XU + ∂Y V = 0, ∂XH + ∂YG = 0,
(U, V, ∂YH,G)|Y=0 = (ub, 0, 0, 0),
(1.1)
where (U, V ) and (H,G) are velocity and magnetic field respectively, and the given
constant ub > 0 stands for the moving speed of the plate. Here we assume that
the viscosity and resistivity coefficients have the same order of a small parameter
ε > 0.
It is interesting to study the asymptotic behavior of solutions to (1.1) as ε→ 0.
In the present paper, we suppose that the outer ideal MHD flows are prescribed by
(u0e, v
0
e , h
0
e, g
0
e , p
0
e)(X,Y ),
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which satisfy the following ideal MHD system with non-penetration boundary con-
ditions for both velocity and magnetic field at Y = 0 and Y → +∞:

(u0e∂X + v
0
e∂Y )u
0
e − (h0e∂X + g0e∂Y )h0e + ∂Xp0e = 0,
(u0e∂X + v
0
e∂Y )v
0
e − (h0e∂X + g0e∂Y )g0e + ∂Y p0e = 0,
(u0e∂X + v
0
e∂Y )h
0
e − (h0e∂X + g0e∂Y )u0e = 0,
(u0e∂X + v
0
e∂Y )g
0
e − (h0e∂X + g0e∂Y )v0e = 0,
∂Xu
0
e + ∂Y v
0
e = 0, ∂Xh
0
e + ∂Y g
0
e = 0,
(v0e , g
0
e)|Y=0 = (v0e , g0e)|Y→+∞ = 0.
(1.2)
Obviously, there is a mismatch in the tangential velocity and magnetic field be-
tween the viscous MHD flows (U, ∂YH)(X, 0) = (ub, 0) and the ideal MHD flows
(u0e, h
0
e)(X, 0) = (u
0
e, h
0
e) on the boundary {Y = 0}, which contradicts to the con-
vergence in the vanishing viscosity and resistivity limit process. Following the idea
of Prandtl [28], to correct the mismatch, the boundary layer corrector functions
should be introduced in a thin layer with width of
√
ε near {Y = 0}. For the
boundary layer functions, we will work with the scaling boundary layer variable
(x, y) as follows:
x = X, y =
Y√
ε
.
And we introduce the scaled unknowns
(Uε, V ε, Hε, Gε, P ε)(x, y) = (U,
V√
ε
,H,
G√
ε
, P )(X,Y ), (1.3)
which satisfy the divergence-free conditions as well. With the boundary layer scaled
variables, the problem (1.1) can be rewritten as

(Uε∂x + V
ε∂y)U
ε − (Hε∂x +Gε∂y)Hε + ∂xP ε = νε∂xxUε + ν∂yyUε,
(Uε∂x + V
ε∂y)V
ε − (Hε∂x +Gε∂y)Gε + ∂yP
ε
ε = νε∂xxV
ε + ν∂yyV
ε,
(Uε∂x + V
ε∂y)H
ε − (Hε∂x +Gε∂y)Uε = κε∂xxHε + κ∂yyHε,
(Uε∂x + V
ε∂y)G
ε − (Hε∂x +Gε∂y)V ε = κε∂xxGε + κ∂yyGε,
∂xU
ε + ∂yV
ε = 0, ∂xH
ε + ∂yG
ε = 0,
(Uε, V ε, ∂yH
ε, Gε)|y=0 = (ub, 0, 0, 0).
(1.4)
The key point in this paper is to construct the approximate solutions to (1.4)
and derive the convergence rates in Sobolev space. To this end, we introduce the
following asymptotic expansions:
(Uε, V ε, Hε, Gε, P ε) = (uapp, vapp, happ, gapp, papp) + ε
1
2
+γ(uε, vε, hε, gε, pε), (1.5)
for some constant γ > 0, where (uapp, vapp, happ, gapp, papp) and (u
ε, vε, hε, gε, pε)
are the approximate solutions and the error solutions to the exact solutions of
problem (1.4), respectively. The approximate solutions are defined by

uapp = u
0
e(x,
√
εy) + u0p(x, y) +
√
ε[u1e(x,
√
εy) + u1p(x, y)],
vapp =
v0e√
ε
(x,
√
εy) + v0p(x, y) + v
1
e(x,
√
εy) +
√
εv1p(x, y),
happ = h
0
e(x,
√
εy) + h0p(x, y) +
√
ε[h1e(x,
√
εy) + h1p(x, y)],
gapp =
g0e√
ε
(x,
√
εy) + g0p(x, y) + g
1
e(x,
√
εy) +
√
εg1p(x, y),
papp = p
0
e(x,
√
εy) + p0p(x, y) +
√
ε[p1e(x,
√
εy) + p1p(x, y)] + εp
2
p(x, y).
(1.6)
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Here we note that the ideal MHD profiles (uie, v
i
e, h
i
e, g
i
e, p
i
e) are functions of Euler-
ian variables (x,
√
εy), while the boundary layer profiles (uip, v
i
p, h
i
p, g
i
p, p
i
p) are of
boundary layer scaled variables (x, y). Then we can calculate the error equations
for the remainder terms (uε, vε, hε, gε, pε)(see (3.2) in Section 3) by subtracting the
following approximations:

R1app = (uapp∂x + vapp∂y)uapp − (happ∂x + gapp∂y)happ + ∂xpapp − ν∆εuapp,
R2app = (uapp∂x + vapp∂y)vapp − (happ∂x + gapp∂y)gapp + ∂ypappε − ν∆εvapp,
R3app = (uapp∂x + vapp∂y)happ − (happ∂x + gapp∂y)uapp − κ∆εhapp,
R4app = (uapp∂x + vapp∂y)gapp − (happ∂x + gapp∂y)vapp − κ∆εgapp,
(1.7)
where ∆ε = ε∂
2
x + ∂
2
y . In addition, we denote ∆ = ∂
2
X + ∂
2
Y for later use.
To construct the approximate solutions of problem (1.4), we would first discuss
the boundary conditions of each profile.
(i) Concerning the leading-order profiles, the boundary conditions for the pre-
scribed outer ideal MHD flows (u0e, v
0
e , h
0
e, g
0
e)(x, Y ) are given by (1.2)6 and
u0e(x, 0) := u
0
e(x), h
0
e(x, 0) := h
0
e(x).
Since the boundary layer profile (u0p, v
0
p, h
0
p, g
0
p)(x, y) is introduced to correct the
mismatch between the viscous MHD flows and the ideal MHD flows on the bound-
ary {Y = 0}, we impose the following boundary conditions by matching the corre-
sponding order of ε in the approximate solutions in (1.6):
u0e + u
0
p(x, 0) = ub, ∂yh
0
p(x, 0) = 0, (v
0
p, g
0
p)(x, 0) = −(v1e , g1e)(x, 0).
And the tangential components vanish at the infinity
lim
y→∞
u0p(x, y) = limy→∞
h0p(x, y) = 0.
In addition, when taking x-variable as “time”-variable, (u0p, v
0
p, h
0
p, g
0
p) enjoy a par-
abolic type system, so the boundary value on {x = 0} taken as the “initial data”
is required as well, we give
(u0p, h
0
p)(0, y) = (u
0
p,0, h
0
p,0)(y).
(ii) With regard to the first-order ideal MHD flows (u1e, v
1
e , h
1
e, g
1
e), we turn to
study the equations for stream functions (Φ,Ψ), which are defined by ∇⊥Φ =
(u1e, v
1
e) and ∇⊥Ψ = (h1e, g1e). Thanks to the analysis in Subsection 2.4, the two
stream functions enjoy an equality (2.39), then we only need to discuss the elliptic
equation (2.44) for the stream function Φ. Therefore, it is necessary for us to impose
the boundary conditions at {x = 0, L} that
Φ(0, Y ) = Φ0(Y ), Φ(L, Y ) = ΦL(Y ),
and the boundary condition at {Y = 0} is given by
Φ|Y=0 = 1 +
∫ x
0
v0p(s, 0)ds.
Note that the condition at {Y = 0} is equivalent to Φx(x, 0) = −v1e(x, 0) = v0p(x, 0),
where the general constant has been selected to 1, without loss of generality. The
data Φ0(Y ) and ΦL(Y ) are taken to be sufficiently smooth and decay exponen-
tially fast at infinity, and we assume the compatibility conditions Φ0(0) = 1 and
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ΦL(0) = 1 +
∫ L
0
v0p(s, 0)ds. Moreover, the boundary values are supposed to satisfy
the compatibility conditions stated in Definition 2.1.
(iii) Since the first-order boundary profile (u1p, v
1
p, h
1
p, g
1
p) satisfies a linear para-
bolic type system (2.66), we impose the following boundary conditions
(u1p, ∂yh
1
p)(x, 0) = −(u1e, ∂Y h0e)(x), (v1p, g1p)(x, 0) = (0, 0),
and
lim
y→∞
u1p(x, y) = limy→∞
h1p(x, y) = 0, (u
1
p, h
1
p)(0, y) = (u
1
p,0, h
1
p,0)(y).
To keep the boundary condition ∂yhapp(x, y)|y=0 = 0 for the approximate solutions,
we will introduce a boundary corrector to cancel the boundary value of ∂Y h
1
e(x, Y )
on {Y = 0} in Subsection 2.5. Moreover, it is noted that a cut-off function will be
also introduced to localize (v1p, g
1
p) in Subsection 2.5, since the vertical components
(v1p, g
1
p) are constructed by (u
1
p, h
1
p) through the divergence free conditions, which
possibly leads to limy→∞(v1p, g
1
p) 6= 0.
(iv) For the final profile (uε, vε, hε, gε), the boundary conditions are given by{
(uε, vε, ∂yh
ε, gε)|y=0 = (0, 0, 0, 0), (uε, vε, hε, gε)|x=0 = (0, 0, 0, 0),
pε − 2νε∂xuε|x=L = 0, ∂yuε + νε∂xvǫ|x=L = 0, (hε, ∂xgε)|x=L = (0, 0).
Furthermore, we remark that the above boundary functions are assumed to be
smooth and exponentially decay to zero at infinity.
1.2. Review about some known works. Let us briefly review some well known
results for the Prandtl layer theory and some related works. It should be noted that
the known results are concluded in some special framework of analytic functions
[22, 29, 30, 32] and then relaxed to Gevrey class [5, 6, 19]. However, in the time
dependent case, the validity for the Prandtl layer theory in Sobolev space still re-
mains open. It is very natural and interesting to consider the problem in the steady
case. This type of results was initiated by Guo and Nguyen [10], in which the local
in x validity for the Prandtl layer theory was established for the case of the outside
shear Euler flows (u0e(Y ), 0) in the domain [0, L] × R+ for small constant L > 0.
Similar results was extended to the rotating disk [11], the bounded domain [13, 18]
and the case with outside nonshear Euler flows [12]. The global in x expansion
for the case that the Euler flow is (1, 0) was verified by Iyer in a series of works
[14, 15, 16]. However, all these results are obtained with the moving boundary
condition, and then this moving boundary assumption was removed by Guo and
Iyer [9] through taking the self-similar Blasius profile as the zero-order boundary
layer corrector functions. Gao and Zhang [8] removed the moving boundary condi-
tion and the small condition of L simultaneously for the case of shear Euler flows
by estimating stream functions for the remainders. Very recently, S. Iyer and N.
Masmoudi [17] verified Prandtl boundary layer theory globally in the x-variable for
a large class of boundary layers, including the entire one parameter family of the
classical Blasius profiles, with sharp decay rates.
Considering the Prandtl layer theory in magnetohydrodynamics is very interest-
ing and challenging. As mentioned in the famous literature by Oleinik et al. [25]
(page 500-503),
“15. For the equations of the magnetohydrodynamic boundary layer, all problems
of the above type are still open,”
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the boundary layer theory in MHD has been an important topic for long time. Due
to the coupling magnetic field with velocity field, the analysis for the boundary layer
in MHD is more difficult than that in Navier-Stokes flows. To study the problem,
it is very natural to find the stabilizing effect of the magnetic filed. With this idea,
there are some works on the boundary layer theory of the MHD equations. On
one hand, for unsteady flows, Liu, Xie and Yang established the well-posedness
theory of boundary layer equations [20] and the convergence theory for boundary
layer expansion [21] with the assumption of nondegenerate tangential magnetic
field instead of monotonicity condition on the velocity filed. On the other hand,
for steady MHD flows, the MHD equations without magnetic diffusion was studied
by Wang and Ma [31], in which global existence and non-existence theory of the
boundary layer system were obtained for different ratios of the magnetic field and
the velocity field. Very recently, Ding, Lin and Xie [3] verified the Prandtl boundary
layer ansatz of the steady MHD flows with a moving boundary on the domain
[0, L]× R+ for the case with outer shear ideal MHD flows (U0(Y ), 0, H0(Y ), 0).
1.3. Main result. To state our main results, we define the following X − Norm
which will be used to control our remaider solutions:
‖uε, vε, hε, gε‖X := ‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖L2 + ‖vεy, gεy,
√
ε(vεx, g
ε
x)‖L2
+ ‖{uεyy, hεyy,
√
ε(uεxy, h
ε
xy), ε(u
ε
xx, h
ε
xx)} · y‖L2
+ ‖uε, vε, hε, gε‖B + ε
γ
2 ‖uε, hε,√ε(vε, gε)‖L∞ , (1.8)
where the boundary term is defined by
‖uε, vε, hε, gε‖B := ‖{uεy,
√
ε(uεx, h
ε
x)} · y‖L2(x=L) + ‖
√
ε(uεx, h
ε
x)‖L2(x=L). (1.9)
Now we can state our main result:
Theorem 1.1. Let ub > 0 be a constant tangential velocity of the viscous MHD
flows on the boundary {Y = 0}, and the given positive non-shear ideal MHD flows
[u0e, v
0
e , h
0
e, g
0
e , p
0
e](X,Y ) satisfy the following hypotheses
0 < c0 ≤ h0e ≪ u0e ≤ C0 <∞, (1.10)∥∥∥∥v0eY
∥∥∥∥
L∞
≪ 1, (1.11)
‖Y k∇m(v0e , g0e)‖L∞ <∞ for sufficiently large k,m ≥ 0, (1.12)
‖Y k∇m(u0e, h0e)‖L∞ <∞ for sufficiently large k ≥ 0,m ≥ 1, (1.13)
‖〈Y 〉∂Y (u0e, h0e)‖L∞ < δ0 for suitable small δ0 > 0. (1.14)
In addition, let m ≥ 5 be an integer, the outer ideal MHD flows are assumed to
enjoy
M0 :=
m+2∑
i=0
‖(u0e, h
0
e, p
0
e)(x)‖Hm+2−i(0,L) < +∞. (1.15)
Moreover, for some positive constants ϑ0, η0 and small σ0, suppose that

u0e + u
0
p(0, y) > h
0
e + h
0
p(0, y) ≥ ϑ0,
|u0e(0, Y ) + u0p(0, y)| ≫ |h0e(0, Y ) + h0p(0, y)| ≥ η0,
|〈y〉l+1∂y(u0p, h0p)(0, y)| ≤ 12σ0,
|〈y〉l+1∂2y(u0p, h0p)(0, y)| ≤ 12ϑ−10 .
(1.16)
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Then, there exist the remainder solutions [uε, vε, hε, gε] in the space X satisfying
‖uε, vε, hε, gε‖X . 1, (1.17)
in [0, L] × [0,+∞), where the positive number L is sufficiently small relative to
universal constant.
Corollary 1.1. Under the hypothesis stated in Theorem 1.1 with the profile (u0p, h
0
p)
constructed in Section 2, it holds that
‖(U − u0e − u0p, H − h0e − h0p)‖L∞ + ‖(V − v0e , G− g0e)‖L∞ .
√
ε. (1.18)
Remark 1.1. The ideal MHD flows [u0e, v
0
e , h
0
e, g
0
e , p
0
e] which satisfy the assumptions
of (1.10)-(1.15) do exist. See Appendix A for details.
Remark 1.2. In our arguments, the conditions in (1.16) play important role in the
analysis for constructing the boundary layer profiles and the remainder profiles. See
Section 2.1, Section 2.4, Section 3 and Appendix B for more details. The readers
can refer to the paper [3] in pages 5-6 as well. It will be discussed whether the
conditions are essential or not in our forthcoming work.
1.4. Main ideas and the sketch of the proof. In this paper, we are going to
justify the boundary layer expansion for the steady MHD equations with regard to
outer non-shear ideal flows, which is different from the shear case in [3]. Therefore,
it is necessary to compare the key points in our analysis with [3]. In particular, the
main ideas and some key observations are explained as follows:
(i) The main difficulty of constructing the leading-order boundary correctors
(u0p, v
0
p, h
0
p, g
0
p) is the loss of x-derivatives, which is the same as the case of non-
stationary boundary layer equations. To overcome this obstacle, we apply a modi-
fied energy method inspired by the work from Liu, Yang and Xie [20], see also [3]
for the steady version. Under the essential assumption that the tangential mag-
netic field has a lower positive bound, the cancelation is applied to avoid the loss
of regularity by using the stream function of the magnetic fields. See Subsection
2.1 and Appendix B for more details.
(ii) As we will see in Subsection 2.3, first-order ideal MHD profile (u1e, v
1
e , h
1
e, g
1
e)
enjoy system (2.24). To establish the estimates, the key point is to use the positivity
of the second-order operator −∂yy + usyyus (see [10] in pages 8-9 for details). The
well-posedness and the estimates for system can not be deduced directly by the
standard theory because of the coupling effects of velocity and magnetic fields.
However, due to the non shear structure of the ideal MHD flows, one can not reduce
this coupling system to a simple decoupling system by using the method introduced
in [3]. Therefore, it is very necessary to find a new relationship to decouple the
unknowns. To this end, it is convenient to introduce the stream functions Φ,Ψ for
the velocity and magnetic fields, respectively.
The first key observation is that the equations for the magnetic fields in the
first-order ideal MHD system can be rewritten as
∇x,Y (v0eh1e + h0ev1e − u0eg1e − u1eg0e) = 0,
which implies that
v0eh
1
e + h
0
ev
1
e − u0eg1e − u1eg0e ≡ constant =: b.
Let Y →∞, we have
b = 0,
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where we have used the behavior of (v0e , g
0
e , v
1
e , g
1
e) → (0, 0, 0, 0) at Y → ∞. Or
equivalently, in the formulation of the stream functions:
(u0e∂x + v
0
e∂Y )Ψ = (h
0
e∂x + g
0
e∂Y )Φ. (1.19)
The other key observation is deduced from the third equation in system (1.2) for
the ideal MHD flows (u0e, v
0
e , h
0
e, g
0
e):
v0eh
0
e − g0eu0e = 0,
which implies that
h0e = k(x, Y )u
0
e, g
0
e = k(x, Y )v
0
e , (1.20)
for some known k(x, Y ). It is noted that 0 < k < 1 uniform in (x, Y ) by using the
assumption (1.10) stated in our main theorem.
Combing the above two observations, it gives
(u0e∂x + v
0
e∂Y )Ψ = (u
0
e∂x + v
0
e∂Y )kΦ,
in which we have used the following equality by virtue of the divergence-free con-
ditions for velocity field and magnetic field:
(u0e∂x + v
0
e∂Y )k(x, Y ) = ∂xh
0
e + ∂Y g
0
e − k(x, Y )(∂xu0e + ∂Y v0e) = 0.
Therefore, we obtain a linear first-order partial differential equation read as
(∂x +
v0e
u0e
∂Y )f = 0,
in which we denote f := Ψ − kΦ. Define the characteristic curve of the above
problem as the following ordinary differential equation
dY
dx
=
v0e
u0e
(x, Y )
with data f0 := f(0, Y ) = Ψ0−k0Φ0. According to characteristic method and local
well-posedness theory of ODE, we get
Ψ = kΦ + F (u0e, v
0
e , f0), (1.21)
in which F is a function determined by the data u0e, v
0
e , f0. And hence, the last
equality (1.21) gives the relationship between two stream functions.
Using the above equality (1.21) together with the first observation (1.19), we can
deduce the following elliptic equation (2.44) for Φ,
−∆Φ = F(Φ), (1.22)
with the source term
F(Φ) =− k∆k
1− k2 · Φ−
2k∇k
1− k2 · ∇Φ−
k
1− k2∆F
+
1
1− k2
∫ x
0
H(Φ(s, Y ))ds+
1
1− k2G0(Φ0(Y )),
where the definition of H(Φ) and the data G0(Φ0(Y )) will be given in Subsection
2.3.
Let us give the sketch of contraction mapping principle to determine Φ via (1.22)
with suitable boundary conditions. Indeed, for any Φ˜, by the standard theory of
elliptic system, there exists a unique solution to the following equation
−∆Φ = F(Φ˜),
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which produces a solution mapping T(Φ˜) = Φ. Recall the following facts about
the source term: k is small in L∞ sense, the integral term is also small for uniform
suitably small L > 0, then one can verify the contraction of the mapping T : Φ˜ 7→ Φ
for Φ˜,Φ ∈ X := {Φ|‖Y nΦ‖Hm < C(n,m)}, provided that k, L are suitably small,
which gives the fixed point T(Φ) = Φ, and thus produces the solution to the original
problem (1.22). With this, the magnetic fields can be determined by the formula
(1.20). Refer to Subsection 2.3 for the details.
(iii) The first-order boundary layer profile (u1p, v
1
p, h
1
p, g
1
p) satisfy a linear parabolic
system with nonlocal terms v1p∂yu
0
p−g1p∂yh0p and v1p∂yh0p−g1p∂yu0p. Since the second
equation of the system of (u1p, v
1
p, h
1
p, g
1
p) can be rewritten to a total differential form,
it is possible for us to deduce a equation for the stream function of the magnetic field,
which inspires us to introduce the new functions to cancel the nonlocal terms. The
proof of this part is similar to that of the zero-order boundary layer (u0p, v
0
p, h
0
p, g
0
p)
with a modified energy method. See Subsection 2.4 for details.
(iv) To figure out the nonlinear problem of the remainder profile (uε, vε, hε, gε),
the key point lies in establishing the estimates for the linearized problem. Com-
pared with the case of the shear flows in [3], there is a leading order effect of the
non-shear flows resulted from the presence of nonzero v0e , g
0
e of scaling O( 1√ε ). It
arouses us to focus on the terms vs∂y(u
ε, vε, hε, gε) and gs∂y(u
ε, vε, hε, gε) from the
linear elements defined by (3.8) in the positivity estimate process (see Lemma 3.2).
Precisely, take gs∂yh
ε as an example, we rewrite the term as follows:
gs∂yh
ε =
g0e√
εy
· y∂yhε + (gs − g
0
e√
ε
) · ∂yhε,
the first term in the right-hand side will produce a y-weighted term ‖hεy ·y‖L2 . This
new term can be made small by
∥∥∥ g0eY ∥∥∥L∞ through using the following estimate∥∥∥∥g0eY
∥∥∥∥
L∞
.
∥∥∥∥v0eY
∥∥∥∥
L∞
∥∥∥∥h0eu0e
∥∥∥∥
L∞
≪ 1,
where the equation
v0eh
0
e − g0eu0e = 0
derived from (1.2) is used.
To handle the leading order effect, inspired by the paper [12], we introduce a
new y-weighted estimate to control the terms ‖uεy · y‖L2 and ‖hεy · y‖L2 which are
generated from the positivity estimate. In our approach, the multipliers
∂yu
εy2(1−x)
us
and
∂yh
εy2(1−x)
us
will be tested in the equations. With the factor 1 − x, one can
integrate by parts with the respect of ∂x to obtain the desired y-weighted terms.
In addition, the factor 1us is taken to relax the smallness condition imposed on the
approximate solution hs.
The rest of the paper is arranged as follows. In Section 2, we construct the
approximate solutions by obtaining the weighted estimates of each profile step by
step, in which the rigorous proof of the zero-order profile (u0p, v
0
p, h
0
p, g
0
p) is postponed
to Appendix B. In Section 3, the existence and the estimates for the remainder
profile (uε, vε, hε, gε) in X −Norm will be achieved.
Notation.
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For reader’s convenience, we introduce some weighted Sobolev spaces. For any
number l ∈ R, denote by L2l the weighted Lebesgue space:
L2l :=
{
f(x, y)
∣∣ f(x, ·) : R+ → R, ‖f‖L2
l
:= (
∫ ∞
0
〈y〉2l|f |2dy) 12 < +∞
}
,
where 〈y〉 =
√
1 + y2. For any integers m,β, k with β + k = m, and Dα := ∂βx∂
k
y ,
define the weighted Sobolev space Hml by
Hml :=
{
f(x, y)
∣∣ f(x, ·) : R+ → R, ‖f‖Hm
l
:= (
∫ ∞
0
〈y〉2(l+k)|Dαf |2dy) 12 < +∞
}
.
For simplicity, we denote L2(Ω) and L2(0,+∞) by L2 and L2y. The integral form∫
Ω fdxdy and
∫∞
0 fdy will be simplified to
∫∫
f and
∫∞
0 f , respectively. Also, for
simplicity, we denote the trace of a function f on {Y = 0} as f¯ , i.e., f¯ := f(x, 0).
In addition, the usual notations will be adopted unless extra statement.
2. The approximate solutions
2.1. Zero-order boundary layer. In this subsection, we will construct the zeroth-
order boundary layer (u0p, v
0
p, h
0
p, g
0
p, p
0
p) and build the well-posedness theory.
Plugging the expansion (1.6) into equations (1.7), then the leading order terms
in (1.7)1,3,4 read as
Ru,0 =(u0e + u
0
p)∂x(u
0
e + u
0
p) + (v
0
p + v
1
e)∂y(u
0
e + u
0
p) + v
0
e∂y(u
1
e + u
1
p) + v
0
e∂Y u
0
e
− (h0e + h0p)∂x(h0e + h0p)− (g0p + g1e)∂y(h0e + h0p)− g0e∂y(h1e + h1p)− g0e∂Y h0e
+ ∂x(p
0
e + p
0
p)− ν∂2y(u0e + u0p) +
1√
ε
(v0e∂yu
0
p − g0e∂yh0p),
Rh,0 =(u0e + u
0
p)∂x(h
0
e + h
0
p) + (v
0
p + v
1
e)∂y(h
0
e + h
0
p) + v
0
e∂y(h
1
e + h
1
p) + v
0
e∂Y h
0
e
− (h0e + h0p)∂x(u0e + u0p)− (g0p + g1e)∂y(u0e + u0p)− g0e∂y(u1e + u1p)− g0e∂Y u0e
− κ∂2y(h0e + h0p) +
1√
ε
(v0e∂yh
0
p − g0e∂yu0p),
Rg,0 =
1√
ε
[u0pg
0
ex + v
0
eg
0
py − h0pv0ex − g0ev0py] + v0e(g1eY + g1py)− g0e(v1eY + v1py) + v1pg0ey
+ (u0e + u
0
p)∂x(g
0
p + g
1
e) + (v
0
p + v
1
e)∂y(g
0
p + g
1
e) + (v
0
p + v
1
e)g
0
eY + (u
1
e + u
1
p)g
0
ex
− g1pv0ey − (h0e + h0p)∂x(v0p + v1e)− (g0p + g1e)∂y(v0p + v1e)− (g0p + g1e)v0eY
− (h1e + h1p)v0ex − κ∂2y(g0p + g1e).
It should be noted that the ideal MHD profiles (uie, v
i
e, h
i
e, g
i
e, p
i
e) are always evalu-
ated at (x, Y ), while the boundary layer profiles (uip, v
i
p, h
i
p, g
i
p, p
i
p) are at (x, y). So
we rewrite the following terms in Ru,0, Rh,0 as
(v0p + v
1
e)∂yu
0
e =
√
ε(v0p + v
1
e)∂Y u
0
e, v
0
e∂yu
1
e =
√
εv0e∂Y u
1
e,
(g0p + g
1
e)∂yh
0
e =
√
ε(g0p + g
1
e)∂Y h
0
e, g
0
e∂yh
1
e =
√
εg0e∂Y h
1
e,
(v0p + v
1
e)∂yh
0
e =
√
ε(v0p + v
1
e)∂Y h
0
e, v
0
e∂yh
1
e =
√
εv0e∂Y h
1
e,
(g0p + g
1
e)∂yu
0
e =
√
ε(g0p + g
1
e)∂Y u
0
e, g
0
e∂yu
1
e =
√
εg0e∂Y u
1
e,
−ν∂2yu0e = −νε∂2Y u0e, −κ∂2yh0e = −κε∂2Y h0e,
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which will be put into the next order in ε. In addition, the following terms in Ru,0
and Rh,0 shall be carefully treated respectively
u0e∂xu
0
p + v
1
e∂yu
0
p + u
0
p∂xu
0
e − h0e∂xh0p − g1e∂yh0p − h0p∂xh0e
=u0e∂xu
0
p + v
1
e∂yu
0
p + u
0
pu
0
ex +
√
εy(u0eY ∂xu
0
p + v
1
eY ∂yu
0
p) + u
0
p(u
0
ex − u0ex)
− h0e∂xh0p − g1e∂yh0p − h0ph0ex −
√
εy(h0eY ∂xh
0
p + g
1
eY ∂yh
0
p)− h0p(h0ex − h0ex) + E1,
u0e∂xh
0
p + v
1
e∂yh
0
p + u
0
p∂xh
0
e − h0e∂xu0p − g1e∂yu0p − h0p∂xu0e
=u0e∂xh
0
p + v
1
e∂yh
0
p + u
0
ph
0
ex +
√
εy(u0eY ∂xh
0
p + v
1
eY ∂yh
0
p) + u
0
p(h
0
ex − h0ex)
− h0e∂xu0p − g1e∂yu0p − h0pu0ex −
√
εy(h0eY ∂xu
0
p + g
1
eY ∂yu
0
p)− h0p(u0ex − u0ex) + E3,
the same for the following terms in Rg,0
u0e∂xg
0
p + v
1
e∂yg
0
p + u
0
p∂xg
1
e − h0e∂xv0p − g1e∂yv0p − h0p∂xv1e
+
1√
ε
[u0pg
0
ex + v
0
eg
0
py − h0pv0ex − g0ev0py]
=u0e∂xg
0
p + v
1
e∂yg
0
p +
√
εy(u0eY ∂xg
0
p + v
1
eY ∂yg
0
p) + u
0
pg
1
ex
− h0e∂xv0p − g1e∂yv0p −
√
εy(h0eY ∂xv
0
p + g
1
eY ∂yv
0
p)− h0pv1ex
+ yu0p∂xg
0
eY + yg
0
pyv
0
eY − yh0p∂xv0eY − yv0pyg0eY + E4,
where


E1 = ε∂xu
0
p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ετ)dτdθ + ε∂yu
0
p
∫ y
0
∫ θ
y
∂2Y v
1
e(
√
ετ)dτdθ
−ε∂xh0p
∫ y
0
∫ θ
y ∂
2
Y h
0
e(
√
ετ)dτdθ − ε∂yh0p
∫ y
0
∫ θ
y ∂
2
Y g
1
e(
√
ετ)dτdθ,
E3 = ε∂xh
0
p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ετ)dτdθ + ε∂yh
0
p
∫ y
0
∫ θ
y
∂2Y v
1
e(
√
ετ)dτdθ
−ε∂xu0p
∫ y
0
∫ θ
y ∂
2
Y h
0
e(
√
ετ)dτdθ − ε∂yu0p
∫ y
0
∫ θ
y ∂
2
Y g
1
e(
√
ετ)dτdθ,
E4 = ε∂xg
0
p
∫ y
0
∫ θ
y ∂
2
Y u
0
e(
√
ετ)dτdθ + ε∂yg
0
p
∫ y
0
∫ θ
y ∂
2
Y v
1
e(
√
ετ)dτdθ
−ε∂xv0p
∫ y
0
∫ θ
y
∂2Y h
0
e(
√
ετ)dτdθ − ε∂yv0p
∫ y
0
∫ θ
y
∂2Y g
1
e(
√
ετ)dτdθ
+
√
εu0p
∫ y
0
∫ θ
0 ∂x∂
2
Y g
0
e(
√
ετ)dτdθ +
√
εg0py
∫ y
0
∫ θ
0 ∂
2
Y v
0
e(
√
ετ)dτdθ
−√εh0p
∫ y
0
∫ θ
0
∂x∂
2
Y v
0
e(
√
ετ)dτdθ −√εv0py
∫ y
0
∫ θ
0
∂2Y g
0
e(
√
ετ)dτdθ
+
√
εu0p
∫ y
0 ∂Y g
1
ex(
√
ετ)dτ −√εh0p
∫ y
0 ∂Y v
1
ex(
√
ετ)dτ.
(2.1)
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Therefore, we obtain an nonlinear MHD boundary layer system for the leading
order terms (u0p, v
0
p, h
0
p, g
0
p, p
0
p)

[(u0e + u
0
p)∂x + (v
0
p + v
1
e + yv
0
eY )∂y]u
0
p + u
0
pu
0
ex
−[(h0e + h0p)∂x + (g0p + g1e + yg0eY )∂y ]h0p − h0ph0ex + ∂xp0p = ν∂2yu0p,
[(u0e + u
0
p)∂x + (v
0
p + v
1
e + yv
0
eY )∂y]h
0
p + u
0
ph
0
ex
−[(h0e + h0p)∂x + (g0p + g1e + yg0eY )∂y ]u0p − h0pu0ex = κ∂2yh0p,
[(u0e + u
0
p)∂x + (v
0
p + v
1
e + yv
0
eY )∂y](g
0
p + g
1
e + yg
0
eY )
−[(h0e + h0p)∂x + (g0p + g1e + yg0eY )∂y ](v0p + v1e + yv0eY ) = κ∂2yg0p,
p0py = 0,
∂xu
0
p + ∂yv
0
p = ∂xh
0
p + ∂yg
0
p = 0,
(v0p, g
0
p)(x, y) =
∫ +∞
y
∂x(u
0
p, h
0
p)(x, z)dz,
(v1e , g
1
e) = −(v0p, g0p)(x, 0) = −
∫∞
0 ∂x(u
0
p, h
0
p)(x, z)dz,
(u0p, ∂yh
0
p)(x, 0) = (ub − u0e, 0), (u0p, h0p)(0, y) = (u0p,0, h0p,0)(y).
(2.2)
The fourth equlity of (2.2) implies that the leading order of boundary layers for
pressure p0p(x, y) should be matched to the outflow pressure on {y = 0}, that is
p0p(x, y) = p
0
e(x). Next, we will study system (2.2) but ignore the third equation,
since the third equation is equivalent to the second equation, by using Bernoulli’s
law, divergence-free conditions and the boundary condition (2.2)7.
Then, Ru,0, Rh,0 are reduced to

Ru,0 =
√
ε(v0p + v
1
e)∂Y u
0
e +
√
εv0e∂Y u
1
e −
√
ε(g0p + g
1
e)∂Y h
0
e −
√
εg0e∂Y h
1
e
+
√
εy(u0eY u
0
px + v
1
eY u
0
py)−
√
εy(h0eY h
0
px + g
1
eY h
0
py)− νε∂2Y u0e + E1
+v0eu
1
py − g0eh1py − yv0eY u0py + yg0eY h0py + u0p(u0ex − u0ex)− h0p(h0ex − h0ex)
+ 1√
ε
(v0e∂yu
0
p − g0e∂yh0p),
Rh,0 =
√
ε(v0p + v
1
e)∂Y h
0
e +
√
εv0e∂Y h
1
e −
√
ε(g0p + g
1
e)∂Y u
0
e −
√
εg0e∂Y u
1
e
+
√
εy(u0eY h
0
px + v
1
eY h
0
py)−
√
εy(h0eY u
0
px + g
1
eY u
0
py)− κε∂2Y h0e + E3
+v0eh
1
py − g0eu1py − yv0eY h0py + yg0eY u0py + u0p(h0ex − h0ex)− h0p(u0ex − u0ex)
+ 1√
ε
(v0e∂yh
0
p − g0e∂yu0p),
(2.3)
which would be put into next order in ε. And Rg,0 can be simplified to
Rg,0 =E4 +
√
εy(u0eY ∂xg
0
p + v
1
eY ∂yg
0
p)−
√
εy(h0eY ∂xv
0
p + g
1
eY ∂yv
0
p)
+ (u1p∂x − v1py)(
√
εyg0eY + ε
∫ y
0
∫ θ
0
∂2Y g
0
e(
√
ετ)dτdθ)
− (h1p∂x − g1py)(
√
εyv0eY + ε
∫ y
0
∫ θ
0
∂2Y v
0
e(
√
ετ)dτdθ) (2.4)
+
√
εv0p
∫ y
0
∂2Y g
0
e(
√
ετ)dτ −√εg0p
∫ y
0
∂2Y v
0
e(
√
ετ)dτ
+
√
ε[(v0p + v
1
e)g
1
eY − (g0p + g1e)v1eY + v1pg0eY − g1pv0eY ]− κε∂2Y g1e ,
where we have used the following two facts, one is
u0eg
0
eY − h0ev0eY = 0
12 SHIJIN DING, ZHIJUN JI, AND ZHILIN LIN
from (1.2)4, the other is
u0eg
1
ex + v
1
eg
0
eY − h0ev1ex − g1ev0eY = 0
from (2.24)4.
At present, to solve the nonlinear boundary layer system (2.2), we introduce an
auxiliary function φ(y) ∈ C∞(R+) to homogenize the boundary on y = 0,∞, that
is
φ(y) =
{
y, y ≥ 2R0,
0, 0 ≤ y ≤ R0,
for some constant R0 > 0, and define the new unknowns as follows

u = u0p + u
0
e − ub − (u0e − ub)φ′(y),
v = v1e + v
0
p + u
0
ex(φ(y) − y) = (v1e + v0p + yv0eY ) + u0exφ(y),
h = h0p + h
0
e − h
0
eφ
′(y),
g = g1e + g
0
p + h
0
ex(φ(y)− y) = (g1e + g0p + yg0eY ) + h0exφ(y).
(2.5)
Then, it is easy to see that the new unknowns (u, v, h, g) satisfy the following
boundary conditions and divergence-free conditions

(u, h)|x=0 = (u0p,0 + (u0e − ub)(1 − φ′), h0p,0 + h
0
e − h
0
eφ
′) , (u0, h0)(y),
(u, v, ∂yh, g)|y=0 = (0, 0, 0, 0),
(u, h)→ (0, 0), as y →∞,
∂xu+ ∂yv = ∂xh+ ∂yg = 0.
(2.6)
Moreover, we rewrite the system (2.2) for (u0p, v
0
p, h
0
p, g
0
p) by the new unknowns
(u, v, h, g) as

[{u+ ub + (u0e − ub)φ′}∂x + (v − u0exφ)∂y ]u+ uu0exφ′ + v(u0e − ub)φ′′
−[(h+ h0eφ′)∂x + (g − h0exφ)∂y]h− hh0exφ′ − gh
0
eφ
′′ − ν∂2yu = r1,
[{u+ ub + (u0e − ub)φ′}∂x + (v − u0exφ)∂y ]h+ uh0exφ′ + vh
0
eφ
′′ − κ∂2yh
−[(h+ h0eφ′)∂x + (g − h0exφ)∂y]u− hu0exφ′ − g(u0e − ub)φ′′ = r2,
(2.7)
where r1, r2 are defined by{
r1 = p0ex[(φ
′)2 − φφ′′ − 2] + ubu0ex[(φ′)2 − φ′ − φφ′′] + ν(u0e − ub)φ(3),
r2 = ubh0ex[(φ
′)2 − φ′ + φφ′′] + κh0eφ(3),
(2.8)
in which we have used the Bernoulli’s law in the calculation of (2.8).
By the construction of φ(y), it is easy to get that
r1(x, y) = −p0ex(x), r2(x, y) ≡ 0, y ≥ 2R0,
r1(x, y) = −2p0ex(x), r2(x, y) ≡ 0, 0 ≤ y ≤ R0. (2.9)
Then for any real number λ ≥ 0, and |α| ≤ m, we have
‖〈y〉λ(Dαr1, Dαr2)‖L2(Ω)
≤ C(ub) + C
∑
γ≤|α|+1
‖Dγ(u0e, h
0
e, p
0
e)(x)‖L2(R) ≤ C(ub) + CM0. (2.10)
In addition, there holds that
‖(u, h)‖Hm
l
−CM0 −C(ub) ≤ ‖(u0p, h0p)‖Hml ≤ ‖(u, h)‖Hml +CM0 +C(ub), (2.11)
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and similarly, for the initial data, it gives
‖(u0, h0)‖Hm
l
−CM0−C(ub) ≤ ‖(u0p,0, h0p,0)(y)‖Hml ≤ ‖(u0, h0)‖Hml +CM0+C(ub).
(2.12)
Now, we state the well-posedness result for (u, v, h, g) as follows.
Proposition 2.1. Let m ≥ 5 be an integer, and l ≥ 0 a real number. Assume that
the outer ideal MHD flows u0e, h
0
e are smooth and positive, ∂Y u
0
e, ∂Y h
0
e and their
derivatives decay exponentially fast to zero at infinity. Furthermore, suppose that
there exist some positive constants ϑ0, η0 and suitable small σ0 > 0 satisfying
u0e + u
0
p(0, y) > h
0
e + h
0
p(0, y) ≥ ϑ0,
|u0e(0, Y ) + u0p(0, y)| ≫ |h0e(0, Y ) + h0p(0, y)| ≥ η0,
|〈y〉l+1∂y(u0p, h0p)(0, y)| ≤
1
2
σ0,
|〈y〉l+1∂2y(u0p, h0p)(0, y)| ≤
1
2
ϑ−10 .
(2.13)
Then, there exist smooth solutions (u, v, h, g) to problem (2.6)-(2.7) in [0, L1] ×
[0,∞) with small L1 > 0, such that
sup
0≤x≤L1
‖〈y〉lDα(u, h)‖L2y + ‖〈y〉l∂yDα(u, h)‖L2(0,L1;L2(0,∞)) ≤ C. (2.14)
Moreover, for any (x, y) ∈ [0, L1]× [0,∞), it holds that
u0e + u
0
p(x, y) > h
0
e + h
0
p(x, y) ≥
1
2
ϑ0 > 0,
|u0e(x, Y ) + u0p(x, y)| ≫ |h0e(x, Y ) + h0p(x, y)| ≥
1
2
η0 > 0,
|〈y〉l+1∂y(u0p, h0p)(x, y)| ≤ σ0,
|〈y〉l+1∂2y(u0p, h0p)(x, y)| ≤ ϑ−10 .
(2.15)
Remark 2.1. It should be pointed out that the condition (2.13)2 is not necessary
for the well-posedness of the approximate solutions, which will be applied to control
the remainder profile in Section 3. Actually, the condition (2.13)2 implies that
|u0e(0, Y ) + u0p(0, y)| − |h0e(0, Y ) + h0p(0, y)| ≥ σ,
for a positive constant σ ≫ 0. So we can deduce that
|u0e(x, Y ) + u0p(x, y)| − |h0e(x, Y ) + h0p(x, y)|
≥|u0e(0, Y ) + u0p(0, y)| −
∫ x
0
|∂xu0e(x, Y ) + ∂xu0p(x, y)|
− |h0e(0, Y ) + h0p(0, y)| −
∫ x
0
|∂xu0e(x, Y ) + ∂xh0p(x, y)|
≥σ − L‖(∂xu0e(x, Y ) + ∂xu0p(x, y), ∂xh0e(x, Y ) + ∂xh0p(x, y))‖L∞ ,
and hence, for sufficiently small L, we have |u0e(x, Y ) + u0p(x, y)| ≫ |h0e(x, Y ) +
h0p(x, y)| as stated in (2.15)2, which will be frequently used in Section 3.
Thanks to the definition in (2.5), the boundedness of (2.11) and (2.12), the
proposition for the zero-order boundary layer corrector (u0p, v
0
p, h
0
p, g
0
p) follows.
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Proposition 2.2. Under the assumptions of Proposition 2.1, there exists a small
constant L1 > 0, such that problem (2.2) admits local-in-x classical solutions (u
0
p, v
0
p, h
0
p, g
0
p)
in [0, L1]× [0,∞) satisfying
sup
0≤x≤L1
‖〈y〉lDα(u0p, v0p, h0p, g0p)‖L2y ≤ C, with |α| ≤ m. (2.16)
The proof of Proposition 2.1 will be completed in three steps, which is left
to Appendix B. First, we will derive the weighted estimates for Dα(u, h) with
|α| ≤ m, Dα = ∂βx∂ky , β ≤ m− 1. Second, we shall obtain the weighted estimates
for ∂βx (u, h) with β = m, in other words, m-th order tangential derivative. And the
final step is devoted to closing the energy estimates.
2.2. ε
1
2 -order correctors. This subsection is devoted to deducing the systems for
ε
1
2 -order correctors and the formulation of pressure p2p. First, collecting all terms
with a factor
√
ε, together with
√
ε-order terms from Ru,0, Rh,0, we have


Ru,1 = [(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y](u
1
e + u
1
p) + [(u
1
e + u
1
p)∂x + v
1
p∂y](u
0
e + u
0
p)
+∂x(p
1
e + p
1
p)− ν∂2y(u1e + u1p) + (yu0px + v0p + v1e)u0eY + yv1eY u0py + v0eu1eY
−[(h0e + h0p)∂x + (g0p + g1e)∂y](h1e + h1p)− [(h1e + h1p)∂x + g1p∂y](h0e + h0p)
−(yh0px + g0p + g1e)h0eY − yg1eY h0py − g0eh1eY + 1√ε (v0e∂yu1p − g0e∂yh1p),
Rh,1 = [(u0e + u
0
p)∂x + (v
0
p + v
1
e)∂y](h
1
e + h
1
p) + [(u
1
e + u
1
p)∂x + v
1
p∂y](h
0
e + h
0
p)
−κ∂2y(h1e + h1p) + (v0p + v1e)h0eY + yu0eY h0px + yv1eY h0py + v0eh1eY
−[(h0e + h0p)∂x + (g0p + g1e)∂y](u1e + u1p)− [(h1e + h1p)∂x + g1p∂y](u0e + u0p)
−(g0p + g1e)u0eY − yh0eY u0px − yg1eY u0py − g0eu1eY + 1√ε (v0e∂yh1p − g0e∂yu1p).
(2.17)
We stress that the terms for the ideal flows with scaling Y =
√
εy will be kept when
it is hit by the partial derivative ∂y, more specifically,
∂2yu
1
e = ε∂
2
Y u
1
e, ∂
2
yh
1
e = ε∂
2
Y h
1
e,
(v0p + v
1
e)∂yu
1
e =
√
ε(v0p + v
1
e)u
1
eY ,
−(g0p + g1e)∂yh1e = −
√
ε(g0p + g
1
e)h
1
eY ,
v1pu
0
ey − g1ph0ey =
√
ε(v1pu
0
eY − g1ph0eY ),
v1ph
0
ey − g1pu0ey =
√
ε(v1ph
0
eY − g1pu0eY ).
The leading interior terms (u1e, v
1
e , h
1
e, g
1
e , p
1
e) are taken to satisfy


u0eu
1
ex + v
0
eu
1
eY + u
1
eu
0
ex + v
1
eu
0
eY + p
1
ex
−h0eh1ex − g0eh1eY − h1eh0ex − g1eh0eY = 0,
u0eh
1
ex + v
0
eh
1
eY + u
1
eh
0
ex + v
1
eh
0
eY
−h0eu1ex − g0eu1eY − h1eu0ex − g1eu0eY = 0.
(2.18)
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And the boundary-layer terms (u1p, v
1
p, h
1
p, g
1
p, p
1
p) are described by the following
system, 

u0u1px + v
0u1py + u
1
p∂xu
0 + v1p∂yu
0 + p1px − ν∂2yu1p
−h0h1px − g0h1py − h1p∂xh0 − g1p∂yh0
= −[u0pu1ex + u1eu0px + (yu0px + v0p)u0eY + yv1eY u0py
−h0ph1ex − h1eh0px − (yh0px + g0p)h0eY − yg1eY h0py]
+ 1√
ε
[(
v0e√
ε
− yv0eY )u0py + (u0ex − u0ex)u0p]
− 1√
ε
[(
g0e√
ε
− yg0eY )h0py + (h0ex − h0ex)h0p] := F 1p ,
u0h1px + v
0h1py + u
1
p∂xh
0 + v1p∂yh
0 − κ∂2yh1p
−h0u1px − g0u1py − h1p∂xu0 − g1p∂yu0
= −[u0ph1ex + u1eh0px + v0ph0eY + yh0pxu0eY + yv1eY h0py
−h0pu1ex − h1eu0px − g0pu0eY − yu0pxh0eY − yg1eY u0py]
+ 1√
ε
[(
v0e√
ε
− yv0eY )h0py + (h0ex − h0ex)u0p]
− 1√
ε
[(
g0e√
ε
− yg0eY )u0py + (u0ex − u0ex)h0p] := F 2p ,
p1py = 0,
(2.19)
where {
u0 := u0e + u
0
p, v
0 := yv0eY + v
1
e + v
0
p,
h0 := h
0
e + h
0
p, g
0 := yg0eY + g
1
e + g
0
p.
After constructing the above profiles, the errors are reduced to

Ru,0 = E1 − νε∂2Y u0e,
Rh,0 = E3 − κε∂2Y h0e,
Ru,1 =
√
ε[(v0p + v
1
e)∂Y u
1
e − (g0p + g1e)∂Y h1e]− νε∂2Y u1e + (u0e − u0e)u1px
+(v1e − v1e)u1py + u1p(u0ex − u0ex) +
√
εv1pu
0
eY − (h0e − h
0
e)h
1
px
−(g1e − g1e)h1py − h1p(h0ex − h0ex)−
√
εg1ph
0
eY + u
0
p(u
1
ex − u1ex)
+(u1e − u1e)u0px + (yu0px + v0p)(u0eY − u0eY ) + y(v1eY − v1eY )u0py
−h0p(h1ex − h1ex)− (h1e − h
1
e)h
0
px − (yh0px + g0p)(h0eY − h0eY )
−y(g1eY − g1eY )h0py + ( v
0
e√
ε
− yv0eY )u1py − ( g
0
e√
ε
− yg0eY )h1py,
Rh,1 =
√
ε[(v0p + v
1
e)∂Y h
1
e − (g0p + g1e)∂Y u1e]− κε∂2Y h1e + (u0e − u0e)h1px
+(v1e − v1e)h1py + u1p(h0ex − h0ex) +
√
εv1ph
0
eY − (h0e − h
0
e)u
1
px
−(g1e − g1e)u1py − h1p(u0ex − u0ex)−
√
εg1pu
0
eY + u
0
p(h
1
ex − h1ex)
+(u1e − u1e)h0px + v0p(h0eY − h0eY ) + yh0px(u0eY − u0eY ) + y(v1eY − v1eY )h0py
−h0p(u1ex − u1ex)− (h1e − h
1
e)u
0
px − g0p(u0eY − u0eY )− y(h0eY − h0eY )u0px
−y(g1eY − g1eY )u0py + ( v
0
e√
ε
− yv0eY )h1py − ( g
0
e√
ε
− yg0eY )u1py.
(2.20)
Now we continue to consider the normal components of (1.7). To begin with,
the O( 1√
ε
)-order of (1.7)2 consists of
Rv,−1 = u0pv
0
ex + v
0
ev
0
py − h0pg0ex − g0eg0py.
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Then, the next O(1)-order of (1.7)2 is composed of
Rv,0 = (u0e + u
0
p)∂x(v
0
p + v
1
e) + (v
0
p + v
1
e)∂y(v
0
p + v
1
e) + v
0
e(v
1
eY + v
1
py) + (v
0
p + v
1
e)v
0
eY
+ (u1e + u
1
p)v
0
ex + v
1
pv
0
ey − (h0e + h0p)∂x(g0p + g1e)− (g0p + g1e)∂y(g0p + g1e)− g1pg0ey
− g0e(g1eY + g1py)− (g0p + g1e)g0eY − (h1e + h1p)g0ex + p1eY + p2py − ν∂2y(v0p + v1e).
Here we note that (v1p, g
1
p) will be determined by the construction of (u
1
p, h
1
p) and the
divergence-free conditions. Taking the interior profile (u1e, v
1
e , h
1
e, g
1
e , p
1
e) to enjoy{
u0ev
1
ex + v
0
ev
1
eY + u
1
ev
0
ex + v
1
ev
0
eY + p
1
eY − h0eg1ex − g0eg1eY − h1eg0ex − g1eg0eY = 0,
u0eg
1
ex + v
0
eg
1
eY + u
1
eg
0
ex + v
1
eg
0
eY − h0ev1ex − g0ev1eY − h1ev0ex − g1ev0eY = 0.
(2.21)
Finally, the second-order boundary layer pressure p2p is taken to be of the follow-
ing form
p2p(x, y) =
∫ ∞
y
[
1√
ε
{u0pv0ex + v0ev0py − h0pg0ex − g0eg0py}+ (u0e + u0p)v0px + (v0p + v1e)v0py
+ u0pv
1
ex + u
1
pv
0
ex + v
0
ev
1
py + v
0
pv
0
eY − (h0e + h0p)g0px − (g0p + g1e)g0py − h0pg1ex
− h1pg0ex − g0eg1py − g0pg0eY − ν∂2yv0p
]
(x, θ)dθ, (2.22)
so the error term Rv,0 in this order is reduced to
Rv,0 =
√
ε[(v0p + v
1
e)v
1
eY − (g0p + g1e)g1eY + v1pv0eY − g1pg0eY ]− νε∂2Y v1e . (2.23)
Consequently, the combination of (2.18),(2.21) with the divergence-free condi-
tions constitutes the profile equations for the ideal MHD corrector (u1e, v
1
e , h
1
e, g
1
e , p
1
e),
while the system (2.19) together with the divergence-free conditions for the MHD
boundary layers (u1p, v
1
p, h
1
p, g
1
p, p
1
p).
2.3. The ideal MHD correctors. Based on the above analysis, to construct the
ideal MHD corrector, one should solve the following system for (u1e, v
1
e , h
1
e, g
1
e , p
1
e)

u0eu
1
ex + v
0
eu
1
eY + u
1
eu
0
ex + v
1
eu
0
eY + p
1
ex − h0eh1ex − g0eh1eY − h1eh0ex − g1eh0eY = 0,
u0ev
1
ex + v
0
ev
1
eY + u
1
ev
0
ex + v
1
ev
0
eY + p
1
eY − h0eg1ex − g0eg1eY − h1eg0ex − g1eg0eY = 0,
u0eh
1
ex + v
0
eh
1
eY + u
1
eh
0
ex + v
1
eh
0
eY − h0eu1ex − g0eu1eY − h1eu0ex − g1eu0eY = 0,
u0eg
1
ex + v
0
eg
1
eY + u
1
eg
0
ex + v
1
eg
0
eY − h0ev1ex − g0ev1eY − h1ev0ex − g1ev0eY = 0,
u1ex + v
1
eY = h
1
ex + g
1
eY = 0,
(2.24)
with the boundary conditions{
(v1e , g
1
e)(x, 0) = −(v0p, g0p)(x, 0),
(v1e , g
1
e)→ (0, 0), as Y →∞.
(2.25)
On the one hand, using the first two equations of (2.24) and the divergence-free
conditions, we can derive the equations for the vorticity form
(u0e∂x + v
0
e∂Y )ω1 + (u
1
e∂x + v
1
e∂Y )(∂Y u
0
e − ∂xv0e)
− (h0e∂x + g0e∂Y )ω2 − (h1e∂x + g1e∂Y )(∂Y h0e − ∂xg0e) = 0, (2.26)
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where
ω1 = ∂Y u
1
e − ∂xv1e , ω2 = ∂Y h1e − ∂xg1e .
Furthermore, by virtue of the divergence-free conditions, there exist stream func-
tions Φ,Ψ for velocity and magnetic field, respectively, such that{
∇⊥Φ = (∂Y Φ,−∂xΦ) := (u1e, v1e),
∇⊥Ψ = (∂YΨ,−∂xΨ) := (h1e, g1e).
(2.27)
And note that
(ω1, ω2) = (∆Φ,∆Ψ),
the equation (2.26) is equivalent to the following equation:
(u0e∂x + v
0
e∂Y )∆Φ− (h0e∂x + g0e∂Y )∆Ψ
= −(u1e∂x + v1e∂Y )(∂Y u0e − ∂xv0e) + (h1e∂x + g1e∂Y )(∂Y h0e − ∂xg0e). (2.28)
On the other hand, we can rewrite the third and fourth equation of (2.24) as
∂Y (v
0
eh
1
e + h
0
ev
1
e − u0eg1e − u1eg0e) = 0,
∂x(v
0
eh
1
e + h
0
ev
1
e − u0eg1e − u1eg0e) = 0,
in which we have used the divergence-free conditions. So there exists constant b,
such that
v0eh
1
e − u0eg1e = g0eu1e − h0ev1e + b, (2.29)
or equivalently,
(u0e∂x + v
0
e∂Y )Ψ = (h
0
e∂x + g
0
e∂Y )Φ + b. (2.30)
Let Y →∞ in (2.29), we have
b = 0,
where we have used the fact that (v0e , g
0
e , v
1
e , g
1
e)→ (0, 0, 0, 0) as Y →∞. Therefore,
we get
v0eh
1
e − u0eg1e = g0eu1e − h0ev1e , (2.31)
or equivalently, in the formulation of the stream functions:
(u0e∂x + v
0
e∂Y )Ψ = (h
0
e∂x + g
0
e∂Y )Φ. (2.32)
Performing a similar calculation as we did for the equation (2.32), we can deduce
from the third and the fourth equation in system (1.2) for the ideal MHD flows
(u0e, v
0
e , h
0
e, g
0
e) that
v0eh
0
e − g0eu0e = 0, (2.33)
where the zero boundary conditions (v0e , g
0
e)→ (0, 0) as Y →∞ have been applied.
It implies that there exists a function k(x, Y ) satisfying
h0e = k(x, Y )u
0
e, g
0
e = k(x, Y )v
0
e . (2.34)
In addition, we have 0 < k < 1, by virtue of the assumption (1.10) stated in the
main theorem of this paper.
Putting (2.34) into (2.32), we obtain that
(u0e∂x + v
0
e∂Y )Ψ = k(u
0
e∂x + v
0
e∂Y )Φ. (2.35)
Moreover, using the divergence-free conditions of velocity field and magnetic field,
it gives
(u0e∂x + v
0
e∂Y )k(x, Y ) = ∂xh
0
e + ∂Y g
0
e − k(∂xu0e + ∂Y v0e) = 0. (2.36)
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Therefore, adding the identity (2.36) into the right hand side of equation (2.35),
we can deduce a linear first-order partial differential equation read as
(∂x +
v0e
u0e
∂Y )f = 0, (2.37)
in which we denote f := Ψ − kΦ. Define the characteristic curve of (2.37) as the
following ordinary differential equation
dY
dx
=
v0e
u0e
(x, Y ), (2.38)
then the equation (2.37) becomes
df
dx
= 0,
with given data f0 := f(0, Y ) = Ψ0 − k0Φ0. According to characteristic method
and local well-posedness theory of ODE, we get
Ψ = kΦ + F (u0e, v
0
e , f0), (2.39)
in which F is a function determined by the data u0e, v
0
e , f0. The equality (2.39)
gives the relationship between two stream functions, and thus the following high
order terms of Ψ can be expressed by Φ as
∂xΨ = ∂xk · Φ+ k∂xΦ+ ∂xF,
∂YΨ = ∂Y k · Φ+ k∂Y Φ+ ∂Y F,
∆Ψ = k∆Φ+Φ∆k + 2∇k · ∇Φ+∆F.
(2.40)
Hence, plugging (2.40) into second-order vorticity equation (2.28) with definition
(2.27), using the identity (2.36) and the positivity of u0e, we can conclude that the
stream function Φ enjoys the following equation
(∂x +
v0e
u0e
∂Y )G(Φ) = H(Φ), (2.41)
where G(Φ) and H(Φ) are defined by
G(Φ) := −(1− k2)∆Φ + k∆k · Φ+ 2k∇k · ∇Φ+ k∆F,
and
H(Φ) := − 1
u0e
[
(∂Y k · Φ+ k∂Y Φ + ∂Y F )∂x(∂Y h0e − ∂xg0e)
− (∂xk · Φ + k∂xΦ+ ∂xF )∂Y (∂Y h0e − ∂xg0e)
− (∂Y Φ∂x − ∂xΦ∂Y )(∂Y u0e − ∂xv0e)
]
.
Define the characteristic curve of (2.41) the same as (2.38), then the equation (2.41)
becomes
dG(Φ)
dx
= H(Φ).
And thus, with given data G(Φ)|x=0 = G0(Φ0(Y )), the problem in consideration
turns to the following equation
G(Φ(x, Y )) =
∫ x
0
H(Φ(s, Y ))ds +G0(Φ0(Y )), (2.42)
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with the given boundary conditions:{
Φ|Y=0 = 1 +
∫ x
0 v
0
p(s, 0)ds,
Φ(0, Y ) = Φ0(Y ), Φ(L, Y ) = ΦL(Y ).
(2.43)
We take the data Φ0(Y ) and ΦL(Y ) to be sufficiently smooth and decay exponen-
tially fast at infinity. In addition, we assume the compatibility conditions Φ0(0) = 1
and ΦL(0) = 1 +
∫ L
0
v0p(s, 0)ds. Note that the first condition in (2.43) is equivalent
to Φx(x, 0) = −v1e(x, 0) = v0p(x, 0), where the general constant have been selected
to 1, without loss of generality. To solve the problem (2.42)-(2.43), we suppose that
the data are in the well-prepared sense defined as follow (see also [12]).
Definition 2.1 (Well-prepared boundary data). We call the boundary data are
well-prepared up to order two, if the boundary value of ΦY Y (x, Y ) satisfying
ΦY Y (x, 0) =− Φxx(x, 0) + 1
1− k2(x, 0)(k∆k · Φ+ 2k∇k · ∇Φ+ k∆F )(x, 0)
− 1
1− k2(x, 0)
{∫ x
0
H(Φ(s, 0))ds+G0(Φ0(0))
}
,
with the following compatibility conditions
ΦY Y (x, 0)|x=0 = ∂Y Y Φ0(0), ΦY Y (x, 0)|x=L = ∂Y Y ΦL(0).
Repeating the above procedure, we achieve the generalization to order k.
Rewrite (2.42) as follows,
−∆Φ =F(Φ), (2.44)
with the source term
F(Φ) :=− k∆k
1− k2 · Φ−
2k∇k
1− k2 · ∇Φ−
k
1− k2∆F
+
1
1− k2
∫ x
0
H(Φ(s, Y ))ds+
1
1− k2G0(Φ0(Y )).
Recall the facts that
0 < ‖k‖L∞ << 1,
‖∇mk‖L2 ≤ C for arbitrary m.
(2.45)
We can apply the contraction mapping principle to determine Φ. Indeed, for any
Φ˜, by the standard theory of elliptic system, there exists a unique solution to the
following equation
−∆Φ = F(Φ˜),
which produces a solution mapping T : Φ˜ 7→ Φ for Φ˜,Φ ∈ X := {Φ|‖Y nΦ‖Hm <
C(n,m)}. The contraction of the mapping follows from the smallness of k and
L > 0. This gives the fixed point T(Φ) = Φ, which is the solution to the original
problem (2.44). Moreover, the magnetic fields can be also determined.
With the sketch, our attentions will be paid on the estimates for Φ. To begin
with, let us introduce a function BΦ defined by
BΦ(x, Y ) =(1− x
L
)
Φ0(Y )
Φ(0, 0)
(1 +
∫ x
0
v0p(s, 0)ds) +
x
L
ΦL(Y )
Φ(L, 0)
(1 +
∫ x
0
v0p(s, 0)ds)
=(1− x
L
)Φ0(Y )(1 +
∫ x
0
v0p(s, 0)ds) +
x
L
ΦL(Y )
Φ(L, 0)
(1 +
∫ x
0
v0p(s, 0)ds)
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=Φ0(Y )(1 +
∫ x
0
v0p(s, 0)ds) +
x
L
(
ΦL(Y )
Φ(L, 0)
− Φ0(Y ))(1 +
∫ x
0
v0p(s, 0)ds).
in the case when Φ(L, 0) is nonzero, otherwise, for the case that Φ(L, 0) = 0, we will
take xL [ΦL(Y ) + (1 +
∫ x
0
vp(s, 0)ds)] as the second term, instead of the ratio term
x
L
ΦL(Y )
Φ(L,0) (1 +
∫ x
0
vp(s, 0)ds). Thanks to the compatibility conditions at the corner,
it is easy to get that BΦ satisfies the boundary conditions (2.43). In addition, if we
suppose that |Y n∂mY (ΦL(Y ) − Φ0(Y ))| ≤ CL, then it yields that Y nBΦ ∈ Hm for
arbitrary n,m. And we introduce the function EΦ(x, Y ) satisfying
EΦ :=−∆BΦ + k∆k
1− k2 ·BΦ +
2k∇k
1− k2 · ∇BΦ +
k
1− k2∆F
− 1
1− k2G0(Φ0(Y ))−
1
1− k2
∫ x
0
H(BΦ(s, Y ))ds.
(2.46)
Then EΦ is sufficiently smooth and enjoys the following weighted estimate
‖Y nEΦ‖Hm ≤ C, for n,m ≥ 0. (2.47)
Introduce function Φ∗ as
Φ = Φ∗ +BΦ,
then the function Φ∗ solves the following elliptic problem
−∆Φ∗ =− k∆k
1− k2 · Φ
∗ − 2k∇k
1− k2 · ∇Φ
∗
+
1
1− k2
∫ x
0
H(Φ∗(s, Y ))ds− EΦ,
(2.48)
with the homogenous boundary conditions Φ∗|∂Ω = 0.
In what follows, we will derive the weighted Hk estimate for the equation (2.48)
of Φ∗. Let us perform the H1 estimate at first. Multiplying the equation (2.48) by
Φ∗ and integrating by parts, it gives∫∫
|∇Φ∗|2 =−
∫∫
k∆k
1− k2 · |Φ
∗|2 −
∫∫
2k∇k
1− k2 · ∇Φ
∗ · Φ∗
+
∫∫ [
1
1− k2
∫ x
0
H(Φ∗(s, Y ))ds · Φ∗
]
−
∫∫
EΦ · Φ∗
≤CL‖∇Φ∗‖2L2 + ‖EΦ‖2L2 ,
(2.49)
where the first term has been estimated as follows and others are similar:
−
∫∫
k∆k
1− k2 · |Φ
∗|2 =−
∫∫
k∆k
1− k2 · (
∫ x
0
∂xΦ
∗)2
≤
∫∫
| k∆k
1− k2 | · L(
∫ L
0
|∂xΦ∗|2)
≤| k∆k
1− k2 | · L
2 · ‖∂xΦ∗‖2L2.
(2.50)
Thus, using the smallness of L, we have
‖Φ∗‖2H1 ≤ ‖EΦ‖2L2 ≤ C, (2.51)
where the L2 norm of Φ∗ is bounded by ‖∇Φ∗‖L2 via performing the similar argu-
ments of (2.50).
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Next, to obtain the H2 estimate, applying ∂Y on (2.48) to get
−∆∂Y Φ∗ + ∂Y ( k∆k
1− k2 · Φ
∗) + ∂Y (
2k∇k
1− k2 · ∇Φ
∗) = ∂Y (
∫ x
0
H(Φ∗(s, Y ))ds
1− k2 )− ∂Y EΦ.
(2.52)
Multiplying the above equation by ∂Y Φ
∗ and integrating in [0, L] × [0,∞), the
left-hand side is reduced to∫∫ [
−∆∂Y Φ∗ + ∂Y
(
k∆k
1− k2 · Φ
∗
)
+ ∂Y
(
2k∇k
1− k2 · ∇Φ
∗
)]
· ∂Y Φ∗
=
∫∫
|∇∂Y Φ∗|2 −
∫∫
k∆k
1− k2 · Φ
∗ · ∂Y Y Φ∗ −
∫∫
2k∇k
1− k2 · ∇Φ
∗ · ∂Y Y Φ∗
−
∫ L
0
(
−∂2Y Φ∗ +
2k∂Y k
1− k2 · ∂Y Φ
∗
)
· ∂Y Φ∗
∣∣∣∣
Y=0
dx.
(2.53)
Meanwhile, the right-hand side reads as
∫∫
∂Y
(∫ x
0 H(Φ
∗(s, Y ))ds
1− k2
)
· ∂Y Φ∗ − ∂YEΦ · ∂Y Φ∗
=−
∫∫ ∫ x
0
H(Φ∗(s, Y ))ds
1− k2 · ∂Y Y Φ
∗ −
∫∫
EΦ · ∂Y Y Φ∗
−
∫ L
0
(∫ x
0
H(Φ∗(s, Y ))ds
1− k2 + EΦ
)
· ∂Y Φ∗|Y=0dx.
(2.54)
By taking Y = 0 in the equation (2.48), the boundary terms in the above two
equalities (2.53) (2.54) vanish. Applying Ho¨lder inequality, we can conclude that
‖∇∂Y Φ∗‖2L2 ≤
( |k∆k|+ L
1− k2 ·‖Φ
∗‖L2+
|2k∇k|+ L
1− k2 ·‖∇Φ
∗‖L2+‖EΦ‖L2
)
‖∂2Y Φ∗‖L2.
(2.55)
Using Yo¨ung inequality, the H1 estimate for Φ∗ and the estimate for EΦ, we have
‖∇∂Y Φ∗‖2L2 ≤ C. (2.56)
In addition, the L2 estimate of ∂xxΦ
∗ yields by using the equation (2.52) and
estimate (2.56). So we get the estimates of Φ∗ in H2 norm.
Let us turn to consider the weighted estimates. For any n ≥ 1, we consider the
elliptic problem for Y nΦ∗ as follows:
−∆(Y nΦ∗) =− 2∂Y (Y n)∂Y Φ∗ − ∂2Y (Y n)Φ∗ − Y n
k∆k
1− k2 · Φ
∗ − Y n 2k∇k
1− k2 · ∇Φ
∗
+
Y n
1− k2
∫ x
0
H(Φ∗(s, Y ))ds− Y nEΦ,
(2.57)
with the homogenous boundary conditions. By induction, assume that Y n−1Φ∗ is
uniformly bounded in H2 norm, and then the terms in the right hand side of the
elliptic problem (2.57) is uniformly bounded in H1 norm. The similar argument
applied above for the unweighted norm yields that ‖Y nΦ∗‖H2 ≤ C for any n ≥ 1.
22 SHIJIN DING, ZHIJUN JI, AND ZHILIN LIN
Furthermore, we derive higher regularity estimates. To derive the H3 estimates,
we consider the following elliptic problem for ∂Y Φ
∗,
−∆∂Y Φ∗ + ∂Y ( k∆k
1− k2 · Φ
∗) + ∂Y (
2k∇k
1− k2 · ∇Φ
∗)
=∂Y (
∫ x
0 H(Φ
∗(s, Y ))ds
1− k2 )− ∂Y EΦ.
(2.58)
Testing the (2.58) by −∆∂Y Φ∗, and integrating in [0, L] × [0,∞), we can obtain
the boundedness for ‖∆∂Y Φ∗‖L2. Next, we test the following equation
−∆∂xΦ∗ + ∂x( k∆k
1 − k2 · Φ
∗) + ∂x(
2k∇k
1 − k2 · ∇Φ
∗)
=∂x(
∫ x
0
H(Φ∗(s, Y ))ds
1− k2 )− ∂xEΦ
(2.59)
by function −∆∂xΦ∗ to achieve the estimate for ‖∆∂xΦ∗‖L2 . Then it gives the H3
estimate for Φ∗.
To estimate the H4 norm, consider the following elliptic problem for ∂Y Y Φ
∗,
−∆∂Y Y Φ∗ + ∂Y Y ( k∆k
1− k2 · Φ
∗) + ∂Y Y (
2k∇k
1− k2 · ∇Φ
∗)
=∂Y Y (
∫ x
0 H(Φ
∗(s, Y ))ds
1− k2 )− ∂Y YEΦ.
(2.60)
Testing the (2.60) by −∆∂Y Y Φ∗, and integrating in [0, L]× [0,∞), we can obtain
the estimate for ‖∆∂Y Y Φ∗‖L2. Next, the estimate for ‖∆∂xY Φ∗‖L2 can be achieved
through testing the following equation
−∆∂xY Φ∗ + ∂xY ( k∆k
1− k2 · Φ
∗) + ∂xY (
2k∇k
1 − k2 · ∇Φ
∗)
=∂xY (
∫ x
0 H(Φ
∗(s, Y ))ds
1− k2 )− ∂xYEΦ
(2.61)
by function −∆∂xY Φ∗. Finally, combining the following equation
−∆∂xxΦ∗ + ∂xx( k∆k
1− k2 · Φ
∗) + ∂xx(
2k∇k
1− k2 · ∇Φ
∗)
=∂xx(
∫ x
0
H(Φ∗(s, Y ))ds
1− k2 )− ∂xxEΦ
(2.62)
with the estimate of ‖∆∂Y Y Φ∗‖L2, the L2 estimate of ∂4xΦ∗ follows, so we accom-
plish the H4 estimate for Φ∗. In a similar argument, any Hm norm estimate for
Φ∗ can be achieved.
Therefore, based on the above analysis, we have the following lemma.
Lemma 2.1. Under the assumption of well-prepared boundary data and the hy-
potheses on k(x, Y ) stated in (2.45), the problem (2.42)-(2.43) admits a solution Φ
and the following estimate holds
‖Y nΦ‖Hm ≤ C(n,m). (2.63)
Combining (2.63) with the relationship (2.39) between two stream functions, we
have
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Lemma 2.2. Under the assumption of well-prepared boundary data and the hy-
potheses on k(x, Y ) stated in (2.45), the problem (2.28) and (2.32) admits a solution
(Φ,Ψ) which satisfies the following estimate
‖Y n(Φ,Ψ)‖Hm ≤ C(n,m). (2.64)
Therefore, according to the definition of (2.27), with the estimate of Φ,Ψ in
hands, we are ready to give the estimates for (u1e, v
1
e , h
1
e, g
1
e).
Proposition 2.3. There exists a solution (u1e, v
1
e , h
1
e, g
1
e) to the problem (2.24)-
(2.25) which satisfies the following estimate
‖Y n(u1e, v1e , h1e, g1e)‖Hm ≤ C. (2.65)
where the constant C is depending on n,m.
2.4.
√
ε-order MHD boundary layer correctors. In this subsection, we will
construct the MHD boundary layer correctors (u1p, v
1
p, h
1
p, g
1
p, p
1
p) by solving (2.19).
For simplicity, we drop the superscript 1 of the solutions.
The system for MHD boundary layer correctors (up, vp, hp, gp, pp) is described
by 

u0upx + v
0upy + up∂xu
0 + vp∂yu
0 + ppx − ν∂2yup
−h0hpx − g0hpy − hp∂xh0 − gp∂yh0 = F 1p ,
u0hpx + v
0hpy + up∂xh
0 + vp∂yh
0 − κ∂2yhp
−h0upx − g0upy − hp∂xu0 − gp∂yu0 = F 2p ,
ppy = 0,
(2.66)
where F 1p , F
2
p are defined in (2.19), together with the following boundary conditions

(up, hp)(0, y) = (up,0, hp,0)(y),
(up, ∂yhp)(x, 0) = −(u1e, ∂Y h0e)(x),
(vp, gp)(x, 0) = (0, 0),
(up, hp)→ (0, 0), as y →∞.
(2.67)
To solve the problem, we will also consider the divergence-free conditions
upx + vpy = hpx + gpy = 0, (2.68)
here we note that (vp, gp) will be constructed by (vp, gp) = −
∫ y
0
(upx, hpx)(x, z)dz.
Moreover, the second equation in (2.66) can be rewritten as the following form
∂y[−u0gp − g0up + v0hp + h0vp]− κ∂2yhp
= ∂y
[
− yh0eY v0p + yu0eY g0p − yv1eY h0p + yg1eY u0p + u1eg0p − h1ev0p
+
1√
ε
(
v0e√
ε
h0p −
g0e√
ε
u0p + yu
0
exh
0
p − yh0exu0p)
]
.
(2.69)
Thanks to the divergence-free conditions, there exists a stream function ψ˜ satisfying
(hp, gp) = (∂yψ˜,−∂xψ˜), with ψ˜|y=0 = 0. (2.70)
By virtue of (2.69), using the boundary conditions and the definition of ψ˜, we have
u0∂xψ˜ − g0up + v0∂yψ˜ + h0vp − κ∂2yψ˜
=− yh0eY v0p + yu0eY g0p − yv1eY h0p + yg1eY u0p + u1eg0p − h1ev0p + u1eg1e − h1ev1e + κh0eY
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+
1√
ε
(
v0e√
ε
h0p −
g0e√
ε
u0p + yu
0
exh
0
p − yh0exu0p). (2.71)
Here, we state the well-posedness theory of (up, vp, hp, gp) which shall be estab-
lished by using a similar energy estimate method to that of (u0p, v
0
p, h
0
p, g
0
p).
Proposition 2.4. There exists a solution (up, vp, hp, gp) to the problem (2.66)-
(2.68) in [0, L2]× [0,+∞) with 0 < L2 ≤ L1 which satisfies the following estimate
sup
0≤x≤L2
‖ym∂kx(up, hp)‖L2y + ‖ym∂kx(upy, hpy)‖L2 + ‖(vp, gp)‖L∞ ≤ C. (2.72)
where the constant C is depending on k,m.
Proof. For simplicity, we give here an outline about the application of the energy
method in Appendix B without details. First, we will get the weighted estimates
for Dα(up, hp) with |α| ≤ m, Dα = ∂βx∂ky , β ≤ m− 1. Second, we shall obtain the
weighted estimates for ∂βx (up, hp) with β = m via introducing the new quantities:
uβp := ∂
β
xup −
∂yu
0
p
h¯0e + h
0
p
∂βx ψ˜, h
β
p := ∂
β
xhp −
∂yh
0
p
h¯0e + h
0
p
∂βx ψ˜.
According to the system (2.66) for up and (2.71) for ψ˜, we can deduce the system
for (uβp , h
β
p ), in which the tough terms involving ∂
β
x (vp, gp) are cancelled. So the
weighted L2-estimates of (uβp , h
β
p ) follows. And then we can receive the desired
weighted L2-estimates of (∂βxup, ∂
β
xhp) by proving the L
2-norm equivalence between
(uβp , h
β
p ) and (∂
β
xup, ∂
β
xhp), so as to close the energy estimates. 
Therefore, we are ready to get estimates on every error term mentioned above by
using the fact that the ideal MHD flows are evaluated at (x, Y ), while the boundary
layers profiles are at (x, y). We can obtain that
‖E1, E3‖L2 . ε
3
4 , ‖E4‖L2 . ε
1
4 . (2.73)
and
‖Rv,0, Rg,0, Ru,1, Rh,1‖L2 . ε
1
4 . (2.74)
Indeed, the terms in E1, E3, E4, R
v,0, Rg,0, Ru,1, Rh,1 can be handled similarly to
the following terms
‖ε∂xu0p
∫ y
0
∫ θ
y
∂2Y u
0
e(
√
ετ)dτdθ‖L2 ≤ ε‖∂xu0p · y2‖L∞‖∂2Y u0e(
√
ε·)‖L2 . ε
3
4 ,
‖√εu0p
∫ y
0
∂Y g
1
ex(
√
ετ)dτ‖L2 ≤
√
ε‖u0p · y‖L∞‖∂Y g1ex(
√
ε·)‖L2 . ε
1
4 ,
‖√εg1ph0eY ‖L2 ≤
√
ε‖g1p‖L∞‖h0eY (
√
ε·)‖L2 . ε
1
4 ,
‖y(g1eY − g1eY )h0py‖L2 ≤
√
ε‖y2h0py‖L∞‖∂2Y g1e(
√
ε·)‖L2 . ε
1
4 ,
‖( v
0
e√
ε
− yv0eY )u1py‖L2 ≤ ‖y2u1py‖L∞‖
√
ε∂2Y v
0
e(
√
ε·)‖L2 . ε
1
4 ,
where we have used Proposition 2.1–2.4, Hardy inequality and the boundary con-
dition of v0e on {Y = 0}.
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2.5. Construction of approximate solutions. This subsection is to construct
the approximate solutions for system (1.1). To this end, we define a cut-off function
χ(Y ) supported in [0, 1]
χ(Y ) =
{
1, Y ∈ [0, 1],
0, Y ∈ [2,+∞),
and a smooth boundary corrector ρ(x, Y ) with compact support
ρ(x, Y ) = −∂Y h1e(x) · Y χ(Y )
satisfying
∂Y ρ(x, Y )|Y=0 = −∂Y h1e(x).
Let (h1e, g
1
e) be constructed as in the previous subsection, introducing{
h˜1e(x, Y ) = h
1
e(x, Y ) + ρ(x, Y ),
g˜1e(x, Y ) = g
1
e(x, Y )−
∫ Y
0 ∂xρ(x, s)ds,
(2.75)
so that the boundary value of ∂Y h
1
e(x, Y ) can be cancelled on {y = 0}, which
ensures the boundary condition ∂yhapp(x, y)|y=0 = 0 for approximate solution.
Since (h˜1e, g˜
1
e) satisfy the divergence-free condition as well, we will still denote it by
(h1e, g
1
e) in the approximate solutions expansion for convenience.
Next, we introduce the boundary layer correctors which will be used in the
boundary layer expansion. Let (up, vp, hp, gp) be constructed as in the previous
subsection, define{
(u1p, h
1
p)(x, y) = χ(
√
εy)(up, hp) +
√
εχ′(
√
εy)
∫ y
0
(up, hp)(x, s)ds,
(v1p, g
1
p)(x, y) = χ(
√
εy)(vp, gp).
(2.76)
Clearly, (u1p, v
1
p, h
1
p, g
1
p) is a divergence-free vector field, that is
u1px + v
1
py = h
1
px + g
1
py = 0. (2.77)
Using the estimates of (up, hp) in Proposition 2.4, we have
|√εχ′(√εy)
∫ y
0
(up, hp)(x, s)ds| ≤
√
εy|χ′(√εy)| · ‖(up, hp)‖L∞ ≤ C,
and it follows that
sup
0≤x≤L2
‖ym∂kx(u1p, h1p)‖L2y + ‖ym∂kx(u1py, h1py)‖L2 + ‖(v1p, g1p)‖L∞ ≤ C. (2.78)
Additionally, the new error in O(√ε)-order created by the cut-off layer is
Ru,1p =− (1 − χ)F 1p + (u0∂x + u0x + v0∂y − ν∂2y)
(√
εχ′
∫ y
0
up(x, s)ds
)
− (h0∂x + h0x + g0∂y)
(√
εχ′
∫ y
0
hp(x, s)ds
)
−√εχ′hpg0
− 2√ενχ′upy + up(
√
εχ′v0 − νεχ′′),
Rh,1p =− (1 − χ)F 2p + (u0∂x − u0x + v0∂y − κ∂2y)
(√
εχ′
∫ y
0
hp(x, s)ds
)
− (h0∂x − h0x + g0∂y)
(√
εχ′
∫ y
0
up(x, s)ds
)
−√εχ′upg0
− 2√εκχ′hpy + hp(
√
εχ′v0 − κεχ′′),
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which can be estimated as
‖(Ru,1p , Rh,1p )‖L2 . ε
1
4 . (2.79)
Indeed, thanks to the property that the zero-order boundary layer correctors is
rapidly decaying as y →∞, when √εy ≥ 1, the terms F 1p , F 2p with coefficient 1−χ
are of order εn for large enough n ≥ 0. And the terms involved with √εχ′ are
bounded by
√
ε‖χ′(√εy)‖L2 ≤ ε1/4,
the boundedness is also satisfied for the εχ′′ terms since ε is sufficiently small.
These points, taken together, lead to the summary (2.79).
These new error termsRu,1p , R
h,1
p would contribute into the error termR
u
app, R
h
app,
which are defined by
Ruapp :=R˜
u,2 +
√
εRu,1 +
√
εRu,1p + εp
2
px,
Rhapp :=R˜
h,2 +
√
εRh,1 +
√
εRh,1p ,
where
R˜u,2 = −εν(∆u0e + ∂2xu0p) + ε
3
2
[
v1pu
1
eY − g1ph1eY − ν(∂2xu1e + ∂2xu1p)
]
+ E1
+ ε
[
(u1e + u
1
p)∂x(u
1
e + u
1
p)− (h1e + h1p)∂x(h1e + h1p) + v1pu1py − g1ph1py
]
,
R˜h,2 = −εκ(∆h0e + ∂2xh0p) + ε
3
2
[
v1ph
1
eY − g1pu1eY − κ(∂2xh1e + ∂2xh1p)
]
+ E3
+ ε
[
(u1e + u
1
p)∂x(h
1
e + h
1
p)− (h1e + h1p)∂x(u1e + u1p) + v1ph1py − g1pu1py
]
,
by collecting the error terms from Ru,0, Rh,0 and some higher order terms. The
estimates on R˜u,2, R˜h,2 can be obtained similarly to the estimates on (2.73) and
(2.74), that is
‖(R˜u,2, R˜h,2)‖L2 . ε
3
4 . (2.80)
And recalling the definition of p2p, we have
p2px(x, y) =
∫ ∞
y
[
1√
ε
{u0pv0exx + v0ev0pxy − h0pg0exx − g0eg0pxy} − ν∂2yv0px + (u0e + u0p)v0pxx
+ (v0p + v
1
e)v
0
pxy + u
0
pv
1
exx + u
1
pv
0
exx + v
0
ev
1
pxy + v
0
pv
0
exY − (h0e + h0p)g0pxx
− (g0p + g1e)g0pxy − h0pg1exx − h1pg0exx − g0eg1pxy − g0pg0exY
]
(x, θ)dθ,
where the divergence-free conditions for (uip, v
i
p) and (h
i
p, g
i
p) have been used. For
the O( 1√
ε
) terms, for any n ≥ 2, there holds∫ ∞
y
v0e√
ε
v0pxy ≤ C〈y〉−(n−2)
∥∥∥∥v0eY
∥∥∥∥
L∞
‖〈y〉nv0pxy‖L2(0,∞),
∫ ∞
y
v0exx√
ε
u0p =
∫ ∞
y
− ∫ Y
0
u0exx√
εy
yu0p
≤ C〈y〉−(n−2)ε− 14 ‖u0exx‖L2(0,∞)‖〈y〉nu0p‖L∞ ,
where we have used Hardy inequality. Similar arguments can be applied to achieve
the estimate for the terms
v0e√
ε
g0pxy and
v0exx√
ε
h0p. The other terms can be handled
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similarly to the estimates on (2.73) and (2.74), so it gives
‖p2px‖L2 . ε−
1
4 . (2.81)
Therefore, collecting (2.74), (2.79)-(2.81), we obtain
‖Ruapp, Rhapp‖L2 . ε
3
4 . (2.82)
On the other hand, error terms for the normal components of (1.7) is reduced
to
Rvapp =R
v,0 +
√
ε[{(u0e + u0p) +
√
ε(u1e + u
1
p)}∂x + (v0p + v1e +
√
εv1p)∂y ]v
1
p
−√ε[{(h0e + h0p) +
√
ε(h1e + h
1
p)}∂x + (g0p + g1e +
√
εg1p)∂y]g
1
p
+
√
ε[(u1e + u
1
p)∂x + v
1
p∂y](v
0
p + v
1
e)−
√
ε[(h1e + h
1
p)∂x + g
1
p∂y](g
0
p + g
1
e)
− ν√ε[∆v0e +∆εv1p +
√
ε∂2x(v
1
e + v
0
p)],
Rgapp =R
g,0 +
√
ε[{(u0e + u0p) +
√
ε(u1e + u
1
p)}∂x + (v0p + v1e +
√
εv1p)∂y]g
1
p
−√ε[{(h0e + h0p) +
√
ε(h1e + h
1
p)}∂x + (g0p + g1e +
√
εg1p)∂y]v
1
p
+
√
ε[(u1e + u
1
p)∂x + v
1
p∂y](g
0
p + g
1
e)−
√
ε[(h1e + h
1
p)∂x + g
1
p∂y](v
0
p + v
1
e)
− κ√ε[∆g0e +∆εg1p +
√
ε∂2x(g
1
e + g
0
p)].
Recalling the estimate of Rv,0, Rg,0 in (2.74), it gives
‖Rvapp, Rgapp‖L2 . ε
1
4 . (2.83)
Therefore, according to the above estimates on each profile for the error terms,
we come to the following conclusion:
Proposition 2.5. Suppose the assumption in Theorem 1.1 holds, then there exist
approximate solutions (uapp, vapp, happ, gapp) satisfying
‖Ruapp, Rhapp,
√
ε(Rvapp, R
g
app)‖L2 + ‖〈y〉∂y{Ruapp, Rhapp,
√
ε(Rvapp, R
g
app)}‖L2 . ε
3
4 .
(2.84)
3. Proof of the main theorem
3.1. The remainder terms. Since the approximate solutions have been con-
structed as above, now we are on a position to derive the estimates for the remain-
der terms. To this end, we first deduce the system for the remainder terms read as
follows, denote the approximate solutions in expansion (1.5) by (us, vs, hs, gs) for
simplification,

us := uapp = u
0
e(x, Y ) + u
0
p(x, y) +
√
ε[u1e(x, Y ) + u
1
p(x, y)],
vs := vapp =
v0e√
ε
(x, Y ) + v0p(x, y) + v
1
e(x, Y ) +
√
εv1p(x, y),
hs := happ = h
0
e(x, Y ) + h
0
p(x, y) +
√
ε[(h1e(x, Y ) + h
1
p(x, y)],
gs := gapp =
g0e√
ε
(x, Y ) + g0p(x, y) + g
1
e(x, Y ) +
√
εg1p(x, y).
(3.1)
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Then we have the equations for the remainders (uε, vε, hε, gε, pε) read as


(us∂xu
ε + uε∂xus + vs∂yu
ε + vε∂yus) + p
ε
x − ν∆εuε
−(hs∂xhε + hε∂xhs + gs∂yhε + gε∂yhs) = R1(uε, vε, hε, gε),
(us∂xv
ε + uε∂xvs + vs∂yv
ε + vε∂yvs) +
pεy
ε − ν∆εvε
−(hs∂xgε + hε∂xgs + gs∂ygε + gε∂ygs) = R2(uε, vε, hε, gε),
(us∂xh
ε + uε∂xhs + vs∂yh
ε + vε∂yhs)− κ∆εhε
−(hs∂xuε + hε∂xus + gs∂yuε + gε∂yus) = R3(uε, vε, hε, gε),
(us∂xg
ε + uε∂xgs + vs∂yg
ε + vε∂ygs)− κ∆εgε
−(hs∂xvε + hε∂xvs + gs∂yvε + gε∂yvs) = R4(uε, vε, hε, gε),
∂xu
ε + ∂yv
ε = ∂xh
ε + ∂yg
ε = 0.
(3.2)
where the source term Ri(i = 1, 2, 3, 4) are given by


R1 := ε
− 1
2
−γRuapp − ε
1
2
+γ(uε∂xu
ε + vε∂yu
ε − hε∂xhε − gε∂yhε)
:= ε−
1
2
−γRuapp −Nu(uε, vε, hε, gε),
R2 := ε
− 1
2
−γRvapp − ε
1
2
+γ(uε∂xv
ε + vε∂yv
ε − hε∂xgε − gε∂ygε)
:= ε−
1
2
−γRvapp −Nv(uε, vε, hε, gε),
R3 := ε
− 1
2
−γRhapp − ε
1
2
+γ(uε∂xh
ε + vε∂yh
ε − hε∂xuε − gε∂yuε)
:= ε−
1
2
−γRhapp −Nh(uε, vε, hε, gε),
R4 := ε
− 1
2
−γRgapp − ε
1
2
+γ(uε∂xg
ε + vε∂yg
ε − hε∂xvε − gε∂yvε)
:= ε−
1
2
−γRgapp −Ng(uε, vε, hε, gε).
And we take the following boundary conditions into consideration:
{
(uε, vε, ∂yh
ε, gε)|y=0 = (0, 0, 0, 0), (uε, vε, hε, gε)|x=0 = (0, 0, 0, 0),
pε − 2νε∂xuε|x=L = 0, ∂yuε + νε∂xvǫ|x=L = 0, (hε, ∂xgε)|x=L = 0.
(3.3)
Thanks to the above constructed profiles of (us, vs, hs, gs), we have the following
boundedness which will be used frequently throughout this section:
‖yj∂ix∂jy(us, hs), ∂ix(vs, gs)‖L∞ . 1, (3.4)
where i = 0, 1, 2 and j = 0, 1, 2. Furthermore, by using the assumption (1.14)
imposed on u0e, h
0
e, the estimates of u
0
p, u
1
e, u
1
p, h
0
p, h
1
e, h
1
p and the smallness of ε, it
gives
‖y∂y(us, hs)‖L∞ < Cσ0, for x ∈ [0, L], (3.5)
for sufficiently small constant σ0 and some small 0 < L≪ 1. In addition, by using
the inequality (2.15)2, the smallness of ε and the boundedness of the first-order
profiles, the following strict positivity holds
us & 1. (3.6)
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3.2. Linear stability estimates. For the sake of solving the nonlinear system
(3.2) for (uε, vε, hε, gε), we first consider the following linearized equations

−ν∆εuε + Su(uε, vε)− Sh(hε, gε) + pεx = f1,
−ν∆εvε + Sv(uε, vε)− Sg(hε, gε) + p
ε
y
ε = f2,
−κ∆εhε +Kh(hε, gε)−Ku(uε, vε) = f3,
−κ∆εgε +Kg(hε, gε)−Kv(uε, vε) = f4,
∂xu
ε + ∂yv
ε = ∂xh
ε + ∂yg
ε = 0,
(3.7)
where f1, f2, f3, f4 are given functions in L
2, and

Su(u
ε, vε) = us∂xu
ε + uε∂xus + vs∂yu
ε + vε∂yus,
Sh(h
ε, gε) = hs∂xh
ε + hε∂xhs + gs∂yh
ε + gε∂yhs,
Sv(u
ε, vε) = us∂xv
ε + uε∂xvs + vs∂yv
ε + vε∂yvs,
Sg(h
ε, gε) = hs∂xg
ε + hε∂xgs + gs∂yg
ε + gε∂ygs,
Kh(h
ε, gε) = us∂xh
ε − hε∂xus + vs∂yhε − gε∂yus,
Ku(u
ε, vε) = hs∂xu
ε − uε∂xhs + gs∂yuε − vε∂yhs,
Kg(h
ε, gε) = us∂xg
ε − hε∂xvs + vs∂ygε − gε∂yvs,
Kv(u
ε, vε) = hs∂xv
ε − uε∂xgs + gs∂yvε − vε∂ygs,
(3.8)
together with the boundary conditions (3.3).
In this subsection, we shall prove the following Proposition 3.1:
Proposition 3.1. Consider solutions [uε, vε, hε, gε] ∈ X to linearized problem (3.7)
with boundary conditions (3.3), then it satisfies the following estimate:
‖(uε, vε, hε, gε)‖2X1 + ‖(uε, vε, hε, gε)‖2B . ‖(f1, f3)‖L2 +
√
ε‖(f2, f4)‖L2 +R, (3.9)
where
‖(uε, vε, hε, gε)‖X1 := ‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖L2 + ‖vεy, gεy,
√
ε(vεx, g
ε
x)‖L2
+ ‖{uεyy, hεyy,
√
ε(uεxy, h
ε
xy), ε(u
ε
x, h
ε
x)} · y‖L2,
(3.10)
and
R :=
∫∫
∂yf1∂y
{
uεwy2
us
}
−
∫∫
ε∂yf2∂x
{
uεwy2
us
}
+
∫∫
∂yf3∂y
{
hεwy2
us
}
−
∫∫
ε∂yf4∂x
{
hεwy2
us
}
.
The proof of Proposition 3.1 will be completed by three lemmas. In the proof,
the following Poincare´ type inequalities will be applied frequently
‖uε‖2L2 ≤ L‖uεx‖2L2, ‖hε‖2L2 ≤ L‖hεx‖2L2 . (3.11)
Lemma 3.1. (Basic energy estimates) Let [uε, vε, hε, gε] ∈ X be the solutions to
linearized system (3.7) with boundary conditions (3.3), then the following estimate
holds
ν‖∇εuε‖2L2 + κ‖∇εhε‖2L2 +
∫
x=L
us · (|uε|2 + ε|vε|2 + ε|gε|2)
. L‖(∇εvε,∇εgε)‖2L2 + ‖(f1, f3)‖2L2 + ε‖(f2, f4)‖2L2,
(3.12)
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Proof. This lemma can be obtained by standard energy arguments. Indeed, multi-
plying each equation in system (3.7) by {uε, εvε, hε, εgε} respectively and following
the arguments as in [3], the lemma follows. Here we omit the details, see Lemma
3.1 in [3] for instance. 
Before giving the following two lemmas, we remind the readers of a frequently
used estimate that is ∥∥∥∥hsus
∥∥∥∥
L∞
≪ 1,
for (x, y) ∈ [0, L] × [0,+∞) with 0 < L ≪ 1, which can be proved by using the
positivity of us in (3.6), the second estimate in (2.15) and the estimates for h
0
p, h
1
e, h
1
p
with the smallness of ε.
Lemma 3.2. (Positivity estimates) Consider solutions [uε, vε, hε, gε] ∈ X to lin-
earized problem (3.7) with boundary conditions (3.3), suppose that ‖hsus ‖L∞ ≪ 1,
‖y∂y(us, hs)‖L∞ < Cσ0 uniform in 0 < L ≪ 1 and the normal velocity enjoys
‖ v0eY ‖L∞ ≪ 1, then the following estimate holds
‖∇εvε‖2L2 + ‖∇εgε‖2L2 + ε
∫
x=L
|vεy |2
us
≤ C‖(uεy, hεy)‖2L2 +O(v0e ) · ‖{∇εuε,∇εhε} · y‖2L2 + ‖(f1, f3)‖2L2 + ε‖(f2, f4)‖2L2
+
(∥∥∥∥hsus
∥∥∥∥
L∞
+ L+
√
ε+O(v0e ) + ‖y∂y(us, hs)‖L∞
)
· ‖(∇εvε,∇εgε)‖2L2 ,
(3.13)
where O(v0e ) stands for some small constant under the assumption of ‖ v
0
e
Y ‖L∞ ≪ 1.
Proof. Applying operator
[
∂y(
vε
us
),−ε∂x( vεus ), ∂y(
gε
us
),−ε∂x( g
ε
us
)
]
to the system (3.7),
integrating them in [0, L]× [0,∞) and adding them up, we have
∫∫
∂y(
vε
us
)(Su(u
ε, vε) + ∂xp
ε − ν∆εuε) +
∫∫
∂y(
gε
us
)(Kh(h
ε, gε)− κ∆εhε)
−
∫∫
ε∂x(
vε
us
)(Sv(u
ε, vε) +
∂yp
ε
ε
− ν∆εvε)−
∫∫
ε∂x(
gε
us
)(Kg(h
ε, gε)− κ∆εgε)
+
∫∫
[∂y(
vε
us
)Sh(h
ε, gε)− ε∂x(v
ε
us
)Sg(h
ε, gε)]
+
∫∫
[∂y(
gε
us
)Ku(u
ε, vε)− ε∂x(g
ε
us
)Kv(u
ε, vε)]
=
∫∫
∂y(
vε
us
) · f1 − ε∂x(v
ε
us
) · f2 + ∂y(g
ε
us
) · f3 − ε∂x(g
ε
us
) · f4.
(3.14)
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Firstly, by virtue of (3.11) and Yo¨ung inequality, using boundary conditions
(3.3), we get∫∫
∂y(
vε
us
)(Su(u
ε, vε) + ∂xp
ε − ν∆εuε) +
∫∫
∂y(
gε
us
)(Kh(h
ε, gε)− κ∆εhε)
−
∫∫
ε∂x(
vε
us
)(Sv(u
ε, vε) +
∂yp
ε
ε
− ν∆εvε)−
∫∫
ε∂x(
gε
us
)(Kg(h
ε, gε)− κ∆εgε)
.− ‖∇εvε‖2L2 − ‖∇εgε‖2L2 − ε
∫
x=L
|vεy|2
us
+O(v0e) · ‖{∇εuε,∇εhε} · y‖2L2
+ ‖(uεy, hεy)‖2L2 +
∫∫ |gε|2 · |∂yus|2
u2s
.
(3.15)
And the last term in (3.15) can be estimated as∫∫ |gε|2 · |∂yus|2
u2s
≤ ‖y∂yus‖2L∞‖∂ygε‖2L2, (3.16)
which will be absorbed into ‖∇εg‖2L2 on the left hand side, since the coefficient
‖y∂y(us, hs)‖L∞ is small by using the estimate (3.5).
Secondly, for the terms in the right hand side, using Yo¨ung inequality, Hardy
inequality and (3.5) (3.6), it is direct to obtain that∫∫
∂y(
vε
us
) · f1 − ε∂x(v
ε
us
) · f2 + ∂y(g
ε
us
) · f3 − ε∂x(g
ε
us
) · f4
≤(‖f1‖L2 +
√
ε‖f2‖L2) · ‖∇εvε‖L2 + (‖f3‖L2 +
√
ε‖f4‖L2) · ‖∇εgε‖L2 .
(3.17)
Finally, it remains to estimate the following terms∫∫
[∂y(
vε
us
)Sh(h
ε, gε)− ε∂x(v
ε
us
)Sg(h
ε, gε)]
+
∫∫
[∂y(
gε
us
)Ku(u
ε, vε)− ε∂x(g
ε
us
)Kv(u
ε, vε)]
:= K1 +K2 +K3 +K4.
(3.18)
It should be noted that∥∥∥∥g0eY
∥∥∥∥
L∞
=
∥∥∥∥ v0eY u0e · h0e
∥∥∥∥
L∞
≤
∥∥∥∥v0eY
∥∥∥∥
L∞
∥∥∥∥h0eu0e
∥∥∥∥
L∞
≪ 1, (3.19)
where we have used equality (A.6), the hypothesis (1.10) and the smallness of
‖ v0eY ‖L∞ .
Now we give the detail estimates for each term in K1:∫∫
∂y(
vε
us
)hsh
ε
x =
∫∫
(
∂yv
ε
us
− y∂yus
u2s
· v
ε
y
) · hshεx
≤
∥∥∥∥hsus
∥∥∥∥
L∞
· (1 + ‖y∂yus‖L∞) · (‖vεy‖2L2 + ‖hεx‖2L2),∫∫
∂y(
vε
us
)hε∂xhs =
∫∫
(
∂yv
ε
us
− y∂yus
u2s
· v
ε
y
) · hε · ∂xhs
≤ ‖∂xhs‖L∞(1 + ‖y∂yus‖L∞) · L(‖vεy‖2L2 + ‖hεx‖2L2),∫∫
∂y(
vε
us
)gsh
ε
y =
∫∫
∂y(
vε
us
) · g
0
e√
ε
· ∂yhε +
∫∫
∂y(
vε
us
) · (g0p + g1e +
√
εg1p) · ∂yhε
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=
∫∫
∂yv
ε
us
· g
0
e√
εy
· y∂yhε −
∫∫
y∂yus
u2s
· v
ε
y
· g
0
e√
εy
· y∂yhε
+
∫∫
∂yv
ε
us
(gs − g
0
e√
ε
) · ∂yhε −
∫∫
y∂yus
u2s
· v
ε
y
(gs − g
0
e√
ε
) · ∂yhε
≤ C‖vεy‖L2(
∥∥∥∥g0eY
∥∥∥∥
L∞
‖yhεy‖L2 +
∥∥∥∥gs − g0e√ε
∥∥∥∥
L∞
‖hεy‖L2)
≤ O(v0e)(‖vεy‖2L2 + ‖yhεy‖2L2) + δ‖vεy‖2L2 +Nδ‖hεy‖2L2 ,∫∫
∂y(
vε
us
)gε∂yhs =
∫∫
(
∂yv
ε
us
− y∂yus
u2s
· v
ε
y
) · gε · ∂yhs
≤ ‖y∂yhs‖L∞(1 + ‖y∂yus‖L∞) · (‖vεy‖2L2 + ‖gεy‖2L2),
Hence, for arbitrary small constant δ, we have
K1 ≤ (
∥∥∥∥hsus
∥∥∥∥
L∞
+ L+O(v0e) + ‖y∂yhs‖L∞) · ‖(vεy, gεy)‖2L2
+ δ‖vεy‖2L2 +O(v0e)‖hεy · y‖2L2 +Nδ‖hεy‖2L2 . (3.20)
By a similar argument, the other terms K2 ∼ K4 can be estimated as
K2 ≤
(∥∥∥∥hsus
∥∥∥∥
L∞
+ L+O(v0e) +
√
ε
)
· (‖∇ε(vε, gε)‖2L2 + ‖√εgεy · y‖2L2) , (3.21)
K3 ≤
(∥∥∥∥hsus
∥∥∥∥
L∞
+ L+O(v0e) + ‖y∂yhs‖L∞
)
· ‖(vεy, gεy)‖2L2 + δ‖gεy‖2L2
+O(v0e )‖uεy · y‖2L2 +Nδ‖uεy‖2L2, (3.22)
K4 ≤
(∥∥∥∥hsus
∥∥∥∥
L∞
+ L+O(v0e) +
√
ε
)
‖∇ε(vε, gε)‖2L2 . (3.23)
Therefore, putting (3.20)-(3.23) into (3.18), chosing sufficiently small δ and com-
bining (3.15)-(3.17), we can obtain the estimate (3.13). 
Lemma 3.3. (Weighted estimates) Consider solutions [uε, vε, hε, gε] ∈ X to lin-
earized problem (3.7) with boundary conditions (3.3), under the assumption that
‖hsus ‖L∞ ≪ 1, ‖y∂y(us, hs)‖L∞ < Cσ0 uniform in 0 < L ≪ 1 and the normal
velocity enjoys ‖ v0eY ‖L∞ ≪ 1, then the following estimate holds
‖{uεyy, hεyy,
√
ε(uεxy, h
ε
xy), ε(u
ε
xx, h
ε
xx)} · y‖2L2 + ‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖2L2
+ ‖{uεy,
√
ε(uεx, h
ε
x)} · y‖2L2(x=L) ≤ ‖uεy, hεy‖2L2 + ‖vεy, gεy,
√
ε(vεx, g
ε
x)‖2L2 +R,
(3.24)
where
R :=
∫∫
∂yf1∂y
{
uεwy2
us
}
−
∫∫
ε∂yf2∂x
{
uεwy2
us
}
+
∫∫
∂yf3∂y
{
hεwy2
us
}
−
∫∫
ε∂yf4∂x
{
hεwy2
us
}
.
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Proof. Taking partial y derivative of system (3.7), we have


−ν∆εuεy + ∂ySu(uε, vε)− ∂ySh(hε, gε) + pεxy = ∂yf1,
−ν∆εvεy + ∂ySv(uε, vε)− ∂ySg(h, g) +
pεyy
ε = ∂yf2,
−κ∆εhεy + ∂yKh(hε, gε)− ∂yKu(uε, vε) = ∂yf3,
−κ∆εgεy + ∂yKg(hε, gε)− ∂yKv(uε, vε) = ∂yf4,
(3.25)
where


∂ySu(u
ε, vε) = usu
ε
xy + vsu
ε
yy + u
ε∂xyus + v
ε∂yyus,
∂ySh(h
ε, gε) = hsh
ε
xy + gsh
ε
yy + h
ε∂xyhs + g
ε∂yyhs,
∂ySv(u
ε, vε) = usv
ε
xy + vsv
ε
yy + ∂yusv
ε
x + u
ε
y∂xvs
+uε∂xyvs + 2∂yvsv
ε
y + v
ε∂yyvs,
∂ySg(h
ε, gε) = hsg
ε
xy + gsg
ε
yy + ∂yhsg
ε
x + h
ε
y∂xgs
+hε∂xygs + 2∂ygsg
ε
y + g
ε∂yygs,
∂yKh(h
ε, gε) = ush
ε
xy + vsh
ε
yy + ∂yush
ε
x − hεy∂xus
−hε∂xyus + ∂yvshεy − gεy∂yus − gε∂yyus,
∂yKu(u
ε, vε) = hsu
ε
xy + gsu
ε
yy + ∂yhsu
ε
x − uεy∂xhs
−uε∂xyhs + ∂ygsuεy − vεy∂yhs − vε∂yyhs,
∂yKg(h
ε, gε) = usg
ε
xy + vsg
ε
yy + ∂yus∂xg
ε − hε∂xyvs
−hεy∂xvs + ∂yvsgεy − gεy∂yvs − gε∂yyvs,
∂yKv(u
ε, vε) = hsv
ε
xy + gsv
ε
yy + ∂yhs∂xv
ε − uε∂xygs
−uεy∂xgs + ∂ygsvεy − vεy∂ygs − vε∂yygs.
(3.26)
Applying operator
[
∂y{u
εwy2
us
},−ε∂x{u
εwy2
us
}, ∂y{h
εwy2
us
},−ε∂x{h
εwy2
us
}] to sys-
tem (3.25) with w(x) = 1 − x, and integrating them in [0, L] × [0,∞). Next, we
estimate each term as follows.
Step 1: Positive profile terms. At first, by virtue of (3.11) and Yo¨ung inequality,
it is direct to get that
∫∫
(usu
ε
xy + vsu
ε
yy) · ∂y
{
uεwy2
us
}
− (usvεxy + vsvεyy) · ε∂x
{
uεwy2
us
}
+ (ush
ε
xy + vsh
ε
yy) · ∂y
{
hεwy2
us
}
− (usgεxy + vsgεyy) · ε∂x
{
hεwy2
us
}
≥
∫∫
y2
2
(|uεy|2 + |hεy|2 + ε|vεy|2 + ε|gεy|2) +
∫
x=L
y2
2
(|uεy|2 + ε|vεy|2 + ε|gεy|2)
− ‖(uεx, uεy, hεx, hεy)‖2L2.
(3.27)
34 SHIJIN DING, ZHIJUN JI, AND ZHILIN LIN
Second, the following terms can be rewritten and estimated as∫∫
−hshεxy · ∂y
{
uεwy2
us
}
+
∫∫
εhsg
ε
xy∂x
{
uεwy2
us
}
−
∫∫
hsu
ε
xy · ∂y
{
hεwy2
us
}
−
∫∫
εhsv
ε
xy∂x
{
hεwy2
us
}
=
∫∫
hs
us
hεy · (2uεxwy − uεyy2 − 2uεy)−
∫∫
hsh
ε
y
(uεywy
2 + 2uεwy)∂xus
u2s
+
∫∫
∂xhs
us
hεy · (uεywy2 + 2uεwy) −
∫
x=L
hs
us
hεy(u
ε
yy
2 + 2uεy)(1− L)
− ε
∫∫
∂xhs
us
gεy · (uεxwy2 − uεy2) + ε
∫∫
hsg
ε
yy
2(uεxw − uε)∂xus
u2s
+ 3ε
∫∫
hs
us
gεyu
ε
xy
2 + ε
∫
x=L
hs
us
gεy · (uεx(1− L)− uε)y2 +
∫∫
hs
us
uεy · 2y(hεxw − hε)
+
∫∫
hsu
ε
y
−hεwy∂xus
u2s
+
∫∫
∂xhsu
ε
y
2hεwy
us
−
∫
x=L
hs
us
uεy · 2hεy(1− L)
+ ε
∫∫
1
us
vεyh
εy2 · (∂xhs − hs∂xus
us
)− ε
∫
x=L
hs
us
vεyh
εy2 +
∫∫
hsh
ε
xy
uεwy2∂yus
u2s
− ε
∫∫
hsg
ε
xy
uεwy2∂xus
u2s
+
∫∫
hsu
ε
xy
hεwy2∂yus
u2s
− ε
∫∫
hsv
ε
xy
hεwy2∂xus
u2s
≤ C‖(uεx, uεy, hεx, hεy)‖2L2 + (L+
∥∥∥∥hsus
∥∥∥∥
L∞
+ δ +
√
ε) · ‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖2L2
+ C‖√ε(vεx, gεx)‖2L2 ,
(3.28)
where we have used the boundary conditions (3.3) and ‖y∂x(us, hs)‖L∞ . 1. In a
similar argument, the following estimate holds∫∫
−gshεyy∂y(
uεwy2
us
) + εgsg
ε
yy∂x(
uεwy2
us
)− gsuεyy∂y(
hεwy2
us
) + εgsv
ε
yy∂x(
hεwy2
us
)
=
∫∫
∂ygs
us
hεy · (uεywy2 + 2uεwy) +
∫∫
gs
us
hεy · (6uεywy + 2uεw)
−
∫∫
gs
u2s
hεy(u
ε
ywy
2 + 2uεwy) · ∂yus + ε
∫∫
gs
u2s
gεy(2u
ε
xwy
2 − uεy2) · ∂yus
− ε
∫∫
∂ygs
us
gεy · (uεxwy2 − uεy2)− ε
∫∫
gs
us
gεy · (2uεxwy − uεyy2 − 2uεy)
+
∫∫
∂ygs
us
uεy · 2hεwy +
∫∫
gs
us
uεy · 2hεw −
∫∫
gs
u2s
uεy · 2hεwy · ∂yus
+ ε
∫∫
∂ygs
us
vεyh
εy2 + ε
∫∫
gs
us
vεy(h
ε
yy
2 + 2hεy)− ε
∫∫
gs
u2s
vεyh
εy2∂yus
+
∫∫
gs(u
εhεyy + h
εuεyy)
wy2∂yus
u2s
− ε
∫∫
gs(u
εgεyy + h
εvεyy)
wy2∂xus
u2s
≤ (O(v0e) + L+
√
ε+ δ)‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖2L2 + ‖(uεy, vεy, hεy, gεy)‖2L2 .
(3.29)
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Step 2: Remaining terms. First, by virtue of Ho¨lder inequality, Cauchy inequal-
ity, the inequality (3.11) and the estimate (3.4), we have∫∫
ε(∂yusv
ε
x + u
ε
y∂xvs + u
ε∂xyvs + 2∂yvsv
ε
y + v
ε∂yyvs)∂x(
uεwy2
us
)
+
∫∫
(uε∂xyus + v
ε∂yyus)∂y(
uεwy2
us
)
. (L+
√
ε+ δ)‖{uεy,
√
εuεx} · y‖2L2 +Nδ‖(uεx,
√
εvεx)‖2L2 .
(3.30)
Similarly, collecting the remaining terms in ∂y(Su, Sh, Sv, Sg,Kh,Ku,Kg,Kv) stated
in (3.26), we can conclude the estimate as follows:
Remaining terms ≤ (L + δ +√ε)‖{uεy, hεy,
√
ε(uεx, h
ε
x)} · y‖2L2
+Nδ‖uεy, vεy, hεy, gεy,
√
ε{vεx, gεx}‖2L2.
(3.31)
Step 3: Vorticity terms. For the vorticity terms, it can be rewritten as
− ν
∫∫
∆εu
ε
y∂y(
uεwy2
us
) + νε
∫∫
∆εv
ε
y∂x(
uεwy2
us
)
− κ
∫∫
∆εh
ε
y∂y(
hεwy2
us
) + κε
∫∫
∆εgy∂x(
hεwy2
us
)
=− ν
∫∫ {
uεyyy + 2εu
ε
xxy + εv
ε
xyy
} · ∂y(uεwy2
us
)
− κ
∫∫ {
hεyyy + 2εh
ε
xxy + εg
ε
xyy
} · ∂y(hεwy2
us
)
+ νε
∫∫ {
2vεyyy + ε∂x(u
ε
yy + εv
ε
xy)
} · ∂x(uεwy2
us
)
+ κε
∫∫ {
2gεyyy + ε∂x(h
ε
yy + εg
ε
xy)
} · ∂x(hεwy2
us
).
(3.32)
It remains to estimate each term on the right hand side, which can be bounded
as follows:
−
∫∫
νuεyyy · ∂y(
uεwy2
us
)−
∫∫
κhεyyy · ∂y(
hεwy2
us
)
&
∫∫
ν|uεyy|2y2w
us
+
∫∫
κ|hεyy|2y2w
us
− ‖uεy, hεy‖2L2 − δ‖{uεyy, hεyy} · y‖2L2 , (3.33)
−
∫∫
2νεuεxxy · ∂y(
uεwy2
us
)−
∫∫
2κεhεxxy · ∂y(
hεwy2
us
)
&
∫∫
2ν|uεxy|2y2w
us
+
∫∫
κ|hεxy|2y2w
us
−
∫
x=L
2νεuεxy · ∂y(
uεwy2
us
)− ‖uεx, hεx‖2L2
− (L+√ε)‖{√ε(uεxy, hεxy), uεy, hεy} · y‖2L2, (3.34)
−
∫∫
νεvεxyy · ∂y(
uεwy2
us
)−
∫∫
κεgεxyy · ∂y(
hεwy2
us
)
&−
∫∫
νεuεxxu
ε
yyy
2w
us
−
∫∫
κεhεxxh
ε
yyy
2w
us
− ‖uεy, hεy,
√
ε{vεx, gεx}‖2L2
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− (δ +√ε)‖uεyy, hεyy, ε{uεxx, hεxx} · y‖2L2, (3.35)
and ∫∫
νε∂x(u
ε
yy + εv
ε
xy) · ∂x(
uεwy2
us
)−
∫∫
κε∂x(h
ε
yy + εg
ε
xy) · ∂x(
hεwy2
us
)
& −
∫∫
νεuεxxu
ε
yyy
2w
us
−
∫∫
κεhεxxh
ε
yyy
2w
us
− ‖uεx, hεx, uεy, hεy‖2L2
− (δ +√ε)‖{√ε(uεx, hεx), uεyy, hεyy, ε(uεxx, hεxx)} · y‖2L2. (3.36)
As for the remainder terms, we get∫∫
2νεvεyyy · ∂x(
uεwy2
us
)−
∫∫
2κεgεyyy · ∂x(
hεwy2
us
)
&
∫∫
2ε|vεyy|2 ·
y2w
us
+
∫∫
2ε|gεyy|2 ·
y2w
us
− ‖vεy, gεy‖2L2
− (δ +√ε+ L)‖{uεy, hεy,
√
ε(uεxy, h
ε
xy)} · y‖2L2 . (3.37)
Summarizing the above estimates up and following the similar arguments as in [12]
(see Section 4 of [12] for details), we can obtain that∫∫ (
− ν∆εuεy∂y(
uεwy2
us
)− νε∆εvεy∂x(
uεwy2
us
)
− κ∆εhεy∂y(
hεwy2
us
)− κε∆εgεy∂x(
hεwy2
us
)
)
dxdy
&−
∫
x=L
2νεuεxy∂y(
uεwy2
us
) + ‖{uεyy,
√
εuεxy, εu
ε
xx} · y‖2L2 −O(RHS)
+ ‖{hεyy,
√
εhεxy, εh
ε
xx} · y‖2L2 − (L+
√
ε+ δ)O(LHS), (3.38)
where O(RHS) and O(LHS) are the simplifications of the terms in the right and
left hand side of estimate (3.24).
In addition, for the pressure terms, by integrating by parts, we get∫∫
pεxy · ∂y(
uεwy2
us
)−
∫∫
pεyy · ∂x(
uεwy2
us
) =
∫
x=L
pεy · ∂y(
uεwy2
us
). (3.39)
Consequently, combining the above estimates (3.27)-(3.29), (3.31), (3.38) and
(3.39) together, choosing sufficiently small δ > 0 and using boundary conditions in
(3.3), the desired estimate (3.24) follows. 
3.3. Proof of the main theorem. To prove the main theorem, before turning
back to the nonlinear system (3.2), we still need to obtain uniform estimates for
the linearized system (3.7).
Lemma 3.4. Consider solutions [uε, vε, hε, gε] ∈ X to linearized problem (3.7) with
boundary conditions (3.3), then it satisfies the following uniform estimate:
ε
γ
4 ‖(uε, hε,√εvε,√εgε)‖L∞(Ω¯) ≤C(γ, L){‖∇ε(uε, hε,
√
εvε,
√
εgε)‖L2
+
√
ε‖(f2, f4)‖L2 + ‖(Su, Sh,Kh,Ku)‖L2
+ ‖(f1, f3)‖L2 +
√
ε‖(Sv, Sg,Kg,Kv)‖L2}.
(3.40)
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Proof. The estimate (3.40) follows from the fact that (uε, vε) are solutions to Stokes
problem 

−ν∆εuε + pεx = f1 − Su + Sh := f˜1,
−ν∆εvε + p
ε
y
ε = f2 − Sv + Sg := f˜2,
∂xu
ε + ∂yv
ε = 0,
while (hε, gε) solve a Possion problem

−κ∆εhε = f3 −Kh +Ku := f˜3,
−κ∆εgε = f4 −Kg +Kv := f˜4,
∂xh
ε + ∂yg
ε = 0,
with boundary conditions (3.3). Hence, applying a similar argument in Lemma 4.1
of [10] to Stokes problem, using the standard theory for elliptic problem in [7], we
can establish the existence and the desired estimate. Moreover, since the domain Ω
in our consideration is local Lipschitz, it ensures that the estimate is up to boundary
L∞(Ω¯), see [1] for details. 
Now, let us go back to the original system (3.2), and for any (u˜, v˜, h˜, g˜) ∈ X , we
consider the linearized system as follows

−ν∆εuε + Su(uε, vε)− Sh(hε, gε) + pεx = R1(u˜, v˜, h˜, g˜),
−ν∆εvε + Sv(uε, vε)− Sg(hε, gε) + p
ε
y
ε = R2(u˜, v˜, h˜, g˜),
−κ∆εhε +Kh(hε, gε)−Ku(uε, vε) = R3(u˜, v˜, h˜, g˜),
−κ∆εgε +Kg(hε, gε)−Kv(uε, vε) = R4(u˜, v˜, h˜, g˜),
∂xu
ε + ∂yv
ε = ∂xh
ε + ∂yg
ε = 0,
(3.41)
where 

R1(u˜, v˜, h˜, g˜) = ε
− 1
2
−γRuapp −Nu(u˜, v˜, h˜, g˜),
R2(u˜, v˜, h˜, g˜) = ε
− 1
2
−γRvapp −Nv(u˜, v˜, h˜, g˜),
R3(u˜, v˜, h˜, g˜) = ε
− 1
2
−γRhapp −Nh(u˜, v˜, h˜, g˜),
R4(u˜, v˜, h˜, g˜) = ε
− 1
2
−γRgapp −Ng(u˜, v˜, h˜, g˜)).
Lemma 3.5. For any (uε, vε, hε, gε) ∈ X , we have the following estimate:
‖∇ε(uε, hε,
√
εvε,
√
εgε)‖L2 + ‖(Su, Sh,Kh,Ku)‖L2
+
√
ε‖(Sv, Sg,Kg,Kv)‖L2 + ‖(R1, R3,
√
εR2,
√
εR4)(u˜, v˜, h˜, g˜)‖L2
.1 + ‖(uε, vε, hε, gε)‖X1 + ‖(u˜, v˜, h˜, g˜)‖2X .
(3.42)
Proof. First, using Lemma 3.1 and the definition of X1-norm in (3.10), we have
‖∇ε(uε, hε,
√
εvε,
√
εgε)‖L2 . 1 + ‖(uε, vε, hε, gε)‖X1 . (3.43)
Next, it follows from estimate (2.84) and the assumption 0 < γ < 14 that
‖ε− 12−γ{Ruapp, Rhapp,
√
ε(Rvapp, R
g
app)}‖L2 . 1. (3.44)
In addition, by virtue of (3.4) and (3.43), we have
‖Ku‖L2 ≤‖hs, ∂xhs,
g0e
Y
, gs − g
0
e√
ε
, y∂yus‖L∞ · ‖(uεx, uεy, uεy · y, vεy)‖L2
.1 + ‖(uε, vε, hε, gε)‖X1 ,
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and the following terms can be handled similarly
‖(Su, Sh,Kh,Ku)‖L2 +
√
ε‖(Sv, Sg,Kg,Kv)‖L2 . 1 + ‖(uε, vε, hε, gε)‖X1 . (3.45)
Finally, it remains to estimate (Nu, Nh,
√
εNv,
√
εNg)(u˜, v˜, h˜, g˜). By the defini-
tions, we get that
‖(Nu, Nh)(u˜, v˜, h˜, g˜)‖L2 ≤‖ε
1
2
+γ(u˜u˜x + v˜u˜y − h˜h˜x − g˜h˜y)‖L2
+ ‖ε 12+γ(u˜h˜x + v˜h˜y − h˜u˜x − g˜u˜y)‖L2
≤ε γ2 ‖ε γ2 (u˜, h˜,√εv˜,√εg˜)‖L∞‖(u˜x, h˜x, u˜y, h˜y)‖L2 ,
‖√ε(Nv, Ng)(u˜, v˜, h˜, g˜)‖L2 ≤‖ε1+γ(u˜v˜x + v˜v˜y − h˜g˜x − g˜g˜y)‖L2
+ ‖ε1+γ(u˜g˜x + v˜g˜y − h˜v˜x − g˜v˜y)‖L2
≤ε γ2+ 12 ‖ε γ2 (u˜, h˜)‖L∞‖
√
ε(v˜x, g˜x)‖L2
+ ε
γ
2
+ 1
2 ‖ε γ2+ 12 (v˜, g˜)‖L∞‖(v˜y, g˜y)‖L2 ,
which imply that
‖(Nu, Nh,√εNv,√εNg)(u˜, v˜, h˜, g˜)‖L2 . ‖(u˜, v˜, h˜, g˜)‖2X + 1. (3.46)
Combining the above estimates together, we complete the proof. 
Therefore, the above two Lemmas can be summarized into the following uniform
estimate:
Proposition 3.2. Let [uε, vε, hε, gε] ∈ X be the solutions to problem (3.41) with
boundary conditions (3.3), then it holds that
ε
γ
2 ‖(uε, hε,√εvε,√εgε)‖L∞
≤ε γ4 [1 + ‖(uε, vε, hε, gε)‖X1 + ‖(u˜, v˜, h˜, g˜)‖2X ]. (3.47)
Together with Proposition 3.1, we can conclude that
Corollary 3.1. Let [uε, vε, hε, gε] ∈ X be the solutions to problem (3.41) with
boundary conditions (3.3), then there holds that
‖(uε, vε, hε, gε)‖2X ≤ ε
γ
2 +R+ ε γ2 ‖(u˜, v˜, h˜, g˜)‖4X , (3.48)
where
R :=
∫∫ (
∂yR1∂y
{
uεwy2
us
}
− ε∂yR2∂x
{
uεwy2
us
}
+ ∂yR3∂y
{
hεwy2
us
}
− ε∂yR4∂x
{
hεwy2
us
})
,
with w(x) = 1− x.
It remains to handle the termR, which will be achieved by the following two lem-
mas: the first lemma is devoted to the nonlinear terms (Nu, Nv, Nh, Ng), while the
second is for the remainder terms from approximate solutions (Ruapp, R
v
app, R
h
app, R
g
app).
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Lemma 3.6. Consider solutions [uε, vε, hε, gε], [u˜, v˜, h˜, g˜] ∈ X with boundary con-
ditions (3.3), then the following estimate holds:∫∫
∂yN
u∂y
{
uεwy2
us
}
−
∫∫
ε∂yN
v∂x
{
uεwy2
us
}
+
∫∫
∂yN
h∂y
{
hεwy2
us
}
−
∫∫
ε∂yN
g∂x
{
hεwy2
us
}
. ε
γ
2 ‖(uε, vε, hε, gε)‖2X + ε
γ
2 ‖(u˜, v˜, h˜, g˜)‖4X .
(3.49)
Proof. According to the definition of (Nu, Nv, Nh, Ng), we have
∂yN
u(u˜, v˜, h˜, g˜) =ε
1
2
+γ(u˜u˜xy + v˜u˜yy − h˜h˜xy − g˜h˜yy),
ε∂yN
v(u˜, v˜, h˜, g˜) =ε
3
2
+γ(u˜y v˜x + u˜v˜xy + v˜
2
y + v˜v˜yy − h˜yg˜x − h˜g˜xy − g˜2y − g˜g˜yy),
∂yN
h(u˜, v˜, h˜, g˜) =ε
1
2
+γ(u˜yh˜x + u˜h˜xy + v˜yh˜y + v˜h˜yy − h˜yu˜x − h˜u˜xy − g˜yu˜y − g˜u˜yy),
ε∂yN
g(u˜, v˜, h˜, g˜) =ε
3
2
+γ(u˜y g˜x + u˜g˜xy + v˜y g˜y + v˜g˜yy − h˜y v˜x − h˜v˜xy − g˜y v˜y − g˜v˜yy).
Firstly, applying a similar argument stated in [12], we can achieve that∫∫
∂yN
u∂y
{
uεwy2
us
}
−
∫∫
ε∂yN
v∂x
{
uεwy2
us
}
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X . (3.50)
Secondly, we are now concerned with ∂yN
h, for the first and the third term, by
virtue of Ho¨lder inequality and (3.11), it yields that∫∫
ε
1
2
+γ(u˜yh˜x)∂y(
hεwy2
us
) +
∫∫
ε
1
2
+γ(v˜y h˜y)∂y(
hεwy2
us
)
=
∫∫
ε
1
2
+γ(u˜yh˜x − u˜xh˜y)w · (
hεyy
2
us
+
2hεy
us
− h
εy2∂yus
u2s
)
=−
∫∫
ε
1
2
+γ h˜y
2
us
(u˜xy · hεyw + u˜y · hεxyw − u˜y · hεy −
u˜y · hεyw∂xus
us
)
+
∫∫
ε
1
2
+γ u˜y
2
us
(h˜xywh
ε
y − h˜yhεy + h˜ywhεxy −
h˜ywh
ε
y∂xu
ε
s
us
)
+
∫∫
ε
1
2
+γ(u˜yh˜x − u˜xh˜y)w · (2h
εy
us
− h
εy2∂yus
u2s
)
≤ε γ2 ‖ε γ2 h˜‖L∞
[
‖√εu˜xy · y‖L2‖hεy · y‖L2 + ‖u˜y · y‖L2‖
√
εhεxy · y‖L2
+ ‖u˜y · y‖L2‖hεy · y‖L2
]
+ ε
γ
2 ‖ε γ2 hε‖L∞‖
√
εu˜xy · y‖L2‖g˜y‖L2
+ ε
γ
2 ‖ε γ2 u˜‖L∞
[
(1 + 2L)‖√εh˜xy · y‖L2‖hεy · y‖L2 + ‖h˜y · y‖L2‖
√
εhεxy · y‖L2
]
+ ε
γ
2 ‖ε γ2 hε‖L∞‖u˜x‖L2‖
√
εh˜εxy · y‖L2
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X . (3.51)
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For the second and fourth term in ∂yN
h, we get∫∫
ε
1
2
+γ(u˜h˜xy)∂y(
hεwy2
us
) +
∫∫
ε
1
2
+γ(v˜h˜yy)∂y(
hεwy2
us
)
=
∫∫
ε
1
2
+γ(u˜h˜xy + v˜h˜yy) · 1
us
(hεyy
2w + 2hεyw − h
εy2w∂yus
us
)
≤ε γ2 ‖ε γ2 u˜‖L∞(‖
√
εh˜xy · y‖L2‖hεy · y‖L2 + L‖
√
εh˜xy · y‖L2‖gεy‖L2)
+ ε
γ
2 ‖ε γ2+ 12 v˜‖L∞(‖h˜yy · y‖L2‖hεy · y‖L2 + L‖h˜yy · y‖L2‖gεy‖L2)
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X . (3.52)
Taking the above four terms as examples, the last four terms in ∂yN
h can be
handled similarly.
Finally, we turn to the terms in ∂yN
g. For the first term∫∫
ε
3
2
+γ(u˜y g˜x)∂x(
hεwy2
us
)
=
∫∫
ε
3
2
+γ u˜y g˜xy
2(
hεxw
us
− h
ε
us
− h
εw∂xus
u2s
)
=− ε 32+γ
∫∫
g˜y2
us
(u˜xyh
ε
xw + u˜yh
ε
xxw − u˜yhεx −
u˜yh
ε
xw∂xus
us
) +
u˜y g˜xy
2hεw∂xus
u2s
+
∫
x=L
ε
3
2
+γ u˜yg˜h
ε
xy
2(1− L)
us
+
∫∫
ε
3
2
+γ g˜y
2
us
(u˜xyh
ε + u˜yh
ε
x −
u˜yh
ε∂xus
us
)
≤ε γ2 ‖ε γ2+ 12 g˜‖L∞
[
(1 + L)‖√εu˜xy · y‖L2‖
√
εhεx · y‖L2 + ‖u˜y · y‖L2‖εhεxx · y‖L2
+ (3 + L)‖u˜y · y‖L2‖
√
εhεx · y‖L2 + ε
1
2 ‖u˜y · y‖L2(x=L)‖
√
εhεx · y‖L2(x=L)
]
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X , (3.53)
where we have used (3.40) to control g˜ on the boundary {x = L}.
The third term can be handled in a similar way∫∫
ε
3
2
+γ(v˜y g˜y)∂x(h
εwy2)
=
∫∫
ε
3
2
+γ(v˜y g˜y)y
2(
hεxw
us
− h
ε
us
− h
εw∂xus
u2s
)
=−
∫∫
ε
3
2
+γ v˜
us
(g˜yyh
ε
xwy
2 + g˜yh
ε
xywy
2 + 2g˜yh
ε
xwy −
g˜yh
ε
xwy
2∂yus
us
)
−
∫∫
ε
3
2
+γ v˜y g˜yy
2(
hε
us
+
hεw∂xus
u2s
)
≤ε γ2 ‖ε γ2+ 12 v˜‖L∞
[
‖√εh˜xy · y‖L2‖
√
εhεx · y‖L2 + ‖
√
εh˜x · y‖L2‖
√
εhεxy · y‖L2
+ ε
1
2 ‖g˜y‖L2‖
√
εhεx · y‖L2
]
+ ε
γ
2
+ 1
2 ‖ε γ2 hε‖L∞‖
√
εu˜x · y‖L2‖
√
εh˜x · y‖L2
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X , (3.54)
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For the second and fourth terms, we have∫∫
ε
3
2
+γ(u˜g˜xy)∂x(
hεwy2
us
) +
∫∫
ε
3
2
+γ(v˜g˜yy)∂x(
hεwy2
us
)
=
∫∫
ε
3
2
+γ(u˜g˜xy + v˜g˜yy) · y2(h
ε
xw
us
− h
ε
us
− h
εw∂xus
u2s
)
≤ε γ2 (1 + 2L)‖√εhεx · y‖L2
(
‖ε γ2 u˜‖L∞‖εh˜xx · y‖L2 + ‖ε
γ
2
+ 1
2 v˜‖L∞‖
√
εh˜xy · y‖L2
)
≤ε γ2 ‖(u˜, v˜, h˜, g˜)‖2X ‖(uε, vε, hε, gε)‖X . (3.55)
With the above four inequalities in hand, the rest terms in ∂yN
g can be handled
similarly. The proof is completed. 
Lemma 3.7. Consider solutions [uε, vε, hε, gε] ∈ X with boundary conditions (3.3),
then the following estimate holds:∫∫
∂yR
u
app∂y
{
uεwy2
us
}
− ε
∫∫
∂yR
v
app∂x
{
uεwy2
us
}
+
∫∫
∂yR
h
app∂y
{
hεwy2
us
}
− ε
∫∫
∂yR
g
app∂x
{
hεwy2
us
}
.ε
3
4 ‖(uε, vε, hε, gε)‖X .
(3.56)
Proof. Recalling the estimate (2.84), we have
‖〈y〉∂y{Ruapp, Rhapp,
√
ε(Rvapp, R
g
app)}‖L2 . ε
3
4 . (3.57)
For the tangential components, using Ho¨lder inequality and (3.57), we get∫∫
∂yR
u
app∂y
{
uεwy2
us
}
+
∫∫
∂yR
h
app∂y
{
hεwy2
us
}
≤ ‖〈y〉∂yRuapp‖L2(‖uεy · y‖L2 + L‖uεx‖L2)
+ ‖〈y〉∂yRhapp‖L2(‖hεy · y‖L2 + L‖hεx‖L2)
. ε
3
4 ‖(uε, vε, hε, gε)‖X .
(3.58)
Similarly, for the normal components, it gives
ε
∫∫
∂yR
v
app∂x
{
uεwy2
us
}
+ ε
∫∫
∂yR
g
app∂x
{
hεwy2
us
}
. ‖〈y〉√ε∂yRvapp‖L2‖
√
εuεx · y‖L2 + ‖〈y〉
√
ε∂yR
g
app‖L2‖
√
εhεx · y‖L2
. ε
3
4 ‖(uε, vε, hε, gε)‖X .
(3.59)
Then the above two inequalities bring us the desired estimate (3.56). 
Therefore, collecting the estimates in Lemma 3.6 and Lemma 3.7, using the
Young’s inequality, we have
Corollary 3.2. For R defined in Corollary 3.1, the following estimate holds
R . ε 14−γ + εγ0‖(uε, vε, hε, gε)‖2X + ε
γ
2 ‖(u˜, v˜, h˜, g˜)‖4X , (3.60)
where γ0 = min{ 14 − γ, γ2}.
Substituting (3.60) into (3.48), and absorbing the term ‖(uε, vε, hε, gε)‖X into
the left hand side, we have
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Theorem 3.1. Consider solutions [uε, vε, hε, gε] ∈ X to system (3.41) with bound-
ary conditions (3.3), then it satisfy the following estimate:
‖(uε, vε, hε, gε)‖2X . εγ0 + ε
γ
2 ‖(u˜, v˜, h˜, g˜)‖4X . (3.61)
Proof of Theorem 1.1. The estimate (3.61) shows that for any sufficiently small ε,
there exists a operator A : [u˜, v˜, h˜, g˜] 7→ [uε, vε, hε, gε] for system (3.41), mapping
an ball B := {‖(uε, vε, hε, gε)‖X ≤ 4C(us, vs, hs, gs) := K} into itself. In addition,
for any solutions [u˜1, v˜1, h˜1, g˜1] [u˜2, v˜2, h˜2, g˜2] ∈ X to system (3.41), we have
‖(uε1 − uε2, vε1 − vε2, hε1 − hε2, gε1 − gε2)‖X
. 2ε
γ
2KC(L, us, vs, hs, gs)‖(u˜1 − u˜2, v˜1 − v˜2, h˜1 − h˜2, g˜1 − g˜2)‖X .
(3.62)
By virtue of contraction fixed-point theorem and the argument stated in [12] Ap-
pendix B, we can obtain the existence of solution in X to system (3.2), and thus
the main result Theorem 1.1 is proved. 
Appendix A. Leading order ideal MHD layer
In this appendix, we are going to presribe the leading order ideal MHD profile
[u0e, v
0
e , h
0
e, g
0
e , p
0
e] by verifying that there exist nonshear flows to 2D steady incom-
pressible ideal MHD equations (1.2) satisfying the assumptions (1.10)-(1.15).
Proposition A.1. There exist ideal MHD flows [u0e, v
0
e , h
0
e, g
0
e , p
0
e](X,Y ) satisfying
assumptions (1.10)-(1.15).
Proof. We first prescribe the shear flows [U0(Y ), 0, H0(Y ), 0] to 2D steady incom-
pressible ideal MHD equations (1.2) constructed as in [3] satisfying the assumptions
as follows:
0 < c0 ≤ H0(Y )≪ U0(Y ) ≤ C0 <∞, (A.1)
U0, H0 smooth,with rapidly decaying derivatives, (A.2)
‖〈Y 〉∂Y (U0, H0)‖L∞ < δ0, for suitably small δ0 > 0, (A.3)
‖Y k∂mY (U0, H0)‖L∞ <∞, for sufficiently large k ≥ 0,m ≥ 1. (A.4)
Such shear flows have stream functions φ0(Y ) =
∫ Y
0 U0(z)dz and ψ0(Y ) =
∫ Y
0 H0(z)dz
which enjoy the following asymptotics:
φ0|Y=0 = 0, φ0|X=0 = φ0|X=L = φ0(Y ), lim
Y→∞
φ0
Y
= U∞ ∈ (c0, C0),
ψ0|Y=0 = 0, ψ0|X=0 = ψ0|X=L = ψ0(Y ), lim
Y→∞
ψ0
Y
= H∞ ∈ (c0, C0).
(A.5)
The second step is devoted to constructing an nonshear solution (u˜0e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e)
to the ideal MHD equations (1.2). Above all, we can rewrite the third and fourth
equation of (1.2) as
∇X,Y (v0eh0e − g0eu0e) = 0,
in which we have used the divergence free conditions have been used. So there
exists a constant b, such that
v0eh
0
e − g0eu0e = b,
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Take Y = 0, by virtue of the zero boundary conditions for (v0e , g
0
e), we have b = 0,
that is to say,
v0eh
0
e − g0eu0e = 0. (A.6)
It implies that there exists a scalar function k1(X,Y ) satisfying
h0e = k1(X,Y )u
0
e, g
0
e = k1(X,Y )v
0
e . (A.7)
There is a classical observation that any functions φ(X,Y ), ψ(X,Y ) satisfying
−∆φ = f˜(φ), −∆ψ = g˜(ψ), ∇ψ = k1∇φ, (A.8)
with the boundary conditions
φ(0, Y ) = A0(Y ), φ(L, Y ) = AL(Y ), φ(x, 0) = 0,
ψ(0, Y ) = B0(Y ), ψ(L, Y ) = BL(Y ), ψ(x, 0) = 0,
φ(X,Y )
Y
Y→∞−−−−→ U∞, ψ(X,Y )
Y
Y→∞−−−−→ H∞.
(A.9)
produce solutions to the ideal MHD equations (1.2) by setting
(u˜0e, v˜
0
e) = (∂Y φ,−∂Xφ), (h˜0e, g˜0e) = (∂Y ψ,−∂Xψ),
p˜0e = −
1
2
|∇φ|2 + 1
2
|∇ψ|2 − F˜ (φ) + G˜(ψ) with F˜ ′ = f˜ , G˜′ = g˜.
(A.10)
In fact, according to the setting of (u˜0e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e) in (A.10) and the system (A.8),
we have
∇(−1
2
|∇φ|2) = ∇(−1
2
|U|2) =
(−u˜0e∂X u˜0e − v˜0e∂X v˜0e
−u˜0e∂Y u˜0e − v˜0e∂Y v˜0e
)
,
in which U := (u˜0e, v˜
0
e). And
∇(−F˜ (φ)) = −F˜ ′ · ∇φ = −f˜ ·
(−v˜0e
u˜0e
)
=
(
v˜0e∂X v˜
0
e − v˜0e∂Y u˜0e
−u˜0e∂X v˜0e + u˜0e∂Y u˜0e
)
.
Thus, it follows that
∇(−1
2
|∇φ|2 − F˜ (φ)) =
(−u˜0e∂X u˜0e − v˜0e∂X u˜0e
−u˜0e∂Y v˜0e − v˜0e∂Y v˜0e
)
.
Operating a similar computation, it gives
∇(1
2
|∇ψ|2 + G˜(φ)) =
(
h˜0e∂X h˜
0
e + g˜
0
e∂X h˜
0
e
h˜0e∂Y g˜
0
e + g˜
0
e∂Y g˜
0
e
)
,
Combining the above two equalities, we can achieve that
∇p˜0e =
(−u˜0e∂X u˜0e − v˜0e∂X u˜0e + h˜0e∂X h˜0e + g˜0e∂X h˜0e
−u˜0e∂Y v˜0e − v˜0e∂Y v˜0e + h˜0e∂Y g˜0e + g˜0e∂Y g˜0e
)
,
which implies that any function φ, ψ satisfying (A.8)-(A.10) produce solutions to
system (1.2).
Furthermore, to produce nonshear flows (u˜0e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e) for the ideal MHD
equations satisfying the assumptions (1.11)-(1.15), we will assume the following
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conditions on f˜ , g˜ and the boundary data A0, AL, B0, BL:

0 ≤ f˜ , g˜ ≤ δ ≪ 1,
|∂kf˜(x+ a)| ≤ |∂kf˜(x)| for any a ≥ 0,
|∂kg˜(x+ a)| ≤ |∂kg˜(x)| for any a ≥ 0,
f˜ , g˜ ∈ C∞(R), rapidly decaying in its argument,
f˜ , g˜, A0, AL, B0, BL supported in a neighborhood away from 0,
0 ≤ A0, AL, B0, BL ≤ δ × L10,
|∂kY {A0, AL, B0, BL}| ≤ δ × L10,
A0, AL, B0, BL ∈ C∞(R+), rapidly decaying in its argument,
A0 6= AL, B0 6= BL.
Note that the property A0 6= AL, B0 6= BL plays a key role in creating the x-
dependence to produce the nonshear flows, for if A0 = AL, B0 = BL, the equations
(A.8) can be solved for φ, ψ as just functions of Y , which creates another shear
flows. For 0 < L ≪ δ ≪ 1, the boundedness of (u˜0e, h˜0e) and the properties (1.11)-
(1.15) for the nonshear solutions [u˜0e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e] will be verified easily, the readers
could refer to the paper [12] in pages 1685-1686 for more details.
Finally, we come to construct the nonshear flows [u0e, v
0
e , h
0
e, g
0
e , p
0
e] in our consid-
eration in the expansion (1.5) satisfying the assumptions (1.10)-(1.15) by defining
[u0e, v
0
e , h
0
e, g
0
e , p
0
e] := [U0(Y ), 0, H0(Y ), 0, 0] + δ[u˜
0
e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e], (A.11)
with suitably small constant δ, in which the shear flows [U0(Y ), 0, H0(Y ), 0, 0] and
the nonshear flows [u˜0e, v˜
0
e , h˜
0
e, g˜
0
e , p˜
0
e] are prescribed as above. Note that the crucial
condition (1.10) can be easily verified by using the condition (A.1) imposed on
[U0(Y ), 0, H0(Y ), 0] and the smallness of δ with the boundedness of (u˜
0
e, h˜
0
e). 
Appendix B. The Well-posedness and estimates for the MHD leading
order boundary layer system (2.2)
In this section, we focus on proving Proposition 2.1 by obtaining a priori esti-
mates of the MHD boundary layer system (2.6)-(2.7) for (u, v, h, g), and then the
well-posedness theory for leading order boundary layer corrector (u0p, v
0
p, h
0
p, g
0
p) can
be directly deduced.
Proposition B.1. (Weighted estimates for Dα(u, h) with |α| ≤ m) Let m ≥ 5
be an integer, and l ∈ R with l ≥ 0. Suppose that there exist some positive constants
ϑ0 and suitably small σ0 such that
u0e + u
0
p(0, y) > h
0
e + h
0
p(0, y) ≥ ϑ0 > 0, (B.1)
|〈y〉l+1∂y(u0e + u0p, h
0
e + h
0
p)(0, y)| ≤
1
2
σ0, (B.2)
|〈y〉l+1∂2y(u0e + u0p, h
0
e + h
0
p)(0, y)| ≤
1
2
ϑ−10 , (B.3)
uniform in y. And also, the hypotheses for (u0e, h
0
e, p
0
e) in Proposition 2.1 hold. Then
there exist classical solutions (u, v, h, g) to problem (2.6)-(2.7) in [0, L] × (0,+∞)
with small L > 0 satisfying
(u, h) ∈ L∞(0, L;Hml (0,+∞)), (∂yu, ∂yh) ∈ L2(0, L;Hml (0,+∞)).
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Moreover, we have the following estimates
(1) sup
x∈[0,L]
‖(u, h)‖Hm
l
≤ Cϑ−40 [P(M0 + C(ub) + ‖(u0, h0)‖Hml + C(ub)M60x)]
1
2
· {1− Cϑ−240 [P(M0 + C(ub) + ‖(u0, h0)‖Hml ) + C(ub)M60x]2x}−
1
4 ,
(B.4)
(2) ‖〈y〉l+1∂iy(u, h)‖L∞
≤ Cϑ−40 x[P(M0 + C(ub) + ‖(u0, h0)‖Hml + C(ub)M60x)]
1
2
· {1− Cϑ−240 [P(M0 + C(ub) + ‖(u0, h0)‖Hml ) + C(ub)M60x]2x}−
1
4
+ ‖〈y〉l+1∂iy(u0, h0)‖L∞ , i = 1, 2,
(B.5)
(3) h(x, y)
≥ h0 − Cϑ−40 xP [M0 + C(ub) + ‖(u0, h0)‖Hml + C(ub)M60x)]
1
2
· {1− Cϑ−240 [P(M0 + C(ub) + ‖(u0, h0)‖Hml ) + C(ub)M60x]2x}−
1
4 ,
(B.6)
(4) u(x, y)− h(x, y)
≥ u0 − h0 + Cϑ−40 x[P(M0 + C(ub) + ‖(u0, h0)‖Hml + C(ub)M60x)]
1
2
· {1− Cϑ−240 [P(M0 + C(ub) + ‖(u0, h0)‖Hml ) + C(ub)M60x]2x}−
1
4 ,
(B.7)
in which P is a polynomial of ‖(u0, h0)‖Hm
l
. In addition, for any (x, y) ∈ [0, L]×
[0,+∞), it yields that
u+ ub + (u
0
e − ub)φ′(y) > h+ h
0
eφ
′(y) ≥ ϑ0
2
> 0,
|〈y〉l+1∂y(u, h)| ≤ σ0, |〈y〉l+1∂2y(u, h)| ≤ ϑ−10 .
(B.8)
The proof of Proposition B.1 will be achieved by the following three subsections.
B.1. Weighted Hml − estimates with Normal Derivatives. In this subsection,
the weighted estimates for Dα(u, h) with Dα = ∂βx∂
k
y , |α| ≤ m, β ≤ m − 1 will
be given by standard energy method, since one order tangential regularity loss is
allowed in this case.
Lemma B.1. (Weighted estimates for Dα(u, h) with |α| ≤ m, β ≤ m− 1) Let
m ≥ 5 be an integer, l ≥ 0 be a real number, and the hypotheses for (u0e, h0e, p0e) in
Proposition 2.1 hold. Suppose that (u, v, h, g) are classical solutions to the problem
(2.6)-(2.7) in [0, L]× (0,+∞) for small L > 0 satisfying
(u, h) ∈ L∞(0, L;Hml (0,+∞)), (∂yu, ∂yh) ∈ L2(0, L;Hml (0,+∞)).
Then there exists C > 0, depending on m, l, such that for any small positive constant
δ1,
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∑
|α|≤m
β≤m−1
(sα(x) + ν
∫ x
0
‖∂yDαu‖2L2
l
+ κ
∫ x
0
‖∂yDαh‖2L2
l
)
≤
∑
|α|≤m
β≤m−1
sα(0) + Cδ1
∫ x
0
‖∂y(u, h)‖2Hm
0
+ C
∑
|α|≤m
β≤m−1
∫ x
0
‖〈y〉l+kDα(r1, r2)‖2L2
+ Cδ−11
∫ x
0
E2u,h(1 + E
2
u,h) + C
∫ x
0
∑
β≤m+1
‖∂βx (u0e, h
0
e, p
0
e)‖2L2(0,L),
(B.9)
where
sα(x) = ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y , E
2
u,h =
∑
|α|≤m
sα(x).
Proof. Applying operator Dα = ∂βx∂
k
y in (2.7) yields that


{u+ ub + (u0e − ub)φ′}∂xDαu− (h+ h
0
eφ
′)∂xDαh
+(v − u0exφ)∂yDαu− (g − h
0
exφ)∂yD
αh− ν∂2yDαu
= −[Dα, {u+ ub + (u0e − ub)φ′}∂x + (v − u0exφ)∂y]u
−Dα(uu0exφ′ + v(u0e − ub)φ′′) +Dα(hh
0
exφ
′ + gh
0
eφ
′′)
+[Dα, (h+ h
0
eφ
′)∂x + (g − h0exφ)∂y]h+Dαr1,
{u+ ub + (u0e − ub)φ′}∂xDαh− (h+ h
0
eφ
′)∂xDαu
+(v − u0exφ)∂yDαh(g − h
0
exφ)∂yD
αu− κ∂2yDαh
= −[Dα, {u+ ub + (u0e − ub)φ′}∂x + {v − u0exφ}∂y]h
−Dα(uh0exφ′ + vh
0
eφ
′′) +Dα(hu0exφ
′ + g(u0e − ub)φ′′)
+[Dα, (h+ h
0
eφ
′)∂x + (g − h0exφ)∂y]u+Dαr2.
(B.10)
Multiplying (B.10)1,2 by 〈y〉2l+2kDαu and 〈y〉2l+2kDαh, respectively, integrating
them over [0,∞) with respect to spatial variable y, it gives
1
2
d
dx
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y
=
∫ ∞
0
〈y〉2(l+k)(ν∂2yDαu ·Dαu+ κ∂2yDαh ·Dαh)
+
∫ ∞
0
(l + k)y〈y〉2(l+k)−2(v − u0exφ)(|Dαu|2 + |Dαh|2)
+
∫ ∞
0
〈y〉2(l+k)(Dαr1 ·Dαu+Dαr2 ·Dαh)
−
∫ ∞
0
〈y〉2(l+k)(I1 ·Dαu+ I2 ·Dαh),
(B.11)
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where 

I1 = −[(h+ h0eφ′)∂x + (g − h
0
exφ)∂y]D
αh
+
{
[Dα, (u+ ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y]u
−[Dα, (h+ h0eφ′)∂x + (g − h
0
exφ)∂y ]h
}
+Dα[uu0exφ
′ + v(u0e − ub)φ′′ − hh
0
exφ
′ − gh0eφ′′]
:= I11 + I
2
1 + I
3
1 ,
I2 = −[{h+ h0eφ′}∂x + {g − h
0
exφ}∂y]Dαu
+
{
[Dα, (u+ ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y]h
−[Dα, (h+ h0eφ′)∂x + (g − h
0
exφ)∂y ]u
}
+Dα[uh
0
exφ
′ + vh
0
eφ
′′ − hu0exφ′ − g(u0e − ub)φ′′]
:= I12 + I
2
2 + I
3
2 .
(B.12)
The estimates for the above terms in (B.11) can be obtained by following the sim-
ilar arguments in [3], so we do not give details for every single term for simplifying
the presentation. Here we only state some new different terms.
Firstly, we will handle the term
∫∞
0 ν∂
2
yD
αu · 〈y〉2(l+k)Dαu, and then the term∫∞
0
κ∂2yD
αh · 〈y〉2(l+k)Dαh can be estimated similarly. Indeed, we have
∫ ∞
0
ν∂2yD
αu · 〈y〉2(l+k)Dαu =− ν‖〈y〉l+k∂yDαu‖2L2y + ν(∂yD
αu ·Dαu)|y=0
− 2ν(l + k)
∫ ∞
0
〈y〉2(l+k)−2y∂yDαu ·Dαu.
(B.13)
The boundary term in (B.13) shall be treated carefully in two cases: |α| ≤ m−1
and |α| = m. Here we only discuss the case of |α| = m which is different from that
in [3]. It should be noticed that we have k ≥ 1 by virtue of β ≤ m − 1. Denote
γ = (β, k − 1) with |γ| = m− 1, and using the equations (2.7) for (u, v, h, g), there
holds
ν∂yD
αu =νDγ∂2yu
=Dγ{[(u+ ub + (u0e − ub)φ′)∂x + (v − u0exφ)∂y ]u+ uu0exφ′ + v(u0e − ub)φ′′
− [(h+ h0eφ′)∂x + (g − h
0
exφ)∂y ]h− hh
0
exφ
′ − gh0eφ′′ − r1}.
(B.14)
Then, according to the definition of r1 with the fact φ ≡ 0 for y ≤ R0, we get at
{y = 0} that
ν∂yD
αu|y=0 =Dγ{[(u+ ub)∂x + v∂y]u− (h∂x + g∂y)h+ 2p0ex}
=Dγ [(u + ub)∂x − h∂xh] +Dγ(v∂yu− g∂yh) + 2Dγp0ex,
(B.15)
note that the pressure term is generated by nonshear flow in our consideration. An
application of Newton-Lebniz formula and Ho¨lder inequality yields
2Dγp0ex ·Dαu|y=0 ≤ 2
√
2‖Dγp0ex‖L∞(0,L)‖Dαu‖
1
2
L2y
‖∂yDαu‖
1
2
L2y
.
ν
14
‖∂yDαu‖2L2y + C‖D
αu‖2L2y + C‖D
γp0ex‖2L∞(0,L).
(B.16)
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With (B.16) in hands, and operating the proof similar to [3] in pages 39 - 41 to
the other terms of (B.15), we can obtain the estimate of the boundary term for
|α| = β + k ≤ m with β ≤ m− 1 as follows:
|(ν∂yDαu ·Dαu)|y=0| ≤ 3ν
7
‖∂yDαu‖2L2y + Cδ
−1
1 E
2
u,h(1 + E
2
u,h)
+ δ1‖∂y(u, h)‖2Hm
0
+ C‖Dγp0ex‖2H1 + C(ub).
(B.17)
Therefore, we have the following estimate
∫ ∞
0
ν∂2yD
αu · 〈y〉2(l+k)Dαu
≤ − ν
2
‖〈y〉(l+k)∂yDαu‖2L2y + Cδ
−1
1 E
2
u,h(1 + E
2
u,h)
+ δ1‖∂y(u, h)‖2Hm
0
+ C
∑
β≤m−1
‖∂βxp0ex‖2H1 + C(ub).
(B.18)
In a similar fashion, one gets
∫ ∞
0
κ∂2yD
αh · 〈y〉2(l+k)Dαh
≤ − κ
2
‖〈y〉(l+k)∂yDαh‖2L2y + Cδ
−1
1 E
2
u,h(1 + E
2
u,h) + δ1‖∂y(u, h)‖2Hm
0
.
(B.19)
Secondly, using Hardy inequality and Sobolev embedding inequality, we can obtain
that ∫ ∞
0
(l + k)y〈y〉2(l+k)−2(v − u0exφ)(|Dαu|2 + |Dαh|2)
≤C
(∥∥∥∥ v〈y〉
∥∥∥∥
L∞
+ ‖u0ex‖L∞(0,L)
)
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y
≤C(‖ux‖L∞ + ‖u0ex‖L∞(0,L))E2u,h ≤ C(‖u‖H30 + ‖u0ex‖L∞(0,L))E2u,h,
(B.20)
in which the following a priori assumption
u+ ub + (u
0
e − ub)φ′(y) ≥ c˜0 > 0 (B.21)
has been applied.
For the third term in (B.11), using the above a priori assumption (B.21) again,
it is easy to get
∫ ∞
0
〈y〉2(l+k)(Dαr1 ·Dαu+Dαr2 ·Dαh)
≤1
2
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y
+
1
2
C(ϑ0, c˜0)‖〈y〉l+kDα(r1, r2)‖2L2y .
(B.22)
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Finally, it remains to handle the terms − ∫∞
0
〈y〉2(l+k)(I1 ·Dαu+I2 ·Dαh). Recall
the definition of I1 and I2 in (B.12), we first divide the target term into three parts:
−
∫ ∞
0
〈y〉2(l+k)(I1 ·Dαu+ I2 ·Dαh)
= −
3∑
i=1
∫ ∞
0
〈y〉2(l+k)(Ii1 ·Dαu+ Ii2 ·Dαh)
:= G1 +G2 +G3.
(B.23)
Noticing that
φ(y) ≡ y, φ′(y) ≡ 1, φ(i) ≡ 0 for y ≥ 2R0, i ≥ 2,
there exists some positive constant C satisfying
‖〈y〉i−1φ(i)(y)‖L∞(0,+∞) ≤ C, i = 0, 1, (B.24)
‖〈y〉λφ(j)(y)‖L∞(0,+∞) ≤ C, j ≥ 2, λ ∈ R. (B.25)
Estimate for G1
We obtain by integration by parts that
G1 =
d
dx
∫ ∞
0
(h+ h
0
eφ
′)Dαh · 〈y〉2(l+k)Dαu
−
∫ ∞
0
(l + k)(g − h0exφ)〈y〉2(l+k)−2 · 2yDαhDαu.
(B.26)
The first term will be absorbed into the left hand side by using a priori assumption
u+ ub + (u
0
e − ub)φ′(y) > h+ h
0
eφ
′(y) ≥ ϑ0
2
> 0 (B.27)
later on, so here we set it aside. The second term can be estimated as
−
∫ ∞
0
(l + k)(g − h0exφ)〈y〉2(l+k)−2 · 2yDαhDαu
≤ 2(l+ k)
∥∥∥∥∥g − h
0
exφ
1 + y
∥∥∥∥∥
L∞
· ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y (B.28)
≤ C(‖h‖H3
0
+ ‖h0ex‖L∞(0,L))E2u,h.
Estimate for G2
For G2, an application of Cauchy-Schwarz inequality yields that
G2 ≤ C‖〈y〉l+kI21‖L2y · ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDαu‖L2y
+ C‖〈y〉l+kI22‖L2y · ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDαh‖L2y .
(B.29)
Hence, we shall estimate ‖〈y〉l+kI21‖L2y , and ‖〈y〉l+kI22‖L2y will be handled by a
similar argument.
The terms in I21 can be rearranged as
I21 = {[Dα, (u+ ub)∂x + v∂y ]u− [Dα, h∂x + g∂y]h}
+ {[Dα, ((u0e − ub)φ′)∂x − (u0exφ)∂y ]u− [Dα, (h
0
eφ
′)∂x − (h0exφ)∂y ]h}
, I21,1 + I
2
1,2.
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Applying some similar technical estimates as the shear flows to I21,1, we achieve
‖〈y〉l+kI21,1‖L2y ≤ CE2u,h. (B.30)
Next, rewriting I21,2 as
I21,2 =
∑
0<α˜≤α
(α
α˜
){
[Dα˜((u0e − ub)φ′)∂x −Dα˜(u0exφ)∂y ]Dα−α˜u
− [Dα˜(h0eφ′)∂x −Dα˜(h
0
exφ)∂y ]D
α−α˜h
} (B.31)
with Dα˜ = ∂β˜x∂
k˜
y . And then each term on the right hand side can be estimated as
follows:
‖〈y〉l+kDα˜((u0e − ub)φ′) · ∂xDα−α˜u‖L2y
≤‖〈y〉k˜Dα˜((u0e − ub)φ′)‖L∞ · ‖〈y〉l+k−k˜∂xDα−α˜u‖L2y
≤(C(ub) + ‖∂β˜xu0e‖L∞(0,L))‖u‖Hml ,
and
‖〈y〉l+kDα˜(u0exφ) · ∂yDα−α˜u‖L2y
≤‖〈y〉k˜−1Dα˜(u0exφ)‖L∞ · ‖〈y〉l+k−k˜+1∂yDα−α˜u‖L2y
≤‖∂β˜xu0ex‖L∞(0,L) · ‖u‖Hml ,
in which we have used the boundedness of φ from (B.24) and (B.25). Similarly, the
other two terms yields that
‖〈y〉l+k[Dα˜(h0eφ′)∂x −Dα˜(h
0
exφ)∂y]D
α−α˜h‖L2y
≤C(‖∂β˜xh
0
e‖L∞(0,L) + ‖∂β˜xh
0
ex‖L∞(0,L)) · ‖h‖Hml .
So collecting the above three estimates we have
‖〈y〉l+kI21,2‖L2y ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub)
)
Eu,h. (B.32)
Therefore, together with (B.30) it gives
‖〈y〉l+kI21‖L2y ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)
Eu,h, (B.33)
and in the same way
‖〈y〉l+kI22‖L2y ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)
Eu,h. (B.34)
Accordingly, we can conclude that
G2 ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)
E2u,h. (B.35)
Estimate for G3
Applying Cauchy-Schwarz inequality in G3, we get
G3 ≤ C‖〈y〉l+kI31‖L2y · ‖〈y〉l+kDαu‖L2y + C‖〈y〉l+kI32‖L2y · ‖〈y〉l+kDαh‖L2y . (B.36)
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Noted that the weighted estimate of I32 will be treated similarly, once we have the
estimate for ‖〈y〉l+kI31‖L2y . From the definition of I31 , the term can be rewritten as
I31 =
∑
0≤α˜≤α
(α
α˜
){
Dα˜u ·Dα−α˜(u0exφ′) +Dα˜v ·Dα−α˜((u0e − ub)φ′′)
−Dα˜h ·Dα−α˜(h0exφ′)−Dα˜g ·Dα−α˜(h
0
eφ
′′)
}
.
Operating a similar procedure to the above estimates for I21 and referring to [20] in
details as well, we obtain that
‖〈y〉l+kI3j ‖L2y ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub)
)
Eu,h, for j = 1, 2. (B.37)
Substituting (B.37) into (B.36), it yields that
G3 ≤
( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub)
)
E2u,h. (B.38)
Now, collecting the estimates for Gi, together with equation (B.23), we can
deduce that
−
∫ ∞
0
〈y〉2(l+k)(I1 ·Dαu+ I2 ·Dαh)
≤C( ∑
β≤m
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)
E2u,h (B.39)
+
d
dx
∫ ∞
0
(h+ h
0
eφ
′)Dαh · 〈y〉2(l+k)Dαu.
At present, plugging the estimates (B.18),(B.19),(B.20),(B.22) and (B.39) into
(B.11), integrating in x-direction, and summing over α with β ≤ m − 1, we find
that
∑
|α|≤m
β≤m−1
(sα(x) + ν
∫ x
0
‖∂yDαu‖2L2
l
+ κ
∫ x
0
‖∂yDαh‖2L2
l
)
≤ Cδ1
∫ x
0
‖∂y(u, h)‖2Hm
0
+ C
∑
|α|≤m
β≤m−1
∫ x
0
‖〈y〉l+kDα(r1, r2)‖2L2
+ Cδ−11
∫ x
0
E2u,h(1 + E
2
u,h) + C
∫ x
0
(
C(ub) +
∑
β≤m+1
‖∂βx (u0e, h
0
e, p
0
e)‖2L2(0,L)
)
+
∑
|α|≤m
β≤m−1
∫ ∞
0
(h+ h
0
eφ
′)Dαh · 〈y〉2(l+k)Dαu+
∑
|α|≤m
β≤m−1
sα(0),
(B.40)
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in which the positive constant C depends onm, l. Moreover, the a priori assumption
(B.27)(which shall be verified latter in our energy closing arguments) yields that∫ ∞
0
(h+ h
0
eφ
′)Dαh · 〈y〉2(l+k)Dαu
≤ 1
2
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l+kDα(u, h)‖2L2y ≤
1
2
sα(x),
(B.41)
Putting (B.41) into (B.40), we finish the proof of (B.9). 
B.2. Weighted Hml - Estimates only in Tangential Variables. Similar to clas-
sical Prandtl equations, the essential difficulty for solving the MHD boundary equa-
tions also lies on the loss of one derivative in tangential variable x, which comes from
the terms v∂yu− g∂yh and v∂yh− g∂yu because of the divergence-free conditions.
Taking the mth- order tangential derivatives on (2.7), we have the following
equations for ∂βx (u, h) with β = m,

[{u+ ub + (u0e − ub)φ′}∂x + {v − u0exφ}∂y]∂βxu
−[{h+ h0eφ′}∂x + {g − h
0
exφ}∂y]∂βxh− ν∂2y∂βxu
+[∂yu+ (u
0
e − ub)φ′′]∂βx v − (∂yh+ h
0
eφ
′′)∂βx g = ∂
β
x r1 +R
β
u,
[{u+ ub + (u¯0e − ub)φ′}∂x + {v − u0exφ}∂y]∂βxh
−[{h+ h0eφ′}∂x + {g − h
0
exφ}∂y]∂βxu− κ∂2y∂βxh
+(∂yh+ h
0
eφ
′′)∂βx v − [∂yu+ (u0e − ub)φ′′]∂βx g = ∂βx r2 +Rβh,
(B.42)
where
Rβu =− [∂βx , {u+ ub + (u0e − ub)φ′}∂x − u0exφ∂y]u+ ∂βx (−u0exφ′u+ h
0
exφ
′h)
+ [∂βx , {h+ h
0
eφ
′}∂x + h0exφ∂y ]h− [∂βx , (ue − ub)φ′′]v + [∂βx , h
0
eφ
′′]g
−
∑
0<β˜<β
(
β
β˜
)
(∂β˜xv · ∂β−β˜x ∂yu− ∂β˜xg · ∂β−β˜x ∂yh),
R
β
h =− [∂βx , {u+ ub + (u0e − ub)φ′}∂x − u0exφ∂y]h+ ∂βx (−h
0
exφ
′u+ u0exφ
′h)
+ [∂βx , {h+ h
0
eφ
′}∂x + h0exφ∂y ]u− [∂βx , h
0
eφ
′′]v + [∂βx , (ue − ub)φ′′]g
−
∑
0<β˜<β
(
β
β˜
)
(∂β˜xv · ∂β−β˜x ∂yh− ∂β˜xg · ∂β−β˜x ∂yu).
Then, provided m ≥ 5, we can deduce that
‖(Rβu, Rβh)‖L2l ≤ C
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + ‖(u, h)‖Hml
)
‖(u, h)‖Hm
l
(B.43)
which is proved by a similar argument of [20], the readers can refer to the paper
[20] in page 91 for more details.
Now, back to the equation (B.42), since v = −∂−1y ∂xu and g = −∂−1y ∂xh will
create a loss of the x-derivative, it prevents us from applying standard energy
methods. To overcome this difficulty, we give a priori assumption (which shall be
verified latter in our energy closing arguments) that there exists a positive constant
ϑ0 such that
h(x, y) + h
0
e(x)φ
′(y) ≥ ϑ0
2
> 0, for any (x, y) ∈ [0, L]× (0,+∞),
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and introduce the following quantities:
uβ :=∂
β
xu−
∂yu+ (u
0
e − ub)φ′′
h+ h
0
eφ
′
∂βx∂
−1
y h,
hβ :=∂
β
xh−
∂yh+ h
0
eφ
′′
h+ h
0
eφ
′
∂βx∂
−1
y h.
(B.44)
We note here that (uβ, hβ) are almost equivalent to ∂
β
x (u, h) in L
2
l -norm, which will
be demonstrated later in Lemma B.3 at this subsection.
Rewriting the second equation of (2.7) for h as
∂y[(v−u0exφ)(h+h
0
eφ
′)−(g−h0exφ)(u+ub+(u0e−ub)φ′)]−κ∂2yh = κh
0
eφ
(3), (B.45)
in which we have used Bernoulli’s law for twice. And then it gives
(v − u0exφ)(h+ h
0
eφ
′)− (g − h0exφ)(u + ub + (u0e − ub)φ′)− κ∂yh = κh
0
eφ
′′. (B.46)
Thanks to divergence-free condition, there exists a stream function ψ satisfying
(h, g) = (∂yψ,−∂xψ), with ψ|y=0 = 0. (B.47)
So that the equation for ψ is deduced to
[(u+ ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y ]ψ + h
0
exφu + h
0
eφ
′v − κ∂2yψ = r3, (B.48)
where we have used the Bernoulli’s law and r3 is defined by
r3 = ubh
0
exφ(φ
′ − 1) + κh0eφ′′. (B.49)
Next, applying ∂βx to equation (B.48) and using ∂yψ = h, we get
[(u+ ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y]∂βxψ
+(h+ h
0
eφ
′)∂βx v − κ∂2y∂βxψ = ∂βx r3 +Rβψ,
(B.50)
where
R
β
ψ =− [∂βx , (u+ ub + (u0e − ub)φ′)∂x − u0exφ∂y ]ψ
−
∑
0<β˜<β
(
β
β˜
)
∂β˜xv · ∂β−β˜x ∂yψ − ∂βx (h
0
exφu)− [∂βx , h
0
eφ
′]v.
(B.51)
And Rβψ can be estimated as∥∥∥∥ R
β
ψ
1 + y
∥∥∥∥
L2
0
≤ C
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + ‖(u, h)‖Hm0
)
‖(u, h)‖Hm
0
, (B.52)
in which we have used Hardy inequality and the boundedness of φ from (B.24).
At present, recalling the definition of ψ, we can rewrite quantity uβ, hβ in the
following form:
uβ = ∂
β
xu− η1∂βxψ, hβ = ∂βxh− η2∂βxψ, (B.53)
with
η1 :=
∂yu+ (u
0
e − ub)φ′′
h+ h
0
eφ
′
, η2 :=
∂yh+ h
0
eφ
′′
h+ h
0
eφ
′
. (B.54)
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Then, using equations for ∂βx (u, h) and ∂
β
xψ, we can obtain the following equations
and boundary conditions for (uβ, hβ), in which the tough terms have been cancelled,

[(u + ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y ]uβ − ν∂2yuβ
−[(h+ h0eφ′)∂x + (g − h
0
exφ)∂y]hβ + (κ− ν)η1∂yhβ = Rβ1 ,
[(u + ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y ]hβ − κ∂2yhβ
−[(h+ h0eφ′)∂x + (g − h
0
exφ)∂y]uβ = R
β
2 ,
(uβ , ∂yhβ)|y=0 = 0,
(B.55)
where 

R
β
1 = ∂
β
x r1 +R
β
u − η1∂βx r3 − η1Rβψ − ζ1∂βxψ
+{2ν∂yη1 + (g − h0exφ)η2 − (κ− ν)η1η2}∂βxh,
R
β
2 = ∂
β
x r1 +R
β
h − η2∂βx r3 − η2Rβψ − ζ2∂βxψ
+{2κ∂yη2 + (g − h0exφ)η1}∂βxh,
(B.56)
with 

ζ1 = [(u + ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y]η1 − ν∂2yη1
−[(h+ h0eφ′)∂x + (g − h
0
exφ)∂y ]η2 + (κ− ν)η1∂yη2,
ζ2 = [(u + ub + (u
0
e − ub)φ′)∂x + (v − u0exφ)∂y]η2 − κ∂2yη2
−[(h+ h0eφ′)∂x + (g − h
0
exφ)∂y ]η2.
(B.57)
Also, through direct calculation, the corresponding “initial data” (values at x = 0)
becomes
uβ
∣∣
x=0
= ∂βxu(0, y)−
∂yu0(y) + (u
0
e(0)− ub)φ′′
h0(y) + h
0
e(0)φ
′
∫ y
0
∂βxh(0, z)dz , uβ0(y),
hβ
∣∣
x=0
= ∂βxh(0, y)−
∂yh0(y) + h
0
e(0)φ
′′
h0(y) + h
0
e(0)φ
′
∫ y
0
∂βxh(0, z)dz , hβ0(y).
(B.58)
On the one hand, by virtue of ψ = ∂−1y h,
‖〈y〉−1∂βxψ‖L2y ≤ ‖∂βxh‖L2y . (B.59)
On the other hand, according to the definition of ηi, ∂yηi and ζi with i = 1, 2, using
Hardy inequality, Sobolev embedding and the assumption (B.1), for any λ ∈ R, it
holds that
‖〈y〉ληi‖L∞y ≤ϑ−10
( ∑
|α|≤3
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉λ−1Dα(u, h)‖L2y
+ ‖(u0e, h
0
e)‖L∞(0,L) + C(ub)
)
, (B.60)
‖〈y〉λ∂yηi‖L∞y ≤ϑ−20
( ∑
|α|≤4
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉λ−1Dα(u, h)‖L2y
+ ‖(u0e, h
0
e)‖L∞(0,L) + C(ub)
)2
, (B.61)
‖〈y〉λζi‖L∞y ≤ϑ−30
( ∑
|α|≤5
‖{u+ ub + (u¯0e − ub)φ′}1/2〈y〉λ−1Dα(u, h)‖L2y
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+
∑
β≤1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub)
)3
. (B.62)
Then, for the terms Rβ1 and R
β
2 defined by (B.56), we can deduce the following
estimates for m ≥ 5, l ≥ 0,
‖Rβ1‖L2l ≤ Cϑ
−3
0
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + ‖(u, h)‖Hml
)3
· ‖(u, h)‖Hm
l
+ ‖∂βx r1 − η1∂βx r3‖L2l , (B.63)
‖Rβ2‖L2l ≤ Cϑ
−3
0
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + ‖(u, h)‖Hml
)3
· ‖(u, h)‖Hm
l
+ ‖∂βx r2 − η2∂βx r3‖L2l . (B.64)
Now, we are prepared to estimate the L2l -norm of (uβ, hβ).
Lemma B.2. (Weighted estimates for (uβ , hβ)) Under the assumption of Propo-
sition B.1, there holds that for any x ∈ [0, L],
sβ(x) + ν
∫ x
0
‖∂yuβ‖2L2
l
+ κ
∫ x
0
‖∂yhβ‖2L2
l
≤
∫ x
0
‖∂βx r1 − η1∂βx r3‖2L2
l
+
∫ x
0
‖∂βx r2 − η2∂βx r3‖2L2
l
+ sβ(0)
+ Cϑ−20
∫ x
0
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)2
· sβ(x)
+ Cϑ−40
∫ x
0
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)4
·E2u,h,
(B.65)
where
sβ(x) = ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l(uβ , hβ)‖2L2y . (B.66)
Proof. Multiplying (B.55)2 and (B.55)3 by 〈y〉2luβ and 〈y〉2lhβ , respectively, and
integrating them over y ∈ [0,+∞), we have
1
2
d
dx
sβ(x) + ν‖〈y〉l∂yuβ‖2L2y + κ‖〈y〉
l∂yhβ‖2L2y
=2l
∫ ∞
0
〈y〉2l−2y ·
[
(v − u0exφ) ·
|uβ|2 + |hβ |2
2
− (g − h0exφ)uβhβ
]
+
d
dx
∫ ∞
0
〈y〉2l(h+ h0eφ′)uβhβ + (ν − κ)
∫ ∞
0
〈y〉2l(η1∂yhβuβ)
+
∫ ∞
0
〈y〉2l(Rβ1uβ +Rβ2hβ)− 2l
∫ ∞
0
〈y〉2l−2 · y(ν∂yuβ · uβ + κ∂yhβ · hβ).
(B.67)
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First, by virtue of Hardy inequality and divergence-free conditions, we get
2l
∫ ∞
0
〈y〉2l−2y ·
[
(v − u0exφ) ·
|uβ |2 + |hβ |2
2
− (g − h0exφ)uβhβ
]
≤ 2l
(∥∥∥∥v − u0exφ1 + y
∥∥∥∥
L∞
+
∥∥∥∥g − h
0
exφ
1 + y
∥∥∥∥
L∞
)
‖(uβ, hβ)‖2L2
l
≤ 2l(‖(u0ex, h
0
ex)‖L∞(0,L) + ‖ux‖L∞ + ‖hx‖L∞)‖(uβ, hβ)‖2L2
l
≤ C(‖(u0ex, h
0
ex)‖L∞(0,L) + Eu,h)sβ(x).
(B.68)
Second, by integrating by parts and the boundary condition uβ |y=0 = 0, it gives
(ν − κ)
∫ ∞
0
〈y〉2l(η1∂yhβuβ)
= − ν
∫ ∞
0
hβ∂y(〈y〉2lη1uβ)− κ
∫ ∞
0
〈y〉2lη1∂yhβ · uβ
≤ ν
4
‖∂yuβ‖2L2
l
+
κ
4
‖∂yhβ‖‖2L2
l
+ C(1 + ‖η1‖2L∞ + ‖∂yη1‖2L∞)‖(uβ , hβ)‖2L2
l
≤ ν
4
‖∂yuβ‖2L2
l
+
κ
4
‖∂yhβ‖‖2L2
l
+ Cϑ−20 (‖(u0ex, h
0
ex)‖L∞(0,L) + C(ub) + Eu,h)sβ .
(B.69)
Third, using the estimates of Rβ1 and R
β
2 in (B.63) and (B.64), it yields that∫ ∞
0
〈y〉2l(Rβ1uβ +Rβ2hβ) ≤ ‖Rβ1‖L2l ‖uβ‖L2l + ‖R
β
2‖L2l ‖hβ‖L2l
≤‖∂βx r1 − η1∂βx r3‖2L2
l
+ ‖∂βx r2 − η2∂βx r3‖2L2
l
+ Cϑ−20
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)2
· sβ
+ Cϑ−40
( ∑
β≤m+1
‖∂βx (u0e, h
0
e)‖L∞(0,L) + C(ub) + Eu,h
)4
·E2u,h,
(B.70)
Next, it is direct to get
− 2l
∫ ∞
0
〈y〉2l−2 · y(ν∂yuβ · uβ + κ∂yhβ · hβ)
≤ ν‖∂yuβ‖2L2
l
+ κ‖∂yhβ‖2L2
l
+ Csβ(x).
(B.71)
Substituting the above estimates into (B.67), we have
1
2
d
dx
sβ(x) + ν‖〈y〉l∂yuβ‖2L2y + κ‖〈y〉
l∂yhβ‖2L2y
≤ ‖∂βx r1 − η1∂βx r3‖2L2
l
+ ‖∂βx r2 − η2∂βx r3‖2L2
l
+
d
dx
∫ ∞
0
〈y〉2l(h+ h0eφ)uβhβ
+ Cϑ−20
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)2
· sβ(x)
+ Cϑ−40
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)4
·E2u,h.
(B.72)
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Moreover, the a priori assumption (B.27) yields that∫ ∞
0
〈y〉2l(h+ h0eφ)uβhβ ≤
1
2
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l(uβ, hβ)‖2L2y ≤
1
2
sβ,
(B.73)
Therefore, we completes the proof of this lemma by integrating (B.72) in x-
direction and using (B.73). 
Finally, we state the following equivalence norm between ‖(∂βxu, ∂βxh)‖2L2y and
‖(uβ, hβ)‖2L2y .
Lemma B.3. (Equivalence norm between ‖∂βx (u, h)‖2L2y and ‖(uβ, hβ)‖
2
L2y
) If the
assumptions in Proposition B.1 hold, then
M(x)−1‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l∂βx (u, h)‖L2y
≤ ‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l(uβ, hβ)‖L2y
≤ M(x)‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l∂βx (u, h)‖L2y ,
(B.74)
and
‖∂y∂βx (u, h)‖L2l ≤ ‖∂y(uβ, hβ)‖L2l +M(x)‖hβ‖L2l , (B.75)
where
M(x) := 2ϑ−10 (‖〈y〉l+1∂y(u, h)‖L∞ + ‖〈y〉l+1∂2y(u, h)‖L∞
+ C(ub) + C‖(u0e, h
0
e)‖L∞(0,L)).
(B.76)
The proof of Lemma B.3 is similar to the proof of Lemma 3.4 in [20], here we
omit the demonstration for simplicity.
B.3. Completeness of the a priori estimates. In this subsection, we are going
to prove Proposition B.1. To this end, we need the a priori assumption
‖〈y〉l+1∂y(u, h)‖L∞ ≤ σ0, ‖〈y〉l+1∂2y(u, h)‖L∞ ≤ ϑ−10 .
Combining this with the definitions ofM(x), ηi and the estimates in (B.60), we get
‖〈y〉l+1ηi‖L∞ ≤ 2ϑ−20 , M(x) ≤ 5ϑ−20 .
Hence, by virtue of the estimates in Lemma B.3, it gives
E2u,h =
∑
|α|≤m
β≤m−1
sα(x) +
∑
β=m
‖{u+ ub + (u0e − ub)φ′}1/2〈y〉l∂βx (u, h)‖2L2y
≤
∑
|α|≤m
β≤m−1
sα(x) + 25ϑ
−4
0 sβ(x),
(B.77)
and
‖∂y(u, h)‖2Hm
l
≤
∑
|α|≤m
β≤m−1
‖∂yDα(u, h)‖2L2
l
+ 2‖∂y(uβ , hβ)‖2L2
l
+ 50ϑ−40 ‖hβ‖2L2
l
,
(B.78)
where β = m in the definition of sβ, uβ , hβ.
With the estimates (B.77),(B.78) in hands, we are prepared to achieve the desired
a priori estimates of (u, h) for system (2.7). By virtue of Lemma B.1 and Lemma
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B.2, together with the above estimates (B.77),(B.78), for any m ≥ 5, the following
estimate holds∫ x
0
( ∑
|α|≤m
β≤m−1
‖∂yDα(u, h)‖2L2
l
+ 25ϑ−40 ‖∂y(uβ, hβ)‖2L2
l
)
+
∑
|α|≤m
β≤m−1
sα(x) + 25ϑ
−4
0 sβ(x)
≤
( ∑
|α|≤m
β≤m−1
sα(0) + 25ϑ
−4
0 sβ(0)
)
+ Cδ1
∫ x
0
‖∂y(u, h)‖2Hm
0
+ Cδ−11
∫ x
0
E2u,h(1 + E
2
u,h)
+
∑
|α|≤m
β≤m−1
∫ x
0
‖〈y〉l+kDα(r1, r2)‖2L2 + C
∫ x
0
∑
β≤m+2
‖∂βx (u0e, h
0
e, p
0
e)‖2L2(0,L)
+ 25ϑ−40
∫ x
0
(
‖∂βx r1 − η1∂βx r3‖2L2
l
+ ‖∂βx r2 − η2∂βx r3‖2L2
l
)
+ Cϑ−60
∫ x
0
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)2
· sβ(x)
+ Cϑ−80
∫ x
0
( ∑
β≤m+2
‖∂βx (u0e, h
0
e)‖L2(0,L) + Eu,h + C(ub)
)4
· E2u,h
≤
( ∑
|α|≤m
β≤m−1
sα(0) + 25ϑ
−4
0 sβ(0)
)
+
∑
|α|≤m
β≤m−1
∫ x
0
‖Dα(r1, r2)‖2L2
l
+
∫ x
0
C(ub, ϑ0)
+ Cϑ−40
∫ x
0
(
‖∂mx (r1, r2)‖2L2
l
+ 4ϑ−40 ‖∂mx r3‖2L2
−1
)
+ Cϑ−80
∫ x
0
(
1 +
∑
β≤m+2
‖∂βx (u0e, h
0
e, p
0
e)‖2L2(0,L)
)3
+ Cϑ−80
∫ x
0
( ∑
|α|≤m
β≤m−1
sα(x) + 25ϑ
−4
0 sβ(s)
)3
.
Define
F0 :=
∑
|α|≤m
β≤m−1
sα(0) + 25ϑ
−4
0 sβ(0),
and
F (x) :=
∑
|α|≤m
β≤m−1
‖Dα(r1, r2)‖2L2
l
+ C(ub, ϑ0)
+ Cϑ−80
(
1 +
∑
β≤m+2
‖∂βx (u0e, h
0
e, p
0
e)‖2L2
)3
+ Cϑ−40
(
‖∂mx (r1, r2)‖2L2
l
+ 4ϑ−40 ‖∂mx r3‖2L2
−1
)
.
THE BOUNDARY LAYER THEORY FOR STEADY MHD: NONSHEAR FLOWS 59
Using Gronwall inequality, we find∑
|α|≤m
β≤m−1
sα(x) + 25ϑ
−4
0 sβ(x)
≤ (F0 +
∫ x
0
F (s)ds){1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 12 .
(B.79)
Together with the estimate in (B.77), it follows that
sup
x∈[0,L]
Eu,h ≤ (F0 +
∫ x
0
F (s)ds)
1
2 {1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 14 , (B.80)
and hence, we have
sup
x∈[0,L]
‖(u, h)‖Hm
l
≤ (F0 +
∫ x
0
F (s)ds)
1
2 {1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 14 .
(B.81)
Moreover, using Newton-Lebniz formula, Sobolev embedding and (B.80), we know
that for i = 1, 2
‖〈y〉l+1∂iy(u, h)‖L∞ ≤Cx(F0 +
∫ x
0
F (s)ds)
1
2 {1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 14
+ ‖〈y〉l+1∂iy(u0, h0)‖L∞ .
(B.82)
In addition,
h(x, y) ≥ h0(y)− Cx(F0 +
∫ x
0
F (s)ds)
1
2 {1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 14 .
(B.83)
And in a similar way, it follows that
(u− h)(x, y) ≥ −Cx(F0 +
∫ x
0
F (s)ds)
1
2 {1− 2Cϑ−80 (F0 +
∫ x
0
F (s)ds)2x}− 14
+ (u0 − h0)(y).
(B.84)
It remains to give the estimates for the terms F (s) and F0 on the right-hand
side of inequalities (B.81)-(B.84), using the definition of M0, r3, and the bounds of
r1, r2 in (2.10), we can deduce that∫ x
0
F (s)ds ≤ C(ub)ϑ−80 M60x, (B.85)
and hence, by virtue of the definition of sβ in (B.66) and uβ0, hβ0 in (B.58), we
have
F0 ≤ Cϑ−80 P(M0 + C(ub) + ‖(u0, h0)‖Hml ), (B.86)
where P is a polynomial of ‖(u0, h0)‖Hm
l
.
Therefore, plugging (B.85) and (B.86) into (B.81)-(B.84), the proof of Proposi-
tion B.1 is completed.
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