We propose an algorithm for encoding deterministic finite-state automata (DFAs) in second-order recurrent neural networks with sigmoidaI discriminant function and we prove that the languages accepted by the constructed network and the DFA are identical. The desired finite-state network dynamics is achieved by programming a small subset of all weights. A worst case analysis reveals a relationship between the weight strength and the maximum allowed network size, which guarantees finite-state behavior of the constructed network. We illustrate the method by encoding random DFAs with 10,100, and 1000 states. While the theory predicts that the weight strength scales with the DFA size, we find empirically the weight strength to be almost constant for all the random DFAs. These results can be explained by noting that the generated DFAs represent average cases. We empirically demonstrate the existence of extreme DFAs for which the weight strength scales with DFA size.
Introduction
It is possible to train recurrent neural networks to behave like deterministic finite-state automata (Elman 1990; Frasconi et al. 1991; Giles etal. 1992; Pollack 1991; Servan-Schreiber et al. 1991; Watrous and Kuhn 1992) . The internal representation of learned DFA states can deteriorate due to the dynamic nature of recurrent networks making predictions about the generalization performance of trained recurrent networks difficult (Zeng et al. 1993) . Methods for constructing DFAs in recurrent networks with hardlimiting neurons discriminant functions have been proposed (Alon et al. 1991; Horne and Hush 1994; Minsky 1967) ; methods for constructing networks with sigmoidal and radial-basis discriminant functions have been discussed (Frasconi et al. 1993; Gori et al. 1994; Giles and Omlin 1993) .
We prove that recurrent networks with continuous sigmoidal discriminant functions can be constructed such that the encoded finite-state dynamics Neural Coinputation 8, 675696 (1996) 2.2 Recurrent Network. We implement DFAs in discrete-time, recurrent networks with second-order weights Wllk. The continuous network dynamics are described by the following equations:
where b, is the bias associated with hidden recurrent state neurons S,; l k denotes input neurons. The product S:I/ directly corresponds to the state transition O(q,,ak) = ql. After a string has been processed, the output of a designated neuron SO decides whether the network accepts or rejects a string. The network accepts a given string if the value of the output neuron Sh at the end of the string is greater than 0.5; otherwise, the network rejects the string.
For the remainder of this paper, we assume a one-hot encoding for input symbols uk, i.e., I: E (0. l}.
2.3
Encoding Algorithm. The encoding algorithm achieves a nearly orthonormal internal representation of the desired DFA dynamics; it constructs a network with n + 1 recurrent state neurons (including the output neuron) and m input neurons from a DFA with iz states and 112 input symbols. There is a one-to-one correspondence between state neurons S, and The question this paper addresses is whether the value of H can be chosen such that the finite-state dynamics in a recurrent network remains indefinitely stable.
Analysis
We prove the stability of DFA encodings in recurrent neural networks for strings of arbitrary length. Due to space limitations, we give only the proofs of the theorems that establish our results; for proofs of auxiliary lemmas see Omlin and Giles (1994) .
3.1 Fixed Point Analysis for Sigmoidal Discriminant Function. Recall that the recurrent network changes its state according to equation 2.1. Our DFA encoding algorithm yields a special form of that equation describing the dynamics of a constructed network:
The bias term -HI2 is common to all state neurons. Hxj is the weighted sum feeding into neuron Sjt+l). Under certain conditions, the discriminant function h(.) has fixed points that allow a stable internal representation of DFA states.
Network Dynamics as Iterated Functions.
When a network processes a string, the state neurons go through a sequence of state changes.
The network state at time t + 1 is computed from the network state at time t, its current input, and its weights. Since the discriminant function h(.j is the same for all state neurons, these network state changes can be represented as iterations of h(.) for each state neuron:
A network will correctly classify strings of arbitrary length only if its internal DFA state representation remains sufficiently stable. Stability can be guaranteed only if the neurons are shown to operate near their saturation regions for sufficiently high gain of the sigmoidal discriminant function h ( . ) . One way to achieve stability is thus to show that the iteration of the discriminant function h ( . ) converges toward its fixed points in these regions, i.e., points for which we have, i.e., h(x. H ) = x. This observation will be the basis for a quantitative analysis, which establishes bounds on the network size and the weight strength H, which guarantee stable internal representation for arbitrary DFAs. 
The inputs 1; are not shown explicitly since we assume that each input symbol is assigned a separate input neuron in a one-hot encoding. The DFA state transitions corresponding to these types of neuron state changes are shown in Figure 1 .
The signals Si and S: represent the principnl coiitrihiitioizs to the neuron Si-' that are responsible for driving the output of neuron S:*' low or For a worst case analysis, it suffices to investigate the cases of minimum and maximum neuron inputs for high and low signals, respectively. Equations 3.3-3.9 condense to the following two equations:
low + high: (3.10) (3.11)
We now define a new function ha(x,. H) that takes the residual inputs into consideration. Let AX: denote the residual neuron inputs to neuron Then, the function kz'(xi,H) is recursively defined as
The initial values for low and high signals are xp = 0 and xp = 1, respectively. The magnitude of the residual inputs Ax, depend on the coupling between recurrent state neurons. Neurons that are connected to a large number of other neurons will receive a larger residual input than neurons which are connected to only a few other neurons. Consider the neuron S,,, which receives a residual input Ax, from the most number r of neurons, i.e., Ax; 5 Ax,,. To show network stability, it suffices to assume the worst case where all neurons receive the same amount of residual input for given time index t, i.e. Ax;. This assumption is valid since the initial value for all neurons except the neuron corresponding to a DFA's start state is 0. 
where x satisfies the equation
The contour plots in Figure 3 for some values of u are shown in Figure 2 . The lemmas 3.3.2 through 3.3.5 also apply to the function p(x. 10. The number of weights and the maximum fan-out follow directly from the DFA encoding algorithm.
Stable encoding of DFA state is a necessary condition for a neural network to implement a given DFA. The network must also correctly classify all strings. The conditions for correct string classification are expressed in the following corollary:
. Let L(MDFA) denote the regular language accepted by a DFA M with n states and let L(MR") be the langirage accepted by the recurrent network constructed froin M . Then, we have L(MRNN) = L(MDFA) if ( 2 ) H > rnax(Hi(r).H,+(r))
Proof. For the case of an ungrammatical string, the input to the response neuron So must satisfy the following condition: 
Experiments

Simulation Results.
To empirically validate our analysis, we constructed networks from randomly generated DFAs with 10,100, and 1000 states. For each of the three DFAs, we randomly generated different test sets each consisting of 1000 strings of length 10, 100, and 1000, respectively. The randomly generated, minimized 100-state DFA with alphabet C = (0.1) that we encoded into a recurrent network with 101 state neurons is shown in Figure 4 All three networks achieve perfect generalization for all three test sets for approximately the same value of H . Apparently, the network size plays an insignificant role in determining for which value of H stability of the internal DFA representation is reached, at least across the considered 3 orders of magnitude of network sizes. Figure 7 : Performance of 1000-state DFA The network classification performances on three randomly generated data sets consisting of 1000 strings of length 10 (0), 100 (+), and 1,000 (O), respectively, as a function of the rule strength H (in 0.1 increments). The network achieves perfect classification on the strings of length 1000 for H > 6.1.
1. Neural DFAs can be constructed that are stable for arbitrary string length for finite value of the weight strength H . 2. For most neural DFA implementations, network stability is achieved for values of H that are smaller than the values required by the conditions in Theorem 3.4.1. 3. The value of H scales with the DFA size, i.e., the larger the DFA and thus the network, the larger H will be for guaranteed stability.
Predictions (1) and (2) are supported by our experiments. However, when we compare the values H in the above experiments for DFAs of different sizes, we find that H z 6 for all three DFAs. This observation seems inconsistent with the theory. The reason for this inconsistency lies in the assumption of a worst case for the analysis, whereas the DFAs we implemented represent average cases. For the construction of the randomly generated 100-state DFA we found correct classification of strings of length 1000 for H = 6.3. This value corresponds to a DFA whose states H increases up to p = 75%; for p > 75%, the DFA becomes degenerated causing H to decrease again.
have 'average' indegree r = 1.5. [The magic value 6 also seems to occur for networks which are trained. Consider a neuron S; ; then, the weight that causes transitions between dynamical attractors often has a value = 6 (Tino 1994).] However, there exist DFAs that exhibit the scaling behavior that is predicted by the theory. We will briefly discuss such DFAs. That discussion will be followed by an analysis of the condition for stable DFA encodings for asymptotically large DFAs. The graph in Figure 8 shows for 10 randomly generated DFAs with 100 state the minimum weight strength H necessary to correctly classify 100 strings of length 100-a new data set was randomly generated for each DFA-as a function of p in 5% increments. We observe that H generally increases with increasing values of p; in all cases, the hint strength H sharply decline for some percentage value p. As the number of connections +H to a single state neuron S, increases, the number of residual inputs that can cause unstable internal DFA representation and incorrect classification decreases. Let us assume that the extreme DFA state 9(, is an accepting state. Then, the input to output neuron S;" is (5.1)
For correct classification, the net input must be larger than 0.5. As the value of p increases, the number of terms in the first and second sum increase and decrease, respectively. Thus, smaller values of H lead to correct string classification. A similar argument can be made if q/, is a rejecting state.
We observe that there are two runs where outliers occur, i.e., Hp, > H,,,, even though we have pI < p I + l . Since the value H,, depends on the randomly generated DFA, the choice for q,, and the test set, we can expect such an uncharacteristic behavior to occur in some cases.
5.3 Asymptotic Case Analysis. We are interested in finding an expression for the average number of residual inputs to a neuron in large DFAs. Since we are dealing with a second-order network architecture, disjoint parts of the network participate in the computation of the next state for any given input symbol. Thus, we can limit our analysis to DFAs with a single input symbol.
Consider a DFA M and its underlying graph G(V. E ) whose vertices V and directed edges E are the DFA states Q and state transitions 6, respectively. We assume that G(V. E ) is randomly generated: For any given vertex u,, a directed edge e, is drawn to another vertex ZI, with equal probability l / n for all vertices of G. The number of directed edges entering any given vertex u i from other vertices u,,, is the number of residual inputs state neuron Si receives from other state neurons S,,,. Thus we need to compute only the expected number of incoming edges ("in-degree") for a DFA generated according to the above probability distribution.
The probability p ( d = k ) for a vertex to have in-degree k follows a binomial distribution; thus, the average in-degree is given by the expected value of k, which can be written as For n -+ 03 and X = np = 1 where p is the probability that an event occurs (in our case we have p = l / n and thus X = 1) and p + 0 the binomial distribution asymptotically converges toward the Poisson distribution:
With X = 1, we conclude The lemmas of section 3.3 simplify for the case r = 1 as follows (Omlin and Giles, 1995 We can now state the following asymptotic result for the construction of large DFAs: Proof. Recall the worst case equations 3.10 and 3.11 for state transitions of type low + low and l o w -, high. For the asymptotic case ii -+ 00, these equations simplify.
The worst case equations of section 3.2 apply here also; however, the residual inputs are zero. Thus the following two conditions for stable low and high signals, respectively, must be satisfied: Unlike in the case of the worst case analysis for partially recurrent networks, the condition for correct string classification dominates the conditions for stable finite-state dynamics. As a matter of fact, stable finitestate dynamics alone does not require H + co; however, correct string classification requires $7 + 0 and thus H -+ 00 for n -+ 03.
Conclusion
We investigated how deterministic finite-state automata (DFAs) can be encoded into sparse second-order recurrent neural networks. The operation performed by the second-order architecture is akin to DFA state transitions, making DFA encoding a straightforward operation. We have proven that our algorithm can construct a sparse recurrent network with O(n) state neurons, O(mn) weights and limited fan-out of size O ( m ) from any DFA state with n states and nz input symbols such that the DFA and the constructed network accept the same regular language. The DFA dynamics is achieved by programming some of the weights to values +H or -H. A worst case analysis has revealed a quantitative relationship between the rule strength Hpred and the maximum allowed network size such that the network dynamics remains robust for arbitrary string length. This is only a proof of existence, i.e., we do not make any claims that such a solution can be learned.
Our empirical results suggest that the weight strength H M 6 is independent of the network size for typical DFAs. Extreme DFAs can be constructed for the weight strength scales with the network size.
The stability analysis presented in this paper can be extended to the case where DFAs are embedded into fully recurrent networks. This may be desirable in the case where a network is initialized with partial prior knowledge to be refined through learning on training data. In that case, the weights which are not programmed to -H: -H/2, and +H are initialized to small random values drawn according to some distribution from an interval [-W. W]. Then, the significance of stable DFA encoding is that the parameters H and W can be chosen such that knowledge is not destroyed by the presence of the randomly initialized weights.
It would be an interesting question to investigate whether a denser binary representation of DFA states is possible, thus requiring fewer than n + 1 state neurons to encode a DFA with n states in a second-order recurrent neural network. We hypothesize that dense neural DFA construction is an NP-complete problem (Hopcroft and Ullman 1979) .
