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Abstract: In this paper, using Euler’s function, we give a formula of all integral solutions
to linear indeterminate equation with s-variables a1x1+a2x2+ · · ·+asxs = n. It is a explicit
formula of the coefficients a1, a2, · · · , as and the free term n.
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1. Introduction and Main Theorem
In this paper, we consider the integral solutions to linear indeterminate equation with s-
variables
a1x1 + a2x2 + · · ·+ asxs = n. (1.1)
It is well-known that there exist the integral solutions of (1.1) if and only if
(a1, a2, · · · , as)|n. (1.2)
Under the assumption (1.2), if we can obtain a special solution of (1.1) by applying the mutual
division, fraction, parameter methods, etc., then the all integral solutions to (1.1) can be
represented by using the special solution obtained above and s−1 parameters t1, t2, · · · , ts−1.
However, the methods seeking above special solution are too complicated to lose availability
in many problems. For example, it is very difficult to obtain a special solution to the following
simple indeterminate equation with s = 2
2mx+ 3ny = 1, (1.3)
where m and n are positive integers. Therefore, it is very important and interesting to seek
a formula of all integral solutions to (1.1). In this paper, using Euler’s function, we give a
formula of all integral solutions to (1.1), which is a explicit function of the coefficients a1, a2,
· · · , as and the free term n.
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To state our result, let (a1, a2, · · · , as) = d, n = dn1, (a1, a2) = d2, (d2, a3) = d3, · · · ,
(ds−1, as) = ds = d, a1 = d2a¯1, a2 = d2a¯2, · · · , as = dsa¯s, d2 = d3d¯2, d3 = d4d¯3, · · · , and
ds−1 = dsd¯s−1.
Then
(a¯1, a¯2) = 1, (d¯i, a¯i+1) = 1, i = 2, 3, · · · , s− 1.
Also we appoint
a¯1 = d¯1,
k∑
i=j
(·) = 0, if k < j
and
j−λ∏
i=j
(·) =
{
1, λ = 1,
0, λ ≥ 2.
Theorem 1.1. (Main Theorem) If (a1, a2, · · · , as)|n, then all integral solutions to the
indeterminate equation (1.1) have the following forms:


x1 = n1
s−1∏
i=1
d¯
φ(|a¯i+1|)−1
i +
s−1∑
m=1
a¯m+1
m−1∏
i=1
d¯
φ(|a¯i+1|)−1
i tm,
xk =
n1
a¯k
(
1− d¯
φ(|a¯k |)
k−1
) s−1∏
i=k
d¯
φ(|a¯i+1|)−1
i − d¯k−1tk−1
+
s−1∑
m=2
a¯m+1
a¯k
(
1− d¯
φ(|a¯k|)
k−1
)m−1∏
i=k
d¯
φ(|a¯i+1|)−1
i tm,
k = 2, 3, · · · , s,
(1.4)
where t1, t2, · · · , ts−1 are arbitrary integers.
2. The Proof of Theorem 1.1
To prove our Theorem 1.1, we restate the following Euler’s lemma, which is required in later
analysis.
Lemma 2.1 (Euler’s Lemma [2, 3, 5]). Let (a, b) = 1. Then
b
∣∣∣(1− aφ(|b|)) , (2.1)
and
a
∣∣∣(1− bφ(|a|)) , (2.2)
where φ(·) denotes Euler’s function.
To study the indeterminate equation (1.1), we first discuss a simple case of (1.1) with
s = 2.
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Lemma 2.2. For the indeterminate equation
ax+ by = c, (2.3)
if (a, b)|c, then all integral solutions to (2.3) have the following forms:

x = c0a
φ(|b0|)−1
0 + b0t,
y =
c0
b0
(
1− a
φ(|b0|)
0
)
− a0t
(2.4)
or 

x =
c0
a0
(
1− b
φ(|a0|)
0
)
− b0t,
y = c0b
φ(|a0|)−1
0 + a0t,
(2.5)
where a0 =
a
(a,b) , b0 =
b
(a,b) , c0 =
c
(a,b) , t = 0, ±1, ±2, · · · .
Proof. Without the loss of generality, we only prove (2.4). The proof of (2.5) is similar and
the details are omitted. In fact, using Lemma 2.1, it is easy to verify that (x, y) is a integral
solution to (2.2). On the other hand, let (x0, y0) be a integral solution to (2.2), i.e.,
ax0 + by0 = c. (2.6)
Then
a0x0 + b0y0 = c0, (2.7)
where (a0, b0) = 1, which implies
a0x0 ≡ c0 (mod |b0|). (2.8)
Therefore, x ≡ x0 (mod |b0|) must be the solution of (2.8).
Noticing (2.8) has a unique solution
x ≡ a
φ(|b0|)−1
0 c0 (mod |b0|),
it follows
x0 ≡ a
φ(|b0|)−1
0 c0 (mod |b0|).
This shows that there exists a t0 ∈ {0,±1,±2, · · · }, such that
x0 = c0a
φ(|b0|)−1
0 + b0t0. (2.9)
Substituting (2.9) into (2.7), we have
a0
(
c0a
φ(|b0|)−1
0 + b0t0
)
+ b0y0 = c0, (2.10)
which implies
y0 =
c0
b0
(
1− a
φ(|b0|)
0
)
− a0t0. (2.11)
(2.9) and (2.10) show that every solution (x0, y0) to equation (2.3) satisfies (2.4).
The proof of Lemma 2.2 is completed.
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Now we will seek a formula of all integral solutions to (1.1). To do this,
Proof of Theorem 1.1. First, we prove that (x1, x2, · · · , xs) defined by (1.4) is a integer
solution to (1.1). By using Lemma 1.1, we know that x1, x2, · · · , xs defined by (1.4) are
integers. Moreover, since
n1a1 = n1d¯1d2 = n1d¯1d¯2d3 = · · · = n1d¯1d¯2 · · · d¯s−1ds = nd¯1d¯2 · · · d¯s−1,
n1ak = n1a¯kdk = n1a¯kd¯kdk+1 = · · · = n1a¯kd¯k · · · d¯s−1ds = na¯kd¯k · · · d¯s−1,
k = 2, 3, · · · , s− 1,
and
n1as = n1a¯sds = na¯s,
we have
a1n1
s−1∏
i=1
d¯
φ(|a¯i+1|)−1
i + a2
n1
a¯2
(
1− d¯
φ(|a¯2|)
1
) s−1∏
i=2
d¯
φ(|a¯i+1|)−1
i + · · ·
+as−1
n1
a¯s−1
(
1− d¯
φ(|a¯s−1|)
s−2
) s−1∏
i=s−1
d¯
φ(|a¯i+1|)−1
i + as
n1
a¯s
(
1− d¯
φ(|a¯s|)
s−1
)
= n, (2.12)
a1a¯2t1 − a2d¯1t1 = d¯1d2a¯2t1 − a¯2d2d¯1t1 = 0, (2.13)
and
a1a¯m+1
m−1∏
i=1
d¯
φ(|a¯i+1|)−1
i tm + a2
a¯m+1
a¯2
(
1− a¯
φ(|a¯2|)
1
)m−1∏
i=2
d¯
φ(|a¯i+1|)−1
i tm
+ · · ·+ am−1
a¯m+1
a¯m−1
(
1− d¯
φ(|a¯m−1|)
m−2
) m−1∏
i=m−1
d¯
φ(|a¯i+1|)−1
i tm
+am
a¯m+1
a¯m
(
1− d¯
φ(|a¯m|)
m−1
)
tm − am+1d¯mtm = 0,
m = 2, 3, · · · , s− 1. (2.14)
Adding both sides of (2.12), (2.13) and (2.14), we have
a1x1 + a2x2 + · · ·+ asxs = n,
which implies (x1, x2, · · · , xs) defined by (1.4) is a integral solution to (1.1).
On the other hand, we will prove that every integral solution to (1.1) can be represented
into form (1.4) by using induction for s.
For s = 2, it is true by Lemma 2.2.
Suppose that it is true for the indeterminate equation of s − 1 variables, i.e., the every
solution of
a1x1 + a2x2 + · · · + as−1xs−1 = n
can be represented into form (1.4). Now we will show that it is true for s.
Since ds−1|(a1x1 + a2x2 + · · · + as−1xs−1), there exists ys−1 such that
a1x1 + a2x2 + · · ·+ as−1xs−1 = ds−1ys−1. (2.15)
INTEGRAL SOLUTIONS TO INDETERMINATE EQUATION 5
(1.1) and (2.15) show
ds−1ys−1 + asxs = n. (2.16)
From Lemma 2.2 and the inductive assumption, we have
x1 = ys−1
s−2∏
i=1
d¯
φ(|a¯i+1|)−1
i +
s−2∑
m=1
a¯m+1
m−1∏
i=1
d¯
φ(|a¯i+1|)−1
i tm, (2.17)
xk =
ys−1
a¯k
(
1− d¯
φ(|a¯k |)
k−1
) s−2∏
i=k
d¯
φ(|a¯i+1|)−1
i − d¯k−1tk−1
+
s−2∑
m=2
a¯m+1
a¯k
(
1− d¯
φ(|a¯k |)
k−1
)m−1∏
i=k
d¯
φ(|a¯i+1|)−1
i tm,
k = 2, 3, · · · , s− 1, (2.18)
ys−1 = n1d¯
φ(|a¯s|)−1
s−1 + a¯sts−1, (2.19)
and
xs =
n1
a¯s
(
1− d¯
φ(|a¯s|)
s−1
)
− d¯s−1ts−1. (2.20)
Substituting (2.19) into (2.17), (2.18) and noticing (2.20), we know every integral solution to
(1.1) can be represented into form (1.4).
This completes the proof of Theorem 1.1.
Remark 2.4. The formula (1.4) of all integral solutions in Theorem 2.3 was deduced from
the first group formula (2.4) of Lemma 2.2. If we use the second group formula (2.5) to solve
the indeterminate equation (1.1), we can obtain the other formula with different form of all
integral solutions to (1.1).
3. Applications
In this section, we will solve the indeterminate equation (1.3) by using Theorem 1.1. To do
this, we first give Euler’s functions φ(2m) and φ(3n) as follows:

φ(2m) = 2m − 2m−1,
φ(3n) = 3n − 3n−1.
(3.1)
By applying Theorem 1.1, the all integral solutions to (1.3) can be represented into the
following forms: 

x = 2m(3
n−3n−1−1) + 3nt,
y =
1
3n
(
1− 2m(3
n−3n−1)
)
− 2mt
(3.2)
or 

x =
1
2m
(
1− 3n(2
m−2m−1)
)
− 3nt,
y = 3n(2
m−2m−1−1) + 2mt,
(3.3)
where t = 0, ±1, ±2, · · · .
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