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ABSTRACT
The stability and transport of water on solid planetary surfaces strongly affects both
atmospheric and surfaces processes. In this work, two bodies are specifically investigated where
transport of water is relevant: Iapetus and Mars. Iapetus, an icy Kronian satellite, has a drastic
albedo contrast on its surface and one of the darkest surfaces in the solar system. This extreme
brightness contrast is suggested to occur via the transport of water ice from the leading
hemisphere to the trailing hemisphere and the poles. Here a global heat and mass transfer model
is developed for Iapetus in order to study the current state of H2O transport and to make
inferences about the temporal evolution of this process on its surface. On Mars, atmosphereregolith interactions have been suggested to control the near-surface water vapor cycle. Due to
the large amount of experimental values of the absorptivity of soil materials, a model is
developed in order to study the effects of an active regolith on the transport of water vapor.
Liquid water has been a controversial subject in the martian literature. However, there exists
sufficient evidence of past standing bodies of liquid on Mars. If these paleolakes contained
dissolved salts, their evolution would be drastically affected. Therefore, a model is developed in
order to study the effect of dissolved salts and investigate if there exists the possibility for brine
residue formation. Recent observations also strongly suggest that liquid may be possible on
present-day Mars. A model is developed in order to investigate the possibility of brine flows as
the source for recurring slope lineae.
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1.1

Introduction

General overview

Water ice is the major component of the icy Jovian and Kronian satellites. Its stability
and transport on their surfaces has been shown to be an active surface alteration process
(Mangold, 2011; Mendis and Axford, 1974; Mendis and Axford, 2008; Spencer, 1987; Spencer
and Denk, 2010). On Mars, water ice not only resides on the polar caps, but extensive nearsurface water ice deposits have also been found (Byrne et al., 2009; Mitrofanov et al., 2002).
Such deposits would indeed be an important reservoir of martian water and would strongly affect
atmospheric processes via transport and exchange mechanisms (Böttger et al., 2005; Houben et
al., 1997; Zent et al., 1993), which link the atmosphere to the subsurface. Though much research
has been done modeling the stability and transport of water on both Mars and Iapetus
(Aharonson and Schorghofer, 2006; Böttger et al., 2005; Clifford, 1993; Costard et al., 2002;
Fisher et al., 2009; Haberle and Jakosky, 1990; Houben et al., 1997; Mangold, 2011; McKay,
2009; Mendis and Axford, 1974; Mendis and Axford, 2008; Schorghofer, 2007; Schorghofer and
Aharonson, 2005; Spencer, 1987; Spencer and Denk, 2010; Taylor et al., 2006; Zent et al., 1993),
refined data of surface properties is now available in order to further enhance simulations of
surface processes and study their impact and evolution.
An improved global bolometric Bond albedo map of Iapetus was developed using refined
estimates of the relevant phase integrals (Blackburn et al., 2010; Blackburn et al., 2011). With
these refined global values, the thermal inertia of the surface can be better determined. Using the
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methodology established by Bandfield (2007), the dark material overburden thickness covering
Cassini Regio was approximated. Thus, an improved global water ice stability and transport
study can be undertaken for Iapetus.
Recent discoveries of interesting features on the martian surface have indicated current as
well as past activity of liquid water. Identification of polyhydrated sulfates and salts on a distinct
bright ring on the inner wall and floor of craters on Mars may indicate the location of an ancient
saline lake (Wray et al., 2011). The effects of dissolved salts on the evolution of this aqueous
paleolake system may demonstrate that these features are attributed to a standing saline body.
Observations of seasonally dependent reoccurring features on the inner walls of craters on
present-day Mars may demonstrate that liquid cycling is an ongoing process (McEwen et al.,
2011). The transport of water on Mars has also been an important topic. Recently, the Phoenix
lander has provided in-situ measurements of the near-surface water vapor (Smith et al., 2009;
Zent et al., 2010). Comparison of lander measurements and general circulation modeling suggest
that the diurnal water vapor cycle can not be well simulated (Chevrier et al., 2009). Adsorption
processes within the regolith have been suggested to alter the diurnal and seasonal water vapor
cycle (Böttger et al., 2005; Houben et al., 1997; Zent et al., 1993); however, past modeling
attempts used an approximation to the process, which was developed from experimental results
of one material. Since then, there have been sufficient experiments on the adsorption properties
of various materials (Beck et al., 2010; Chevrier et al., 2008; Pommerol et al., 2009; Zent et al.,
2001). An enhanced model including these properties can now be undertaken in order to
investigate the effect of adsorption on near-surface water vapor.
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Figure 1.1 - Global image of Iapetus demonstrating the drastic albedo dichotomy in both images
and the equatorial ridge in (B). All images courtesy of NASA Planetary Data systems.
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1.1.1

Iapetus
Iapetus is the third largest moon of Saturn and was discovered by Giovanni Dominico

Cassini in 1671. This satellite is primary known for two interesting characteristics:
circumferential ridge and albedo dichotomy. The equatorial ridge on Iapetus reaches heights of
20 km and almost completely spans around its surface (Giese et al., 2008). Several synthesis
hypothesis have been suggested ranging from a despinning feature (Castillo-Rogez et al., 2007;
Thomas et al., 2007) to deposition from a primordial ring (Ip, 2006; Levison et al., 2011). The
feature of most interest to this dissertation, though, is the drastic albedo dichotomy. The trailing
hemisphere of Iapetus is nearly ten times brighter than the leading side (Black et al., 2004;
Squyres et al., 1984). With respect to heat flux absorption, the darkest terrain absorbs nearly 58%
more solar power compared to the brightest (Blackburn et al., 2011; Rivera-Valentin et al., 2011).
In fact, the brightness dichotomy was so drastic that Giovanni Dominico Cassini noticed it with
the telescopes available in 1671. The locations of the dark and bright terrains correspond well
with the satellite’s apex and anti-apex of motion with the bright terrain primarily located on the
trailing hemisphere and the dark terrain on the leading hemisphere in a region known as Cassini
Regio (Buratti et al., 2005; Lee et al., 2010). This severe albedo contrast has been attributed to
both exogenic (Buratti et al., 2002; Tamayo et al., 2011; Verbiscer et al., 2009) and endogenic
sources (Mendis and Axford, 1974; Mendis and Axford, 2008; Spencer, 1987; Spencer and Denk,
2010). Thermal segregation modified by exogenic darkening is suggested to be the surface
alteration process. If the leading hemisphere on Iapetus were initially darkened by exogenic
seeding, it would absorb more solar power than neighboring terrain and thus experience higher
temperatures. Consequently, water ice would also be more unstable in this location. Greater mass
loss would occur, thus reducing the fractional amount of surface water ice. Over time, the native
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and deposited dark components would increase, thus further reducing the albedo and increasing
temperature until a significant lag deposit of the dark material would form. Sublimated water
would travel around the body until reaching a cold trap where it is stable. Though this process
has been well modeled by both Spencer and Denk (2010) and Kimura et al. (2011), the effect of
the dark material overburden covering Cassin Regio has not been accounted for. The albedo
dichotomy and circumferential ridge are well shown in Figure 1.1.

1.1.2

Mars
At this point in martian exploration, we have discovered a morphologically diverse group

of features that may imply recent liquid activity on the surface of Mars (Heldmann and Mellon,
2004; Kreslavsky and Head, 2009; McEwen et al., 2011). Observations ranging from planetary
landers to telescopic studies have also found an assortment of martian features that may be
footprints of past surface liquid water activity (Edgett and Malin, 2000). The mere possibility of
flowing or stagnant liquid water on the surface of Mars has profound implications to the
atmospheric, orbital, biologic, geologic, and mineralogical history of Mars. It is thus not
surprising that there exists an abundant source of literature focusing on “water on Mars” studies.
Fascination with flowing water on Mars began with the observation of “canali” on its surface by
the Italian astronomer Giovanni Schiaparelli. Continued interest is well depicted by the vast
instrument suite that has been sent to study Mars. Evidence for flowing water in Mars’ past and
recent history include observations of strandlines (Buhler et al., 2011; Di Achille et al., 2009;
Scott et al., 1992), inlet and outlet channels (Cabrol and Grin, 1999; Cabrol and Grin, 2002), and
fluvial deposits such as deltaic features (De Pablo and Pacifici, 2008; Grant et al., 2011; Grin and
Cabrol, 1997) within craters. Features such as gullies, which demonstrate an alcove, channel, and
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depositional fan (Edgett and Malin, 2000; Heldmann and Mellon, 2004; Malin and Edgett, 2000),
slope streaks, which are albedo features on slopes that demonstrate an elongated shape with
sharp edges (Kreslavsky and Head, 2009; Sullivan et al., 2001), and seasonally reoccurring small
scale features on the inner walls of crater walls, termed Recurring Slope Lineae (RSL) (McEwen
et al., 2011), may indeed indicate present-day or recent formation of liquid water on the surface
of Mars.

1.2

Stability of water ice at extreme conditions

Of importance, is an understanding of the mechanics by which mass is lost when
studying the stability of water, specifically ice, within the solar system. Sublimation rates of
planetary-relevant volatiles into a hard vacuum have been frequently estimated by the HertzLangmuir equation on comets, the moon, and icy satellites such as Iapetus (Kossacki et al., 1999;
Palmer and Brown, 2008; Schorghofer and Taylor, 2007; Spencer, 1987; Spencer and Denk,
2010; Wilder and Smith, 2002). This function, addressed later in this dissertation, approximates
the maximum sublimation rate from the surface of water ice (Eames et al., 1997; Langmuir,
1913; Schorghofer and Taylor, 2007; Wilder and Smith, 2002). Frequently, a term is introduced
into the formulation in order to account for the fractional amount of outbound molecules that
return and recondense on the ice surface (Hołyst and Litniewski, 2009; Kossacki et al., 1999;
Kramers and Stemerding, 1951; Novlkov and Vagner, 1969). Kossacki et al. (1999) has found
that this introduced term is temperature dependent and approaches unity for temperature values
less than 200 K.
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The Hertz-Langmuir formulation, though, carries several assumptions and is only valid
under certain regimes. It assumes a flat surface (i.e. a homogeneous material rather than a
structure of microscopic grains) and no diffusive resistance in the gas phase (Novlkov and
Vagner, 1969) and thus is not valid for diffusion through an overburden or when a significant
amount of vapor is present above the sublimating species (i.e. Psat must be small). Several other
assumptions are present and are best viewed in the derivation of the function, and thus a quick
overview of this equation’s derivation is provided in order to understand the fundamental
assumptions inherent within it.

1.2.1

Derivation of Hertz-Langmuir sublimation
Suppose a molecule moves with velocity vx in the x direction through a perpendicular

surface area A in a given time of Δt. The distance travelled by molecules traversing A is given by
vxΔt. Consider a volume about this distance encompassing a known molecular number density
(ρn) such that the number of molecules within the volume is given by:

N(vx ) = !n A vx !t

(1.1)

where N is the number of molecules traveling at velocity vx. Assuming there exists a known
velocity distribution that is symmetrical about the y-axis given by f(vx), the number of molecules
traveling with average velocity through the surface area in time Δt is given by:

#

N( vx ) = !n A!t $ vx f (vx )dv = !n A!t
"#

vx
2

(1.2)
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Thus, the flux of molecules through the surface area is:

J=

1
! n vx
2

(1.3)

Since molecular motion in the vapor is random, there does not exist a directional preference and
therefore the average velocity must be the same in every direction. Therefore the average
velocity in the x direction is half of the total average velocity, then as it was first found by Hertz
(1882), the flux of molecules sublimating in a vacuum can be given by :

J=

1
!n v
4

(1.4)

If the sublimating species has incurred sufficient collisions in order to achieve a MaxwellBoltzmann velocity distribution and hence be in thermal equilibrium, the temperature-energy
relations holds true and:

v =

!

8RT
"M

(1.5)

Assuming an ideal gas, the molecular number density is known and via substitution into equation
1.4 the sublimation flux into a vacuum dependent on temperature and pressure as it was first
found by Langmuir (1913) is given by:
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J=P

M
2! RT

(1.6)

This equation was later modified by Knudsen (1915) in order to account for the deviation
between experimental data of sublimation rates and the theoretical flux found by equation 1.6 as
follows:

J =! P

M
2" RT

(1.7)

In the case where α < 1, a fraction of the outbound molecules rebound and recondense into the
solid matrix while when α = 1 a perfect sublimation process has occurred.

1.2.2

Testing the assumption
Although the Hertz-Langmuir formulation is the primary sublimation flux equation for

vacuum conditions, the implied assumptions behind its derivation may produce an erroneous
overestimate under certain conditions. As it has been shown, inherent to the Hertz-Langmuir
equation is the assumption that the sublimating species is in thermal equilibrium. This implies
the gas is able to undergo sufficient elastic collisions such that energy is equally partitioned and a
Maxwell-Boltzmann velocity distribution is achieved. If, however, the mean free path of the
sublimating species is much larger than the presumed gas layer thickness, intermolecular
interactions are greatly reduced, preventing the gas species from reaching thermal equilibrium
via collisional exchange of kinetic energy. This leads to a situation where gas temperature is
locally undefined (Hołyst and Litniewski, 2009).
9

In order to see if a species can achieve the Maxwell-Boltzmann velocity distribution, the
mean free path within the gas and the molecular number density can be used as markers. Using
the saturation vapor pressure of water ice developed by Feistel and Wagner (2007) Figures 1.2
and 1.3 were developed. These figures are a plot of the mean free path within the saturation
vapor pressure and the corresponding molecular number density of water. As can be seen, for
temperatures larger than 100 K, the mean free path is greater than 1 AU. For temperatures less
than 79 K, the molecular number density is less than 1 molecule per cubic meter. Also at a
temperature of 70 K, the Hertz-Langmuir equation would predict a sublimation rate of one
molecule per square meter per hour. Under these extreme conditions, there may not exist
sufficient inter-molecular collisions in order to achieve the Maxwell-Boltzmann velocity
distribution and thus water is not in thermal equilibrium and the temperature-velocity relations
do not hold true. Since the primary assumption in the Hertz-Langmuir equation is that the
sublimating species follows a Maxwell-Boltzmann velocity distribution, then it may not
accurately predict the sublimation flux of water ice under extreme low temperature conditions.

1.2.3

A possible solution
The primary issue in analyzing a sublimating species not in thermal equilibrium is

determining the kinetic energy of the molecules, which in turn provides the rate of gas departure.
In a system in which temperature is thermodynamically undefined, the usual relation between
kinetic energy and thermal energy does not hold. In this case, it may be fruitful to turn the
attention to the individual molecules rather than the gas as a whole and the source of the freed
molecules: the ice. In order for a molecule to escape the solid matrix, it must overcome the
binding energy. Phonon energy waves travel through a solid with a well-approximated energy
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distribution function. There also exist stretching and libration modes with higher order energies.
Thus, there should then exist times when the energy at a given location is greater than the
binding energy of the molecule. At this point there exists the possibility for this molecule to free
itself from the solid. Assuming the excess vibrational energy is completely transferred to
translational kinetic energy with a vector away from the solid surface, the final kinetic energy
state of a liberated molecule can be found. Since the final kinetic energy state will be dependent
on the phonon energy distribution, then it may be possible to approximate the average kinetic
energy of the outbound molecules. This approximation may then be of use in approximating the
sublimation rate of volatiles, in this case water, under extreme low temperature and vacuum
conditions.
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Figure 1.2 - The (A) mean free path and (B) molecular number density of the saturation vapor
pressure above water ice under varying temperature conditions.
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1.3

1.3.1

Dissertation science goals and objectives

Goals
The primary goal of this dissertation is to study the stability and transport of water on

various solid bodies and investigate the effects upon the body’s landscape evolution. Sublimation
of water ice has been shown to be an active surface alteration process on solid planetary bodies
with geomorphological consequences (Mangold, 2011; Mendis and Axford, 1974; Mendis and
Axford, 2008; Spencer, 1987; Spencer and Denk, 2010). On Iapetus, it is predicted to have
played a role in causing the drastic albedo dichotomy (Mangold, 2011; Mendis and Axford,
1974; Mendis and Axford, 2008; Spencer, 1987; Spencer and Denk, 2010). Under the effects of
salts on Mars, it can be the trigger mechanism or the agent for mass movement processes
(Costard et al., 2002; Goldspiel and Squyres, 2010; Kereszturi et al., 2010; Kreslavsky and Head,
2009; McEwen et al., 2011), cause bright deposits on crater floors and inner walls (Wray et al.,
2011), and perhaps even provide habits for extraterrestrial life (Doran et al., 2003; Ori, 2010).
Transport processes under perturbation effects such as adsorption may explain the water vapor
cycle on the martian surface (Böttger et al., 2005; Houben et al., 1997; Zent et al., 1993) and
further enhance Global Circulation Models, which are required to assess mission landing areas.

1.3.2

Objectives and tasks
In order to investigate the goals of this dissertation, the following objectives and

corresponding tasks are established:
1) Study the magnitude of thermal segregation on Iapetus on both the global and local
scale.
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a. Develop a global thermal inertia map of Iapetus and calculate the dark
material overburden thickness covering Cassini Regio.
b. Develop a global and local heat and mass transfer model for Iapetus.
c. Calculate the mass loss across Iapetus in order to observe the stability of water
ice on the surface of Iapetus and study the current state of thermal segregation.
d. Calculate the transport of H2O to cold spots in order to approximate the mass
balance at the polar regions to study the effect of the overburden on the
balance between exogenic darkening and endogenic brightening mechanisms.
2) Determine the effect of adsorption on the near-surface water vapor on Mars.
a. Develop a heat and mass transfer model for Mars that includes the presence of
an ice table at known depths and transport processes within the martian
planetary boundary layer.
b. Investigate the presence of adsorption within the martian regolith via analysis
of spacecraft data.
c. Calculate the required modeling parameters from adsorption/desorption
experiments.
d. Include the effect of adsorption into the martian heat and mass transfer model
in order to ascertain the key features differentiating an active regolith and an
inactive regolith.
3) Determine the effects of salts on martian surface geomorphology.
a. Simulate the effects of dissolved salts within a martian paleolake.
b. Determine the properties required in order to produce a brine residue during
the evolution of a martian paleolake.
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c. Investigate the possibility of brine flows as a source or trigger mechanism for
recurring slope lineae.
The objectives and tasks of this dissertation meet several criterions from the Planetary
Science Decadal Survey. Cross cutting themes, as defined within Vision and Voyages for
Planetary Science in the Decade 2013-2022, addressed here are planetary habitats and workings
of the solar system. This dissertation addresses the possibility for planetary habitats by
investigating the evolution of a saline lake on Mars. It has been shown that Earth analogs of
these features host life, specifically halophiles (Doran et al., 2003; Ori, 2010). Organisms can be
entrapped within growing salt crystals or frozen as microbial mats. Therefore, sites where saline
martian paleolakes existed may have hosted life and may still show signs of ancient life. These
locations would then be great for rover exploration. The workings of the solar system are
addressed by simulating the temporal evolution of planetary processes and their possible surface
impacts. Objectives within this scope that are specifically addressed here are:
“How do active endogenic processes shape the satellites’ surfaces and influence
their interior?”
and
“How do exogenic processes modify these bodies?”
In studying the current state of thermal segregation on Iapetus, it is possible not only to
determine the impact of this process on the surface with respect to exogenic mechanisms, but
also to better understand the evolution of thermal segregation on Iapetus and gain insights into
the interplay between it and exogenic darkening mechanisms. This is specifically addressed by
studying the current mass balance at the polar regions of Iapetus. With respect to Mars, one of
the specific questions asked within the decadal survey is “What is the present climate on Mars
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and how has it evolved on time scales of 10 million years, 100 million years, and 1 billion
years?” By determining the effects of adsorption on the near-surface water vapor on Mars, the
atmosphere-regolith interaction can be better constrained.

1.4

Dissertation outline

The following chapters are arranged as manuscripts that have either been published, are
submitted and under review, or in preparation for submission. In chapter 2, the environmental
factors required to build a complete global heat and mass transfer model of Iapetus are found via
analysis of Cassini’s Composite Infrared Spectrometer (CIRS) data in conjunction with the
developed thermal model. Chapter 2 is published in the journal Icarus. These determined values
are applied in Chapter 3 in order to study the stability and transport of H2O on Iapetus. In this
chapter, the effects of the dark material overburden are specifically discussed in order to
ascertain if thermal segregation is an active surface alteration process within Cassini Regio and if
sufficient water is deposited at the poles so as to overcome exogenic darkening mechanism.
Chapter 3 is under review in the journal Icarus. In chapter 4, the focus is changed to Mars. Here,
a heat and mass transfer model of water vapor is developed that includes transport processes
within the atmosphere and the regolith. The focus of this chapter is to determine the effects of
adsorption/desorption processes within the regolith on the near-surface water vapor. Chapter 4 is
in preparation and will be submitted to the journal Icarus. Another perturbation to the stability of
water on Mars is the effects of salts. In light of this, chapters 5 and 6 specifically investigate two
situations where salts are predicted to be an important factor in the stability of water on Mars.
Chapter 5 investigates the effects of dissolved salts within an ancient martian paleolake along
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with the possibility for the formation of a brine residue. Chapter 6 addresses the possibility of
recurring slope lineae formation by melting and flowing of brines. Both chapters are in
preparation and will be submitted as letters to the journal Geophysical Research Letters.
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2

Revisiting the thermal inertia of Iapetus: Clues to the thickness of the dark material

In this chapter, the thermal inertia of Iapetus was recalculated using the new bolometric
Bond albedo values found by Blackburn et al. (2010). These values are necessary in constructing
an accurate global temperature model of Iapetus. Since the intent is to also study the stability of
water ice, the thickness of the overburden was also calculated using the methodology described
by Bandfield (2007). A linear correlation between bolometric Bond albedo and overburden was
discovered along with a correlation between bolometric Bond albedo and surface thermal inertia,
which allowed us to map both thermal inertia and dark material thickness across the surface of
Iapetus. Dr. David G. Blackburn collected the CIRS spectra required for this study and Dr.
Richard Ulrich advised the analysis. I performed the data analysis, developed the numerical
model as it applies to Iapetus, and constructed the mathematical framework that allowed for the
mapping of thermal inertia across the surface, along with all remaining details not listed.

2.1

Abstract

The energy balance at the surface of an airless planetary body is strongly influenced by
the bolometric Bond albedo and the surface thermal inertia. Both of these values may be
calculated through the application of a thermal model to measured surface temperatures. The
accuracy of either, though, increases if the value of the other is better constrained. In this study,
we used the improved global bolometric Bond albedo map of Iapetus derived from Cassini
VIMS and ISS and Voyager ISS data in conjunction with Cassini CIRS temperature data to
reevaluate surface thermal inertia across Iapetus. Results showed the thermal inertia of the dark
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terrain varies between 11 – 14.8 J m-2 K-1 s-1/2 while the light material varies between 15 – 25 J
m-2 K-1 s-1/2. Using an approximation to the thermal properties of the dark overburden derived
from our thermal inertia results, we can implement our thermal model to provide estimates on the
dark material thickness, which was found to lie between 7 cm and 16 cm. In order to develop an
accurate global thermal model, a weighted function that approximates the surface thermal inertia
across Iapetus was developed and verified via our measurements. The global bolometric Bond
albedo map, surface thermal inertia map, and the thermal model are then used to synthesize
global temperature maps that may be used to study the stability of volatiles.

2.2

Introduction

The drastic albedo dichotomy on Iapetus, which has been its primary source of intrigue,
is extreme enough to have been noticed by its discoverer Giovanni Dominico Cassini using the
telescopes available in 1671. Bolometric Bond albedo values across the surface have been shown
to range from 0.4 to 0.015 (Blackburn et al., 2011); thus the darkest terrain absorbs over 58%
more solar power compared to the brightest. The locations of the dark and bright terrains
correspond well with the satellite’s apex and anti-apex of motion with the bright terrain primarily
located on the trailing hemisphere and the dark terrain on the leading hemisphere in a region
known as Cassini Regio (Buratti et al., 2005a; Lee et al., 2010). This fact has been used to
support dichotomy origin theories based on exogenic sources ranging from debris clouds
produced by large impacts within the Kronian system to interplanetary or circum-Kronian dust
deposits as well summarized by Spencer and Denk (2010). Recently, Verbiscer et al. (2009) has
shown that a large ring, whose material possibly originates from Phoebe, is probably the
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exogenic source material for Iapetus’ leading hemisphere. Indeed this finding supports past
spectral studies (Cruikshank et al., 2008; Tosi et al., 2010a) and hypotheses (Buratti et al.,
2005b; Buratti et al., 2002; Buratti and Mosher, 1995) and may also explain the relative
smoothness of the leading hemisphere (Lee et al., 2010).
Endogenic origin theories primarily rest on the process of thermal migration, which was
first suggested by Mendis and Axford (1974) and later revisited by Spencer (1987), but have also
included geologic processes such as volcanic flows (Smith et al., 1981). Simulations have shown
that runaway thermal migration can replicate the stark albedo dichotomy well if the leading
hemisphere was initially and has been continuously seeded with a dark exogenic material
(Kimura et al., 2011; Spencer and Denk, 2010). Consequently, it has been shown that a color
dichotomy also exists on Iapetus whereby the leading hemisphere is redder than the trailing
hemisphere (Cruikshank et al., 2008; Denk et al., 2010), perhaps indeed indicating an influence
via continuous exogenic deposition.
Either origin theory, though, would propose that a dark material overburden exists on the
leading hemisphere. In fact, the theory of thermal migration as stated by Spencer (1987) assumes
that the albedo of dirty-ice surfaces decreases with water mass loss as impurities accumulate to
create a lag deposit, which is initially ice rich but becomes increasingly ice free over time. This
dark overburden has been found to be on the order of decimeters and less than a meter (Black et
al., 2004; Denk et al., 2010; Ostro et al., 2006; Tosi et al., 2010a), and 20 cm or more assuming
deposition from the Phoebe ring (Verbiscer et al., 2009). Beneath the overburden, radar data
suggest there exists a radar transparent material, indicative of water ice (Ostro et al., 2006). The
possibility of underlying water ice is also supported by various spectral studies (Buratti et al.,
2005a; Cruikshank et al., 2010; Hendrix and Hansen, 2008) and bright ejecta craters in the dark
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terrain (Denk et al., 2010). Since it has been shown that the surface proximity of ice greatly
influences the observed surface thermal inertia (Mellon et al., 2004), then it is expected that the
observed leading hemisphere’s thermal inertia surface variation should be controlled, at least
partially, by the underlying water ice unless it exists well below the diurnal skin depth of the
overburden.
Studies of Iapetus’ thermal inertia have inferred values ranging from 6 – 33 J m-2 K-1 s-1/2
(Howett et al., 2010; Neugebauer et al., 2005; Spencer et al., 2005); however, these have been
deduced with approximations of bolometric Bond albedo published prior to those used in this
work. These values had large uncertainties regarding the phase integrals or were calculated via
implementation of a thermal model where surface thermal inertia and bolometric Bond albedo
were free parameters. Cassini, though, has recently provided the necessary phase angle coverage
to calculate phase integrals directly from solar phase curves (Blackburn et al., 2010). Both
thermal inertia and bolometric Bond albedo values are required for precise heat transfer models,
which, in turn, are imperative for volatile stability studies. Past temperature studies have
assumed a singular thermal inertia value per Iapetian terrain type; however, thermal inertia is
expected to vary across the surface of Iapetus. Thermal inertia, defined as ! = k"C p , is a
complex property dependent on material temperature, porosity, thermal history, and material
composition down to several skin depths, all of which are not expected to be constant across the
surface of a solid body.
In this investigation, we used the improved bolometric Bond albedo map of Iapetus by
Blackburn et al. (2011), the available Cassini Composite Infrared Spectrometer (CIRS), which
has been previously analyzed (Howett et al., 2010; Spencer et al., 2005) in a near-surface
numerical thermal model in order to refine Iapetus’ surface thermal inertia values (i.e. the
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apparent thermal inertia as witnessed via spacecraft measurements of surface temperatures that
account for the material properties of the regolith column down to several skin depths) and to
estimate the thickness of the dark overburden. In order to construct a global thermal model, an
albedo dependent surface thermal inertia scaling function was developed and shown to be
statistically significant as a model for global thermal inertia variation. Via implementation of our
thermal model including the global bolometric Bond albedo map and our thermal inertia map,
global temperature maps were developed to study volatile stability at various locations on the
Kronian satellite.

2.3

2.3.1

Thermal inertia and overburden measurements

Methods
Nighttime temperatures on a slowly rotating airless body, such as Iapetus, are a sensitive

indicator of surface thermal inertia since during this time the only heat source is the stored
thermal energy within the surface material. Daytime maximum temperatures, on the other hand,
are primarily controlled by available solar flux since the magnitude of solar energy available
during the day is far greater than the heat stored in the sub-surface thermal reservoir and the low
efficiency of the material to conduct heat away from the surface. Thus, local noon temperatures
are primarily dependent on the sun-body distance and bolometric Bond albedo, and for an airless
slow rotator, local noon temperatures are expected to reach blackbody temperatures. For this
reason, we focused on CIRS temperature data attained during night, specifically, at local dawn
when the minimum diurnal temperature is expected to occur. Since the dataset available for
nighttime temperatures is limited, previously published work in this area was also used (Howett
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et al., 2010; Spencer et al., 2005). Japetagraphic (as opposed to geographic for Earth)
coordinates for each spectrum were attained such that the albedo of the region could be assessed.
For temperature values where no longitude information was available, the average albedo for the
given latitude and terrain type was used, and thus estimates provided are averages over the
spectral footprint. Latitude and albedo are also inputs in our thermal model where we modulated
thermal inertia until the modeled surface temperature agreed well with observations.
2.3.1.1 CIRS Spectra
Cassini CIRS FP1 spectra were acquired from the Planetary Data System (PDS) and
retrieved using the Vanilla software package. Spectra were selected and categorized by the local
hour for Iapetus and spatial coverage using the Outer Planets Unified Search (OPUS) tool (see
Fig 1). The FP1 detector is sensitive from 17 – 300 µm, which makes it ideal for determining
nighttime temperatures on Iapetus; however, the spatial resolution is low, and thus our estimates
are averages over large areas. Data sets from the 2004, 2005, and 2007 flybys of Iapetus were
used (see Table 2.1 and Fig 2.1). The FP1 spectra is stored in the PDS as intensity per
wavenumber, and so accordingly blackbody fits from the Planck blackbody equation derived for
wavenumbers were compared to the spectra to determine surface temperatures.
2.3.1.2 Thermal model
In order to calculate surface and sub-surface temperatures in the regolith column, the onedimensional thermal diffusion equation was solved using an Euler forward finite element
procedure, as established by various authors (Palmer and Brown, 2008; Ulrich et al., 2010),
which allows for the high spatial resolution necessary in this study. Thermal diffusion was
calculated to several times the skin depth, the bottom boundary condition is adiabatic, and the
surface boundary condition is radiative assuming an emissivity of 0.9 (Carvano et al., 2007;
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Kimura et al., 2011), in contrast with the use of 1 by Howett et al. (2010) and Spencer and Denk
(2010), and the use of 0.95 by Palmer and Brown (2008), with the incoming solar heat flux given
by:

Qsun = (1 " ABB )

!

S0
cos #
r2

(2.1)

where ABB is bolometric Bond albedo taken from Blackburn et al. (2011) for a particular location,
S0 is the solar flux at 1 AU, r is the instantaneous sun-Saturn distance in AU, and ζ is the solar
angle to zenith, which is dependent on the latitude and solar declination and is given by:

(2.2)

cos" = sin # sin $ + cos# cos $ cos%

!

where δ is the solar declination angle, φ is latitude, and ω is the hour angle (Applebaum et al.,
1993). The instantaneous sun-Iapetus distance is very close to the sun-Saturn distance, which is
given by:

r=

!

a(1 " e 2 )

(

1+ e cos L peri " Ls

(2.3)

)

where a is Saturn’s semi-major axis, e is the eccentricity of Saturn’s orbit, Lperi is the heliocentric
longitude at perihelion, and Ls is the instantaneous heliocentric longitude. As in past thermal
analyses, we assumed Iapetus has Saturn’s orbital parameters (Kimura et al., 2011; Palmer and
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Brown, 2008; Spencer et al., 1989). Orbital and rotational parameters are attained from Lang
(1992).
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Figure 2.1 - Cassini CIRS FP1 spectral coverage used in this study; coverage images were
produced via the Outer Planets Unified Search (OPUS) tool. Observation Names (See Table 2.1
for
more
information):
A)
CIRS_00CIA_COMPE001_VIMS,
B)
CIRS_018IA_FP1FAZ0P5144_PRIME,
C)
CIRS_049IA_FP1FP3SCN001_PRIME,
D)
CIRS_049IA_GRAYNORTH001_ISS, E) CIRS_049IA_DAYPOLRIZ001_PRIME.
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Table 2.1 Cassini CIRS FP1 data analyzed in this study.
Observation Name

Material
Type

CIRS_00CIA_COMPE001_VIMS

light

CIRS_018IA_FP1FAZ0P5144_PRIME

light

CIRS_049IA_FP1FP3SCN001_PRIME

dark

CIRS_049IA_GRAYNORTH001_ISS

dark

CIRS_049IA_DAYPOLRIZ001_PRIME

light

Observation
Time
2004-12-31
22:30:4223:59:44 UTC
2005-11-14
05:03:0405:55:50 UTC
2007-09-09
09:50:4511:50:01 UTC
2007-09-10
04:20:1605:25:57 UTC
2007-09-11
00:40:1602:19:58 UTC
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Subspacecraft
Latitude
Range

Subspacecraft
Longitude
Range

Number of
Spectra in
Set

66.7-67.3

343-356

555

35.1-35.3

329-330

659

10.8

60.7-61.2

1456

10.7

65.4-65.8

801

-10.8

247-248

1225

As suggested by Palmer and Brown (2008), overburden thermal properties may be
derived from Iapetus’ surface thermal inertia, which we calculated, and thermal diffusivity,
which is borrowed from the Galilean satellites (Brown and Matson, 1987). The use of Galilean
satellite properties is founded on radar and thermal similarities (Carvano et al., 2007; Howett et
al., 2010; Ostro et al., 2006). This technique is used across the surface of Iapetus for our general
thermal model to calculate overburden thermal properties. The skin depth of the dark overburden,
which is given by:

!= D

P
"

(2.4)

where D is thermal diffusivity, and P is the period of the temperature cycle, is thus 1.4 m when P
is a Saturnian year and 0.12 m when P is an Iapetian day.
For our finite difference code, we modeled to a depth of 3 m using 750 elements resulting
in an element thickness of 0.4 cm. As a result, the annual and diurnal skin depths are well
resolved with 350 elements and 30 elements, respectively. The code was run for several Iapetian
years, which is assumed equivalent to a Saturnian year, and was considered converged when the
temperature with depth profile for two separate consecutive runs at the vernal equinox (Ls = 0)
are < 1 K different. Since the maximum depth considered is well below the annual skin depth,
the deepest temperature should be approximately the average annual surface temperature; hence,
to accelerate the convergence process, at the end of each cycle the deepest temperature was
compared to the average annual surface temperature, and this difference was taken from the
entire thermal profile. This new profile was then used as the initial temperature profile for the
succeeding run. Temperature results from the code were compared with and without the
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application of this acceleration technique and negligible differences were found (< 0.01%). All
constants and parameters used within the code are found in Table 2.2.
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Table 2.2 Model parameters and constants
Constant
Iapetus’ Rotation Period
Orbital Period Around Sun
Iapetus’ Inclination
Saturn’s Semi-major Axis
Saturn’s Eccentricity
Emissivity
Solar Constant at 1 AU
Surface Thermal Diffusivity
Heliocentric Longitude at Perihelion
Finite Element Thickness

Value
79.33 days
29.4577 years
14.7°
9.54 AU
0.056
0.9
1371 W/m2
6.61 × 10-9 m2 s-1
281
0.4 cm
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Reference
Lang (1992)
Lang (1992)
Lang (1992)
Lang (1992)
Lang (1992)
Applebaum et al. (1993)
Brown and Matson (1987)
Tokano (2005)
-

2.3.1.3 Estimating surface thermal inertia
To estimate surface thermal inertia, we modeled the vertical construct of the Iapetian
regolith as a homogeneous column whose thermal properties, as described above, are found by
using the thermal diffusivity of the Galilean satellites and thermal inertia, which here is a
variable. CIRS temperature data were compared to modeled temperatures for the same observed
dates, times, and Japetagraphic locations. Thermal inertia was manually varied at small
increments of 0.25 J m-2 K-1 s-1/2 until the modeled temperatures were < 1 K different from the
data. For accuracy, the variation was continued beyond what was considered the first best
temperature replication.
2.3.1.4 Approximating dark material thickness
Since both radar and visual evidence suggests there exists water ice underlying the
porous dark material, then it is possible to approximate the thickness of the overlying dark
material via implementation of our thermal model and CIRS temperature data. The methodology
herein follows closely that of Bandfield (2007). This martian analysis provided estimates of ice
table depth by considering a column of regolith above ice. In the study, the surface proximity of
ice was varied until the observed seasonal temperature response was well replicated. Since the
column conditions are similar (low thermal inertia regolith above high thermal inertia ice
(Kimura et al. (2011)), this methodology can be used for Iapetus in order to estimate the dark
material thickness. However, for the purposes of this study, we stipulate that a full seasonal
temperature analysis is not required. For an airless slow rotator such as Iapetus, which reaches
thermal equilibrium with the ambient solar flux during local noon, it is expected that the inertial
response of the regolith will be apparent on a diurnal scale. Thus, we utilized midnight and local
dawn temperatures as in Section 2.1.3. The use of these temperatures for accuracy, though, limits
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the available data set and has constrained our values to a bolometric Bond albedo range of
0.0176 – 0.0363.
To approximate overburden thickness, we assumed a column of homogeneous dark
material overlying ice. This, though, may not be the case due to diffusion of water molecules
through the porous overburden. Also, if impact gardening is indeed an efficient means by which
to mix the overburden (Spencer, 1987; Spencer and Denk, 2010), a mixture of both regolith and
ice is expected though thermal modeling suggests that the dark terrain is covered with a low
thermal inertia material (Kimura et al., 2011). Since there currently does not exist data to allow
for the development of a proper representation of the ice with depth profile, we assumed a twolayer construct. This assumption is supported by radar studies that find a radar transparent
material below a measurable overburden (Ostro et al., 2006) and bright ejecta craters (Denk et al.,
2010). The thermal inertia of the overlying dark material is assumed to be 9.5 J m-2 K-1 s-1/2,
which is the average value between the lowest inferred thermal inertia value in this study and
that of Spencer and Denk (2010) and satisfies the upper limit constraint found by Neugebauer et
al. (2005). Since the measurements by Neugebauer et al. (2005) were eclipse measurements, it
sampled only the top 0.44 mm and thus well sampled the dark overburden. The thermal
properties of ice, however, are a more complicated issue. Past studies have assumed particulate
water ice having a thermal conductivity of 0.001 W m-1 K-1 and a heat capacity of 1000 J kg-1 K-1
(Brown and Matson, 1987). At average Iapetian temperatures and near vacuum conditions, the
expected ice phase is amorphous or damaged crystalline state ice, and there are few experimental
analyses of the thermal properties of this ice phase at extreme low temperatures (Baragiola,
2003). For heat capacity, we used the values provided by Giauque and Stout (1936). At 80 K,
which is approximately the average surface temperature over the dark terrain, the heat capacity
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(Cp) of amorphous water ice is 713 J kg-1 K-1. The thermal conductivity of porous ice at low
temperatures and low pressures has been shown to be dominated by solid-state matrix
conduction (Seiferlin et al., 1996; Steiner and Kömle, 1991); therefore, the effects of pore-filling
water molecules can be ignored. For fine-grained ice with a porosity (φ) of 0.33, the thermal
conductivity at low temperatures was found to be near 0.005 W m-1 K-1 (Seiferlin et al., 1996).
Since their study used a porosity of 0.33, we used a volumetric heat capacity of 438.1 kJ m-3 K-1
(i.e. (1- φ)ρiceCp, where ρice is the density of compact ice). As a result, the thermal inertia of the
underlying amorphous water ice is 46.8 J m-2 K-1 s-1/2, nearly 1.5 times higher than the thermal
inertia of particulate water ice assumed by Brown and Matson (1987). For completeness, though,
we also studied the case where the underlying ice is particulate water ice with thermal inertia of
30 J m-2 K-1 s-1/2 as suggested by Brown and Matson (1987).
In order to approximate overburden thickness, we varied surface ice proximity in small
incremental steps of 0.4 cm in our thermal model until we well replicated surface temperature
data attained from Cassini CIRS as was done when approximating surface thermal inertia.
Before conducting this study, though, an analysis of the effects of surface ice proximity on the
seasonal average maximum and minimum temperatures was performed in order to quantify the
effects of surface ice proximity on local temperatures. In this study, overburden thickness was
increased from 0.08 m to 3 m in small incremental steps (1.2 – 5.2 cm) since the effect of ice on
surface temperatures are expected to be dramatic when the ice is within a few skin depths from
the surface. At depths greater than the annual skin depth, incremental steps were larger at about
one meter until the maximum depth studied was achieved.
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2.3.2

Results

2.3.2.1 Thermal inertia
The thermal inertia of the dark material found within this study ranges from 11 – 14.8 J
m-2 K-1 s-1/2 and that of the light material ranges from 15 – 25 J m-2 K-1 s-1/2. The study by Howett
et al. (2010) found a larger range for the dark material of 6 – 21 J m-2 K-1 s-1/2 and for light
material of 12 – 33 J m-2 K-1 s-1/2. Excluding their smallest value for the dark material, our values
deviated on average by 25%; however, the bolometric Bond albedo used for both Iapetian
material types in their study was higher (0.05 for dark and 0.31 for light). Even though the
average bolometric Bond albedo of the leading hemisphere is indeed 0.056, the hemisphere has
an albedo range of 0.36 – 0.015, and the vast majority of Cassini Regio has an albedo of 0.015
(Blackburn et al., 2011) causing a deviation between the modeled absorbed sunlight of ~ 4%.
The average bolometric Bond albedo of the trailing hemisphere, which is mostly comprised of
light material and has a much smaller albedo range, is 0.250 (Blackburn et al., 2011), while the
bolometric Bond albedo used by Howett et al. (2010) in their calculations was 0.31 causing a
deviation in the modeled absorbed sunlight of ~ 8%. Since the bolometric Bond albedo used in
thermal inertia calculations in past studies was much higher due to the lack of necessary phase
angle coverage and spatial resolution (Blackburn et al., 2010), a greater amount of thermal
energy was reflected, and models would predict higher thermal inertia values in order to replicate
CIRS temperature data. Values below 10 J m-2 K-1 s-1/2 may occur from the assumption of a
single albedo value across the surface. In assuming a single albedo value for the dark terrain,
areas that are much lighter than a bolometric Bond albedo of 0.05 would be modeled as a lower
thermal inertia. Another source for deviation between our values is the assumed emissivity.
Howett et al. (2010) assumed a value of unity while a value of 0.9 was assumed here, as was
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used by Kimura et al. (2011); however, this would only cause a deviation between the modeled
temperatures of 2.7% and thus would not create large differences between our thermal inertia
values.
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Figure 2.2 - Effect of surface ice proximity on the a) average maximum surface temperature
(<Tmax>) normalized with respect to the average maximum surface temperature without the
effects of ice (<Tmax0>) and b) average minimum surface temperature (<Tmin>) normalized with
respect to the average minimum surface temperature without the effects of ice (<Tmin0>).
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Figure 2.3 - Effect of surface ice proximity on average annual temperature amplitude (<TA>).
Temperature amplitude is normalized with respect to the average annual temperature amplitude
without the effects of ice (<TA0>) where the underlying ice has a thermal inertia of a) 46.8 J m-2
K-1 s-1/2 and b) 30 J m-2 K-1 s-1/2.
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Sources of error for our thermal inertia calculations include differences in inferred
temperatures from spectra, past published temperatures, albedo values, and our chosen
computational technique. The maximum error given for the albedo values was ~10% (Blackburn
et al., 2011). Since the inferred temperatures rely on the peak of the blackbody spectrum and the
entire spectral set was compared to the theoretical blackbody curves to ensure only non-noise
spectra were considered, then it can be safely assumed that the remaining error would be
instrumental, which was on the order of ~1% (Flasar et al., 2004). Including these two sources of
error, the error of our thermal inertia estimates is at maximum ± 1.5 J m-2 K-1 s-1/2 range.
2.3.2.2 Estimates of dark material thickness
Our study on the effects of surface ice proximity on the seasonal maximum and minimum
temperatures showed that the minimum temperature is certainly strongly controlled by the
apparent surface thermal inertia while it has negligible effects on the maximum temperature of
Iapetus as can be seen in Figure 2.2. On a slow rotator, such as Iapetus, maximum temperatures
are primarily dependent on sun-Saturn distance and bolometric Bond albedo as the body reaches
local equilibrium with the available solar heat flux. The effects of surface ice proximity on high
temperatures are thus expected to be minimal. We plotted the normalized average annual
temperature amplitude, which is an indicator of surface thermal inertia, in Figure 2.3. Results
showed a general trend whereby the amplitude increases with increasing dark material thickness.
As overburden thickness increases, the maximum temperature at the regolith-ice interface
decreases, and thus the thermal energy stored within the ice for later release is decreased,
reducing its effects on the minimum surface temperature. This effect is demonstrated in Figure
2.2 where the average minimum temperature decreases with decreasing surface ice proximity.
Ice control of surface temperatures is expected to dampen with increasing overburden until the
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composite annual skin depth is reached (the skin depth of the two layered column). However, a
deviation from this case is seen to occur between 20 and 30 cm of dark material thickness. At
this depth, there exists an inflection in the temperature with depth profile at midnight as the
maximum temperature wave from local noon, which itself dampens as it travels, traverses
through the material (Figure 2.4). When the ice is within this range, it is yet again in contact with
relatively high temperatures in time to affect the minimum surface temperature, which occurs at
local dawn. The expected relationship for a small range of depths is reversed. This phenomenon,
though, produces a function that is not one-to-one (i.e. not unique) since two separate depths
could be inferred for a given temperature amplitude. Depths above 20 cm, though, were not
directly inferred within this study. In general, for both our studied cases, surface ice proximity no
longer affects surface temperatures when overburden thickness is > 40 cm.
Via implementation of our thermal model as described in section 2.1.4, for the studied
bolometric Bond albedo range of 0.0176 – 0.0363 the thickness of the dark material for case 1,
where the underlying ice has a thermal inertia of 46.8 J m-2 K-1 s-1/2, varies between 9.2 cm and
14 cm and for the second case, where the underlying ice has a thermal inertia of 30 J m-2 K-1 s-1/2,
varies between 8 cm and 13.2 cm. Since our thermal inertia error is within ± 1.5 J m-2 K-1 s-1/2,
the error for our overburden thickness estimates was found by replicating surface temperatures
for an overlying material with thermal inertia of 8 and 11 J m-2 K-1 s-1/2. Using this method, we
found our estimates for the first case to have an error of -1.5 cm and +2 cm, which we rounded to
±2 cm, and for the second case to have an error of -1 cm and +2 cm. The asymmetric error
margin is due to the non-linear effects of thermal inertia on surface temperatures. Including error,
the thickness range for our studied albedos is 7 – 16 cm with an average of 10.7 and 9.8 cm for
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the first and second cases respectively, which corresponds well with the turn-over layer depth
inferred by Kimura et al. (2011).
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Figure 2.4 - Temperature with depth profile at the equator for a bolometric Bond albedo of 0.015.
The various black curves from left to right are the profiles at local 6 am, 9 am, and noon while
the light blue curve was taken at midnight. Notice that the maximum point in the thermal wave at
midnight occurs between 0.2 and 0.3 m.
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2.3.2.2.1 Statistical analysis and model of thickness values

Since both exogenic and

endogenic synthesis hypotheses for the albedo dichotomy expect dark material thickness
variation across the surface, an analysis of our values was carried out, and the least squares fit
(LSF) model was chosen as its mean squared error was 1.34 and 1.67 cm for the first and second
cases. We also observed the case where a horizontal line about the average can approximate the
thickness values (i.e. a linear correlation does not exist); however, the mean squared error for this
fit for the first case was 2.43 cm and for the second case was 2.6 cm. A χ2 analysis was also
conducted to further compare both models. The χ2 values for the LSF model were 0.93 and 1.26
for the first and second case while the χ2 values for the horizontal line about the mean model
were 1.82 and 2.13 respectively, which is nearly twice as much as that of the LSF model.
Two student t-tests were conducted to assess the statistical significance of the LSF model
to a 90% confidence interval: 1) a model utility test and 2) a linear correlation test. Both t-tests
were one-tailed as the possibility of a positive correlation between bolometric Bond albedo and
overburden thickness would be counterintuitive (i.e. a thicker overburden would correspond to
higher albedos). For the first case, the hypothesis that the slope of the LSF model is zero and not
less than zero can be ruled out. In fact, the true slope lies between -0.21 m and -3.15 m,
demonstrating that a negative correlation may exist between bolometric Bond albedo and
overburden thickness. Also, the hypothesis that bolometric Bond albedo contributes no
information to the prediction of overburden thickness can be ruled out. Indeed, the LSF model
can explain at least 45% of the variation within the measured values and has a Pearson
correlation coefficient of -0.67. For the second case, where particulate water ice underlies the
dark overburden, the model utility test shows that a slope of zero can be ruled out as the true
slope lies between -0.03 and -3.07 m. The hypotheses that bolometric Bond albedo contributes
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no information to the prediction of overburden thickness can also be ruled out. The LSF model
for the second case can explain at least 36% of the variation within the measured values and has
a Pearson correlation coefficient of -0.6.
For both of the studied cases, the t-tests and a comparison of the mean squared error and
the χ2 values show that the LSF model predicts well the overburden thickness and, as first
hypothesized by Spencer (1987) and later used in simulating the effects of thermal migration on
Iapetus (Spencer and Denk, 2010; Kimura et al., 2011), a linear trend may exist between albedo
and dark material thickness. The linear correlation test for both cases also showed that
bolometric Bond albedo, at least currently, contributes information to the prediction of
overburden thickness. We point out, though, that these tests can only show that a linear trend
may currently exist, which does not prove causality (e.g. a change in dark material thickness
causes a change in albedo). In fact, if a causal relationship exists, there still should be a point
where further addition of dark material will not have an effect on albedo. However, as stated by
Spencer (1987), of importance to albedo change is the transition between an ice rich overburden
and an ice-free overburden. The significance of the LSF as a model for bolometric Bond albedo
and overburden thickness falters, though, when considering the large error margin of the
thickness measurements (~20%); however, most of the error bars fall within the prediction limits
of the LSF model as can be seen in Figure 2.5 where the measured overburden thickness values
are plotted along with the LSF model. The figure also plots the confidence limits for the model’s
ability to estimate the mean value and its prediction limits.
The LSF model predicts an overburden thickness of 14 cm for the lowest albedo in
Cassini Regio (0.015). This value falls within the expected ranges (Black et al., 2004; Denk et al.,
2010; Ostro et al., 2006; Tosi et al., 2010a), yet it falls short of the suggested exogenic modeled
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value of 20 cm or more (Verbiscer et al., 2009). Although the LSF model was shown to be a
good fit to the measured values over the studied bolometric Bond albedo range, estimation of
thickness values outside of this range may lead to errors much larger than expected and thus the
true overburden thickness within the darkest region may indeed be much larger than 14 cm. In
general, though, our values are consistent with the lower bounds provided by mass wasting
observations, which suggest dark material thickness is greater than the millimeter scale, and
radar observations, which suggest thickness on the order of decimeters (Black et al., 2004; Tosi
et al., 2010a).
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Figure 2.5 - Modeled estimates of the dark material thickness with respect to bolometric Bond
albedo for underlying ice thermal inertia of a) 46.8 J m-2 K-1 s-1/2 and b) 30 J m-2 K-1 s-1/2.
Modeled values are in circle markers with the least squares fit model in a solid line. The dotted
lines represents the confidence limits for the LSF model to estimate the mean value of the
overburden thickness while the dashed line shows the LSF model’s prediction limits for an
overburden thickness value given the bolometric Bond albedo.
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2.4

2.4.1

Global thermal inertia and temperature maps

Methods
It has been suggested that there may exist a negative correlation between albedo and

overburden thickness (Spencer, 1987; Spencer and Denk, 2010). Our overburden thickness
results show that the variation in our measured thicknesses can be well modeled by a least
squares fit model having a negative slope. It has been shown by Mellon et al. (2004) that surface
ice proximity greatly influences surface temperatures and thus surface thermal inertia. Since our
measurements suggest there exists a correlation between bolometric Bond albedo and
overburden thickness, then there also exists a linear trend between bolometric Bond albedo and
surface ice proximity. We thus propose that albedo can be used to scale thermal inertia across the
surface of Iapetus. Although these properties are on different scales, albedo being in the
micrometer scale and thermal inertia in the decimeter scale, the thickness values here suggest an
association currently on Iapetus, but due to the different scales most probably not a causal
relationship. It thus may be possible to approximate the global thermal inertia distribution using
the improved bolometric Bond albedo map of Iapetus (Blackburn et al., 2011) as an input in
order to refine future thermal models. Past models have assumed a single thermal inertia value
per Iapetian terrain type; however, variation across the surface is expected.
In order to test this hypothesis, a scaling function with a bolometric bond albedo
dependent weight function was developed. It is important to point out that the mathematical
framework here is constructed independent of our previous thickness results. Assuming, for
simplicity, that the surface thermal inertia for a given point is given by a weighted average of the
maximum and minimum inferred thermal inertias, the following equation can be developed:
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where ΓT is the total surface thermal inertia, ΓD is the minimum thermal inertia representative of
the dark material, ΓL is the maximum thermal inertia representative of the light material, α is the
albedo dependent weight function given by:
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where AD and AL are the minimum and maximum albedos respectively, and γ is a scaling factor
representative of the effect of the non-constant scaling of albedo on thermal inertia and the
effects of other environmental factors. Finally, Φ holds the thermal diffusivity dependency and is
given by:
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where DD is the thermal diffusivity of the dark material and DL is the thermal diffusivity of the
light material. As before, we assumed the thermal diffusivity of the Galilean satellites for the
dark material and used the diffusivity of particulate water ice for the light terrain (Brown and
Matson, 1987) such that Φ = 2.87. Owing to our limited spectral data set, when selecting a lower
bound thermal inertia value for development of the global thermal inertia map, we consider the
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average value between our lowest inferred thermal inertia value and that of Spencer and Denk
(2010). Thus, a value of 9.5 J m-2 K-1 s-1/2 was used for ΓD. This procedure was also used for the
light material where a value of 30 J m-2 K-1 s-1/2 was used for ΓL, which corresponds well with the
typical light material thermal inertia value (Spencer et al., 2005).
In order to produce a purely bolometric Bond albedo dependent function, we solved the
above equation set for γ and calculated its value for each thermal inertia derived from surface
temperature. These values were plotted against albedo, and a best-fit function was developed to
the observed relationship as illustrated in Figure 2.6. The final thermal inertia scaling function
was compared to our modeled thermal inertia values in Figure 2.7. The bolometric Bond albedo
values for which thermal inertia was calculated fall in sets within the distinct zones of either light
or dark material. As it was shown by Blackburn et al. (2011), high resolution images of Iapetus
show that albedo values in the range of 0.05 – 0.2 are primarily spatial averages of light and dark
materials.
The mean squared error for our scaling function with respect to the thermal inertia values
found in section 2.2.1 is 2.03 m-2 K-1 s-1/2 with a maximum squared error of 19.1 m-2 K-1 s-1/2 and
a minimum of 0 m-2 K-1 s-1/2 and a χ2 value of 2.05, indicating a high degree of precision for our
final thermal inertia scaling function within a confidence interval of 90%. Even though a causal
relationship between bolometric Bond albedo and surface thermal inertia is not expected, the
scaling function was found to be a good model for the variation of thermal inertia on Iapetus.
Since the equation set was developed as a function of bolometric Bond albedo, a global thermal
inertia map can now be developed by using the bolometric Bond albedo values of Blackburn et
al. (2011) as inputs. This map can be used as a first order approximation of the global thermal
inertia variation on Iapetus when constructing global thermal models and will provide higher
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accuracy with respect to assuming a singular thermal inertia value per terrain type. Large errors,
though, may arise when using this model to approximate thermal inertia outside of the studied
bolometric Bond albedo range and as such should be considered a first order approximation for
those values.
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Figure 2.6 - Scaling factor (γ) as a function of bolometric Bond albedo. For every studied site,
the scaling factor was found (green markers), and a best-fit line of an exponential form was used
to model the function (black line).
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Figure 2.7 - Surface thermal inertia as a function of bolometric Bond albedo as modeled by
equations 5 and 6. The fit shows a statistically significant correlation with a mean square error of
the regression of ± 1.5 m-2 K-1 s-1/2 with a confidence interval of 95%.
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2.4.2

Results
Our global thermal inertia map (Figure 2.8) demonstrated some artifacts such as

remaining mosaic seams that arise from the projection techniques used by Blackburn et al.
(2011) in the production of their bolometric Bond albedo map. Even though their map accounted
for phase angle, incidence and emission angles of the camera images from the Cassini and
Voyager missions in their photometric function, and surface phase functions, drastic changes in
local topography were not completely accounted for, causing crater rims to appear brighter in our
thermal inertia map. Interestingly, the highest thermal inertia is not located at the pole, but rather
offset from it. This, though, is also the region of highest bolometric Bond albedo (Blackburn et
al., 2011; Squyres et al., 1984).
2.4.2.1 Temperature maps
With both a bolometric Bond albedo and surface thermal inertia map of Iapetus, we
applied our thermal model on a global scale to produce maximum, minimum, and average annual
temperature maps in order to study volatile stability. The maps are shown in Figure 2.9 and were
produced by applying the bolometric Bond albedo and thermal inertia maps to our thermal model,
which runs for an Iapetian year while saving the maximum, minimum, and average annual
temperatures for every mapped point. The effects of thermal inertia are readily apparent in the
minimum temperature map with minor latitudinal effects between the poles. This is specifically
apparent in Cassini Regio, where the minimum annual temperature is far colder than the
surrounding light terrain. As hypothesized, it is in the maximum temperature calculations that the
latitudinal, and thus incident heat flux, effects are noticeable since for a slow rotator near
equilibrium is reached with incident heat at local noon. The equilibrium temperature (Teq) of a
body exposed to a direct solar beam is given by:
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For emissivity values of 0.9, bolometric Bond albedo of 0.015, and at the semi-major axis
distance, the equilibrium surface temperature is 130.6 K, which agrees well with the temperature
found during midday within the dark terrain (Kimura et al., 2011; Spencer and Denk, 2010).
Accounting for conduction through the regolith, our model predicts a maximum surface
temperature at local noon of 130 K. As can be noted in Figure 2.9 B, the maximum annual
temperature found on Iapetus is shifted to the south. Saturn, and thus Iapetus, reaches perihelion
at Ls = 281 (Tokano, 2005), which is during southern summer, and thus the south will experience
warmer temperatures, specifically around what on Earth is considered the Tropic of Capricorn,
which is located on Iapetus at -14.7° latitude since we considered such an inclination. Due to
high temperatures dictated by sun-Saturn distance and low temperatures controlled by surface
thermal inertia, the dark terrain at the edges of Cassini Regio has for the most part higher average
annual temperatures with respect to those found within the lower albedo region.
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Figure 2.8 - Global thermal inertia map of Iapetus created using our bolometric Bond albedo
dependent surface thermal inertia scaling function. The color scale bar is in J m-2 K-1 s-1/2.
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Figure 2.9 - Average (A), maximum (B), and minimum (C) annual temperatures in Kelvin on
Iapetus for every known bolometric Bond albedo and inferred thermal inertia point. Values are
found by inputting the Iapetian bolometric Bond albedo and thermal inertia maps into our
thermal model and saving the maximum, minimum, and mean annual temperatures.
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2.5

Discussion

Iapetus’ highest thermal inertia value is only half of that found for the Galilean satellite
system, which has thermal inertias in general near 70 J m-2 K-1 s-1/2 (Howett et al., 2010). Such
low thermal inertias imply highly porous materials. Indeed, studies probing the material porosity
of the Kronian system have found that in general they fall between 48% to 70% (Verbiscer et al.,
2005) and may even be greater than 95% (Carvano et al., 2007). However, these porosity values
are consistent with those of the Galilean satellites (Carvano et al., 2007), suggesting porosity
may not be the primary factor differentiating the material properties. Indeed, if we assume for
simplicity that Iapetus’ light material and the icy Galilean surfaces have similar material
properties, a difference is still expected owing to thermal inertia’s temperature dependence,
which arises from the temperature dependence of thermal conductivity and heat capacity. The
phase in which the ice exists on these surfaces is also expected to be different since surface
thermal history is an important factor in determining the ice phase (Baragiola, 2003).
Our analysis of the surface thermal inertia of Iapetus showed the terrain types are more
distinct than previously thought. Since the thermal inertia values including the error margins
found for the dark terrain range between 9.5 – 16.3 J m-2 K-1 s-1/2 and for the light terrain range
between 13.5 – 26.5 J m-2 K-1 s-1/2, then the terrain types overlap by 2.8 J m-2 K-1 s-1/2, while the
study conducted by Howett et al. (2010) showed a larger overlap in thermal inertia values
between the terrains of 9 J m-2 K-1 s-1/2. Distinct terrain types are supported by the finding that
bolometric Bond albedo does not gradually increase with distance from the apex of motion, but
rather the boundary between the terrain types is sudden (Blackburn et al., 2011; Denk et al.,
2010).
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The albedo-overburden thickness LSF model predicts the dark material of the lowest
albedo terrain to lie between 10 and 14 cm. Under Verbiscer et al.’s (2009) assumptions, the
projected overburden thickness on the leading side of Iapetus is 20 cm and perhaps more owing
to a higher availability of collisional material in the past. A larger dataset for the dark material
may indeed demonstrate thicker overburden values, but a thinner blanket may indicate that
material deliverance was closer to minimal conditions. Owing to the large footprint of the FP1
instrument, our values are an average over a large area; thus, there could exist parts of Iapetus
with dark material thicknesses near Verbiscer et al.’s (2009) projected value. The discrepancy
may also lie in our assumption of pure water ice. Past studies have indicated that the icy material
below the dark overburden is contaminated, most probably with ammonia (Black et al., 2004;
Ostro et al., 2006).
Our assumption of a two layered construct may yet be another source for discrepancy. It
is expected if impact gardening is an efficient means of recycling surface material that a mixed
overburden should exist (Spencer and Denk, 2010). However, since the values found in this
study agree well with those of visual and radar measurements, which had found the overburden
thickness to be on the order of decimeters and less than a meter (Black et al., 2004; Denk et al.,
2010; Ostro et al., 2006; Tosi et al., 2010b), our measurements suggest that the dark material
overburden currently is nearly ice free and that our assumption of a layered construct where dark
material overlaid ice may well approximate the Iapetian surface environment. This may suggest
three possibilities: 1) Impact gardening has not been an efficient mixing process in recent history
2) Water within the overburden pore space has had sufficient time to sublimate leaving a much
cleaner dark material 3) Exogenic deposition is an efficient and active process creating an ice
free overburden or a combination of these cases.
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Although a clear link between overburden thickness and thermal inertia is known due to
the effect of ice proximity (Mellon et al., 2004), this study merely shows a statistically
significant correlation between albedo and overburden thickness, which does not imply causation
on its own. Since both student t-tests showed that bolometric Bond albedo contributes
information to the prediction of overburden thickness, an albedo dependent thermal inertia
scaling function was developed that can be used to produce an estimate for thermal inertia
variation across the surface. The equation set produced was found to be statistically significant
even though albedo and surface thermal inertia are on different depth scales on first examination
(micrometer versus decimeter). However, a possible cause for this correlation, at least in the dark
terrain, may be due to high porosities up to 95% (Carvano et al., 2007) that allow exposure and
detection of water ice impurities within the overburden column in the near surface by the VIMS
instrument. The combination of high porosities and subsurface water impurities within the dark
terrains may thus narrow the difference in scales; this framework is supported by the spectral
results from VIMS whereby water absorption features disappear further into the dark terrains
(Hendrix and Hansen, 2008). The differences in albedo within Cassini Regio are small (0.015 –
0.05), and even extremely small impurities of water ice of less than 2% can account for this
small albedo increase approaching the border of the dark terrains. Thus, the darkest terrains may
have less water ice impurities within the overburden, and both origin theories, whether thermal
migration-controlled or more exogenic deposition-driven with small amounts of impact
gardening, support this type of model whereby areas with a thicker overburden will have less
water ice impurities and hence lower albedos.
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2.5.1

Volatile Stability
Buratti et al. (2005a) suggest the residence time for CO2 at 90 K is only a few seconds;

therefore, CO2 instability zones may be approximated. It is found here by observing maximum
temperatures that this zone lies between -80° and +80° latitude. Within this zone, which covers
most of Iapetus, CO2 would ballistically travel around Iapetus until reaching a cold trap (Palmer
and Brown, 2008). CO2 sublimation has been predicted to be negligible below 70 K (Palmer and
Brown, 2008). At the studied inclination (14.7°), the maximum annual polar temperatures lie
near 80 K. Thus there does not exist a zone where CO2 is permanently stable year round;
however, these maximum temperatures exist for a fraction of the Iapetian year and so there will
exist times when CO2 is stable on the surface.

2.6

Conclusions

With the improved bolometric Bond albedo map of Iapetus (Blackburn et al., 2011) and
CIRS temperature data, thermal inertia was reanalyzed across the surface of Iapetus. It was found
that the light and dark terrains have distinctive thermal properties whereby the dark material can
be characterized with a thermal inertia range of 11 – 14.8 J m-2 K-1 s-1/2 while the light material is
characterized by a range of 15 – 25 J m-2 K-1 s-1/2. This distinctive nature is supported by the
bolometric Bond albedo values, which demonstrate that there does not exist a gradual increase in
albedo, but rather that it is a sudden and drastic change at the boundaries of Cassini Regio
(Blackburn et al., 2011; Denk et al., 2010).
Assuming below the dark material overburden there exists water ice, which is supported
by radar data (Ostro et al., 2006), we were able to provide estimates on the thickness of the dark
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material. It was found that overburden thickness varies between 7 cm and 16 cm for an albedo
range of 0.017 – 0.036. Our values fall within the expected range and provide support for both
radar and visual findings. Our maximum value, though, is thinner than what was expected by
Verbiscer et al. (2009). This may be due to our assumptions and model construct as pointed out
previously (e.g. two-layered construct); however, it may point to Iapetus receiving less exogenic
material than expected.
Since water ice and CO2 are expected to be both on the surface and below the overburden,
then to fully study volatile stability on Iapetus the mechanics of mass transfer through an
overburden should be taken into account. In this case, energy loss via intermolecular and pore
wall interactions are expected to be significant and thus will provide slower mass loss rates,
which may present important constraints on previous models. We leave an in-depth stability
analysis of these important Iapetian volatiles for a later study.
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3

Exploring the effects of overburden on the sublimation and transport of H2O on
Iapetus

In this chapter, we continue our work on Iapetus by applying the thermal model along
with the thermal inertia values into a global heat and mass transport model. The goal of this work
is to study both the local stability and global transport of water ice on Iapetus specifically
observing the effects of the overburden, whose thickness and global variation was measured in
the prior chapter. Since thermal segregation has been suggested as an active surface alteration
process on icy satellites and it has been attributed to as the primary cause for Iapetus’ drastic
albedo dichotomy, here we model the current state of mass transport in order to study the current
magnitude of thermal segregation on Iapetus. Exogenic deposition models would predict dark
high latitudes regions. It has been suggested that accumulation of water ice may offset this
darkening. Thus, we also study the effect of the overburden on water ice accumulation at high
latitudes. Dr. David G. Blackburn provided technical aide with respects to computing and Dr.
Richard Ulrich supervised the project. I developed the models, gathered and analyzed the results,
along with all remaining details not listed.

3.1

Abstract

It has been shown through both measurements and simulations that there exists a
measurable ice-free, porous, overburden overlaying water ice on Cassini Regio. Mass transfer
through this porous media in a vacuum would occur in the Knudsen regime, which provides
sublimation rates orders of magnitude smaller than Hertz-Langmuir sublimation. Mass transfer
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through the dark material overburden thus currently controls the availability of water ice for
transport from this region. Exogenic deposition models predict dark, high latitudes on the leading
hemisphere of Iapetus. To counter this effect, the theory of thermal segregation suggests that
Iapetus’ polar regions have been brightened via ballistic transport of water and its subsequent
cold trapping. Thus the limiting effect of the dark material on transport of water ice will greatly
impact the current mass balance at the poles, and depending on when the effects of impact
gardening on the recycling of the surface became negligible, could also have shaped the current
albedo distribution. The effects of the overburden on the global stability and transport of H2O is
addressed in order to gain insight into its effect on the polar albedo distribution and current mass
balance. Results indicate that thermal segregation is an inactive process within Cassini Regio,
though it is a limited process at the inter-terrain regions. Also, polar accumulation amounts
including the effects of the overburden are sufficient to overcome exogenic darkening effects.
Topographical effects on local albedo differences are also simulated to provide a more complete
water stability study of Iapetus.

3.2

Introduction

With a leading hemisphere nearly ten times darker than its trailing hemisphere (Squyres
et al., 1984), Iapetus is considered to have one of the most drastic albedo dichotomies in the solar
system; the formation of which has been the subject of astronomical interest for quite some time.
The darkest terrain, which lies in Cassini Regio, coincides well with the Iapetian apex of motion
and thus has sparked several synthesis hypotheses suggesting an exogenic source for the
darkening. A color dichotomy has also been reported whereby the leading hemisphere, both its
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bright and dark features, is much redder than the trailing hemisphere (Denk et al., 2010). This
class of theories has recently gained further support with the discovery of a Phoebe ring, which
lies between 128Rs to 207Rs, where Rs is Saturn’s radius (60,330 km), and may in fact be the
darkening source (Verbiscer et al., 2009). By approximating the deposition rate on Iapetus from
the Phoebe ring, Verbiscer et al. (2009) have estimated a dark material overburden thickness of
20 cm or more taking into account a higher availability of collisional material in the past. More
precise modeling of dust deposition suggests a longitudinal depth gradient with a maximum of
50 cm at the apex of motion and a drop off to less than 1 cm near the bright-dark terrain
boundary (Tamayo et al., 2011). These values are supported by radar measurements showing a
measurable overburden with a thickness on the order of one to several decimeters and visual
evidence of bright ejecta craters indicating the dark material blanket to be no more than a few
meters thick (Denk et al., 2010; Tosi et al., 2010). Thermal modeling has also shown the dark,
ice-free, porous overburden to vary in thickness from 7 cm to 16 cm (Rivera-Valentin et al.,
2011).
Exogenic deposition models, however, greatly under predict the observed latitudinal
albedo gradient, specifically bright polar regions, and the sharp boundaries between the terrains
(Blackburn et al., 2011a; Denk et al., 2010; Tamayo et al., 2011). In order to explain these
characteristics, Spencer and Denk (2010) as well as Kimura et al. (2011) have employed the
theory of thermal segregation, which was first suggested by Mendis and Axford (1974) and later
revisited by Spencer (1987) in studying the Galilean satellites. This process suggests that an
initially darkened icy surface will undergo rapid sublimation relative to neighboring bright
terrain due to an increase in heat absorption. Conduction will cause adjacent terrains to
experience higher temperatures and thus exhibit an increase in the sublimation rate of water ice.
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As sublimation continues, the fractional amount of dark material within the ice increases, thus
decreasing the albedo of the region and causing a runaway process. Over time, the impurities
initially within the ice and/or deposited via an exogenic source accumulate as a lag deposit,
whose ice-free thickness increases over time slowing further mass loss. Sublimated water
molecules then ballistically travel around the body for multiple hops until they reach a cold trap
and are stable. The accumulation of ice at the cooler regions increases the albedo of the terrain,
explaining the bright poles. Increase in water ice concentration with increasing distance from the
apex of motion suggests that thermal segregation of water ice has been an active surface
alteration process on Iapetus (Hendrix and Hansen, 2008). Bright poleward facing crater walls on
the dark terrain and dark equator facing crater walls in the bright terrain also support this process,
at least on the local scale; however, modeling of the thermal migration process has thus far
overestimated the albedo of the polar and mid-latitude regions (Spencer and Denk, 2010). This
may suggest a more active interplay between the two proposed darkening mechanisms as
suggested by Tamayo et al. (2011).
Due to the recent measurements of the dark terrain’s porous, ice-free, overburden
thickness and the observed linear trend between it and bolometric Bond albedo (Rivera-Valentin
et al., 2011), an estimate of the current stability of water ice within the dark terrain can be
produced. Mass transfer through a porous overburden on an airless body at low temperatures has
been shown to be in the Knudsen regime (Clifford and Hillel, 1986), where pore wall molecular
interactions become a significant means of kinetic energy loss thus greatly inhibiting the
sublimation rate compared to the widely used Hertz-Langmuir equation, which has been shown
to produce an upper bound estimate of the mass loss rate (Alty and Mackay, 1935; Gundlach et
al., 2011; Kossacki et al., 1999). Coupled with the improved global bolometric Bond albedo map

73

(Blackburn et al., 2011a) and thermal inertia map of Iapetus (Rivera-Valentin et al., 2011), an
investigation on the current global stability of water ice can now be more accurately conducted.
Global transport of water molecules is addressed in order to estimate the accumulation of water
ice and observe if there currently exists sufficient inbound flux at the poles to overcome the
darkening effects of exogenic sources. Iapetus’ obliquity, though currently 14.7° (Lang, 1992),
varies from 4.3° to 19.3° in a 3000 year cycle (Gasanov, 1991; Kimura et al., 2011; Palmer and
Brown, 2008; Rapaport, 1978). The global stability of water ice was hence observed under
current, maximum, and minimum Iapetian obliquities in order to estimate the possible variations.
An investigation on crater slope-induced cooling and heating is also conducted to simulate local
albedo differences such as bright poleward facing and dark equator facing crater walls.

3.3

3.3.1

Global model

Global temperature model
A one dimensional thermal diffusion model solved via finite element analysis was used to

simulate the diurnal and annual surface and subsurface temperature variation in small
incremental time steps. For the global temperature map, the code modeled to a depth of 3 m
using 30 elements resulting in an element thickness of 10 cm. As a result, the annual skin depth,
which is approximately 1.4 m as described by Rivera-Valentin et al. (2011), is well resolved with
14 elements. Dark terrain was modeled as ice with a dark material overburden whose thickness
was varied according to the trend found by Rivera-Valentin et al. (2011). For Cassini Regio, a
much smaller element thickness of 0.6 cm was used to accurately model temperature variation
within the thin ice-free, porous overburden; thus, the annual and diurnal skin depths were well
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resolved with 233 and 20 elements respectively. Inputs to the thermal model are the
Japetagraphic location and its corresponding bolometric Bond albedo, which is attained from
Blackburn et al. (2011a), and surface thermal inertia, which is retrieved from Rivera-Valentin et
al. (2011). The full development of the thermal model used within this work is described by
Rivera-Valentin et al. (2011). The model assumes the orbital parameters of Saturn and the
rotational parameters of Iapetus.

3.3.2

Global stability and transport of H2O

3.3.2.1 Mass flux from the surface
Sublimation of water ice and other planetary relevant volatiles into a hard vacuum has
commonly been estimated by the Hertz-Langmuir equation (Andreas, 2007; Kimura et al., 2011;
Kossacki et al., 1999; Palmer and Brown, 2008; Schorghofer and Taylor, 2007; Spencer, 1987;
Spencer and Denk, 2010; Wilder and Smith, 2002), which is given by:

J L = Psat

M
2! RT

(3.1)

where JL is mass flux, Psat is the saturation vapor pressure, R is the gas constant, M is molecular
weight, and T is temperature (Hertz, 1882; Langmuir, 1913). It has been shown that this formula
provides an upper bound flux estimate as it does not account for the ice crystal’s microstructure
and the fractional amount of the outbound flux that returns to the ice surface (Kossacki et al.,
1999; Novikov and Vagner, 1969). To account for this, the modified Hertz-Langmuir equation
contains a correction factor termed the sublimation coefficient (α), which is the Knudsen addition
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to the formula, describes the observed experimental deviation from the theoretical treatment of
Hertz-Langmuir (Knudsen, 1915), and is less than or equal to unity. The sublimation coefficient
has been experimentally calculated to temperatures as low as 166 K and has been found to be
temperature dependent and vary from 0.01 at high temperatures and approach unity for low
temperatures (Alty and Mackay, 1935; Gundlach et al., 2011; Kossacki et al., 1999). Though
experimental validation of Knudsen’s sublimation coefficient has not been conducted for
Iapetian relevant temperatures, it is assumed here that α = 1. It is important to note, though, that at
a temperature of 70 K the sublimation rate is expected to reach one molecule per square meter
per hour with mean free paths on the order of several AU and molecular number densities within
the saturation vapor pressure of 1 molecule per cubic meter. At this rate and conditions, the
sublimating gas species cannot be expected to be in thermal equilibrium. Since the primary
assumption in the Hertz-Langmuir equation is that the sublimating species has undergone
sufficient intermolecular collisions in order to reach the Maxwell-Boltzmann velocity
distribution, it may not accurately predict the sublimation flux of water ice under extreme low
temperature conditions.
The complete temperature dependency of the sublimation flux arises within the saturation
vapor pressure, whose values for hexagonal water ice (Ih) have been extended to low
temperatures by Feistel and Wagner (2007) using a theoretical treatment in concert with
experimental data. At temperatures less than ~130 K, condensation of water ice leads to the
amorphous state, which is metastable and transforms to cubic crystalline ice (Ic) at a temperature
dependent rate (Baragiola, 2003; Kouchi, 1987) though studies have found that complete
crystallization may not occur for low temperatures leading to a mixture of amorphous and Ic
forms (Jenniskens and Blake, 1994). The expected ice phase under Iapetian relevant
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temperatures is hence amorphous, Ic, or a mixture of these, though the true phase is subject to a
complete surface thermal history due to the thermally irreversible nature of the transitions. The
hexagonal ice phase is the most stable out of these phases and as such its saturation vapor
pressure will be the smallest. For this reason, using the saturation vapor pressure provided by
Feistel and Wagner (2007), as is recommended by Fray and Schmitt (2009), may provide a lower
estimate than the true value. The saturation vapor pressure of Ih given by Feistel and Wagner
(2007) for the temperature range of 20 – 273 K is:

!P $ 3 !T$ ! T $
ln # sat & = ln # & + # 1' t & (
T%
" Pt % 2 " Tt % "

(3.2)

where Pt and Tt are the triple point pressure and temperature and η is given by:

6

"T%
! = ( ei $ '
# Tt &
i=0

i

(3.3)

where ei are coefficients provided in Table 3.1. Feistel and Wagner (2007) noted that the volume
per water molecule given by the ideal gas law at T = 23 K is about the volume of the observable
universe. As such, it is expected that sublimation of water ice is essentially zero for temperatures
below 23 K (Feistel and Wagner, 2007).
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Table 3.1 Coefficients for Equation 3.3 from Feistel and Wagner (2007)
i
0
1
2
3
4
5
6

ei
20.997
3.724
-13.921
29.699
-40.197
29.788
-9.131
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Of interest to this study is the yearly average mass loss flux from the surface of Iapetus
for every point on the bolometric Bond albedo map provided by Blackburn et al. (2011a). The
yearly average flux in units of kg m-2 year-1 is given by:

JL =

M
2! R

!

Psat
dt
T

(3.4)

where the angled brackets denote the average. The average saturation vapor pressure for a given
area is found by calculating the saturation vapor pressure at the surface for every modeled time
step and averaging these values at the end of a Kronian year. The average sublimation
temperature, denoted as T˜ , is then found as the temperature that satisfies the condition

Psat = Psat T!

( ) . This value is the relevant temperature for mass movement as it denotes the

!
average kinetic energy of molecules within the average sublimating species and thus is also used

when calculating the velocity distribution for the ballistic trajectories of water molecules.

3.3.2.2 Mass flux from the overburden
Mass transfer through a porous medium can be subdivided into three diffusion regimes:
Fickian, Knudsen, and intermediate (Beck et al., 2010). The transport property that distinguishes
between these regimes is the ratio of the mean free path of the sublimating species to the distance
between surfaces enclosing the gas. If the pore diameter of the porous media is much larger than
the mean free path, gas-gas collisions will predominantly govern the transport process and the
system is considered to be in the Fickian regime. On the other hand, the Knudsen regime occurs
when the mean free path is much larger than the pore diameter so that gas-surface collisions
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dominate. Under these conditions, gas-gas interactions will be greatly hindered and pore wall
interactions will be a significant source of kinetic energy loss due to inelastic collisions with the
stationary wall. The intermediate regime is then when the pore diameter is on the order of the
mean free path. At a temperature of 130 K, which is near the equilibrium temperature at the
equator of Iapetus (Kimura et al., 2011; Spencer and Denk, 2010), the mean free path of water is
approximately 400 km; hence, diffusion through the dark, porous, ice-free overburden will be in
the Knudsen regime. The diffusivity (DK) of a sublimating material in the Knudsen regime
through a porous media is given by:

2
8RT
DK = r0
3
!M

(3.5)

where r0 is the pore radius (Clifford and Hillel, 1986; Krishna, 1987; Present, 1958; Sherwood et
al., 1975); thus the average sublimation flux in the Knudsen regime ( J K ) is given by:

JK =

4
Psat ( z )
3

!

2M ! r0! $
# &
! RT! " z" %

(3.6)

where Psat(z) is the saturation vapor pressure at the given thickness of z, and φ and τ are the
porosity and tortuosity of the medium respectively. A tortuosity of unity is assumed for
simplicity, and possible pore radii values are borrowed from Clifford and Hillel (1986) (1, 0.1,
and 0.01 µm), though for the final results a value of 10 µm was used. The Knudsen mass flux is
directly proportional to the pore radius and thus higher values will allow for a larger mass flux
and vice versa. Since the purpose of this project is to provide an estimate on the effects of the
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overburden on global mass transport, a lower bound estimate may be found by using a value of
10 µm. Also, grain size measurements have been made for Phoebe and have shown values
ranging from 500 and 900 µm for its water ice (Owen et al., 1999). Assuming a pore radius on
the order of the grain size provides a value on the order of 10-4 m and thus our assumed value
indeed would provide a lower bound estimate on the global transport. The porosity of the icy
Kronian satellites have been found to vary between 48% to 70% (Verbiscer et al., 2005) and may
even be > 95% (Carvano et al., 2007) and thus more similar to freshly fallen snow, which ranges
between 75% and 99% (Hobbs, 1974). Due to such high porosities, a value of 0.99 is assumed
with the understanding that the calculated fluxes will be an over estimate of the true value.
In order to fully model the sublimation flux for any given point on Iapetus including the
expected variation in overburden thickness within the dark terrain, a rate limiting flux was used
within the model such that the total average flux ( JT ) is given by:

JT

! 1
1 $
=#
+
J K &%
" JL

!

'1

(3.7)

After substitution of equation 4 and 6 into this form, the total average flux can be reduced to:

'1

JT

! 3 ! z! $$
= J L ##1+ # &&&
" 8 " r0" %%

(3.8)
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This is the form used to model diffusion through an overburden as a function of temperature and
overburden thickness, where the average sublimation vapor pressure and corresponding
temperature at the studied depth were used.

3.3.2.3 Ballistic transport model
As shown by Tamayo et al. (2011), exogenic deposition on the leading hemisphere of
Iapetus over time would lead to darker polar regions with a longitudinal albedo gradient if water
ice deposition via thermal migration were not included. The thermal migration model, as
established by Mendis and Axford (1974) and Spencer and Denk (2010), argues that ballistic
transport of water ice would continue from the dark terrain until a significant ice-free lag layer is
formed that greatly reduces sublimation rates. Impact gardening is hypothesized to defer the
formation of a significant layer by continuous surface recycling. Radar measurements over the
dark terrain, though, have shown that there currently exists a measurable layer under which a
radar transparent material exists, which is assumed to be water ice (Ostro et al., 2006). Thermal
modeling also suggests the existence of a thin ice-free porous overburden currently covering the
dark terrain (Kimura et al., 2011; Rivera-Valentin et al., 2011). The effects of this layer, thin as
it may be, on limiting the total availability of water ice for ballistic transport to the poles is
estimated in order to gain insights on the current state of thermal migration on Iapetus.
The temperature of water molecules within the flux leaving the surface, given in Section
2.2, is used to calculate the Maxwell-Boltzmann velocity distribution of the sublimating species.
Transport of these molecules is modeled for one hop across the surface analytically by a method
established by Blackburn (2011b). In their model, the total flux reaching a given latitude range is
given as the sum of the fractional flux leaving the latitudes below it at every point with the
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proper ballistics to enter the observed latitude range spread over its surface area. This fractional
amount is a function of the sublimation temperature, which provides the velocity distribution of
the molecules, and incorporates the geometry of the problem. The total mass balance for a given
point is then the difference between the expected incoming water ice and the net outbound
sublimating flux. This methodology allows for an analytical solution to ballistic transport;
however, the simplifications inherent to the mathematical framework provide a lower limit to the
resulting incoming mass flux as it does not account for flux from latitudes above the investigated
range and only observes one molecular hop. Water molecules, though, are expected to incur
multiple hops until they reach a stable point on the body. This method also only observes an
approximation to the incoming flux for the surface area within a given latitude range and as such
does not provide a longitude dependent incoming flux. The goal of this study, though, is to
approximate the effect of the dark overburden on mass distribution, which is approximated well
by the framework of Blackburn (2011b). Due to the simplifications of this analytical technique,
the resulting estimates for the inbound polar flux will be a lower limit approximation.

3.4

3.4.1

Results

Water ice stability
The heat and mass transfer model was run for every point (180 x 360 pixels) from the

bolometric Bond albedo map of Iapetus (Blackburn et al., 2011a) and thermal inertia map
(Rivera-Valentin et al., 2011). For bolometric Bond albedo values less than 0.08, the albedooverburden thickness correlation found in Rivera-Valentin et al. (2011) was used to approximate
the dark material thickness distribution. Using their equation set, the transition albedo chosen
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corresponds to a lag deposit thickness of approximately 1.4 cm. The simulation was run for
several Iapetian years, which was considered a Saturnian year, and the temperature data for each
modeled point was considered converged when the maximum difference between the midnight
temperature profiles for two separate consecutive runs at the vernal equinox (Ls = 0) was less
than 1 K. It should be noted, though, that the use of the thermal inertia map and overburden
thickness correlation from Rivera-Valentin et al. (2010) may incorporate large sources of error as
was discussed in their paper for terrains outside of their study; however, the work here is an
explorative analysis on the approximate effects of the overburden on sublimation and thus order
of magnitude calculations may suffice.
After running the heat and mass transfer model for various depths, Figure 3.1 was
obtained, which shows the results of equation 8 at the equator at several studied overburden
thicknesses. The kinetics of mass transfer through the overburden along with thermal diffusion
into the regolith greatly limits the sublimation rate of water ice. The difference between surface
sublimation rates and those of Knudsen diffusion are on the order of several magnitudes and
occurs with the addition of very small amounts of regolith, dropping from 10-3 to 10-8 kg m-2
year-1 with only 0.4 cm of regolith. Assuming an ice density of 917 kg m-3, these fluxes amount
to a thickness of approximately 1 µm per year on the surface to 1 µm per 100 ka with the
addition of 0.4 cm of regolith.
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Figure 3.1 - Sublimation rate of water ice through the porous overburden on a semi-log scale.
The heat and mass transfer model was run for various overburden thicknesses with the results
shown in circles. The dashed line is a weighted best fit to the modeled results.
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The average sublimation temperature over a solar orbit for each point was mapped across
the surface for the current, highest, and lowest obliquities possible (Figure 3.2) in order to
simulate the effects of varying obliquity. For all three cases, the average sublimation temperature
of the dark terrain is found to be on the order of that at polar latitudes. This is primarily due to
the limiting effect of the overburden on sublimation. The lowest obliquity simulation shows the
most stable polar regions with the lowest average sublimation temperature (~60 K) out of the
three studied obliquities. Since Saturn reaches perihelion at Ls = 281 (Tokano, 2005), then
Iapetus’ southern hemisphere’s summers will experience the highest temperatures, which is
readily seen in Figure 3.2 as warmer temperatures migrate to the southern hemisphere with
increasing obliquity.
The average saturation pressure along with the average sublimation temperature is used
to approximate the average sublimation flux, which provides an approximate total mass flux for
one Iapetian year. This technique was tested against calculating the mass flux at every modeled
time step and was found to well approximate the yearly average flux within 5% error. To
illustrate the magnitude difference in the mass flux across Iapetus, the log of the sublimation flux
is plotted in Figure 3.3. Using the approximation to the current dark material thickness
distribution (Rivera-Valentin et al., 2011), simulations show that, at least on a large scale,
thermal segregation of water ice has ceased within Cassini Regio. The edges of the dark terrain,
however, show higher sublimation fluxes, and thus segregation could be ongoing there, though
the magnitude approximations would suggest a very limited process. The mass loss for high and
low obliquities within the dark terrain is much smaller than even at the polar regions. This is due
to the limiting effect of the overburden on diffusion. The migration of what would be considered
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the tropic of Capricorn on Iapetus is easily seen within the dark and bright terrains in Figure 3.3.
This would imply a higher availability of water ice for ballistic movement to the southern pole.
The final produced maps demonstrate some mosaic seam artifacts from the original
bolometric Bond albedo map of Blackburn et al. (2011a). Drastic changes in local topography
were not fully accounted for in the production of the global bolometric Bond albedo map, as
such the topographical effects of Engelier crater (40.5° S, 95.3° E) are noticeable. Also, since the
transition between the terrains was considered to occur at a bolometric Bond albedo of 0.08,
there exist some bright terrain results within Cassini Regio and vice versa.
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Figure 3.2 - Modeled yearly average sublimation temperature on Iapetus for A) maximum, B)
current, and C) minimum obliquity. The transition between dark and light material was assumed
to occur at a bolometric Bond albedo of 0.08 with a corresponding overburden thickness of 1.4
cm. The color scale is in Kelvin.
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Figure 3.3 - Log of the modeled yearly average sublimation flux in units of kg m-2 yr-1 on
Iapetus for A) maximum, B) current, and C) minimum obliquity.
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3.4.2

Transport of H2O
The previous results were used along with the framework for ballistic transport provided

by Blackburn et al. (2011b) to calculate the current mass balance at high latitudes. Ballistic
transport to the poles was binned in 5° intervals from 60° to 90° latitude. In order to compare and
contrast the effects of the overburden on the mass balance, two cases were simulated. Case 1
includes the overburden’s effects on mass transfer while case 2 includes the mass flux ignoring
diffusion through the overburden. The resulting mass balance maps along with the current
bolometric Bond albedo of the region is shown in Figure 3.4. The primary effect of the
overburden is to largely limit the availability of water molecules for ballistic transport, implying
that the sublimation flux from the studied surface becomes the dominant factor in the mass
balance. As can be seen, the maximum net accumulation is offset from the poles, centering
around 60° and 70°. This is primarily due to the larger availability of incoming mass flux within
this latitude range. Though this region has a higher sublimation flux with respect to the poles, the
difference in magnitude at the current obliquity is not high, and since more incoming mass is
available within this latitude range, the resulting total mass balance is shifted towards it. The
longitudinally asymmetrical distribution of the mass balance is caused by the relative importance
of the location’s mass loss due to sublimation. In case 2, though, more mass is available for
transport implying that the sublimation flux from the poles becomes less significant. In this case,
a nearly longitudinally symmetrical distribution of mass balance occurs, though the maximum
mass gain is again offset from the poles due to the higher availability of incoming flux. Modeled
approximations to the incoming H2O flux are presented in Table 3.2.
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Figure 3.4 - Simulated accumulation maps for both northern high latitudes and southern polar
terrain for case 1, which included the overburden’s effect in Cassini Regio (C and D), and case 2,
which assumed surface sublimation (E and F). The top row (A and B) is the bolometric Bond
albedo maps for the high latitude terrain from Blackburn et al. (2011a). The northern polar
region results are in the left column while the southern polar region is in the right.
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Table 3.2 Ballistically inbound H2O in µm per Myr
Latitude

60-65°

65-70°

70-75°

75-80°

80-85°

85-90°

North
with overburden
without overburden

5000
94700

3600
68300

2400
46700

1500
29400

800
15700

200
4800

South
with overburden
without overburden

11500
215900

10400
190600

9300
170900

8400
156300

7900
146200

7500
139400
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3.5

Local topographic effects

Images of the Iapetian surface have shown that besides a global albedo dichotomy there
also exists drastic albedo contrasts on the local scale within craters (Denk et al., 2010; Galuba et
al., 2011; Giese et al., 2008; Kimura et al., 2011; Porco et al., 2005). Bright poleward facing
crater walls within the dark terrain and dark equator facing walls on the light terrain provide
evidence for thermally driven albedo contrast on the local scale. Slope induced changes in the
incident heat flux will preferentially heat equator facing walls and cool poleward facing facets;
thus sublimation of water ice is expected to follow this trend and be relatively faster on the
preferentially heated surfaces. Without surface gardening, these walls will darken faster over
time due to the increase in the fractional amount of dark constituents exposed on the surface,
which may accumulate in topographic lows if slopes are near the angle of repose. Via horizontal
heat conduction, this process will continue across the crater until reaching the cooled slope. The
rate at which this process occurs should then be dependent on the initial albedo, crater slope, and
the fractional amount of dark material within the ice, which is expected to be higher on the
leading side. Dark equator facing slopes within the light terrain suggest that water ice on Iapetus
initially contained dark constituents, as exogenic deposition models would not predict significant
dark material impact on the trailing side (Tamayo et al., 2011). Indeed, it has been reported that
dark dust particles are buried within the bright material of the trailing side and at the polar
regions (Clark et al., 2007; Mendis and Axford, 2008). Additionally, the brightest albedo on
Iapetus is still much smaller than the albedo of pure water ice, thus native dark constituents
should be expected. Though a complete model for local albedo contrasts requires the inclusion of
lateral heat conduction, the effects of slope induced changes in incident heat flux is only modeled
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here to approximate the stability of water ice on sloped surfaces. An additional simplification is
that shadowing effects from neighboring topography is also not included. The surface thermal
inertia of the dark material was found to be < 15 J m-2 K-1 s-1/2 (Rivera-Valentin et al., 2011) and
thus is expected to be a good thermal insulator. Nevertheless, at the interface with ice, which is a
good thermal conductor, there may exist non-negligible heat flow. In order to fully reproduce
local albedo patterns, such effects should be accounted for (Galuba et al., 2011). Slopes studied
were incremented in 5° steps and ranged from -30° to 30°, which is near the angle of repose,
where negative angles denote equator facing slopes.

3.5.1

Sloped surface thermal model
The total incident heat flux (Q) on a sloped surface of an airless body is the sum of the

incident solar flux (Qsun) and the radiation reemitted by surrounding flat terrain (Qland)
(Aharonson and Schorghofer, 2006; Kreslavsky and Head, 2005), though radiation from
neighboring sloped facets would also provide heat flux. The incident solar heat flux is affected
on a sloped surface by changing the incidence angle. The solar zenith angle observed on a sloped
surface is modified by the local topography as follows:

cos! s = cos " cos! # sin " sin ! cos ( $a )

(3.9)

where ζ is the zenith angle and s denotes the sloped surface, α is the slope angle, and Δa is the
difference in the solar azimuth and the azimuth of the surface (Aharonson and Schorghofer,
2006) such that the incident solar flux is given by:
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Qsun = (1! ABB )

S0
cos" s
r2

(3.10)

where S0 is the solar flux at 1 AU, ABB is the bolometric Bond albedo, and r is the instantaneous
Sun-Saturn distance in AU. A sloped surface will also receive heat flux from surrounding areas
within its field of view, which by Aharonson and Schorghofer (2006) this heat flux is given by:

$#'
4
Qland = !" Tland
sin 2 & )
% 2(

(3.11)

where ε is emissivity, σ is Stefan-Boltzmann’s constant, and Tland is the temperature of the
surrounding terrain, which is found separately for a flat surface at every modeled time step.
Radiation being remitted by surrounding sloped terrain (e.g. a neighboring crater wall) is not
accounted for and thus temperature values provided are expected to be lower than actual values.
Figure 3.5 shows the expected surface temperature variation with and without including the
addition of scattering within the plane of view of the sloped surface.

3.5.2

Results
The temperature model including the effects of a sloped surface was run from 0° N to 40°

N latitude for the dark terrain assuming a bolometric Bond albedo of 0.056, which is the average
value of the dark terrain (Blackburn et al., 2011a). Light terrain was modeled with a bolometric
Bond albedo of 0.25, which is the average value of the light terrain (Blackburn et al., 2011a),
from 0° N to 60° N latitude as local albedo differences are not seen for latitudes above 60° N
within the light terrain (Giese et al., 2008). Further simplifications to the model included not
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accounting for the effects of nearby topography such as its shadowing effect and emitted
radiation, thus results are estimates on the effects of slope on water ice stability. Using the
previous methodology, the average surface temperature and average surface saturation vapor
pressure were found at the end of each yearly run. The effects of overburden were not taken into
account on the crater walls, as a proper estimate of its thickness has not been made due to the
large spectral footprint of the Cassini Composite Infrared Spectrometer. A comparison of the
effect of the heat flux from the surrounding flat terrain on a sloped surface is shown in Figure 3.5,
which shows the average annual temperature for sloped surfaces at the equator. The net effect of
this flux is to decrease the temperature amplitude. For this example, the average surface
temperature at a slope of 30° is increased by approximately 1 K.
The average annual temperature and sublimation temperature for the sloped surface at
various latitudes is plotted in Figures 3.6 and 3.7 respectively. Not only do these temperatures
differ in magnitude, but the curve shapes also differ since the average sublimation temperature is
derived from the average saturation vapor pressure, which itself is an exponential function. Both
temperature curves show that relative to a flat surface, equator facing crater walls will be
preferentially heated, in some cases reaching average temperatures higher than that at the equator.
This occurs for crater slopes greater than 15° up to a latitude of 40° N, where temperature begins
to be cooler with respect to the equator. The temperature difference between similar slopes of
different azimuths is also shown to increase with increasing latitude. The average saturation
vapor pressure and corresponding sublimation temperature was then used to calculate the
average mass flux from the sloped surfaces, which is plotted in Figure 3.8. Sublimation on
equator facing walls of steep slopes are orders of magnitude higher than that of a flat surface,
which explains the abundance of dark equator facing crater walls in the light terrain. Even
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though the dark terrain absorbs much of the incoming solar flux, mass fluxes on poleward facing
crater walls of steep slopes reach values similar to that on the bright terrain; thus water ice
should be stable on these slopes, which is indeed supported by visual inspection of the dark
terrain (Denk et al., 2010; Galuba et al., 2011; Giese et al., 2008; Kimura et al., 2011; Porco et
al., 2005). However, there does not seem to be as many bright poleward facing crater walls deep
into Cassini Regio (Figure 3.9), which may indicate darkening by an exogenic source.
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Figure 3.5 - Comparison of the expected average annual temperature at the equator on a sloped
crater wall with and without including the reflected heat flux from the neighboring flat terrain.
Negative slopes denote equator facing facets while positive slopes denote poleward facing walls.
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Figure 3.6 - Modeled average annual surface temperature on a sloped surface for the light terrain
(A) and dark terrain (B) assuming average bolometric Bond albedo values per terrain type.
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Figure 3.7 - Modeled average annual sublimation temperature on a sloped surface for the light
terrain (A) and dark terrain (B) assuming average bolometric Bond albedo values per terrain type.
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Figure 3.8 - Modeled average annual sublimation flux on a sloped surface for the light terrain
(A) and dark terrain (B) assuming average bolometric Bond albedo values per terrain type.
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Figure 3.9 - Cassini ISS wide-angle image of W15681305032_2 in equirectangular project view.
Image is of the intermediate terrain and is centered about 1° N latitude, 191° W longitude.
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3.6

Discussion

Global sublimation maps that include the effects of the overburden within the dark terrain
demonstrate that, in general, the mass flux from Cassini Regio is on the order of that from the
poles. The mass flux is higher at the boundaries of the dark terrain suggesting that even though
thermal segregation currently may no longer be an active process within the bulk of Cassini
Regio, segregation may still be an active though limited process within the outer regions of the
dark terrain. This is indeed supported by images of the intermediate terrain, which exhibits local
albedo contrasts rather than intermediate albedo values (Blackburn et al., 2011a; Denk et al.,
2010) as can be seen in Figure 3.9. The poles’ efficiency as cold traps for water molecules
increases with decreasing obliquity, as the average sublimation temperature is the lowest during
this time. It is thus expected that most of the accumulation of water at the poles will occur during
low obliquities. Since exogenic deposition models would predict dark polar regions on the
leading hemisphere (Tamayo et al., 2011), it is during low obliquities that most of the counter
brightening within this region would occur as the low bolometric Bond albedo and thus higher
absorption of solar flux may be efficiently countered by the geometry of Iapetus’ rotation.
Approximations to the mass balance at high latitudes show that most of the accumulation
of water ice does not occur at the pole, but rather is offset to a latitude range of 60° to 70°. This
is primarily due to the availability of kinetic energy for long-range ballistic transport, but is also
partially due to the fact that the model did not incorporate mass transfer from latitudes above
those considered. However, as can be seen from the sublimation flux maps, the source for this
flux is limited. Including this limited mass flux from northern terrain may only serve to further
migrate this region of maximum accumulation towards the pole. Indeed, it has been shown that
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the maximum bolometric Bond albedo on Iapetus is offset from the poles and located near 70° N
(Blackburn et al., 2011a; Squyres et al., 1984). Since the accumulation maps attained assuming
only surface sublimation across Iapetus also demonstrate this offset, then it can be assumed that
the primary mechanism that has shifted the location of the highest bolometric Bond albedo on
Iapetus is global mass transport. However, not only is this region offset from the poles, it is also
located within the trailing hemisphere. Once surface gardening became a negligible process
within the dark terrain and the overburden became ice free, sublimation from this terrain was
greatly hindered, as can be seen from the previous water stability results. At this point, less
incoming mass is available on the leading hemisphere, shifting the mass balance from endogenic
brightening to exogenic darkening mechanisms; thus, preferential darkening of the leading
hemisphere would occur.
Tamayo et al. (2011) estimated that the rate of ice deposition at the polar regions should
be on the order of tens of µm per Myr to overcome exogenic sources. Estimates on the ballistic
transport to the latitude range between 85° and 90° N, suggest that even with the limiting effects
of the overburden, hundreds of µm per Myr of ice deposit and remain at the pole after the
outbound sublimation flux is accounted for. Since the polar region mass balance approximations
should be considered a lower bound estimate due to the simplifications within the ballistic
transport model, then the overburden is not expected to limit the availability of water ice to the
poles below the estimated inbound exogenic flux of ~50 µm/Myr attained by Tamayo et al.
(2011).
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3.6.1

Topographic effects
Giese et al. (2008) noted that there existed a correlation between topography and the

local distribution of albedo on Iapetus. Results on the effects of topography on the sublimation
rates demonstrated that there indeed exists a strong heating and cooling effect on sloped surfaces.
For slopes angled at 15° or more, sublimation was much faster than experienced even at the
equator. However, the model did not include the effects of near by topography such as
shadowing, which may indeed affect this result. Preferential heating may then explain the
abundance of dark equator facing crater walls within the bright terrain. The results suggest a
transition at 40° N where the average mass flux is less than that at the equator for steep slopes.
For latitudes greater than 60° N, the average mass flux at steep slopes has decreased by nearly
two orders of magnitude. The results suggest a latitudinal dependence on the distribution of the
albedo contrasts within the bright terrain along with a transition latitude where such contrasts
should not occur due to the low temperatures and resulting stability of water ice.
Results for the dark terrain suggest that all poleward facing crater walls will experience
preferential cooling with respect to a flat surface since the average mass flux decreases by nearly
an order of magnitude even at the equator. This is well shown in Figure 3.9 where bright
poleward facing craters walls exist near the equator. Preferential cooling may then explain the
abundance of bright poleward facing crater walls within the dark terrain; however, as can be seen
in Figure 3.9, the abundance of these local albedo contrasts decreases with increasing distance
from the intermediate terrain. This may indicate a transition in the dominant mechanism from
local thermal segregation to exogenic darkening since modeling of these processes show a strong
longitudinal dependency (Tamayo et al., 2011).
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3.7

Conclusions

By using the improved global bolometric Bond albedo map of Iapetus (Blackburn et al.,
2011a) along with the approximation to the current thermal inertia and overburden thickness
distribution (Rivera-Valentin et al., 2011), the current global stability and transport of H2O was
analyzed in order to provide an approximation to the effects of the overburden on mass transport.
Results indicate that thermal segregation, as established by Mendis and Axford (1974) and
recently by Spencer and Denk (2010), is currently not an ongoing processes within the bulk of
the dark terrain; however, it is an active, though limited, process at the boundaries of Cassini
Regio. Models conducted at different obliquities suggest that the efficiency of the poles as a cold
trapping mechanism increases with decreasing obliquity. This implies that most of the
brightening of the poles would occur during this time when the sublimation flux is at its
minimum.
Approximations to the mass balance at the poles suggest that the maximum albedo on
Iapetus should be offset from the poles, which is validated by observations (Blackburn et al.,
2011a; Squyres et al., 1984). Comparison of the results attained assuming only surface
sublimation versus accounting for diffusion through the overburden predict this offset,
suggesting that it is primarily caused by the availability of kinetic energy for ballistic transport.
Its location within the trailing hemisphere is well approximated by our results accounting for the
dark terrain. Thus the transition from longitudinally symmetric mass balance distribution to an
asymmetric distribution may be due to the limiting effects of the overburden on global mass
transport. Comparison of the net flux at the poles with exogenic deposition rates (Tamayo et al.,
2011) show that even with the rate limiting effects of the ice-free porous overburden within
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Cassini Regio, there exists sufficient ice deposition on Iapetus’ poles to overcome darkening
sources.
The transition between exogenic versus endogenic dominance may also explain the
diminishing abundance of bright poleward facing crater walls within the dark terrain with
increasing distance from the intermediate terrain since thermal modeling alone would suggest
that preferential cooling throughout all of Cassini Regio on most poleward facing crater walls
should produce local albedo contrasts. Results for topographical effects on sublimation within
the bright terrain correlate well with observations, which suggest a diminishing amount of dark
equator facing crater walls at higher latitudes and none found above 60° N (Giese et al., 2008).
Results on the global stability and transport of H2O support the notion that the drastic
albedo dichotomy found on Iapetus is a strong interplay between endogenic and exogenic
mechanisms. Though thermal migration is an efficient mechanism for global mass movement, it
becomes lessened as the dark overburden over Cassini Regio becomes ice free and mass transfer
enters the Knudsen regime. At this point, exogenic processes become dominant in shaping the
albedo distribution. The modeling work here was an explorative investigation into the effects of
the overburden, which was found to be significant. A complete model for the mass balance at
high latitudes must account fully for the ballistics of the problem and for the exogenic darkening
source.
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4

Testing adsorption’s effects on the diurnal variability of near surface H2O on Mars

In this chapter, we model the effects of adsorption/desorption processes on the diurnal
and seasonal variability of near-surface water vapor on Mars. An analysis of the Phoenix TECP
data is also conducted, and via a developed theoretical approach, an enthalpy of sublimation at
the landing site is approximated. The suggested value implies that adsorption/desorption
processes may account for the observed diurnal variability of near-surface water vapor. Thus our
thermal model modified for Mars is coupled with a mass transport model that accounts for the
movement of water vapor through the regolith column and the atmosphere, specifically the
planetary boundary layer. The perturbation effects of adsorption/desorption processes within the
regolith column are then included in order to compare results. Dr. Vincent Chevrier proposed
and advised this project. Jennifer Hanley downloaded and archived the Phoenix TECP data. I
developed the routines that analyzed the data, developed the theory that provided an
approximation to the sublimation enthalpy, developed the heat and mass transport model, and
analyzed the results, along with all remaining details not listed.

4.1

Abstract

Observations of both the diurnal and seasonal variation in water vapor abundance within
the atmosphere of Mars have indicated a strong correlation with the temperature cycle. This
association may point to an active regolith whereby adsorption/desorption processes, which are
strongly dependent on temperature and ambient water abundance, could account for observations.
Due to the lack of experimental values constraining adsorption, past models have used an
approximation to this process; however, sufficient data now exists in order to simulate adsorption
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using the Langmuir theory. Our results, both from data analysis and numerical simulations,
suggest that adsorption is both a diurnal and seasonal process on Mars. Modeling of a
montmorillonite and dunite regolith demonstrates that adsorption indeed has a strong effect on
the ambient water abundance, and although these materials cannot replicate diurnal observations
made by Phoenix, these results do suggest that adsorption occurs at the Phoenix environment.

4.2

Introduction

The martian water cycle is an important atmospheric process. Observations from both
spacecraft and landers have shown that it is both spatially and temporally variable (Jakosky et al.,
1982; Jakosky et al., 1988; Melchiorri et al., 2009; Sprague et al., 2003; Titov, 2002; Zent et al.,
2010). Data analysis has demonstrated a clear correlation between the temperature cycle and the
water vapor abundance (Böttger et al., 2005), which has been suggested as a signature of an
active and adsorbing regolith column (Titov, 2002). Though atmospheric processes have been
suggested to account for the observed variability, an increase in the observed water abundance
before either polar cap begins to sublimate along with the reduction of water vapor in late
summer imply the existence of an additional source of water (Titov, 2002). Additionally, it has
been shown via numerical modeling that sublimation from the northern residual polar cap cannot
account for the amount increased during the summer and that atmospheric circulation cannot
transport the required H2O to supply the martian mid-latitudes (Haberle et al., 1990; Jakosky,
1983). Thus, an additional source is required that is dependent on surface temperature. The
Phoenix lander, first in the Mars Scout missions, has also provided in-situ measurements on the
temporal variation of near-surface water abundance. Data demonstrate both a clear association
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with the diurnal temperature cycle (i.e. maximum water vapor pressure during the day and
minimum during the night), a drastic dip in pressure during predawn hours, and a nearly
Gaussian shape. Global Circulation Models (GCM) for the same time and location have been
shown to not accurately reproduce the observed variability (Chevrier et al., 2009). This
inaccuracy is suggested to stem from the GCM’s inability to account for atmosphere-regolith
interactions (Chevrier et al., 2009).
The effects of an active and adsorbing regolith have been modeled in order to test if it can
account for the observed variability (Böttger et al., 2005; Houben et al., 1997; Zent et al., 1993a).
Early results suggested that adsorption played a minor role in the near-surface variation of water
vapor as it only altered the column abundance by ~1 pr µm (Zent et al., 1993a); however, this
model assumed a basalt regolith and so stronger adsorbents may indeed display a more
prominent process. Houben et al. (2007) demonstrated that an adsorbent with a surface area of
~7.3 × 104 m2 kg-1 could account for the spatial variation in water abundance. However, these
models used an approximation to the adsorption/desorption process established by Zent et al.
(1993), which does not fully account for the kinetics of the process. This was primarily due to
the lack of available experimental data of adsorption on various materials. There currently exists
sufficient data to derive the necessary parameters in order to apply the Langmuir theory of
adsorption directly in a finite method. Experimental values for the kinetic properties of
montmorillonite, dunite, JSC1, ferrihydrite, and smectite are now available (Beck et al., 2010;
Chevrier et al., 2008; Pommerol et al., 2009; Zent et al., 2001). Analysis of these values is
conducted in order to derive the necessary parameters for the Langmuir theory.
In this investigation, Phoenix TECP data is analyzed in order to demonstrate that adsorption is an
active alteration process that controls the near-surface water abundance. Since a shallow ice table
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was found at Phoenix (Smith et al., 2009) that is in contact with the diurnal thermal wave, then it
will primarily control mass transport through the regolith column. Using our previously
established thermal model modified for Mars (Rivera-Valentin et al., 2011) along with a mass
transfer model for both the regolith and atmosphere, the effects of mass flux from the ice table,
through the regolith and atmosphere is studied in order to observe the expected diurnal and
seasonal water variability. After analysis of various adsorbents, an adsorption/desorption model
using the Langmuir theory is also developed and coupled with the previous numerical
simulations. The effects of an adsorbing regolith are compared with an inactive regolith and
Phoenix data. A numerical experiment observing the effects of the kinetic parameters is also
conducted such that an inference on the kinetics of the adsorbent at the Phoenix landing site can
be made.

4.3

Phoenix data analysis

Phoenix, the first of NASA’s Mars Scout class, landed in the martian sub-polar terrain at
68.2°N, 234.3°E. Its operations lasted approximately from Ls 78° to Ls 148°, and so it was able
to characterize northern summer. One of the primary mission goals was to investigate water
vapor transport processes between the surface and atmosphere (Smith et al., 2008; Zent, 2009;
Zent et al., 2010). Though various models have studied this process from both a meteorological
(Francois et al., 1999; Savijarvi, 1999; Savijärvi et al., 2010; Sutton et al., 1978; Zhang et al.,
1982) and subsurface (Böttger et al., 2005; Houben et al., 1997; Jakosky et al., 1997;
Schorghofer et al., 2005; Zent et al., 1993a) perspective and some of their results have been
verified by observations, key characteristics have not been reproduced. Simulated diurnal water
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vapor does not compare well with observed values (Savijärvi and Määttänen, 2010;Chevrier et
al., 2009). Also, ice within the polar terrain surpasses that predicted to be diffused within the
pore space (Smith et al., 2008), which may imply another source. In order to study regolithatmosphere interactions, Phoenix used the Thermal and Electrical Conductivity Probe (TECP),
which was a part of the Microscopy, Electrochemistry, and Conductivity Analyzer (MECA), to
make in-situ measurements of dielectric permittivity, electrical conductivity, temperature,
thermal conductivity, volumetric heat capacity, and relative humidity (Zent et al., 2010).
Values of regolith thermal properties are used within this work to model surface and
subsurface temperature and were attained from Zent et al. (2010). Results of the thermal model
were verified by comparing to temperature values from the TECP. Regolith water content and
temperature data were collected from the PDS for sols 0 – 150 and spanned the full range of
local hours. The PDS data set contained board temperature and frost point temperature. Water
pressure (PH2O) was calculated by finding the saturation vapor pressure of water (Feistel et al.,
2007) at the frost point. After finding the saturation vapor pressure (Psat) from the board
temperature, relative humidity (RH) in soil was then calculated. The board temperature has been
shown to be within ± 1.5 K of the Meteorological Station (MET) (Zent et al., 2012); thus, final
relative humidity values have an approximate 30% error.
An interesting seemingly linear relationship between surface temperature and the log of
relative humidity was noted by Chevrier et al. (2010; 2012) whereby the plot exhibited a slope of
-9.06. This relationship arises from the nature of the natural log of the relative humidity, which
after expanding is given by:

(

)

ln ( RH ) = ln PH 2O ! ln ( Psat )

(4.1)
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where Psat is the simplified saturation vapor pressure for water ice Ih, which is valid for martian
relevant temperatures and is given by:

) !H t # 1 1 & ,
Psat = Pt exp +
% " (.
* R $ Tt T ' -

(4.2)

where Pt and Tt are the pressure and temperature of water at the triple point, R is the gas constant,
and ΔHt is the sublimation enthalpy at the triple point, which for martian relevant temperatures
has been shown to be a weak function of temperature (Feistel, 2006; Feistel and Wagner, 2007).
By substitution, equation 4.1 becomes:

! PH O $ (H t ! 1 1 $
ln ( RH ) = ln # 2 & '
'
R #" Tt T &%
" Pt %

(4.3)

After rearranging such that temperature can be written as a function of the natural log of relative
humidity, the final expression is given by:

!H t ( "
P % !H t +
T=
* ln $ RH T ' +
R *) #
PH 2O & RTt -,

.1

(4.4)

As can be noted, this final expression is non-linear; however, for the temperature range
observed at the Phoenix landing site and for a sublimation enthalpy of 2834 kJ kg-1 (51 kJ mol-1)
(Petrenko et al., 1999), the produced function’s slope varies between -5.9 and -7.8 with a mean
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slope of -6.3. Phoenix relative humidity data, its least squares fit line, along with equation 4.4 for
the sublimation enthalpy of water ice is shown in Figure 4.1. The slope produced from equation
4.4 using the enthalpy of sublimation for water ice does not agree with that found from the
Phoenix data implying that a process other than sublimation is also occurring at the site and
controlling the mass transport process. By varying sublimation enthalpy within equation 4.4, a
value that best fits the observed slope can be found. Results indicate an enthalpy of 4113 ± 84 kJ
kg-1 (74 ± 1.5 kJ mol-1) best agrees with the observed slope. Error within the inferred value is
approximated by assuming a board temperature error of ± 2 K, though a larger error is expected
since the triple point temperature and pressure were not varied with enthalpy. The resulting
sublimation enthalpy is nearly 1.5 times higher than that of water ice and is in agreement with
the enthalpy for adsorption water evaporation (Beck et al., 2010; Jänchen et al., 2006;
Mohlmann, 2004), but much lower than the adsorption enthalpy of smectites (Chevrier et al.,
2008; Zent et al., 2001). It is thus inferred that adsorption plays a vital role in water vapor
transport at the Phoenix landing site. In the following sections, a model including the effects of
adsorption is constructed in order to test various absorbing regoliths and their effect on the
diurnal near-surface water vapor.
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Figure 4.1 - Natural log of the relative humidity versus board temperature as measured by the
Phoenix TECP (blue circles). The solid black line corresponds to the least squares fit line to the
data and the dashed red line is equation 4.4 using the sublimation enthalpy of water ice.
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4.4

Heat and mass transfer model

In order to accurately simulate the transport processes on the martian surface, four
modules were developed: heat transfer, water vapor transfer within the planetary boundary layer,
water vapor transfer within the regolith, and adsorption/desorption. All mass transfer processes
are highly dependent on the local temperature; thus the heat transfer module is solved first to
define the primary inputs. Mass transport within the regolith is solved with and without the
perturbation effects of adsorption. At the surface-atmosphere interface a mass conservation
boundary condition is applied that allows for transfer of water vapor into the planetary boundary
layer. All modules are solved using the forward-Euler numerical technique accounting for their
respective stability criterions and are run until the thermal module reaches convergence, which is
usually 3 cycles. The minimum surface temperature was set to 148 K, which is the condensation
temperature of CO2 (Mellon et al., 2008; Schorghofer et al., 2006; Ulrich et al., 2008). The
maximum relative humidity within the regolith and planetary boundary layer was set to 100%.
Condensation within the regolith and atmosphere was not accounted for; however, it has been
shown that condensation within the atmosphere does not strongly affect the diurnal exchange of
water vapor (Böttger et al., 2005; Jakosky, 1985; Melchiorri et al., 2009). Ice formation within
the regolith, though, would lower the porosity and thus reduce the mass flux of water vapor
through it; therefore, this simplification creates an over estimate of the mass flux through the
regolith, specifically at night time when relative humidity is expected to reach saturation (Zent et
al., 2010). A summary of all the variables used in the upcoming sections is found in Table 4.1.
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Table 4.1 Summary of mathematical symbols used in this work.
Symbol
ABB
As
ca
Cs
ϒ
ϒa
D
DH2O/CO2
ΔHt
Δt
Δz
δ
ε
Ed
fscat, fatm
ζ
θ
JDA
JHL
ka
kd
KH

Definition
Bolometric Bond albedo
Regolith specific surface area (m2 kg-1)
Adsorption capacity (kg m3)

Symbol

Sticking coefficient (m2 kg-1)
Water vapor mixing ratio
Mixing ratio of adsorbed water vapor
Thermal diffusivity (m2 s-1)
Diffusivity of water through CO2 gas (m2 s-1)
Sublimation enthalpy at the triple point (kJ kg-1)
Finite time step (s)
Finite element thickness (m)
Solar declination
Atmospheric emissivity
Activation energy for desorption (kJ mol-1)
Fractional amounts of incident heat flux from
scattered light and atmospheric thermal emission
Zenith angle
Relative surface coverage of adsorbed molecules
Mass flux due to diffusion advection (kg m-2 s-1)
Hertz-Langmuir mass flux (kg m-2 s-1)
Adsorption kinetic constant (s-1)
Desorption kinetic constant (s-1)
Eddy diffusion coefficient (m2 s-1)

ν
P
Pamb
PH2O
Psat
Pt
Qincident
R
r
RH
ρH2O
ρreg

!

MH2O
µ
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S0
T
Tt
τ
φ
ϕ
ψ

Definition
Thickness of the adsorbed monolayer (m)
Molecular weight of water (kg mol-1)
Ratio of the molecular weight of water
and CO2
Fundamental vibration frequency (s-1)
Pressure (Pa)
Ambient atmospheric pressure (Pa)
Partial pressure of water vapor (Pa)
Saturation vapor pressure (Pa)
Triple point pressure of water (Pa)
Incident solar flux (W m-2)
Ideal gas constant (J mol-1 K-1)
Instantaneous sun-Mars distance (AU)
Relative humidity
Density of liquid water (kg m-3)
Regolith density (kg m-3)
Solar flux at 1 AU (W m-2)
Temperature (K)
Triple point temperature of water (T)
Tortuosity
Porosity
Latitude
Transmission coefficient

4.4.1

Thermal model
Surface and subsurface temperatures were modeled using the construct of Rivera-

Valentin et al. (2011) and Ulrich et al. (2008) for a 3 m regolith column with finite element
thickness of 0.01 m. The time step requirement for the forward-Euler method as it is applied to
the thermal diffusion equation is given by:

"t #

!

"z 2
2D

(4.5)

where Δt is time step, Δz is element thickness, and D is the thermal diffusivity of the regolith
column (Schorghofer, 2010). Zent et al. (2010), using TECP data, were able to find the regolith’s
thermal conductivity and volumetric heat capacity. They found that the regolith is a good thermal
insulator with low thermal inertias on the order of 300 J m-2 s-1/2 K-1. Thermal conductivity was
found to vary between 0.06 and 0.14 W m-1 K-1 with an average of 0.085 W m-1 K-1. Volumetric
heat capacity was found to vary between 0.6 and 1.4 MJ m-3 K-1 with an average of 1.05 MJ m-3
K-1. Though observed temperature dependence for regolith thermal properties exists, the model
assumes constant values, specifically using the calculated mean values. Hence the thermal
diffusivity of the regolith is 8.1 × 10-8 m2 s-1 such that for an element thickness of 0.01 m the
time step must be less than or equal to 617 s. A time step of 370 s is chosen for the model, which
is well below the stability criterion.
The lower boundary condition for the solution to the one-dimension thermal diffusion
equation includes a modest geothermal heat flux of 0.030 W m-2 (Schorghofer and Aharonson,
2005; Urquhart, 2005). The surface boundary condition is radiative and includes the direct solar
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illumination, indirect solar illumination due to scattering, and thermal emission of the
atmosphere such that the incident heat flux (Qincident) is given by:

Qincident = (1! ABB )

S0
' cos (" )# + (1! # ) fscat + fatm$ cos (% ! & ) )*
r2 (

(4.6)

where ABB is bolometric Bond albedo, S0 is the solar flux at 1 AU, r is the instantaneous sunMartian distance in AU, ζ is the solar zenith angle, ψ is the transmission coefficient, which is
dependent on both the zenith angle and the atmospheric opacity, fscat and fatm are the fractional
amounts of the relevant flux reaching the martian surface (Schmidt et al., 2009), ε is atmospheric
thermal emissivity, δ is solar declination, and ϕ is latitude (Aharonson et al., 2006; Applebaum et
al., 1989; Blackburn et al., 2009; Schmidt et al., 2009). As applied by Blackburn et al. (2009),
the transmission coefficient is a polynomial fit to data from Pollack et al. (1990) as presented by
Rapp (2008) such that for a typical atmospheric opacity of 0.5, the transmission coefficient is
given as:

! = "0.36459# 4 + 0.65774# 3 + 0.46207# 2 + 0.076182# + 0.89927

(4.7)

By Schmidt et al. (2009), the fractional amount of incident flux from atmospheric scattering is
0.02 and for atmospheric thermal emission is 0.04. Atmospheric thermal emissivity is estimated
to be 0.9 (Schmidt et al., 2009).
The code was run for several martian years and was considered converged when the
temperature with depth profile for two separate consecutive simulations at the vernal equinox
(Ls=0°) are <1 K different. Since the maximum depth considered is well below the annual skin
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depth, the deepest temperature should approach the average annual surface temperature. To
accelerate the convergence process, at the end of each cycle the deepest temperature was
compared to the average annual temperature for that simulation and this difference was taken
from the entire thermal profile. This new profile was then used as the initial temperature profile
for the succeeding cycle. Temperature results were compared with and without the application of
this acceleration technique, and negligible differences were found.

4.4.2

Regolith transport processes
The Phoenix lander found a shallow ice table whose depth ranged between 5 and 18 cm

(Smith et al., 2009) with typical depths near 5 cm (Mellon et al., 2009). The diurnal skin depth
of the regolith is approximately 5 cm; thus, diffusion of H2O from the ice table and through the
regolith column will be an important factor in studying H2O exchange since the ice surface will
be in contact with the diurnal thermal wave. An ice table depth of 10 cm is assumed within the
model to allow for a sufficient number of finite elements with appropriate sizes such that running
time is not greatly hindered. Diffusion through the martian regolith has been shown to be
approximately Fickian (Clifford et al., 1986) and to undergo diffusion-advection (Ulrich, 2009).
Mass flux due to diffusion-advection is given by:

J DA =

!

(
" 1%
P d$
+ J DA *
' DH 2O /CO2
)
# µ&
RT dz

(4.8)

where φ and τ are porosity and tortuosity respectively, µ is the ratio between the molecular
weights of H2O and CO2, DH2O/CO2 is the diffusivity of water vapor through CO2 gas, P is the
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total pressure, R is the gas constant, T is temperature, z is the depth parameter, and γ is the
mixing ratio. Porosity was derived from Phoenix results, which suggested a value of 0.5 (Zent et
al., 2010). Tortuosity of JSC-Mars 1 simulant has been shown to vary from 1.8 to 6.01 (Hudson
et al., 2008; Sizemore et al., 2008) with typical values on the order of 2, which is what is
assumed here. Diffusivity of water vapor through CO2 gas has been shown to be on the order of
10-4 m2 s-1 (Bryson et al., 2008; Chevrier et al., 2008; Chevrier et al., 2007; Hudson et al., 2007;
Schorghofer and Aharonson, 2005), is temperature dependent, and can be written as:

3

DH 2O/CO2

# 101300 & # T & 2
= 1.387 ! 10 %
%
(
$ Pamb (' $ 273.15 '
"6

(4.9)

where Pamb is the ambient martian atmospheric pressure (Altheide et al., 2009; Boynton et al.,
1929). In order to reach a stable solution, a time step of 0.02 s is used for this module. The lower
boundary condition for mass transport is set to the saturation vapor pressure of water ice Ih given
by Feistel and Wagner (2007), which is valid for a temperature range of 23 – 273.16 K, and is
solved for at every time step with the current temperature. The regolith is assumed to be initially
dry. At the surface, the regolith is in contact with the atmosphere and exchanges H2O with it.

4.4.2.1 Adsorption
As molecules traverse a porous medium they will incur collisions with the material
surface. Low energy collisions may result in a condensed molecule that is held by surface force
until its kinetic energy is sufficient to escape (i.e. ambient temperature is high enough such that
the molecule can break its bond with the material). This adsorption/desorption of gases onto
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solid surfaces was first described by Langmuir (1915) via kinetic means, but has also been
derived from various approaches (e.g. statistical mechanics (Fowler, 1935)). The Langmuir
theory assumes a homogenous surface such that adsorption energy is constant, localized
adsorption such that molecules are not mobile once adsorbed, and only observes a monolayer of
adsorbent such that each site can only accommodate one molecule. Multi-molecular adsorption is
described by the BET model (Brunauer et al., 1938).
By the Langmuir theory, the adsorption rate is found by observing the flux of molecules
striking a surface area, which is given by the Hertz-Langmuir equation:

J HL = PH 2O

M H 2O
2! RT

(4.10)

where JHL is the mass flux and MH2O is the molecular weight of H2O. Only a fraction of
molecules striking a surface will be within the appropriate energy regime to condense and be
held by surface energy. Also, since the Langmuir theory only considers a monolayer of adsorbate,
then adsorption only occurs on available sites such that the rate of adsorption (Ra) is given by:

Ra = ka (1! " )

(4.11)

where θ is the fractional amount of surface coverage and ka is the rate at which molecules
striking a surface stick to it (i.e. ka = Cs(JHL), where Cs is the sticking coefficient) (Beck et al.,
2010; Do, 1998; Zent et al., 2001). In this case, in order for the adsorption constant, ka, to be in
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terms of rate, the sticking coefficient should be in units of m2 kg-1. The rate of desorption from a
fully covered surface is given by:

# "Ed &
kd = ! exp %
$ RT ('

(4.12)

where υ is the fundamental frequency of the adsorbate, and Ed is the activation energy for
desorption such that the rate of desorption from a partially covered surface is given by (Beck et
al., 2010; Do, 1998; Zent et al., 2001):

Rd = kd!

(4.13)

Though the fundamental vibration frequency for H2O is dependent on the adsorbing material, it
is approximated here as the vibration frequency of a free H2O molecule, which is given by
1.1496 × 1014 s-1 (Wathelet et al., 1998).
In past models, adsorption/desorption has been simulated via an approximation to the
total process (Houben et al., 1997; Zent et al., 1993b); however, sufficient experimental data is
now available in order to solve the Langmuir equations from their original form (Beck et al.,
2010; Chevrier et al., 2008; Zent et al., 2001). As can be seen from equations 4.10 though 4.13,
the necessary experimental parameters are the sticking coefficient, activation energy for
desorption, and the total possible adsorbed amount. Since experimental data of adsorption
processes are conducted under controlled temperature and pressure conditions, then these values
remain the free parameters from the Langmuir equation set. Error in these approximations will
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be large due to propagated error from experimental procedures and setups along with the low
number of data points, but can be used to approximate the effect of an adsorbing regolith.
Activation energy was calculated by solving the desorption rate for Ed for each data point
available at all studied temperatures. The sticking coefficient can be found from the following
relationship:

Cs =

dka
dP

2! RT
M H 2O

(4.14)

Beck et al. (2010) experimentally evaluated the first term for various materials. The total
adsorption capacity for various materials is also given by Beck et al. (2010), though, it can be
found for materials with a known specific area. By Chevrier et al. (2008), the total adsorbed
concentration (ca) can be approximated by:

ca = ! eq " H 2O As !"reg

(4.15)

where θeq is the equilibrium surface coverage, ρH2O is the density of liquid water, As is the
specific surface area, l is the thickness of the adsorbed monolayer (3×10-10 m), and ρreg is the
density of regolith. The mean value of each parameter was used within the models.
With these factors, the Langmuir equation set can now be solved. Since the Langmuir
theory is derived from kinetic principles, then at equilibrium the rate of adsorption equals the rate
of desorption such that the change in surface coverage over time is given by (Chevrier et al.,
2008; Zent et al., 2001):
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d!
= ka (1" ! ) " kd!
dt

(4.16)

The term θ describes the fractional amount of surface coverage and from its original definition
was given as the ratio of the surface area of the material with an adsorbate over the total
available surface area for adsorption. This term can also be related to the water vapor mixing
ratio such that it can be expressed as the fraction of the total mixing ratio adsorbed onto the
surface over the total water mixing ratio that can be adsorbed. By solving equation 4.16 for every
modeled time step, the total surface coverage at a given time can be calculated and thus the total
adsorbed along with the adsorption rate. The change in water vapor at a given time and element
in terms of mixing ratio is then given by:

d!
d 2! d!
=D 2 ! a
dt
dz
dz

(4.17)

where γa is the absorbed mixing ratio and the latter differential describes the rate that water vapor
is removed from the mass flux via adsorption. The change in the adsorbed mixing ratio over time
was calculated by recording both the last iteration’s total adsorbed and that at the current time
step.

4.4.3

Planetary boundary layer
The Planetary Boundary Layer (PBL) is the portion of the atmosphere that is influenced

by the planet’s surface (Martínez et al., 2009). Within this layer, shear is induced between the
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moving atmosphere and the stationary surface, and thus vertical transfer mechanisms within it
are controlled by turbulence (Deardorff, 1972; Zent et al., 1993a). Several models specifically
applied to Mars have been constructed observing the diurnal and seasonal exchange of water
vapor within the PBL along with wind speeds and directions (Böttger et al., 2005; Jakosky et al.,
1997; Martínez et al., 2009; Savijarvi, 1999; Savijärvi and Määttänen, 2010; Savijarvi et al.,
1993; Zent et al., 1993a). However, as stated by Houben (1999), some of these models assumed
the atmosphere primarily controlled H2O exchange, assumed a wet regolith, or were not able to
provide diurnal results. Here, both a dry regolith and atmosphere are assumed as initial
conditions. Mass transfer is solved at small time steps, and data is saved for every martian hour
such that both diurnal and seasonal variations can be studied.
Though a full scale PBL model would simulate momentum transfer, heat transfer, and
mass transfer, several simplifications are made such that mass transfer within the PBL is
primarily simulated. A 1-D atmospheric slab 1 km thick was modeled with finite element
thickness of 1 m and time step of 1 s. Temperature profiles were derived from the adiabatic lapse
rate using the surface temperature, and pressure profiles were attained from hydrostatic
equilibrium assuming a constant surface pressure of 800 Pa (Savijärvi and Määttänen, 2010;
Tamppari et al., 2008). The approach of Savijarvi (1999) is used in order to model the diurnal
and seasonal variation of the water mixing ratio within the PBL such that:

d"
d 2"
= KH 2
dt
dz

!

(4.18)

where KH is the eddy diffusion coefficient, which depends on wind shear and hydrostatic
stability (Savijarvi and Sili, 1993). Since the primary interest of this work is to simulate the
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effect of various regolith materials on the diurnal and seasonal near-surface H2O variation,
several simplifications have been made when modeling the PBL. Primarily, momentum transfer
is not modeled, which precludes the calculation of KH. The work of Martinez et al. (2009; 2008),
though, provides approximations to this coefficient. Their work demonstrates that KH is on the
order of 0.1 m2 s-1 with a less than 5% variation. They also provide values for the Viking Lander
1, Viking Lander 2, and Pathfinder sites, which ranged from 0.3 to 0.45 m2 s-1. A constant value
of 0.45 m2 s-1 is assumed with the understanding that without a complete model of this
coefficients variation, diurnal exchanges will not be accurate.

4.5

Results

The model was run at a latitude of 68.3°N for an albedo of 0.20, a surface emissivity of
0.98 (Zent et al., 2010), and a constant opacity of 0.3 (Savijärvi and Määttänen, 2010; Tamppari
et al., 2008) in order to properly model the Phoenix environment. One of the most complete data
sets from the Phoenix mission occurred on sol 55. Measurements were taken for the full span of
local hours and ranged from 6 am till 5 am the next day. Thus, this data set was used to compare
simulated results. Figure 4.2 shows modeled surface temperatures for sol 55 (Ls = 107°) along
with Phoenix board temperature data from the TECP. The model replicates well night
temperatures, while under estimating daytime temperatures. For example, model predicted
temperatures at noon are 255 K while board temperatures at the same time are near 260 K. The
accuracy of the thermal model is shown to increase with distance from zenith. Errors may arise
from the assumption of constant thermal properties along with a constant opacity of 0.3. Higher
daytime temperatures could result from a lower local albedo or atmospheric opacity. A higher

131

albedo during nighttime could result from frost formation, which was indeed observed by the
Phoenix lander (Smith et al., 2009). Modeling attempts for the same location and approximate Ls
by Zent et al. (2010) also under approximated daytime temperatures. The maximum, minimum,
and mean annual surface temperatures at the studied latitude are shown in Figure 4.3. As can be
seen, from Ls 215° through 340°, CO2 frost formation occurs, and surface temperatures remain
constant at 148 K. Maximum temperatures are expected to occur near Ls 100°, which would
correspond to sol 41 of the Phoenix mission.
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Figure 4.2 - Comparison of model results (red) to Phoenix TECP data from sol 55 (black dots).
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Figure 4.3 - Simulated seasonal maximum (red), average (green), and minimum (blue)
temperature at 62.8° latitude.
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4.5.1

Mass Transfer
Transfer of water vapor between the regolith and atmosphere excluding the effects of

adsorption were studied in order to ascertain the magnitude of its effects and also to validate the
PBL model. Variation of the water vapor concentration gradient within the martian PBL was
well described by Zent et al. (1993). Their study found that near 1600 hours the water vapor
gradient is negative with respect to the regolith and so the regolith begins to deplete the
atmosphere of water. During morning, the atmosphere becomes convective again and the PBL
thickness increases. The regolith continues to pump water from the atmosphere, though, since it
is now in contact with a larger portion of it and out of equilibrium with the bulk atmosphere.
Once temperature increases dominate the transport process, the mass flux becomes positive and
the atmosphere gains water from the regolith. This continues until 1600 hours, when the PBL
thickness collapses. Our PBL model was specifically compared to the Zent et al. (1993) results
and was found to correlate well. The PBL concentration thickness indeed varied as described by
Zent et al. (1993); however, magnitudes were not well replicated. Their results showed a PBL
thickness that varied from nearly 3.5 km to a completely collapsed layer. Our simulated PBL
reaches a thickness of 0.5 km and demonstrates collapse. This deviation between our results is
due to the simplifications made within the PBL model, specifically a constant eddy diffusion
coefficient and hence no momentum transfer. Daytime mixing ratios away from the surface are
constant with altitude, which agrees well with results from Jakosky et al. (1997). Atmospheric
concentration profiles for Ls 107° are shown in Figure 4.4.
Maximum, minimum, and average water pressures throughout the martian year at the
Phoenix landing site are shown in Figure 4.5 neglecting the effects of adsorption. Water vapor
pressure at the surface reach a maximum of 1.7 Pa near Ls 100° and reach magnitudes on the

135

order of 10-6 Pa throughout winter. During the range of Ls during which Phoenix was gathering
data, the maximum, minimum, and average water vapor values were 1.7, 0.05, and 0.6 Pa
respectively. Simulated diurnal water vapor pressure for sol 55 is compared to Phoenix data, both
TECP and MET, in Figure 4.6. After recalibration, Phoenix data seems to plateau near 0.17 Pa
and dip to 0.05 Pa sometime after midnight (Zent et al., 2012). Simulated values ignoring the
effect of adsorption reach a maximum of 1.7 Pa and a minimum of 0.3 Pa. Results from the
martian Global Circulation Model also do not replicate Phoenix results well and reach a
maximum of 2 Pa. Though the simulated values do not correspond well with observations, in fact
they differ by an order of magnitude, several other key characteristics are reproduced. Average
relative humidity values during the day are on the order of 10% and reach 100% during
nighttime, which correlates well with observations. Observations demonstrate a large dip at
midnight with a nearly steady water vapor pressure during the day. Simulations do incur a dip
during nighttime, though not as strong as observations, and predict an increase in afternoon
pressures. Zent et al. (2010) suggests that the relative steady pressures observed during daytime
are due to the efficiency of the atmosphere in removing water during this period. Since our
models considered only a constant eddy diffusion coefficient, this particular feature may not be
well reproduced. Melchiorri et al. (2009), though, demonstrated that afternoon water vapor
pressure values were indeed larger than morning pressures, at least for the southern martian
hemisphere.
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Figure 4.4 - Simulated atmospheric mixing ratio within the planetary boundary layer. The
surface is at 0 m. Profiles were taken at various times throughout the day.
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Figure 4.5 - Simulated seasonal maximum (red), average (green), and minimum (blue) surface
vapor pressure at the Phoenix landing site excluding the effects of adsorption/desorption. The
water vapor source was an ice table located at 10 cm.
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Figure 4.6 - Comparison of modeled surface vapor pressure from the GCM (gray) and our model
not including the effects of adsorption (blue) with Phoenix data (black diamonds) during sol 55.
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4.5.2

Adsorption data analysis
The experimental data sets from Chevrier et al. (2008), Zent et al. (2001), and Beck et al.

(2010), which included montmorillonite, dunite, ferrihydrite, and JSC1 martian simulant, were
collected for this study. Their experiments were conducted for a temperature range of 211 to 273
K, though most of their data were obtained near the triple point temperature. The partial pressure
of water studied by Beck et al. (2010) was taken from 0.1 to 30 Pa, while Chevrier et al. (2008)
studied pressure from 24 to 57 Pa, and Zent et al. (2001) conducted their experiments for
pressures ranging from 0.26 to 122 Pa. Using the previously described equation sets in section
4.4.2.3, the sticking coefficient, activation energy, and maximum adsorbed amount were attained.
Results are summarized in Table 4.2.
Montmorillonite and dunite demonstrate similar adsorption capacities (157 Pa for
montmorillonite and 224 Pa for dunite) and activation energies (89 kJ mol-1 for montmorillonite
and 77 kJ mol-1 for dunite), but differ significantly with respect to their kinetic parameter. The
sticking coefficient of dunite is over 200 times larger than that of montmorillonite. Materials
studied by Beck et al. (2010) all demonstrated activation energies on the order of 75 kJ mol-1,
and, excluding dunite, large adsorption capacities on the order of 1 MPa. Ferrrihydrite had the
lowest activation energy at 73 kJ mol-1, the largest sticking coefficient at 3.6, and the largest
adsorption capacity at 9.4 MPa, clearly demonstrating that ferrihydrite is a strong water
adsorbent (Pommerol et al., 2009). The montmorillonite studied by both Chevrier et al. (2008)
and Zent et al. (2001) demonstrated similar parameters with capacities near 160 Pa, activation
energies of 90 kJ mol-1, and small sticking coefficients on the order of 10-4 m2 kg-1.
Since the Hertz-Langmuir formulation describes the maximum flux of molecules striking
a surface area, then the sticking coefficient should be a small value less than one; however,
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several studied materials from the literature provided values grater than unity. This would imply
that more molecules than are available are sticking to the surface. Since the Langmuir theory was
used, then the problem could lie in the assumption of a monolayer of adsorbate. Materials with
large sticking coefficients could in fact be adsorbing multiple layers. For this study in simulating
the effect of an adsorbing regolith on the diurnal and seasonal near-surface water vapor, only the
Langmuir theory is assumed and so only materials that exhibited sticking coefficients less than
one were used. Out of the studied materials only montmorillonite and dunite exhibited sticking
coefficients less than one. Variations to each of the free parameters were also studied using
montmorillonite in order to fully assess their impact on adsorption.
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Table 4.2 Derived kinetic parameters from available experimental data.
Material
Montmorillonite
Dunite
JSC1
Ferrihydrite
Smectite

Sticking Coefficient
(m2 kg-1)
6.5e-4
0.17
2.3
3.6
1.2

Activation Energy
(kJ mol-1)
89
77
75
73
78
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Adsorption Capacity
(kPa)
0.16
0.22
6300
9400
1200

4.5.3

Active Regolith
It has been suggested that the effects of adsorption can be ignored since it should reach

equilibrium rather quickly (Schorghofer and Aharonson, 2005); thus, seasonal and diurnal
variations of surface coverage, θ, were specifically analyzed along with the resultant diurnal and
seasonal variation in near-surface water vapor. Results of the seasonal theta variation are shown
in Figure 4.7. Though dunite approaches near complete surface coverage (i.e. θ = 1), neither of
the studied materials approach values greater than one, and thus the Langmuir theory
approximates their behavior well. Both montmorillonite and dunite demonstrate a time period
where their variation is large while at times the variation in surface coverage does not deviate
much from the mean. Although the small variation during the time period between Ls of 215°
and 340° can be associated with the constant surface temperature experienced due to CO2
condensation and corresponding low water content, early spring results, when surface
temperatures are fluctuating, are interesting. Adsorption is dependent on both temperature and
ambient water pressure. During spring, the regolith warms again and is able to exchange water
with the atmosphere, and so early spring pressures will be low. The largest deviation about the
mean with respect to surface coverage takes place around Ls 90°, where the seasonal maximum
also occurs. Dunite is the most extreme with a maximum of 0.96 and minimum of 0.03 during
this period. Its mean displays two peaks at Ls 55° and 147° with values near 0.6. In contrast,
montmorillonite demonstrates a much smaller variation with a maximum of 0.18, minimum of
0.03, and a mean of 0.15. Since both of these materials have similar adsorptive capacities and
activation energy, this difference in surface coverage variation may be a consequence of their
dissimilar sticking coefficients.
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Figure 4.7 - Simulated seasonal maximum (red), average (green), and minimum (blue) surface
coverage (θ) for (A) montmorillonite and (B) dunite.
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Figure 4.8 - Simulated diurnal surface coverage (θ) for (A) montmorillonite and (B) dunite
during sol 55 of the Phoenix mission (Ls 107°).
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Diurnal results for surface coverage during the Phoenix sol 55 are shown in Figure 4.8. It
has been suggested that the regolith will primarily adsorb during the night and desorb during the
daytime temperatures (Böttger et al., 2005; Houben et al., 1997; Jakosky and Farmer, 1982;
Jakosky et al., 1997; Zent et al., 1993a). Dunite agrees best with these past findings, as it is
desorbing between 0600 and 1500 and adsorbing at all other times. Montmorillonite only begins
to desorb by 1100 hours and continues through 1700 hours, desorbing for a much smaller time
period with respect to dunite. Desorption occurs when there exists sufficient kinetic energy to
escape surface force. Since montmorillonite has a larger activation energy, then it necessitates
higher temperatures for adsorbed molecules to become free. From analysis of these diurnal
changes, the following relationship can be developed:

"E %
T ! 0.023 $ d '
# R&

(4.19)

and so dunite requires a temperature of 213 K and montmorillonite 246 K. Adsorption restarts
sometime in the late afternoon when high temperatures are still present for both materials. At this
time there exists sufficient ambient water vapor to overcome kinetic energy resistance, and so
adsorption is possible and is continued due to the drop in temperature since the adsorption rate is
inversely proportional to the square of temperature.
Seasonal water vapor pressure results for both materials are shown in Figure 4.9. Dunite
experiences the highest water vapor pressures reaching values of 9 Pa while montmorillonite
reaches 6 Pa. Due to the large pressure amplitude experienced by dunite, the mean values at Ls
90° are similar, 2.7 and 3.5 for montmorillonite and dunite respectively. The material with the
largest sticking coefficient seems to experience higher pressures. Diurnal vapor pressures at Ls
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107° are shown in Figure 4.10. The plots clearly demonstrate a strong dip in vapor pressures
before dawn with respect to the simulation not accounting for adsorption. The pressure increase
between predawn and noon is drastic, with noon pressures nearly 17 times higher than predawn
values. Both materials reach pressures much higher than an inactive regolith (Figure 4.6) due to
the addition of the regolith as a water reservoir.
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Figure 4.9 - Simulated seasonal maximum (red), average (green), and minimum (blue) surface
vapor pressure using (A) montmorillonite and (B) dunite as the adsorbent.
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Figure 4.10 - Simulated diurnal surface vapor pressure for (A) montmorillonite and (B) dunite
during Phoenix sol 55.
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4.5.3.1 Testing the free parameters
Previous results have alluded to the possible effects of the kinetic parameters on the
diurnal and seasonal variation of surface coverage and near-surface water vapor. A numerical
experiment is hence conducted in order to ascertain their effects such that the properties of the
Phoenix adsorbent can be narrowed down. For this study, only montmorillonite was considered.
The activation energy, sticking coefficient, and adsorption capacity were independently varied in
order to ascertain their corresponding effects on the diurnal near-surface water vapor. Figure
4.11 demonstrates the effects of reducing the activation energy from 89 kJ mol-1 to 80 kJ mol-1.
Desorption now occurs much sooner at 0800 hours, which agrees with the prediction from
equation 4.19. Surface coverage approaches zero during the warmest temperatures and is shifted
to much lower values, ranging between 0.06 and 5 × 10-4. At lower activation energies, it is
much easier for the adsorbed water to escape, and thus the regolith cannot hold onto much H2O.
Increasing the adsorption capacity by two serves to increase the diurnal amplitude by 1.6 while
only changing the maximum and minimum values by a small amount. These results are shown in
Figure 4.12. Though a more pronounced maximum peak occurs for the higher adsorptive
capacity, it experiences a lower surface coverage during the winter months. The sticking
coefficient seems to be the most controlling parameter as can be seen in Figure 4.13. Increasing
this parameter by a factor of two increased the diurnal amplitude of theta by a factor 2.7 and in
general increased surface coverage by a factor of 1.6. This is well reflected in the winter surface
coverage values, which increased from 0.32 to 0.5.
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Figure 4.11 - Results from the numerical experiment using montmorillonite and a reduced
activation energy of 80 kJ mol-1 where (A) is the simulated diurnal surface coverage during
Phoenix sol 55 and (B) is the seasonal maximum (red), average (green), and minimum (blue)
surface coverage.
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Figure 4.12 - Results from the numerical experiment using montmorillonite and an increased
adsorption capacity where (A) is the simulated diurnal surface coverage during Phoenix sol 55
and (B) is the seasonal maximum (red), average (green), and minimum (blue) surface coverage.
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Figure 4.13 - Results from the numerical experiment using montmorillonite and an increased
sticking coefficient where (A) is the simulated diurnal surface coverage during Phoenix sol 55
and (B) is the seasonal maximum (red), average (green), and minimum (blue) surface coverage.
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4.6

Discussion

Near-surface water vapor abundance has been shown to be strongly correlated with the
temperature cycle (Böttger et al., 2005), which has been suggested to imply an active regolith
(Titov, 2002). Our results from both the studied cases (including and excluding adsorption)
indeed demonstrate an association between the diurnal temperature cycle and the near-surface
water vapor. Adsorption is shown to control both the diurnal and seasonal cycles. Though it has
been suggested that its effects can largely be ignored since it should reach equilibrium quickly
(Schorghofer and Aharonson, 2005), results from the seasonal variation of surface coverage
demonstrate that an equilibrium value is not reached. In fact, a significant variation about the
mean is seen for both studied materials. Montmorillonite and dunite due to their low sticking
coefficients and adsorption capacities act as an H2O reservoir and in general create a wetter
environment with respect to an unadsorbing regolith column.
Modeled values of water vapor pressure for both adsorbing materials are much larger
than those observed at the Phoenix landing site; however, several characteristics of the diurnal
cycle have been well reproduced. The average relative humidity during daytime is near 10%,
with drier days near 5%. Nighttime relative humidity is at saturation, and thus frost formation is
expected as was observed by the Phoenix lander (Smith et al., 2009). A strong dip in water vapor
pressure during predawn hours is modeled with an adsorbing regolith while an inactive regolith
demonstrates a much more relaxed decrease in vapor pressure. A drastic drip in H2O abundance
was in fact observed at the Phoenix landing site. Our simulations imply that this dip can be
attributed to an adsorbing regolith. Both our materials show that at this time adsorption is indeed
occurring, and due to low temperatures and resulting low availabilities of H2O from the ice table
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and atmosphere, adsorbed amounts are comparable to the ambient mass flux and thus becomes
the dominant process. A key characteristic of the diurnal cycle at the Phoenix landing site that is
not reproduced is the nearly constant pressure during the daytime. Zent et al. (2010) attributes
this feature to the efficiency of the PBL to remove water from the surface. Martinez et al. (2009)
show that the eddy diffusion coefficient reaches a maximum during the afternoon times. Since
this factor was considered constant in our models, then the peak in water vapor pressure in the
afternoon could indeed be a result of this simplification. However, Melchiorri et al. (2009) did
observe higher water atmospheric water abundance in the afternoon for the southern martian
hemisphere, which they attributed to desorption of H2O. This afternoon peak, though, is also
seen in our inactive regolith models. Thus, this peak may be attributed to the lag response of the
regolith. Peak temperatures are reached around 1500 hours but are not seen by the ice table till
sometime after that. After which, the concentration of water vapor increases due to the
propagated thermal wave, and is transported through the regolith column, reaching the surface in
the evening.
Our study of the effects of the various kinetic parameters suggests that the sticking
coefficient is the most sensitive factor. This parameter controls how many molecules within the
mass flux striking the adsorbent will condense onto it. Results suggest that an increase in this
parameter increases the surface coverage and its cyclic amplitude. For montmorillonite, it also
increased the magnitude of the near-surface water vapor since the regolith became a more
efficient H2O reservoir. Changing the adsorption capacity also had similar effects by increasing
surface coverage and its diurnal and seasonal amplitude, though, it was comparable to the factor
the adsorption capacity was increased. The activation energy was shown to be well correlated to
the time when desorption would become the dominant process within the regolith column. With
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these results, we were able to numerically derive a relationship between activation energy and
the temperature needed for desorption. Such a relationship is expected since desorption occurs
when the condensed molecule obtains sufficient kinetic energy to escape its bonds. Results for
montmorillonite demonstrate that a lower activation energy allows for desorption to occur more
often and as a consequence a drier regolith column. These numerical experiments suggest that
for adsorption to replicate well the observed near-surface water vapor cycle at the Phoenix
landing cite, a material with a low activation energy is required. This is indeed also suggested by
our analysis of Phoenix data. Also, the adsorbent should have a high adsorption capacity and
corresponding sticking coefficient such that the regolith can hold onto water, thus decreasing the
pressure values from that of an inactive regolith. Values for JSC1 simulant, which represents
well the martian regolith, are compatible with these findings; however, as was shown in our data
analysis, its sticking coefficient is above unity and thus Langmuir can not well model the
adsorption process. Results thus suggest the BET model is necessary to simulate the adsorption
process at the Phoenix landing site.

4.7

Conclusions

It has been suggested that adsorption/desorption plays a vital role in water vapor daily
variability on Mars (Böttger et al., 2005; Melchiorri et al., 2009; Titov, 2002). Also, our
calculations from TECP humidity data suggest that the sublimation enthalpy at the Phoenix
environment correlates well with adsorption processes. Previous models have approximated the
effects of adsorption via a fit to the total process, which was first proposed by Zent et al. (1993a).
Sufficient experimental data on various adsorbents, though, is now available (Beck et al., 2010;
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Chevrier et al., 2008; Pommerol et al., 2009; Zent et al., 2001), such that the kinetic parameters
required to directly solve the Langmuir adsorption theory can be calculated. The kinetic
parameters for all available materials were found, though only montmorillonite and dunite are
modeled as adsorbing regoliths. Their kinetic parameters allow for the application of the
Langmuir adsorption theory and thus were better suited for our simulations. Results demonstrate
that an equilibrium value is not reached. Indeed, the surface coverage has an observable and nonnegligible seasonal and diurnal variation, suggesting adsorption is an important process in mass
transfer within the martian regolith. Simulated values for both an non-adsorbing and adsorbing
regolith are much higher than Phoenix observations; however, key characteristics of the diurnal
variation can be reproduced via an adsorbing regolith. The strong decrease in water abundance
during predawn hours can best be modeled via an active regolith. Due to the low temperatures
and resulting water abundance within the regolith column at this time, adsorption becomes the
dominant process and is able to actively remove ambient water vapor. Our numerical
experiments testing the strength of the kinetic parameters suggest that the best adsorbing material
that could reproduce water vapor pressures would require the BET model as multiple adsorbed
layers are expected. Since GCM models cannot well replicate diurnal variations at the Phoenix
landing (Chevrier et al., 2009), which has been suggested to arise from their inability to account
for atmosphere-regolith interactions, then results suggest that future work in testing the role of
the regolith in controlling the near-surface water vapor should simulate an adsorbent best
described by the BET model. In general, though, adsorption has been shown to be a nonnegligible diurnal and seasonal process.
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5

On the stability of saline martian paleolakes and the possibility for stable brine residue

In this chapter, the possibility of a brine residue being produced during the freezing of a
martian paleolake is studied. There exists sufficient evidence that standing liquid water existed at
some point during Mars’ history. If this liquid contained dissolved salts, then during the freezing
process, as H2O was removed from the system, the salinity of the remaining solution increased,
thus decreasing the eutectic temperature. As the temperature gradient between the ice, whose
temperature would approach the average annual surface temperature if its thickness is well
beyond the annual skin depth, and the solution, whose temperature is governed by its activity,
approaches zero, the rate of freezing becomes negligible compared to surface sublimation.
Depending on the environmental and initial conditions, a brine lag deposit may form. In this
project, the conditions required for the formation of this brine are modeled. Drs. Vincent
Chevrier, and Richard Ulrich. Two undergraduate interns, Victor Akunyili and Ilya Uts, who
participated in the Arkansas Center for Space and Planetary Science Research Experience for
Undergraduates, also supported this investigation. I developed the numerical model, collected
and analyzed the results, along with all remaining details not listed.

5.1

Abstract

Various studies have identified the locations of martian paleolakes via observations of
strandlines, inlet and outlet channels, along with fluvial deposits such as deltas within craters.
Recent spectral investigations have also identified polyhydrated sulfate and salt signatures on the
floor and inner walls of craters. Such signatures may imply an aqueous environment with a low
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solution activity, which would strongly control the stability of the paleolake. Depending on the
initial salt concentration, water amount, and ambient temperature conditions, a brine residue may
be expected. This would occur as the temperature gradient between the solution and the ice
approaches zero halting the freezing process. The brine would remain atmospherically isolated
until the ice cap has been completely removed via sublimation. The possibility of a stable brine
and its lifespan on Mars has large astrobiological implications. Here a freezing model accounting
for the kinetics of the expected aqueous environment is presented in order to identify the
conditions required for such a brine residue to form. It is found that the minimum conditions
required for the formation of a significant brine residue is at least an initial liquid thickness of 30
m, salinity of 1%, and an average annual surface temperature of at least 190 K.

5.2

Introduction

The possibility of martian paleolakes has been suggested via observations of shorelines
(Buhler et al., 2011; Di Achille et al., 2009; Scott et al., 1992), inlet and outlet channels (Cabrol
and Grin, 1999; Cabrol and Grin, 2002), and fluvial deposits such as deltaic features (De Pablo
and Pacifici, 2008; Grant et al., 2011; Grin and Cabrol, 1997) within craters. The temporal
evolution of these large standing bodies have been well modeled (Kreslavsky and Head, 2002;
McKay and Davis, 1991; Mckay et al., 1985; Newsom et al., 1996) and perturbations such as the
effects of overburden have been well simulated (Kossacki et al., 2006). Recently, deposits of
polyhydrated sulfates and salts on the floor and inner walls of craters have been identified on
Columbus crater, which lies in the Terra Sirenum region of Mars at 29°S, 166°W (Wray et al.,
2011). The light-tone layered deposits are seen to occupy a distinct ring around the crater wall
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and have been interpreted as a possible byproduct of precipitation of salts within a martian
paleolake (Wray et al., 2011). Such discrete deposits may indeed be possible during the freezing
of an ancient salty standing body of water on Mars. As the lake freezes and depletes the solution
of water, the salinity of the liquid increases, thereby decreasing the activity of the solution and its
eutectic temperature. When the eutectic temperature reaches that of a dissolved salt, it will
precipitate and deposit on the crater walls or within ice inclusions. Thus, these features may be
indicative of a salty martian paleolake.
Consequently, as the eutectic temperature of the solution decreases, the temperature
gradient at the ice-liquid interface approaches zero, thus decreasing the freezing rate. In this case,
there may exist a set of parameters that allows a stable brine residue to form. This residue would
be protected from surface effects by the ice cap until the cap is removed via sublimation. The
possibility of this brine residue is indeed important from an astrobiological perspective, as it may
be a possible habitat for halophilic organisms (Ori, 2010). Also, recent thermal stress features
such as crater floor polygons on Mars have been attributed to desiccation (El Maarry et al., 2010).
These features may be a product of the evaporation of the possible brine residue.
There exists evidence for ancient salty standing bodies of water on Mars (Wray et al.,
2011). Additionally, thermal stress features indicate that there may have existed standing bodies
of brine whose evaporation helped in the synthesis of large crater floor polygons (El Maarry et
al., 2010). Therefore, in this study the conditions under which a brine deposit forms are
investigated in order to provide constraints for the locations of these features and the possible
chemical environment. Though a complete analysis of the effects of dissolved salts on the
evolution of an aqueous environment necessitates a full chemical investigation including the
effects of various salts on the activity of the solution along with their precipitation, the primary
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focus of this work is to approximate the effects of dissolved salts in order to investigate the
possibility of a brine residue.

5.3

Methods

In order to define the temperature regime of the paleolake, the thermal model constructed
by Rivera-Valentin et al. (2011) and Ulrich et al. (2008) was used to simulate surface and
subsurface temperatures of ice on Mars. The thermal properties of water ice were assumed
constant with temperature and were found considering an average global martian temperature of
220 K (McKay and Davis, 1991; McKay et al., 1991; Mellon et al., 2004) giving a thermal
conductivity of 2.96 W m-1 K-1 and the volumetric heat capacity of 1588 kJ m-3 K-1 (Petrenko and
Whitworth, 1999). The corresponding diurnal and annual skin depth of ice on Mars is 0.2 and 5.9
m respectively. Thus, the simulated column thickness was 18 m with an element thickness of 0.5
m and a time step of 925 s. Since the thermal model was specifically applied to simulate the
annual surface temperature of the ice, large element sizes and time steps are allowed while still
maintaining convergence. The minimum surface temperature was set to 148 K, which is the
condensation temperature of CO2 (Mellon et al., 2008; Schorghofer and Edgett, 2006; Ulrich et
al., 2008). A modest geothermal heat flux of 0.030 W m-2 (Schorghofer and Aharonson, 2005;
Urquhart, 2005) was considered as the lower boundary condition; although, hydrothermal events
would indeed produce higher heat flux (Cabrol and Grin, 1999; Cabrol and Grin, 2002; Newsom,
1980). The code was run for several martian years and was considered converged when the
temperature with depth profile for two separate consecutive simulations at the vernal equinox (Ls
0°) were less than 1 K apart.
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5.3.1

Sublimation
Sublimation of water ice from the martian surface has been shown to be well simulated

by the Ingersoll equation (Altheide et al., 2009; Chevrier and Altheide, 2008; Sears and
Chittenden, 2005), which accounts for the buoyancy of H2O under martian atmospheric
conditions (Ingersoll, 1970). The surface mass flux is given by:
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where DH 2O/CO2 is the diffusion coefficient of H2O through CO2, Δη is the water vapor density
gradient between the surface and atmosphere, Δρ/ρ is the surface to atmosphere relative density
difference that accounts for H2O buoyancy, g is gravity, and ν is the kinematic viscosity of CO2,
which is temperature dependent and is given by:
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where ν is in m2 s-1. Diffusivity of water vapor through CO2 gas has been shown to be on the
order of 10-4 m2 s-1 (Bryson et al., 2008; Chevrier et al., 2008; Chevrier et al., 2007; Hudson et
al., 2007; Schorghofer and Aharonson, 2005) is temperature dependent, and can be written as:

168

3

DH 2O/CO2

# 101300 & # T & 2
= 1.387 ! 10 "6 %
%
(
$ Pamb (' $ 273.15 '

(5.3)

where Pamb is the ambient martian atmospheric pressure (Altheide et al., 2009; Boynton and
Brattain, 1929) and the diffusivity is in m2 s-1. A dry atmosphere with a pressure of 600 Pa is
then assumed (Barlow, 2008).
The sedimentation rate for Mars has been constrained using data from the Viking Landers
and is approximated to be on the order of 7 µm yr-1 (Pollack et al., 1979). This dust deposition
may become significant for lakes with long lifespans. Also, a sediment lag deposit may form
during surface sublimation due to inclusions composed of suspended particles within the lake
(Kreslavsky and Head, 2002). Mass transfer through a porous overburden is approximated via a
rate limiting form that accounts for the Ingersoll mass flux and diffusion-advection as described
by Ulrich (2009), which is given by:
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(5.4)

where φ is porosity, τ is tortuosity, P is total pressure, M H 2O is the molecular weight of water, R
is the ideal gas constant, T is temperature, L is the overburden thickness, yatm and ysat are the
fraction of water vapor in the atmosphere and at the surface of the ice. Porosity was derived from
Phoenix results, which suggested a value of 0.5 (Zent et al., 2010). Tortuosity of JSC-Mars 1
simulant has been shown to vary from 1.8 to 6.01 (Hudson and Aharonson, 2008; Sizemore and
Mellon, 2008) with typical values on the order of 2, which is what is assumed here.
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5.3.2

Freezing
A 1 m2 column of liquid that is vertically well mixed is modeled. It is assumed that the

simulated column is only in direct contact with the regolith at its base and that an adiabatic
boundary condition can be considered between the column and surrounding identical columns.
Depending upon the conditions of fluid emplacement, ice cap synthesis may be avoided for ~3 –
8 years (Kreslavsky and Head, 2002). Since this time is negligible with respect to the expected
lifespan of martian paleolakes, which is on the order of 50 ka (Kreslavsky and Head, 2002), then
as a simplification, the lake is assumed to start with a 6 m ice cap such that the temperature at the
base of the ice undergoes minimal seasonal and diurnal temperature swings. This ice cap
thickness corresponds to the annual skin depth of ice; thus, the temperature at the base can be
assumed to be the average surface temperature. The time step for freezing is hence a sol since
diurnal temperature swings are negligible at such a thickness.
Freezing is modeled by solving the Stefan problem and applying conservation of energy,
such that geothermal heat from below and the enthalpy of fusion is lost via conduction through
the ice thickness for every given time step. The freezing rate is thus given by:
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where zice is ice thickness, ρice is the density of ice, ΔH is the enthalpy of fusion, kice is the
thermal conductivity of ice, and q is geothermal heat (Kreslavsky and Head, 2002; Mckay et al.,
1985; Newsom et al., 1996). This formulation lends itself to an iterative solution where the
thickness of ice for a given time step is given by:
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where Δt is the time step, ΔT is the temperature gradient between the ice base and solution, and s
is the sublimation rate. Consequently, the total ice thickness for any given time is given by the
amount of frozen water minus the amount of surface sublimation.
For every time step, the amount of liquid removed from the system is calculated along
with the new H2O concentration (CH2O) in kg/kg and solution salinity. It has been shown that the
activity of the solution can be approximated from the concentration whereby the shape of the
function for differing salts is not unique, but the magnitude of the relationship differs (Chevrier
and Altheide, 2008; Chevrier et al., 2009; Tang and Munkelwitz, 1994). The formulation
developed by Chevrier and Altheide (2008) for ferric sulfate is used in order to approximate this
relationship. Solution activity as a function of concentration is then estimated by:
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,
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where aH2O is activity, and a and b with their respective indices are constants described in Table
5.1. Since the relationship between concentration and activity is indeed solution specific, though
the function is similar, the simulation here is then an approximation to the general expected trend.
Enthalpy of fusion will also be dependent on activity and has been shown to be well fit by a
polynomial (Chevrier and Altheide, 2008):
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Dissolved salts decrease the eutectic temperature by impeding water molecules from bonding
and consequently changing the equilibrium state of the system (Jakosky, 1985). The relationship
between the eutectic temperature (TE) and the activity of the solution can be given by:

# 1 R ln aH 2O &
TE = % !
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(5.9)

where Tt is the triple point temperature (Chevrier and Altheide, 2008; Pitzer, 1991). As the
eutectic temperature is updated, the temperature gradient between the ice base and the solution
either approaches zero or the lake is depleted of liquid water. When the temperature of the liquid
reaches a eutectic of a dissolved salt, it will precipitate and deposit on a solid surface. Though
salt precipitation will alter the general relationship provided by equation 5.9, it is not accounted
for within this simulation. The purpose of this study is to analyze the possibility of a remaining
brine deposit and the conditions under which this is possible, and so use of the general trend is
adequate.
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Table 5.1 Model Parameters and Constants
Constant
Thermal conductivity of ice (kice)
Volumetric heat capacity of ice

Value

Reference
-1

2.96 W m K
-3

-1

1588 kJ m K

-1

Petrenko and Whitworth (1999)
Petrenko and Whitworth (1999)

Density of ice (ρice)

917 kg m

-3

Petrenko and Whitworth (1999)

Enthalpy of fusion (ΔH)

334 kJ kg-1

Petrenko and Whitworth (1999)

Atmospheric Pressure (Pamb)

600 Pa

Barlow (2008)
-2

Geothermal heat (q)

0.030 W m

Urquhart (2005)

Porosity (φ)

0.5

Zent et al. (2010)

Tortuosity (τ)

2

Hudson and Aharonson (2008)

a0

1.00054

Chevrier and Altheide (2008)

2.4748×10

-4

Chevrier and Altheide (2008)

a2

2.2273×10

-4

Chevrier and Altheide (2008)

a3

1.0001

Chevrier and Altheide (2008)

b

-0.8525

Chevrier and Altheide (2008)

a1
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5.4

Results

The sublimation model was run at several latitudes in order to attain the ablation rate
under various average surface temperature conditions. Surface sublimation values agree well
with experimental values for the mass loss of water ice under martian environmental conditions
(Bryson et al., 2008). Since paleolakes will also experience sedimentation, which would hinder
the sublimation rate, the effect of the overburden was modeled at the equator for a regolith with
an albedo of 0.4 (Byrne et al., 2009). The effect of an overburden on the sublimation rate is
shown in Figure 5.1. Values agree well with experimental results of sublimation through martian
regolith simulants (Bryson et al., 2008; Chevrier et al., 2008; Chevrier et al., 2007). Results
indicate that a 1 km lake with a 1 m thick overburden may last up to 370 ka at the equator. The
effect of pore filling ice deposits during sublimation of a paleolake has been shown to greatly
increase its stability (Kossacki et al., 2006); however, this effect is not accounted for, and thus
the values may be over-estimates for the effect of the overburden.
Results of the formulation used to simulate the effect of activity on eutectic temperature
and salinity are shown in Figure 5.2. The eutectic temperature has a steady slope for a large
range of activities until a highly concentrated solution is reached. At this point, the freezing
temperature decreases dramatically. This turning point, though, is associated with a large fraction
of salts within the solution, at least for the function developed for ferric sulfate. Predicted values
agree well with the eutectic temperature of various salts, though some to a much larger error. For
example, the eutectic temperature of sodium perchlorate at an activity of 0.69 is well modeled
with a value of 236 K (Chevrier et al., 2009). On the other hand, magnesium perchlorate at an
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activity of 0.54 has a eutectic temperature 206 K while the predicted value from equation 5.9 is
219 K (Chevrier et al., 2009).
Due to the initial slow change in freezing temperature with decreasing activity and
concentration, the solution chemistry is only updated every martian year. The free parameters
studied were the average surface temperature, initial lake salinity, and initial solution thickness.
Initial salinity was varied from 0% to 50% at small increments of 5% for a lake with an annual
mean temperature of 220 K and a sublimation rate of 2 cm yr-1. Examples of the evolution of ice
cap and liquid thickness are shown in Figure 5.3. In general, a greater initial salt content will
produce a larger amount of brine residue; however, since a thinner ice cap is produced, the
resulting brine is exposed to the atmosphere much sooner. Values for remaining brine thickness
for cases with a salt content range from 5 m to 240 m. The resulting brine’s chemistry for all
cases was the same with a final activity of 0.68. Figure 5.3 demonstrates that as the eutectic
temperature of the solution approaches the mean surface temperature, the freezing rate becomes
negligible with respect to the sublimation rate. At this turning point, sublimation becomes the
dominant process and depletes the ice cap. Though freezing still occurs, the rate is very small
and does not largely impact the remaining solution’s activity. This turning point also occurs once
the liquid is depleted for the case with 0% salinity.
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Figure 5.1 - Sublimation rate as a function of overburden thickness. The heat and mass transfer
model was run at the equator with an albedo of 0.4 for overburden thicknesses ranging between 1
to 100 m in intervals of 10 m. A smoothed fit to the values is shown. The corresponding average
surface temperature was 210 K.
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Figure 5.2 - Results of the formulation developed by Chevrier and Altheide (2008) to simulate
the effect of activity on (A) salinity and (B) eutectic temperature. Though the relationships were
developed for ferric sulfate, the predictions of the eutectic temperature for various salts agree
well.
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Figure 5.3 - Change in thickness in meters of liquid (blue) and ice (cyan) over time in kiloannum
for various initial salt concentrations: (A) 0%, (B) 1%, (C) 25%, and (D) 50%.
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The average annual surface temperature across Mars ranges between 159 to 234 K
(Mellon et al., 2004). Consequently, mean temperature values ranging from 190 to 240 K were
studied. The minimum value was chosen to avoid the limit of the ferric sulfate equation set. Due
to the logarithmic nature of the eutectic temperature formulation, unrealistic values are achieved
at low temperatures. Results are shown in Table 5.2 for an initial salt concentration of 1%. In
general, the mean surface temperature strongly affects the chemistry of the remaining brine.
Higher temperatures are shown to correspond to higher activities since the temperature gradient
at the ice-solution interface approaches zero much quicker. Due to this effect, the mean surface
temperature also affects the thickness of the remaining solution, though not as strongly as the
initial salt concentration. Remaining brine thickness values range from 2 to 10 m with resulting
activities ranging from 0.3 to 0.72.
Initial liquid content was also studied as a free parameter in order to analyze the limit
required to produce a brine residue. Liquid content was varied starting at 1 km in small
incremental steps for a solution of 1% salinity and average surface temperature of 220 K. Results
indicate that a solution with a minimum depth of ~30 m is required in order to produce a
significant brine residue. The thickness of the remaining deposit is shown to be linear with initial
water content increasing from the centimeter range to several meters. At lower water contents,
freezing can more efficiently change the activity of the solution, allowing the eutectic
temperature to approach the average surface temperature in less time.
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Table 5.2 Results for varying mean annual surface temperature
Brine Residue
Mean Temperature (K)

Thickness (m)

Salinity (%)

Activity

240

9.8

51

0.72

230

6.9

59

0.64

220

4.8

68

0.55

210

3.4

75

0.44

200

2.7

79

0.37

190

2.2

81

0.31

180

2.1

83

0.29
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5.5

Discussion and Conclusions

Simulations accounting for the effects of salts on the freezing point depression
demonstrate that a brine residue resulting from paleolake evaporation is indeed possible on Mars.
These results indicate that depending on the initial water content, a brine residue thickness on the
order of centimeters can be produced for the minimum case reaching up to several hundred
meters for other more extreme cases. In studying the free parameters, it was found that the
average surface temperature largely controls the final brine chemistry because it dictates the
eutectic temperature at which the freezing process approaches zero. Since it has been shown that
the eutectic temperature can be related to the solution activity, the final solution chemistry can be
easily related to the average surface temperature. Initial salinity was shown to largely control the
amount of brine residue remaining. A solution starting with a high salinity and thus a lower
activity and corresponding eutectic temperature will approach the average surface temperature
much faster since little freezing must occur to lower the eutectic to the appropriate value.
However, though a more saline paleolake will have a larger amount of stable brine, it will be
exposed to the martian atmosphere sooner since there exists a thinner ice cap. Initial water
content was shown to also largely control the remaining brine residue thickness. Simulations
show that a minimum initial solution thickness of 30 m is required in order to produce a
significant lag deposit.
Analysis of the free parameters show that the minimum requirements for the initial
conditions of a paleolake such that formation of a lag deposit is possible are at least a 30 m liquid
solution with a salinity of ~1% and a mean annual surface temperature of 190 K. By the results
of Mellon et al. (2004), this lake would be located near ± 60° latitude, and thus simulations
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suggest that in order for martian paleolakes to produce a significant brine lag deposit, they must
exist within this latitude range. Results here, though, are approximations to the effects of salt
concentration on the activity of water as they were derived from the formulation developed for
ferric sulfate by Chevrier and Altheide (2008). Though the shape of the relationship between
these two parameters is similar among salts, the magnitude of the relationship is indeed unique,
and thus results and implications from these simulations must be interpreted with caution.
Studies of martian craters have shown the existence of polyhydrated sulfate and salt
deposit on the crater rims, which may arise from salt precipitation during freezing of a paleolake
(Wray et al., 2011). The discovery by Wray et al. (2011) demonstrates that some martian
paleolakes may have included dissolved salts, which would, as shown here, drastically change
the evolution of the aqueous system. Thermal stress features such as crater floor polygons have
been shown to require desiccation in order to produce their large size (El Maarry et al., 2010).
Global mapping of crater floor polygons show that they in general exist between ± 70° latitude,
which corresponds very well with the minimum requirements found within this simulation for
brine residue production. The final salinity of the extreme cases explored here are on the order of
>90%; however, halophiles may be able to survive. Studies of highly saline environments on
Earth have shown that with increasing brine concentration Archaea populations would dominate
and survive (Grant et al., 1998). In fact, some of these organisms may be entrapped within
growing salt crystals (Ori, 2010), and thus the location of saline paleolakes on Mars may prove
fruitful in the search of extraterrestrial life. These brine deposits have been shown to be sheltered
from atmospheric interactions for a long time ranging from 50 ka to several hundred thousand
years depending on overburden coverage; therefore, they may be prime locations for life on the
martian surface.
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As it has been discussed, the models here are approximations to the effect of salts on the
stability and evolution of paleolakes on Mars. Further analysis is required in order to include
various initial chemical compositions and their respective relationship between concentration and
activity. If the polyhydrated sulfate and salt ring within Columbus and other craters is to be
positively attributed to the existence of an ancient salty large body of water, then a full chemical
analysis is required that accounts for salt precipitation. In general, though, simulations have
shown that there can exist a significant amount of brine residue during the freezing process of a
saline martian paleolake. Results indicate that these deposits most probably are limited to a
latitude range of ±60° and would remain unexposed to the martian atmosphere for several
hundred thousand years and thus would avoid diurnal and seasonal temperature changes,
increasing their habitability. The amount of remaining solution is sufficient to aide in the
production of thermal stress features such as crater floor polygons. End member salinity would
imply a halophilic or Archaea population. Terrestrial analogs demonstrate the negative feedback
effect between ice growth and eutectic temperature depression can indeed produce an
atmospherically isolated brine residue containing frozen microbial life (Doran et al., 2003).
Results of this investigation support the same process for martian conditions and demonstrate the
formation of potential habitats.
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6

Brines as a possible formation mechanism for recurring slope lineae on Mars

In this chapter, we explore the possibility of a “wet” mechanism for the formation of
Recurring Slope Lines (RSL) on Mars, which were discovered by McEwen et al. (2011). The
hypothesis tested here is if brine formation is possible at the latitudes and slopes where RSLs
have been observed. We modeled temperature with depth on sloped martian surfaces and
simulated the evaporation and melting rate of six solutions. Dr. Vincent Chevrier advised the
project, selected the six studied brines, and wrote the submitted manuscript. I developed the
numerical model as it applies to sloped martian surfaces, collected and analyzed the results, and
aided in writing of the submitted manuscript, along with all remaining details not listed.

6.1

Abstract

Recent observations by Mars Reconnaissance Orbiter’s (MRO) HiRISE instrument have
identified small scale flow features termed Recurring Slope Lineae (RSL) (McEwen et al., 2011).
These features present several interesting characteristics such as an albedo contrast, seasonal
dependence, and are only found on equator-facing slopes. All of these properties strongly
suggest a thermally driven mechanism, such as a liquid triggered or dominated flow. However,
pure water for the most part is unstable on the martian surface under present-day atmospheric
conditions (Chevrier and Altheide, 2008; Haberle et al., 2001). Brines, though, with their lower
activity and eutectic temperature, can be stable. Thus a “wet’ mechanism for the formation of
RSLs is proposed whereby brine formation acts as the liquid trigger for the mass flow. A thermal
model accounting for sloped geometry and brine kinetics is constructed and tested for various
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possible salts. Results indicate that a solution with a eutectic temperature near 223 K can best
reproduce the observed seasonal characteristics of the RSLs.

6.2

Introduction

Though features on crater walls such as gullies and slope streaks lend credence to the
formation of liquid water on current-day Mars (Kreslavsky and Head, 2009; Malin and Edgett,
2000; Mellon and Phillips, 2001), their formation mechanism has not conclusively been linked to
liquid water. Slope streaks, for example, have been shown to occur independent of season and
crater azimuth (Schorghofer and King, 2011), which is not expected if a liquid water trigger is
required. Recent observations made by the Mars Reconnaissance Orbiter (MRO) HiRISE,
though, have identified small scale flow features, whose formation has demonstrated a seasonal
dependence and preference for equator-facing slopes (McEwen et al., 2011). These features,
termed Recurring Slope Lineae (RSLs), have been observed to occur from year to year mostly in
the southern hemisphere, display a much darker albedo than the surrounding terrain, and appear
mostly during the warm seasons, slowly fading and disappearing during colder periods.
Confirmed RSLs have been observed a few hours after midday when the warmest surface
temperatures occur, though this may be an observational bias since THEMIS conducts
observations after midday (McEwen et al., 2011). Their seasonality and preference towards
warm slopes suggest a thermally induced process. Although conditions for liquid water
formation on the surface of Mars are rare due to surface temperature and pressure conditions
(Haberle et al., 2001), melting of ice in the presence of salts may explain liquid triggered and
even liquid dominated flows.
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Various orbiter and lander missions have identified salts as sedimentary deposits and
within the regolith. Polyhydrated sulfates have been identified by the OMEGA/Mars Express
hyperspectral imager (Gendrin et al., 2005). Using the 2001 Mars Odyssey Thermal Emission
Imaging system, Osterloo et al. (2008) were able to map chloride deposits, which were found
primarily in the southern hemisphere. The Phoenix lander has also observed perchlorates within
its work environment (Chevrier et al., 2009; Hecht et al., 2009). Since salts can lower the
eutectic temperature of ice by impeding water molecules within the saturation vapor pressure
from recondensing onto the ice surface, moving the system to a new equilibrium state and thus
lowering the eutectic temperature (Jakosky, 1985), liquid formation becomes feasible under
martian conditions. The possibility of liquid formation on the surface of Mars via this
mechanism has been extensively studied (Altheide et al., 2009; Chevrier and Altheide, 2008;
Sears and Chittenden, 2005). Results suggest that liquid formation is indeed possible under
current-day martian conditions. Brines, due to their lower activity, will also experience lower
evaporation rates and thus will be stable much longer on the surface serving as a viable source
for liquid triggered or liquid dominated flows on current-day Mars.
Due to the observed seasonality of the RSLs and their preference for equator-facing
slopes, a liquid mechanism has been proposed for their formation (McEwen et al., 2011). In
order to investigate this, six possible solutions and their stability at the latitudes and slopes where
RSLs have been observed were studied. The solutions exhibit a wide range of eutectic
temperatures and activities as listed in Table 6.1. Though these solutions are not a complete set
of possible salts on Mars, their properties are similar to many of those observed. Ferric sulfate,
for example, has a eutectic temperature similar to magnesium perchlorate. Since brine formation
is most probably occurring at depth near the ice table, a thermal diffusion model is constructed
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that accounts for the slope geometry along with a mass transfer model simulating evaporation
and melting at depths. To test if brines are sufficiently stable at the RSL locations, we
specifically observe the evaporation rate at the surface and at 10 and 20 cm depth along with
estimating the total possible melt.
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Table 6.1 List of studied brines
Solution

Activity (aH2O)

Eutectic Temperature (K)

Enthalpy (kJ kg-1)

Water

1

273.16

333.3

MgSO4

0.96

268.6

328.9

NaCl

0.82

252.2

311.1

MgCl2

0.72

239.5

294.4

CaCl2

0.62

223.2

263.9

Mg(ClO4)2

0.55

206.0

223.3
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6.3

6.3.1

Methods

Thermal model
Surface and subsurface temperatures were modeled using the code developed by Rivera-

Valentin et al. (2011) and Ulrich et al. (2008) for a 3 m regolith column with finite element
thickness of 0.01 m and 370 s time steps. Assumed regolith thermal properties were derived from
the Phoenix landing site data such that the thermal conductivity used was 0.085 W m-1 K-1 and
the volumetric heat capacity was set to 1.05 × 106 J m-3 K-1 (Zent et al., 2010). Regolith thermal
properties were assumed to be constant with temperature. The simulated thermal inertia is 298.7
J m-2 K-1 s-1/2 and correlates well with that observed at the RSL sites, which ranged between 220
and 297 J m-2 K-1 s-1/2 (McEwen et al., 2011). The corresponding diurnal and annual thermal skin
depths derived from the phoenix values are then 0.05 m and 1.2 m respectively. Mid-latitude ice
table depths are suggested to range from 0.1 to 0.5 m (Byrne et al., 2009) and as deep as 1 m
(Jakosky et al., 2005; Mellon et al., 2004). Thus, results were recorded for the surface and at 0.1
and 0.2 m depth in order to observe both the effects of the attenuated thermal wave on the
stability of the brines and possible ice table depth locations. Confirmed RSL sites display an
albedo range of 0.1 to 0.2 (McEwen et al., 2011) and so a constant value of 0.15 is used in the
code. Since confirmed RSLs have been primarily observed between -30° and -50° latitude, the
model was run for -30°, -40°, and -50° latitude.

6.3.1.1 Sloped surface thermal model
The effects of slopes on the surface temperatures were modeled using the construct of
Aharonson and Schorghofer (2006). The total incident heat flux on a sloped surface is the sum of
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the incident heat flux, radiation reemitted by surrounding horizontal terrain, scattered light from
the atmosphere, and atmospheric emission. The incident solar heat flux on a sloped surface is
affected by the change in incidence angle. The solar zenith angle observed on a sloped surface is
modified by the local topography as follows:

cos! s = cos ! cos" ! sin ! sin " cos ( "a )

(6.1)

where ζ is the zenith angle and s denotes the sloped surface, α is the slope angle, and Δa is the
difference in the solar azimuth and the azimuth of the surface (Aharonson and Schorghofer,
2006) such that the incident solar flux is given by:

Qsun = (1! ABB )

S0
cos" s
r2

(6.2)

where S0 is the solar flux at 1 AU, ABB is the bolometric Bond albedo, and r is the instantaneous
Sun-Mars distance in AU. A sloped surface will also receive heat flux from surrounding areas
within its field of view, which by Aharonson and Schorghofer (2006) this heat flux is given by:

$#'
4
Qland = !" Tland
sin 2 & )
% 2(

(6.3)

where ε is emissivity, σ is Stefan-Boltzmann’s constant, and Tland is the temperature of the
surrounding terrain, which is found separately for a flat surface at every modeled time step.
Atmospheric emissions are approximated by:
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Qscat =

!! $
1
S
fscat 20 cos2 # &
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2
r

QIR = fIR

(6.4)
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2
"2%
r

(6.5)

where Qscat is the heat flux due to scattered light in the atmosphere, QIR is the heat flux due to
atmospheric emissions, δ and ϕ are solar declination and latitude respectively, and fscat and fIR are
fractions of heat flux reaching the surface provided by Schmidt et al. (2009).

6.3.2

Brine Stability
Since the purpose of this study is to model the stability of brines on sloped martian

surfaces in order to test the liquid hypothesis for the formation of RSLs, an estimate of the
processes is sufficient; thus, the full phase cycle is not simulated. Melting of water ice in the
presence of salts is modeled to observe seasonal trends among the six brines tested; however,
freezing of the produced liquid during low temperature conditions was not modeled. This
provides an approximation to the possible amount of melt during the day and offers temporal
constraints on the formation of brines, which provides a means to test the liquid formation
hypothesis via observations. A water signature was not observed within the spectra taken of the
RSLs using MRO’s Compact Reconnaissance Imaging Spectrometer for Mars (CRISM)
(McEwen et al., 2011). This may be due to rapid evaporation of the produced liquids; thus,
evaporation is also modeled. As in the temperature results, melting and evaporation is simulated
at the surface and at 10 and 20 cm depth.
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6.3.2.1 Melting
Liquid formation was modeled by solving the Stefan problem for each of the six brines
considered. The melting rate is given by:

dz
k dT
=
dt !!H dz

(6.6)

where z is thickness, t is time, k is thermal conductivity, ρ is the density of liquid water, T is
temperature, and ΔH is enthalpy, which is calculated as a function of activity as:

!H = 3.34768 +

1.85714
+1.85921 aH 2O + 2.51524 aH2 2O "1.72933 aH3 2O
# aH 2O " 0.53822 &
1+ exp %
(
$ 0.053031 '

(6.7)

where aH2O is the activity of water and ΔH is in J mol-1 (Chevrier and Altheide, 2008). Results of
this equation for each of the studied brines are found in Table 6.1. For each modeled time step,
the total amount of melt is calculated and recorded for each hour. The sum of the melt per sol is
also found in order to observe seasonal dependencies.

6.3.2.2 Evaporation
Evaporation rates from the surface were modeled using the Ingersoll equation, which
accounts for the buoyancy of H2O under martian atmospheric conditions (Ingersoll, 1970). The
Ingersoll equation has been shown to be a good approximation to the evaporation rates of brines
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under martian conditions (Altheide et al., 2009; Chevrier and Altheide, 2008; Sears and
Chittenden, 2005). Surface mass flux is given by:

1

( " !" % +3
*$ ' g # " & J Ing = 0.17DH 2O/CO2 !! *
* #2 *
)
,

(6.8)

where DH 2O/CO2 is the diffusion coefficient of H2O through CO2, Δη is the water vapor density
gradient between the surface and atmosphere, Δρ/ρ is the surface to atmosphere relative density
difference that accounts for H2O buoyancy, g is gravity, and ν is the kinematic viscosity of CO2.
A rate limiting form was used for evaporation from the subsurface that accounts for diffusionadvection as described by Ulrich et al. (2009), where mass flux due to diffusion-advection is
given by:

PM H 2O 1 ! 1' yatm $
!! $
J DA = # & DH 2O/CO2
ln #
&
"" %
RT L " 1' ysat %

(6.9)

where φ is porosity, τ is tortuosity, P is total pressure, M H 2O is the molecular weight of water, R
is the ideal gas constant, L is the overburden thickness, yatm and ysat are the fraction of water
vapor in the atmosphere and at the surface of the ice. Porosity was derived from Phoenix results,
which suggested a value of 0.5 (Zent et al., 2010). Tortuosity of JSC-Mars 1 simulant has been
shown to vary from 1.8 to 6.01 (Hudson and Aharonson, 2008; Sizemore and Mellon, 2008) with
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typical values on the order of 2, which is what is assumed here. The total flux from the
subsurface is then given by:

'1

! 1
1 $
&&
JT = ##
+
J
J
" Ing
DA %

(6.10)

where JT is the total flux. The total amount evaporated was found for every modeled time step,
and the sum throughout a sol was recorded.

6.4

Results

The thermal model was run for slopes between ±40°, where negative slopes denote
equator-facing facets and positive slopes denote poleward-facing walls. The average annual
maximum and minimum temperature for -30°, -40°, and -50° latitude is plotted in Figure 6.1 for
all three studied depths. Equator-facing walls are much warmer as their average annual
maximum temperature is nearly 70 K higher than poleward-facing slopes. Average maximum
temperatures for slopes >30° reach 280 K, which corresponds well with observations for RSL
sites (McEwen et al., 2011). Due to such high temperatures, production of brines and liquid
water is possible for all equator-facing slopes at -30° latitude, and for steep slopes at higher
latitudes. Temperature variation is greatly attenuated at a depth of 20 cm were there exists only a
small difference in average maximum and minimum temperatures. The highest temperatures are
also reduced well beyond the eutectic temperature of water and other studied brines, thus
narrowing the possible solution that could form the RSLs. Figure 6.2 demonstrates this by
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plotting the maximum, average, and minimum daily temperatures at -40° latitude for a -35° slope
along with the eutectic temperature of the studied brines. Though all studied solutions can melt at
some point of the year on the surface, only three brines (MgCl2, CaCl2, and Mg(ClO4)2) can do
so at a depth of 20 cm.
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Figure 6.1 - Average annual maximum (red, orange, green) and minimum (purple, cyan, blue)
temperatures on the surface (solid line), at 10 cm (dashed line), and at 20 cm (dash-dotted line)
for various slope angles at latitudes of -30° (A), -40° (B), and -50° (C).
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Results from the melting model are demonstrated in Figure 6.3 where the total amount of
liquid per sol is plotted for a -35° slope at 40° S. In general, the lower the eutectic temperature,
the higher the possible melt time due to a longer exposure period to temperatures above the
eutectic. As can be seen, Mg(ClO4)2 and CaCl2 are always melting on the surface at some point
during the day throughout the martian year. Thus, if liquid were being produced on the surface,
these brines would not produce features with a seasonal characteristic (i.e. form during summer,
fade, then disappear during winter). At 10 and 20 cm deep, the only brines that can sufficiently
melt are Mg(ClO4)2, CaCl2, and MgCl2, all of which demonstrate a seasonal dependence and are
frozen for some period. NaCl brine only forms during the peak of summer for a short period at a
depth of 10 cm. The total possible melt thickness over a martian year ranges between 4 m for
pure water to 60 m for Mg(ClO4)2 on the surface.
Modeled evaporation rates range from 0.002 to 3.9 m/yr for activities from 0.55 to 1 and
are strongly dependent on the overburden thickness as seen in Figure 6.4. Evaporation rates
decrease by several orders of magnitude at 10 and 20 cm and are much lower than the melting
rate; thus, liquids are sustainable within the regolith. However, once the liquids reach the surface,
they will rapidly evaporate and disappear from observations. Surface rates are on the order of 3.5
m/yr. Since this is on the order of the total amount of melt for pure water, it is not annually
sustainable on the surface. Low activity solutions, though, are sustainable such that the previous
years’ liquids could survive from one year to another.
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Figure 6.2 - Maximum (red), average (green), and minimum (blue) diurnal temperatures on the
surface (A), and at 10 cm (B) and 20 cm (C) deep. The eutectic temperature of the six studied
brines is shown in dashed lines. From top to bottom: water, MgSO4, NaCl, MgCl2, CaCl2,
Mg(ClO4)2.
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Figure 6.3 - Total amount melted per sol on the surface (A), at 10 cm (B), and at 20 cm (C) for
all six studied brines, represented by the colored lines where: purple – water, blue – MgSO4,
cyan – NaCl, green – MgCl2, orange – CaCl2, and red – Mg(ClO4)2.
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Figure 6.4 - Evaporation rate on the surface (red), and at 10 (green) and 20 cm (blue) at -40°
latitude on a -35° slope as a function of solution activity.
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Figure 6.5 - Diurnal results for CaCl2 at 40° S on a -35° slope at Ls = 270. A) Temperatures
results for local hour on the surface (magenta) and at 10 (blue) and 20 cm (cyan). B) Thickness
melted in mm per hour on the surface (magenta) and at 10 (blue) and 20 cm (cyan).
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6.5

Discussion and Conclusions

Simulations of brine stability suggest that liquid formation is possible on steep equatorfacing martian slopes at depths down to 20 cm. Although most brines and even pure water could
eventually form RSLs, results show that lower eutectic salts like magnesium or calcium chlorides
are the best candidates for episodic seasonal melting. Three of the studied brines showed
seasonal characteristics at depths where they were frozen and melted at some point throughout
the year. McEwen et al. (2011) observed confirmed RSL formation mostly between Ls 212 – 354
with some possible RSLs much earlier near an Ls of 10. Considering the simulated seasonal
brine production in Figure 6.3, CaCl2 fits best the observations. This implies that a brine with an
activity near 0.62 and a eutectic temperature near 223 K could reproduce the seasonal production
of RSLs. Evaporation rates of brines exposed on the surface were also found to be high, which
may explain the absence of observable water in the spectra. MRO CRISM is sensitive down to
100 µm deep. Since it would only take a few hours for exposed surface brines to evaporate, then
there exists a small possibility for H2O to be observed within the spectra at an RSL site.
In order to test the “wet” hypothesis, observations at various times throughout the day are
required. Though McEwen et al. (2011) have primarily observed RSLs after midday, which
would indeed support a thermally driven process since temperature maximum occurs near 1400
local time, there exists an observational bias since THEMIS usually makes observations in the
afternoon. Figure 6.5 predicts the diurnal dependence on melting at various depths of CaCl2 at 40° latitude on a -35° slope at Ls = 270, when maximum annual temperatures are expected.
Although surface melt is only expected during daylight hours, melting at depths can occur
throughout the day; however, produced amounts are small only reaching a maximum of 0.4
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cm/hr with a total of ~7 cm of liquid formed that day while 8.8 cm of melt is formed on the
surface. This could possibly trigger a granular flow of low liquid content that under martian
gravity has prolonged fluidization (Shinbrot, 2007), but perhaps not the observed drastic surface
albedo contrast.
In general, though, the model described here reproduces the observed distribution and
time frame of the RSLs. A solution with a eutectic near 223 K is suggested as the possible liquid
trigger for the flow event; however, more observations are required to identify the precise brine
or brine mixture responsible. An interesting feature of the RSLs that cannot be well reproduced
is that they have primarily been found in the southern hemisphere. From a thermal standpoint,
melting should also occur on steep slopes in the northern hemisphere; however, from a kinetic
standpoint, this may imply that the salts required for such low activities are not as readily
available in the north. As was pointed out by Osterloo et al. (2008), chloride deposits are
primarily found in the southern hemisphere. Although a dry model is not ruled out, it is
suggested that a thermally driven process such as liquid brine production better simulates the
observed properties of the RSLs. A dry model would not necessarily have a seasonal
characteristic, produce a surface albedo contrast, necessitate a preference for equator-facing
slopes, or be a reoccurring event. All of these features, though, can easily be reproduced by a
“wet” mechanism.
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7.1

Conclusions

Summary of results

In order to investigate the global stability of water ice on Iapetus, a global thermal inertia
map and overburden thickness measurements of the dark material are required. Results here
indicate that the thermal inertia of the dark terrain varies between 11 and 14.8 J m-2 K-1 s-1/2
while the light material varies between 15 and 25 J m-2 K-1 s-1/2 (Rivera-Valentin et al., 2011).
This distinctive nature is supported by the bolometric Bond albedo values, which demonstrate
that there does not exist a gradual increase in albedo, but rather that it is a sudden and drastic
change at the boundaries of Cassini Regio (Blackburn et al., 2011; Denk et al., 2010). Assuming
below the dark material overburden there exists water ice, which is supported by radar data
(Ostro et al., 2006), estimates on the porous ice-free dark material overburden thickness were
possible using the methodology established by Bandfield (2007). It was found that the
overburden thickness varies between 7 cm and 16 cm for an albedo range of 0.017 – 0.036
(Rivera-Valentin et al., 2011). These values fall within the expected range and provide support
for both radar and visual findings (Black et al., 2004; Denk et al., 2010; Ostro et al., 2006; Tosi
et al., 2010).
By using the improved global bolometric Bond albedo map of Iapetus (Blackburn et al.,
2011) along with the approximation to the current thermal inertia and overburden thickness
distribution (Rivera-Valentin et al., 2011), the current stability and transport of H2O was
simulated in order to provide an approximation to the effects of the overburden on mass transport.
Results indicate that thermal segregation, as established by Mendis and Axford (1974) and
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Spencer and Denk (2010), is currently not an ongoing process within the bulk of the dark terrain;
however, it is an active, though limited, process at the boundaries of Cassini Regio.
Approximations to the mass balance at the poles suggest that there exists sufficient inbound
water to overcome exogenic darkening mechanisms (Tamayo et al., 2011). The offset of the
maximum albedo on Iapetus is also well modeled with the ballistic transport model for both
cases with and without the overburden, suggesting that it is primarily caused by the availability
of kinetic energy for ballistic transport.
The analysis of the effect of adsorption on the near-surface water vapor on Mars has
clearly demonstrated that adsorption undergoes both a seasonal and a diurnal cycle, which is
counter to previous results that suggested adsorption would reach an equilibrium (Schorghofer
and Aharonson, 2005). By comparing the water vapor curves from an inactive regolith with those
of an active regolith, key features demonstrating adsorption’s effects were discovered. A large
amplitude from midnight to morning is seen to occur due to desorption of water at this time.
Further analysis indicates that the smooth evening shape of the curve can also be best simulated
with the use of an active regolith. Though the magnitude of the water-vapor cycle at the Phoenix
landing site was not well reproduced, the relative humidity during the day and night are well
simulated along with the shape of the diurnal curve.
Saline lake environments have been shown to exist on the Earth under artic conditions
(Doran et al., 2003). The simulations here of their martian counterparts suggest that these
aqueous environments may have indeed produced a brine residue due to the negative feedback
effect between freezing and eutectic temperature depression. It is found that the minimum
conditions required for the formation of a significant brine residue is at least an initial liquid
thickness of 30 m, salinity of 1%, and an average annual surface temperature of at least 190 K.
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Thus, these features should form between ±60° latitude (Mellon et al., 2004). This latitude
restriction corresponds well with the observations of crater floor polygons, which are suggested
to be desiccation features (El Maarry et al., 2010).
Recurring slope lineae, which are seasonally dependent albedo features on the inner walls
of craters with a clear preference for the warm equator-facing slopes (McEwen et al., 2011), have
been shown to be possibly formed via brine flows. Using the martian thermal model in
conjunction with eutectic temperature and activity data for six possible salts, it was shown that
there may exist sufficient melt during the spring and summer seasons in order to produce mass
movement. Simulations suggest a solution with a eutectic near 223 K as the possible liquid
trigger for the flow event since it can best reproduce the observed seasonality of the RSLs.
However, more observations are required to identify the precise brine or brine mixture
responsible. Although a dry model is not ruled out, it is suggested that a thermally driven process
such as liquid brine production better simulates the observed properties of the RSLs. A dry
model would not necessarily have a seasonal characteristic, produce a surface albedo contrast,
necessitate a preference for equator-facing slopes, or be a reoccurring event. All of these features,
though, can easily be reproduced by a “wet” mechanism.

7.2

7.2.1

Future work

Expansion of current research
Thermal segregation on Iapetus has been shown to be a currently inactive process within

Cassin Regio but an active process within the inter-boundary terrain. Simulations suggest that
there currently exists sufficient inbound flux at the poles to overcome exogenic darkening
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mechanisms. Studies on the effect of the overburden on the polar mass balance suggest that an
albedo polar asymmetry occurs when the overburden limits mass transport. When the overburden
becomes a significant limiting factor, the balance at the poles switch to a sublimation dominated
process and thus a darkening process. The leading side of Iapetus is suggested to be darkened via
exogenic sources, and consequently as the overburden becomes significant, brightening effects
countering exogenic darkening on the leading side become negligible. However, during periods
when the overburden limiting effect can be ignored, both the leading and trailing hemispheres at
the poles can be equally brightened. These simulations show that the balance between exogenic
and endogenic sources are important when considering thermal segregation on the icy satellites.
After Iapetus, Dione demonstrates the next largest albedo contrast within the Kronian system.
Although the contrast is not as drastic as Iapetus, Dione’s leading side indeed demonstrates
uniformly bright terrain with a dark trailing hemisphere. In order to fully study the effects of
thermal segregation on icy satellites, a thermal survey of the icy Kronian and Jovian satellites is
required. In this manner exogenic and endogenic albedo altering processes can be better put into
prospective.
As previously stated, though the shape of the diurnal water vapor curve at the Phoenix
landing site can be reproduced by accounting for adsorption/desorption processes, the magnitude
of the curve has not been. By varying the kinetic parameters of the regolith grain, the water
vapor values may be replicated. Thus, further work for this project is required to determine what
material or mixture of materials best replicates the water pressure values. Such modeling work
also requires data from adsorption experiments. These values must be given for various
temperature and pressure conditions. Sufficient points are also required in order to refine the
error of these models.
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A saline martian paleolake has been shown to be able to produce a brine residue, which
could perhaps account for crater floor polygons. However, the model presented here used an
approximation developed for ferric sulfate that related concentration to solution activity. Though
the shape of the curve for various salts is similar, the magnitude of this relationship is indeed
unique for each salt. Further analysis is required in order to include various initial chemical
compositions and their respective relationship between concentration and activity. If the
polyhydrated sulfate and salt ring within Columbus and other craters is to be positively attributed
to the existence of an ancient salty large body of water, then a full chemical analysis is required
that accounts for salt precipitation.

7.2.2

Postdoctoral work
This dissertation has largely concerned itself with the stability and transport of water on

the surface of solid planetary bodies. Expanding upon this work, I will be working as a
Postdoctoral Research Associate at Brown University with Dr. Amy Barr in linking surface and
interior processes. Dr. Amy Barr’s research focuses on the formation and early evolution of
planets and planetary moons. She is currently investigating the conditions of formation of the
Jovian and Kronian icy satellites and their early thermal evolution. My work with her will unite
surface processes and interior process. I will also be conducting further analysis on the chapters
of this dissertation as described above.
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a b s t r a c t
The energy balance at the surface of an airless planetary body is strongly influenced by the bolometric
Bond albedo and the surface thermal inertia. Both of these values may be calculated through the application of a thermal model to measured surface temperatures. The accuracy of either, though, increases if
the value of the other is better constrained. In this study, we used the improved global bolometric Bond
albedo map of Iapetus derived from Cassini VIMS and ISS and Voyager ISS data in conjunction with Cassini
CIRS temperature data to reevaluate surface thermal inertia across Iapetus. Results showed the thermal
inertia of the dark terrain varies between 11 and 14.8 J m!2 K!1 s!1/2 while the light material varies
between 15 and 25 J m!2 K!1 s!1/2. Using an approximation to the thermal properties of the dark overburden derived from our thermal inertia results, we can implement our thermal model to provide
estimates on the dark material thickness, which was found to lie between 7 cm and 16 cm. In order to
develop an accurate global thermal model, a weighted function that approximates the surface thermal
inertia across Iapetus was developed and verified via our measurements. The global bolometric Bond
albedo map, surface thermal inertia map, and the thermal model are then used to synthesize global
temperature maps that may be used to study the stability of volatiles.
! 2011 Elsevier Inc. All rights reserved.

1. Introduction
The drastic albedo dichotomy on Iapetus, which has been its
primary source of intrigue, is extreme enough to have been noticed
by its discoverer Giovanni Domenico Cassini using the telescopes
available in 1671. Bolometric Bond albedo values across the surface have been shown to range from 0.4 to 0.015 (Blackburn
et al., 2011); thus the darkest terrain absorbs over 58% more solar
power compared to the brightest. The locations of the dark and
bright terrains correspond well with the satellite’s apex and antiapex of motion with the bright terrain primarily located on the
trailing hemisphere and the dark terrain on the leading hemisphere in a region known as Cassini Regio (Buratti et al., 2005a;
Lee et al., 2010). This fact has been used to support dichotomy origin theories based on exogenic sources ranging from debris clouds
produced by large impacts within the Kronian system to interplanetary or circum-Kronian dust deposits as well summarized by
Spencer and Denk (2010). Recently, Verbiscer et al. (2009) has
shown that a large ring, whose material possibly originates from
Phoebe, is probably the exogenic source material for Iapetus’ leading hemisphere. Indeed this finding supports past spectral studies
(Cruikshank et al., 2008; Tosi et al., 2010) and hypotheses (Buratti
⇑ Corresponding author. Tel.: +1 479 575 7625.
E-mail addresses: eriverav@uark.edu, egrv314@gmail.com
Valentin).
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et al., 2002, 2005b; Buratti and Mosher, 1995) and may also
explain the relative smoothness of the leading hemisphere (Lee
et al., 2010).
Endogenic origin theories primarily rest on the process of thermal migration, which was first suggested by Mendis and Axford
(1974) and later revisited by Spencer (1987), but have also
included geologic processes such as volcanic flows (Smith et al.,
1981). Simulations have shown that runaway thermal migration
can replicate the stark albedo dichotomy well if the leading hemisphere was initially and has been continuously seeded with a dark
exogenic material (Kimura et al., 2011; Spencer and Denk, 2010).
Consequently, it has been shown that a color dichotomy also exists
on Iapetus whereby the leading hemisphere is redder than the
trailing hemisphere (Cruikshank et al., 2008; Denk et al., 2010),
perhaps indeed indicating an influence via continuous exogenic
deposition.
Either origin theory, though, would propose that a dark material
overburden exists on the leading hemisphere. In fact, the theory of
thermal migration as stated by Spencer (1987) assumes that the albedo of dirty-ice surfaces decreases with water mass loss as impurities accumulate to create a lag deposit, which is initially ice rich
but becomes increasingly ice free over time. This dark overburden
has been found to be on the order of decimeters and less than a
meter (Black et al., 2004; Denk et al., 2010; Ostro et al., 2006;
Tosi et al., 2010), and 20 cm or more assuming deposition from
the Phoebe ring (Verbiscer et al., 2009). Beneath the overburden,
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radar data suggest there exists a radar transparent material, indicative of water ice (Ostro et al., 2006). The possibility of underlying
water ice is also supported by various spectral studies (Buratti
et al., 2005a; Cruikshank et al., 2010; Hendrix and Hansen, 2008)
and bright ejecta craters in the dark terrain (Denk et al., 2010).
Since it has been shown that the surface proximity of ice greatly
influences the observed surface thermal inertia (Mellon et al.,
2004), then it is expected that the observed leading hemisphere’s
thermal inertia surface variation should be controlled, at least partially, by the underlying water ice unless it exists well below the
diurnal skin depth of the overburden.
Studies of Iapetus’ thermal inertia have inferred values ranging
from 6 to 33 J m!2 K!1 s!1/2 (Howett et al., 2010; Neugebauer et al.,
2005; Spencer et al., 2005); however, these have been deduced
with approximations of bolometric Bond albedo published prior
to those used in this work. These values had large uncertainties
regarding the phase integrals or were calculated via implementation of a thermal model where surface thermal inertia and bolometric Bond albedo were free parameters. Cassini, though, has
recently provided the necessary phase angle coverage to calculate
phase integrals directly from solar phase curves (Blackburn et al.,
2010). Both thermal inertia and bolometric Bond albedo values
are required for precise heat transfer models, which, in turn, are
imperative for volatile stability studies. Past temperature studies
have assumed a singular thermal inertia value per Iapetian terrain
type; however, thermal inertia is expected to vary
ffiffiffiffiffiffiffiffiffi the surpffiffiacross
face of Iapetus. Thermal inertia, defined as C ¼ kqC p , is a complex property dependent on material temperature, porosity,
thermal history, and material composition down to several skin
depths, all of which are not expected to be constant across the surface of a solid body.
In this investigation, we used the improved bolometric Bond albedo map of Iapetus by Blackburn et al. (2011), the available Cassini Composite Infrared Spectrometer (CIRS) data, which has been
previously analyzed (Howett et al., 2010; Spencer et al., 2005), in
a near-surface numerical thermal model in order to refine Iapetus’
surface thermal inertia values (i.e. the apparent thermal inertia as
witnessed via spacecraft measurements of surface temperatures
that account for the material properties of the regolith column
down to several skin depths) and to estimate the thickness of the
dark overburden. In order to construct a global thermal model,
an albedo dependent surface thermal inertia scaling function was
developed and shown to be statistically significant as a model for
global thermal inertia variation. Via implementation of our thermal model including the global bolometric Bond albedo map and
our thermal inertia map, global temperature maps were developed
to study volatile stability at various locations on the Kronian
satellite.

cused on CIRS temperature data attained during night, specifically,
at local dawn when the minimum diurnal temperature is expected
to occur. Since the data set available for nighttime temperatures is
limited, previously published work in this area was also used
(Howett et al., 2010; Spencer et al., 2005). Japetagraphic (as opposed to geographic for Earth) coordinates for each spectrum were
attained such that the albedo of the region could be assessed. For
temperature values where no longitude information was available,
the average albedo for the given latitude and terrain type was used,
and thus estimates provided are averages over the spectral footprint. Latitude and albedo are also inputs in our thermal model
where we modulated thermal inertia until the modeled surface
temperature agreed well with observations.
2.1.1. CIRS spectra
Cassini CIRS FP1 spectra were acquired from the Planetary Data
System (PDS) and retrieved using the Vanilla software package.
Spectra were selected and categorized by the local hour for Iapetus
and spatial coverage using the Outer Planets Unified Search (OPUS)
tool (see Fig. 1). The FP1 detector is sensitive from 17 to 300 lm,
which makes it ideal for determining nighttime temperatures on
Iapetus; however, the spatial resolution is low, and thus our estimates are averages over large areas. Data sets from the 2004,
2005, and 2007 flybys of Iapetus were used (see Table 1 and
Fig. 1). The FP1 spectra is stored in the PDS as intensity per wavenumber, and so accordingly blackbody fits from the Planck blackbody equation derived for wavenumbers were compared to the
spectra to determine surface temperatures.
2.1.2. Thermal model
In order to calculate surface and sub-surface temperatures in
the regolith column, the one-dimensional thermal diffusion equation was solved using an Euler forward finite element procedure, as
established by various authors (Palmer and Brown, 2008; Ulrich
et al., 2010), which allows for the high spatial resolution necessary
in this study. Thermal diffusion was calculated to several times the
skin depth, the bottom boundary condition is adiabatic, and the
surface boundary condition is radiative assuming an emissivity of
0.9 (Carvano et al., 2007; Kimura et al., 2011), in contrast with
the use of 1 by Howett et al. (2010) and Spencer and Denk
(2010), and the use of 0.95 by Palmer and Brown (2008), with
the incoming solar heat flux given by:

Q Sun ¼ ð1 ! ABB Þ

S0
cos f
r2

ð1Þ

where ABB is bolometric Bond albedo taken from Blackburn et al.
(2011) for a particular location, S0 is the solar flux at 1 AU, r is the
instantaneous Sun–Saturn distance in AU, and f is the solar angle
to zenith, which is dependent on the latitude and solar declination
and is given by:

2. Thermal inertia and overburden measurements

cos f ¼ sin d sin / þ cos d cos / cos x

2.1. Methods

where d is the solar declination angle, / is latitude, and x is the hour
angle (Applebaum et al., 1993). The instantaneous Sun–Iapetus
distance is very close to the Sun–Saturn distance, which is given by:

Nighttime temperatures on a slowly rotating airless body, such
as Iapetus, are a sensitive indicator of surface thermal inertia since
during this time the only heat source is the stored thermal energy
within the surface material. Daytime maximum temperatures, on
the other hand, are primarily controlled by available solar flux
since the magnitude of solar energy available during the day is
far greater than the heat stored in the sub-surface thermal reservoir and the low efficiency of the material to conduct heat away
from the surface. Thus, local noon temperatures are primarily
dependent on the sun-body distance and bolometric Bond albedo,
and for an airless slow rotator, local noon temperatures are
expected to reach blackbody temperatures. For this reason, we fo-

r¼

að1 ! e2 Þ
1 þ e cosðLperi ! Ls Þ

ð2Þ

ð3Þ

where a is Saturn’s semi-major axis, e is the eccentricity of Saturn’s
orbit, Lperi is the heliocentric longitude at perihelion, and Ls is the
instantaneous heliocentric longitude. As in past thermal analyses,
we assumed Iapetus has Saturn’s orbital parameters (Kimura
et al., 2011; Palmer and Brown, 2008; Spencer et al., 1989). Orbital
and rotational parameters are attained from Lang (1992).
As suggested by Palmer and Brown (2008), overburden thermal
properties may be derived from Iapetus’ surface thermal inertia,
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Fig. 1. Cassini CIRS FP1 spectral coverage used in this study; coverage images were produced via the Outer Planets Unified Search (OPUS) tool. Observation Names (see Table 1
for more information): (A) CIRS_00CIA_COMPE001_VIMS, (B) CIRS_018IA_FP1FAZ0P5144_PRIME, (C) CIRS_049IA_FP1FP3SCN001_PRIME, (D) CIRS_049IA_GRAYNORTH001_ISS, (E) CIRS_049IA_DAYPOLRIZ001_PRIME.

Table 1
Cassini CIRS FP1 data analyzed in this study.
Observation name

Material
type

Observation time

Subspacecraft latitude
range

Subspacecraft longitude
range

CIRS_00CIA_COMPE001_VIMS

Light

66.7–67.3

343–356

555

Light

2004-12-31
UTC
2005-11-14
UTC
2007-09-09
UTC
2007-09-10
UTC
2007-09-11
UTC

22:30:42–23:59:44

CIRS_018IA_FP1FAZ0P5144_PRIME

05:03:04–05:55:50

35.1–35.3

329–330

659

CIRS_049IA_FP1FP3SCN001_PRIME

Dark

CIRS_049IA_GRAYNORTH001_ISS

Dark

CIRS_049IA_DAYPOLRIZ001_PRIME

Light

09:50:45–11:50:01

10.8

60.7–61.2

04:20:16–05:25:57

10.7

65.4–65.8

00:40:16–02:19:58

$10.8

247–248

which we calculated, and thermal diffusivity, which is borrowed
from the Galilean satellites (Brown and Matson, 1987). The use
of Galilean satellite properties is founded on radar and thermal
similarities (Carvano et al., 2007; Howett et al., 2010; Ostro et al.,
2006). This technique is used across the surface of Iapetus for
our general thermal model to calculate overburden thermal properties. The skin depth of the dark overburden, which is given by:

d¼

rffiffiffiffiffiffiffi
P
D

p

ð4Þ

where D is thermal diffusivity, and P is the period of the temperature cycle, is thus 1.4 m when P is a Saturnian year and 0.12 m when
P is an Iapetian day.
For our finite difference code, we modeled to a depth of 3 m
using 750 elements resulting in an element thickness of 0.4 cm.
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Number of spectra in
set

1456
801
1225

As a result, the annual and diurnal skin depths are well resolved
with 350 elements and 30 elements, respectively. The code was
run for several Iapetian years, which is assumed equivalent to a
Saturnian year, and was considered converged when the temperature with depth profile for two separate consecutive runs at the
vernal equinox (Ls = 0) are <1 K different. Since the maximum
depth considered is well below the annual skin depth, the deepest
temperature should be approximately the average annual surface
temperature; hence, to accelerate the convergence process, at the
end of each cycle the deepest temperature was compared to the
average annual surface temperature, and this difference was taken
from the entire thermal profile. This new profile was then used as
the initial temperature profile for the succeeding run. Temperature
results from the code were compared with and without the application of this acceleration technique and negligible differences
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Table 2
Model parameters and constants.
Constant

Value

Reference

Iapetus’ rotation period
Orbital period around Sun
Iapetus’ inclination
Saturn’s semi-major axis
Saturn’s eccentricity
Emissivity
Solar constant at 1 AU
Surface thermal diffusivity
Heliocentric longitude at perihelion
Finite element thickness
Model time step

79.33 days
29.4577 years
14.7!
9.54 AU
0.056
0.9
1371 W/m2
6.61 " 10–9 m2 s!1
281
0.4 cm
900–3600 s

Lang (1992)
Lang (1992)
Lang (1992)
Lang (1992)
Lang (1992)
Kimura et al. (2011)
Applebaum et al. (1993)
Brown and Matson (1987)
Tokano (2005)
–
–

were found (<0.01%). All constants and parameters used within the
code are found in Table 2.
2.1.3. Estimating surface thermal inertia
To estimate surface thermal inertia, we modeled the vertical
construct of the Iapetian regolith as a homogeneous column whose
thermal properties, as described above, are found by using the
thermal diffusivity of the Galilean satellites and thermal inertia,
which here is a variable. CIRS temperature data were compared
to modeled temperatures for the same observed dates, times, and
Japetagraphic locations. Thermal inertia was manually varied at
small increments of 0.25 J m!2 K!1 s!1/2 until the modeled temperatures were <1 K different from the data. For accuracy, the variation was continued beyond what was considered the first best
temperature replication.
2.1.4. Approximating dark material thickness
Since both radar and visual evidence suggests there exists water
ice underlying the porous dark material, then it is possible to
approximate the thickness of the overlying dark material via
implementation of our thermal model and CIRS temperature data.
The methodology herein follows closely that of Bandfield (2007).
This martian analysis provided estimates of ice table depth by considering a column of regolith above ice. In the study, the surface
proximity of ice was varied until the observed seasonal temperature response was well replicated. Since the column conditions
are similar (low thermal inertia regolith above high thermal inertia
ice (Kimura et al., 2011), this methodology can be used for Iapetus
in order to estimate the dark material thickness. However, for the
purposes of this study, we stipulate that a full seasonal temperature analysis is not required. For an airless slow rotator such as
Iapetus, which reaches thermal equilibrium with the ambient solar
flux during local noon, it is expected that the inertial response of
the regolith will be apparent on a diurnal scale. Thus, we utilized
midnight and local dawn temperatures as in Section 2.1.3. The
use of these temperatures for accuracy, though, limits the available
data set and has constrained our values to a bolometric Bond albedo range of 0.0176–0.0363.
To approximate overburden thickness, we assumed a column of
homogeneous dark material overlying ice. This, though, may not
be the case due to diffusion of water molecules through the porous
overburden. Also, if impact gardening is indeed an efficient means
by which to mix the overburden (Spencer, 1987; Spencer and Denk,
2010), a mixture of both regolith and ice is expected though thermal
modeling suggests that the dark terrain is covered with a low thermal inertia material (Kimura et al., 2011). Since there currently does
not exist data to allow for the development of a proper representation of the ice with depth profile, we assumed a two-layer construct.
This assumption is supported by radar studies that find a radar

transparent material below a measurable overburden (Ostro et al.,
2006) and bright ejecta craters (Denk et al., 2010). The thermal
inertia of the overlying dark material is assumed to be
9.5 J m!2 K!1 s!1/2, which is the average value between the lowest
inferred thermal inertia value in this study and that of Spencer and
Denk (2010) and satisfies the upper limit constraint found by Neugebauer et al. (2005). Since the measurements by Neugebauer
et al. (2005) were eclipse measurements, it sampled only the top
0.44 mm and thus well sampled the dark overburden. The thermal
properties of ice, however, are a more complicated issue. Past studies have assumed particulate water ice having a thermal conductivity of 0.001 W m!1 K!1 and a heat capacity of 1000 J kg!1 K!1
(Brown and Matson, 1987). At average Iapetian temperatures and
near vacuum conditions, the expected ice phase is amorphous or
damaged crystalline state ice, and there are few experimental analyses of the thermal properties of this ice phase at extreme low temperatures (Baragiola, 2003). For heat capacity, we used the values
provided by Giauque and Stout (1936). At 80 K, which is approximately the average surface temperature over the dark terrain, the
heat capacity (Cp) of amorphous water ice is 713 J kg!1 K!1. The thermal conductivity of porous ice at low temperatures and low pressures has been shown to be dominated by solid-state matrix
conduction (Seiferlin et al., 1996; Steiner and Kömle, 1991); therefore, the effects of pore-filling water molecules can be ignored. For
fine-grained ice with a porosity (/) of 0.33, the thermal conductivity
at low temperatures was found to be near 0.005 W m!1 K!1 (Seiferlin et al., 1996). Since their study used a porosity of 0.33, we used a
volumetric heat capacity of 438.1 kJ m!3 K!1 (i.e. (1 ! /)qiceCp,
where qice is the density of compact ice). As a result, the thermal
inertia
of
the
underlying
amorphous
water
ice
is
46.8 J m!2 K!1 s!1/2, nearly 1.5 times higher than the thermal inertia
of particulate water ice assumed by Brown and Matson (1987). For
completeness, though, we also studied the case where the underlying ice is particulate water ice with thermal inertia of
30 J m!2 K!1 s!1/2 as suggested by Brown and Matson (1987).
In order to approximate overburden thickness, we varied surface ice proximity in small incremental steps of 0.4 cm in our thermal model until we well replicated surface temperature data
attained from Cassini CIRS as was done when approximating surface thermal inertia. Before conducting this study, though, an analysis of the effects of surface ice proximity on the seasonal average
maximum and minimum temperatures was performed in order to
quantify the effects of surface ice proximity on local temperatures.
In this study, overburden thickness was increased from 0.08 m to
3 m in small incremental steps (1.2–5.2 cm) since the effect of
ice on surface temperatures are expected to be dramatic when
the ice is within a few skin depths from the surface. At depths
greater than the annual skin depth, incremental steps were larger
at about 1 m until the maximum depth studied was achieved.
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2.2. Results
2.2.1. Thermal inertia
The thermal inertia of the dark material found within this study
ranges from 11 to 14.8 J m!2 K!1 s!1/2 and that of the light
material ranges from 15 to 25 J m!2 K!1 s!1/2. The study by Howett
et al. (2010) found a larger range for the dark material of
6–21 J m!2 K!1 s!1/2 and for light material of 12–33 J m!2 K!1 s!1/2.
Excluding their smallest value for the dark material, our values
deviated on average by 25%; however, the bolometric Bond albedo
used for both Iapetian material types in their study was higher
(0.05 for dark and 0.31 for light). Even though the average bolometric Bond albedo of the leading hemisphere is indeed 0.056,
the hemisphere has an albedo range of 0.36–0.015, and the vast
majority of Cassini Regio has an albedo of 0.015 (Blackburn
et al., 2011) causing a deviation between the modeled absorbed

Fig. 2. Effect of surface ice proximity on the (A) average maximum surface
temperature (hTmaxi) normalized with respect to the average maximum surface
!D
E"
temperature without the effects of ice
T 0max
and (B) average minimum surface
temperature (hTmini) normalized with respect to the average minimum surface
!D
E"
T 0min .

temperature without the effects of ice
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sunlight of "4%. The average bolometric Bond albedo of the
trailing hemisphere, which is mostly comprised of light material
and has a much smaller albedo range, is 0.250 (Blackburn et al.,
2011), while the bolometric Bond albedo used by Howett et al.
(2010) in their calculations was 0.31 causing a deviation in the
modeled absorbed sunlight of "8%. Since the bolometric Bond albedo used in thermal inertia calculations in past studies was much
higher due to the lack of necessary phase angle coverage and spatial resolution (Blackburn et al., 2010), a greater amount of thermal
energy was reflected, and models would predict higher thermal
inertia values in order to replicate CIRS temperature data. Values
below 10 J m!2 K!1 s!1/2 may occur from the assumption of a single albedo value across the surface. In assuming a single albedo value for the dark terrain, areas that are much lighter than a
bolometric Bond albedo of 0.05 would be modeled as a lower thermal inertia. Another source for deviation between our values is the

Fig. 3. Effect of surface ice proximity on average annual temperature amplitude
(hTAi). Temperature amplitude is normalized with respect to the average
!D E"
annual temperature amplitude without the effects of ice
T 0A
where the
underlying ice has a thermal inertia of (A) 46.8 J m!2 K!1 s!1/2 and (B)
30 J m!2 K!1 s!1/2.
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assumed emissivity. Howett et al. (2010) assumed a value of unity
while a value of 0.9 was assumed here, as was used by Kimura
et al. (2011); however, this would only cause a deviation between
the modeled temperatures of 2.7% and thus would not create large
differences between our thermal inertia values.
Sources of error for our thermal inertia calculations include differences in inferred temperatures from spectra, past published
temperatures, albedo values, and our chosen computational technique. The maximum error given for the albedo values was !10%
(Blackburn et al., 2011). Since the inferred temperatures rely on
the peak of the blackbody spectrum and the entire spectral set
was compared to the theoretical blackbody curves to ensure only
non-noise spectra were considered, then it can be safely assumed
that the remaining error would be instrumental, which was on
the order of !1% (Flasar et al., 2004). Including these two sources
of error, the error of our thermal inertia estimates are at maximum
±1.5 J m"2 K"1 s"1/2 range.
2.2.2. Estimates of dark material thickness
Our study on the effects of surface ice proximity on the seasonal
maximum and minimum temperatures showed that the minimum
temperature is certainly strongly controlled by the apparent surface
thermal inertia while it has negligible effects on the maximum
temperature of Iapetus as can be seen in Fig. 2. On a slow rotator,
such as Iapetus, maximum temperatures are primarily dependent
on Sun–Saturn distance and bolometric Bond albedo as the body
reaches local equilibrium with the available solar heat flux. The
effects of surface ice proximity on high temperatures are thus
expected to be minimal. We plotted the normalized average annual
temperature amplitude, which is an indicator of surface thermal
inertia, in Fig. 3. Results showed a general trend whereby the
amplitude increases with increasing dark material thickness. As
overburden thickness increases, the maximum temperature at the
regolith–ice interface decreases, and thus the thermal energy stored
within the ice for later release is decreased, reducing its effects on
the minimum surface temperature. This effect is demonstrated in
Fig. 2 where the average minimum temperature decreases with
decreasing surface ice proximity. Ice control of surface temperatures
is expected to dampen with increasing overburden until the
composite annual skin depth is reached (the skin depth of the two
layered column). However, a deviation from this case is seen to occur
between 20 and 30 cm of dark material thickness. At this depth,
there exists an inflection in the temperature with depth profile at
midnight as the maximum temperature wave from local noon,
which itself dampens as it travels, traverses through the material

(Fig. 4). When the ice is within this range, it is yet again in contact
with relatively high temperatures in time to affect the minimum
surface temperature, which occurs at local dawn. The expected relationship for a small range of depths is reversed. This phenomenon,
though, produces a function that is not one-to-one (i.e. not unique)
since two separate depths could be inferred for a given temperature
amplitude. Depths above 20 cm, though, were not directly inferred
within this study. In general, for both our studied cases, surface ice
proximity no longer affects surface temperatures when overburden
thickness is >40 cm.
Via implementation of our thermal model as described in Section
2.1.4, for the studied bolometric Bond albedo range of 0.0176–
0.0363 the thickness of the dark material for case 1, where the
underlying ice has a thermal inertia of 46.8 J m"2 K"1 s"1/2, varies
between 9.2 cm and 14 cm and for the second case, where the
underlying ice has a thermal inertia of 30 J m"2 K"1 s"1/2, varies between 8 cm and 13.2 cm. Since our thermal inertia error is within
±1.5 J m"2 K"1 s"1/2, the error for our overburden thickness estimates was found by replicating surface temperatures for an overlying material with thermal inertia of 8 and 11 J m"2 K"1 s"1/2. Using
this method, we found our estimates for the first case to have an error of "1.5 cm and +2 cm, which we rounded to ±2 cm, and for the
second case to have an error of "1 cm and +2 cm. The asymmetric
error margin is due to the non-linear effects of thermal inertia on
surface temperatures. Including error, the thickness range for our
studied albedos is 7–16 cm with an average of 10.7 and 9.8 cm for
the first and second cases respectively, which corresponds well with
the turn-over layer depth inferred by Kimura et al. (2011).

2.2.2.1. Statistical analysis and model of thickness values. Since both
exogenic and endogenic synthesis hypotheses for the albedo
dichotomy expect dark material thickness variation across the surface, an analysis of our values was carried out, and the Least
Squares Fit (LSF) model was chosen as its mean squared error
was 1.34 and 1.67 cm for the first and second cases. We also observed the case where a horizontal line about the average can
approximate the thickness values (i.e. a linear correlation does
not exist); however, the mean squared error for this fit for the first
case was 2.43 cm and for the second case was 2.6 cm. A v2 analysis
was also conducted to further compare both models. The v2 values
for the LSF model were 0.93 and 1.26 for the first and second case
while the v2 values for the horizontal line about the mean model
were 1.82 and 2.13 respectively, which is nearly twice as much
as that of the LSF model.

Fig. 4. Temperature with depth profile at the equator for a bolometric Bond albedo of 0.015. The various black curves from left to right are the profiles at local 6 am, 9 am, and
noon while the light blue curve was taken at midnight. Notice that the maximum point in the thermal wave at midnight occurs between 0.2 and 0.3 m. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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Two student t-tests were conducted to assess the statistical significance of the LSF model to a 90% confidence interval: (1) a model
utility test and (2) a linear correlation test. Both t-tests were
one-tailed as the possibility of a positive correlation between
bolometric Bond albedo and overburden thickness would be counterintuitive (i.e. a thicker overburden would correspond to higher
albedos). For the first case, the hypothesis that the slope of the
LSF model is zero and not less than zero can be ruled out. In fact,
the true slope lies between !0.21 m and !3.15 m, demonstrating
that a negative correlation may exist between bolometric Bond
albedo and overburden thickness. Also, the hypothesis that
bolometric Bond albedo contributes no information to the
prediction of overburden thickness can be ruled out. Indeed, the
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LSF model can explain at least 45% of the variation within the measured values and has a Pearson correlation coefficient of !0.67. For
the second case, where particulate water ice underlies the dark
overburden, the model utility test shows that a slope of zero can
be ruled out as the true slope lies between !0.03 m and
!3.07 m. The hypotheses that bolometric Bond albedo contributes
no information to the prediction of overburden thickness can also
be ruled out. The LSF model for the second case can explain at least
36% of the variation within the measured values and has a Pearson
correlation coefficient of !0.6.
For both of the studied cases, the t-tests and a comparison of the
mean squared error and the v2 values show that the LSF model
predicts well the overburden thickness and, as first hypothesized
by Spencer (1987) and later used in simulating the effects of thermal migration on Iapetus (Spencer and Denk, 2010; Kimura et al.,
2011), a linear trend may exist between albedo and dark material
thickness. The linear correlation test for both cases also showed
that bolometric Bond albedo, at least currently, contributes information to the prediction of overburden thickness. We point out,
though, that these tests can only show that a linear trend may currently exist, which does not prove causality (e.g. a change in dark
material thickness causes a change in albedo). In fact, if a causal
relationship exists, there still should be a point where further addition of dark material will not have an effect on albedo. However, as
stated by Spencer (1987), of importance to albedo change is the
transition between an ice rich overburden and an ice-free overburden. The significance of the LSF as a model for bolometric Bond albedo and overburden thickness falters, though, when considering
the large error margin of the thickness measurements ("20%);
however, most of the error bars fall within the prediction limits
of the LSF model as can be seen in Fig. 5 where the measured overburden thickness values are plotted along with the LSF model. The
figure also plots the confidence limits for the model’s ability to
estimate the mean value and its prediction limits.
The LSF model predicts an overburden thickness of 14 cm for
the lowest albedo in Cassini Regio (0.015). This value falls within
the expected ranges (Black et al., 2004; Denk et al., 2010; Ostro
et al., 2006; Tosi et al., 2010), yet it falls short of the suggested exogenic modeled value of 20 cm or more (Verbiscer et al., 2009).
Although the LSF model was shown to be a good fit to the measured values over the studied bolometric Bond albedo range, estimation of thickness values outside of this range may lead to errors
much larger than expected and thus the true overburden thickness
within the darkest region may indeed be much larger than 14 cm.
In general, though, our values are consistent with the lower bounds
provided by mass wasting observations, which suggest dark material thickness is greater than the millimeter scale, and radar observations, which suggest thickness on the order of decimeters (Black
et al., 2004; Tosi et al., 2010).

3. Global thermal inertia and temperature maps
3.1. Methods

Fig. 5. Modeled estimates of the dark material thickness with respect to bolometric
Bond albedo for underlying ice thermal inertia of (A) 46.8 J m!2 K!1 s!1/2 and (A)
30 J m!2 K!1 s!1/2. Modeled values are in circle markers with the least squares fit
model in a solid line. The dotted lines represents the confidence limits for the LSF
model to estimate the mean value of the overburden thickness while the dashed
line shows the LSF model’s prediction limits for an overburden thickness value
given the bolometric Bond albedo.
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It has been suggested that there may exist a negative correlation between albedo and overburden thickness (Spencer, 1987;
Spencer and Denk, 2010). Our overburden thickness results show
that the variation in our measured thicknesses can be well modeled by a least squares fit model having a negative slope. It has
been shown by Mellon et al. (2004) that surface ice proximity
greatly influences surface temperatures and thus surface thermal
inertia. Since our measurements suggest there exists a correlation
between bolometric Bond albedo and overburden thickness, then
there also exists a linear trend between bolometric Bond albedo
and surface ice proximity. We thus propose that albedo can be
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used to scale thermal inertia across the surface of Iapetus.
Although these properties are on different scales, albedo being in
the micrometer scale and thermal inertia in the decimeter scale,
the thickness values here suggest an association currently on Iapetus, but due to the different scales most probably not a causal relationship. It thus may be possible to approximate the global thermal
inertia distribution using the improved bolometric Bond albedo
map of Iapetus (Blackburn et al., 2011) as an input in order to refine future thermal models. Past models have assumed a single
thermal inertia value per Iapetian terrain type; however, variation
across the surface is expected.
In order to test this hypothesis, a scaling function with a bolometric bond albedo dependent weight function was developed. It
is important to point out that the mathematical framework here
is constructed independent of our previous thickness results.
Assuming, for simplicity, that the surface thermal inertia for a given point is given by a weighted average of the maximum and
minimum inferred thermal inertias, the following equation can
be developed:

CT ¼

qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 C2D þ ð1 $ aÞ2 C2L þ að1 $ aÞCD CL U

ð5Þ

where CT is the total surface thermal inertia, CD is the minimum
thermal inertia representative of the dark material, CL is the maximum thermal inertia representative of the light material, a is the albedo dependent weight function given by:

a¼1$

"
#c
ABB $ AD
AL $ AD

Fig. 6. Scaling factor (c as a function of bolometric Bond albedo). For every studied
site, the scaling factor was found (green markers), and a best-fit line of an
exponential form was used to model the function (black line). (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

ð6Þ

where AD and AL are the minimum and maximum albedos respectively, and c is a scaling factor representative of the effect of the
non-constant scaling of albedo on thermal inertia and the effects
of other environmental factors. Finally, U holds the thermal diffusivity dependency and is given by:

U¼

sffiffiffiffiffiffi sffiffiffiffiffiffi
DD
DL
þ
DL
DD

ð7Þ

where DD is the thermal diffusivity of the dark material and DL is the
thermal diffusivity of the light material. As before, we assumed the
thermal diffusivity of the Galilean satellites for the dark material
and used the diffusivity of particulate water ice for the light terrain
(Brown and Matson, 1987) such that U = 2.87. Owing to our limited
spectral data set, when selecting a lower bound thermal inertia value for development of the global thermal inertia map, we consider
the average value between our lowest inferred thermal inertia value
and that of Spencer and Denk (2010). Thus, a value of
9.5 J m$2 K$1 s$1/2 was used for CD. This procedure was also used
for the light material where a value of 30 J m$2 K$1 s$1/2 was used
for CL, which corresponds well with the typical light material thermal inertia value (Spencer et al., 2005).
In order to produce a purely bolometric Bond albedo dependent
function, we solved the above equation set for c and calculated its
value for each thermal inertia derived from surface temperature.
These values were plotted against albedo, and a best-fit function
was developed to the observed relationship as illustrated in
Fig. 6. The final thermal inertia scaling function was compared to
our modeled thermal inertia values in Fig. 7. The bolometric Bond
albedo values for which thermal inertia was calculated fall in sets
within the distinct zones of either light or dark material. As it was
shown by Blackburn et al. (2011), high resolution images of Iapetus
show that albedo values in the range of 0.05–0.2 are primarily spatial averages of light and dark materials.
The mean squared error for our scaling function with respect
to the thermal inertia values found in Section 2.2.1 is
2.03 m$2 K$1 s$1/2 with a maximum squared error of

Fig. 7. Surface thermal inertia as a function of bolometric Bond albedo as modeled
by Eqs. (5) and (6). The fit shows a statistically significant correlation with a mean
square error of the regression of ±1.5 m$2 K$1 s$1/2 with a confidence interval of
95%.

19.1 m$2 K$1 s$1/2 and a minimum of 0 m$2 K$1 s$1/2 and a v2 value
of 2.05, indicating a high degree of precision for our final thermal
inertia scaling function within a confidence interval of 90%. Even
though a causal relationship between bolometric Bond albedo and
surface thermal inertia is not expected, the scaling function was
found to be a good model for the variation of thermal inertia on Iapetus. Since the equation set was developed as a function of bolometric
Bond albedo, a global thermal inertia map can now be developed by
using the bolometric Bond albedo values of Blackburn et al. (2011) as
inputs. This map can be used as a first order approximation of the
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Fig. 8. Global thermal inertia map of Iapetus created using our bolometric Bond albedo dependent surface thermal inertia scaling function. The color scale bar is in
J m#2 K#1 s#1/2. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

global thermal inertia variation on Iapetus when constructing global
thermal models and will provide higher accuracy with respect to
assuming a singular thermal inertia value per terrain type. Large errors, though, may arise when using this model to approximate thermal inertia outside of the studied bolometric Bond albedo range and
as such should be considered a first order approximation for those
values.
3.2. Results
Our global thermal inertia map (Fig. 8) demonstrated some artifacts such as remaining mosaic seams that arise from the projection techniques used by Blackburn et al. (2011) in the production
of their bolometric Bond albedo map. Even though their map accounted for phase angle, incidence and emission angles of the camera images from the Cassini and Voyager missions in their
photometric function, and surface phase functions, drastic changes
in local topography were not completely accounted for, causing
crater rims to appear brighter in our thermal inertia map. Interestingly, the highest thermal inertia is not located at the pole, but
rather offset from it. This, though, is also the region of highest bolometric Bond albedo (Blackburn et al., 2011; Squyres et al., 1984).
3.2.1. Temperature maps
With both a bolometric Bond albedo and surface thermal inertia
map of Iapetus, we applied our thermal model on a global scale to
produce maximum, minimum, and average annual temperature
maps in order to study volatile stability. The maps are shown in
Fig. 9 and were produced by applying the bolometric Bond albedo
and thermal inertia maps to our thermal model, which runs for an
Iapetian year while saving the maximum, minimum, and average
annual temperatures for every mapped point. The effects of thermal inertia are readily apparent in the minimum temperature
map with minor latitudinal effects between the poles. This is specifically apparent in Cassini Regio, where the minimum annual
temperature is far colder than the surrounding light terrain. As
hypothesized, it is in the maximum temperature calculations that
the latitudinal, and thus incident heat flux, effects are noticeable
since for a slow rotator near equilibrium is reached with incident
heat at local noon. The equilibrium temperature (Teq) of a body exposed to a direct solar beam is given by:

Teq ¼

!
"1
S0 ð1 # Abb Þ 4
err2

ð8Þ

For emissivity values of 0.9, bolometric Bond albedo of 0.015,
and at the semi-major axis distance, the equilibrium surface
temperature is 130.6 K, which agrees well with the temperature
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found during midday within the dark terrain (Kimura et al.,
2011; Spencer and Denk, 2010). Accounting for conduction
through the regolith, our model predicts a maximum surface temperature at local noon of 130 K. As can be noted in Fig. 9B, the maximum annual temperature found on Iapetus is shifted to the south.
Saturn, and thus Iapetus, reaches perihelion at Ls = 281 (Tokano,
2005), which is during southern summer, and thus the south will
experience warmer temperatures, specifically around what on
Earth is considered the Tropic of Capricorn, which is located on
Iapetus at #14.7! latitude since we considered such an inclination.
Due to high temperatures dictated by Sun–Saturn distance and low
temperatures controlled by surface thermal inertia, the dark terrain at the edges of Cassini Regio has for the most part higher average annual temperatures with respect to those found within the
lower albedo region.

4. Discussion
Iapetus’ highest thermal inertia value is only half of that found
for the Galilean satellite system, which has thermal inertias in general near 70 J m#2 K#1 s#1/2 (Howett et al., 2010). Such low thermal
inertias imply highly porous materials. Indeed, studies probing the
material porosity of the Kronian system have found that in general
they fall between 48% and 70% (Verbiscer et al., 2005) and may
even be greater than 95% (Carvano et al., 2007). However, these
porosity values are consistent with those of the Galilean satellites
(Carvano et al., 2007), suggesting porosity may not be the primary
factor differentiating the material properties. Indeed, if we assume
for simplicity that Iapetus’ light material and the icy Galilean surfaces have similar material properties, a difference is still expected
owing to thermal inertia’s temperature dependence, which arises
from the temperature dependence of thermal conductivity and
heat capacity. The phase in which the ice exists on these surfaces
is also expected to be different since surface thermal history is
an important factor in determining the ice phase (Baragiola, 2003).
Our analysis of the surface thermal inertia of Iapetus showed
the terrain types are more distinct than previously thought. Since
the thermal inertia values including the error margins found
for the dark terrain range between 9.5 and 16.3 J m#2 K#1 s#1/2
and for the light terrain range between 13.5 and
26.5 J m#2 K#1 s#1/2, then the terrain types overlap by
2.8 J m#2 K#1 s#1/2, while the study conducted by Howett et al.
(2010) showed a larger overlap in thermal inertia values between
the terrains of 9 J m#2 K#1 s#1/2. Distinct terrain types are
supported by the finding that bolometric Bond albedo does not
gradually increase with distance from the apex of motion, but
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Fig. 9. Average (A), maximum (B), and minimum (C) annual temperatures in Kelvin on Iapetus for every known bolometric Bond albedo and inferred thermal inertia point.
Values are found by inputting the Iapetian bolometric Bond albedo and thermal inertia maps into our thermal model and saving the maximum, minimum, and mean annual
temperatures.

rather the boundary between the terrain types is sudden
(Blackburn et al., 2011; Denk et al., 2010).
The albedo-overburden thickness LSF model predicts the dark
material of the lowest albedo terrain to lie between 10 and
14 cm. Under Verbiscer et al.’s (2009) assumptions, the projected
overburden thickness on the leading side of Iapetus is 20 cm and
perhaps more owing to a higher availability of collisional material
in the past. A larger data set for the dark material may indeed demonstrate thicker overburden values, but a thinner blanket may
indicate that material deliverance was closer to minimal conditions. Owing to the large footprint of the FP1 instrument, our values are an average over a large area; thus, there could exist parts of
Iapetus with dark material thicknesses near Verbiscer et al.’s
(2009) projected value. The discrepancy may also lie in our
assumption of pure water ice. Past studies have indicated that

the icy material below the dark overburden is contaminated, most
probably with ammonia (Black et al., 2004; Ostro et al., 2006).
Our assumption of a two layered construct may yet be another
source for discrepancy. It is expected if impact gardening is an
efficient means of recycling surface material that a mixed overburden should exist (Spencer and Denk, 2010). However, since the values found in this study agree well with those of visual and radar
measurements, which had found the overburden thickness to be
on the order of decimeters and less than a meter (Black et al.,
2004; Denk et al., 2010; Ostro et al., 2006; Tosi et al., 2010), our
measurements suggest that the dark material overburden currently is nearly ice free and that our assumption of a layered construct where dark material overlaid ice may well approximate the
Iapetian surface environment. This may suggest three possibilities:
(1) Impact gardening has not been an efficient mixing process in
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recent history. (2) Water within the overburden pore space has had
sufficient time to sublimate leaving a much cleaner dark material.
(3) Exogenic deposition is an efficient and active process creating
an ice free overburden or a combination of these cases.
Although a clear link between overburden thickness and thermal inertia is known due to the effect of ice proximity (Mellon
et al., 2004), this study merely shows a statistically significant correlation between albedo and overburden thickness, which does not
imply causation on its own. Since both student t-tests showed that
bolometric Bond albedo contributes information to the prediction
of overburden thickness, an albedo dependent thermal inertia
scaling function was developed that can be used to produce an
estimate for thermal inertia variation across the surface. The equation set produced was found to be statistically significant even
though albedo and surface thermal inertia are on different depth
scales on first examination (micrometer versus decimeter).
However, a possible cause for this correlation, at least in the dark
terrain, may be due to high porosities up to 95% (Carvano et al.,
2007) that allow exposure and detection of water ice impurities
within the overburden column in the near surface by the VIMS
instrument. The combination of high porosities and subsurface
water impurities within the dark terrains may thus narrow the
difference in scales; this framework is supported by the spectral
results from VIMS whereby water absorption features disappear
further into the dark terrains (Hendrix and Hansen, 2008). The differences in albedo within Cassini Regio are small (0.015–0.05), and
even extremely small impurities of water ice of less than 2% can
account for this small albedo increase approaching the border of
the dark terrains. Thus, the darkest terrains may have less water
ice impurities within the overburden, and both origin theories,
whether thermal migration-controlled or more exogenic deposition-driven with small amounts of impact gardening, support this
type of model whereby areas with a thicker overburden will have
less water ice impurities and hence lower albedos.

4.1. Volatile stability
Buratti et al. (2005a) suggest the residence time for CO2 at 90 K
is only a few seconds; therefore, CO2 instability zones may be
approximated. It is found here by observing maximum temperatures that this zone lies between !80! and +80! latitude. Within
this zone, which covers most of Iapetus, CO2 would ballistically travel around Iapetus until reaching a cold trap (Palmer and Brown,
2008). CO2 sublimation has been predicted to be negligible below
70 K (Palmer and Brown, 2008). At the studied inclination
(14.7!), the maximum annual polar temperatures lie near 80 K.
Thus there does not exist a zone where CO2 is permanently stable
year round; however, these maximum temperatures exist for a
fraction of the Iapetian year and so there will exist times when
CO2 is stable on the surface.

5. Conclusions
With the improved bolometric Bond albedo map of Iapetus
(Blackburn et al., 2011) and CIRS temperature data, thermal inertia
was reanalyzed across the surface of Iapetus. It was found that the
light and dark terrains have distinctive thermal properties whereby the dark material can be characterized with a thermal inertia
range of 11–14.8 J m!2 K!1 s!1/2 while the light material is characterized by a range of 15–25 J m!2 K!1 s!1/2. This distinctive nature
is supported by the bolometric Bond albedo values, which demonstrate that there does not exist a gradual increase in albedo, but
rather that it is a sudden and drastic change at the boundaries of
Cassini Regio (Blackburn et al., 2011; Denk et al., 2010).
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Assuming below the dark material overburden there exists
water ice, which is supported by radar data (Ostro et al., 2006),
we were able to provide estimates on the thickness of the dark
material. It was found that overburden thickness varies between
7 cm and 16 cm for an albedo range of 0.017–0.036. Our values fall
within the expected range and provide support for both radar and
visual findings. Our maximum value, though, is thinner than what
was expected by Verbiscer et al. (2009). This may be due to our
assumptions and model construct as pointed out previously (e.g.
two-layered construct); however, it may point to Iapetus receiving
less exogenic material than expected.
Since water ice and CO2 are expected to be both on the surface
and below the overburden, then to fully study volatile stability on
Iapetus the mechanics of mass transfer through an overburden
should be taken into account. In this case, energy loss via intermolecular and pore wall interactions are expected to be significant
and thus will provide slower mass loss rates, which may present
important constraints on previous models. We leave an in-depth
stability analysis of these important Iapetian volatiles for a later
study.
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