Abstract. An expansion graph of a directed weighted graph G 0 is obtained from G 0 by replacing some edges by disjoint chains. The adjacency matrix of an expansion graph is a partial linearization of a matrix polynomial with nonnegative coefficients. The spectral radii for different expansion graphs of G 0 and correspondingly the spectral radii of matrix polynomials with nonnegative coefficients, which sum up to a fixed matrix, are compared. A limiting formula is proved for the sequence of the spectral radii of a sequence of expansion graphs of G 0 when the lengths of all chains replacing some original edges tend to infinity. It is shown that for all expansion graphs of G 0 the adjacency matrices have the same level characteristic, but they can have different height characteristics as examples show.
1. Introduction. In [7] S. Friedland and H. Schneider defined the concept of expansion graph for an unweighted directed graph, which is obtained from the given graph by replacing certain edges by (exactly) one chain; they studied the effect of graph expansions on the spectrum (of the adjacency matrix) of the graph. In [6] we generalized this concept to weighted graphs by replacing certain edges of the given graph by possibly several disjoint chains of different lengths. One essential observation was that the nonzero spectrum of the adjacency matrix of an expansion graph coincides with the nonzero spectrum of a matrix polynomial with nonnegative coefficients [6, Prop. 1, Th. 6]. We used this fact to study the peripheral spectrum if the given graph is connected. In this article we consider arbitrary weighted digraphs and study especially the influence of graph expansions on the spectral radius of the adjacency matrix.
The paper contains four further sections. In the next section we give the definitions and collect results by different authors used in the later sections. In section 3 we compare the spectral radii of the adjacency matrices of different expansion graphs of a given graph or equivalently we compare the spectral radii of different matrix polynomials with constant sum of their coefficients. In section 4 we consider a sequence of expansion graphs of a given graph. We prove that the sequence of the corresponding spectral radii converges if the lengths of all chains replacing the original edges in a
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On Spectra of Expansion Graphs and Matrix Polynomials, II 159 certain subset F of the set of all original edges tend to infinity, and the graphs of the sequence coincide on the complement of F with a fixed expansion graph. In section 5 we study the connections between the reduced graph of a graph expansion and the reduced graph of the expanded graph. We show that the level characteristics (for the spectral radius) of all expansion graphs of a given graph with spectral radius one are identical, but we give examples of graph expansions of a given graph with different height characteristics (for the spectral radius).
Results on expansion graphs and matrix polynomials.
Our work relies heavily on the work of [6] , [7] and of other authors so in this section we set the notation and we describe known results on expansion graphs needed for the next sections.
Let S be a nonnegative n × n matrix and let G(S) be the directed weighted graph with adjacency matrix S, i.e., with n = {1, . . . , n},
and the edge (i, j) ∈ E(S) has weight S(i, j); therefore the "edge" (i, j) ∈ n × n \E(S) has weight zero as usual. Here S(i, j) denotes the element in the ith row and the jth column of the matrix S.
Let A 0 , . . . , A l be nonnegative n × n matrices with A 0 + . . . + A l = S. The expansion graph G(A 0 , . . . , A l ) of G(S) with respect to (A 0 , . . . , A l ) is the directed, weighted graph defined as follows. The set V (A 0 , . . . , A l ) of its vertices is given by the following procedure: For each triple (i, j, k) ∈ n × < n > ×{0, 1, . . . , l} with A k (i, j) = 0 add l − k "additional" vertices to n , labeled by The weights of the edges of G(A 0 , . . . , A l ) will be chosen so that
It follows that
The adjacency matrix A of G(A 0 , . . . , A l ) is a partial linearization of the monic matrix polynomial L of degree l + 1 given by
see [6, Th. 6] . With L we associate the rational matrix function
Friedland and H. Schneider considered in [7] the special case that all A k and S are unimodular matrices; with their terminology we have l = max{w(i, j) : (i, j) ∈ E(S)}, and for (i, j) ∈ E(S) :
The auxiliary matrix A w in [7, Def. 2.1] is identical with S L above.
As usual, the spectrum of a square matrix A is the set of its eigenvalues, and is denoted by spec(A). The spectral radius of A is the largest absolute value of its eigenvalues, and is denoted by r(A). For a monic matrix polynomial L its spectrum spec(L) is the set {z ∈ C : L(z) is singular} and its spectral radius r(L) is the largest absolute value of the elements of spec(L). If A is the adjacency matrix of a graph G we write sometimes spec(A) as spec(G) and r(A) as r(G).
In the following theorem we collect known results on expansion graphs and on spectral properties of monic matrix polynomials with nonnegative coefficients. 
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If r(S) > 0, then the reverse implications hold in both cases. Proof. Theorem 2.1 (v) and (vi) show that in the cases r(S) = 0 and r(S) = 1 there is nothing to prove.
Let r(S) > 1. Then by Theorem 2.
By Theorem 2.1 (iv) and (v) we obtain r(L) > 1. It is easy to show (see the proof of
holds. These inequalities imply
and r(L) ≤ r(S). 
and r( 
min{1, r(S)}, max{1, r(S)} ∪ {r(S)} there exists a nonnegative integer l and nonnegative square matrices
A 0 , . . . A l such that S = A 0 + . . . + A l and r(L) = t.
Proof. Let t = r(S). Then choose l = 0 and A 0 = S. If r(S) > 1 and t ∈]1, r(S)[, then choose l such that r(S)
1/(l+1) ≤ t and apply Proposition 3.2. The remaining case r(S) < 1 can be proved similarly. 
. , B m be nonnegative matrices with
and assume that
hold. Then
, and 
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Let z = 0. Then
The proof of the second implication is similar. Remark 3.6. In the case of [7] it follows easily that the set of the inequalities (3.3) is equivalent to w ≤ w , where w induces the expansion graph G(A 0 , . . . , A l ) and w induces the expansion graph G(B 0 , . . . B m ) of G(S), respectively. Therefore the theorem above generalizes [7, Th. 3.6] .
From the theorem above we obtain the following extension of Proposition 3.1.
where p and q are integers with
Proof. Apply the theorem first toM = L andL, whereL(z) = z l+1 − z l−q S and secondly to L and M , where
is equivalent to: For all (i, j) ∈ E(S) the lengths of all paths from i to j in the expansion graph G(A 0 , . . . , A l ) are less than l − q and greater than p. Therefore the corollary generalizes [7, Cor. 3.7] .
Corollary 3.9. If S is irreducible, r(S) = 0 and at least one of the inequalities in (3) is proper, then r(L) = r(M ).
Proof. The assumptions imply r(S) > 0; for r(S) = 0 and S is irreducible imply that S is the 1 × 1 zero matrix. Then all A i and all B j are the 1 × 1 zero matrix, and we have equality in (3.3) for all k = 0, . . . , l − 1. For all t > 0 the matrices S L (t) and G(A 0 , . . . , A l )  and G(B 0 , . . . , B m ) G(A 0 , . . . , A l ) and G(B 0 , . . . , B m ) 
be expansion graphs of G(S). Let F ⊂ E(S). We say that

. , l let the nonnegative n × n matrices A h be given by
A h (i, j) = A h (i, j) if (i, j) ∈ F = E(S)\F 0 otherwise. Let G be the expansion graph G(A 0 . . . , A l ) of G(S ) where S = A 0 + . . . + A l . Then (i) r(G ) ≤ 1 implies lim m→∞ r(G m ) = 1; (ii) r(G ) ≥ 1 implies lim m→∞ r(G m ) = r(G ).≤ r(G m ) = r(L m ) ≤ r(S) for all m = 1, 2 . . . Next we show that r(G ) ≤ r(G m ) for all m = 1, 2, . . . Set L (z) = z l+1 − z l A l − . . . − A 0 . For all t > 0, all (i, j) ∈ n × n and all m = 1, 2, . . . we have S L (t)(i, j) = S L (t)(i, j) = S Lm (t)(i, j) if (i, j) ∈ F , and S L (t)(i, j) = 0 ≤ S Lm (t)(i, j) if (i, j) / ∈ F .
This implies S L (t) ≤ S
This implies lim 
Level and height characteristics for graph expansions. Let G = G(S) = (V, E) be a weighted digraph with adjacency matrix S. The reduced graph R(G) = R(S) of G(S)
is defined to be the digraph with the components of G (i.e., the maximal connected subgraphs of G) as vertices, and there is an edge from one component γ to another component δ in R(G) if there exist vertices i ∈ γ and j ∈ δ such that (i, j) ∈ E. R(G) is unweighted. Let i and j be two vertices in a graph G = (V, E). We say that i has access to j in G, if there exists a path in G starting in i and terminating in j; i.e., there exists an integer k ≥ 1 and
an expansion graph of G = G(S) = (V, E). Then the following holds:
(i) For a component Γ of G exp the following two assertions are equivalent: Let G = (V, E) be a graph and γ ⊂ V . By sG(γ, G) we denote the subgraph of G induced by γ, i.e. 
and it coincides with any component of G which has nonempty intersection with
Γ. (iii) Let γ be a component of G. Then γ ∪ {(i, j, k, p) ∈ V exp : i, j ∈ γ, 0 ≤ k ≤ l, A k (i, j) = 0, 0 < p ≤ l − k}sG(γ, G) = (γ, E(γ, G) = {(i, j) ∈ E : i, j ∈ γ}). It follows that Adj(sG(γ, G)) = Adj(G)[γ]. Proposition 5.2. Let G exp = G(A 0 , . . . , A l ) be an expansion graph of G = G(S) = ( n , E) for some n ∈ N. Let γ
1). Then sG(γ, G) = G(S[γ]), sG(Γ, G exp ) is an expansion graph of sG(γ, G) and sG(Γ, G
The proof of this proposition is straightforward. Let A be a nonnegative n × n matrix. A vertex γ of the reduced graph R(A) is called a basic vertex for A if r(A[γ]) = r(A); see [11] . Sometimes such a vertex is also called an r(A)−vertex for A; see [12] .
For the next proposition note that for a matrix polynomial L with nonnegative coefficients the reduced graph R(S L (t)) is independent of t ∈]0, ∞[; see (3.1) .
(S) and let Γ be the corresponding vertex in R(G exp ) with γ ⊂ Γ (see Proposition 5.1). Then γ is a basic vertex for S L (r) if and only if Γ is a basic vertex for Adj(G exp ).
Proof. Let γ be a basic vertex for S L (r). Then 
Here K(L, r) denotes the space 
