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Available online 7 June 2016Tidal ﬂows around headlands with recirculations have long been of environmental importance and are now
considered for tidal stream turbine deployment as ﬂow accelerates around a headland tip, interacting with the
recirculation zones, giving high kinetic energy. The 3D TELEMACmodel with hydrostatic pressure and k-ε turbu-
lencemodelling where bed shear stress is implicit (part of the boundary layer computation and not deﬁned by a
friction coefﬁcient) is compared with experimental measurements of surface velocity vectors and ﬂuid velocity
time series for rough turbulent conditions. Themagnitudes of tip velocity are predictedwith reasonable accuracy
while the velocities in the recirculation zones are only predicted approximately. The bed friction coefﬁcient
around these recirculation zones may be magniﬁed by an order of magnitude over the background level as
was previously found for island wakes. The boundary layer thickness is generally less than the water depth
and a twomixing length model with the horizontal about six times the vertical gives slightly better recirculation
zone velocity prediction but requires an estimate of boundary layer thickness. The experiment has a distorted
(exaggerated vertical) scale and relaxing this in the model while imposing non-dimensional roughness typical
of ﬁeld conditions gave results very similar to those for experimental conditions indicating that the distorted
scale physical modelling is justiﬁed for these conditions although this should not be assumed to be a general
rule. Results fromwidely used depth-averaged modelling overestimated the tip velocities markedly, particularly
for the smallest oscillation amplitude, presumably associated with the necessarily ﬁxed friction coefﬁcient and
absence of secondary ﬂow allowing artiﬁcially high velocities in the recirculation zones generating higher veloc-
ities near the tip after ﬂow reversal. This form of relatively simple 3Dmodelling thus appears useful for assessing
energy capture from tidal stream turbines around headlands.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).Keywords:
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Tidal ﬂows around headlands have been investigated for several de-
cades through ﬁeld measurements and modelling. It is well established
that large scale eddies or recirculation zones may be generated in each
oscillatory half cycle depending on bathymetry. As there is accelerated
ﬂow around a headland tip such areas are considered desirable for
tidal stream turbine deployment; this accelerated ﬂow is naturally in-
ﬂuenced by the recirculation patterns. They have been observed in the
ﬁeld by remote sensing, e.g. Pattiaratchi et al. (1986) and Davies and
Mofor (1990), and measurements have been made using acoustic
Doppler current proﬁlers (ADCPs) and drifters, e.g. Geyer and Signell
(1990), Geyer (1993), Bastos et al. (2004), Berthot and Pattiaratchi. This is an open access article under(2006a); McCabe and MacCready (2006). The optimum placement of
sewage and waste water outfalls is determined by these recirculation
patterns, e.g. Falconer (1993), and heavy metals and biological organ-
isms may be trapped, e.g. Hamner and Hauri (1981).
These large scale eddies are dependent on bathymetry and non-
dimensional parameters: Reynolds number based on bed friction coefﬁ-
cient, frequency parameter, and the Rossby and Ekman numbers due to
Coriolis, e.g. Pattiaratchi et al. (1986), Signell and Geyer (1991). This
Reynolds number is the inverse of stability parameter sometimes used
for islands and the frequency number is related to the Keulegan
Carpenter number, both deﬁned later. These large scale eddies contain
secondary currents normal to the depth-averaged streamlines in the
direction of the headland near the bed and away from the headland
near the surface. They are determined by the ﬂow curvature, stratiﬁca-
tion and Coriolis effects and can cause upwelling, e.g. Geyer (1993),
Alaee et al. (2004). It has also been inferred from modelling that bedthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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headland tip which have also been studied extensively, e.g. Pingree
and Maddock (1979), Bastos et al. (2004), Berthot and Pattiaratchi
(2006a, 2006b), Neill and Scourse (2009), although this is outside the
scope of the present study. Depth-averaged modelling has been widely
applied sometimes with additions to account for secondary effects, e.g.
Pingree and Maddock (1979), Davies et al. (1995), Bastos et al. (2004),
Draper et al. (2013a). 3D modelling with hydrostatic pressure has also
been used, e.g. Alaee et al. (2004), Berthot and Pattiaratchi (2005,
2006a), Neill and Scourse (2009), Thyng and Riley (2010), speciﬁcally
the HAMSOM (Backhaus, 1985), ROMS (Shchepetkin and McWilliams,
2005) and POLCOMS (Holt and James, 2001) models. These are solving
the same equations with different numerical schemes and importantly
all deﬁne bed shear from a bed drag or shear coefﬁcient, i.e. it is ﬁxed
in the boundary layer computation. It will be seen later that this is a sig-
niﬁcant limitation. In this study we are not concerned with stratiﬁed
ﬂows and Coriolis effects which are a well deﬁned addition to the equa-
tions. While there have been many ﬁeld velocity measurements and
qualitative model comparisons there have been no quantitative model
comparisons with experiments in controlled conditions, with the ex-
ception of the depth-averaged comparisons of Draper et al. (2013b),
and this is the main aim of this study.
Modelling of tidal ﬂows for tidal stream turbine energy resource as-
sessment has been largely depth-averaged to date, e.g. Blunden and
Bahaj (2006), Draper et al. (2013a), Divett et al. (2013), Serhadloglu
et al. (2013), Funke et al. (2014), SMARTtide (2013), with a turbine rep-
resented simply as a drag term. The representation of recirculation
zones around headlands has been found to be inaccurate with depth-
averaged modelling when compared with experiment (Draper et al.,
2013b). 3D modelling has been undertaken by Thyng and Riley
(2010) using the ROMS model and the effect of tidal stream turbines
on morphodynamics of headlands has been investigated by Neill et al.
(2012) using the POLCOMSmodel. There are other uncertainties associ-
ated with the simple turbine representation which are not considered
here but have been addressed in Stansby and Stallard (2016) who
show that for small turbine arrays far ﬁeld self-similar velocity wake
deﬁcit superposition gives accurate velocity prediction.
The related problem of recirculation zones around islands in shallow
ﬂows has also received much attention. Wolanski et al. (1984) deter-
mined many similar effects from ﬁeld measurements for tidal ﬂows
around Rattray Island: eddy formation, secondary currents, upwelling,
enhanced bed friction and Coriolis effects. Black and Gay (1987) com-
pared depth-averaged modelling with ﬁeld measurements for Rattray
island and other sites with emphasis on the phase of the eddies.
Pattiaratchi et al. (1986) compared ﬁeld data for several UK islands
(and Portland Bill) with idealised laboratory data with particular em-
phasis on Coriolis effects. Alaee et al. (2004) undertook 3D modelling
of idealised islands to understand different ﬂow regimes of secondary
ﬂows due to curvature and Coriolis effects. In steady uniform current
ﬂow laboratory experiments have shown that the nature of the wake
is largely determined by the stability parameter S = CfD/h where Cf is
the bed friction coefﬁcient, D is island diameter and h is water depth
(Chen and Jirka, 1995; Lloyd and Stansby, 1997). For a cylindrical or
conical island a stable wake is formed for S N 0.4 and an unsteady
wake or vortex shedding occurs with S b 0.4. These features are inaccu-
rately represented in depth-averaged modelling which exaggerates the
effect of wake instability which occurs at much higher values of S than
observed experimentally (Stansby, 2006). The onset of wake stability
at S≈ 0.4 was quite accurately reproducedwith a 3-D hydrostatic pres-
suremodel with implicit bed friction as part of the boundary layer com-
putation (not predetermined by a friction coefﬁcient) with an eddy
viscosity combining a conventional vertical mixing length following
Prandtl (1927) with a horizontal mixing length some multiple of this
(Stansby, 2003). A multiple of six giving a mixing length close to half
the depth produced the correct critical S and a steady wake with a dis-
tance to the downstream stagnation point within 15% of that measured(Lloyd and Stansby, 1997). The model showed that bed friction
coefﬁcient was magniﬁed by up to an order of magnitude in the zones
of recirculation explaining the enhanced wake stability; essentially the
enhanced vertical mixing increased by the large horizontal mixing
length produced a more uniform vertical velocity proﬁle and hence in-
creased velocity gradient due to no slip at the bed and increased bed
shear stress.Magniﬁed bed friction coefﬁcient also occurredwith vortex
shedding. In laminar oscillatory ﬂow depth-averaged modelling also
gave unrealistic vortex shedding and here 3-D modelling with
hydrostatic pressure (Stansby and Lloyd, 2001) gave good predictions
of complex vortex shedding patterns observed experimentally (Lloyd
et al., 2001); a 3D model with hydrostatic pressure and implicit bed
shear stress is in effect an attached boundary layer model.
Controlled turbulent oscillatoryﬂows around headlandswere investi-
gated in the UK Coastal Research Facility (CRF) with a rough bed able to
ensure fully developed turbulence. Results were recorded in an unpub-
lished report (Lloyd et al., 1998) and are presented here. The physical
model has a distorted (exaggerated vertical) scale as is common practice
to generate turbulent ﬂow and this results in a boundary layer thickness
generally less than the water depth. The k-ε turbulence model is applied
where explicit knowledge of boundary layer thickness is not required and
the effectiveness of k-ε modelling for oscillatory rectilinear boundary
layer ﬂow has been demonstrated (Letherman et al., 2000). Some early
results for velocity prediction using the 3D k-εmodel of Stansby (1997)
were promising (Stansby et al., 1998). This 3D turbulence modelling ap-
proach with implicit bed shear stress has now been incorporated in the
TELEMAC-3D open source program suite. First the results for the island
in a currentwere reproducedwith the twomixing lengthmodel showing
code independence (Chini and Stansby, 2014) and the same model with
an estimated boundary layer thickness was applied to a headland case. In
this paper the 3D k-ε model is compared with headland experiments
with some comparison also with the two mixing length model. The fric-
tion coefﬁcient in the experiments is artiﬁcially high (to ensure turbulent
ﬂow) and the model may assess values more typical of ﬁeld values.
Furthermore the distorted scale may be relaxed in the model with the
realistic background friction coefﬁcient so that the effectiveness of labora-
tory scale experiments may be assessed; note there will be a change in
Froude number but these values are generally small and ﬂow is subcriti-
cal. To our knowledge this is the ﬁrst such evaluation of distorted scale
modelling.
The aim is thus to assess the capability of a 3Dmodelwith hydrostat-
ic pressure, implicit bed shear stress and an eddy viscosity turbulence
model for predicting a range of ﬂows around headlands with
recirculations, comparing with detailed velocity measurements in a
controlled laboratory experiments; we are particularly concerned with
the ﬂow around the headland tip where there is considerable interest
for tidal stream turbine deployment. Coriolis effects are negligible but
may be added to the model equations for ﬁeld applications. The limita-
tions of standard depth-averaged modelling will also be assessed. The
next level of ﬂow modelling is probably 3D large eddy simulation
(LES) modelling with full pressure coupling which would be computa-
tionally considerably demanding.
The paper is organised as follows: the next section describes the nu-
merical modelling within the TELEMAC suite; the experimental
arrangement is then described, followed by comparison between
model and experiment; the effects of a realistic ﬁeld value of
background friction coefﬁcient and relaxing the distorted scale are in-
vestigated; comparisons with depth-averaged modelling follow; ﬁnally
the results are discussed and conclusions are drawn.
2. Numerical model
2.1. 3D model
Numerical modelling of the ﬂow around the headland is undertaken
using the Navier–Stokes solver of the hydro-informatics open source
Table 1
Flow deﬁnition with kN = 0.02 m, h= 0.48 m.
T (s) U0 (m/s) a (m) a/kN Re x103 Re* Cf0 KC δ (m)
120 0.10 1.91 96 1.91 300 0.016 5.1 0.075
240 0.15 5.73 287 8.60 200 0.010 15.3 0.11
360 0.16 9.17 459 14.67 230 0.008 24.5 0.16
3P. Stansby et al. / Coastal Engineering 116 (2016) 1–14suite TELEMAC (Hervouet, 2007). TELEMAC-3D solves the Reynolds-
averaged free-surface incompressible Navier–Stokes equations with or
without the hydrostatic pressure assumption. TELEMAC-3D contains a
wide variety of numerical options to solve the equations. The model is
used with the wave equation option for water depth advection while
the advection of the horizontal velocity is treated with the Streamline
upwind/Petrov–Galerkin (SUPG) formulation. Semi implicit time
stepping is used for horizontal velocity (u,v) and depth (h); an implicit
factor of 0.6 is used for advection and pressure gradient while diffusion
is fully implicit and an implicit factor of 0.6 is used in thewave equation
for depth. The solver for the linear system is GMRES. The correction for
horizontal gradients for gentle slopes in a σ coordinate system uses the
TELEMAC-3D option for treating the hydrostatic inconsistency. The
friction velocity is estimated assuming the log law in the vicinity of
the bottom deﬁned by a given bed roughness; in this way a bed friction
or drag coefﬁcient is not speciﬁed and may vary.
The boundary conditions are as follows. At the outer inlet and outlet
boundaries, the velocity is imposed as U = Uo sin(ωt) where Uo is the
velocity amplitude and ω= 2π/T is the angular frequency, with T the
tidal period. The amplitude of surface elevation is in the range
1.0–1.8 mm in quadrature with the sinusoidal velocity. Along the
channel boundary opposite the headland, a slip condition is assumed.
Wetting and drying is based on the correction of free surface gradients
option in Hervouet (2007).
The numerical grid consists of regular triangular elements with ﬁne
spatial resolution of 0.1 m in the vicinity of the headland, see Fig. 1
below for headland dimensions. The resulting grid contains about
45,700 nodes and 90,000 triangular elements. The depth is divided
into 10 equi-spaced σ planes. The time step is set to 0.1 s.
TELEMAC-3D contains different turbulent closure schemes. Here, the
k-εmodel ismainly used to determine the eddy viscosity. Standard con-
stants are applied (Hervouet, 2007). The twomixing length eddy viscos-
ity model has also been incorporated following Stansby (2003). This is a
convenient approachwhen the boundary layer thickness is equal to theFig. 1. a) Conﬁguration plan and b) bathymetry contours.water depth as in steady currents, giving a horizontal length scale of
about half the water depth. However in oscillatory tidal ﬂows this is
not necessarily the case and an estimate of boundary layer thickness is
required. This is not requiredwith the k-εmodelwhich is thus preferred
here at the expense of some additional computational effort.
2.2. Depth-averaged model
TELEMAC-2D solves the depth-averaged shallow water equations.
The unstructured grid using triangular elements is similar to the hori-
zontal grid used for TELEMAC-3D. TELEMAC-2D contains a wide range
of numerical options suitable for different problems. The continuity
equation and the momentum equation may be solved separately at
each time step or as the so-calledwave equationmethod,where the ve-
locity components in the continuity equation are substituted from the
momentum equation to give a wave equation depending only on the
water depth. The latter method is chosen as it is more computationally
efﬁcient. The equations are discretised in space using linear ﬁnite ele-
ments and in TELEMAC-2D the spatial discretisation is the same for all
the variables. Although the equation formulation is non-conservative,
the discretisation ensures an exact conservation of the water mass
(Hervouet, 2007). The hyperbolic part of the momentum equation
may be solved using the method of characteristics, the SUPG method
or distributive schemes such the PSI scheme or N scheme (Hervouet,
2007). Here themethod of characteristics is used where the time deriv-
ative is discretised using a fractional stepmethod; an intermediate state
during a given time step is computed taking into account only the ad-
vection terms and the remaining terms are then used to compute the
ﬁnal state at the end of the time step. As in the 3Dmodel an implicit co-
efﬁcient of 0.6 is used for advection and pressure gradient and in the
wave equation while bed friction and diffusion are fully implicit. The
discretised equations lead to a linear system, which is solved using a
conjugate gradient method. To be consistent with the 3D case, the k-ε
model is used to estimate the eddy viscosity.
3. Experimental arrangement
The experiments were undertaken in the UK Coastal Research
Facility, with a conﬁguration plan shown in Fig. 1a,which has overall di-
mensions of 57m × 27m and an effective working area of 36 m× 19m
where the water depth is 0.48 m. The water depth can be varied be-
tween 0.3m and 0.8m. The bed of the basin, which is covered in a single
layer of 10 mmmedian-diameter granite chippings, has a 9 m horizon-
tal region on the outer sidemeeting a plane beachwith a 1:20 slope. The
bathymetry contours are shown in Fig. 1b. Oscillating current ﬂows are
generated by four independent variable-speed, reversible, axial-ﬂow
pumps, capable of producing a maximum current speed in the basin
of approximately 0.175 m s−1 in 0.5 m of water. At opposite ends of
the basin (the left and right sides as shown in Fig. 1) are four stilling
sumps each supplied by one of the pumps. Each sump is ﬁtted with
ten ﬂow straighteners and undershoot weirs providing control of the
transverse velocity proﬁle. Independent control of the pump motor
drives is enabled through a PC D/A board with software allowing both
steady state and time varying ﬂows to be set on each pump. Current
velocities and periods used in this study were generated by supplying
a sinusoidal voltage input to the pump controllers. The undershoot
weirs were set to a standard height conﬁguration that produces a
parabolic transverse velocity proﬁle in steady conditions (Simons
Fig. 2. Surface velocity vectors from experiment and 3D k-εmodel and Cf/Cf0 contours: a) KC = 5.1; b) KC = 15.3; and c) KC = 24.5.
4 P. Stansby et al. / Coastal Engineering 116 (2016) 1–14et al., 1995). A three-axis instrument carriage allows for programmable
or operator remote control positioning of instruments anywhere in the
basin area to an accuracy of approximately 1 mm.The headland model consisted of a 4 m base diameter conical head
and a 5.5 m long shore-connecting embankment with a triangular
cross-section, sited on the 1-in-20 beach slope. The conical head has a
Fig. 3.Velocity time histories at different positions and depths a) KC=5.1; b) KC=15.3; and c) KC=24.5; experiment (dashed lines), 3-D k-εmodel (full lines) for all cases and 2mixing
length model for KC = 15.3 where indicated.
5P. Stansby et al. / Coastal Engineering 116 (2016) 1–141-in-5 slope giving an apex height of 0.4 m above the toe. The cone axis
is vertical and the top of the shore-connecting section is horizontal;
when viewed in plan this section tapers to a point. The model was
constructed from concrete, skimmed to give a smooth ﬁnish and then
covered with a layer of 10 mm diameter chippings to match the rough-
ness elements of the ﬂumebed. Fig. 1 shows themodel positioned along
the centreline of the basin with the headland toe being 3 m from the
edge of the beach. The tip of the shore-connecting section was chosen
as the origin of the measurement coordinate system.The test conditions are given in Table 1. For all tests thewater depth,
measured offshore above the horizontal bed region, was 0.48 m. The
free-stream ﬂow is a purely oscillating ﬂow with sinusoidal velocity
variation with time approximated by U = Uo sin(ωt) where Uo is the
velocity amplitude and ω= 2π/T is the angular frequency, with T the
oscillation period. The amplitude of the free-stream particle motion is
therefore given by a = Uo/ω. The Reynolds number of the ambient
ﬂow has been deﬁned using the amplitude, giving Re= Uoa/ν, where
ν is the kinematic viscosity. For the cases considered in Table 1, Re
Fig. 3 (continued).
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sand grain roughness height as kN=2Dr (Sleath, 1987), whereDr. is the
median diameter of the bed roughness, gives kN=0.02m for the granite
chippings which cover the bed. The wave friction factor diagram of
Kamphuis (1975) indicates that the oscillatory boundary layer ﬂows
lie in the rough turbulent regime. This is supported by Jensen et al.
(1989) who deﬁne a roughness Reynolds number to be Re* = ksUo*/ν,
where Uo* is the maximum value of the friction velocity (τo/ρ)1/2,
where τo is the maximum bed shear stress. Using Fig. 2 of Jensen et al.
Re* has been found to be much greater than 100 for the UKCRF test
conditions and they state that the ﬂow can be considered rough
turbulent providing Re* is greater than 70. The Keulegan Carpenter
number, KC = U0 T/D, for the three test conditions range between 5.1
to 24.5 calculated using the headland diameter of Da = 2.35 m at mid
depth (using the depth at the headland toe ht. = 0.33 m). These KCvalues cover a range of typical ﬁeld values although of course ﬁeld
conditions have complex surrounding bathymetries. For example Gay
Head in Vineyard Sound, Massachusetts, US has a KC value of
approximately 15, from data in Geyer (1993), Three Tree Point, Puget,
US has KC in the range 5–10, from data in Bastos et al. (2004) and
Portland Bill, Dorset, UK has KC in the range 10–30, from data in Neill
and Scourse (2009).
Detailed point measurements of velocity were mainly obtained
using four three-component Nortek acoustic Doppler velocimeters
(ADV), with a limited number of measurements made with three Mini-
lab ultrasonic current meters (UCM). The ADVs were used to measure
velocity-time histories in the region above the conical head and in the
near wake, while the UCMs were used to measure far wake velocities.
Three of the ADVs (one up-looking, one side-looking and one
down-looking) were mounted on the instrument bridge in a vertical
Fig. 3 (continued).
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tripod. Seeding material was added to the water during a run to
improve the quality of the ADV signals. Surface velocity ﬁelds were ob-
tained using the digital particle tracking velocimetry (PTV) method of
Lloyd et al. (1995). Two overhead video cameras were used to record
the motion of about two hundred 80 mm diameter Tancast ﬂoats,
with each camera covering an area of 10 m × 12m in the x and y direc-
tions respectively. A 1 m wide section of the shore-normal centreline
was visible to both cameras allowing vector maps covering an area of
approximately 19 m × 12 m to be constructed. Float velocities were
obtained using a computer program which tracks automatically the
movement of individual ﬂoats between a pair of images digitised a
short time apart. An accurate interpolation procedure is then ap-
plied to reorganise the spatially scattered data on to a regular grid.
Digital timer counters (accurate to 1/100 s) were superimposed
onto the video recordings to enable synchronisation between the
two videos. Camera image distortion was corrected by using calibra-
tion information obtained from recording an orthogonal 1 m square
grid of control tape laid on the basin ﬂoor covering themeasurement
area. Two PC based A/D boards, sampling at 25 Hz, were used to ac-
quire and log data during the experiments. A 5 V digital signal was
added to the pump software, the output of which provided a syn-
chronisation signal for the A/D boards to begin data collection.
Data acquisition for all instruments was triggered on a rising pulse
at the time when the pumps reversed from driving the ﬂow west-
wards (negative x direction) to driving the ﬂow eastwards (positive
x direction).
In purely oscillatory ﬂow with a rough bed Fredsoe and Deigaard
(1994) deﬁne a representative boundary layer thickness δ and bed
friction coefﬁcient Cf0 by:
C f0 ¼ 0:04 a=kN
 −1=4
ð1Þ
δ
kN
¼ 0:09 a=kN
 0:82
ð2Þ
which deﬁne magnitudes shown in Table 1.
Another important non-dimensional group is the stability parameter
deﬁned as S= Cf D/h in steady currentswith a critical value of 0.4 for the
onset of eddy shedding. For oscillatory headland ﬂow an equivalent
parameter could be deﬁned as S = Cf0 Da/h where Da is the headland
diameter at mid depth. This gives S = 0.049 for the experimental
conditions.4. Results
4.1. Comparison using the k-ε model
The surface ﬂow patterns are shown in Fig. 2 for KC= 5.1, 15.3 and
24.5 at quarter period (maximum velocity) and half period (zero veloc-
ity) and qualitative agreement can be seen between experimental PTV
measurements and the 3-D hydrostatic pressure model with k-ε turbu-
lence; there was similar agreement using the two mixing-length eddy-
viscosity model. One point of difference is that the recirculation zone is
less circular in the model at zero velocity. Contours of the ratio of local
bed friction coefﬁcient Cf (based on local depth-averaged velocity) to
background value Cf0 are shown to be complex with magniﬁcation up
to 10 times around the recirculation regions. The ﬂuid velocity time his-
tories are compared with experimental ADV measurements in Fig. 3.
This detail is important and all cases are shown, including some two
mixing length results for KC = 15.3. Good quantitative agreement is
shown for positions near the headland tip for KC = 15.3 with peak
velocities within 7–13% and for KC= 24.5 with peak velocities within
10%, with good phase agreement. For KC = 5.1 peak velocity
magnitudes are in close agreement but have a phase difference of
about 50o although there is good phase agreement at zero velocity.
This is an important area for turbine deployment and velocities through
the depth are shown for KC = 24.5 all showing good agreement. For
KC = 15.3 agreement is less good in the recirculation zones (points 1
and 2) although predictions with the two mixing length turbulence
model are slightly better. ForKC=24.5 predictions are generally similar
to experiment apart from point 4 which is alongside the headland tip;
this may be due to ﬂow separation although velocities at point 3 just
below 4 are well predicted. The general observation is that the ﬂow
recirculations show more error than the ﬂows at the headland tip but
are sufﬁciently well predicted to enable quite accurate prediction near
the tip for the larger KC values. For the small KC value the recirculation
rolls up tightly near the headland tip and the large error in phase at peak
velocity indicates limitations of the modelling approach.
4.2. Distorted scale effects and relation to full scale
The way in which these results relate to full scale is important. The
experimentalﬂow is clearly in the rough turbulent regime andReynolds
number is not signiﬁcant in this respect. The important non-
dimensional parameter is ratio of amplitude particle motion to head-
land dimension which is the Keulegan Carpenter number KC divided
by 2π. With a typical offshore velocity amplitude of 1 m/s with a tidal
period of 12 h KC in range 5 to 25 would imply a headland width in
range of about 9 to 1.5 km or horizontal scales in the range 1:3500 to
Fig. 4. Vectors at KC = 15.3 from 3D k-εmodel: Cf0 = 0.01 and Cf0 = 0.001 for experimental conditions, and with Cf0 = 0.001 and depths reduced by factor 1:25.
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1:25. Froude numbers would be different but small, less than 0.1 in all
cases, and velocity and depth ﬁelds will be controlled by bed friction
coefﬁcient predominantly. However this will be higher in the
experiments, in the range 0.008 to 0.016, while in the range 0.0001
to 0.001 at full scale for typical grain sizes between 10 mm and
0.5 mm (from Eq. (1)). The rough turbulent ﬂow is thus deﬁned by
KC and a/kN. With these values the boundary layer thickness (δ) re-
mains much smaller than water depth. Some runs were undertaken
for the experimental conditions with KC = 15.3 and a/kN =
2.56 × 106 giving a background Cf0 = 0.001 and vector plots are
shown in Fig. 4 to be qualitatively very similar to those for Cf0 = 0.01.
Note this a/kN gives a kN value of 2 × 10−6 m which is unphysical but
this is used to give the correct non-dimensional values for ﬁeld scale,
where kN is O(1 mm).
However we now consider much smaller slopes typical of ﬁeld
conditions. In the laboratory there has to be a distorted vertical scale, in-
creasing the relative depth to enable realistic turbulent ﬂow while
allowing the geometry toﬁt into the facility. This has been common lab-
oratory practice formany decades. This effectmay be investigated using
the validated 3-D model simply by reducing depths by 1:25 and main-
taining theﬁeld value of Cf0=0.001. This now causes the δ to be slightly
greater than the depth. First the results with Cf0=0.001 with the labo-
ratory depth were found to be very similar to those for Cf0=0.01; ﬂow
patterns are shown in Fig. 4. With the depth decreased and Cf0= 0.001
theﬂowpatterns also in Fig. 4 and the velocity timehistories in Fig. 5 are
again shown to be in generally very close agreement with some small
local differences. This indicates that ﬁeld results would be very close
to laboratory with a distorted scale with a variation in δ/h from much
less than to close to unity having little effect, at least for these S values
as discussed below.
For the experimental conditions the proposed stability parameter
S = 0.049; with Cf0 = 0.001 this becomes S = 0.0049 and then with
depth reduced by a factor of 25 this increases to S= 0.12. These values
are well below the critical value of 0.4 below which eddy shedding oc-
curs in steady current ﬂow. Wake formation is of course quite different
in oscillatory ﬂows with an eddy formed in one half cycle interacting
with wake formation in the following half cycle. It is unlikely that the
same critical value will apply although for large values of S this wake
reversal effect is likely to be small with stable wake formation in each
half cycle. The similarity in results with Cf0 = 0.01 and 0.001 and then
with depth reduced could be because a vortex shedding wake below
some critical S is largely independent of its magnitude as is the case
for islands with vortex shedding (Stansby, 2003). If this conjecture iscorrect then distorted scale modelling will not be so effective for S
values above some limit.
4.3. Comparison with 2D depth-averaged model
Depth-averaged models are widely used for tidal models because of
their computational efﬁciency but we are unaware of any detailed vali-
dation for headlands, other than Draper et al. (2013b). Velocities from
the 3D k-ε model have been depth-averaged for comparison with the
2D model. Velocity vectors are shown in Fig. 6 and the recirculations
are qualitatively similar although the 2D velocities appear somewhat
larger. Fig. 7 shows comparisons of velocity time series for all three
KC= 5.1, 15.3 and 24.5. It is clear that 2D model velocities are greater
near the headland tip consistent with stronger recirculation zones.
The cross ﬂow (v) velocities are also unrealistic. This is extremely
marked for KC=5.1. Quantitative differences are shown in Table 2 nor-
malised by onset velocity amplitude U0 and the differences generally
decrease as KC increases although even for KC = 24.5 differences are
typically about U0/2.
In general 2D modelling can be seen to considerably overpredict
tidal stream kinetic energy resource.
5. Discussion
Depth-averaged modelling of shallow ﬂows has been popular for
many decades due to its computational efﬁciency and robustness and
indeed it has proved successful for many cases where a ﬂow ﬁeld is
sub and supercritical. The basic limitation identiﬁed here which is
consistent with previous studies of island wakes is that the bed friction
coefﬁcient has to be speciﬁed when it can be shown to be considerably
magniﬁed as part of a boundary layer calculation. Another limitation is
that secondary ﬂows associated with curvature are absent which is a
dispersive effect. Velocity proﬁles are sensitive to the turbulence length
scales and ﬂow curvature which determine the eddy viscosity and
hence mixing, both horizontal and vertical. It is the enhanced vertical
mixingwhich causes the steep velocity gradient at the bed and themag-
niﬁed shear stress (and corresponding coefﬁcient). The length scales in
parallel channel ﬂow may be well deﬁned but in recirculation zones
they are complex and here we deﬁne eddy viscosity through simple
models with speciﬁed or implied length scales. Nevertheless the turbu-
lence models appear good enough to enable approximate prediction of
recirculation zones which in turn is good enough to enable quite accu-
rate prediction of ﬂow velocities around the headland tip, inﬂuenced
by the recirculation zones as the ﬂow reverses. However limitations
Fig. 5. Velocity time series at surface for KC= 15.3 from the 3D k-εmodel with the laboratory conﬁguration (blue and red) and with Cf0 = 0.001 and depth reduced by 1:25 (dotted and
dashed).
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Fig. 6. Depth-averaged velocity vectors from 3D k-εmodel and 2D depth-averaged model: a) KC = 5.1; b) KC = 15.3; and c) KC = 24.5.
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Fig. 7. Depth-averaged velocity time series from the 3D k-εmodel (full red and blue lines) and the 2-D model (dashed red and blue lines): a) KC= 5.1; b) KC= 15.3; and c) KC= 24.5.
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Fig. 7 (continued).
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Table 2
: Differences in velocity between 3D and 2D model at headland tip.
KC= 5.1 KC= 15.3 KC= 24.5
u v u v u v
RMS velocity error normalised by U0 1.46 1.09 0.55 0.55 0.45 0.52
Normalised velocity error at t = T/4 2.92 0.77 1.05 1.14 0.39 0.35
Normalised velocity error at t = T/2 1.07 0.72 1.28 0.71 0.65 0.35
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have been observed. The next model level from this approach is Reyn-
olds stress transport modelling which will still be limited in terms of
length scale; after that 3D LESmodelling should be effective in resolving
all length scales (above sub grid scales) but is massively computational-
ly expensive. The present level may thus be considered useful with
known limitations while depth-averaged modelling can be wholly
misleading.
The difference in non-dimensional roughness from the laboratory
scale to the ﬁeld scale is very large. In the laboratory large roughness
is required to ensure turbulent ﬂow and the exaggerated vertical scale
allows the depth to be several times the roughness height in most
areas. In the ﬁeld the roughness height is a tiny fraction of the depth
and yet the same turbulence model applies. That it works so well is
due to the generality of Prandtl's log law of the wall. As far as we are
aware this is the ﬁrst time that a distorted scale model has been inves-
tigated with a validatedmodel and the close agreement of velocity time
series at the same relative heights above bed level may be considered
remarkable and should indeed not be assumed to have general validity.
Validation through controlled laboratory experiments may be consid-
ered vital. These oscillatory ﬂows with eddy formation and reversal
may well be insensitive to stability parameter below a certain value as
was the case for island wakes. It will be noted that very similar ﬂows
were obtained for laboratory conditions with Cf0 = 0.01 and with Cf0
set to 0.001. In both cases local Cf could be magniﬁed by up to a factor
of 10 but clearly the background bed stress is much less in one case. It
would appear that the similarity of the ﬂows is dominated by secondary
ﬂows due to curvaturewith associated dispersive effects rather than the
magnitude of bed shear stress which is consistent with insensitivity to
stability parameter.
This study is concerned with predicting the headland ﬂow ﬁeld
accurately which will aid environmental impact and kinetic energy re-
source assessments. At full scale Coriolis force would be added to the
model equations. A following stage will be to represent tidal turbines
in themodel whichwill change the ﬂow ﬁeld and feed back to realisable
energy capture. This representationwill be as stress distributions for the
rotor plane and associated turbulence generation but the appropriate
level of modelling has to be established.
6. Conclusions
For rough turbulent oscillatory ﬂows around a headland the recircu-
lation patterns and associated velocity time histories measured experi-
mentally are predicted qualitatively with a 3D k-ε turbulence model
assuming hydrostatic pressure, while the velocities near the headland
tip are predicted quite accurately with particular limitations for small
KC values. The ﬂow is essentially treated as an attached 3D boundary
layer where bed stress is implicit; it is not speciﬁed by a friction coefﬁ-
cient. The bed friction coefﬁcient in and around the recirculation zones
may be up to an order of magnitude higher than the background level,
as found previously for island wakes. A two mixing length model with
the horizontal length about six times the vertical can give slightly better
predictions of recirculation velocities but requires an estimate of bound-
ary layer thickness which is generally less than the water depth in the
experiments; this was previously used successfully for island wakes in
a current where the boundary layer thickness is equal to the water
depth. Reducing the background level of bed friction coefﬁcient by afactor of 10 to be typical of ﬁeld conditions produced very similar ﬂow
ﬁelds indicating insensitivity to magnitude of bed friction within this
stability parameter range, as was also the case for island wakes well
below a critical value. This suggests secondary ﬂows due to ﬂow curva-
ture are predominant in causing ﬂow similarity. The validated model
has been used to assess the effect of the distorted vertical scale used in
laboratory experiments while relating to ﬁeld conditions. This was con-
veniently achieved by reducing the depth by a factor of 25with relative
roughness typical of ﬁeld conditions. The results were generally close
with only local differences. The Froude number was different in the
two cases but small enough for the ﬂow to be considered subcritical.
However such distorted scale similarity should not be considered a gen-
eral rule since this may be due to insensitivity to stability parameter
below a particular value. Finally velocities from depth-averagedmodel-
ling were compared with depth-averaged velocities from the 3Dmodel
and showed some quite marked differences, importantly around the
headland tip where velocities were overestimated. This indicates that
depth-averaged modelling is unsuitable for estimating the energy re-
source for tidal stream turbines adjacent to headlands bearing in mind
that the total tidal energy resource available is only partly due to kinetic
energy, e.g. Draper et al. (2013a).
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