The density peaks clustering (DPC) algorithm is not sensitive to the recognition of halo nodes. The halo nodes at the edge of the density peaks clustering algorithm has a lower local density. The outliers are distributed in halo nodes. The novel halo identification method based on density peaks clustering algorithm utilize the advantage of DBSCAN algorithm to quickly identify outliers, which improved the sensitivity to halo nodes. However, the identified halo nodes cannot be effectively assigned to adjacent clusters. Therefore, this paper will use K-nearest neighbor (KNN) algorithm to classify the identified halo nodes. K-nearest neighbor is the simplest and most efficient classification method. The KNN algorithm has the advantages of high accuracy, insensitivity to outliers and no input hypothesis data. Hence, we proposed a novel density peaks clustering halo node assignment algorithm based on K-nearest neighbor theory (KNN-HDPC). KNN-HDPC can grasp the internal relations between outliers and cluster nodes more deeply, so as to dig out the deeper relations between nodes. Experimental results demonstrate that the proposed algorithm can effectively cluster and reclassify a large number of complex data. We can quickly dig out the potential relationship between noise points and cluster points. The improved algorithm has higher clustering accuracy than the original DPC algorithm, and essentially has more robust clustering results.
I. INTRODUCTION
Clustering analysis can be effectively classified from sample data. Different methods used in clustering analysis often lead to different conclusions [1] . Clustering algorithms can be divided into partition-based clustering, hierarchical clustering, density-based clustering, grid-based algorithm and model-based algorithms [2] . The partition-based clustering includes K-means algorithm and AP algorithm. The densitybased algorithms include DBSCAN algorithm and DPC algorithm [3] . The K-means algorithm can randomly select k samples from the sample set as the cluster center, and
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calculates the distance between all the samples and the k cluster centers. For each sample, it is divided into the cluster with the nearest cluster center. AP (Affinity Propagation) algorithm proposed in the journal science in 2007. It can make all the data points as potential clustering centers and then connect the data points to form a network. The clustering center of each sample is calculated by the message transmission of each edge in the network. The DBSCAN (densitybased spatial clustering of applications with noise) algorithm can find all the density areas of the sample points and use these density areas as a cluster. In 2014, Alex Rodriguez and Alessandro Laio published a density peaks clustering (DPC) algorithm [4] . The algorithm argued that the probability of having a relatively high-density of nodes is relatively far from each other. So, we usually call these points clustering center points.
Jiang, proposed the HaloDPC that improved recognition method on halo node for density peaks clustering algorithm [5] . Aiming at the density peaks clustering algorithm, the nodes located in the low-density area of the data set cannot be effectively processed and the outliers cannot be efficiently classified into clusters. Hence, we proposed an improvement recognition method on halo node for density peaks clustering algorithm (HaloDPC) . In the similarity model, the data in the low-density area of the data set is processed separately, and the hidden information in the data area is excavated. HaloDPC clustering algorithm inherits the superior center point detection ability of the original DPC clustering algorithm. The density connection relationship in DBSCAN clustering and the conceptual model of structural similarity in SCAN algorithm are introduced, so that HaloDPC algorithm is more efficiently than the original DPC clustering. It not only improved the processing ability of the algorithm for arbitrary shape data sets and irregular data, but also improved its ability to detect outliers and intermediate nodes.
However, when we know halo nodes and clustered nodes clearly, how to quickly assign halo nodes to known clustering categories is still a problem that we need to solve. KNN algorithm is one of the most classical methods in data mining classification technology [6] - [9] . The K-nearest neighbor means that each sample can be represented by its nearest k neighbors. Hence, KNN algorithm has good advantages in solving the halo nodes assignment problems.
The halo nodes of HaloDPC algorithm are clustered and reclassified by using the principle of KNN algorithm (KNN-HDPC). KNN-HDPC combines the process of clustering and classification very well. The proposed algorithm can mine the potential relationship between different data halo nodes and class points more effectively. The novel algorithm improves the precision of d c value to clustering results, so that it can better find the potential value between data. This novel algorithm provides another reliable algorithm for data mining technology [10] - [14] . KNN-HDPC can be used in stock market prediction. The excellent detection ability for halo nodes can be used to find out the abnormal data in stock data, and then KNN algorithm can be used to recognize abnormal data. We can observe the relationship between abnormal data and classification points from stock data, so as to find the potential value of economic data.
In the Section II of this paper, we introduced the density peaks clustering algorithm and the theory of HaloDPC. In Section III, this paper introduced the KNN algorithm. The details of the clustering and classification process of KNN algorithm in HaloDPC are explained, and the concrete flow and improvement scheme of the new algorithm are described. Hence, we proposed an improvement recognition method on halo node for density peaks clustering algorithm based on KNN theory (KNN-HDPC). In Section IV, the simulation results show that the improved clustering algorithm is effective and robust. Finally, in Section V, we summarize and explain the future research direction.
II. RELATED WORK
In this paper, we have used some basic ideas and concepts of DPC [4] , DBSCAN [21] and HaloDPC [5] algorithms. Therefore, we will briefly introduce the three algorithms in the following sections.
A. DENSITY PEAKS CLUSTERING ALGORITHM Alex Rodriguez and Alessandro Laio published the clustering method (fast search and find of density peak, DPC) in Science magazine, which has been widely recognized in various fields. The algorithm defines two information features to represent the correlation of data. One is the relative density of the nodes, which measures the compactness of the nodes relative to other nodes by the given domain radius parameter d c . The second is the nodes and the nearest distance between high-density points [11] . From the general data set attributes, the algorithm has a relatively high-density of nodes, and the distance between them is relatively far from each other [15] . Based on the characteristics of sub-information, the decision graph is established to realize the effect of quickly locating clustering center [16] .
The original DPC algorithm uses Euclidean distance to calculate the distance between nodes. Assuming there are several nodes x i and x j , the distance between them is as follows:
Local density ρ i : including cut-off distance and Gaussian kernel. Its definition can be shown by equation (2) and (3) .
In the original DPC algorithm, this parameter was determined by 1 to 2 percent of the node distance sorted in ascending order. It is a parameter that defines the number of related points near the cluster center. The ρ i can also be represented by the following equation [17] 
The above formula is Gaussian kernel function. By comparing (2) and (3), it is easy to know that the cut-off distance is a discrete value and the Gaussian kernel is a continuous value. Therefore, the probability that different nodes in (3) have the same local density value is smaller [18] . The result of using Gaussian kernel to calculate the ρ i value is relatively better [19] .
The δ i represents the minimum distance between the node x i and any other node with higher density. It is shown by the following formula:
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B. DBSCAN: A DENSITY-BASED CLUSTERING APPROACH WITH NOISE
DBSCAN algorithm is a typical density clustering algorithm. The algorithm does not need to determine the number of clustering in advance. This density clustering algorithms generally assume that the category can be determined by the compactness of the sample distribution. By dividing a tightly connected sample into a class, a cluster category is obtained. All the closely connected samples of each group are classified into different categories, and all the results of the final cluster category are obtained. It can not only cluster arbitrary data, but also identify the noise points in the data, so it can be used to process the abnormal data.
However, the DBSCAN algorithm is too dependent on the specified number of neighborhood points (MinPts) and the neighborhood radius (Eps), so that the DBSCAN algorithm has a large difference in the clustering result under different parameters.
The DBSCAN algorithm is a widely used classical algorithm. The main advantages is as follows: The algorithm is capable of effectively finding a data set of any shape; the clustering process of the algorithm is very efficient; the algorithm has good outlier detection capability. This algorithm revolves around the central idea that there is a high density point in each cluster class surrounded by other low density points, and the density of outliers in the cluster region is much lower than any other point in the cluster class.
C. HaloDPC: AN IMPROVED RECOGNITION METHOD ON HALO NODE FOR DENSITY PEAKS CLUSTERING ALGORITHM
DBSCAN algorithm can effectively identify arbitrary shape data and automatically identify halo nodes [20] , [21] . If given point adjacent sample points in the domain is greater than MinPts, we can define the object as the core point. The construction of a core point chain is the advantage of the algorithm. The information of complex structure data can be effectively extracted by density-reachability and densityconnectivity. Inspired by this, introduces the idea of core point connection of DBSCAN algorithm to improve the ability of the original DPC algorithm to detect halo nodes and process arbitrary shaped clusters.
HaloDPC clustering algorithm inherits the superior center point detection ability of the original DPC clustering algorithm. The density connection relationship in DBSCAN clustering and the conceptual model of structural similarity in the SCAN algorithm are introduced. It not only improves the processing ability of the algorithm for arbitrary shape data sets and irregular data, but also improves its ability to detect outliers and intermediate nodes [22] - [25] . The experimental results show that the processing of halo nodes in the original DPC algorithm is inaccurate, and there are potential outliers in halo nodes. Moreover, the intermediate nodes are even new.
The halo node is generated in the boundary area of the cluster class, and the node density of the area is low, and is far from the cluster center. The halo network is a relational network connected by several related halo nodes [26] . Different data structures have different densities and the resulting halo networks are different. Through the halo network, the nodes in the low-density area establish a set of independent connection relationship, and introduce the idea of a similar SCAN algorithm, and the intermediate node exists in the halo network. Halo network was created to find hidden new cluster of hidden species.
III. A NOVAL DENSITY PEAKS CLUSTERING HALO NODE ASSIGNMENT METHOD BASED ON K-NEAREST NEIGHBOR THEORY A. THE THEORY OF K-NEAREST NEIGHBOR
The simplest and primary classifier is to record all the categories corresponding to the training data [27] . When the attributes of the test object match exactly with the attributes of a training object, they can be classified. Based on Based on above conditions, the K-nearest neighbor algorithm (KNN) is produced.
In KNN, the distance between nodes is calculated as a non-similarity index between nodes, which avoids the matching problem between nodes, where Euclidean distance or Manhattan distance is generally used by the following formulas:
At the same time, KNN makes decisions based on the dominant categories of k objects, rather than on a single object category. These two points are the advantages of KNN algorithm [28] - [30] .
As shown in Fig. 1 , which class should the blue circle be given, red triangle or black-square. If K is 5, because the proportion of the red triangle is 3/5, the blue circle will be given the class of red triangle. If K is 9, because the ratio of black-square is 5/9, the blue circle will be given black square class. It is also shown that the results of KNN algorithm depend to a large extent on the choice of K [31] .
B. A NOVEL KNN-HDPC BASED ON THE KNN THEORY
Classification refers to the process of labeling objects according to certain standards, and then classifying objects according to labels. Cluster refers to the process of finding out the aggregation reasons among things through cluster analysis without labels in advance. In this paper, the clustering and classification are well combined together. A novel Halo-DPC improved halo nodes classification method based on KNN theory is presented in this paper. By means of the supervised learning method, these points and the category information of the previous clusters are compared to reclassify these points [8] , [32] .
The core process of this paper is as follow, which is innovatively improved on the theory of Halo-DPC and KNN. Firstly, the corresponding clustering and halo nodes. The data are obtained by running the clustering algorithm, and then the region with only halo nodes is obtained by separating the class points from halo nodes. Secondly, the distance between halo nodes and each class point is calculated respectively. The smallest K points distance are selected to determine the ratio of these points in different clustering. Lastly the class nodes with the biggest probability is determined to be a category [33] .
In Fig. 2 , the red and black dots represent the clustering results of the two classes identified by HaloDPC. The red and black in the middle of the graph represent the halo nodes identified by HaloDPC. The distance between each triangle and the nodes based on the two categories are calculated respectively. And then arranged according to the ascending order, the halo nodes are assigned to a similar class by determining the number of connections between the most recent nodes by selecting the K value [34] . As we can see from the Fig. 2 , the next two halo nodes and Cluster1 have some inherent similarities. Similarly, black triangles and Cluster 2 have certain similarities. We can see from the simulation clustering process diagram that the new algorithm KNN-HDPC can master the inherent similarity between halo nodes and adjacent categories. They are all through the process of clustering and reclassification.
IV. THE ANALYSIS OF SIMULATION EXPERIMENT RESULTS

A. EVALUATION INDEX OF EFFECTIVENESS
Simulation of the experimental environment for the Inter (R) Pentium 2.9GHz, memory for the 8.00GB, hard drive 1T, the operating system for the Window10, programming language for the MATLAB2014a.
In order to verify and validate the clustering results of the new algorithm the internal and external evaluation indexes, named Silhouette index and F-measure index, both of them are used in the experiment.
1) F-MEASURE INDEX
F-measure index is a commonly used comprehensive evaluation index in the information retrieval field. It groups recall and precision in the information retrieval field and annotates the cluster. For real-cluster M j and cluster C i , we define precision P (i, j) and recall R (i, j) as follows:
The above formulas are respectively the recall and precision of cluster j and its related classification i. The function of class i is defined as follows. And the formula of FMis shown as follows:
2) SILHOUETTE INDICATORS
Suppose that a data set D with N sample points is divided into k clusters: C i (i is 1, 2, . . . , k), a(t) is the average dissimilarity or distance of the sample point t in cluster C and all other sample points in the class, d(t, C i ) is the average dissimilarity or distance of all samples of C j to another class C i , b(t) =min{d(t, C i )}, among them i is 1, 2, . . . , k and i is not j. The calculation of the Silhouette index for sample t is shown in the formula: In this experiment, we respectively selected two representative evaluation indicators, Sil and FM, as the basis for the experimental results. The average Sil(t) value of samples during the whole clustering process reflects the quality of clustering results. The higher the average Sil value, the more compact the classes, and the denser the clusters. Therefore, the maximum Sil value represents the optimal number of clusters. The Sil is an external evaluation index reflecting the validity of clustering results. In the experiment, the optimal clustering results can be obtained by calculating a series of Sil values of different clusters.
B. THE ANALYSIS OF EXPERIMENTAL RESULTS
In this paper, five datasets are used to compare and analyze the improved KNN-HDPC algorithm, HaloDPC algorithm, DPC algorithm, AP algorithm, DBSCAN algorithm and K-Means algorithm. By comparing Sil value with FM value, the superiority and robustness of the improved algorithm are determined. Through the simulation experiments of five sets of data sets, the clustering and reclassification process of the improved algorithm can be understood quickly and clearly. At the same time, the superiority and innovation of the KNN-HDPC algorithm in identifying the similarity between halo nodes and nodes can be determined. The data information is shown in Table 4 .
The above figures show the clustering results of the DPC algorithm and HaloDPC algorithm on the Flame data set. The data set is divided into two categories, as shown in the white part of Fig. 3 , indicating the halo nodes identified by the data. The above Fig. 4 about different K values, KNN-HDPC recognition of halo nodes. From the figures above, we can see that the category of Flame dataset can be well identified when K is 1. We can see from the red line that some of the points are divided into other categories, when the values of K is 25 or 50. Therefore, the potential relationship between halo nodes and cluster nodes can be obtained by adjusting different K values.
As we can see from the Fig. 5 and Fig. 6 , the data sets are divided into five categories, and the white points of data are the halo nodes that generated by all categories. Next, we classify the improved KNN-HDPC algorithm based on KNN theory to data and manually input different K values to deeply mine the potential relationship between clustering points and halo nodes. From the figures that the improved algorithm is very well to the recognition and classification of halo nodes. Therefore, the improved KNN-HDPC algorithm is a very effective clustering reclassification algorithm.
As can be seen from Fig. 8 , when K is 1, 25, or 50, halo nodes can be classified well and the corresponding clustering can be obtained. When K is 50, we cannot classify it very well, so we can get the internal relationship between halo nodes and cluster points for different K values.
As can be seen from Fig. 10 that the halo nodes of the dataset Aggregation can be classified well in the range of K less than 50. It is shown that the algorithm has certain robustness and effectiveness to different data sets and different K values.
As shown in Fig. 12 , we can clearly see the clustering results of high dimensional wine data set in KNN-HDPC. There are three types of data set and the white dots are halo nodes. Different K values can still have a very good clustering effect for the same d c value in the higher dimensional data set. The clustering results corresponding to different K values are also different. By manually setting the K values, we can know more clearly the potential relationship between outliers and class nodes. Thus, the clustering and reclassification process of the algorithm is realized.
From Table 5 , we can know that the improved algorithm better than the DPC and HaloDPC Sil value of Flame, Jain, and Wine data sets. The improved algorithm is larger than the DBSCAN algorithm, and the FM value is basically similar. We can get a conclusion that KNN-HDPC can also deal with high-dimensional data from the Wine data set. The results show that the improved algorithm has certain effectiveness and accuracy. The Sil value and FM value of KNN-HDPC algorithm in Aggregation data set are relatively high. We can know that the improved algorithm is very effective and excellent.
Overall, we can conclude from Fig. 13 that the Sil and FM values of the improved algorithm remain the same or even better than the HaloDPC algorithm in some data sets. We can conclude that the improved algorithm KNN-HDPC is correct efficient and robust. The simulation results show that KNN-HDPC algorithm is a clustering algorithm, and the internal relationship between halo nodes and cluster nodes can be clearly understood. The improved algorithm has more flexibility and practicability. 
V. CONCLUSION
In summary, the original density peaks clustering algorithm cannot identify halo nodes, quickly and efficiently, and cannot effectively classify the identified halo nodes. The DPC algorithm may not be able to find the optimal clustering results accurately and may not be able to deal with data redundancy well. Therefore, this paper proposes KNN-HDPC to solve these defects. According to the ability of HaloDPC to identify outliers efficiently, the theory of the KNN classification algorithm is introduced. Other non-clustering centers are classified again, and good clustering results are obtained. The novel algorithm can also get very good results for processing high-dimensional data. The advantages of the method are concentrated, which can effectively deal with the clustering and prediction of different economic data, reduce the data redundancy, improve the accuracy of the algorithm.
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