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Abstract
In this article, we study the quantum dynamics of a Klein-Gordon
field on de-Sitter space. We prove time evolution is not unitarily
implementable. We also consider a Klein-Gordon field perturbed by
a local potential V . In this case we prove that the deviation from the
V = 0 dynamics is unitarily implementable,
1 Introduction
Our expanding universe manifold is roughly described as a de-Sitter space.
De-Sitter space is also worthy of attention because it is highly symmetric.
This facilitates the study of quantum field phenonmenon. We study in par-
ticular the scalar field φ which is a solution of the Klein-Gordon equation,
(−g +m2)φ = 0. This has been studied by many authors[1, 2, 3, 4, 5, 6].
We give a mathematical construction of φ which follows the treatment
of Schomblond and Spindel[4]. The construction is based on the symmet-
ric Euclidean vaccuum which has O(1,4) invariance. We demonstrate this
invariance as well as locality properties of the field.
We consider the issue of whether time evolution is unitarily implementable.
If φ(t, ~x) is the field at time t and position, ~x, is there a unitary operator
1
U0(t, t0) so that φ(t, ~x) = U0(t, t0)φ(t0, ~x)U−10 (t, t0)? We prove that no such
U0 exists, a widely expected result. This is an obstacle to giving a particle
interpretation to the theory.
We consider also the Klein-Gordon field in the presence of external po-
tential, satisfying (−g + m2 + V )φ = 0, V a local scalar potential. The
classical time evolution operator UV (t, t0) will be studied by an expansion in
a Dyson series. This makes possible the definition of a perturbed quantum
field φV (t, ~x). We show that the relative time evolution is unitarily imple-
mentable in the sense that there exists an unitary operator, UV (t) such that
φV (t, ~x) = UV (t)φ(t, ~x)U−1V (t). This is a new result.
The theory developed here may possibly be extended to treat other per-
turbations such as a local vector potential or a local change in the metric.
The hope is that unitary implementability will be a good technical tool for
such investigations.
2 Klein-Gordon Equation in de-Sitter Space
We start with the de-Sitter metric in (0,∞)× R3 as fallows
gµν =
R2
t2

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , gµν = t2R2

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

where R equals the inverse of the Hubble constant, or the radius of the uni-
verse. De-Sitter space satisfies two cosmological principles, namely, homo-
geneity and isotropy. It is also an expanding universe that satisfies Einstein’s
field equation with the cosmological constant, Λ = H2 in natural units, where
H = R−1 is the Hubble constant:
Rµν − 1
2
Rgµν + Λgµν = 0
The right hand side of this equation is zero which corresponds to no matter
existing in de-Sitter space. The extra term Λgµν comes from the hyporthesis
of dark energy to explain the expansion rate of the universe. The t coordinate
is chosen to run backward in time so the big bang occurs at t = ∞. The
manifold is not complete since geodesics can run off at t =∞.
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Let φ = φ(t, ~x) be the scalar field, defined on the manifold (0,∞)× R3,
satisfying the Klein-Gordon equation,
(−g +m2)φ = 0 (1)
where the subscript g represents the de-Sitter metric. We have
|det(g)|1/2 =
(
R
t
)4
The D’Alembertian for the de-Sitter metric is
g =
∑
µ,ν
|det(g)|−1/2 ∂
∂xµ
(
|det(g)|1/2gµν ∂
∂xν
)
= t4
∑
µ,ν
∂
∂xµ
(
t−4gµν
∂
∂xν
)
= t4
∂
∂t
(
− 1
R2t2
∂
∂t
)
+
t2
R2
△
= − t
2
R2
(
∂2
∂t2
−△
)
+
2t
R2
∂
∂t
With this D’Alembertian, Klein-Gordon equation becomes[
t2
R2
(
∂2
∂t2
−△
)
− 2t
R2
∂
∂t
+m2
]
φ(t, ~x) = 0 (2)
We look for solutions of the form φ(t, ~x) = ei
~k·~xv(t, k) where k = |~k|. Then
(2) becomes [
t2
d2
dt2
− 2t d
dt
+ (kt)2 + (mR)2
]
v(t, k) = 0 (3)
Try v(t, k) = t3/2Z(kt). We have
v′(t, k) =
3
2
t1/2Z(kt) + t3/2kZ ′(kt)
v′′(t, k) =
3
4
t−1/2Z(kt) + 3t1/2kZ ′(kt) + t3/2k2Z ′′(kt)
3
Then (3) becomes[
x2
d2
dx2
+ x
d
dx
+ x2 + (mR)2 − 9
4
]
Z(x) = 0 (4)
where x = kt. This is Bessel’s equation with the solution,
Z(kt) = Jν(kt)± iNν(kt)
= H(1)ν (kt) or H
(2)
ν (kt)
where ν =
√
9
4
− (mR)2. We assume mR > 3/2, so ν is purely imaginary as
supported by empirical values [7], mR = 3.33×1037 for electron and 5×1043
for W± bosons. Jν(kt) and Nν(kt) are Bessel’s functions of the first kind and
second kind, respectively and H
(1)
ν (kt), H
(2)
ν (kt) are the Hankel functions.
The explicit expressions of Bessel and Hankel functions are given by Watson
[8],
H(1)ν (x) =
J−ν(x)− e−iπνJν(x)
i sin(νπ)
H(2)ν (x) =
eiπνJν(x)− J−ν(x)
i sin(νπ)
Jν(x) =
∞∑
n=0
(−1)n
n!(n + ν)!
(x
2
)ν+2n (5)
with convergence for all x. One can rewrite the Bessel function as
Jν(x) = x
νfν(x)
where
fν(x) = 2
−ν
∞∑
n=0
(−1)n
n!(n+ ν)!
(x
2
)2n
is an entire analytic function. Writing ν = iµ, µ =
√
(mR)2 − 9
4
, one notices
xν is rapidly oscillating at x = 0. From the explicit expression of Bessel
function in (5), Jν(x) = J−ν(x). Then we have
H
(1)
ν (kt) = H
(2)
−ν (kt)
4
and from definition in (5)
H(1)ν (kt) = e
−iπνH(1)−ν (kt)
These two expressions yield
H
(1)
ν (kt) = e
πµH(2)ν (kt)
Then one has a pair of Hankel functions shifted by a constant such that
H(1)ν (kt) = e−µπ/2H(1)ν (kt)
H(2)ν (kt) = eµπ/2H(2)ν (kt)
satisfying H(1)ν (kt) = H(2)ν (kt). Now the solutions of (3) can be written as
complex conjugate of each other as follow
v(t, k) = t3/2H(1)ν (kt)
v¯(t, k) = t3/2H(2)ν (kt)
(6)
A general real solution has the form,
u(t, ~x) =
1
(2π)3/2
∫
ei
~k·~x[v(t, k)ψ(~k) + v¯(t, k)ψ(−~k)]d~k (7)
We now want to find an explicit expression for ψ(~k) so that the solution
(7) gives Cauchy data,
(f(~x), h(~x)) = (u(t0, ~x), ∂u/∂n(t0, ~x)) (8)
where n is the forward unit normal vector on the Cauchy surface at t = t0.
The normal derivative is written as ∂u/∂n = nµ∂u/∂xµ. The unit normal
vector has the form, nµ = (n0, 0, 0, 0) and satisfies
1 = −gt0(n, n) = −gµν(t0, ~x)nµnν =
(
R
t0
)2
(n0)2
so n0 = t0/R and
∂
∂n
=
t0
R
∂
∂t
∣∣∣∣
t0
5
Now the Cauchy data become (f, h) = (u(t0, ·), t0/R∂u/∂t(t0, ·)). For a
general t, the Cauchy data become (ft, ht) = (u(t, ·), t/R∂u/∂t(t, ·)). From
(7), we have
f˜t(~k) = v(t, k)ψ(~k) + v¯(t, k)ψ(−~k) (9)
Rh˜t(~k) = t[v
′(t, k)ψ(~k) + v¯′(t, k)ψ(−~k)] (10)
Solving the two equations (9) and (10) simultaneously, we get
ψ(~k) =
1
tW (t, k)
det
(
f˜t(~k) v¯(t, k)
Rh˜t(~k) tv¯
′(t, k)
)
(11)
where the Wronskian is
W (t, k) = det
(
v(t, k) v¯(t, k)
v′(t, k) v¯′(t, k)
)
According to (6)
W (t, k) = t3kW [H(1)ν (kt), H
(2)
ν (kt)]
= −4i
π
t2
(12)
Since W [H(1)(x), H(2)(x)] = − 4i
πx
.[8] Note W (t, k) does not depend on k. We
will see shortly that v(t, k) is bounded with derivatives in t polynomially
bounded in k. Then if f, h ∈ S(R3), the Schwartz space of smooth rapidly
decreasing function, then ψ is rapidly decreasing and (7) does give a true
solution with these data.
3 Time Evolution Operator
In this section we develop estimates on the time evolution operator. To begin
we have an estimate on v(t, k) in (6).
Lemma 1. For t ≥ 1,
|v(t, k)| ≤ Ct3/2ω−1/2(k)
|v′(t, k)| ≤ Ctω1/2(k)
|v′′(t, k)| ≤ Ctω3/2(k)
where ω(k) =
√
1 + k2 and C is a constant different from expression to ex-
pression.
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Proof. First consider
|v(t, k)| = e−µπ/2t3/2|H(1)ν (kt)|
For |x| ≤ 1, the Hankel function H(1)ν (x) is written in terms of the Bessel
function Jν(x), as seen in (5), which is a convergent series with a radius of
convergence∞. Hence Jν(x) and J−ν(x) are bounded for |x| ≤ 1 andH(1)ν (x),
H
(2)
ν (x) are bounded functions as well. For |x| > 1, one has the asymptotic
expansion of Hankel function [8],
H(1)ν (x) =
√
2
πx
ei[x−(ν+
1
2
)pi
2
]
[
k∑
n=0
(−1)n(ν, n)
(2ix)n
+O
(
1
xk+1
)]
where
(ν, n) =
Γ(ν + n+ 1
2
)
n!Γ(ν − n + 1
2
)
Then
|H(1)ν (x)| =
√
2
πx
e
pi
2
µ[1 +O(|x|−1)]
Hence, the Hankel function is a bounded function such that |H(1)ν (x)| ≤
C|x|−1/2 where C > 0. Then the Hankel function is bounded as follow
|H(1)ν (x)| ≤ C
{
1 for |x| ≤ 1
|x|−1/2 for |x| > 1
≤ Cω−1/2(x)
So
|H(1)ν (kt)| ≤ Cω−1/2(k)
where I used the fact ω(kt) ≥ ω(k) for t ≥ 1. Then we have the bounded
value for |v(t, k)| ≤ Ct3/2ω−1/2(k).
Second,
v′(t, k) = e−µπ/2
(
3
2
t1/2H(1)ν (kt) + t
3/2kH(1)
′
ν (kt)
)
7
where H
(1)
ν (kt) has been shown bounded for all values of kt. What is left is
to show the boundedness of
H(1)
′
ν (x) =
J ′−ν(x)− e−iπνJ ′ν(x)
i sin(νπ)
Using the rewritten Bessel function following from expressions (5),
J ′ν(x) = νx
ν−1fν(x) + xνf ′ν(x)
Then for |x| ≤ 1
|J ′ν(x)| = O(|x|−1)
so that |H(1)′ν (x)| ≤ C|x|−1 for |x| ≤ 1. For |x| > 1, one uses the identity, [8]
H(1)
′
ν (x) =
1
2
[H
(1)
ν−1(x)−H(1)ν+1(x)] (13)
Then
|H(1)′ν (x)| ≤
1
2
[|H(1)ν−1(x)|+ |H(1)ν+1(x)|]
As shown previously, the asymptotic expansions of Hankel functions, H
(1)
ν−1(x)
and H
(1)
ν+1(x) are bounded by C|x|−1/2. Hence, |H(1)
′
ν (x)| ≤ C|x|−1/2 where
C > 0. One then has a bounded |H(1)′ν (x)|
|H(1)′ν (x)| ≤ C|x|−1
{
1 for |x| ≤ 1
|x|1/2 for |x| > 1
With the bounded value of |H(1)ν (x)| found previously, one has
|v′(t, k)| ≤ Ct1/2
{
1 for kt ≤ 1
(kt)1/2 for kt > 1
≤ Ctω1/2(k)
Third,
v′′(t, k) = e−µπ/2[
3
4
t−1/2H(1)ν (kt) + 3t
1/2kH(1)
′
ν (kt) + t
3/2k2H(1)
′′
ν (kt)]
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For |x| > 1, one uses the bound on H(1)ν (x) and the identity (13) as follows
|H(1)′′ν (x)| ≤
1
2
[|H(1)′ν−1(x)|+ |H(1)
′
ν+1(x)|]
≤ 1
4
[|H(1)ν−2(x)|+ 2|H(1)ν (x)|+ |H(1)ν+2(x)|]
≤ C|x|−1/2
And one uses the definitions of Hankel function and Bessel function from (5)
for |x| ≤ 1,
H(1)
′′
ν (x) =
J ′′−ν(x)− e−iπνJ ′′ν (x)
i sin(νπ)
and
J ′′ν (x) = ν(ν − 1)xν−2fν(x) + 2νxν−1f ′ν(x) + xνf ′′ν (x)
Then one has
|J ′′ν (x)| = O(|x|−2)
so that
|H(1)′′ν (x)| ≤ C|x|−2
As a result,
|H(1)′′ν (x)| ≤ C|x|−2
{
1 for |x| ≤ 1
|x|3/2 for |x| > 1
With the bounded values of |H(1)ν (x)| and |H(1)′ν (x)| found previously, one
has
|v′′(t, k)| ≤ Ct−1/2
{
1 for kt ≤ 1
(kt)3/2 for kt > 1
≤ Ctω3/2(k)
Now we can demonstrate the smoothness of our solutions.
Lemma 2. Let f, h ∈ S(R3). Then the solution u(t, ~x) with these data given
by (7), (11) is C∞
9
Proof. Formally, the general spatial derivative ∂αx = ∂
α1
x1
∂α2x2 ∂
α3
x3
on u(t, ~x) is
∂αxu(t, ~x) =
1
(2π)3/2
∫
(ik)αei
~k·~x[v(t, k)ψ(~k) + v¯(t, k)ψ(−~k)]d~k
where kα = kα11 k
α2
2 k
α3
3 . These are actual derivatives if all integrals are ab-
solutely convergent. Since kα and v(t, k) from lemma 1 are polynomially
bounded in k and ψ(~k) is Schwartz function(rapidly decreasing), therefore
integrands are all absolutely convergent.
Formally,
∂nt u(t, ~x) =
1
(2π)3/2
∫
ei
~k·~x
[
∂n
∂tn
v(t, k)ψ(~k) +
∂n
∂tn
v¯(t, k)ψ(−~k)
]
d~k
We need to show ∂
n
∂tn
v(t, k) to be polynomially bounded in k. It is enough to
show ∂
n
∂tn
Hν(kt) is polynomially bounded in k and we have
∂n
∂tn
Hν(kt) = kn d
n
dxn
Hν(x)
∣∣∣∣
x=kt
But d
n
dxn
Hν(x) is a sum of Hν±j(x) for 0 ≤ j ≤ n, and Hν±j(x) satisfies
Hν±j(x) ≤ Cω−1/2(x) just as for j = 0. Hence the result.
Let’s look at the Sobolev spaces defined by
H1/2(R3) = {f ∈ L2(R3) : ω1/2f˜ ∈ L2(R3)}
H−1/2(R3) = {h ∈ L2(R3) : ω−1/2h˜ ∈ L2(R3)}
We now define a real-linear map K which takes real Cauchy data at t to
the coefficient ψ given by expression (11).
[Kt(f, h)](~k) =
1
tW (t, k)
det
(
f˜(~k) v¯(t, k)
Rh˜(~k) tv¯′(t, k)
)
(14)
Also we define a real linear map Lt which takes the coefficient ψ to the
Cauchy data. With u(t, ~x) given by (7),
Ltψ(~k) =
(
u(t, ~x),
t
R
∂u
∂t
(t, ~x)
)
=
(
1
(2π)3/2
∫
ei
~k·~x[v(t, k)ψ(~k) + v¯(t, k)ψ(−~k)]d~k,
t
R(2π)3/2
∫
ei
~k·~x[v′(t, k)ψ(~k) + v¯′(t, k)ψ(−~k)]d~k
) (15)
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Lemma 3. Kt is bounded from H
1/2(R3)⊕H−1/2(R3) to L2(R3)
Proof. We start with (14)
|Kt(f, h)(~k)| = π
4t
∣∣∣∣det ( f˜ v¯(t, k)Rh˜ tv¯′(t, k)
) ∣∣∣∣
≤ π
4t
[|f˜(~k)tv¯′(t, k)|+ |Rh˜(~k)v¯(t, k)|]
≤ Ct[|f˜(~k)|ω1/2(k) + |h˜(~k)|ω−1/2(k)]
where I have used lemma 1 in the last line and Ct = Ct. Now, using the
inequality (a + b)2 ≤ 2(a2 + b2) for the absolute value square,
|Kt(f, h)(~k)|2 ≤ 2(Ct)2[|f˜(~k)|2ω(k) + |h˜(~k)|2ω−1(k)]
Integrated over ~k,
‖Kt(f, h)‖22 ≤ 2(Ct)2(‖f‖2H1/2 + ‖h‖2H−1/2)
Or
‖Kt(f, h)‖2 ≤
√
2Ct‖(f, h)‖H1/2⊕H−1/2
Lemma 4. Lt is bounded from L
2(R3) to H1/2(R3)⊕H−1/2(R3)
Proof. Let’s take the Fourier transform of the expression of (15)
L˜tψ(~k) = ((L˜tψ)1(~k), (L˜tψ)2(~k))
where
(L˜tψ)1(~k) = v(t, k)ψ(~k) + v¯(t, k)ψ¯(−~k)
(L˜tψ)2(~k) =
t
R
[v′(t, k)ψ(~k) + v¯′(t, k)ψ¯(−~k)]
Using lemma 1,
|(L˜tψ)1(~k)| ≤ Ct3/2ω−1/2(|ψ(~k)|+ |ψ¯(−~k)|)
|(L˜tψ)2(~k)| ≤ Ct
2
R
ω1/2(|ψ(~k)|+ |ψ¯(−~k)|)
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With these two inequalities, we have
‖Ltψ‖2H1/2⊕H−1/2 = ‖((Ltψ)1, (Ltψ)2)‖2H1/2×H−1/2
= ‖(Ltψ)1‖2H1/2 + ‖(Ltψ)2‖2H−1/2
= ‖ω1/2(L˜tψ)1‖22 + ‖ω−1/2(L˜tψ)2‖22
≤ 8(Ct)2‖ψ‖22
where I have used the inequality (a + b)2 ≤ 2(a2 + b2) and Ct = Ct2. So,
‖Ltψ‖H1/2⊕H−1/2 ≤
√
8Ct‖ψ‖2
Explicit calculation shows that
KtLtψ = ψ
And
LtKt(f, h) = (f, h)
Then Kt is a bijection and Lt = K
−1
t .
We now come to the study of the time evolution operator, U0(t, s). Given
fs, hs ∈ S(R3), consider the solution of Klein-Gordon equation with this data
as in (7). Let (ft, ht) be the data at some other time t and U0(t, s) the linear
map defined by
U0(t, s)(fs, hs) = (ft, ht)
then ψ = Ks(fs, hs) and (ft, ht) = K
−1
t ψ. So
U0(t, s) = K
−1
t Ks (16)
But this operator is bounded on H1/2(R3) ×H−1/2(R3) and S(R3) × S(R3)
is dense in H1/2(R3)×H−1/2(R3) so this defines U0(t, s) as unique extension
to H1/2(R3)×H−1/2(R3). We take U0(t, s) as the basic dynamics. We have
the identities,
U(t, s)U(s, t) = K−1t KsK
−1
s Kt = I
U(t, u)U(u, s) = K−1t KuK
−1
u Ks
= K−1t Ks
= U(t, s)
12
We now define the time evolution operator on the coefficient ψ by
Uˆ0(t, 1) = K1U0(t, 1)K
−1
1
= K1K
−1
t
which is bounded on L2(R3) since K1 and K
−1
t are bounded operators proved
by lemma 2 and 3, respectively. The usefulness of Uˆ0(t, 1) will become clearer
as we proceed. Now, let’s find the explicit expression for Uˆ0(t, 1) for the sake
of theorem 4 proved later on,
Uˆ0(t, 1)ψ = K1K
−1
t ψ
= K1(ft, ht)
=
1
W (1, k)
det
(
f˜t v¯(1, k)
Rh˜t v¯
′(1, k)
)
where f˜t and h˜t are given by expressions (9) and (10). Then
Uˆ0(t, 1)ψ(~k) =
1
W (1, k)
[
det
(
v(t, k) v¯(1, k)
tv′(t, k) v¯′(1, k)
)
ψ(~k)
+ det
(
v¯(t, k) v¯(1, k)
tv¯′(t, k) v¯′(1, k)
)
ψ(−~k)
]
(17)
4 Time Evolution Operator with Potential
In last section, the boundedness of the time evolution operator without the
presence of potential is studied. In this section, we will study the one in the
presence of a scalar potential, V (t, ~x). First the Klein-Gordon equation needs
to be rewritten as a first order linear differential equation in order to express
the time evolution operator into Dyson series. Let’s begin with Φ = (φ, π)
where φ is a solution of the Klein-Gordon equation (1) and the conjugate
field π(~x, t) is defined as
π =
∂φ
∂n
=
t
R
∂φ
∂t
so that
∂φ
∂t
=
R
t
π (18)
Taking the second derivative,
∂2φ
∂t2
=
R
t
∂π
∂t
− R
t2
π (19)
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Substituting (18) and (19) into (2), we get
∂π
∂t
=
3
t
π +
t
R
△φ− R
t
m2φ (20)
Altogether then with Φt = (φt, πt)
dΦt
dt
= −H0(t)Φt (21)
where the Hamiltonian
H0 =
(
0 −R
t− t
R
△+ R
t
m2 −3
t
)
In the presence of potential, m2 replaced by m2 + V ′(t, ~x), the Klein-
Gordon equation (1) becomes (−g + m2 + V ′(t, ~x))φ = 0 and with the
results of (18) and (20), Klein-Gordon equation can be rewritten as
dΦt
dt
= −[H0(t) + V (t)]Φt (22)
where the perturbation
V (t) =
(
0 0
V (t, ~x) 0
)
and I have redefined V (t, ~x) = R
t
V ′(t, ~x).
Next we look for a time evolution operator UV (t, 1) in the presence of a
potential. If the field evolves as Φt = UV (t, 1)Φ, (22) becomes
dUV
dt
(t, 1) = −[H0(t) + V (t)]UV (t, 1)
and UV (1, 1) = I
(23)
This equation can be formally solved if the potential V is taken as a pertur-
bation so that UV (t, 1) is expanded into a Dyson series,
UV (t, 1) = U0(t, 1)−
∫ t
1
U0(t, s)V (s)U0(s, 1)ds+ · · · (24)
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Again, we look at UV (t, 1) transformed byK = K1 that was defined in section
3,
UˆV (t, 1) = KUV (t, 1)K
−1
= Uˆ0(t, 1)−
∫ t
1
KU0(t, s)K
−1KV (s)K−1KU0(s, 1)K
−1ds+ · · ·
= Uˆ0(t, 1)−
∫ t
1
Uˆ0(t, s)Vˆ (s)Uˆ0(s, 1)ds+ · · ·
(25)
where Vˆ (s) = KV (s)K−1. Including all higher order terms,
UˆV (t, 1) = Uˆ0(t, 1)
+
∞∑
n=1
(−1)n
∫ t
1
· · ·
∫ sn−1
1
Uˆ0(t, s1)Vˆ (s1) · · · Vˆ (sn)Uˆ0(sn, 1)dsn · · ·ds1
Next, we have a theorem for the convergence of the series expansion of
UˆV (t, 1).
Theorem 1. For fixed t, we suppose ‖V˜ (s, ·)‖1 ≤ C for 1 ≤ s ≤ t. Then
the Dyson series for UˆV (t, 1) converges in L
2(R3).
Proof.
‖UˆV (t, 1)ψ‖ ≤ ‖Uˆ0(t, 1)ψ‖
+
∞∑
n=1
∫ t
1
· · ·
∫ sn−1
1
‖Uˆ0(t, s1)‖‖Vˆ (s1)‖ · · ·
‖Vˆ (sn)‖‖Uˆ0(sn, 1)‖dsn · · ·ds1‖ψ‖ (26)
The boundedness of UˆV (t, 1) is then analysed by each factor. Let’s look at
the boundedness of the time evolution operators, Uˆ0(s, s
′) as follows
‖Uˆ0(s, s′)ψ‖2 ≤ ‖K‖‖U0(s, s′)‖‖K−1‖‖ψ‖2
where ‖K‖ ≤ C and ‖K−1‖ ≤ C as proved by lemma 2 and 3. And in
accordance with (16)
‖U0(s, s′)‖ ≤ ‖K−1s ‖‖Ks′‖
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where ‖Ks′‖ ≤
√
2Cs′ ≤
√
2Ct and ‖K−1s ‖ ≤
√
8Cs ≤
√
8Ct for 1 ≤ s, s′ ≤ t.
That implies ‖Uˆ0(s, s′)ψ‖2 ≤ Ct‖ψ‖2, independent of s and s′. Next, the
boundedness of Vˆ (s) follows from
Vˆ (s)ψ = KV (s)K−1ψ
= K
(
0 0
V (s, ·) 0
)(
f1
h1
)
= K(0, V (s, ·)f1)
= −(2π)3/2R v¯(1)
W (1)
V˜ (s, ·) ∗ f˜1
(27)
where f1 and h1 are given by (9) and (10) respectively and the last step comes
from the results of (14). Taking the L2(R3) norm, (27) can be expressed as
‖Vˆ (s)ψ‖2 ≤ (2π)3/2R‖ v¯(1)
W (1)
‖∞‖V˜ (s, ·) ∗ f˜1‖2
≤ (2π)3/2R‖ v¯(1)
W (1)
‖∞‖V˜ (s, ·)‖1‖f˜1‖2
(28)
where Young’s theorem was used for the last step. Now one can analyse the
boundedness of Vˆ (s) by each factor, first ‖V˜ (s, ·)‖1 is bounded by assump-
tion. Second ‖f˜1‖2 ≤ [‖v(1, ·)‖∞+‖v¯(1, ·)‖∞]‖ψ‖2 which comes from (9). As
seen from lemma 1,
|v(1, k)| = |v¯(1, k)| ≤ Cω−1/2(k)
So, ‖v(1, ·)‖∞ and ‖v¯(1, ·)‖∞ are finite and f˜1 is bounded on L2(R3). Third
W−1(1)‖v¯(1, ·)‖∞ is bounded since ‖v¯(1, ·)‖∞ is bounded and the Wronskian,
|W (1)| = 4
π
, by (12). Hence, Vˆ (s) is bounded. Since Uˆ0(si, si+1) is bounded
by Ct dependent on t only and Vˆ (si) are bounded for i = 1, · · · , n, the
integrand of the n-th term in (26) can be written as,
‖Uˆ0(t, s1)‖‖Vˆ (s1)‖ · · · ‖Vˆ (sn)‖‖Uˆ0(sn, 1)‖ ≤ Λn+1t where Λt = Λt3. Then,
after integrating over the si, we have
‖UˆV (t, 1)ψ‖2 ≤ Λt
∞∑
n=0
Λnt (t− 1)n
n!
‖ψ‖
= Λte
Λt(t−1)‖ψ‖2
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To complete the discussion of time evolution, we have the following corol-
lary
Corollary 1. UV (t, 1) defines a bounded operator on H
1/2(R3)×H−1/2(R3)
which solves (23).
Proof.
UV (t, 1) = K
−1UˆV (t, 1)K
bounded from H1/2(R3)×H−1/2(R3) to H1/2(R3)×H−1/2(R3)
Before the end of this section, we introduce a sympletic form defined for
a pair of test functions F = (f, h) as,
σ(F1, F2) = (f1, h2)− (h1, f2)
Lemma 5. σ(F1, F2) is a well defined bounded bilnear form on H
1/2(R3) ⊕
H−1/2(R3).
Proof. For the 3× 3 spatial part of the de-Sitter metric, g(3)(t) = (R
t
)6
,
(f, h) =
√
det(g(3)(t))
∫
f(~x)h(~x)d~x
=
(
R
t
)3 ∫
f˜(~k)h˜(~k)d~k
=
(
R
t
)3 ∫
ω1/2(k)f˜(~k)ω−1/2(k)h˜(~k)d~k
≤
(
R
t
)3
‖f‖H1/2‖h‖H−1/2
<∞
For the boundedness we have
|σ(F1, F2)| = |(f1, h2)− (h1, f2)|
≤ ‖f1‖H1/2‖h2‖H−1/2 + ‖h1‖H−1/2‖f2‖H1/2
≤
√
‖f1‖2H1/2 + ‖h1‖2H−1/2
√
‖f2‖2H1/2 + ‖h2‖2H−1/2
= ‖F1‖H1/2⊕H−1/2‖F2‖H1/2⊕H−1/2
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The sympletic form defined here is time invariant.
Lemma 6. For Ft = U(t, 1)F , σ(F1t, F2t) = σ(F1, F2)
Proof. Given F1, F2 ∈ H1/2(R3)⊕H−1/2(R3), there exists ψ1, ψ2 ∈ L2(R3) so
that F1 = K
−1ψ1, F2 = K−1ψ2. Since S(R3) is a dense subspace of L2(R3),
there are ψ1j ∈ S(R3) → ψ1, ψ2j ∈ S(R3) → ψ2. Then F1j = K−1ψ1j → F1
and F2j = K
−1ψ2j → F2 are convergent sequences, one has by the continuity
of σ
σ(F1, F2) = lim
j→∞
σ(F1j , F2j)
Also the convergence (F1j)t → (F1)t follows from the continuity of U(t, 1) As
a result,
σ((F1)t, (F2)t) = lim
j→∞
σ((F1j)t, (F2j)t)
Since the test functions Fjt are smooth, one can apply Green’s identity to
obtain
σ((F1j)t, (F2j)t) = σ(F1j , F2j)
Let j →∞ to get the result.
5 Properties of Quantum Field
5.1 Definition of the Fields
Our goal in this section is define a quantum field with dynamics of Klein-
Gordon equation and satisfying the canonical communtation realtions(CCR)
at t = 1. We work in a Hilbert space corresponding to ”Euclidean” vacuum
and develop properties of field such as invariance of correlation function under
the isometry group for de-Sitter space.
The Klein-Gordon field is too singular as a function of spacetime coordi-
nates. The field instead is taken as an operator valued distribution, in other
words a function of real test functions, f, h ∈ S(R3). The CCR have the
form
[φ(h), π(f)] = i(h, f)
Or if the field is expressed as a sympletic form we have for F = (f, h)
σ(Φ, F ) = φ(h)− π(f)
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Then the CCR have the form
[σ(Φ, F1), σ(Φ, F2)] = iσ(F1, F2)
Then taking into account the invariance of the sympletic form under time
evolution, the time evolved field is defined as
σ(Φt, F ) = σ(U0(t, 1)Φ, F )
= σ(Φ, U0(1, t)F )
Next we pick a particular representation of CCR which is equivalent to
choosing a specific vacuum. Let H be a Hilbert space and for h ∈ H let
a∗(h) and a(h) be creation and annihilation operators on the Fock space
F(H). They are respectively linear and anti-linear in h and satisfy
[a(h1), a
∗(h2)] = (h1, h2)
With H = L2(R3, d~p) we define
σ(Φ, F ) = i[a(K ′F )− a∗(K ′F )] (29)
where the renormalized K ′ = 2R√
π
K. This field will be shown to satisfy the
CCR after establishing a lemma. For F1, F2 ∈ H1/2(R3) ⊕ H−1/2(R3), the
sympletic form σ(F1, F2) is well defined as shown in lemma 4. For ψ1, ψ2 ∈
L2(R3), the sympletic form on L2(R3) is 2Im(ψ1, ψ2).
Lemma 7. K ′ is sympletic from H1/2(R3)×H−1/2(R3) to L2(R3).
Proof. One has from (14)
K ′F =
2R√
πW (1)
det
(
f˜ v¯(1, k)
Rh˜ v¯′(1, k)
)
=
2R√
πW (1)
[f˜ v¯′(1, k)− Rh˜v¯(1, k)]
Since f is real, f˜(~k) = f˜(−~k). Then we have for F1 = (f1, h1), F2 = (f2, h2)
2iIm(K ′F1, K ′F2) = (K ′F1, K ′F2)− (K ′F1, K ′F2)
=
4R2
π|W (1)|2
∫
[f˜1(−~k)f˜2(~k)v′v¯′ +R2h˜1(−~k)h˜2(~k)vv¯
− f˜1(~k)f˜2(−~k)v′v¯′ − R2h˜1(~k)h˜2(−~k)vv¯
+Rf˜1(~k)h˜2(−~k)vv¯′ +Rh˜1(~k)f˜2(−~k)v′v¯
−Rf˜1(−~k)h˜2(~k)v′v¯ − Rh˜1(−~k)f˜2(~k)vv¯′]d~k
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The first four terms vanish after a change of variable ~k → −~k in the second
line. So
2iIm(K ′F1, K ′F2) =
4R3
πW (1)
∫
[f˜1(−~k)h˜2(~k)− h˜1(−~k)f˜2(~k)]d~k
= R3i
∫
[f1(~x)h2(~x)− h1(~x)f2(~x)]d~x
= i
√
det(g(3)(1))
∫
[f1(~x)h2(~x)− h1(~x)f2(~x)]d~x
= iσ(F1, F2)
Now, we can show the CCR for the σ(Φ, F ) defined in (29) as follows
[σ(Φ, F1), σ(Φ, F2)] = [a(K
′F1), a∗(K ′F2)]− [a(K ′F2), a∗(K ′F1)]
= 2iIm(K ′F1, K ′F2)
= iσ(F1, F2)
where K ′ sympletic is used from lemma 6.
5.2 Invariance of Correlation functions under O(1,4)
symmetry
Taking F = (0, f), the smeared field can be expressed as
φ(t, f) = σ(Φt, (0, f))
= σ(Φ, U0(1, t)(0, f))
= i[a(K ′U0(1, t)(0, f))− a∗(K ′U0(1, t)(0, f))]
= i[a(K ′t(0, f))− a∗(K ′t(0, f))]
where K ′t =
2R√
π
Kt and Kt is given by (14), so that
[K ′t(0, f)](~k) =
2R√
πtW (t, k)
det
(
0 v¯(t, k)
Rf˜(~k) tv¯′(t, k)
)
= − 2R
2
√
πt
v¯(t, k)
W (t, k)
f˜(~k)
=
√
π
2i
R2t−3/2H(2)ν (kt)f˜(~k)
(30)
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where (12) was used for W (t, k). Constructing the two point function over a
vaccum state Ω,
(Ω, φ(t, f)φ(t′, f ′)Ω) = (Ω, σ(Φt, (0, f))σ(Φt′, (0, f ′))Ω)
= (Ω, [a∗(K ′t(0, f))− a(K ′t(0, f))][a(K ′t′(0, f ′))− a∗(K ′t′(0, f ′))]Ω)
= (Ω, [a(K ′t(0, f)), a
∗(K ′t′(0, f
′))]Ω)
= i (K ′t(0, f), K
′
t′(0, f
′))
= i
∫
K ′t(0, f)K
′
t′(0, f
′)d~k
= i
π
4
R4(tt′)−3/2
∫
H(1)ν (kt)H(2)ν (kt′)f˜(−~k)f˜ ′(~k)d~k
(31)
where (30) was used in the last line. Now we want to find the pointwise
two-point function defined as
W(t, ~x; t′, ~y) = (Ω, φ(t, ~x)φ(t′, ~y)Ω)
The pointwise two-point function can be turned into distribution through
the test function f(x) and the 3 × 3 spatial part of the de-Sitter metric,√
det(g(3)(t)) such that
φ(t, f) =
∫
R3
φ(t, ~x)f(~x)
√
det(g(3)(t))d~x
Then the two point function can be written in terms of W(t, ~x; t′, ~y),
(Ω, φ(t, f)φ(t′, f ′)Ω) =
∫
f(~x)
√
det(g(3)(t))W(t, ~x; t′, ~y)
√
det(g(3)(t′))f ′(~y)d~xd~y
=
(
R
t
)3(
R
t′
)3 ∫
f(~x)W(t, ~x; t′, ~y)f ′(~y)d~xd~y
(32)
From (31) and (32), one can identify
W(t, ~x; t′, ~y) = i π
4R2
(tt′)3/2
(2π)3
∫
ei
~k·(~x−~y)H(1)ν (kt)H(2)ν (kt′)d~k
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which agrees with Schomblond-Spindel[4]. According to Schomblond-Spindel,
this two-point function can be written in terms of ∆(x, y) and ∆1(x, y)
i∆(x, y) = (Ω, [φ(x), φ(y)]Ω)
= − i
8πR2
1
4
− ν2
cos(νπ)
ǫ(t− t′)Im F
(
−ν + 3
2
, ν +
3
2
; 2;
1 + p
2
)
and
∆1(x, y) = (Ω, {φ(x), φ(y)}Ω)
=
1
8πR2
1
4
− ν2
cos(νπ)
Re F
(
−ν + 3
2
, ν +
3
2
; 2;
1 + p
2
)
where p is defined as follows
p =
x · y
R2
= cosh
( s
R
)
where s is a geodesic distance s = s(x, y) between two points in de-Sitter
space. Then
W(x, y) = 1
2
[i∆(x, y) + ∆1(x, y)]
=
1
8πR2
1
4
− ν2
cos(νπ)
[
Re F
(
−ν + 3
2
, ν +
3
2
; 2;
1 + p
2
)
− iǫ(t− t′)Im F
(
−ν + 3
2
, ν +
3
2
; 2;
1 + p
2
)]
Thus the two-point function depends only on the geodesic distance. Thus
it is invariant under the isometry group O(1, 4) for de-Sitter space. All
correlation functions can be expressed in terms of the two point function so
they are invariant too.
5.3 Locality Condition
We want to show our field has a local commutator.
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First we recall some definitions on any time oriented Lorentzian manifold
(M, g). Let’s define the causal future and past of a point p in the manifold
by
J±(p) = {q ∈M : ∃ a future/past directed causal curve from p to q}
and
Definition 1. A Lorentzian manifold (M, g) is globally hyperbolic if the fol-
lowing equivalent conditions hold
1. For any p, q ∈M the set J+(p) ∩ J−(q) is compact.
2. There is Cauchy surface which is a spacelike hypersurface intersected by
every causal curve exactly once.
3. (M, g) is diffeomorphic with a manifold (R×Σ, g′) for which Σt = {t}×Σ
is a Cauchy surface for all t.
We are now in a position to quote a theorem[9]
Theorem 2. Let (M, g) be globally hyperbolic and let (Σ, n) be a Cauchy
surface with normal n. Then for any f, h ∈ C∞0 (Σ) there exists a unique
regular solution u ∈ C∞(R × Σ) of (− +m2)u = 0 such that uΣ = f and
∇nu|Σ = h.
Moreover, supp(u) ⊂ J±(supp(f) ∪ supp(h)).
De-Sitter space is conformally equivalent to the subspace (0,∞)× R3 of
Minkowski space as seen in (2). Hence, J±(p) is the same for de-Sitter space
as for the subspace ofMinkowski space. Therefore de-Sitter space is globally
hyperbolic just like the subspace of Minkowski space. The compact condition
of J+(p) ∩ J−(q) is easy to check. Also our solution is C∞ by lemma 2 so it
must be the one refered to in the theorem. Therefore our solution has the
claimed support properties. Now we can demonstrate the locality condition.
Theorem 3. If J±({t1} × supp(F1)) ∩ {t2} × supp(F2) = ∅,
[σ(Φt1 , F1), σ(Φt2 , F2)] = 0
Proof. We compute
[σ(Φt1 , F1), σ(Φt2 , F2)] = iσ(U(1, t1)F1, U(1, t2)F2)
= iσ(U(t2, t1)F1, F2)
= 0
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since supp(U(t2, t1)F1)∩ supp(F2) = ∅. To see J±({t1} × supp(F1))∩ {t2} ×
supp(F2) = ∅ implies supp(U(t2, t1)F1) ∩ supp(F2) = ∅, consider the t2 slice
of J±({t1} × supp(F1)) which is equal to {t2} × (supp(F1))t2−t1 where Xt =
{y ∈ R3 : d(y,X) ≤ t}. That implies,
(supp(F1))t2−t1 ∩ supp(F2) = ∅
Since supp(U(t2, t1)F1) ⊂ (supp(F1))t2−t1 by theorem 2,
supp(U(t2, t1)F1) ∩ supp(F2) = ∅
This commutation relation states the causality relation between the fields
which commute if F1 and F2 have spacelike separated supports.
6 Unitary Implementability of Time Evolu-
tion Operators
A Segal field is the operator on the Fock space F(H) by
Φs(ψ) = i[a(ψ)− a∗(ψ)], ψ ∈ H
It is real linear in H and satisfies the commutation relation,
[Φs(ψ1),Φs(ψ2)] = 2iIm(ψ1, ψ2)
If an operator, T : H → H is real linear and sympletic such that Im(Tψ1, Tψ2) =
Im(ψ1, ψ2), then Φ
′
s(ψ) = Φs(Tψ) also satisfies the commutation relation.
The question of unitary implementablility of this transformation is answered
by Shale’s theorem[10, 13].
Theorem 4. Let T be invertible sympletic transformation. Then there exists
UT on F(H) so that Φ′s(ψ) = UTΦs(ψ)U−1T , iff T †T − I is Hilbert-Schmidt.
Here T † is the real adjoint of T such that Re(ψ1, Tψ2) = Re(T †ψ1, ψ2).
We are interested in the case, H = L2(R3), the field
σ(Φ, F ) = Φs(K
′F )
and the time evolution with no potential
σ(Φt, F ) = σ(Φ, U0(1, t)F ) = Φs(K
′U0(1, t)F )
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Theorem 5. There is no interval I ⊂ (0,∞) containing 1 so that for t ∈
I there exists a unitary operator, Ut ∈ F(H) satisfying, U−1t σ(Φ, F )Ut =
σ(Φ, U0(1, t)F ).
Proof. Let’s determine the operator T stated in theorem 2 as follows. We
would like
U−1t Φs(K ′F )Ut = Φs(K ′U0(1, t)F )
Let G = K ′U0(1, t)F , or F = U0(t, 1)K ′−1G, then this becomes
U−1t Φs(K ′U0(t, 1)K ′−1G)Ut = Φs(G)
Replacing K ′ by K this is the same as
Φs(Uˆ0(t, 1)G) = UtΦs(G)U−1t
so T = Uˆ0(t, 1) is the time evolution operator we saw in section 3.
Let Z = Uˆ †0(t, 1)Uˆ0(t, 1) − I and Uˆ †0(t, 1) : L2(R3) → L2(R3). For χ, ψ ∈
L2(R3),
Re(Uˆ †0(t, 1)χ, ψ) = Re(χ, Uˆ0(t, 1)ψ)
= Re(χ,KU(t, 1)K−1ψ)
= −Im(KK−1iχ,KU(t, 1)K−1ψ)
= −1
2
σ(K−1iχ, U(t, 1)K−1ψ)
= −1
2
σ(U(1, t)K−1iχ,K−1ψ)
= −Im(KU(1, t)K−1iχ, ψ)
= −Re(−i(KU(1, t)K−1iχ, ψ))
= −Re(iKU(1, t)K−1iχ, ψ))
where I have used the identity U−1(t, 1) = U(1, t) shown at the end of section
3. Then one has
Uˆ †0(t, 1) = −iUˆ0(1, t)i
Then
Z = −iUˆ0(1, t)iUˆ0(t, 1)− I
= −iUˆ0(1, t)(iUˆ0(t, 1)− Uˆ0(t, 1)i)
(33)
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Since Uˆ0(t, 1) is bounded with bounded inverse, Z is Hilbert-Schmidt iff
iUˆ0(t, 1)− Uˆ0(t, 1)i is Hilbert-Schmidt. From (17) we have
(iUˆ0(t, 1)− Uˆ0(t, 1)i)ψ(~k) = 2i
W (1, k)
det
(
v¯(t, k) v¯(1, k)
tv¯′(t, k) v¯′(1, k)
)
ψ(−~k) (34)
Since iUˆ0(t, 1) − Uˆ0(t, 1)i is a multiplication operator, it is Hilbert-Schmidt
iff it is zero.
Suppose there is an interval I so that iUˆ0(t, 1) − Uˆ0(t, 1)i = 0 for t ∈ I.
Then
v¯(t, k)v¯′(1, k)− tv¯′(t, k)v¯(1, k) = 0
Case 1, v(1, k) = 0. If v′(1, k) = 0, then v(t, k) has zero initial data and
thus vanishes whish is false. So v′(1, k) 6= 0 and then the equation implies
v(t, k) = 0 which is again false.
Case 2, v(1, k) 6= 0. One has,
v¯′(t, k) =
1
t
γv¯(t, k)
where
γ =
v¯′(1, k)
v¯(1, k)
After integrating from 1 to t, one has
ln
[
v¯(t, k)
v¯(1, k)
]
= γln(t)
v¯(t, k) = tγ v¯(1, k)
which is false because t3/2Hν(kt) 6= tγHν(k).
Thus iUˆ0(t, 1)− Uˆ0(t, 1)i 6= 0 and Z is not Hilbert-Schmidt. Then Shale’s
theorem proves theorem 5.
Next we consider the analysis of unitary transformation for the time
evolved field from no potential to a scalar potential.
Theorem 6. Given a V ∈ C∞0 ([0, t0]×R3), then for t ≥ t0 there exists a uni-
tary operator, Ut ∈ F(H), so that σ(Φ, UV (1, t)F ) = U−1t σ(Φ, U0(1, t)F )Ut.
Remarks: This proof is similar to the proof of Reed and Simon [10] on
Minkowski space. We take times away from the perturbation for convenience
and because it is the most interesting case. However it is probably not
necessary.
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Proof. Let’s determine the operator T again as follow. We would like
U−1t Φs(K ′U0(1, t)F )Ut = Φs(K ′UV (1, t)F )
Let G = K ′UV (1, t)F , or F = UV (t, 1)K ′−1G, then this becomes
U−1t Φs(K ′U0(1, t)UV (t, 1)K ′−1G)Ut = Φs(G)
So we want
Φs(TG) = UtΦs(G)U−1t
where
T = K ′U0(1, t)UV (t, 1)K ′−1 = KU0(1, t)UV (t, 1)K−1
Infering T † = −iT−1i as in the proof of theorem 3, then Z ′ = T †T − I =
−iT−1(iT −T i). By our earlier results T is bounded so Z ′ is Hilbert-Schmidt
if iT −T i is Hilbert-Schmidt. Given the covergent series in (24) for UV (t, 1),
we get a convergent series for T which states
T = I −
∫ t
1
KU0(1, s)V (s)U0(s, 1)K
−1ds+ · · ·
= I −
∫ t
1
KsV (s)K
−1
s ds+ · · ·
= I −
∫ t
1
Vˆ (s)ds+ · · ·
In analogy to (27) with K replaced by Ks from (14), and ψ ∈ L2(R3),
Vˆ (s)ψ(~p) = KsV (s)K
−1
s ψ(~p)
= −(2π)
3/2R
s
v¯(s, p)
W (s, p)
(V˜ (s, ·) ∗ f˜s)(~p)
= −(2π)
3/2R
s
v¯(s, p)
W (s, p)
∫
V˜ (s, ~p− ~q)[v(s, q)ψ(~q) + v¯(s, q)ψ(−~q)]d~q
(35)
As shown in the proof of theorem 1, Vˆ (s) is bounded on L2(R3).
More generally,
T =
∞∑
n=0
Tn
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where with T0 = I and
Tn = (−1)n
∫ t
1
· · ·
∫ sn−1
1
Vˆ (s1) · · · Vˆ (sn)dsn · · ·ds1 (36)
Next, let’s look at the Hilbert-Schmidt condition of iT − T i for the first
two terms. In accordance with (35) and (36),
1∑
n=0
(iTn − Tni)ψ(~p) = (iT1 − T1i)ψ(~p)
= 2(2π)3/2iR
∫
τ(~p, ~q)ψ(~q)d~q
where the kernel is
τ(~p, ~q) =
∫
v¯(s, p)
sW (s, p)
V˜ (s, ~p+ ~q)v¯(s, q)ds
Since W (s, p) is independent of p and finitely dependent on s as seen from
(12), we choose the simplifed kernel to be
τ ′(~p, ~q) =
∫ t
1
v¯(s, p)V˜ (s, ~p+ ~q)v¯(s, q)ds
Then iT1 − T1i is Hilbert-Schmidt or not depends on the condition,∫∫
|τ ′(~p, ~q)|2d~qd~p <∞ (37)
Now we analyze the kernel in three different regions of momentum, with
p = |~p| and q = |~q|
(1) p and q ≤ 1, one has, from lemma 1, that |v¯(s, q)|, |v¯(s, p)| are bounded.
Also |V˜ (~p+ ~q, s)| is bounded. Hence τ ′(~p, ~q) is bounded as well. So∫∫
p,q≤1
|τ ′(~p, ~q)|2d~pd~q <∞
(2) p and q ≥ 1, one has the asymptotic expression of Hankel function,
v¯(s, p) = s3/2eµπ/2H(2)ν (ps)
=
√
2
πp
se−i(ps−
pi
4
)
[
1− i(4ν
2 − 1)
8ps
+ · · ·
]
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Now the kernel, up to a multiplicative constant, is split into six terms such
that τ ′ = τ ′0 + τ
′
1 + · · ·+ τ ′5 given by
τ ′(~p+ ~q) =
1√
pq
∫ t
1
e−i(p+q)ss2V˜ (s, ~p+ ~q)
[
1− a
ps
− a
qs
+
a2
pqs2
+O
(
1
(ps)2
)
+O
(
1
(qs)2
)]
ds
where a = i
8
(4ν2 − 1). Consider the first term of the series
τ ′0(~p+ ~q) =
1√
p0q0
∫ t
1
e−i(p0+q0)ss2V˜ (s, ~p+ ~q)ds
∣∣∣∣p0=p
q0=q
= − 1√
p0q0
∂2
∂p20
∫ t
1
e−i(p0+q0)sV˜ (s, ~p+ ~q)ds
∣∣∣∣p0=p
q0=q
= − 1√
p0q0
∂2V˜
∂p20
(p0 + q0, ~p+ ~q)
∣∣∣∣p0=p
q0=q
Since the full Fourier transform V˜ is Schwarz function, so is its second deriva-
tive, and it is bounded by (|~p+ ~q|+ p+ q)−N for any N . Then we have
|τ ′0(~p+ ~q)| ≤
Ct√
pq
(|~p+ ~q|+ p+ q)−N
≤ Ct√
pq
(p+ q)−N
≤ Ct
p(N+1)/2q(N+1)/2
This gives a finite result when square-integrated over p, q ≥ 1, provided
N > 2. The same analysis holds for the next three terms τ ′1, τ
′
2 and τ
′
3. For
the fifth term,
|τ ′4(~p+ ~q)| ≤
1√
pq
∫ t
1
|V˜ (s, ~p+ ~q)|O
(
1
p2
)
ds
≤ Ct√
pq
sup
s
|V˜ (s, ~p+ ~q)|O(p−2)
But for any N there is a constant C so
|V˜ (s, ~p+ ~q)| ≤ C(|~p+ ~q|+ 1)−N (38)
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Now the kernel integrated over ~q will be∫
|τ ′4(~p+ ~q)|2d~q ≤ C2tO(p−5)
∫
(1 + |~p+ ~q|)−2Nd~q
= C ′tO(p−5) for N >
3
2
Then the integral over ~p is finite since O(p−5) decays fast enough to be
convergent. The same result is obtained for the last term, τ ′5 with p and q
interchanged. Therefore, (37) holds.
(3) q ≤ 1 and p ≥ 1, one has, from lemma 1,
|v¯(s, p)| ≤ Cs3/2ω−1/2(p)
Combined with (38) this gives
|τ ′(~p+ ~q)| ≤ Ct(1 + |~p+ ~q|)−Nω−1/2(q)ω−1/2(p)
Then ∫
|~p|≥1
|τ ′(~p+ ~q)|2d~p ≤ C
2
t√
2
ω−1(q)
∫
(1 + |~p+ ~q|)−2Nd~p
This is finite, provided N > 3
2
. Then the integral over |~q| ≤ 1 is finite as
well. So (37) holds again.
(4)p ≤ 1 and q ≥ 1. The same analysis as (3) is used. Hence, iTn − Tni is
Hilbert-Schmidt for the n = 0, 1 terms.
In general, the Hilbert-Schmidt norm of iT − T i satisfies
‖iT − T i‖2 ≤ ‖iT1 − T1i‖2 + 2
∞∑
n=2
‖Tn‖2 (39)
where Tn is given by (36). Then we have for n ≥ 2
‖Tn‖2 ≤
∫ t
1
· · ·
∫ sn−1
1
‖Vˆ (s1)‖2 · · · ‖Vˆ (sn)‖2dsn · · ·ds1
≤ M
n
2 (t− 1)n
n!
where M2 ≡ sup‖Vˆ (s)‖2. However we cannot show M2 is finite. We might
try it as follows. According to (35) and lemma 1, Vˆ (s) has a kernel,
|Vˆ (~p− ~q, s)| ≤ Cω−1/2(~p)(V˜ (s, ~p− ~q)|+ |V˜ (s, ~p+ ~q)|)ω−1/2(~q) (40)
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Hence, we have
‖Vˆ (s)‖22 ≤ C
∫∫
|V˜ (s, ~p− ~q)|2(1 + p)−1(1 + q)−1d~pd~q
which is infinite since it does not have sufficient decay in ~p+ ~q.
Instead, let’s rewrite the Hilbert-Schmidt norm for n ≥ 2 as
‖Tn‖2 ≤
∫ t
1
· · ·
∫ sn−1
1
‖Vˆ (s1)Vˆ (s2)‖2 · · · ‖Vˆ (sn−1)Vˆ (sn)‖2dsn · · ·ds1
≤
∫ t
1
· · ·
∫ sn−1
1
‖Vˆ (s1)‖4‖Vˆ (s2)‖4 · · · ‖Vˆ (sn−1)‖4‖Vˆ (sn)‖4dsn · · ·ds1
≤ M
n
4 (t− 1)n
n!
where M4 ≡ sup‖Vˆ (s)‖I4 is shown to be finite below. This expression holds
for both even n and odd n since ‖Vˆ (sn)‖ ≤ ‖Vˆ (sn)‖4 for odd n. To see
M4 finite, we take (38) again and compute the I4 norm that is defined as
‖Vˆ (s)‖I4 = [Tr(|Vˆ |4)]1/4.
‖Vˆ ‖44 = Tr(|Vˆ |4)
= Tr(Vˆ ∗Vˆ Vˆ ∗Vˆ )
=
∣∣∣∣ ∫ Vˆ ∗(p1, p2)Vˆ (p2, p3)Vˆ ∗(p3, p4)Vˆ (p4, p1)d~p1 · · ·d~p4∣∣∣∣
≤ C
∫
(1 + p1)
−1|V˜ (s, ~p1 − ~p2)| · · · (1 + p4)−1|V˜ (s, ~p4 − ~p1)|d~p1 · · ·d~p4
Take the region p1 < p2, p3, p4. The integral over this region is less than∫
(1+p1)
−4|V˜ (s, ~p1− ~p2)||V˜ (s, ~p2− ~p3)||V˜ (s, ~p3− ~p4)||V˜ (s, ~p4− ~p1)|d~p1 · · ·d~p4
Drop the last factor and do integrals over ~p4, ~p3,~p2,~p1 in that order. Other
regions like p2 < p1, p3, p4 are similar. So M4 is finite. Now,
∞∑
n=2
‖Tn‖2 ≤
∞∑
n=2
Mn4 (t− 1)n
n!
< eM4(t−1) <∞
Since iT1 − T1i and Tn for n ≥ 2 are Hilbert-Schmidt, iT − T i is Hilbert-
Schmidt, so Z ′ is Hilbert-Schmidt. T is unitarily implementable by theorem
2.
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7 Conclusion
The result of theorem 5 that time evolution is not unitarily implementable
means there is no good particle concept. In theorem 6, the relative time
evolution is unitarily implementable in the sense that fields at a fixed time
can be unitarily transformed from no potential to a scalar potential. This
means that a local potential has a limited effect on the dynamics of the
field. This property may be useful in future investigations of field theory on
de-Sitter space.
In this article, only local scalar potential has been treated. Local vector
potentials and gravitational perturbations are also interesting but are not
pursued here. For some related results in Minkowski space see Dimock[11,
12].
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