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Abstract
Rotating machinery are an important part of industrial equipment. Their components
are subjected to harsh operating environments, and hence experience significant wear and
tear. It is necessary that they function efficiently all the time in order to avoid significant
monetary losses and down-time. Monitoring the health of such machinery components
has become an essential part in many industries to ensure their continuous operation
and avoiding loss in productivity. Traditionally, signal processing methods have been
employed to analyze the vibration signals emitted from rotating machines. With time, the
complexity of machinery components has increased, which makes the process of condition
monitoring complex and time consuming, and consequently costly. Hence, a paradigm shift
in condition monitoring methods towards data-driven approaches has recently taken place
towards reducing complexity in estimation, where the monitoring of machinery is focused
on purely data-driven methods.
In this thesis, a novel data-driven framework to condition monitoring of gearbox is
studied and illustrated using simulated and experimental vibration signals. This involves
analyzing the signal, deriving feature sets and using machine learning algorithms to discern
the condition of machinery. The algorithm is implemented on data from a drivetrain
dynamics simulator (DDS), equipment designed by Spectraquest Inc. for academic and
industrial research purposes. Datasets from pristine state and faulty gearboxes are collected
and the algorithms are tested against this data. This framework has been developed to
facilitate automated monitoring of machinery in industries, thus reducing the need for
manual supervision and interpretation.
iii
Acknowledgements
I take this opportunity to thank my supervisor Professor Sriram Narasimhan for giving
me the opportunity and guidance to work on this thesis. I would like to express my
gratitude to Dr. Budhaditya Hazra for mentoring me during the learning process and for
providing valuable insights into the domain which made the process easier for me.
I thank Professor Scott Walbridge and Professor James Craig for taking their time to
read my thesis and providing feedback. I thank Richard Morrison for helping us setup the
DDS.
This work being part of a project in collaboration with Toronto Pearson International
Airport, operated by Greater Toronto Airport Authority (GTAA), I would like to acknowl-
edge the GTAA team for providing us valuable industrial perspective.
I would like to thank my group mates - Pampa Dey, Dr. Ayan Sadhu, Guru Prakash,
Ann Sychterz and Kevin Goorts; and my office mate Atena Pirayehgar for their support
and cooperation.
I thank my friends in Waterloo for all the good times and for everything that has been
possible.
Finally, I thank my mom, dad, brother and my friend Tanuja Kambham for their
support and motivation in completing my Masters. It would not have been possible without
them.
iv
Dedication
To my mom, dad and brother.
v
Table of Contents
List of Tables x
List of Figures xi
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Overview of Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Background 7
2.1 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Condition Monitoring of Gearboxes . . . . . . . . . . . . . . . . . . 8
2.1.2 Signal Processing Methods . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.3 Drawbacks of Traditional Methods . . . . . . . . . . . . . . . . . . 14
2.2 Recent Developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
vi
2.2.1 Reducing the Number of Features . . . . . . . . . . . . . . . . . . . 17
2.2.2 Machine Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Novelty Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.4 Statistical Process Control . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Limitations in Existing Work . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Contributions of this Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Proposed Methodology and Numerical Simulations 26
3.1 Proposed Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Simulated Vibration Signals from Gearbox . . . . . . . . . . . . . . . . . . 29
3.3 Condition Indicators (Features) . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Fault Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Automation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.5.1 Novelty Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.2 Statistical Process Control . . . . . . . . . . . . . . . . . . . . . . . 41
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Limitations of the Proposed Approach . . . . . . . . . . . . . . . . . . . . 44
4 Laboratory Experiments 46
4.1 Drivetrain Diagnostics Simulator . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.1 Configuration and Details . . . . . . . . . . . . . . . . . . . . . . . 46
vii
4.1.2 Experimental Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.1.3 Replacement Procedure . . . . . . . . . . . . . . . . . . . . . . . . 52
4.1.4 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Basic Signal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Fault Diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Three State Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.2 Four State Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5 Summary, Conclusions and Future Work 77
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.3 Recommendations for Future Study . . . . . . . . . . . . . . . . . . . . . . 79
APPENDICES 81
A Empirical Wavelet Decomposition 82
B Self-organizing Maps 85
C Principal Component Analysis 87
D Mahalanobis Distance 89
E Gaussian Mixture Models 91
viii
F Expectation Maximization 93
G k-means Clustering 95
References 97
ix
List of Tables
3.1 Condition Indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Calculation of GMFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
x
List of Figures
1.1 Gear Vibration Signature [6] . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Bearing Vibration Signature [43] . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Components in Gearbox - Gears and Bearings . . . . . . . . . . . . . . . . 9
2.2 Mounting Accelerometers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Distribution of Two Datasets . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Comparing the Novelty Score against a Threshold . . . . . . . . . . . . . . 22
3.1 Three Segments of the Gear Signal . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Concatenated Signal for Analysis . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Features Set 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Features Set 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Features Set 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Features Set 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.7 Components PC1 and PC2 . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.8 k-means Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
xi
3.9 Number of Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.10 GMM Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.11 Membership Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.12 Novelty Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.13 Monitoring Process - Until the First Alert . . . . . . . . . . . . . . . . . . 43
3.14 Monitoring Process - After the First Alert . . . . . . . . . . . . . . . . . . 43
4.1 Drivetrain Diagnostics Simulator (DDS) . . . . . . . . . . . . . . . . . . . 47
4.2 Two Stage Parallel Shaft Gearbox - Topview. IS: Input Shaft, InS: Inter-
mediate Shaft, OS: Output Shaft . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Eccentric Mounting Hub for Studying Backlash . . . . . . . . . . . . . . . 49
4.4 Gear Faults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Bearing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.6 Bearing - Section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.7 Bearing Faults . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.8 Gears Meshing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.9 Steps to Remove Intermediate Shaft . . . . . . . . . . . . . . . . . . . . . . 56
4.10 Bearing Mounting Hub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.11 Removal of Intermediate Shaft . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.12 Intermediate Shaft Removed to Replace the Gear . . . . . . . . . . . . . . 58
4.13 Accelerometer Mounted on a Mounting Disk . . . . . . . . . . . . . . . . . 59
xii
4.14 Lenze Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.15 Acceleration Data for the 3 Health States . . . . . . . . . . . . . . . . . . . 60
4.16 Fourier Spectra of the DDS Signal for Good and Chipped Tooth Conditions 62
4.17 3 States - Features Set 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.18 3 States - Features Set 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.19 3 States - Features Set 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.20 3 States - Features Set 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.21 Scatter Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.22 k-means Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.23 Number of Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.24 Novelty Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.25 Monitoring Process - Until the First Alert . . . . . . . . . . . . . . . . . . 68
4.26 Monitoring Process - After the First Alert . . . . . . . . . . . . . . . . . . 69
4.27 Acceleration Data for the 4 Health States . . . . . . . . . . . . . . . . . . . 70
4.28 4 States - Features Set 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.29 4 States - Features Set 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.30 4 States - Features Set 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.31 4 States - Features Set 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.32 Clustering using k-means . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.33 Number of Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
xiii
4.34 Novelty Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.35 Monitoring Process - Until the First Alert . . . . . . . . . . . . . . . . . . 75
4.36 Monitoring Process - After the First Alert . . . . . . . . . . . . . . . . . . 76
xiv
Chapter 1
Introduction
1.1 Motivation
Rotating machinery constitute an important mechanical component of industrial infras-
tructure. Major rotating machinery applications include aircraft engines, automotive
equipment, fans and blowers, turbines, industrial compressors, expanders and turbocharg-
ers, pumps and conveyor systems. The key common component of all the aforementioned
machinery is the gearbox. Due to its continual nature of operation, an efficient and fault-
free performance is a major requirement. Faults, especially if they are un-anticipated, can
be costly and can cause significant financial losses. Furthermore, due to relatively harsh
operating conditions, rotating machinery components are prone to early damage, leading
to reduced service life of the operating unit or shutdown in severe conditions. It is thus
imperative that the condition of machinery —in particular the gearbox —is monitored reg-
ularly. This research undertakes the problem of condition monitoring of gearboxes from a
practical implementation point-of-view, using a combination of signal processing, condition
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indicators, and machine learning algorithms.
While the gearbox is in operation, the assemblage of rotating parts (gears, shafts,
bearings, etc.) generate vibration signals in various frequency bands, mostly lying in the
human audible range (0 - 20 kHz). Traditional methods of diagnosis involve auditory
supervision to detect familiar sounds from the machinery and inferring faults based on
a recognizable acoustic pattern, leading to alerts pertaining to repair and replacement.
Such a system based on human perception is fraught with uncertainties and risk of higher
incidence of false positives in case of heavy and complex machinery. This underscores
the requirement of developing sophisticated tools for condition monitoring of rotatory
machinery. The vibration signals are commonly analyzed through sophisticated signal
processing algorithms to detect faults, some of which are described by [58].
Gearbox signals are primarily composed of rotational harmonics and meshing harmon-
ics, including their overtones, alongside their fundamental frequency [21, 61]. In its pristine
state, gear signatures resemble a sum of sinusoids with frequencies that are integer multi-
ples of the fundamental gear meshing frequency. As the gears deteriorate, sidebands start
to appear in some of the harmonics and thus the signal becomes more of a sum of sinusoids
with amplitude and frequency modulation (AM-FM). Vibration signatures associated with
rolling element bearings consist a periodic series of ringing pulses resulting from elements
rolling over a sharp edge, crack, or chip [53, 61]. Thus, the energy is spread across a wide
band of frequencies that could be easily masked in the presence of signals generated by
imbalance, misalignment, gear meshing, etc. To cater to the complexities introduced by
the combined presence of gear, bearing and shaft vibration components, it is necessary
to use sophisticated signal pre-processing tools to clean the data, or to extract relevant
components that are easy to process through the data driven methods. Figure 1.1 shows
a scenario when two gears mesh and the corresponding signature in terms of frequencies.
2
Figure 1.1: Gear Vibration Signature [6]
Figure 1.2 shows the vibration signature from a bearing that had a fault in the outer
race.
It is important that the methodology developed for fault diagnosis balances simplicity
of implementation with the complexity of gearbox vibration signals. Most commonly used
data driven approaches rely on information present in the vibration data and not on the
configuration of the gearbox, as presented by [68]. In these methods, condition indicators
(CI) calculated from vibration signals are used as feature set [62]. Data driven methods
derive similarity between fault cases and analyze patterns in the vibration data. In addi-
tion, they can also be used to reduce the dimension of the data thereby enabling better
comprehension and representation [11]. When used with novelty detection [67, 70], they
can detect faults in an expedient fashion. In the present study, the data-driven algorithms
are augmented with some basic system level information from the gearbox (e.g., meshing
harmonics) and formulated to simplify the overall condition monitoring process.
3
Figure 1.2: Bearing Vibration Signature [43]
1.2 Objectives
The main goals of the thesis are as follows:
1. Develop a systematic automated methodology to diagnose faults in rotating machin-
ery, specifically gears, using vibration data.
2. Build, test, and demonstrate the developed approach using experimental test data
acquired from a drive-train diagnostics simulator.
4
1.3 Overview of Approach
In simple terms, the central objective in this thesis is to detect faults in gear motors from
vibration signatures. This diagnosis is undertaken for different fault conditions, while
retaining the same operating speed for all the cases. A typical gearbox contains both
gears and bearings and both these components are important for fault detection in a
gearbox. However, the focus of this thesis is on gear damage. To isolate the gear mesh
frequencies (GMFs), a signal processing technique called empirical wavelet decomposition
(EWD) is used to filter out the unnecessary frequency components from the signals [26].
Condition indicators are then applied to the processed data, which contain information
about the signal variation between fault cases. Since the number of condition indicators is
large and not all the features contain useful information, the dimension of the condition
indicators (also called feature space) is reduced using principal component analysis (PCA)
and visualized using a scatter diagram. For automated inference, the CIs are processed
using a novelty detection tool.
For novelty detection, Mahalanobis distance (MD) is used as a similarity measure be-
tween the data (specifically, CIs). As the data is being acquired, a process monitoring
tool called statistical process control (SPC) analyzes the incoming data and alerts when it
detects a change. The logarithm of MD is used as process control variable. Simultaneously,
online clustering is performed on the data using a Gaussian mixture model (GMM).
This fault detection framework is implemented on the data obtained from a bench-scale
test set-up called a drive-train diagnostics simulator (DDS), designed by Spectraquest Inc.
The DDS contains a two-stage parallel shaft gearbox, roller bearings, a magnetic brake
and is driven by a variable frequency drive induction motor. This set-up simulates a suite
of fault cases of a gearbox using different types of test samples of gears and roller bearings
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(explained in Chapter 4). In the data-acquisition stage, this algorithm is implemented on
an NI CompactRIO set-up in the realtime mode to analyze the results.
1.4 Organization
Chapter 2 introduces the basic concepts on which modern day machine diagnostics proce-
dures are based. This Chapter also reviews literature present in the area of diagnostics of
rotating machinery. It also explains the importance of data driven methods for diagnostics
and prognostics.
Chapter 3 describes the methodology developed in this thesis for machine diagnostics.
It describes the application and limitations of the method.
Chapter 4 illustrates the operation of the DDS and describes implementation of the
algorithm on data from the DDS. As well, the CompactRIO system implementation in
realtime to process the data is described in the Chapter.
Chapter 5 concludes the thesis by summarizing major findings and proposes ideas for
future research.
6
Chapter 2
Background
Some rotating machines are operated continuously in harsh environments and are prone to
rapid deterioration. It is desirable that continuous monitoring systems be implemented to
monitor their condition in real time. This Chapter reviews existing methods for condition
monitoring of machinery with a focus on automating condition monitoring of gearboxes
[51]. A gearbox uses gears and gear trains to provide speed and torque conversions from a
rotating power source to another device [60]. It also consists of bearings that are critical in
smoothening the movement between gear shafts and fixed ends. In Section 2.1, a review of
traditional methods for condition monitoring of gearboxes is provided and their drawbacks
are described. Methods developed with the objective of improving the condition monitoring
of gearbox are reviewed in Section 2.2. Section 2.3 describes the limitations posed by
existing condition monitoring techniques, some of these are addressed in this thesis as
explained in further Chapters.
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2.1 Literature Review
2.1.1 Condition Monitoring of Gearboxes
Maintenance of machines is as important as their installation and operation for efficient per-
formance of the industrial equipment. Three commonly used strategies for maintenance of
machinery include run-to-break, time-based preventive maintenance, and condition-based
maintenance (CBM)[7, 65]. Run-to-break is a traditional method where machines are run
to failure. This results in the longest operating time of machines and could potentially
lead to the maximum damage, induced at failure which in turn could lead to increased
down-time and cost to repair and production costs. However, this strategy is best applica-
ble in industries where the machines are small, wherein the risk of failure is minimal and
cost of replacement/repair is less. Time-based preventive maintenance is a policy wherein
machines are regularly monitored such that the time between inspection is less than the
time between failures. This method is suitable where the time of failure is predictable
and can lead to prevention of failures. But this approach ignores the possibility that not
all components have a predictable failure rate, which could lead to fatal damage. So, it
is not suitable for components whose lifetime cannot be predicted with confidence. CBM
is based on predictive maintenance, in that the time to failure of machine is predicted
based on the current behaviour of the machine. This method of condition monitoring is
efficient in reducing maintenance costs and at the same time increases the operating life of
machines.
This thesis primarily deals with methods for CBM of machinery. Research in condition
monitoring has developed due to relatively large industrial demand, and hence a large body
of literature is available [32, 52]. Condition monitoring of machinery involves planning
8
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Figure 2.1: Components in Gearbox - Gears and Bearings
a maintenance schedule based on the current condition of the machinery. In order to
achieve this, the maintenance strategy should analyze the condition of machinery while it
is operating. Two important ways of obtaining such information are vibration analysis and
lubricant analysis; others include performance analysis and thermography [51]. Vibration
analysis is based on studying vibrations generated by the machine during its operation. A
fault developing in the machine is reflected in its vibration signatures; thus, information
from analyzing the vibrations will describe the intrinsic fault condition. Lubricant analysis
entails processing the lubricant that carries information in the form of wear particles,
chemical contaminants, etc. The condition of some machines can be discerned from the
lubricant. In the present study, the main focus is limited to vibration based CBM and
hence the other aforementioned methods will not be discussed.
A gearbox typically contains gears and bearings aligned on a shaft that rotates, the
rotation is transmitted through gears and bearings (see Figure 2.1). A machine in any
condition generates vibrations during operation. When the shaft inside a gearbox rotates,
there are frictional and rotational forces generated. The vibration created by these forces
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gets transferred through the bearings to the gearbox housing. Events happening inside the
gearbox like rotating shafts, meshing gear teeth, rotating electric fields, etc, are periodic
and the vibrations are linked to these events. The periodicity of these events’ occurrence
describes the source of vibrations, thus the vibration analysis is mostly based on frequency
analysis [51]. There is another category of vibrations that are generated due to fluid flow.
The third category of vibrations are generated from torsional vibrations due to angular
velocity fluctuations of shafts and other components. All these vibration signatures carry
information about the condition of the machinery.
This research deals with vibrations signatures acquired using accelerometers (i.e. ac-
celeration signals) that are mounted at certain key locations on the machine. Vibration
analysis is widely used in machine condition monitoring because of the advantages it offers
over other methods of condition monitoring. It can detect faults immediately because it re-
acts immediately to changes and after processing the signals, even slight indications of fault
can be tracked. In comparison to oil analysis, vibration analysis performs efficiently be-
cause a minor fault in machine will not cause changes in its chemical composition, but will
increase the intensity of vibrations which are easy to detect [51]. This research is carried
out using vibration analysis because of the advantages it offers for condition monitoring of
gearbox and for automating the process.
To measure vibrations from machines, a set of transducers are placed and standard
procedures are followed [20]. Transducers are used to measure vibrations from machines
in mechanical form and convert them into electric signals [51]. The most commonly avail-
able types of transducers are displacement, velocity and acceleration transducers [51], force
transducers and torsional vibration transducers. There are many types of vibration trans-
ducers depending on the type of vibrations they measure - proximity probes, velocity trans-
ducers, acceleration transducers, dual vibration probes and laser vibrometers. Proximity
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probes measure relative displacement between the probe tip and the surface on which it is
mounted [51]. Velocity transducers measure signals proportional to velocity. Acceleration
transducers, also called accelerometers, measure signals proportional to acceleration. The
internally amplified piezoelectric type of accelerometers are commonly used. The charge
output generated by the sensor is proportional to the force and therefore acceleration. In
this case an amplifier is needed to convert the charge output into a voltage output and
the amplifier is powered by the data collector [51]. The advantage of accelerometers is
that they measure vibrations in a wide frequency and amplitude range and are very stable
because they maintain calibration for a long time. Shaft vibration is usually measured by
proximity probes like encoders and tachometers.
In this research, Dytran accelerometers are used. Mounting accelerometers properly
is important to obtain good vibrations from the machine. Because they are sensitive to
mounting techniques and surface conditions, their installation has to be identified accu-
rately before testing. Different practices of mounting accelerometers are shown in Figure
2.2 [9].
2.1.2 Signal Processing Methods
Signal processing methods are a key component of the CBM of gearboxes. At the heart of
the problem lies our ability to resolve changes due to the health of the system from changes
in normal operating conditions. This presents significant challenges as vibration signals
are mostly polluted with noise, and the system dynamics are only approximately known.
Hence, correctly diagnosing small changes is challenging. Added to this, gearbox signals
are inherently complex due to contribution from a large number of moving parts. Thus,
a wide range of signal processing techniques have been developed in the last two decades
11
Figure 2.2: Mounting Accelerometers
[32], a complete account of which is not possible within the scope of this work and only a
brief review is attempted here.
In the classical approach for CBM, vibration signals are considered in their raw form
and signal processing techniques are directly applied on them with the application of signal
enhancement techniques [32]. These techniques utilize methods for power spectrum esti-
mation, fast Fourier transform (FFT), cepstrum analysis, and envelope spectrum analysis,
etc., and have been found to be effective in gear fault detection. However, these meth-
ods are based on the assumption of stationarity and linearity of the vibration signal and
hence are limited in their application. Gear fault signatures are time-localized transient
events and hence non-stationary by nature. At an early stage, faults manifest themselves
as impulsive events and for an early diagnosis it is necessary to utilize methods aimed at
tracking frequency content [73].
Dealing with non-stationary and nonlinear signals requires the use of time-frequency
12
analysis techniques such as the Short-Time Fourier Transform (STFT) [12], Wavelet Trans-
form (WT) [54, 64] or Wigner-Ville distribution (WVD) [55]. Continuous Wavelet Trans-
form (CWT) [12, 13] has been successfully used in non-stationary vibration signal pro-
cessing and fault detection. Filter bank implementation of WT, namely the discrete
wavelet transform (DWT) and wavelet packet transform, have also been successfully ap-
plied [13, 47]. The time frequency representations belonging to Cohen’s class [1, 12] such as
the Wigner-Ville distribution (WVD), Choi-Williams distribution [1] and their enhanced
derivatives possess attractive features that makes them suitable candidates for gear fault di-
agnostics [38, 39]. However, the performance of WVD and CWD can be seriously impeded
by the presence of cross terms, which is indicative of some spurious frequency components
which can adversely affect the interpretation of the resulting T-F distribution.
In parametric approaches towards gear fault diagnostics, time series models have been
applied to vibration signals analysis of rotating machinery, where the vibration signals are
modelled using time-invariant coefficients [3, 18, 63]. Another powerful tool is the vector
autoregressive model (VAR) which balances complexity and speed of computation. Since
vibration signals are non-stationary, the coefficient matrices of VAR model are made to
vary with time as well. Towards that end, the use of Kalman filtering, noise adaptive
Kalman filtering, and extended Kalman filtering for modelling time varying vector ARMA
models is noteworthy in gear fault diagnostics [73]. But all the parametric models suffer
from one issue; the choice of model order. In multi-component gearbox signals corrupted
with noise, the model order becomes quite large, and discerning a faulty from a healthy
condition can be quite confounding.
In the family of modern methods, enhancement of the raw signal is undertaken to im-
prove detection and to reduce false positives. The use of blind source separation (BSS) to
separate useful components from rotating machine signals has witnessed widespread appli-
13
cations [10, 25, 72]. However, in practical problems only a handful of sensors (may be one
or two) are available, and the performance of BSS in separating meaningful sources is ques-
tionable as the number of meshing and rotational harmonic components can easily surpass
the number of sensors. Signal decomposition methods like empirical mode decomposition
employed on single channel measurements have also found applications in gear-fault diag-
nosis [31, 49]. The main advantage of such techniques is the ease and simplicity of the
approach. Empirical mode decomposition in particular is a powerful tool that is applicable
to a majority of signal types encountered in practice. The main downsides of EMD include
its ad-hocism, lack of mathematical structure, inability to separate closely spaced modes
even with the use of linear filters, mode mixing and poor noise performance.
A new method called empirical wavelet decomposition (EWD) has recently been pro-
posed [15], which effectively integrates the decomposing power of EMD and the richly
endowed mathematical structure of wavelets, while making the filtering process more adap-
tive. This method can decompose noisy and non-stationary signals into components and
provides an attractive alternative to EMD for gearbox signals [3]. Its main advantages
include robustness in the presence of noise and no requirements of band pass filtering or
intermittency criterion. In this study, empirical wavelet decomposition (EWD) [26] is used
to isolate the region of interest in the proximity of gear mesh frequencies (GMF) by filtering
out the unnecessary frequency components from the signals.
2.1.3 Drawbacks of Traditional Methods
1. The direct methods often do not yield accurate results, especially when the baseline
data is unavailable or lacking. Furthermore, since they are applied on the signals
directly, their performance is often compromised by the presence of noise and the
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complexity of the signals themselves.
2. Applications of parametric methods often lead to prohibitively large values of model
orders making the fault detection process resource consuming and error-prone. For
example, estimating noise covariances using Kalman approaches is fraught with dif-
ficulty.
3. The performance of BSS in separating meaningful sources from complex gearbox
signals can sometimes be unreliable, especially for the underdetermined case, where
the number of sensor measurements available in practice is less than the dominant
harmonics (number of meshing and shaft harmonics can be much greater than the 2
or 3 sensors typically used) present in the system.
4. The main concerns with the use of EMD are: lack of a proper mathematical structure
or its empiricism, inability to separate closely spaced modes, mode mixing and poor
performance in noisy conditions. Frequently, successful separation of sources using
EMD requires the application of band pass filtering or intermittency criteria, which
may not be practically feasible.
5. Most of these methods (with the exception of direct methods) require significant user
intervention to study frequency content, and are generally not useful for automated
diagnostics.
6. Signal processing methods only generate certain diagnostic patterns and they need
to be processed by inference tools like pattern recognition, novelty detection, HMMs,
to estimate the extent of faults or to classify different types of faults.
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2.2 Recent Developments
Traditional methods based on signal processing and detection techniques are not adequate
for addressing the problem of CBM. Visual representation of patterns generated using
signals or comparison based on spectral or time frequency plots can lead to escalation of
detection errors and increasing rate of false positives. Thus, in recent times there has
been a shift towards combining several signal processing methods with the smart use of
condition indicators, machine learning, and statistical process control not only to detect
faults but also determine their extent. In this Section, recent developments on condition
based maintenance are reviewed.
Variation in the gearbox condition could be because of a change in operating speed,
loading condition, or development of faults. This variation in the condition of gearbox
causes variation in the level of vibrations measured by accelerometers. This is critical for
fault detection in a gearbox because these vibration signatures transmit information about
the health of the gearbox prior to any fault. So, by comparing accelerations at different
times, the condition of gearbox can be discerned. Processing these signals can provide
important information about the gearbox (as described in Subsection 2.1.1). It is noticed
that comparing the signals at different times alone cannot describe the fault conditions
properly, so features have to be extracted from the vibration signals, which contain more
information [22, Chapter 7], [36]. These features are used as condition indicators for
monitoring machinery.
In the literature, three main categories of features have been noted and can be cat-
egorized based upon their domain of measurement: time domain, frequency domain, or
time-frequency domain. Root mean square (RMS), kurtosis, skewness, normalized sixth
moment, crest factor, standard deviation, peak factor, autoregressive (AR) parameters are
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some examples of time domain metrics [22, 62, p. 173]. Peaks of FFT, power spectrum,
frequency band energy are important frequency domain features, and wavelet coefficients
is a common time-frequency feature [23]. These features may be useful indicators of system
condition. Behaviour of a machine can be analyzed using such features in conjunction with
machine learning algorithms [22].
Some features are highly sensitive to damage and they can indicate damage during very
early stages, while some features may not be as sensitive. Sensitivity of features depends
on both the prevailing environmental and operational conditions. While calculating fea-
tures that are insensitive to external factors, there will be trade off between sensitivity and
fault detection capabilities [14]. Bartelmus and Zimroz proposed new features for different
type of diagnosis performed on the gearbox [4]. They use load susceptibility for discerning
the condition of the gearbox and instantaneous input speed as an indicator of operating
conditions [4]. Features are found to be useful in analyzing the vibration data for fault di-
agnosis without much information about the actual condition of the gearbox [56]. Features
are also used for fault diagnosis using acoustic emissions because they indicate variation
in condition of gearbox [59].
2.2.1 Reducing the Number of Features
Features obtained from vibration data can be lot more than that is required from informa-
tion content point of view [5]. Moreover, with an increase in the number of features, the
computational complexity of the algorithm for monitoring systems increases, often referred
to as the curse of dimensionality [19, 22]. There are two ways of reducing the dimension-
ality in data - selecting subsets of features or extracting features. Selecting features is
choosing those features expected to be most relevant to the problem from literature and
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study. This method of dimensionality reduction does not always gives effective results
because depending on the application, different features might contain more relevant in-
formation for processing with monitoring systems [19]. Thus, it is preferable to use the
second method of reducing dimensions - feature extraction.
Feature extraction uses a linear transformation of the features to find a subspace repre-
sentation of the features where discerning information becomes easier. Component analysis
is finding a projection using least squares method, such that the components are best rep-
resented [19]. It seeks directions in which representation is efficient. An alternate to
component analysis, discriminant analysis also uses least squares method for finding pro-
jection that best separates the data. It seeks directions in which the separation is efficient
[19].
Timusk et al. perform feature selection between AR parameters, time domain and
features calculated by resampling the time waveform of the vibration data [58]. A com-
monly used method of transforming features is the principal component analysis (PCA)
[30, 41, 45, 68]. Subspace methods along with kernel PCA for gearbox fault detection are
efficient for separating the data and for reducing dimensions [29]. To monitor a planetary
gearbox in non-stationary conditions, PCA and canonical discriminant analysis (CDA)
were used and it was observed that CDA performs better [74].
2.2.2 Machine Learning
Computing feature space provides an idea of the condition of the gearbox, but the next
stage of fault identification namely, machine learning, provides the necessary evaluation
criteria for decision making. If the fault conditions are known a priori, it is called supervised
learning and if the fault conditions are unknown, it is unsupervised learning [22]. Both the
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methods of learning have numerous applications in the fault diagnosis of machinery [69].
There are parametric and non-parametric approaches for machine learning. Parametric
methods are based on statistical representation of the features, and by doing so, lower
probability features are mapped to fault conditions because their occurrence is for shorter
time in the data sets. Non-parametric methods include nearest neighbours type and neural
network based methods [19].
Pattern recognition methods mainly focus on data representation where the similarity
between data is denoted by the distance between them when they are plotted. Thus, closely
spaced data denotes that they are from nearly identical fault condition of the gearbox.
Distantly spaced data means that they are from different fault conditions. To denote the
notion of closeness, a distance metric is vital. Euclidian distance and Mahalanobis distance
[44] are commonly used metrics while others such as city block distance exist in literature.
Mahalanobis distance is used in this research because it is independent of the scatter in
the data, unlike the Euclidean distance [16, 69].
Using supervised learning on the features is a classification problem. Using the training
data, the algorithm generates a model with the help of fault types present and compares
incoming data with the model, thus assigning a fault type to the data. Generally, data is
pre-processed using PCA and then classified into its fault cases with the help of labeled data
[41]. Parameters such as minimum Euclidean distance and generalized Euclidean distance,
or Bayes classifiers [19] are used to classify the data by calculating the probability that
the data belongs to a particular class. Many studies are performed using non-parametric
methods of classification because of their ability to handle the random nature of the data.
Methods such as radial basis functions (RBF), neural networks, support vector machines
(SVM) and multi layer perceptron (MLP) are widely used for non-parametric classification
of gearbox data [8, 48, 50]. Nearest neighbour classification has also been used to classify
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gearbox data [2].
2.2.3 Novelty Detection
For gearbox condition monitoring, unsupervised learning has witnessed widespread usage,
primarily as a novelty detection tool. Novelty detection is identifying if all data points
behave identically or if there is an abnormal behaviour. It is a one-class classifier, i.e., it
classifies all possible data points into one class and the unfamiliar ones are left unclassified
to be presumed as novel. The latter indicate that the gearbox is starting to behave abnor-
mally or a fault is impending [22, Chapter 10]. This principle is the central idea used in
the present work.
The principle of novelty detection is illustrated using an example. A dataset A of 100
points, whose mean MA is given by
[
1 1
]
and covariance matrix CA is
1 0
0 1
 and dataset
B containing 20 points with parameters MB =
[
4 4
]
and CB =
0.5 0
0 0.5
 are considered,
as shown in Figure 2.3. In this figure, the axes correspond to the two columns of simulated
data. The blue circle points represent class A and the green square points represent class
B. The red boundary represents the contour at 2 standard deviations (approximately 95th
percentile, when the data is modelled as Gaussian distribution). The figure shows that the
points belonging to class B lie outside the boundary indicating that they don’t belong to
the class A.
To automate the process of novelty detection for condition monitoring, a quantity has
be defined that allows for process monitoring and defining a process variable. In this work,
logarithm of Mahalanobis distance (MD) from centroid of cluster corresponding to pristine
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Figure 2.3: Distribution of Two Datasets
condition (see Appendix D) is used. The data points in class A belong to pristine condition
of the machinery, so a threshold is set using the class A. log(MD) is plotted against the
index of data points, and the datapoint from where the value of log(MD) is above the
threshold, they are considered to be belonging to a novel class. In the Figure 2.4, the first
100 points belong to class A, so a threshold is set using the MD of first 100 points. As the
points after 100 (which belong to class B) lie beyond the set threshold MD, the log(MD)
corresponding to those 20 points lies above the threshold (represented by red dotted line).
This principle of novelty detection as a one-class classifier is used to detect changes in
the health condition of machinery and is elaborated in next Sections for automated fault
diagnostics.
Timusk et al. [58] illustrate the use of novelty detection to detect abnormal behaviour
in machinery. Unsupervised learning or clustering algorithms are used to define models for
the pristine data. Classifiers like SVM, gaussian mixture models (GMM), self-organizing
maps (SOM), neural networks and nearest neighbours are then used to cluster the pristine
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Figure 2.4: Comparing the Novelty Score against a Threshold
data and define thresholds using the parameters of the cluster containing the pristine data.
Any incoming data that lies beyond the threshold is presumed as coming from a faulty
machine indicating that the machine has developed faults.
In neural network based methods like SOM (see Appendix B), a reconstruction error
is calculated based on the model created for the pristine data, and this error is used as a
metric to set thresholds [28, 66]. Extreme value statistics are used in many applications
to set thresholds for novelty detection [22]. An evolving novelty detection algorithm based
on gaussian mixture fuzzy models has also been proposed for detecting incipient faults in
machinery for automation [24].
2.2.4 Statistical Process Control
For industrial applications, it becomes necessary to automate the novelty detection pro-
cess, reducing the need for manual inspection of data. Statistical process control (SPC)
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provides a platform to achieve this automation [68]. SPC is implemented in two phases:
first establish the process i.e., define process variables, and next define the monitoring
control rules [46]. Using the process variables definition SPC charts such as Shewhart
T 2 control charts, cumulative sum (CUSUM) control charts and exponentially weighted
moving-average (EWMA) control charts give the output of the process [22]. When the
process deviates from the control rule, an alert is issued.
This approach is very effective in that it enables early detection of faults when applied
to gearbox condition monitoring. Traditionally in vibration analysis, the vibration signal
itself is used as the process variable and the control limits are set based on the vibration
signal for EWMA charts. However, it sometimes can be unstable and the vibration signal
has to be transformed from its original state to be used as a process variable. The Hotelling
or Shewhart T 2 chart uses Mahalanobis squared distance as the process variable. Mean
µ and variance σ2 are calculated using the process variable [22]. For example, AR(30)
residual errors are used as process variables for X-bar chart in a study [22]. A multivariate
SPC method based on independent component analysis has also been studied where the
components are used as process variables [34].
For automated novelty detection approach in industry, a SPC framework was proposed
by Filev et al. [23]. This method accounts for multiple operating conditions and the
condition indicators are clustered using a modified Gaussian mixture model based on fuzzy
logic. Novelty direction is applied on the Mahalanobis squared distance to detect abnormal
behaviours in the machine. An EWMA chart is plotted using µ and σ2 as variables,
automatically detects a change, and reports it as a novel condition. A novel condition in
this case could be a new operating condition of the machine or a fault condition. In order
to distinguish between an operating condition and a fault, an algorithm has been proposed
in literature [23] that distinguishes between new operating condition and an incipient fault.
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This approach has myriad applications in industry because it not only enables automated
condition monitoring, but also considers multiple operating conditions of the machinery
[23].
2.3 Limitations in Existing Work
Existing methods of fault diagnosis are mostly based on signal processing and finding
the frequency content in the signals that correspond to fault conditions. The spectral
kurtosis and envelope analysis methods compare the frequency content of pristine and
faulty machine signals. These methods are sensitive to noise. Analysis is performed oﬄine
after acquiring the data from gearboxes. This is associated with computational complexity
and cost of labor. Besides, these systems are capable of diagnosing faults after they have
occurred because the signals from faulty machinery is used to compare against the baseline
data from machinery in pristine condition. An efficient fault diagnosis algorithm is required
to diagnose faults at early stage of failure to avoid loss of time and money and should be
installed to detect faults with least manual intervention.
2.4 Contributions of this Work
The algorithm and techniques presented in this research address some of these issues of
fault diagnosis. The approach is less dependent on signal processing and more on data-
driven approaches that require minimal manual intervention. These algorithms are based
on unsupervised learning, making them easier to implement in cases where the baseline
data is unavailable for training. Statistical process control approach is sensitive to changes
in the data, and it detects any faults at an early stage and prevents loss. These methods
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being data-driven, they can diagnose faults in any machinery independent of the complex-
ity in configuration of gearbox. These properties of data-driven approaches make them
widely applicable and less complex to implement as opposed to using only signal process-
ing methods. The proposed methodology is explained in the next Chapter.
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Chapter 3
Proposed Methodology and
Numerical Simulations
In this Chapter, development of the automated fault diagnosis algorithm is explained and
illustrated using a simulated signal. The overall steps undertaken are first summarized in
an itemized form, followed by a detailed explanation of the procedures used.
3.1 Proposed Methodology
The basic approach carried out in this thesis is as follows.
1. Vibration signals contain noise when collected from a gearbox, so the signals have to
be filtered in order to discern and work with the desired ranges of frequencies. In this
research, an empirical wavelet decomposition (EWD) approach is used for filtering
the vibration signals (see Appendix A).
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2. The next step is to transform the raw signal into a condition-indicator space. The
condition indicators derived from the raw signal here are: maximum, minimum,
mean, standard deviation, root-mean-square, skewness, kurtosis, normalized sixth
moment, crest factor, amplitude square, pulse factor, root amplitude, margin factor
and operating energy. Expressions for the condition indicators are shown in Table 3.1.
Based on various studies conducted in this thesis, at least 1000 windows of the signal
(which result in 1000 condition indicators) are required for statistically meaningful
results. PCA is performed on this feature space and first two components which
contain the maximum variation are used for next step (see Appendix C).
Table 3.1: Condition Indicators
No. Condition indicator Description Expression
1 MX Maximum xmx = max(|xi|)
2 MN Minimum xmn = min(|xi|)
3 ME Mean xme =
∑
xi
n
4 SD Standard deviation xsd = (
1
n−1
∑n
i=1(xi − xme)2)1/2
5 RM Root mean square xrm = (
1
n
∑n
i=1 x
2
i )
1/2
6 SK Skewness xsk =
∑n
i=1(xi−xme)3
(n−1)x3sd
7 KT Kurtosis xkt =
∑n
i=1(xi−xme)4
(n−1)x4sd
8 NS Normalized sixth moment xns =
∑n
i=1(xi−xme)6
(n−1)x6sd
9 CF Crest factor xcf =
xmx
xrm
10 AS Amplitude square xas =
∑n
i=1 x
2
i
11 PF Pulse factor xpf =
xmx
xme
12 RA Root amplitude xra = (
1
n
∑n
i=1 |xi|1/2)2
13 MF Margin factor xmf =
xmx
xra
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3. Then, a Gaussian mixture model (GMM) (Appendix E) clustering based on expecta-
tion maximization (EM) algorithm (Appendix F) is undertaken. This step calculates
the sufficient parameters of a two-dimensional Gaussian in PC space to describe the
probability density of any cluster.
4. Once the condition indicators and the GMM models are calculated, the logarithm of
Mahalanobis distance (l) (see Appendix D) of each point (CI) from the centroid of
first cluster is calculated using the mean and variance of the cluster. l is then used
as the process variable for monitoring using SPC and monitored until SPC detects a
first change.
5. As the number of operating conditions is assumed for a machine, there will be a
point when the number of clusters remains constant. Once this is satisfied for a
period of time (this is determined from known operating conditions), incoming data
is then classified as belonging to a particular cluster. This process is carried out by
calculating the l from any new data point (a 2 dimensional vector) to the respective
centroids of the identified clusters. The minimum value of l (l is a vector of size c
where c is the number of clusters) determines the cluster a given data point belongs
to. For the case of novelty detection in this thesis, c = 1, and the threshold for the
cluster is determined as a percentile value (3σ) while performing SPC.
In its initial implementation, the calculation of condition indicators is automated in a
NI CompactRior system. Following this, the calculation of GMM parameters and SPC
are performed oﬄine. This approach promises to be efficient in industrial applications for
automated fault detection. In the subsequent Chapters, this algorithm is implemented on
a set of simulated and experimentally acquired signals and key results are presented.
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3.2 Simulated Vibration Signals from Gearbox
For the sake of illustration, a gear in its pristine state can be represented by a pure sinusoid
[21] whose central frequency matches with the meshing frequency, i.e., the shaft rotation
frequency multiplied by the number of gear teeth. Meshing defects in gear are manifested
through the appearance of sidebands around the meshing harmonic, which can typically
be represented by amplitude modulating and frequency modulating (AM-FM) signals [51].
Consider an example constituted from harmonics with 3 AM-FM components repre-
senting progressive degradation, with additive white noise. This model can be written
as:
s(t) =
nH∑
k=1
A1 sin 2pikfGt +
∑
k=k1,k2,...ksb
(1 + A2 sin 2pif2t) (sin 2pikfGt+ A3 sin (2pikβt))
(3.1)
In Equation 3.1, the first term represents a gear signal in its pristine state. nH is the
number of harmonics and fG is the gear-meshing frequency. The second term represents the
AM-FM components —or the sidebands —which appear at specified locations k1, k2,...etc.
ki is the i
th harmonic of the gear-meshing frequency corresponding to which the AM-FM
component is added. The quantities A1, A2, A3 are constants, which are user defined, and
related the amplitudes of the sinusoidal with the AM-FM parts. β is a constant, which lies
between 0 and 1.
Using the above notation, consider a signal with 12 harmonics. The fundamental gear
meshing frequency is assumed to be 80 Hz (i.e. fG = 80) and the AM-FM components
added are 4th, 8th and 12th harmonics, i.e., at frequencies of 320, 640 and 960 Hz, re-
spectively. The sampling frequency is 2048 Hz, β is 0.5 and f2 is 2 Hz. The 3 windows
of signals (each window is 20 s long) in which the first window comprises of the pristine
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component in Equation 3.1 and 1 AM-FM component ( i.e. k1 = 4), the second window
with 2 AM-FM components, and the third window with 3 AM-FM components alongside
the pristine component (refer Figure 3.1). The standard deviation of the clean signal is
8.8 Hz and that of the added noise is 5 Hz. The signal from gearbox is a concatenation of
the 3 windows and is shown in Figure 3.2.
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Figure 3.1: Three Segments of the Gear Signal
Table 3.2: Calculation of GMFs
nt ω (RPM) f (Hz) Gi GMF (Hz)
Driving pinion 23 1738 29 667
Driving wheel 37 1080 18 667
Worm shaft 5 1080 18 90
Output gear 27 200 3.33 90
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Figure 3.2: Concatenated Signal for Analysis
3.3 Condition Indicators (Features)
From the signal in Section 3.2, the condition indicators (features) are calculated. The
signal s(t) is of length 122880 and is divided into windows of size 1000 each. The features
described in Table 3.1 are calculated for each window where xi is the i
th sample of s(t).
A feature vector of size Ym×n is obtained where m = 122 and n = 13. The former is the
number of partitioned windows and the latter is the size of condition indicators used. The
plots of each of Ym×l, where l = 1, ..., n, are shown in Figures 3.3, 3.4, 3.5 and 3.6.
Amongst the features shown, clearly three states are observed in the standard devia-
tion, RMS, amplitude square and root amplitude. Maximum and minimum show slight
similar behaviour, while kurtosis and normalized sixth moment do not show any distinc-
tion between the first and second states, while the third state is noticeable. The remaining
condition indicators do not show any noticeable trend.
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Figure 3.3: Features Set 1
Perhaps of particular importance for this study, not all the 13 features reflect a common
trend in the condition of the gearbox and moreover working with 13 dimensional feature
space is computationally expensive. Hence, it is useful to reduce the dimensions of these
features, which is accomplished using PCA (see Appendix C). The principle behind PCA
is a linear transformation of the feature space during which the dimensionality is preserved
while information is reorganized. Let µY and ΣY be mean and covariance of Y , respectively.
The feature vector, Y is standardized using Equation 3.2:
YStd = (Y − µY )× diag(ΣY )−1/2. (3.2)
After performing singular value decomposition (SVD) on ΣYStd (the covariance matrix
of YStd), the transformed feature vector T and ΣT are derived. The relation between ΣYStd ,
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Figure 3.4: Features Set 2
T and ΣT is given by:
ΣYStd = T × ΣT × T
′
. (3.3)
The transformed feature vector X is given by:
X = YStd × T. (3.4)
PCA results in a transformation vector where the components are in the decreasing
order of their rank of their eigenvalues, which explain the variance in the components. For
fault diagnosis, the first two components (columns) of X are used to represent the crucial
information content of vibration data (which explain most of the variance in the data),
which are hereafter referred to as PC1 and PC2.
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Figure 3.5: Features Set 3
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Figure 3.6: Features Set 4
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3.4 Fault Diagnosis
The basic premise of the approach pursued here is that vibration data contains fault
information; hence, analyzing the features derived from vibration data allows us to discern
the condition of the machine. This starts with analyzing the PCs with the aid of a scatter
plot (Figure 3.7). This is premised on the assumption that the data is well separable, i.e.,
there is a clear distinction between the three states of fault conditions in the simulated
signal.
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Figure 3.7: Components PC1 and PC2
The next step is to cluster the data and find the parameters of the clusters that will be
used for novelty detection. In this work, GMM is used for clustering the data. GMM is a
weighted sum of Gaussian component densities given by the equation:
p(X|λ) =
M∑
i=1
wig(X|µi,Σi) (3.5)
where X is the n dimensional feature vector, M is the number of components (clusters)
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in X, wi, i = 1, ...,M are mixture weights and λ is used to represent the parameters, λ =
{wi, µi,Σi} , i = 1, ...,M . g(X|µi,Σi), i = 1, ...,M are the component Gaussian densities
and each component density is a n-variate Gaussian function of the form
g(X|µi,Σi) = 1
(2pi)D/2|Σi|1/2 exp
{
−1
2
(X − µi)′Σ−1i (X − µi)
}
(3.6)
where, µi is the mean vector and Σi is the covariance matrix. wi satisfy the constraint that∑M
i=1wi = 1.
The parameters of the Gaussian densities are determined from X using maximum
likelihood (ML) estimation, such that the likelihood of observing X is maximized. This is
explained next.
First, a likelihood function is defined as,
p(X|λ) =
T∏
t=1
p(Xt|λ) (3.7)
Since the above expression is a non-linear function of λ and direct maximization is not pos-
sible, ML parameters are estimated iteratively using the expectation-maximization (EM)
algorithm [17] (see Appendix F).
The main difficulty in implementing ML estimation using EM algorithm is converging
to a local optimum. To overcome this, the initial values of µi and Σi and the number
of clusters are obtained using the k-means objective (see Appendix G) for clustering the
data, which helps in faster convergence [40]. Figure 3.8, shows the centroids of the clusters
obtained after performing k-means iteration. The number of clusters is validated using the
elbow principle [57], according to which the variance of the clusters (within-cluster sum of
squares, a scalar value for each k) at each k (assumed number of clusters in each iteration)
is calculated. The value of k for which there is a first significant slope change is the optimal
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k. From Figure 3.9, for this problem there are 3 clusters in the data and accordingly the
k-means objective results in centroids for the 3 clusters.
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Figure 3.8: k-means Clustering
Using the k-means procedure, µi and Σi of X are calculated and are used to initialize
the EM algorithm. The objective of EM algorithm is to estimate a new λ¯ such that
p(X|λ¯) ≥ p(X|λ) where p(X|λ) is obtained from Equation 3.7. The refining iterative
approach is explained in Appendix F. The final results obtained through this procedure
are shown in Figure 3.10.
The a posteriori probability (also known as membership score) is the belongingness of
a datapoint t to cluster i, given by Equation 3.8 and the Figure 3.11 shows the membership
score.
Pr(i|Xt, λ) = wig(Xi|µi,Σi)∑M
k=1wkg(Xt|µk,Σk)
(3.8)
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Figure 3.9: Number of Clusters
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Figure 3.10: GMM Clustering
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Figure 3.11: Membership Score
Once the parameters of the clusters are obtained from GMM, the fault conditions are
described next with the aim of automating the fault detection process. To this end, the
process variables for SPC are defined in the next Section along with the automation process.
3.5 Automation
In the previous Section, because there is more than one cluster estimated through GMM,
it is inferred that the simulated signal represents multiple faulty states. Additionally, it is
important that the fault is identified well in advance to schedule preventive maintenance.
This process is implemented within the framework of novelty detection to provide early
warning when gearbox is about to fail, and the necessary actions can be contemplated.
This process of automated fault diagnosis is explained in the following Section.
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3.5.1 Novelty Detection
Novelty detection is the process of identifying a novel condition, which is synonymous with
a fault for the purposes of this study. A baseline is first established when the gearbox is
in its healthy or pristine state. This does not necessarily mean that the machine is new,
only that the data is acquired when it is known that the machine is in satisfactory working
condition.
The baseline is established as follows. An arbitrary number of points (say, at data
point with index t = 30) are collected first. Parameters µt and Σt for the GMM clustering
procedure, as described earlier, are calculated using the feature set Xt (denotes feature
set calculated using the data obtained until time t). It is assumed that all the data in Xt
belongs to the pristine condition of the gearbox, and µt and Σt are used as parameters for
the pristine model.
As new data is acquired, this is compared against the data from the pristine condition
and the level of deviation from its normal condition has to be quantized as a novelty score.
In order to determine this novelty score, MD is calculated between each incoming point Xl
and µt using the covariance matrix Σt, the equation is given by:
MD(l) =
√
(X(l)− µt)′Σ−1t (X(l)− µt) (3.9)
The logarithm of the MD is then used as novelty score (η). ηl denotes the novelty score
of data at index l where l = t, ...,M . It is assumed that η follows normal distribution and
a threshold is set using µη and ση.
Figure 3.12 shows variation of η with index of data points. Dotted lines show the
threshold set at ±3ση. It is observed that a novelty is detected in η at l = 40. So there are
two fault conditions observed in the vibration signal which is consistent with the simulated
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signal (see Section 3.2). For automation purposes, the system should alert incipient fault
at l = 40, which is implemented using SPC as described in the next Section.
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Figure 3.12: Novelty Score
3.5.2 Statistical Process Control
SPC enables us to define monitoring and setting control rules (values) when the system
detects an incipient fault. In order to define this process variable, the novelty score η is
used. Exponentially weighted moving-average (EWMA) chart is applied to monitor the
process. EWMA (denoted by zl at time l) is an adaptive mean value which forgets previous
values at exponential rate. The expression for zl is given by,
zl = βηl + (1− β)zl−1 (3.10)
which can also be written as
zl = β
l−1∑
i=0
(1− β)iηl−i + (1− β)lz0 (3.11)
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where β is the forgetting factor, which lies between (0,1); usually β = 1 offers an advantage
when estimating the value [22]. While ηl is independent with the mean value µηl , the mean
for zl is given by
E(zl) = µηl(1− (1− β)l) + (1− β)lz0 (3.12)
and because β ∈ (0, 1) and l→ large, E(zl) reduces to
E(zl) = µηl (3.13)
The standard deviation σzl (rather, the variance of zl) is defined by [46],
σ2zl = σ
2
ηl
(
β
2− β
)
[1− (1− β)2l] (3.14)
and the lower and upper control limits are defined by [46],
UCL,LCL = µηl ± θσηl
√
β
2− β [1− (1− β)
2l] (3.15)
where θ is the design parameter and controls the sensitivity of the control chart.
For the numerical example under study, the control rules for the process variable ηl are
set using θ = 3. This means that the system is said to be deviating when all 3 of any 3
successive ηl lie above or below the UCL/LCL. Plotting the EWMA control chart from
the data point t = 30 as shown in Figure 3.13, it is observed that at l = 39, the process
variable deviates the control rules. Therefore, at l = 39 the SPC algorithm detects that
the signal is behaving abnormally and the system has to be monitored.
Progressing further, forgetting the control variable and control limits prior to l = 39,
a new window for monitoring is considered and the process variable and control limits are
calculated using the definitions above. At l = 40, the system triggers a fault condition (see
Figure 3.14).
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Figure 3.14: Monitoring Process - After the First Alert
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3.6 Summary
The proposed methodology is described in this Chapter with application to a simulated
signal. The results are consistent with the simulated faults and show that there are 3
clusters in the vibration data and the GMM algorithm results in the correct number of
clusters and their parameters. It is observed at this stage that the proposed method is
sensitive to faults in the gearbox and the sensitivity is improved further by using a novelty
score. In conjunction with SPC, this approach offers a viable condition monitoring scheme
where it is essential that the the system in place is automated and can detect incipient
faults. This methodology is implemented on data from an experimental laboratory set-up
in the next Chapter and the results are validated.
3.7 Limitations of the Proposed Approach
Although most limitations in existing work (see Section 2.3) are addressed in this work,
there are few points of improvement in the method developed. These are listed below:
1. The proposed approach uses parametric method of GMM, which is based on EM for
parameter estimation. Convergence of EM to a local optimum depends on number
of iterations and initialization.
2. The study has been performed on vibration data collected at a single RPM , which
is subject to vary in real time.
3. SPC has been sensitive to alert when a change is detected. In a single RPM case, the
change is mapped to a faulty condition, but in case of a varying RPM , the change
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can correspond to change in RPM . The method has to be modified to identify this
change as a potential fault or a change in RPM .
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Chapter 4
Laboratory Experiments
While the framework and the procedures have been described in the previous Chapter, these
have to be implemented on real systems prior to field implementation. In this Chapter,
vibration data from controlled experiments on an experimental set-up that simulates real
world machinery, is utilized to demonstrate the applicability of the methodology. Specif-
ically, a drivetrain diagnostics simulator (DDS) is used for simulating faults in rotating
machinery. This Chapter explains the DDS, its functionality, and the results obtained
using the proposed methodology.
4.1 Drivetrain Diagnostics Simulator
4.1.1 Configuration and Details
The DDS is designed by SpectraQuest to simulate industrial drivetrains, especially as an
experimental research tool. Figure 4.1 shows the drivetrain simulator, which is designed
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Figure 4.1: Drivetrain Diagnostics Simulator (DDS)
for studying common gear and bearing faults. It weighs about 96 kg and has a modular
design, which enables easy reconfiguration and simple rules of operation, making it ideal
for research projects. Its components are instrumented to high tolerances and avoids
conflicting vibrations during its operation. It consists of a 2 stage oil-lubricated parallel
shaft gearbox with rolling bearings, a bearing loader, and a programmable magnetic brake.
The elements of the DDS are designed such that a large number of configurations of
the drivetrain can be achieved and used for experiments for condition monitoring based
on vibration analysis, lubricant analysis, and wear particle analysis. It is designed to
handle heavy loads and it is wide enough for gear replacement and to accommodate set up,
installation, and monitoring devices. The gears can be configured to increase or decrease
gear ratio.
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Given the modular setup of the DDS, it is designed to conduct tests by replacing the
pristine gears with faulty ones. A 3 HP variable frequency AC drive with a programmable
Lenze controller allows adjusting the frequency of the input shaft (see Figure 4.1). A
built-in tachometer measures the rotation speed of the shaft to measure the transmission
error. The accelerometers are threaded to mounting disks, which are rigidly attached to
the surface of the gearbox with the aid of screws.
Gears
Bearing 
mounting 
hub
IS
Bearing
OS
InS
Figure 4.2: Two Stage Parallel Shaft Gearbox - Topview. IS: Input Shaft, InS: Intermediate
Shaft, OS: Output Shaft
The parallel shaft gearbox has a glass top for visibility during its operation. Figure
4.2 shows the top view of the parallel shaft gearbox. There are three shafts - an input
shaft, an intermediate shaft, and an output shaft. Gears can slide along the shafts to alter
system stiffness and allow for mounting additional devices. The shafts are connected to
the walls of the gearbox with bearings and bearing mounting hubs for smooth movement.
The bearing mounting hub of the intermediate shaft allows for adjusting the clearance
(eccentricity shown in Figure 4.3). This allowance is provided to adjust the clearance
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to study backlash and its consequences when the gearbox is in operation. Intentionally
damaged or worn out gears and bearings can be placed on the shafts to study their effects
on vibration signature. Roller bearings used in the present study make allowance for axial
movement of the shafts by an adjustable spring mechanism provided by Belleville spring
washers placed at the output end of the shafts. A computer controlled magnetic brake
is connected directly to output shaft to provide loading. When loading is increased, the
amplitude of the vibration signals are commensurately higher, making it easy to discern
the fault conditions in the gearbox.
Figure 4.3: Eccentric Mounting Hub for Studying Backlash
The modular design of the DDS allows for easy replacement of components depending
on the objective of study. The motor and variable speed drive facilitate tests to be per-
formed at different RPM of the input shaft and the tachometer measures the frequency of
rotation of the input shaft. The parallel shaft gearbox is an important component of the
DDS and it allows for various types of studies for research. The gears and bearings can
be replaced depending on the fault diagnostics objective. The loading mechanism can be
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modified to radial or torsional to study the respective effects on vibration signals from the
gearbox. The shafts are designed to accommodate spur or helical gears and roller or sleeve
bearings for rotation of the shaft. The design of the gearbox provides abundant space to
choose the mounting location for multiple accelerometers. Gear faults can be studied in
detail by replacing healthy gears with chipped, missing, and cracked teeth gears.
4.1.2 Experimental Set-up
To illustrate the fault detection algorithm using DDS, experiments involving faulty gears
and bearings are conducted. As mentioned earlier, DDS allows for experiments using
prefabricated faulted gears and bearings. Hence, several experiments are designed such
that the vibration data simulated encompasses major fault conditions that are commonly
found in gears and bearings.
Defective Gears
Faults in gears are caused due to improper meshing between coupling units, or wear over
time. Figure 4.4 shows faults that are commonly observed in gears. Figure 4.4a shows
a gear with chipped tooth and Figure 4.4b shows a gear with missing tooth. These gear
faults cause variation in the vibration signals which are measured using accelerometers.
Another type of fault commonly observed in gears is a root crack, shown in Figure 4.4c.
In this work, data from a chipped tooth gear and a missing tooth gear is collected using
DDS, and the analysis described earlier is performed.
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(a) Chipped Tooth (b) Missing Tooth (c) Root Crack
Figure 4.4: Gear Faults
Bearings
Bearings are used to constrain movement between parts of the gearbox to desired axis,
while providing smooth movement between components. In the DDS, bearings are installed
between the shafts and the mounting hubs (see Figure 4.5). A sectional view of the bearing
is shown in Figure 4.6. It consists of three main components - (i) inner race, i.e., the inner
ring that is connected to the shaft, (ii) outer race and (iii) the rollers (usually spherical or
cylindrical) between the inner race and the outer race. Inner race rotates at the RPM of
the shaft.
Faults in bearings are generated due to fatigue, wear, improper installation and lubri-
cation, or due to manufacturing defects. Although the bearing faults are not visible as
long as the bearing is in working condition (unlike faults on gears), upon dismantling three
types of faults have been observed in bearings: a ball fault, fault in inner race, and fault
in the outer race (see Figure 4.7). A crack or chipping in the outer race is called an outer
race fault and such a fault in the inner race is called an inner race fault. There could be
brinnel marks and indentations on both outer and inner races due to excessive loading,
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Figure 4.5: Bearing
or misalignment in the outer and/or inner races. Spalling due to fatigue and fracture of
running materials in the inner race, outer race and ball creates unfamiliar frequencies in
the vibration signals from the bearings. In this research, bearings with induced faults are
used in some of the test cases. Two types of faulty bearings are used - inner race fault and
outer race fault.
4.1.3 Replacement Procedure
For gear diagnostics using DDS, the gears are replaced by their faulty counterparts. The
top of the gearbox is opened and the necessary parts are removed in a sequence. By
observing the gearbox, for any replacement, the output side is shielded by the magnetic
brake because of which all the replacement is carried out on the input side of the gearbox.
Figure 4.8 illustrates gear ratios of the four gears connected to the three shafts. The smaller
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Figure 4.6: Bearing - Section
Figure 4.7: Bearing Faults
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gear on the intermediate shaft is connected to the output side of the gearbox. The gear
fault kit provided by the manufacturer includes faulty specimens for the gear with 36 teeth
on the output side of the intermediate shaft (Figure 4.8) only.
Input shaft
Intermediate 
shaft
Output shaft
90 Teeth
36 Teeth
29 Teeth
100 Teeth
Figure 4.8: Gears Meshing
First, the bearing mounting hub on the input side of the intermediate shaft is removed.
The steps are illustrated in the Figure 4.9. The three screws on the hub are removed to
loosen the mounting hub (Figure 4.9a). The screws connecting the input side gear are
loosened and the gear is slid towards the output side along the intermediate shaft (Figures
4.9b and 4.9c). The bearing is loosened on the input side and also on the output side of
the intermediate shaft (Figures 4.9d and 4.9e). The hub is removed either by pushing from
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the inside or with the help of pusher screws provided for the purpose, as shown in Figure
4.9f. The Belleville spring washers can be seen in the hub after removing the gears from
the gearbox.
After removing the mounting hub (Figure 4.10), the intermediate shaft is removed. As
shown in Figure 4.11, the larger gear is on the input side and the smaller gear is on the
output side. To replace the smaller gear, the intermediate shaft is lifted from its position
and removed from above (see Figure 4.12). The position of the gear is noted and removed
from the shaft. The desired defective gear is screwed on to the shaft at the correct position
and the shaft is replaced. The bearing screws are then tightened on the output side of
the shaft and the mounting hub on the input side is placed in its position by aligning the
position of the bore hole and is pushed on to the wall of the gearbox. The gear and bearing
screws on the input and output sides of the shaft are tightened.
4.1.4 Data Collection
For all gear configurations, vibration signals are measured by fixing accelerometers at the
desired positions. A Dytran 3263A2 model triaxial accelerometer is used to collect data in
three directions. Figure 4.13 shows the accelerometer set-up mounted to one of the hubs of
the intermediate shaft. The accelerometer is screwed onto a mounting disk (Figure 4.13a)
and the mounting disk is fixed to the surface (Figure 4.13b). In order to start the DDS,
the Lenze controller is turned on. Figure 4.14 shows a close-up view of the controller.
The frequency of the input shaft is adjusted on the controller using the user panel. The
tachometer located above the controller displays the shaft rotation frequency. Vibration
signals are measured at speeds of 23, 26, 29, 32, 35, 38, 41, 44, 47 and 50 Hz.
Two sets of tests are carried out using the described DDS set-up. In the first set, tests
55
(a) Loosen Mounting Hub (b) Loosen Gear Screws
(c) Slide the Gear (d) Loosen Bearing Screws
(e) Loosen Output Bearing (f) Remove Hub
Figure 4.9: Steps to Remove Intermediate Shaft
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Figure 4.10: Bearing Mounting Hub
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Figure 4.11: Removal of Intermediate Shaft
Figure 4.12: Intermediate Shaft Removed to Replace the Gear
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(a) Mounting Disk (b) Orientation
Figure 4.13: Accelerometer Mounted on a Mounting Disk
Figure 4.14: Lenze Controller
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are carried out using the 36 teeth gear for the three cases of good, chipped, and missing
tooth, which provides us with a 3 state data as a logical consequence. In the second set,
tests are carried out under 3 degraded health conditions (4 overall health states): baseline
data, followed by chipped tooth fault of the 36 teeth gear, chipped tooth fault with an outer
race bearing fault, and finally chipped tooth fault with both inner and outer race faults
on the bearings connected to the intermediate shaft. The datasets are concatenated in the
aforementioned order to simulate a progressively deteriorating scenario. For all the test
cases the operating condition is assumed to be steady (i.e. constant rpm). The sampling
frequency used is 24 kHz.
4.2 Basic Signal Analysis
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(b) Vibration Data - Sample 2
Figure 4.15: Acceleration Data for the 3 Health States
The case of three state data: good gear, chipped gear and missing tooth is considered
first. Since triaxial accelerometers are used, three accelerations signals are recorded for
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each test. However, only the X-direction (a radial direction, see Figure 4.13b) is found
to be useful in terms of the information content (represented using CIs), and is hence
retained for representation purposes. Figure 4.15 shows the 3 state acceleration data. It
can be clearly observed from the Figure 4.15 that there is a significant difference in the
amplitudes between the good and faulty state data; however there is no noticeable difference
between the chipped tooth and the missing tooth cases. These differences become easier
to differentiate when the spectral representation is investigated. Two samples of vibration
data is presented here to show that a variation is observed between fault states for any
number of samples of data collected. The vibration signal in Figure 4.15a is processed in
the next section to interpret results.
The Fourier spectra of the acceleration vector is shown in Figure 4.16, corresponding to
an input speed of 23 Hz. Multiple harmonics in the spectra can be clearly observed at the
multiples of shaft speed at 24 Hz, for e.g., at 240 Hz and 667 Hz. GMFs corresponding to
480 Hz, 1680 Hz and 5281 Hz (i.e. multiples of 240 Hz) have significant energy compared
to the multiple of 667 Hz where only the first two orders contain significant energy. The
spectra of DDS with chipped gear (70% of the teeth dimension chipped) shows significant
amount of sidebands and the appearance of harmonics at several frequencies other than
the GMFs. This is attributable to the damage sustained owing to chipping. Similar nature
can also be obtained for the spectra of the missing tooth gear, with the missing tooth case
having widely separated sidebands and higher amplitude compared to the good and the
chipped tooth counterparts.
Although the spectral differences between the good and the chipped tooth states (sim-
ilarly missing tooth state as well) is obvious, this fact alone is not sufficient to automate
the diagnostics. There are many extraneous peaks that can lead to errors in automation
if spectral analysis is used as the sole discriminator. This issue is dealt with in the next
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Figure 4.16: Fourier Spectra of the DDS Signal for Good and Chipped Tooth Conditions
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Section.
4.3 Fault Diagnosis
4.3.1 Three State Data
Unlike synthetically generated data, experimental data is contaminated with electrical
noise, which adds extraneous frequencies in the spectrum. Because of gear defects, shaft
harmonics don’t carry any useful information. They usually mask the gear meshing har-
monics, which could sometimes have lower energy than the shaft harmonics. Hence, a
pre-processing tool called empirical wavelet decomposition (EWD, see Appendix A for de-
tails) is used for de-noising. The case of input RPM 23Hz is considered first for illustration.
This step essentially decomposes the signal into 20 single frequency components. Since the
RPM is already known, the EWD components corresponding to the first 10 multiples of
rpm are discarded along with some other components with high spectral energy that does
not change with RPM . This is accomplished as window-wise data streams in. This is
followed by the calculation of the features.
The signal s(t) is of length 327000 and is sampled into windows of size 1000 each. The
plots of each of Ym×l, where l = 1, ..., n, for m windows are shown in Figures 4.17, 4.18, 4.19
and 4.20. Standard deviation, RMS, amplitude square and root amplitude show that there
is a possibility of 3 states in the data from the trend observed in their plots. Maximum
and minimum shows the presence of 3 clusters, while kurtosis, normalized sixth moment,
skewness, crest factor and pulse factor do not distinguish the three states clearly.
In the next step, dimensionality reduction using PCA is performed since working with
13 dimensional feature space becomes computationally expensive. The scatter plot between
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Figure 4.17: 3 States - Features Set 1
0 100 200 300 400
0
2
4
RMS
m
A
m
pl
itu
de
0 100 200 300 400
−1
−0.5
0
Skewness
m
A
m
pl
itu
de
0 100 200 300 400
2
3
4
Kurtosis
m
A
m
pl
itu
de
0 100 200 300 400
0
20
40
Normalized sixth moment
m
A
m
pl
itu
de
Figure 4.18: 3 States - Features Set 2
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Figure 4.19: 3 States - Features Set 3
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Figure 4.20: 3 States - Features Set 4
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the principal components PC1 and PC2 is shown in Figure 4.21. The scatter plot shows
that there are 3 separable health states.
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Figure 4.21: Scatter Plot
Figure 4.22 shows the centroids of the clusters obtained after k-means iteration. The
number of clusters is further clarified through this procedure using the elbow phenomenon
[57] as shown in Figure 4.23.
Once the number of clusters are determined, novelty detection, as explained in Section
3.4, is applied with logarithm of MD (η) as the novelty score.
Figure 4.24 shows the variation of η with index of data point. It can be observed from
the Figure that near l = 109, there is a drastic change in the trend of η. So there are more
than one fault conditions observed in the vibration signal, which is consistent with the test
set-up. The fault trigger condition is set using SPC. For this purpose, the control rules are
set using θ = 3. It can be observed from the first control chart in Figure 4.25 that there is
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Figure 4.22: k-means Clustering
1 2 3 4 5 6 7 8 9 10
0
500
1000
1500
2000
2500
X: 3
Y: 629.1
k
V
ar
ia
nc
e
Figure 4.23: Number of Clusters
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Figure 4.25: Monitoring Process - Until the First Alert
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Figure 4.26: Monitoring Process - After the First Alert
a deviation in the process variable at l = 109. Therefore, at l = 109, the system triggers
that the gearbox is behaving abnormally and it has to be monitored.
After the first trigger, a new data window is considered at l = 109 and the process
variable and control limits are calculated again. At this stage, at l = 218, the system
triggers a fault condition as shown in Figure 4.26. It is important to note that l = 218
corresponds to 21800 samples of data which is consistent with the introduction of the
3rd health state of the gearbox (i.e. missing tooth condition). Thus, the framework of
automated process control using clustering, novelty detection, and SPC successfully detects
the 3 faulty states in the DDS data, consistent with the actual experimental conditions.
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4.3.2 Four State Data
Now the case of faulty data with 4 states is considered. The only added complexity
compared to the previous case arises from the introduction of faulty bearing in addition
to gear faults. Figure 4.27 shows the 4 state acceleration data. It can be clearly observed
from the Figure 4.27 that there is a significant difference in the amplitudes between the
healthy state and the subsequent defective health states.
Figure 4.27: Acceleration Data for the 4 Health States
EWD is applied as a pre-processing de-noising tool to remove noise components corre-
sponding to the first 10 multiples of RPM along with some other components with high
energy spectral energy which do not change with RPM . This is accomplished window-wise
as data is acquired. Then the features are calculated window-wise. The signal s(t) is of
length 392000. s(t) is sampled into windows of size 1000 each. The plots of each of Ym×l,
where l = 1, ..., n, for m windows are shown in Figures 4.28, 4.29, 4.30 and 4.31. Standard
70
deviation, RMS, amplitude square and root amplitude shows evidence of 4 states in the
data from the trends, whereas the same cannot be concluded from the other condition
indicators.
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Figure 4.28: 4 States - Features Set 1
In the next step, dimensional reduction using PCA is performed. The scatter plot
between the principal components PC1 and PC2 is shown in Figure 4.32. The scatter
diagram shows that the data represents 4 separable health states.
Figure 4.32 also shows the centroids of the clusters obtained after k-means iteration.
The number of clusters is further validated using the elbow principle as shown in Figure
4.33. Once the number of clusters is determined, novelty detection, as explained in Section
3.4, is applied to the data with logarithm of MD (η) as the novelty score.
Figure 4.34 shows the variation of η with index of data points, where η is calculated
from the first centroid. It can be observed from the Figure that a drastic change is detected
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Figure 4.29: 4 States - Features Set 2
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Figure 4.30: 4 States - Features Set 3
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Figure 4.31: 4 States - Features Set 4
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Figure 4.32: Clustering using k-means
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in the trend of η near l = 98. So there are more than one fault conditions observed in the
vibration signal, which is consistent with the experiment conducted. Proceeding to SPC,
the control rules are set using θ = 3. It can be observed from the first control chart in
Figure 4.35 that there is a deviation in the process variable at l = 98. Therefore, at l = 98,
the system triggers that the gearbox is behaving abnormally and the monitoring process
starts.
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Figure 4.35: Monitoring Process - Until the First Alert
Subsequently, a new window is considered at l = 98 and the process variable and control
limits are calculated. At this stage, at l = 192, the system triggers a fault condition as
shown in Figure 4.36. In a similar manner, a third change is detected at l = 288. Thus,
SPC is successfully able to detect 3 changes in the data that corroborate with the 4 health
state data in the experiment Thus, it can be concluded that the framework of automated
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process control using clustering, novelty detection and SPC successfully detects 4 faulty
states in complex combination of gear and bearing faults which makes this algorithm an
ideal candidate for gearbox condition monitoring in a practical setting.
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Figure 4.36: Monitoring Process - After the First Alert
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Chapter 5
Summary, Conclusions and Future
Work
5.1 Summary
A detailed study of automated condition monitoring techniques for gearbox diagnosis has
been undertaken in this thesis, including review of traditional condition monitoring and
statistical process control techniques, to develop a set of new techniques that can be au-
tomated for field applications. En-route, several targets have been accomplished in the
context of automated gearbox condition monitoring. These are summarized as follows:
1. A automated gearbox diagnosis framework has been developed amalgamating basic
ideas of condition monitoring, fault diagnosis, unsupervised learning, signal process-
ing and statistical process control techniques.
2. The algorithm is capable of diagnosing faults online as data is collected or gathered
77
in real time where a change in the behaviour corresponds to a potential fault. Ap-
plication of condition indicators, clustering, novelty detection and SPC all happens
online with minimum manual intervention like comparing the output variables in
traditional methods.
3. The algorithm is capable of detecting faults correctly for simulated as well as exper-
imental vibration signals where the faults are mapped to instantaneous changes in
condition. Results show robust detection of faults for experimental data obtained
from the drivetrain dynamic simulator, both for a 3 health state case as well as a
complex 4 health state case comprising a combination of gear and bearing faults.
4. The drivetrain dynamics simulator, a product of Spectraquest Inc, has been studied
in detail. The details of operating the machinery and including stepwise gear and
bearing replacement routines have been explained in detail to aid future research
using this equipment for gearbox dynamics and condition monitoring.
5.2 Conclusions
Having highlighted the significant contributions of this dissertation, the central conclusions
in this dissertation are summarized as follows:
1. Machine learning algorithms, in particular the unsupervised ones, are powerful tools
for visualizing, representing and detecting faults in gearbox data, which are frequently
represented by condition indictors. They are capable of automating the process of
fault diagnosis significantly, which is an important step in fault diagnostics.
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2. Statistical data driven approaches towards gearbox diagnostics have their shortcom-
ings. They are heavily data dependent and their performance is only as good as
the quality of the data. Signal pre-processing tools can improve the signal quality,
thereby improving the performance of data driven algorithms.
3. Features have been extracted from the vibration signals and it is concluded that
specific kind of features cannot be relied upon for fault diagnosis of gearbox. Using
the available features, they need to transformed to identify a principal component
space for analysis.
4. GMM clustering has been used to model pristine state data and this way, other health
states are compared to the model to quantify the faulty condition.
5. Statistical process control is a novel way of automating the fault diagnosis of gear-
boxes because of its ability to generate alarms using online data. There are minimal
adjustable parameters and hence, minimum manual intervention is required to ac-
complish fault diagnostics of gearboxes. It has been shown that this framework is
sensitive to fault inception and helps in early prevention.
5.3 Recommendations for Future Study
Based on the results of this study, some recommendations and possible extensions of the
current work are summarized as follows:
1. The complete methodology has been explored for the steady RPM case. A natural
extension of this will incorporate an application and modification to varying speed
data.
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2. The algorithm could be extended to address progressively degrading gearboxes where
the nature of degradation is continuous and transition from one fault to another is
not obvious.
3. Since the current framework is completely data driven, other types of data such as
that obtained from encoders, acoustic data or thermal data could be investigated.
4. Towards more advanced application of DDS for simulating gearbox faults, extensions
could be made to cater to situations such as backlash, braking and radial loads
applied to the bearings.
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Appendix A
Empirical Wavelet Decomposition
Empirical wavelet decomposition (EWD) is a signal decomposition method that has re-
cently emerged in the context of non-stationary signal processing. Based on the concept
of wavelet decomposition, its basic objective is to provide a time frequency representa-
tion of a non-stationary signal more adaptively than discrete wavelet and wavelet packet
transform which is constrained by a fixed decomposition ratio. Motivated by the idea of
constructing wavelet basis functions in Fourier domain and combining it with automatic
peak detection, it can also be used to extract the individual components of a non-stationary
multi-component signal, akin to empirical mode decomposition (EMD). The rich mathe-
matical structure based on the concept of filter-bank algorithms makes AWD one of the
potential candidates for gearbox diagnosis, as such signals are frequently constituted out
of multiple amplitude-modulated / frequency-modulated signals (AM-FM) and periodic
impulses due to bearing ring impacts embedded in noise [26].
The basic idea of EWD follows exactly similar lines as wavelet decomposition in the
framework of multi-resolution analysis. EWD can be defined as an inner product of a
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signal with an orthogonal basis function which is also called as the mother wavelet. The
wavelet transform of a signal x(t) is a linear transform, defined as :
wjk(x) =
1√
j
∞∫
−∞
x(t)ψj∗k (t) dt (A.1)
where the function ψ is commonly known as the mother wavelet and ∗ stands for com-
plex conjugation. j and k denotes scale and translation parameters respectively. Thus,
wavelet transform decomposes a signal x(t) via basis functions, that are simply scaled and
translated versions of the mother wavelet. The key point of difference is the development
of wavelet basis functions in the frequency domain also called Mayer wavelets. The main
motivation behind this approach is that the traditional discrete wavelet decomposition are
based on successive application of subsampling and decimation with a fixed ratio of decom-
position (2−j where j is the scale level). In EWD, the basis are constructed in frequency
domain by finding the peaks in Fourier domain (i.e. Fourier transform) using an automatic
peak detection algorithms [26]. Thus it does not have a fixed decomposition ratio and on
the contrary it is based on adaptively building filter banks based on the spectral peaks of
a signal in Fourier domain. Based on the location of the peaks ωn and ωn+1 the filterbanks
can be defined in the region [ωn, ωn+1] as:
ψn (ω) =

1 if ωn + τn ≤ |ω| ≤ ωn+1 − τn+1
cos
[
pi
2
β
(
1
2τn+1
(|ω| − ωn+1 + τn+1)
)]
if ωn+1 − τn+1 ≤ |ω| ≤ ωn+1 + τn+1
sin
[
pi
2
β
(
1
2τn
(|ω| − ωn + τn)
)]
if ωn − τn ≤ |ω| ≤ ωn + τn
0
(A.2)
where τn is the width of the filterbank around the frequency ωn.
Based on the above definitions the decomposition and reconstruction relations can be
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written as:
W εx (n, t) = 〈x, ψn〉 =
∫
x (τ)ψn (τ − t)dτ
= (X(ω)ψn(ω))
x(t) =
N∑
n=1
W εx(n, t) ∗ ψn (t)
(A.3)
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Appendix B
Self-organizing Maps
Self-organizing map (SOM) [35], is a type of artificial neural network which uses unsu-
pervised learning to train models. It is widely applied in the visualization of nonlinear
relations of multidimensional data. Some of its applications include rotating machinery di-
agnostics [58]. SOM is a two-dimensional map containing neurons at the grid points. Each
neuron is represented by a prototype vector (also called model or codebook vector), having
same size as the input data set. During training and visualization phase, each input vector
is assigned to the most similar prototype vector, also called best-matching unit (BMU).
The algorithm trains itself in such that input vectors with similar features are mapped to
relatively closer BMUs. The BMUs are updated iteratively during the training steps by
selecting the input vector randomly. A neighbourhood kernel, whose radius decreases with
iterations, determines the influence of input vector on the neighbouring BMUs. Starting
in rough learning phase has a big influence area and fast-changing BMUs and shifts grad-
ually to a fine-tuning phase with small influence area and slowly adapting BMUs. This
algorithm is referred to as a sequential training or basic SOM.
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SOM has also been applied in novelty detection [37]. To illustrate the modification of
the basic SOM for novelty detection, given training set X, containing N pristine state data
points, SOM is trained to generate a set of BMUs, w = {wk | k = 1, 2, ..., K} , K  N .
The codebook vector m(x) of an input vector x and the Voronoi region Sk of each codebook
vector wk are defined as follows,
m(x) = wk ⇔ x ∈ Sk (B.1)
if
‖wk − x‖2 < ‖wl − x‖2 ,∀l 6= k (B.2)
Given a test pattern z, the Euclidean distance (quantization error) e(z) between z and
m(z) is defined as:
e(z) = ‖z −m(z)‖2 (B.3)
If this quantization error is greater than a threshold value, then the corresponding input
vector is considered to be novel. To identify the threshold value, the quantization errors
corresponding to the training vectors are computed and the 95th percentile value of the
quantization errors is set as a global threshold value. Quantization error from test pattern
is computed and compared against the threshold to identify if the input vector is novel or
normal.
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Appendix C
Principal Component Analysis
Principal component analysis (PCA) [33] transforms a feature vector into a new coordinate
system by a linear combination of the features. Given a feature vector ν1×n, the transformed
vector u1×n is obtained using the transformation matrix Tn×n.
u1×n = T ′n×n × ν1×n (C.1)
u1×n, the resulting transformed feature vector of ith feature is in the new coordinate system
defined by the transformation matrix Tn×n that contains linear combination of feature ν1×n.
For a series of features, the transformation equation is given by:
U = T ′ × V (C.2)
The transformation matrix is of dimension n × n from above notations. It consists of
vectors representing linear combinations of the input feature vectors, represented as:
T =
[
c0 c1 · · · cn−1
]
(C.3)
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Transformation matrix
It should be noted that in the transformation matrix, the ci are in the direction of highest
variance in the input matrix V and the variance is contained within as few transformed
vectors as possible. The vectors in transformation matrix are orthogonal to each other and
satisfy the equation:
c′i.cj = 0,∀i 6= j (C.4)
To calculate the transformation matrix T , the covariance of the feature vector is calcu-
lated as:
Φ =
1
n− 1(ν − µν)(ν
′ − µ′ν) (C.5)
where µν is the mean of the input feature vector ν. The eigenvectors of Φ represent axes
in the new coordinate system and form the transformation matrix. The eigenvectors are
sorted in the decreasing order of the eigenvalues, and hence the vector c0 corresponds
to the highest eigenvalue. This highest eigenvalue contributes the most variance to the
overall variance. The features calculated using first few components contain most of the
information and explain the process due to which the lower components can be ignored.
The transformation matrix can be reduced to a dimension n × l(l ≤ n) where l is the
required number of components when using PCA to reduce dimensionality.
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Appendix D
Mahalanobis Distance
Mahalanobis distance (MD) [44] is a measure of the distance between a data point xn×1
and a distribution (D) of points. The idea of MD is multi-dimensional generalization of a
measure of number of standard deviations of x from the mean of D. The MD is zero when
x is at the mean of D, and increases with x moving away from the mean. MD measures
the number of standard deviations of x from the mean of D along each of the principle
component axes (see Appendix C). When these axes are rescaled to unit variance, the MD
corresponds to the standard Euclidean distance in the transformed space. Because of this
reason, MD does not have units, is scale-invariant and accounts for the correlation present
in the dataset.
The Mahalanobis distance of a data point xn×1 from a cluster with mean, µn×1 and
covariance matrix Sn×n is given by equation:
MD(x) =
√
(x− µ)′S−1(x− µ) (D.1)
Mahalanobis distance (also known as generalized squared inter-point distance) is also
defined as a dissimilarity measure between two vectors x and y, belonging to a same
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distribution with a covariance matrix S, the equation for which is given by:
MD(x, y) =
√
(x− y)′S−1(x− y) (D.2)
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Appendix E
Gaussian Mixture Models
A multivariate Gaussian distribution is a generalization of the single variable normal dis-
tribution and is given by:
N(x|µ,Σ) = 1
(2pi)D/2
1
|Σ|1/2
exp
{
−1
2
(x− µ)′Σ−1(x− µ)
}
(E.1)
where x is a D-dimensional random variable, µ is the mean vector and Σ is the covariance
matrix.
When observations in a data set belong to multiple distributions, the dataset is modelled
as a mixture of probability densities [42]. The mixture models combine many probability
distributions and describe a more complex probability distributions. The Gaussian mixture
models are represented by:
p(x) =
K∑
k=1
pikN(x|µk,Σk) (E.2)
Equation E.2 represents a linear mixture of Gaussian densities N(x|µ,Σ). The param-
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eters pik are called the mixing coefficients and must satisfy the criterion:
K∑
k=1
pik = 1 (E.3)
and
0 ≥ pik ≥ 1 (E.4)
given that N(x|µk,Σk) ≥ 0 and p(x) ≥ 0. When GMM is used for unsupervised learning,
the dataset is fit to GMM by finding the parameters for the mixtures using expectation
maximization (EM) algorithm (see Appendix F).
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Appendix F
Expectation Maximization
Given a dataset and the number of clusters k, the GMM parameters, µ and Σ of the clus-
ters can be found to describe the dataset. Expectation maximization (EM) algorithm is
an efficient iterative refinement approach for this purpose [71]. It gives the maximum like-
lihood estimates of the probability distributions and fits the dataset to the GMM models.
The likelihood is given by the expression:
L =
∏
n
p(xn) (F.1)
The GMM model can be written as (see Appendix E):
p(x) =
K∑
k=1
p(k)N(x|µk,Σk) (F.2)
It has to be noted that the pik is referred to as p(k) in the above equation and hereafter
to feel the intuition of probability more than a mixing coefficient in this Appendix. GMM
assigns each observation a set of weights corresponding to its belongingness to each cluster,
called the membership score, represented by the conditional probability p(k|n), where n is
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the datapoint, and k that the membership score corresponds to. The matrix containing
p(k|n) s called the responsibility matrix, the expression for which is given by:
pnk = p(k|n) = p(xn|k)p(k)
p(xn)
=
N(xn|µk,Σk)p(k)
p(xn)
(F.3)
EM algorithm is alternates between two steps:
Expectation (E) step:
Given that the parameters µk, Σk and p(k) are known (these parameters are usually
obtained by using k-means clustering, so that the parameters are initialized with rea-
sonable likelihood making the EM algorithm converge quickly), the likelihood L and the
membership scores p(k|n) are calculated.
Maximization (M) step:
In the maximization step, the parameters µk, Σk and the mixing coefficients p(k) are
calculated using the expressions in equation given by:
µˆk =
∑
n p(k|n)xn∑
n pn|k
Σˆk =
∑
n(xn − µˆk)(xn − µˆk)∑
n p(k|n)
pˆ(k) =
1
N
∑
n
p(k|n)
(F.4)
The parameters are estimated such that the likelihood L is maximized for each obser-
vation.
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Appendix G
k-means Clustering
k-means clustering [27] is a method that partitions m data points into k clusters where each
data point belongs to the cluster with the nearest mean (a prototype of the cluster). The
clustering problem is computationally difficult (NP-hard); to address this, algorithms that
use iterative refinement approach are employed to make them converge quickly to a local
optimum. This approach is similar to the Gaussian mixture models (see Appendix E) that
use expectation maximization (EM) (see Appendix F) algorithm to find the local optimum.
k-means is a hard clustering problem unlike GMM, which is soft clustering. Given a set
of data points (x1, x2, · · · , xn), where each data point is a d-dimensional vector, k-means
clustering partitions the n data points into k sets S = {S1, S2, · · · , Sk} , (k ≤ n) such that
the within-cluster sum of squares (WCSS), given by Equation G.1, is minimized.
WCSS = argmin
S
k∑
i=1
∑
xj∈Si
‖xj − µi‖2 (G.1)
where µi is the mean of points in Si.
A standard algorithm of k-means is the most common among the ones using an iterative
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refinement technique. It is also referred to as Lloyd’s algorithm. Given an initial set of k
means m1, · · · ,mk (among various initialization procedures available, randomly selecting
k points from the given set is used to explain here), the algorithm runs by alternating
between two steps:
Assignment step: Each data point is assigned to a cluster whose mean gives the least
within-cluster sum of squares (WCSS). Since the sum of squares quantity is the squared
Euclidean distance, it is the nearest mean to the data point. The step is summarized in
the equation:
S
(t)
i =
{
xp :
∥∥∥xp −m(t)i ∥∥∥2 ≤ ∥∥∥xp −m(t)j ∥∥∥2 ∀j, 1 ≤ j ≤ k} (G.2)
where each data point, xp is assigned to only one cluster, S
(t) using the above criterion.
Update step: New means, mi are calculated which are the centroids of the data points
in the new clusters.
m
(t+1)
i =
1∣∣∣S(t)i ∣∣∣
∑
xj∈S(t)i
xj (G.3)
As the calculation of mean uses least-squares estimation, this step minimizes the within-
cluster sum of squares (WCSS) objective in the process. The algorithm is said to have
converged when the cluster assignments do not change any further. Both steps seek to
optimize the WCSS objective, and since these partitions are finite, the algorithm must
converge to a (local) optimum.
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