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Abstract
Machine learning (ML) has exhibited great
potential to transform the computing field. Huge
interest has developed over the past years in applying
machine learning-assisted approaches in the Internet
of Things, healthcare, transportation, and security
space, to name a few. However, the assumption in
many current solutions is that big training data is
widely available and transferable to a centralized
server without much considering data privacy
concerns. A new framework for machine learning has
emerged, referred to as Federated Learning (FL), that
advocates the AI-on-edge principle. The main
objective of federated learning is to provide privacyby-design training with decentralized data among
local machines at the edge layer. In federated
learning, a central server just coordinates with local
clients to aggregate the model's updates without
requiring the actual data (i.e., zero-touch). However,
given the fresh nature of the FL, it is important to keep
improving and design innovative solutions to mitigate
its shortcomings and identify its best applications.
This is the focus of the ‘Decentralized Federated
Learning: Applications, Solutions, and Challenges’
mini-track. In this introduction article, we will
describe the topic and the accepted paper(s)
contributed by researchers.

1. Introduction
The idea of decentralization received tremendous
popularity with the introduction of cryptocurrency and
its backbone technology, blockchain [1], [2], to
disperse the control away from centralized parties.
Soon after, decentralization found its way into the
machine learning space in the world of data
engineering. Federated learning (FL) [3], [4] has been
the realization of decentralized machine learning in the
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Artificial Intelligence (AI) realm that builds upon
decentralized data and training that brings learning to
the edge layer of networks or simply on-device, i.e.,
where data is generated. This paradigm came to light
mainly for two reasons [3]: (1) The unavailability of
sufficient (big) data to reside centrally on the serverside (as opposed to traditional machine learning) for
training models; and (2) Data privacy protection by
preventing actual (local) data to be transferred from
edge devices, i.e., clients, to the server owned by
companies or organizations. FL enables AI benefits to
the domains with sensitive data and heterogeneity in
the loop. Preserving data privacy provides feasibility
to leverage AI benefits enabled through machine
learning models efficiently across multiple domains
(e.g., [5]). FL can be used to test and train not only on
smartphones and tablets but on all types of devices.
For instance, FL makes it possible for autonomous
vehicles to train on decentralized driver behavior
across the globe, or hospitals to strengthen diagnostics
without breaching the privacy of their patients. This
new research area often referred to as a new dawn in
AI, is however in infancy and the introduction of its
enabling technology has arguably required more
profound research into its confirmation, particularly
with its use-cases, scalability, performance, and
security aspects.
In order to advance the state of the research in this
area and to realize extensive utilization of the FL
paradigm and its mass adoption in practice, this minitrack promotes new research from both academia and
industry, with a particular emphasis on open-source
solutions, applications, and industrial-strength tools to
pave the way for the future. In its first occurrence, we
accepted one paper contributed by Robin Hirt; Akash
Srivastava; Carlos Berg; Niklas Kühl titled Sequential
Transfer Machine Learning in Networks: Measuring
the Impact of Data and Neural Net Similarity on
Transferability.
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2. Concluding Remarks
With growing concerns around people's data
privacy in intelligent digital platforms, the importance
of decentralized machine learning would be beneficial
to our digital society in years to come. Currently,
federated learning has shown to be a viable solution to
mitigate issues and risks in this space. However, this
new technology is in its infancy and still has a long
way to its maturity for mass adoption. As pointed by
the authors in [3], federated learning has a set of
challenges that need further research (readers are
encouraged to refer to). From a close observation in
this field, one of the major obstacles by researchers is
the lack of scalable simulation tools/frameworks to
support federated-based approaches’ implementation
for evaluation purposes.
The topics for future research that we may suggest
include:
● Developing on-device FL techniques for
vision, audio, speech, and natural language
processing
● Developing scalable frameworks and APIs
for the implementation of federated
learning-based solutions
● Exploring blockchain integration for
industrial-strength federated learning
● Exploring new federated-based solutions for
improved security and privacy in 5Genabled Internet of Things (IoT), Internet of
Medical Things (IoMT), Drones, and
Autonomous Vehicles
● Developing new aggregation and data
selection techniques driving FL
● Creating FL-specific datasets for federated
learning research
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