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In many real-life situations, we know the probability distribution of two random variables
x1 and x2, but we have no information about the correlation between x1 and x2; what are the
possible probability distributions for the sum x1 + x2? This question was originally raised by
A.N. Kolmogorov. Algorithms exist that provide best-possible bounds for the distribution of
x1 + x2; these algorithms have been implemented as a part of the eﬃcient software for han-
dling probabilistic uncertainty. A natural question is: what if we have several (n > 2) variables
with known distribution, we have no information about their correlation, and we are inter-
ested in possible probability distribution for the sum y = x1 +    + xn? Known formulas
for the case n = 2 can be (and have been) extended to this case. However, as we prove in this
paper, not only are these formulas not best-possible anymore, but in general, computing the
best-possible bounds for arbitrary n is an NP-hard (computationally intractable) problem.
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about its solution1.1. Real-life problem: Error estimation for indirect measurements
In many real-life situations, we are interested in the value of a physical quantity y
that is diﬃcult or impossible to measure directly. Examples of such quantities are the
distance to a star and the amount of oil in a given well. Since we cannot measure y
directly, a natural idea is to measure y indirectly. Speciﬁcally, we ﬁnd some easier-
to-measure quantities x1, . . . ,xn which are related to y by a known relation y =
f(x1, . . . ,xn); this relation may be a simple functional transformation, or complex
algorithm (e.g., for the amount of oil, numerical solution to an inverse problem).
Then, to estimate y, we ﬁrst measure the values of the quantities x1, . . . ,xn, and then
we use the results ~x1; . . . ;~xn of these measurements to to compute an estimate ~y for y
as ~y ¼ f ð~x1; . . . ;~xnÞ.
Computing an estimate for y based on the results of direct measurements is called
data processing; data processing is the main reason why computers were invented in
the ﬁrst place, and data processing is still one of the main uses of computers as num-
ber crunching devices.
Measurement are never 100% accurate, so in reality, the actual value xi of ith mea-
sured quantity can diﬀer from the measurement result ~xi. Because of these measure-
ment errors Dxi ¼def ~xi  xi, the result ~y ¼ f ð~x1; . . . ;~xnÞ of data processing is, in general,
diﬀerent from the actual value y = f(x1, . . . ,xn) of the desired quantity y; see, e.g.,
[19]. It is desirable to describe the error Dy ¼def ~y  y of the result of data processing.
To do that, we must have some information about the errors of direct measure-
ments.
Let us review the main types of this information.
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For measuring instruments, a manufacturer usually provides an upper bound D
on the measurement error Dx ¼ ~x x.
Indeed, a word ‘‘measurement’’ usually means that as a result, we get some guar-
anteed information about the measured quantity; so after we observe a measurement
result ~x, we should be able to conclude that the actual (unknown) values of the mea-
sured quantity is bounded by some bounds.
In many practical situations, this upper bound D is the only information that we
have about the measurements accuracy. In such situations, after we perform the
measurement and record the measured value as ~x, the only information that we have
about the actual (unknown) value of the measured quantity x is that x must be with-
in the interval x ¼ ½~x D;~xþ D.
As a result, we arrive at the following problem: based on n known intervals
x1, . . . ,xn, and on a known function y = f(x1, . . . ,xn), we must determine the range
y of the function y = f(x1, . . . ,xn) when xi 2 xi for all i. The problem of computing
such a range is known as the problem of interval computations; see, e.g., [7,10].
It is known that in general, the problem of computing the range exactly (or even
with a given accuracy e) is NP-hard (computationally intractable). Speciﬁcally:
• for linear functions f(x1, . . . ,xn) = a0 + a1 Æx1 +    + an Æxn, there is an eﬃcient
algorithm for computing the exact range for y;
• however, already for general quadratic functions f ðx1; . . . ; xnÞ ¼ a0 þ
Pn
i¼1ai  xi þPn
i¼1
Pn
¼1aij  xi  xj, the problem of computing the exact (or approximate) range is
NP-hard.1.3. Case of fuzzy uncertainty
Often, in addition to (or instead of) the guaranteed bound for Dxi, an expert can
provide bounds that contain Dxi with a certain degree of conﬁdence. Usually, we
know several such bounding intervals corresponding to diﬀerent degrees of conﬁ-
dence. Such a nested family of intervals is also called a fuzzy set, because it turns
out to be equivalent to a more traditional deﬁnition of fuzzy set [1,8,13–15] (if a tra-
ditional fuzzy set is given, then diﬀerent intervals from the nested family can be
viewed as a-cuts corresponding to diﬀerent levels of uncertainty a).
In the case of fuzzy uncertainty, for each degree of conﬁdence a, we must solve the
problem corresponding to the a-cut intervals; thus, instead of a single interval of pos-
sible values of y = f(x1, . . . ,xn), we get a nested family of intervals corresponding to
diﬀerent a—i.e., a fuzzy-valued range for y = f(x1, . . . ,xn).
Similarly to the interval case:
• the problem of computing this fuzzy range can be eﬀectively solved for linear
functions f(x1, . . . ,xn);
• however, for quadratic functions y = f(x1, . . . ,xn), this problem is NP-hard.
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In the ideal case, if each measuring instrument has been thoroughly analyzed and
calibrated, we know the exact probability distribution for each random variable Dxi.
As a result, after ith measurement, we know the probability distribution of actual
values xi. This probability distribution can be described, e.g., by the corresponding
cumulative distribution function (cdf) F iðtÞ ¼def Probðxi < tÞ.
It is worth mentioning that in most practical cases, the distribution functions Fi(t)
are not Gaussian; see, e.g., [16,17].
Based on n known cdfs F1(t), . . . ,Fn(t) and on a known function y = f(x1, . . . ,xn),
we must determine the distribution (cdf) F(t) for y = f(x1, . . . ,xn).
When measurement errors of individual xi are possibly correlated, the corre-
sponding probabilistic problem becomes diﬃcult. When all the measurement errors
are independent, i.e., if xi are independent random variables, then we can, e.g., use
Monte-Carlo simulations and/or analytical formulas to come up with the desired dis-
tribution for y. In many practical situations, however, we know that the measure-
ment errors of diﬀerent measuring instruments are not independent, because they
contain components that come from the same outside error source (e.g., from the
power grid).
Ideally, we should ﬁnd out how exactly the variables xi are correlated, i.e., we
should get the joint probability distribution of the corresponding n variables. Unfor-
tunately, this is very diﬃcult:
• to get a distribution of a single variable with ‘‘k bins’’ accuracy, it is suﬃcient to
divide the real line into k bins;
• however, to describe a joint distribution of n variables with the same accuracy, we
need kn bins.
For large n, the number kn becomes larger than the number of particles in the
Universe (see, e.g., [10,18]), so this is not practically possible.
As a result, for n variables, we face the following problem: we know the distribu-
tions Fi(t) for n variables x1, . . . ,xn, we know the function y = f(x1, . . . ,xn), but we do
not have any information about the correlation between xi. In such situation, there
may be many diﬀerent joint distributions for x1, . . . ,xn, and for these diﬀerent joint
distributions, we may get diﬀerent distributions F(t) for y. What we would like to
ﬁnd, in this situation, is the range ½F ðtÞ; F ðtÞ of possible values of F(t) for each t.
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function y = f(x1, . . . ,xn) of several random variables x1, . . . ,xn. Let us formulate this
problem in precise mathematical terms.
1.5. Formulation of the problem in mathematical terms
We know n cdfs F1(t), . . . ,Fn(t), and we know a function y = f(x1, . . . ,xn) from R
n
to R. Based on this information, we would like to compute the range ½F ðtÞ; F ðtÞ,
where:
• F (t) is the inﬁmum of possible values F(t) = Prob(f(x1 , . . . ,xn) < t) over all joint
distributions of (x1, . . . ,xn) for which the marginal distributions coincide with
the given cdfs Fi(t), and
• F ðtÞ is the supremum of possible values F(t) over all such joint distributions.
1.6. What is known: Case of n = 2 variables
In spite of the clear practical importance of this problem, no general solution was
known until the early 1980s, when G.D. Makarov, a student of A.N. Kolmogorov,
in his paper [12], provided the exact formulas for F (t) and F ðtÞ for the simplest case
when n = 2 and f(x1,x2) = x1 + x2. These formulas were later simpliﬁed, in the paper
[5], into the following form:
F ðtÞ ¼ max
t1;t2:t1þt2¼t
maxðF 1ðt1Þ þ F 2ðt2Þ  1; 0Þ; ð1Þ
F ðtÞ ¼ min
t1;t2:t1þt2¼t
minðF 1ðt1Þ þ F 2ðt2Þ; 1Þ: ð2Þ
The fact that these formulas do provide lower and upper bounds for F(t) is reason-
ably easy to understand. Indeed, it is well known that for any two events A and B,
the probability P(A _ B) cannot exceed P(A) + P(B). Since A&B is equivalent to
:ð:A _ :B), we conclude that
1 P ðA&BÞ ¼ P ð:A _ :BÞ 6 P ð:AÞ þ P ð:BÞ ¼ ð1 P ðAÞÞ þ ð1 P ðBÞÞ;
hence P(A&B)P P(A) + P(B)  1. Since the probability is always non-negative, we
conclude that P(A&B)P max(P(A) + P(B)  1,0).
For every t1 and t2 for which t1 + t2 = t, the inequalities x1 < t1 and x2 < t2 imply
that y ¼def x1 þ x2 < t1 þ t2. Thus, the probability F(t) that y < t cannot be smaller than
the probability Prob((x1 < t1) & (x2 < t2)). Due to the above inequality, this proba-
bility, in turn, cannot be smaller than
maxðProbðx1 < t1Þ þ Probðx2 < t2Þ  1; 0Þ ¼ maxðF 1ðt1Þ þ F 2ðt2Þ  1; 0Þ;
so F(t)P max(F1(t1) + F2(t2)  1,0). Since F(t) is larger than or equal to this expres-
sion for all t1 and t2 for which t1 + t2 = 1, it must be also larger than or equal to the
largest of these expressions—which is exactly the above lower bound F ðtÞ.
336 V. Kreinovich, S. Ferson / Internat. J. Approx. Reason. 41 (2006) 331–342The proof that the expression (2) is the upper bound is similar. The non-trivial
part of the result (1), (2) is proving that these bounds are indeed the best possible.
1.7. Further developments: Brief overview
The seminal paper [22] extended the above formulas to the situations with more
complex functions f(x1,x2) and/or situations in which we have some information
about the correlation between x1 and x2. The formulas proposed in [22] formed
the basis for an eﬃcient software system RiskCalc for handling probabilistic uncer-
tainty (see, e.g., [2]); for a theoretical foundation of the corresponding formulas, see,
e.g., [4,20].
Similar formulas have also been analyzed, clariﬁed, implemented, and tested in
[11].
1.8. Case of n > 2 variables: What is known
For the sum of n > 2 random variables x1, . . . ,xn, similar arguments lead to sim-
ilar formulas. Speciﬁcally, it is known that for any two sequence of events A1, . . . ,An,
the probability P(A1_    _An) cannot exceed P(A1) +    + P(An). Since A1 &   
& An is equivalent to :ðð:A1Þ _    _ ð:AnÞÞ, we conclude that
1 P ðA1&   &AnÞ ¼ P ðð:A1Þ _    _ ð:AnÞÞ 6 ð:A1Þ þ    þ P ð:AnÞ
¼ ð1 P ðA1ÞÞ þ    þ ð1 P ðAnÞÞ;
hence P(A1 &    & An)P P(A1) +    + P(An)  (n  1). Since the probability is al-
ways non-negative, we conclude that
P ðA1&   &AnÞP maxðPðA1Þ þ    þ PðAnÞ  ðn 1Þ; 0Þ:
Now, for every tuple (t1, . . . , tn) for which t1 +    + tn = t, the inequalities
x1 < t1, . . . ,x2 < t2 imply that y ¼def x1 þ    þ xn < t1 þ    þ tn. Thus, the probability
F(t) that y < t cannot be smaller than the probability
Probððx1 < t1Þ&   &ðxn < tnÞÞ:
Due to the above inequality, this probability, in turn, cannot be smaller than
maxðProbðx1 < t1Þ þ    þ Probðxn < tnÞ  ðn 1Þ; 0Þ
¼ maxðF 1ðt1Þ þ    þ F nðtnÞ  ðn 1Þ; 0Þ;
so F(t)P max(F1(t1) +    + Fn(tn)  (n  1),0). Since F(t) is larger than or equal to
this expression for all tuples (t1, . . . , tn) for which t1 +    + tn = 1, it must be also lar-
ger than or equal to the largest of these expressions—hence F(t)P F(t), where
F ðtÞ ¼def max
t1;...;tn:t1þþtn¼t
maxðF 1ðt1Þ þ    þ F nðtnÞ  ðn 1Þ; 0Þ: ð3Þ
Similarly, we can conclude that F(t) 6 F+(t), where
F þðtÞ ¼def min
t1;...;tn:t1þþtn¼t
minðF 1ðt1Þ þ    þ F nðtnÞ; 1Þ: ð4Þ
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2.1. Precise formulation of the problem: Reminder
We know n cdfs F1(t), . . . ,Fn(t), and we know a function y = f(x1, . . . ,xn) from R
n
to R. Based on this information, we would like to compute the range ½F ðtÞ; F ðtÞ,
where:
• F (t) is the inﬁmum of possible values F(t) = Prob(f(x1, . . . ,xn) < t) over all joint
distributions of (x1, . . . ,xn) for which the marginal distributions coincide with
the given cdfs Fi(t), and
• F ðtÞ is the supremum of possible values F(t) over all such joint distributions.
2.2. Question: Are the known bounds (3)–(4) best possible?
In the ﬁrst section, we have described formulas that bound the desired values F(t)
and F ðtÞ. For n = 2, as we have mentioned, these bounds are the best possible. A nat-
ural question is: are the corresponding bounds (3)–(4) best possible for n > 2 as well?
The paper [21] implicitly formulates a hypothesis that these bounds are indeed the
best possible.
2.3. Our results
In this paper:
• ﬁrst, we show that these bounds are not the best possible;
• second, we prove that computing the best-possible bounds for a general n is an
NP-hard (computationally intractable) problem.
2.3.1. Comments
• It is worth repeating that, as we have mentioned, for linear functions f ¼
a0 þ
Pn
i¼1ai  xi, under interval and fuzzy uncertainties the problem of computing
the uncertainty of y can be eﬃciently solved—in contrast to the probabilistic case.
• Since in the probabilistic case, the problem is NP-hard already for linear functions
y = f(x1, . . . ,xn), this problem remains NP-hard for more general classes of func-
tions, e.g., for all quadratic functions, for all smooth functions, etc.
• Sometimes, the data processing algorithm is not smooth. For example, we may
select the largest value y = max(x1, . . . ,xn), or we may deal with a threshold
y = h(a0 + a1 Æx1 +    + an Æxn), where h(x) = 0 for x < 0 and h(x) = 1 for
xP 0. What can we then say about the cdf F(t) of the corresponding quantity y?
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max(x1, . . . ,x)n) < t if and only if (x1 < t) &    (xn < t). Since we know the val-
ues Fi(t) = Prob(xi < t), we can thus conclude that F(t) = max(F1(t) +    +
Fn(t)  (n  1),0) and F ðtÞ ¼ minðF 1ðtÞ; . . . ; F nðtÞÞ.
s In contrast, for the threshold function y = h(a0 + a1 Æx1 +    + an Æxn), the condi-
tion y < 1 is equivalent to a1 Æx1 +    + a + n Æxn < a0. Thus, even for
a1 =    = an = 1, the value F(1) is equal to the probability Prob(x1 +    +
xn < a0). Since, as we prove in this paper, the problem of computing the
best-possible bound for this probability is NP-hard, the problem of computing
the best-possible bounds for F(t) is NP-hard as well.2.4. First result: Example when the bounds (3)–(4) are not the best possible
We will consider the simplest possible example when n = 3 and all three distribu-
tions are uniform distributions on the interval [0,1], i.e., Fi(t) = 0 for t 6 0, Fi(t) = t
for 0 6 t 6 1, and Fi(t) = 1 for tP 1.
In this case, once ti 2 [0,1], we have F1(t1) + F2(t2) + F3(t3) = t1 + t2 + t3. There-
fore, once t1 + t2 + t3 = t, we have F1(t1) + F2(t2) + F3(t3) = t1 + t2 + t3 = t hence
min(F1(t1) + F2(t2) + F3(t3), 1) = min(t, 1). Therefore, the minimum in the formula
(4) is the minimum of identical values, hence F+(t) = min(t, 1). In particular, for
t = 1, we have F+(1) = min(1,1) = 1.
So, for an arbitrary joint distribution of three random variables x1, x2, x3 for
which each marginal distribution is uniform on [0,1], for the cdf F(t) of the sum
y = x1 + x2 + x3, we have F(1) 6 F+(1) = 1.
Let us now show that this bound F(1) 6 F+(1) = 1 cannot be the best possible,
i.e., that we cannot have F(1) = 1. Indeed, if F(1) = 1, this means that with probabil-
ity 1, we have y < 1. Thus, the expected value E[y] of y cannot exceed 1: E[y] 6 1. On
the other hand, since y = x1 + x2 + x3, we have E[y] = E[x1] + E[x2] + E[x3] =
3 Æ0.5 = 1.5—a contradiction with the fact that E[y] = 1.
We can show that not only F(1) cannot be equal to 1, it cannot be even close to 1:
e.g., if E(1)P 0.9, this means that the probability that yP 1 is at most 0.1. So, with
probability 61, we have y 6 1, and with probability 60.1, we have y = x1 +
x2 + x3 6 3 Æ1 = 3. Thus, the expected value E[y] of y cannot exceed 1 Æ1 + 0.1 Æ3 =
1.3—still a contradiction.
In this particular example, we can add additional inequalities on the cdf F(t)
caused by the fact that we know the value E[y] = 1.5 of the ﬁrst moment (see, e.g.,
[4]). We will show, however, that in general, the problem of computing the best-
possible bounds on F(t) is NP-hard.
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several variables is NP-hard—a proof
To prove NP-hardness of the problem of computing the best-possible bounds for
F(t), we will reduce, to this problem, a known NP-problem, namely, the following
partition problem (see, e.g., [10,18]): given n positive integers s1, . . . , sn, check whether
it is possible to ﬁnd values ei 2 {1,1} for which e1 Æ s1 +    + en Æ sn = 0.
We will reduce each instance of this problem to the case when we have n random
variables; for every i from 1 to n, ith variable xi is equal to si with probability 1/2
and to si with probability 1/2. For each of these variables, we have E[xi] =
(1/2) Æ (si) + (1/2) Æ si = 0, hence for their sum y ¼def x1 þ    þ xn, we have E[y] =
E[x1] +    + E[xn] = 0.
Let us show that F (0) = 0 if and only if the original instance of the partition prob-
lem has a solution. Indeed, if the original instance has a solution (e1, . . . , en), then we
can take the joint distribution in which x = (x1, . . . ,xn) is equal to (e1 Æ s1, . . . , en Æ sn)
with probability 1/2 and to (e1 Æ s1, . . . ,en Æ sn) with probability 1/2. In this case,
all n marginal distributions are as desired; on the other hand, the sum
y = x1 +    + xn is equal to 0 with probability 1, hence F(0) = Prob(y < 0) = 0.
Vice versa, let us assume that F (0) = 0. By deﬁnition of F (t), this means that for
every d > 0, there exists a joint distribution for which F(0) 6 d. Let us select some
small e > 0 (we will later determine which value to select), and let us select a distri-
bution F that satisﬁes the above inequality for this d. We will use reduction to a con-
tradiction to prove that in this case, the original instance of the partition problem
has a solution.
According to our choice of the random variables xi, the only possible values of xi
are ±si, i.e., the values ei Æ si for some ei 2 {1,1}. So, if the original instance does not
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Pn
i¼1ei  si are non-zero inte-
gers. Thus, if yP 0, we have yP 1.
The smallest possible value of y is S, where S ¼def s1 þ    þ sn.
The expected value E½y ¼Pjpj  yj of y can be represented as the sum E =
E+ + E of two sub-sums E+ and E corresponding to positive and negative yj.
For the joint distribution F for which F(0) = Prob(y < 0) 6 d, with probability
6d, we have values PS, and with probability at least 1  d, we have values P1.
The overall probability of positive values is at least 1  d, and each positive value
is at least 1, so E+P (1  d) Æ1 = 1  d. On the other hand, the probability of neg-
ative values is 6d, and each negative value is PS, so EP d ÆS. Therefore,
E[y] = E + E+P (1  d)  d ÆS = 1  (S + 1) Æd; so, for d < 1/(S + 1), we have
E[y] > 0—a contradiction with E[y] = 0. This contradiction shows that our assump-
tion was false; hence, the original instance of the partition problem has a solution.
The reduction is proven, thus computing best-possible bounds for the distribution
of a sum of several variables is indeed NP-hard.
2.5.1. Comment
The fact that problem turns out to be NP-hard is not very surprising: many other
interval problems are NP-hard (see, e.g., [10]), as well as many problems related to
combination of interval and probabilistic uncertainty (see, e.g., [3,6,9]).3. Conclusion
In many practical situations, we know the probability distribution of several ran-
dom variables x1, . . . ,xn, but we have no information about the correlation between
xi; what are the possible probability distributions for the sum y = x1 +    + xn? This
question was originally raised by A.N. Kolmogorov. For n = 2, there exist eﬃcient
algorithms that provide best-possible bounds for the distribution of x1 + x2; these
algorithms have been implemented as a part of the eﬃcient software for handling
probabilistic uncertainty.
The known formulas can be extended to the case n > 2. In this paper, we have pro-
ven that for n > 2, the known formulas are not best-possible. Moreover, we have
proven that for n > 2, the problem of computing the best-possible bounds is, in gen-
eral, NP-hard (computationally intractable).Acknowledgements
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