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Abstract
This work describes the synthesis and the study of the transport properties of thin
films of Nd 1.s5Ce.1 5CuO4 - carried out respectively at the IBM T. J. Watson Re-
search Center in collaboration with Dr. A. Gupta, and at the Francis Bitter National
Magnet Laboratory under the direction of Dr. P. M. Tedrow. The thin films were
prepared by laser ablation of a stoichiometric target on heated substrates in a reactive
ambient. The influence of the deposition parameters was studied, and the use of a
nitreous oxide ambient was found to yield a clear improvement of the sample quality.
The transport properties of the films were measured at low temperatures and in high
magnetic fields. Non superconducting samples showed a strong, highly anisotropic,
negative magnetoresistance that is consistent with two dimensional weak-localization.
Superconducting samples show two dimensional fluctuation effects above Tc. The the-
ory of fluctuations in a magnetic field was used to extract the position of Hc2 (in the
perpendicular direction) in the broad and almost featureless resistive transition, and
the extracted values were fit to the theory of dirty superconductors. The angular de-
pendence of the resistive transition was studied close to Tc and found to be somewhat
better described by a two-dimensional model.
Thesis Supervisor: Marc A. Kastner
Title: Professor, Department of Physics
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Chapter 1
Introduction
1.1 About this thesis
The following thesis represents roughly four years of work on thin films of high-Te
superconductors. When I started in Spring 1988, a good year after the beginning
of the era of high-Tc, very little was still known about film making: most groups,
including ours, were still depositing at room-temperature and post-annealing their
films. Laser ablation was just starting to become an established technique. It was
also the era where any result could be published, and there was an abundance of
often contradictory and irreproducible discoveries and recipes. Especially in the field
of tunneling, any glitch in a dI/dV curve was used to yield a new and higher value of
the energy gap. Today, the pace has become more reasonable, and systematic work
has become fashionable again. It has become clear that many "discoveries" were in
fact artefacts due to the low sample quality, and researchers have become more careful
in the characterization of their samples. However, the problem remains that almost
every measurement that one can think of has already been done a few times, but un-
fortunately on samples of unknown quality. Our goal was to carefully measure (and
remeasure) transport properties of thin films of the electron-doped superconductor
Nd 1.85Ce.1 5CuO4 , which is an interesting compound for the study of the particle-
hole symmetry in high-Tc superconductors. We have made an effort to make our own
thin films by following the evolution of the preparation techniques, and to characterize
them with the tools that were available. The Consortium for Superconducting Elec-
tronics has helped us in this task by funding my numerous trips to Arunava Gupta's
laboratory at the IBM T.J.Watson Research Center, where I learned the technique
of laser ablation and made all of the Nd 1 .8 5Ce.1sCuO 4 _6 films used in the measure-
ments. Our efforts to measure the superconducting properties in high magnetic fields
were considerably slowed by the difficulty of producing good superconducting sam-
ples, and by the breadth of the resistive transitions in field, common to most high-Te
compounds. The former problem was solved by our discovery that the use of nitreous
oxide during the deposition yields samples of higher quality, while the latter problem
was tackled by carefully analysing the fluctuations in the conductance at the approach
of the mean-field transition, and extracting in this way the value of the upper critical
field. A major theme of this work is the two-dimensional character of the conduc-
tion, revealed by the analysis of weak-localization in the normal state, and later by
the form of the fluctuation conductance above Tc. The fact that Nd 1 .8 5Ce.1 5CuO4 _b
apparently behaves like a 2D metal is probably the most interesting finding of this
work.
The work is organized as follows: we will continue this first chapter with a short in-
troduction to the superconductor Nd 1 .85Ce.1 5CuO4 _6 (which we will often call NCCO),
since this compound is much less studied than (La,Sr) 2CuO 4 (LSCO), YBa 2 Cu 3 07
(YBCO) or the Bi-system (BSCCO in short). In the following chapter, we will dis-
cuss the thin film preparation and characterization, followed by a short chapter on
the experimental methods used in our experiments. Chapter 4 starts the discussion
of the transport measurements which constitute the heart of the thesis, and discusses
two-dimensional weak localization effects first seen in non-superconducting samples.
It is followed by a chapter on measurements above Tc, where the analysis of super-
conducting fluctuations above the critical temperature is addressed. The use of the
fluctuations to extract the value of the critical field Hc2 from the broad resistive tran-
sition is explained in the next chapter. The temperature dependence of Hc2 is fitted
to the theory of dirty superconductors. Chapter 7 is on a slightly different subject,
namely the study of thin film tunnel junctions on high temperature superconductors.
Since we have been more succesful on Bi-Sr-Ca-Cu-O than on Nd 1.s5Ce.1 5CuO4 _b,
most of the chapter is concerned with the Bi-compound. A recapitulation of our
main findings will follow.
1.2 The compound Ndi.8 5Ce.15CuO4 _6
The compound Nd 1.s5Ce.1 5CuO4 _b is just one member of a large family of supercon-
ducting copper oxides whose unusual properties have excited the physics community
since the discovery of superconductivity in (La,Sr) 2CuO 4 by Mnller and Bednorz in
1986. Other commonly studied members are Y-Ba-Cu-0, Bi-Sr-Ca-Cu-O (with many
different phases), the Tl compounds, and the most recently discovered SrCuO 2. In
this section, we will give a short description of the fundamental properties of these
materials.
1.2.1 Crystal Structures
Figure 1-1 shows the crystal structures of some representative cuprates. SrCuO 2 has
the simplest structure: simple square planar sheets of CuO 2 separated by simple
cations. This compound can only be synthesized under high pressures and tempera-
tures. Nd 2 CuO 4 , whose structure (called the T' structure) was discovered in 1977[61],
is just slightly more complicated, the CuO 2 sheets being separated by layers of Nd-O.
La 2 CuO 4 , although it has an almost identical formula, has a different structure, the
T structure, where Cu is bound to 6 oxygen atoms: 4 in the plane and 2 so-called
apical oxygen atoms out of the plane. The Y-Ba-Cu-O structure is called the T*
structure; each Cu atom in the sheets is bound to 5 0 atoms. Both the Bi and Tl
compounds also have the T* structure. The study of these systems is complicated by
the existence of many phases which contain the same elements with different stacking
sequences in the c-direction (the direction perpendicular to the planes).
408m*0 oese 9 e
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La. Sr 0
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00
T'r40K YBa 2Cu 307
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Figure 1-1: Crystal structures of some cuprates.
1.3 Doping and electronic properties
Mnller and Bednorz found that one can dope the insulating parent compound La 2 CuO 4
by substituting Sr for La, and it is now well known that for 15% Sr, one observes
a superconducting transition around 40K. All the high Tc materials found to this
day can be doped easily, and undergo an insulator-superconductor transition as
the doping is varied; this can be achieved by cation substitution and/or oxygen
stoichiometry changes. However, most of the high-Tc systems can only be doped
with holes. No electron-doped cuprate superconductor was known until 1989, when
Tokura, Takagi, and Uchida[89] announced the discovery of superconductivity in
the system (Nd,Ce) 2CuO 4 . The parent compound Nd 2 CuO 4 is an antiferromagnetic
insulator[52], as is La 2 CuO 4 . One can add electrons to the system by substituting Ce
for Nd. One electron is available for each tetravalent Ce1 substituted for the trivalent
Nd. Reducing the compound at high temperature (T> 400 0 C) also has the result of
making the compound more metallic. Removal of O-atoms liberates electrons that
were bound in the 0 2p shells. A negative Hall coefficient consistent with the formal
valence was reported in the initial publication[89], but positive coefficients were seen
as well by some groups; however, recent data on better samples[44] clearly show that
the Hall coefficient is negative for superconducting samples, and only changes sign
for over-doped crystals (17-18% Ce) . As one increases x in Nd 2 _Ce'CuO 4 , the anti-
ferromagnetic fluctuations become weaker[52, 77], the conductance increases, and for
x between .14 and .17, one observes a superconducting transition (Tc=23K), strongly
peaked at about x=.15.
However, many questions still wait for a definite answer. For instance, it is not
known why this compound can only be made superconducting in such a narrow range
of Ce doping, and why one cannot compensate slight differences from the optimum
Ce content by adjusting the oxygen concentration. It is also not clear whether the
Ce is distributed randomly on Nd sites, or whether one has in fact a line compound
ICe is known to have two possible valences, 3 or 4. However Ce and Th doping yield very similar
properties [10]. Since Th only occurs in the 4+ state, one may conclude that Ce is also in the 4+
state when in the Nd 2CuO 4 lattice.
with an ordering of the substituted cations. Many other facts about the doping are
puzzling when one starts to look into the details: into which states do the electrons
go, and what happens to the lattice? The situation is made difficult by the fact that
the reduction necessary to achieve superconductivity is usually very quickly followed
by the irreversible decomposition of the samples[69], revealed by Cu loss or migration,
and the appearance of foreign phases (usually NdCeO2). One can observe some of
these changes happen under an electron microscope when the electron beam heats up
the sample[2]. When one adds the obvious observation that it is difficult to ensure a
narrow Ce and 0 distribution through a macroscopic sample, one can doubt almost
every experimental result obtained so far, and especially those obtained on reduced
samples. Some groups found evidence for phase separation[38] except for 0% Ce and
for 16.5% Ce, where the diamagnetic signal peaks. If this is true, there might not even
be continuity from the antiferromagnetic phase to the superconducting phase. More
work is clearly needed in the understanding of the crystal chemistry and synthesis of
this compound.
Keeping in mind these caveats, let us now proceed to review some of the work
done on the electronic structure.
1.3.1 Electronic structure
The simple theory of formal valence tells us that 0 is in the -II state, Nd is in the
III state, and Cu is thus in the II state in Nd 2CuO 4 (same valence as in CuO).
Thus one expects Cu to be in the Cu 3d 9 configuration, and 0 to have full 0 2p
orbitals. Band structure calculations for Nd 2 CuO4 show that the important bands
(those close to the Fermi surface) arise from the Cu and the planar O-orbitals. Guo
et al.[31], using a linear muffin tin calculation with a local density approximation
to include exchange and correlation effects, find that the Fermi energy EF is close
to the midpoint of a dispersive (i.e., itinerant) antibonding Cu-Opiaa,. band. Upon
Ce doping, electrons are predicted to enter this band, raising the Fermi level. They
also note the appearance of Ce-like levels above the Fermi level, crossing it at higher
doping. A band-structure calculation by Massidda et al.[56] (using a Full Potential
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Figure 1-2: The observed properties of the hole-doped and electron-doped supercon-
ducting cuprates seem to be symmetric with respect to the AFM (antiferromagnetic)
phase. SG stands for spin-glass, and SC for superconductor.
Augmented Plane Wave Method) arrives at similar conclusions, stressing the strongly
two-dimensional character of the conduction bands and Fermi surface, which is in
addition found to be nested, as in the case of La 2 CuO 4 , albeit in a different direction.
The nesting should lead to a Peierls instability and to the opening of a semiconducting
band.
An often discussed issue is the electron-hole symmetry, which is qualitatively ob-
served in the phase-diagram of the electronic properties (figure 1-2); it has important
implications for possible theories of high-Tc superconductivity. If the band picture
is right, one expects the electron and hole doped compounds to behave symmetri-
cally, since the half-filled p-do conduction band has a natural symmetry for electrons
and holes. There is, however, a problem: band structure by construction assumes
independent electrons, and the only correlations included are due to the exchange in-
teraction. But it is a fact that both La 2CuO 4and Nd 2 CuO 4 are antiferromagnets, i.e.,
have a highly correlated ground state, so the band picture cannot really be expected
to hold in the undoped case (though it might well apply in the doped case where
the electrons are itinerant). An alternative way to describe the insulating state is
the Mott-Hubbard model, where electrons are localized and highly correlated. In the
simplest version of this model, one considers only the Cu 3d' orbitals. Each orbital
can accomodate zero, one or two electrons, but having two electrons costs an energy
U because of the Coulomb repulsion. There is also a hopping probability from each
site to neighboring sites, expressed by an overlap energy t. If t is much larger than
U, one gets an itinerant band of width t; if U is very large, electrons are localized,
and the band is split into two bands separated by U. The effect of t is to order the
spins of the electrons. In the CuO superconductors, the planar-oxygen band has to
be included (two band model), and its position is usually assumed to be between
the two Hubbard bands. If one looks at the doping, one realizes that this model is
not symmetric for electrons and holes: the latter go into the 0 2p orbitals, while
the former can only go on the Cu atoms. If this holds, and the electrons occupy
the empty Cu 3d state in a correlated fashion, one should see some Cu(2+) change
into Cu(+). So a detailed study of the electron-doped superconductors might be an
important step in order to understand which theoretical model is relevant.
Quite a few experimental studies have been done, and the following is a brief
review of some selected work. An important experimental technique to measure the
electronic structure is photoemission spectroscopy (PES), where one shines photons of
known frequency (in the UV or X-ray range) onto the material and analyzes the energy
distribution of the emitted electrons (photoelectric effect). By comparison to spectra
of known elements and compounds, one can deduce the ground state (or ionization)
of the elements. Satellite peaks or small shifts in energy can give information on the
hybridization. A useful variation is resonant PES, where one studies the change in
intensity of the features as one approaches a resonance in an elemental cross-section. If
the intensity of the feature is strongly varying, one concludes that it is closely related
to the atomic orbital that has the particular resonance (for instance, the Cu 3d-4s
transition has a resonance at around 75 eV). A closely related technique is Inverse
PES (IPES), which gives information on the addition of quasiparticles. A drawback
of these methods is that they are surface sensitive, because the mean-free path of
electrons out of the material is only a few tens of A, so that one has to be careful
about the state of the surface. Studies on Ndi.s5Ce.1 5CuO4 4[3] have shown that the
valence band has clear Cu 3d character. There is a gap of about 2 eV, lower than
the repulsive energy U of the one-band Hubbard model (due to on-site repulsion, or
energy difference between Cu 3d' and Cu 3d 8 ), a clear indication that the 0 2p band
is important and leads to screening of the Cu holes through hybridization: instead
of Cu 3d 8 as the final state of the photoemission, one has a mixture of Cu3d 9L-1
(L-1 represents a delocalized hole in the surrounding 0 2p orbitals) and Cu3d' 0 L 2
states. Upon doping, states start appearing in the gap at the Fermi surface[3], while
the rest of the spectrum does not change much. The first published experiments
had actually missed these Fermi surface states, probably due to a degraded surface
(cf. the discussion by Vasquez[92] on surface preparation of our films). Remarkably
enough, the main features, including the position of the Fermi edge between the two
bands, are the same as in La 2 CuO 4 . The origin of these states is not well understood
in the Hubbard model; band theory, on the other hand, agrees quite well with the
general features revealed by an angle-resolved study of the Fermi surface[70], except
that the observed dispersion of .2 eV is about a factor 10 too small. PES has also
established that Ce is in the (4+) state[41], although there is some hybridization with
O that gives a valence of about 3.5; but this is different from a mixed valence state
where one has both Ce(3+) and Ce(4+) in the same crystal. It also seems that there
is no Cu+ appearing[26] with the introduction of electrons, as an analysis in terms of
a simple Hubbard model would predict. Another common observation is that there
is very little change in the spectra of Ce doped samples upon reducing. This strongly
suggests that the role of reduction is not just to bring in more carriers. Kohiki et
al.[41], however, see a change in the relative intensities of two Cu 2 P3/2 peaks that
indicates an increase in covalency of the Cu-O bond. Of course, extreme caution is
required when analyzing spectra of reduced samples because of the deterioration of
the surface.
Thus, striking similarities are seen between the electron-doped and the hole-doped
compounds. It seems that the band picture is more consistent with the data taken on
carefully characterized samples. However, it is fair to say that the exact mechanism
of the doping is not yet understood.
1.3.2 Resistivity: temperature dependence and anisotropy
As mentioned earlier, undoped samples are insulating; Ce doping and reduction of
the oxygen content increases the metallic character. The resistivities of the best
available crystals are on the order of 10-100Ocnm[35, 66]. Let us first talk about the
in-plane resistance. In contrast with YBa 2Cu 30 7 (YBCO from now on) or the Bi-
Sr-Ca-Cu-O compounds (BSCCO), where the resistivity is linear in temperature for
superconducting samples (until Tc is reached), Nd 1 .8 5Ce. 1 5CuO4 _6 displays a quadratic
temperature dependence[91]. This behavior is seen in single crystals as well as in thin
films, and has not disappeared with the improvement of sample quality, a strong
indication that it is an intrinsic phenemenon. One explanation for this unusual (that
is, among high-Te compounds) behavior is based on an enhancement of the electron-
electron interactions (attractive or repulsive) due to the stronger anisotropy of the
Fermi surface[91].
The conductivity in the c-direction has been measured by several groups. The
results are quite inconsistent: while some groups[35] observe an anisotropy of 1000
at low temperature and a residual resistance below Tc, other groups observe a more
isotropic behavior[661. This is clearly related to sample quality. Some recent reports
suggest that the high anisotropy results are right, but that the resistivity in the c-
axis direction does go to zero below Tc, suggesting that there is transport between
the layers. Altogether, it seems that Nd 1 .85Ce.1 5CuO4 is not quite as anisotropic as
the Bi-compounds, but clearly more so than YBCO.
1.3.3 Conclusion
Little is known with certainty about Nd 1 .8 5Ce.1 5CuO4 _6 . It is a difficult material to
synthesize, and the poor availability of good samples has slowed down the exploration
of its basic properties. But the material presents us with a few unique opportunities.
It allows us to study the important question of electron-hole symmetry. The low Tc
also makes it possible to measure the critical fields down to the lowest temperatures
and to compare their temperature dependence to the theory. The longer coherence
length in the ab plane (estimated to be around 70A from the perpendicular critical
fields[35]) makes Ndi.85Cei 5 CuO4 -b a potential candidate for tunnel structures, if one
can learn to make structures in that direction. Thin films clearly have an important
role to play in the exploration of these various directions. So let us turn now to our
efforts to grow and characterize Nd 1 .85Ce.1 5CuO4 _6 films of high enough quality to be
used for meaningful experiments.
Chapter 2
Thin film preparation and
characterization
2.1 Why laser ablation?
There is an abundance of methods for thin film deposition that can roughly be divided
into two categories: the physical processes (such as evaporation and sputtering) and
the chemical processes (e.g., MOCVD and MBE). Evaporation and sputtering are the
simplest of these methods, and require little equipment as well as easily obtainable
starting materials (metals, or simple chemical compounds), which makes them very
versatile. As a consequence, these two processes are the most widely used among
research laboratories, and the initial efforts in high-Te films in our group were carried
out using these two approaches. The principle of evaporation is extremely simple:
a starting compound, usually an element or a mixture of a few elements, is heated
in a good vacuum (at least 10-Torr for a sufficient mean free path) until the vapor
pressure is high enough to obtain a coating on a substrate facing the source at a
distance of usually a few inches. Several problems make the use of this method difficult
for the new superconductors: firstly, one usually needs several metallic targets because
a single target combining several elements will emit fluxes of the various elements
according to their equilibrium vapor pressures, and not according to the proportions
in the target. Secondly, the best films are obtained by deposition on heated substrates
in a reactive environment (oxidizing), which is a serious limitation to the use of heated
metallic targets (the oxides formed are usually much more difficult to evaporate). On
the other hand, the use of several independent targets makes the control of the film
stoichiometry more difficult.
Sputtering is the most popular deposition method in industry. Since it is the
deposition method that I used for more than a year to produce BiSrCaCuO films, I will
explain its advantages and drawbacks in more detail. The principle is the following:
the target is attached to an electrode usually facing the substrates, and a negative
bias of a few hundred volts is applied in the presence of a few mTorr of gas (typically
Ar) between target and substrate. The gas is ionized into a plasma of electrons and
Ar+ ions. The positive ions are attracted to the target and impinge with considerable
kinetic energy, causing some of the atoms in the target to be "knocked out" and to
move towards the substrate. In the case of an insulating target, a positive charge
will build up, until Ar ions are repelled and the process stops. To avoid this, one
uses a rf-frequency bias between the target and the (grounded) substrates; because of
the much higher mobility of the electrons, this will cause more negative charge to be
built up in the positive cycle than can be cancelled in the nagative part, so that one
has a negative dc-biasing superposed on the rf-signal after a very short time(17]. In
the stationary state, Ar ions are attracted and the process goes on as in the dc-case.
This technique allows the use of virtually any mixture of metals, oxides, carbonates
and other compounds in the sputtering target and makes sputtering an extremely
versatile technique. Unfortunately, the sputtering yields depend on the mass of the
elements, so that the various elements are emitted with different probabilities. One
makes up for this by presputtering for one or two hours: elements with high sputtering
probability are depleted faster, so that in the stationary state one gets back more or
less the right stoichiometry. In the case of high-Te compounds, a further problem
is the presence of oxygen in the target, which ionizes easily to 0- and hits the
substrate with high energy due to the repulsion from the negatively charged target.
This causes preferential resputtering of those atoms already deposited which have an
atomic mass similar to oxygen, which a detrimental effect on both rate, stoichiometry
and smoothness. A solution to this problem was found by turning the substrate by 90
degrees, so that it is out of the direct path of the oxygen anions (and also of the other
emitted species). If one then goes to higher pressures, many collisions will allow the
particles to thermalize before reaching the target, i.e., they aquire an almost isotropic
velocity distribution. This greatly inhibits the destructive effect of the oxygen and
has allowed the deposition of films of extremely high quality of the different high-
Tc materials[27]. But even the most fervent supporters of sputtering admit that
although their best samples have excellent characteristics, many low quality samples
come out as well without any obvious reason. We also have had to face the problem
of irreproducibilities, and sometimes no good sample came out for several weeks. In
a way, this is not too surprising since the transport of the elements from the target to
the substrate is obviously a very complex problem and is poorly understood. Slight
changes in geometry can affect the flow drastically, and change the distribution of
species arriving at the substrate.
Although laser ablation (or pulsed laser deposition, PLD) had been around as
a somewhat esoteric thin film deposition method since 1965[73], its potential was
not recognized until 1987, when a group of researchers at Bellcore discovered that it
allowed the deposition of very high quality films of YBCO, starting from a stoichio-
metric sintered target(20]. This was the starting point of a synergy which allowed fast
progress in hi-Tc film deposition as well as in the field of laser ablation: the number of
workers in the field has rapidly grown to several hundred in the world. Laser ablation
has proved to be the method of choice for the deposition of complex compounds in
reactive environments; it allows the faithful reproduction of the target stoichiometry,
and the high energy of the impinging species (velocities of 1O6cm/s are reported[64])
promotes the reaction of the species and the formation of crystal structures. Further-
more, it is relatively simple to use: all one needs is a standard vacuum chamber with
a window for the laser beam, and the laser itself. UV lasers with a few hundred mW
power at a repetition rate of a few Hz (i.e., about 100 mJ per pulse) produce the
best results, because of the high absorption of UV radiation in most compounds. The
beam is focussed on the target (the spot size is about 1 mm 2 ), where it allows the
extremely fast heating of a small thickness of material. This is believed [4] to cause
the formation of a molten layer and the quick emission of vapor. The resulting high
pressure in the liquid and the recoil from the solid cause the subsequent emission of
more material in mostly atomic form (ionic or neutral), constituting the plume. The
plume absorbs part of the energy still coming in, so that the phenemenon becomes
self limiting until the end of the pulse. However, a detailed model is not available,
due to the complicated nature of the laser beam-solid interaction and the higher order
interactions taking place in the plume. For a good overview of laser ablation and its
applications, the reader is referred to [60].
Most of the development in laser deposition has thus been empirical. Above a
certain laser fluence, the target stoichiometry is faithfully reproduced(73]. This is a
clear indication that it is not an equilibrium process like evaporation, where the vapor
pressures are important; rather, a certain thickness of material is simply blasted. This
can only work if the power density per volume is above a certain threshold, which
requires the use of high power pulses of short duration and at a wavelength where the
penetration into the material is not deep (hence the use of UV for oxide targets; IR and
visible light penetrates more deeply). The ablated material moves away in a so-called
plume, a luminous cone-shaped plasma characterized by a highly peaked distribution
cos"(9), 8 < n < 12[72]. Reaction of the ablated species with the ambient takes place
during the expansion of the plume, forming metal-oxides[65], and this is important
for the in-situ formation of the crystal structures of the various high-Te compounds.
A common problem of laser ablation is the splattering of molten material and the
subsequent deposition of particulates on the film surface. Reducing the density of
these particulates is an important outstanding problem, but for many applications
(especially transport measurements), the presence of these particulates does not seem
to pose great problems, since the underlying film is smooth and of high quality.
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Figure 2-1: Laser Ablation set-up
2.2 Experimental techniques for film preparation
Shortly after the discovery of superconductivity in Ndi.8 5 Ce.1 5CuO4 _A[89], supercon-
ducting thin films were prepared by laser ablation by G.Koren and A.Gupta[42].
Because of the ability to reliably reproduce the target stoichiometry, laser deposition
is particularly adapted for Ndi. 8 5Ce.1 5CuO4 ., where the range of admissible Ce con-
centrations is extremely narrow. In our experimental setup (Figure 2-1) a Nd-YAG
laser was used with a frequency tripling crystal, so that the beam was in the near
UV-range (355nm). The power was between 350 and 500mW (measured before and
after each run), the frequency was 4Hz, and the beam was focussed on the target to
a spot of size 1mm 2 . The focussing lens was scanned in the vertical plane, making
the point of impact describe a 6x6mm 2 square for better uniformity on the substrate,
and also to avoid drilling a hole into the target. It was recognized very early that one
needed to deposit onto heated substrates to make high quality films. The elevated
temperature allows the crystal structure to form as the material is deposited, causing
epitaxial growth (ie, the film structure is a continuation of the substrate structure).
Depositing on room-temperature substrates followed by ex-situ annealing produces
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Figure 2-2: Simplified drawing of the substrate heater head. The welding grooves
necessary to weld the head to a stainless tubing of wall size 20 mil were left out for
simplicity. The three 1/4" holes contain the cartridge heaters.
films with c-axis orientation but with more disordered structure in the ab plane (gran-
ular structure). In fact, one would like to work at temperatures as high as possible
to perfect the crystalline order; a limiting factor is the thermodynamic stability of
the phase with respect to other phases and with respect to melting. Decomposition
can only be avoided by having a minimum partial pressure of 02 which was found to
be a few hundred mTorr for most high-Tc compounds at temperatures around 750-
8000C where the best films are made. The substrates were attached with silver-paint
(Micro-circuits Co., diluted with ethanol) onto a home-made heater with an internal
thermocouple (shown in Figure 2-2). Three 1/4" heaters (Chromalox) of nominal
power 100W were fit snugly into the three cylindrical holes. This ensures a fairly
uniform temperature over the upper half of the flat piece where the substrates are
glued. For even better uniformity, it would be good to use a metal with high heat
conductivity such as copper. But copper corrodes because of the high temperatures
and the oxydizing environment used in our experiment, so stainless steel with inferior
thermal properties had to be used. The biggest question-mark is the real temper-
ature of the substrate surface: attaching a thermocouple on the surface is difficult
and contaminates the film. We tried using an infrared pyrometer, but the problem
here is the transparency of the substrate in the IR, so that one measures mostly the
heater surface, rather than the substrate; and even this temperature is difficult to
calibrate because the emissivity of the stainless steal composing the heater is low and
difficult to determine precisely. As a consequence, most groups involved in Hi-Tc film
preparation have resorted to simply measuring the temperature inside the heater with
an integrated thermocouple. The danger of measuring the temperature somewhere
else than on the surface is that the "boundary conditions" (such as emissivity of the
heater and substrate surfaces, heat conductivity of the heater, and, most of all, the
thermal contact between the substrate and the heater) can change from run to run
or over the long term. However, if one pays attention to the details explained below,
this procedure appeared to yield reproducible results (this is not true for our work
on BSCCO thin films where the exact control of the temperature to within 2"C is
important). Some attention has to be given to the fact that the dilution of the silver
paint changes with time because of the volatility of the organic solvents, so that it has
to be carefully rediluted every few weeks. A first layer of paint was applied to both
the backside of the substrate and the heater surface. After 10 minutes, a second layer
was applied to both surfaces and the substrate was applied on the heater surface and
pressed down with a clean Q-tip. At least an hour drying time was allowed before
the heater was introduced into the chamber and heated first to 150'C; the cham-
ber was then slowly pumped out and the substrates were heated to the deposition
temperature (usually 820"C) in 40 minutes. The heater and the substrates have an
intense red glow at this temperature. One then waits for the pressure to come down
to the 10' range, and lets the laser warm up for 10 minutes. The gas used during
the ablation (02 or N20 in our experiments) is let in at this point, and one starts the
pre-ablation of the target, i.e., the target surface is ablated while the substrates are
turned away, so that no film is deposited. This is a cautionary procedure to remove
possible contaminants from the target surface (C0 2 , H20). Then one starts the actual
deposition: the focussed laser beam ablates the surface of the target, resulting in a
large plume of ejected material. The target-substrate distance is fixed so that the tip
of this plume barely touches the substrate. There was no thickness monitor present
in-situ, but the number of pulses shot was recorded by a HP Universal Counter and
used as a measure of the thickness. A certain number of samples were later ana-
lyzed by Rutherford Backscattering Spectroscopy (RBS), and it was found that the
deposition rate was about 1/3 A per pulse and fairly reproducible from run to run.
After completion of the preset number of pulses (a few thousand), films can be either
submitted to one or several annealing steps, or can be cooled down fairly quickly be
simply shutting the substrate heater off. It takes less than 10 minutes for the internal
thermocouple to go from 800 to 400 0 C, and 100 0C is reached in about 25 minutes.
2.3 First work on NCCO
Films cooled down in an oxygen atmosphere were found to have serniconducting be-
havior at low temperatures: the resistance increases with decreasing temperature be-
low about 150-200K. In order to get superconducting samples, it was found necessary
to have the deposition followed by a vacuum-anneal at the deposition temperature.
Vacuum anneals were tried at lower temperatures (400 0 C) but did not yield good
samples in reasonable times. Indeed, the time necessary to yield superconducting
samples depends strongly on the temperature and on the thickness, as discussed in
the initial publication(42). Figure 2.3 shows the change in the sample resistance vs
temperature curve after a vacuum anneal of 30 minutes. As the annealing time is
increased, the minimum in resistance is shifted to lower temperatures. After about
15-30 minutes, the resistive transition appears. For the right annealing time, a sharp
resitive transition around 20K was observed. For longer times, the superconducting
properties deteriorate again. It was observed fairly quickly that the vacuum anneal
causes a decomposition at the film surface: Auger spectroscopy revealed a Cu-loss
close to the surface. Work on single crystals done at the same time in C.C.Tsuei's
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Figure 2-3: Comparison of R(T) for two samples deposited at 820*C in 02, one
as-deposited and one after 30 minutes vacuum anneal.
laboratory showed that after long annealing times at high temperature (the best tran-
sitions were seen after overnight anneals at 900*C), one could see a thin Cu coating
on the cool parts of the furnace tube.
This was the state of the knowledge when our collaboration started.
2.4 Samples prepared in 02 environment
The initial idea for my work at IBM was to optimize the vacuum annealing procedure
for samples prepared in oxygen by G.Koren and A.Gupta's method, and then try to
improve the method in order to produce samples with the right oxygen content as-
deposited. One of the projects was to use very low oxygen pressure during deposition,
and make up for the Cu loss by having a Cu-rich target.
Unfortunately, it turned out to be extremely difficult to reproduce the high Tc's
obtained by my predecessors, presumably because of the very narrow window of tem-
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Figure 2-4: Influence of the deposition temperature on the sample resistance. The
temperatures quoted are those read on the internal thermocouple; when we switched
to a new heater, the same nominal temperature corresponded to a higher substrate
temperature.
perature, thickness and time where the best samples could be obtained. After getting
films with low or no Tc and having tried various thicknesses, we realized that we would
have to do some very systematic work on non-annealed samples to understand what
the problem was. We first noticed that the temperature where the metallic behavior
of the resistance changed over to semiconducting (T,) was a strong function of the
deposition temperature, everything else being fixed (Figure 2-4). Films deposited
at higher temperatures remained metallic down to lower temperatures. It seemed
reasonable to assume that the more metallic the film was without anneal, the easier
it would be to make it superconducting subsequently. We switched to a new heater
that allowed somewhat higher temperatures, but films made at higher temperatures
(850*C) and vacuum annealed did still not have good superconducting properties.
The only parameter that had never been changed so far was the pressure during de-
position, which was always kept at 150 mTorr, and we thus studied the influence of
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Figure 2-5: Two films deposited at 850 0 C at two different oxygen pressures. The
number of pulses was the same (6000), and RBS showed that the thickness was the
same for the two samples despite the slightly different pressure.
the oxygen pressure on the films. The surprising fact was that films made in 230
mTorr 02 were more metallic than those prepared in 150 mTorr. In Figure 2-5, one
can see that the minimum in resistance of the latter is at higher temperatures, and
the resistivity is higher. Moreover, films made with higher oxygen pressure became
superconducting after shorter vacuum-annealing times. This seems paradoxical since
on the contrary, oxygen has to be removed to make the compound more metallic.
The point is to realize that two quite different factors enter the resistance: the carrier
density and the scattering time (i.e., the disorder). As we will see later, the semicon-
ducting behavior at lower temperatures is also a disorder effect. The role of oxygen in
this compound is twofold: it is a reaction product in the formation of the compound
from the intial elements, but it also adjusts the carrier concentration (or mobility;
this is not quite clear as described in the first chapter) in the final crystal structure.
Thus, a lack of oxygen during formation might lead to a disordered crystal strucure,
with less metallic properties (higher resistivity, semiconducting behavior), and pre-
sumably degraded Tc. Samples prepared in 100 mTorr 02 were even less metallic, and
the annealing time necessary to see some kind of transition became longer. This in-
dicated clearly that to get better quality samples, one actually needed to have more,
and not less, oxygen in the system during the deposition. This recognition finally
enabled us to make a film with a fairly good Tc (around 18K). How my predecessors
got apparently good films in 150 mTorr is not clear; there might have been a slight
difference in target composition (the Ce content was never systematically varied).
Another possibility is a difference in laser power, or focus, that might have influenced
the growth.
These systematic studies clearly indicate that the key to better films is to have
higher oxygen pressure. This can be achieved either by actually increasing the pres-
sure, which will eventually lead to a decrease in rate, or by using an activated source of
oxygen. We have chosen the latter technique, which has proven successful[39, 43, 961
in producing good samples at lower temperatures for BSCCO and YBCO. Activated
oxygen can be provided through the use of ozone (03), NO 2 , N2 0, oxygen plasma
or oxygen activated by ECR (electron cyclotron resonance). We decided to try N2 0,
or nitreous oxide, commonly called laughing gas because of its relaxing effect at low
concentrations, a welcome side-effect for stressed graduate students; the toxicity at
higher doses should be kept in mind, however! This oxidizing agent had the advan-
tage that we could use our system without any modification: both ozone and to a
lesser extent NO 2 are dangerous to handle because of their corrosive and unstable
character, and ECR and plasma techniques require special equipment.
2.5 Films made with N 2 0
Using N20 instead of 02 has allowed us to improve the sample quality in a remarkable
way. Furthermore, it has also enabled us to produce superconducting samples with
sharp transitions as deposited, albeit with a lower transition temperature. The film
preparation proceeds exactly as with oxygen, except that about 250 mTorr of N2 0
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Figure 2-6: Ac-susceptibility traces of three samples. The upper curve is the inductive
response, the lower curve the dissipation peak. From left to right, one sees a sample
prepared in 02 with 30 minutes vacuum anneal (circles), a sample prepared in N2 0
without anneal (black triangles) and a sample prepared in N2 0 followed by 30 minutes
vacuum anneal (white triangles). The sample prepared in N20 without anneal is
superconducting at a higher temperature than the sample prepared in 02 with 30
minutes vacuum anneal. Note also the sharpness of the transition for the non-annealed
sample.
are let into the system instead of 02. Samples are subsequently either cooled in
N20 or vacuum annealed. Figure 2-6 shows the ac-susceptibility traces of three
samples: one of the best samples we were able to produce in 02, one made in N2 0
without vacuum anneal, and one made in N20 with 30 minutes vacuum anneal. The
improvement brought about by N2 0 is clear. Figure 2-7 shows R(T) of the vacuum
annealed film. The best results were obtained for films 1500A or thicker, which
showed sharp transitions above 20K determined by ac-susceptibility. We made films
up to 5000A thick (15000 pulses) which showed sharp transitions above 20K after
30 minutes of vacuum anneal. But films thinner than 1000A show lower resistive
transitions. This could be due to a narrower time window for the annealing, or to the
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Figure 2-7: Resistance as a function of temperature for a vacuum annealed sample
prepared in N20. Note the quadratic dependence above Tc and the high ratio (over
4) of the residual resistance to the room-temperature value.
decomposition at the surface that will obviously affect thinner samples more strongly.
However, resistance measurements made during deposition suggest that the resistivity
for samples thinner than 1000A is already higher just after the deposition.
Before we turn to the discussion of film characterization, where more differences
between films made in N2 0 and those made in 02 will be shown, let us try to under-
stand the role of N2 0. Laughing gas has long been known to chemists as a powerful
oxidizer under certain conditions. For instance, if one burns a metal powder in oxygen
and then lets in nitreous oxide, the reaction will proceed even more violently. How-
ever, if the reaction is slow to start with, nitreous oxide will extinguish it[74]. This
can be explained by the presence of a barrier in the oxidation reaction with N2 0. If
this barrier is overcome, the reaction will eventually be more exothermic, but in equi-
librium, N20 will have a lower activity (equivalent partial pressure of 02). During
the formation reaction, where activated species with high kinetic energy are present
in the plume, it will be a powerful oxidizer. This is consistent with our observation of
high crystalline quality (cf. also channeling data below), a proof that there is enough
oxygen provided during the reaction. The fact that the samples have a lower oxygen
content (they are superconducting as cooled down) is consistent with less oxygen dif-
fusion, or possibly some loss, at subsequent times. We also noted that the plume is
bigger and more intense when N20 was used instead of 02, indicating an enhanced
reaction between the ablated species and the gas environment. These observations
clearly suggest that oxygen has a kinetic rather than a thermodynamic (equilibrium)
role in the formation of the crystal structure with the process of laser ablation. It
is well known, also for other high Tc systems, that once the right phase is formed, it
is stable under much lower oxygen pressures (around 10 mTorr should be enough),
indicating that the equilibrium properties are not the limiting factor here. Two sam-
ples were prepared in a mixture of 02 and N2 0, one with anneal, one without. The
as-deposited sample was not superconducting, as expected. The sample annealed for
30 minutes was superconducting, but with a low Tc and a broad transition. This is a
likely indication that diffusion of higher amounts of oxygen into the sample make it
difficult to withdraw it later through vacuum annealing.
2.6 Sample characterization
We will now look in more detail at some of the characterization techniques already
mentioned earlier.
2.6.1 Resistive Measurements
The resistance as a function of temperature is an important measurement that was
carried out on every single film made. It does not only give the Tc of superconducting
samples, it also allows to tell how far one is from obtaining superconductivity (by
the position of Tm, cf. above). The resistance is always measured by a 4-terminal
method which is the only way to eliminate the contact resistance. A large number
of samples was patterned with a laser-patterning setup, which allows the fabrication
of a 200x30 pm 2 bridge in a few minutes and thus an easy determination of the
resistivity (Figure 2-8). The resistance measurement rig used at IBM comprised
a flowing gas 4 He cryostat and a sample holder with a thermal diode. The data
acquisition was done automatically by a computer program (property of IBM). Room-
temperature resistivities of superconducting or near-superconducting samples were of
the order of a few hundred iQcm, with films made in N2 0 having a lower resistivity
than those made in oxygen. Bridge measurements and macroscopic Van der Pauw
measurements yielded values that could be quite different (factors 2 to 5 ) for the
same sample, probably due to inhomogeneities. Samples made on MgO, LaAlO 3
and NdGaO3 showed much lower resistances than films on SrTiO3 when measured
without patterning (factor 10 lower), but bridge measurements do not show such a
large difference. This illustrates the difficulty of measuring the intrinsic resistivity
of the samples, which causes some problems when we discuss weak localization and
fluctuation effects, where one needs to know the resistivity accurately. For these latter
measurements, we have used a more conventional pattern (Fig.3-1).
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Figure 2-8: Laser-patterned bridge and contact geometry used for the resistivity
determination. The bridge was usually 200tm long and 30 to 60 pm wide. The most
important part of the 4-terminal resistance measured through the contacts comes
from the bridge, but spreading resistance effects should be taken into account. This
method is mainly used as a quick check of the resistivity of films prepared under
different conditions.
2.6.2 ac-susceptibility
In the setup used at IBM, put together by Dr. T. Worthington, the sample is attached
on top of a coil of diameter 1mm and slowly cooled through the superconducting
transition. The resistance and reactance of the coil are recorded as a function of
temperature for a frequency of 20MHz. When the sample goes superconducting, the
magnetic field lines going through the coil can no longer go through the sample,
and this strongly modifies the self-inductance of the coil. In the temperature region
close to Tc, where the field produced at the sample surface by the coil is higher than
Hej vortices can form and cause dissipation, detected as a peak in the resistance.
The high frequency allows a high enough sensitivity (the signal goes as Lw) to do
the measurement with a single coil. One can work in the kHz range if one uses the
mutual inductance of two coils with the sample inserted between the two, and two
supplementary coils wound in such a way as to cancel the signal in the absence of
the sample. The latter method is clearly more complicated. The ac-susceptibility
technique has been extensively used to study the penetration depth, i.e., the density
of superconducting electrons, and the vortex dynamics in the superconducting phase
(through the temperature and field dependence of the dissipation peak). We used
it mainly to complement the simple resistive measurement of the transition. It is a
more stringent test of sample quality than the resistance: in three dimensions, it is
enough to have 15% of the sample superconducting to form a percolating path and
completely short the resistance; for the ac-susceptibility, one needs to exclude the
flux, which requires superconducting material to cover each part of the coil surface,
even though the whole thickness need not be superconducting. We already showed a
comparison of the ac-susceptibility of samples made in 02 and N20.
2.6.3 X-ray diffraction
X-ray diffraction is a simple and powerful tool to analyze periodic spatial structures.
The elastic scattering of X-rays from the atoms arranged in a periodic array produces
an interference pattern that is constructive in a discrete number of spatial directions.
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Figure 2-9: Geometry of the 9 - 29 scan used to analyze our samples. K and (K')
are the incoming and outgoing wavevectors respectively, and the Bragg relation is
satisfied when there exists a reciprocal lattice vector G equal to K-K'. Because of
the geometrical constraint between the beam, the sample plane and the detector, one
can only see planes families parallel to (P), the sample holder plane. The angle a
shown is the complement of the angle 9 used in the Bragg relation. It is important
to realise that one only looks for families of planes parallel to the plane (P). A single
crystal with a different orientation will in general give no signal.
These directions are points of the reciprocal lattice, and the knowledge of the recip-
rocal lattice gives important information on the initial lattice. Unfortunately, the
transformation is not one-to-one, and the reconstruction of the crystal structure in
three dimensions is an extremely difficult problem; so one usually needs to have some
idea of the crystal structure to start with. A more detailed description of the different
techniques can be found in Ashcroft and Mermin(8]. The most commonly available
technique used for the analysis of powder samples is the Bragg-Brentano technique,
also called the 9 - 29 geometry(Figure 2-9). It requires the sample in form of a pow-
der or a thin film to be attached to a planar holder. The direction of the incoming
monochromatic X-ray beam and the direction of the detector are maintained in a
plane comprising the normal to the sample, with a further geometrical constraint:
the angle between the incoming beam and the detector is equal to twice the angle
between the incoming beam and the sample normal. Because of the condition of elas-
tic scattering, this implies that one can only detect families of lattice planes that are
parallel to the substrate plane (see Figure 2-9). The relation between the spacings
of these planes and the angles at which one detects a response is given by the Bragg
relation
d = nA/2 sin(#)
where 6 = . - a is the angle between the direction of the incoming beam and the
plane, which is usually recorded, d is the spacing associated with a family of lattice
planes and A is the wavelength of the radiation used.
For this method to work with single-crystalline films, one needs to have substrates
that are well cut, with reasonably parallel faces, and furthermore the film orientation
must have a definite relation to the substrate orientation. Our films are c-axis ori-
ented, but we have had problems with SrTiO 3 substrates that were sometimes niscut
by 20. In this case, one has to be patient and try to place the substrate at various an-
gles on the holder until one gets a reasonable response at the substrate peaks (X-rays
penetrate a few microns into the samples, so that one always sees the substrate signal
for thin films). We often noticed changes in the intensity of more than an order of
magnitude by simply rotating the substrate by 900 in the plane of the holder, which
is due to G forming a sharp angle with N (Figure 2-9) and going through the plane
defined by K and K'. The method is really designed for powder samples where one
has an enormous number of microcrystalline grains at random angles, so that one
picks up every family of planes of the crystal strucure. For a single crystal or well
oriented thin film with random orientation with respect to the beam geometry, one
will not get any signal. However, the method is so widespread and simple that most
materials-researchers use it.
Our samples were analyzed at the central X-ray diffraction facility at MIT after
a thorough introduction by J.Adario. A Rigaku rotating anode generator was used,
allowing high power (60kV, 250mA). We used Cu-Ka radiation (A= 1.541). Films
made in N20 without anneal show the best diffraction pattern in that there is no large
foreign phase peak (Figure 2-10). Apart from the substrate peaks (here SrTiO3 ), one
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Figure 2-10: X-ray diffraction pattern (0-20 scan) of a non-annealed sample deposited
in N20.
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Figure 2-11: X-ray diffraction scan of a film deposited on NdGaO3 in N20. The peak
at 32.50 is a foreign phase of composition Nd.sCe. 50. However, its intensity is not as
high as on vacuum-annealed films made on SrTiO3.
sees the peaks corresponding to c-axis oriented Nd1 .85Ce.15CuO 4.. 6 structure. The
lattice constant calculated from the Bragg relation is 12.05A. Unfortunately, as soon
as one does a high temperature vacuum anneal, a peak at 32.50, which was very
weakly present in the non-annealed samples, starts to grow and becomes compara-
ble in intensity to the nearest peak of c-axis oriented NCCO. This peak is also seen
in single-crystal work[69], and has been identified as coming from a cubic NdCeO
phase. As discussed in the first chapter, reduction is followed by irreversible decom-
position of the sample. The preparation through N2 0 has the advantage that one can
produce superconducting samples without anneal and without decomposition. X-ray
diffraction of films made on NdGaO3 and LaAlO3 show a smaller foreign phase peak
(Figure 2-11), even for annealed samples.
Future work should explore the potential of these substrates for growing even
better films (cf. also channeling data). On the other extreme, samples deposited on
MgO show severe degradation.
2.6.4 RBS
Rutherford Backscattering Spectroscopy (RBS) is a powerful, non-destructive method
of composition analysis of thin film samples, which can also be used to determine the
quality of the crystallinity (through channeling). A very good overview can be found
in [63]. The physical principle is the following: a monochromatic beam of alpha-
particles generated by a Van de Graaf generator impinges on the sample surface. An
energy-sensitive detector is placed at a known angle close to the backscattering direc-
tion. The alpha-particles collide with the atoms constituting the sample. According
to the laws of classical mechanics (conservation of momentum, and conservation of
kinetic energy of the system of two particles in the absence of internal excitations or
resonances), the knowledge of the incident energy, the angle with respect to the origi-
nal direction and the energy of the backscattered He++ allow the determination of the
mass of the atom involved in the collision. One also knows the cross-sections of the
collisions between alpha-particles and elements, so that one can directly determine
both the nature of the elements composing the film (by the peak position) and the
relative ratios (by renormalising the relative peak heights with the cross-sections). In
reality, things are more complicated: because of many near-collisions, the alpha-beam
loses energy as it goes through the sample; instead of delta peaks, one gets thicker
peaks whose leading edge comes from the particles bouncing off the first layers (thus
at the energy predicted by the theory) and whose trailing edge at lower energies comes
from particles having gone all the way through the film and back. The availability of
powerful computers and good programs that allow the simulation of quite complex
structures and stoichiometries has made this technique a powerful analysis tool. It is
important to realise that with the knowledge of scattering cross-sections, this is an
absolute method of measuring the stoichiometry and does not require standards. We
made measurements at the IBM facility and at the Harvard-MIT facility, and used
an IBM-program[68) as well as the RUMP program (Cornell, distributed by Con-
puter Graphics Software) for the analysis. Figure 2-12 shows a spectrum taken on
an NCCO film and the overlay of a simulation. The (Nd+Ce) to Cu ratio obtained
was usually within 10% of the theoretical ratio (i.e., 2). For samples prepared in low
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Figure 2-12: RBS spectrum and theoretical simulation. The theoretical parameters
are the ratio of the heavy elements ((Nd+Ce)/Cu = 2.2) and the thickness (2100A).
This film was deposited with 6000 pulses in 230 mTorr 02. Because one can not
distinguish Nd and Ce, one has only access to the sum of the two. Oxygen has a small
cross-section (because it is light), so that one cannot get quantitative information
about its stoichiometry.
oxygen pressures or vacuum annealed for a long time, there were deviations. For the
latter samples in particular, the Nd-peak shape changed close to the surface. It is
important to take samples with clean surfaces for this measurement; a rough surface
or organic residues can produce artefacts in the spectra. Some of the drawbacks of
this method are: the low cross-section of light elements such as oxygen, which make
a quantitative determination of the oxygen content impossible, the bad resolution at
high energies (one cannot distinguish Nd and Ce).
Apart from composition analysis, one can also get an idea of the crystalline order
by the channeling technique. Here, the idea is that if a whole row of atoms is exactly
aligned with the beam direction, only the first atom can backscatter an alpha particle;
the others are hidden. Thus, if the crystalline order is good and if one aligns the beam
with the atomic rows, the backscattering yield should go down as compared to the
random incidence, except for the first few layers. The ratio of the yields (often called
Xmin) gives information about the ordering; for state-of-the-art Si wafers, one gets
yields of about 2%. Our samples are not quite as good. For the first films made in
150 mTorr 02 and annealed, we found xmin =.3. Films made in 230 muTorr N20 on
SrTiO without anneal have Ymin= 1 . The best Xmi, was obtained on films deposited
in 230 mTorr N20 on LaA1O 3 substrates, and was close to 6%(Figure 2-13) . Together
with the above-mentioned X-ray data, this makes LaAlO 3 a promising substrate, and
shows the high quality of the films that we can now obtain.
2.6.5 SEM
The scanning electron microscope (SEM) is also a standard analysis tool. It allows the
study of the surface morphology down to about 1000A. By analyzing the spectrum
of X-rays emitted by the spot being hit by the electron beam, one can also get a
chemical analysis of the sample (microprobe). Unfortunately, it is difficult to make
this a quantitative method without good standards, especially for thin films, so that
we have mainly used SEM for morphological studies. Figure 2-14 shows an SEM
picture of the surface morphology of one of our NCCO films. The only features that
one can distinguish are a few particulates that are an inherent feature of the laser
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Figure 2-13: Random and channeled spectra for a film deposited on LaAl0 3 in N20
(non-annealed, superconducting). The minimum yield is close to 6%.
Figure 2-14: SEM picture of the surface of a non-annealed sample. One does not see
any features except for a few particulates.
ablation process. The density of these particulates is much lower than for YBCO or
BSCCO films. The currently accepted explanation for this is that NCCO targets are
denser, which reduces the splattering that yields to the formation of at least part
of the particulates on the film surface. The reason for the higher density is that
this compound can be sintered at higher temperatures (because its melting point
is higher), and the resulting higher mobility leads to better reactions at the grain
boundaries of the crystallites.
This concludes our chapter on sample preparation and characterization. It took
us a long time to understand the importance of the oxygen pressure, and to discover
the improvements brought about by the use of nitreous oxide. During that time, we
could not do much work on the superconducting properties, for lack of good samples.
But the systematic study of the deposition was an absolutely necessary step before
we could start to think about the physics. This illustrates the fact that in the field
of high temperature superconductivity, the physicist has to understand more than
ever before the difficulties involved in sample preparation. This is necessary in order
to distinguish the intrinsic effects from artefacts that only a good knowledge of the
preparation and characterization techniques can help take into account.
Chapter 3
Experimental methods for
transport measurements
3.1 Film preparation
3.1.1 Surface preparation
One of the major obstacles that we had to overcome in order to do the transport
measurements was the contact resistance problem that we encountered with our films.
The usual way of making contacts with silver paint yielded contact resistances orders
of magnitude higher than the film resistance. As a result, transport measurements
were very noisy. Although vacuum annealed samples are most affected (presumably
because of the Cu loss already mentioned), non-annealed films also display contact
problems, especially if left in air for longer periods. We investigated two methods:
etching of the surface by ion milling and by acetic acid.
Acid etches have been used successfully on YBCO[32] and yield very low contact
resistance, as well as reproducible tunneling curves. A bromine etch has been most
successful on YBCO. XPS results on Nd 1 .s5Ce.1 5Cu04 _6[92] show that acetic acid
and hydrochloric acid are better at cleaning the surface and yield better spectra.
We mainly used acetic acid for our experiments. The etch was prepared by diluting
one part of glacial acetic acid in ten parts of distilled water. Films were left in this
solution for 15 minutes, then rinsed with pure methanol. In our first experiments,
we used silver paint to make contacts on the treated surface. There is definitely an
improvement compared to untreated samples, but a typical spot size of a few nm 2
yields a contact resistance of about 1 kQ. For comparison, a typical film resistance
between two contacts at a distance of a few mm is about 100-200 Q. Annealing these
contacts in air at 250*C can bring the contact resistance further down to a few hundred
Q, and allows us to measure R(T) without too much background noise. Unfortunately,
the quality of the contact degrades in a matter of days, and the adherence of the silver
paint to the NCCO film is poor. In many cases, the dot of paint came off without
leaving a trace. We found that using gold contacts on top of the freshly etched film
surface solved some of these problems. The samples were mounted on a sample holder
and masked under flowing nitrogen as soon as the methanol was removed. They were
then transferred into the vacuum system as quickly as possible. Exposure to air
was therefore limited to a short time of about 2 minutes. The comparison of a two
terminal measurement and a four terminal measurement of R(T) using this kind of
contact revealed that the contribution due to the contact resistance is comparable
to the measured film resistance. At low temperatures, a rise in the two terminal
resistance is observed, while the four terminal resistance at the same temperatures
shows a plateau. Thus, the rise is due entirely to the contact resistance. This effect
is of course undesirable for contacts, and the resistance (a few hundreds of Q for a
typical contact of 1 mm 2) is still high. However, it turned out that these contacts
were extremely stable in time, could withstand repeated thermal cycling from room
temperature to 1K, and yielded very reproducible dI/dV vs. V curves. Furthermore,
annealing the contacts in air at 250*C brings the contact resistance further down. In
this manner, we were able to make very clean measurements of the magnetoresistance
and Hall effect in our films.
We conclude that the acetic acid removes at least partially the high resistance
material that forms on the surface of the films. Our tunneling measurements described
in chapter 6 make it clear that there is some kind of barrier at the interface NCCO/Au.
It is not clear if this barrier was formed during the short exposure to air, or during
exposure to vacuum, or if it was due to a residue from the etching process. Exposure
to air will cause the contact problems to reappear. Similarly, annealing in argon or
helium at 4000C after the etching process also causes the surface to become highly
resistive. Acetic acid can be used to clean the deteriorated surface and has been of
great practical value in our experiments. An important question is whether the bulk
of the film is affected by the exposure to acid. Nd 1 . 8 5Ce.1 5CuO4  is more resistant
to acids than for example YBCO: this is readily seen when it comes to cleaning old
substrates for repeated use. A bridge 10 pim wide and 60 Im long was exposed to
the etch for various times. No change was seen in the R(T) curve for exposure times
of less than 1 hour. The transition became broader only after an exposure of more
than 3 hours. The method is thus relatively safe.
In another set of experiments, the NdCeCuO thin films were ion milled in oxygen
with a 2kV bias. About, 15 nm were removed in 20 min. The chamber was then
evacuated and a gold film was evaporated on top of the freshly treated surface. The
room temperature resistance of the contact (1mm 2) was only a few Q, thus much
lower than the value for acetic acid treated films. The temperature dependence of
the resistance is also different: as the temperature is lowered, it shows an extremely
fast increase down to about 100K, where it changes to a much slower rise down to
low temperatures. This is a strong indication of the existence of a layer of material
that has been affected by the ion milling process.
For all of the transport measurements except tunneling, we used the acid etch
because of its simplicity. As will be seen later, both methods yielded similar tunneling
results.
3.1.2 Patterning
Figure 3-1 shows a pattern used for transport measurements. Measuring the bias
directly between 1 and 3 allows the measurement of the sheet resistance, and thus
the resistivity; measuring between 2 and the point between the two resistance boxes
allows the measurement of the Hall effect. In this case, the ratio of the resistances is
adjusted so as to null the bias in zero field. The reason for the nulling is that one thus
v(Hall)
Figure 3-1: Pattern used for transport measurements.
cancels out any longitudinal bias which could be field dependent (magnetoresistance)
and appear (wrongly) as a Hall voltage. It is good to invert the field direction if this
is possible: this allows one to get the real Hall voltage because the magnetoresistance
effect is even in field, whereas the Hall voltage is odd (both are odd in current, so
that it does unfortunately not help to reverse the direction of current flow). We have
checked the homogeneity of the films by monitoring the ratio of the bias between 1
and 3 to the bias between 2 and 3 in zero field: it was constant up to a few percent
between room temperature and 4.2K, indicative of the good lateral homogeneity of
the samples on the scale of a few mm2
3.2 Transport measurements
The resistance of the films in the ab-plane was measured both as a function of tem-
perature in zero field, and as a function of an applied field of variable orientation
with respect to the CuO 2 planes, with the temperature maintained at constant val-
ues between 35K and .5K. For the fixed temperature measurements, the sample was
attached to a heater and kept in a fridge submerged in a 4He bath. The heat ex-
change between sample and bath was reduced to an acceptable level by pumping on
the exchange gas in the jacket. Following the advice of Dr. B.Brandt, we found that
one hour pumping with a previously warmed-up diffusion pump was needed in order
to be able to work above 20K for several hours. This was critical for the orientation
dependent measurements, where the temperature had to be maintained constant for
the duration of the run. I found that it was possible to do measurements from 4.2K
to 35K in one session, provided that one starts pumping on the jacket as soon as the
Helium is transferred: there is still enough exchange gas to do the lowest temperature
sweeps, but as one goes up in temperature, the heat transfer gets slower so that one
needs to input little current (a few 100mA at most). The temperature was read from
a Carbon Glass Resistor (CGR) in zero field, and controlled during the field sweep
by a capacitance thermometer to avoid the effect of magnetoresistance in the CGR
at the lower temperatures (important especially below 10K). For experiments below
4.2K, a 3He fridge was used, i.e., instead of 4He exchange gas, 3He was used. Above its
condensation temperature, the 3 He remains in the gaseous state and acts like normal
exchange gas, but it condenses at about 1K at the pressure available, at which point
the temperature can be lowered further by pumping on it (down to about .5K if one
uses a good pump). The temperature is determined first from the pressure above the
4 He (4.2K to 1.1K), and then above the 3 He (1.1K to .5K). This is a simple and ac-
curate way to measure temperature, and is of course field independent. A diaphragm
controls the pressure very precisely to a preset value. The measurements in field were
done in the high field facility at the Francis Bitter National Magnet Laboratory, and
for the measurements where the temperature control above 4.2K was needed, we used
the NUSH (New Universal Sample Holder) available to the users. For the resistance
measurements in zero field, the sample was manually lowered into a 4 He bath while
monitoring R and T. In most of our experiments, the data acquisition was done on a
MacIntosh II computer running under the LabView software (National Instruments)
configured for the field sweeps by Dr. S.Hannahs. The data were then analysed
with the Igor software on the Mac, or transferred via modem to a Unix machine and
analysed with the C-plot program (Certified Software).
3.3 Data reduction: extraction of physical quan-
tities
3.3.1 Conductance per CuO2 plane
In most of our experiments, one puts a known current through the sample and mea-
sures a bias, and this is used together with geometric properties of the sample to
extract a value of the resistance (or a Hall number). For macroscopic samples, the
resistance can usually be expressed as the product of an intensive value (the resistiv-
ity) by a certain number of sample dimensions (this is not true for very small sample
dimensions where quantum mechanics play an important role, e.g., weak localization
on length scales smaller than the thermal length, or mesoscopic phenomena). In
3D, one has R = pl/S, where 1 is the length of the sample in the current direction
and S is the sample section (thickness by width). It is easy to see that for a fixed
thickness t, the resistance of a square is not dependent on the size of the square; this
value defines the resistance per square, or sheet resistance, Ro. In 2D, the corre-
sponding formula is R = pl/w, where I is the length and w the width of the sample
defined with repect to the current direction, and if 1 = w (square sheet), then this
value again is size independent. This means that in 2D, resistivity and resistance
per square are the same, and resistivity is expressed in the same units as resistance.
For a layered compound, one calculates the resistance per layer by assuming that
all the layers provide identical and parallel conduction paths: Roperayer = NRo,
and N=thickness/interlayer spacing. One can of course also define a 3D resistivity
p = Ro t. In our case, superconducting samples show a resistance above the tran-
sition Ro =10Q. The sample thickness being 2000A, and the interlayer spacing 6A,
one gets a resistance per CuO 2 sheet of about 3000Q. In theory, the conductance is
actually the more important value: this is because a current (being a non-equilibrium
phenomenon) is always caused by an external perturbation, e.g., an electric field,
and one usually relates the current to the perturbation by linear response theory.
The natural response coefficient is thus the conductivity j = oE, and by virtue of
the fluctuation-dissipation theorem, it is related to the current-current correlation
function (Kubo formula). However, in practice, it is of course easier to measure a
current going through the sample (divj=0 in the stationary state, so it is sufficient to
measure the current in the lead going to the sample to know what it is inside). This
current is related in the sample to a gradient of the field, which is easy to measure
even with bad contacts. There is no way to obtain a true 4-terminal measurement
of the conductance, so one gets the conductance by inverting the 4-terminal resis-
tance. Understanding these fundamental differences is very important for tunneling
measurements.
3.3.2 Hall effect and carrier densities
By elementary theory[8], if one assumes one kind of carrier (either electrons or holes of
same mass), one finds that V = IB/net, where V is the lateral bias, I the current, B
the magnetic field, e the charge of the charge carriers, t the sample thickness and n the
carrier concentration. The sign of the carriers is determined by the sign of the bias.
We did two measurements: a non-superconducting sample showed a constant carrier
density of 0.4 102 8 m- 3 at 77K and 4.2K. A superconducting sample showed n=0.7
102 m 3 at 300K, 0.2 102 8M- 3 at 77K and 0.16 102,m-3 in the normal state above
Hc2 at 4.2K. This temperature dependence of the Hall coefficient in superconducting
samples is in agreement with observations from other groups[44]. We always observe
a sign compatible with negative carriers (it is useful to know that the fields in the
Bitter magnets point upwards). The 3D carrier density can be converted to a density
per layer by multiplying by the interlayer spacing: we find a carrier density of the
order of 2 101'm-2. This allows one to extract an order of magnitude for the Fermi
wave vector, assuming a free electron gas[8] in 2D: n2D - k2 /27r, yielding kF 0.4
1010 m- 1 ~ 1.3/a, where a is the lattice constant in the ab-plane, and the Fermi
velocity VF - 0.4 106 M/s. Going on, we can estimate the carrier life-time r from
the Drude formula o = ne 2r/m, giving r ~ 5 10-1 5s assuming a free electron mass.
The mean free path is then I = rVF ~ 20A, smaller than the in-plane coherence
length ab ~~ 70A. This places us in the so-called dirty limit of superconductivity. It is
also useful to estimate the diffusion constant D, which is related to a by an Einstein
relation:
D = o/e 2 N(EF) (3.1)
where N(EF) is the DOS at the Fermi-level in 2D, estimated by the free electron
model N = m/rh2 . One finds D ~4 cm 2
This concludes the last chapter of "preliminaries". It is time now to start talking
about physics!
Chapter 4
Magnetoresistance measurements
in the normal state
4.1 Introduction
The motivation of the magnetoresistance (MR) measurements described in this chap-
ter was to understand the reason for the upturn of the resistance at low temperatures.
Also, for a long time, no high quality superconducting samples were available, so that
the study of non-superconducting samples was forced on us by destiny. However, this
turned out to be a blessing, and the amount of information gained was important
for the study of superconducting samples, which were obtained later on. Indeed,
since the normal state transport properties at low temperatures are hidden in the
superconducting samples unless one applies a field higher than H<2, it is necessary to
study non-superconducting samples to obtain low-field, low-temperature information
concerning the normal state. And from a practical point of view, it is also easier
to prepare high quality samples of the latter kind: the reduction step usually neces-
sary to obtain superconducting samples is accompanied by a partial decomposition,
making it difficult to make homogeneous superconducting samples.
At 4.2K and for fields perpendicular to the CuO 2 planes, we find a reduction of
the resistance by 16% in a field of 13.2T, with no sign of saturation. The effect in
parallel fields is much smaller, and the field dependence is different. The perpen-
dicular field data are fit by the theory of weak localization in two dimensions. This
provided the answer to the question of the resistance upturn at low temperature: it is
a weak localization effect. But it revealed a more interesting fact: the observed MR
is consistent with a model in which the films are treated as stacks of non-interacting
two-dimensional conductors.
4.2 Experimental Results
4.2.1 Description of the samples
The orientation-dependent magnetoresistance measurements were done on samples
deposited in 150 mTorr 02 and cooled down in the same atmosphere. In other words,
these samples would be superconducting if a reducing step were performed after the
deposition. The carrier concentration determined by Hall effect measurements, as-
suming a single carrier model, was found to be 0.4(+/-.05) 1022 cm- 3 and temperature
independent between 77K and 4.2K. The carriers are negatively charged. The resis-
tivity, determined by four terminal measurement of a patterned strip, is 5 mQcm at
300K. This somewhat high value suggests the presence of disorder.
Plotting the conductance of the film (together with that of another film made in
230 mtorr) as a function of log(T) results in Figure 4-1. The two films were plotted
together to show that the correction in both cases is linear and about the same, i.e.,
independent of the conductance. We used the conductance per CuO 2 layer, in units
of L0 0=e 2/ 7rh, on the vertical scale. There is a maximum of conductance followed by
a linear decrease from 1OOK to 30K, and a more gentle decrease at lower tempera-
tures. A least squares fit to a line from 40K to 80K gives a slope of 1. There are
experimental uncertainties in the RBS thickness measurement (about 10%), and the
assumption that all the planes contribute in the same way is only a first approxima-
tion. Nevertheless, the fact that the conductance per plane varies logarithmically with
a prefactor close to L, 0 is a strong indication that two-dimensional (2D) weak localiza-
tion or electron-electron interaction effects cause the decrease in conductance[51, 14].
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Figure 4-1: Conductance per CUO2 plane in units of e2/trh, as a function of tempera-
ture (logarithmic scale), for an as-deposited film made in 150 mTorr 02 used for the
subsequent figures, together with that of a second film made in 230 mTorr 02 (with
higher conductance). The broken line is a linear fit to the data between 30 and 100K.
MR measurements can help distinguish the two effects, and this was the primary
motivation for the work presented below.
4.2.2 Magnet oresistance measurements at low temperatures
MR measurements were done at low temperatures in two different field orientations
(field H either perpendicular or parallel to the CUO2 layers, and perpendicular to
the current in both cases). Figures 4-2 and 4-3 show the MR at 4.2K and 1.29K.
It is strongly anisotropic and negative. The anisotropy is apparent not only in the
magnitude of the effect, but also in its temperature dependance. The parallel field
curve seems to become flatter at low fields as the temperature is lowered, whereas the
perpendicular MR shows just the opposite behavior. The anisotropy clearly reflects
the layered nature of the material and is a strong indication of an orbital origin. The
negative sign of the MR and its magnitude show that it is a quantum effect. Figure 4-3
shows the MR in a perpendicular field up to 13.2T at 4.2K. It has a parabolic behavior
at low fields, but the concavity changes sign and the slope becomes smaller as the
field becomes stronger. There is no sign of saturation at 13.2T.
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Figure 4-2: Resistance at 4.2K and 1.29K in fields perpendicular and parallel to
the CuO 2 layers. The vertical scale represents the percentage change relative to the
zero-field value.
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Figure 4-3: Resistance in a field perpendicular to the layers at 4.2K measured up to
13.2K.
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Figure 4-4: MR in perpendicular fields at 14K, 16K, 18K, 20K, 24K and 30K from
top to bottom.
4.2.3 Magnetoresistance measurements at higher tempera-
tures
Figure 4-4 shows the magnetoresistance in perpendicular fields between 14K and 36K.
It becomes gradually weaker as the temperature is increased. Measurements at 77K
(not shown here) revealed that the negative effect has almost disappeared (a fraction
of a percent change for 8T).
4.3 Discussion
Before going on with the analysis of the data, it is necessary to present briefly the
theory of weak localization, which we believe can explain all of our observations. The
reader familiar with that theory can simply skip the next section.
4.3.1 Weak localization
The theory of weak localization was developed in the early 1980s in an attempt to
understand how disorder affects the conduction in a metal. Anderson[51] has shown
that electrons should be localized if the disorder is strong. The physical reason for
this is that the randomness detroys the translational invariance that leads to the
existence of extended states; it is difficult to make an extended state from a set of
spatially and energetically very different localized states. Weak localization (WL)
is a perturbation theory that studies the metallic part of the disorder-driven metal-
insulator transition, and evaluates the first-order correction to the classical Boltzmann
equation due to quantum-mechanical interference of the electron wave function at the
defects. Reviews of the theory can be found[51, 14], and we will only outline briefly
the main results that will be used in our analysis.
In a disordered metal, the electrons experience many elastic collisions with the
impurity atoms, leading to a diffusive motion, and a certain probability to return
to the origin, i.e., make a closed loop. The physical phenomenon that leads to the
most important correction is the constructive interference of each closed loop with
its time-reversed loop. This enhances the probability of an electron to return to its
point of departure by a factor two as compared to the classical probability (simple
diffusion equation), and consequently this reduces the conductivity. In theory, one
evaluates the conductivity with the Kubo formula and finds that a class of diagrams
called the Langer-Neal graphs give the leading correction. The evaluation of these
diagrams leads to a correction
2e 2 1 1
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where the cutoffs for the wave vector Q are 1/L, where L is the sample size, and 1/1,
where I is the mean-free path for the elastic collisions. This expression diverges for
two dimensions if L is infinite, and this accounts for the particular importance of the
two dimensional case for weak localization (in addition to the already mentioned fact
that conductance and conductivity are identical in 2D, so that the corrections shown
in detail below are universal). However, the interference phenomenon is interupted
by inelastic collisions which break the coherence of the electron wave function. So
the actual cutoff at finite temperature (the Thouless length, LTh) is related (by the
diffusion equation) to the typical time ri, between inelastic collisions
LTh = (Dri,)1/2
which gives the temperature dependence: if one assumes that ri, oc T-, one gets
02D(T) = oO + pLoo log(T/To) (4.1)
where LOO = e2/7rh as defined above. In other words, one has a universal correction
to the conductance. In a similar way, the effect of a magnetic field perpendicular to
the 2D metal can be evaluated. Because the change in phase of the electron wave
function around a closed loop depends on the flux enclosed with a different sign for the
time-reversed path, the coherence is broken for loops that enclose a flux 4 > h/2e.
This gives a field dependent cut-off LH = (eH/h)-1/ 2 . This explains the negative
magnetoresistance: the interference effect that causes the resistance to rise as the
temperature is lowered is now cut-off increasingly with higher fields. Interestingly,
the presence of spin-orbit scattering will actually cause the magnetoresistance to be
positive. The full theoretical expression including inelastic scattering, scattering from
localized magnetic impurities and spin-orbit scattering can be written[36, 6, 53]:
e2  3 H H
c(H, T) = o(0, T) + -[--f(-) + f (4.2)
,rh 2 HT 2 Hs
where f(x) = log(x) + T(1/2 + 1/x) , T is the digamnima function, and Hs = Hi + 2H,
SHT = Hi + 2/3H, + 4/3H, . Here Hi , H, and H, 0 are related to inelastic, spin-flip
and spin-orbit scattering rates by the formula Hr, = h/4eD, where n = i, s or so,
r, is the corresponding lifetime and D is the electronic diffusion constant.
.J 15
0.10
0.05-
0 --
0 2 3 4 5 6
Field [T]
Figure 4-5: Fit of the conductance in perpendicular fields to the functional form
predicted for 2D weak localization.
4.3.2 Low temperature data
The observed MR agrees qualitatively with the predictions of 2D weak localization.
Electron-electron interactions do not have a strong magnetic field dependence, and it
is furthermore usually positive(51, 143. We will thus use Eq. 4.2 to fit the magnetic
field dependence. We note that Hi and H, enter the expression in a similar fashion,
and from magnetoresistance fits alone it is difficult to distinguish them. We will thus
use only Hi. H, by itself causes positive magnetoresistance, and we do not take it
into account for the time being. Thus, keeping only one parameter Hi, we fit the
conductance to the form:
HiH -=coo(-- (4.3)
where the magnitude of the correction is allowed to vary freely (through the use of
the parameter c which should in theory be equal to 1, but which is usually smaller),
and only the shape of the curve is considered. The domain of validity of this equation
is ri >> ro, where ro is the elastic life time. Figure 4-5 shows the results of these
fits. Equation 4.2 is an approximation only valid at low fields, and it neglects spin
polarization effects that can become important for H > kBT/pLB (2T for 1.3K). It is
quite remarkable that the experimental curves can be fitted so closely by this simple
theoretical expression. The magnitude of the measured correction to the conductance
is smaller than the prediction by a factor 4 (c = 0.25). This might be due to the
simplicity of our assumption that the hundreds of planes that constitute our film are
all equivalent and decoupled. One also expects the simple perturbation theory that
was used in the derivation of Eq. 4.2 to break down when the predicted corrections
become large. A MR of 16% is certainly a large effect, and the temperature correction
to the conductance approaches 50% between 100K and 10K. If one extrapolates the
logarithmic correction to the conductance, one crosses the zero conductance level at
a finite temperature. This is clearly unphysical, and a deviation from this prediction
is expected.
Because superconductivity can be achieved by small changes in oxygen stoichiom-
etry, superconducting fluctuations could be present and cause a positive nagnetore-
sistance, thereby reducing the total effect. Since we have not measured any transition
down to .5K, it is difficult to make a definite statement on the effects of possible fluc-
tuations. We have seen clear fluctuation effects in superconducting samples (see next
chapter) which can be observed even 10K above the transition. Furthermore, it was
pointed out by Larkin(49] that even in the absence of a non-zero Tc and with purely
repulsive electron-electron interactions, one still expects to see the influence of fluc-
tuations (from the Maki-Thompson diagrams, see below) on the conductance, with a
magnetic field dependence identical to the simple WL result. The conductance can
then be written:
A0- = Loo(1 - O(T))f(-) (4.4)
Hi
where /(T) is tabulated in his paper, and can take take values of the order of 1 on
an appreciable temperature range.
It is not clear yet which scattering process is associated with Hi. In addition to
inelastic scattering by phonons or magnetic scattering by local moments (maybe those
associated with the Cu antiferromagnetism or the Nd moments), one could think of
tunneling between layers[16] as a possible coherence-breaking mechanism revealed by
the MR measurement. One can only conclude that spin-orbit scattering is very weak,
since even at lowest temperatures there is no trace of positive MR.
In order to get scattering rates from the magnetic measurements, one has to
know the electronic diffusion constant D. Using the value of the conductivity quoted
above and the Einstein relation (Eqn. 3.1), we find D=1 cm 2 /s for our samples. A
calculation of D based on the slope of H,2 in superconducting samples will be shown
later and yields a similar result (slightly higher D due to the higher conductivity
of the superconducting samples). Thus r extracted from our fits is of the order of
10-11 s and increases as the temperature is lowered. Further fits including spin-orbit
scattering show that r, is at least four or five times smaller than r. Work[79) on
furnace annealed films of NCCO published independently of ours shows very similar
magnetoresistance data as our in-situ prepared films, showing that the effect is not
due to the details of sample preparation. The resistivity at room temperature is lower,
the upturn in resistance at low temperature is weaker, and the magnetoresistance is
also smaller than in our case (4% change in a 6T field at 4.2K). This simply means
that their samples are more metallic; the interpretation of the data in terms of 2D
weak localization presented in the paper, including the fit to Equation 4.2, is in total
agreement with ours. Work on single crystals[34] published recently is also a nice
confirmation of our explanation. The values for ri extracted from these measurements
are very similar to ours. In our fits, we have assumed from the beginning that
ri >> ro, where ro is the elastic lifetime, and the parameter c was introduced to
take into account possible materials problems; for the fits in Ref [34], the two times
were fitted (and c was assumed equal to one), and it was found that ri ~ 2 ro, which
seems quite questionable (many elastic events must take place before the coherence
is lost in order for weak localization to become important). In our opinion, this is
likely to be an artefact due to a small value of c.
Let us now turn to the measurement in parallel field. For a perfect 2D metal,
there is no orbital effect in parallel field. Thus one can look for an explanation in two
different directions: looking at a model taking into account the layered nature of the
sample, or looking at spin effects to explain the observed negative magnetoresistance
in parallel fields.
In a layered compound, one expects electrons to tunnel from one conducting sheet
to a neighboring sheet with a certain rate, while the motion within the plane is still
governed by a 2D diffusion equation. If the average time spent in a given layer
is longer than the time scale set by the in-plane inelastic phenomena, one expects
the results of WL to hold without any changes. If this time is of the same order
of magnitude or somewhat smaller than the inelastic lifetime, one would expect a
decrease in the probability of returning to the origin, and thus a smaller correction
to the conductance. This is only true if the average number of tunneling events is
very small during the inelastic lifetime. If this last condition is not fulfilled, then one
has to describe the movement in the third dimension with a diffusion equation as
well, and the overall model will be the anisotropic 3D model, where 3D behavior is
expected[51]. In any case, the movement between the planes will yield closed paths
that can support a non-zero flux in parallel fields, and can give rise to a negative
magnetoresistance. Because of the smaller area of these loops, the characteristic
fields are expected to be larger. This agrees with our observations. However, in order
to conserve the coherence through the tunneling process, one has to assume elastic
tunneling, and thus one does not expect a strong temperature dependence. The only
temperature dependence would come from the growth of the typical loop area in the
plane, leading to a decrease in the characteristic field scale for the magnetoresistance,
which does not seem to be supported by our data.
Negative MR in parallel field has also been seen in hole-doped superconductors.
Measurements by Fiory et al.[25] on non-superconducting Bi 2 +,Sr2 -CuO. single
crystals show anisotropic, negative MR that looks similar to our data, although the
magnitude of the effect is much smaller in their case. An interesting possibility is
suggested by the results of Preyer et al.,[67] who report an isotropic, negative MR on
single crystals of LaSrCuO. Our data might be the superposition of an isotropic part
similar to the one observed on LaSrCuO and an anisotropic, perpendicular component
due to weak localization.
4.3.3 Temperature dependence
In order to extract the temperature dependence of the scattering time from the data,
we adopt the following method: we use only the part of the curve where the correction
to the resistance is small and parabolic. One can then write:
-LAR/R' = Ae = AH 2
An expansion of the weak localization formula with one parameter yields for the
correction to the conductance for one plane:
A =- LooH 2/24Hi
What we are really interested in is the logarithm of the scattering time, so all constant
factors are irrelevant for us, and we calculate:
log(A)/2 = const + log(ri)
since Hi oc r-. But from the theory of weak localization, we know that the correction
to the conductance goes as const.' - Loolog(ri), where const.' is another, unrelated
temperature independent value. So plotting - log(ri) as a function of log(T) can be
directly compared to the correction to the conductance, and should have a parallel
temperature dependence. The two sets of data are shown in Figure 4-6, and the
consistency is very good. Between 14K and 30K, the log of the scattering time follows
roughly a straight line (a least squares fit gives a slope of .87), but there is again a clear
deviation at lower temperatures. The value of the slope shows that the scattering
time goes roughly as 1/T between 30K and 10K and varies more slowly at lower
temperatures. The temperature variation of the conductance is entirely explained by
the temperature variation of the scattering time. It should also be mentioned that
for this determination of the slope, we do not have to rely on the absolute value of
the resistance: a scaling factor will just shift the log by a constant and does not affect
the slope. We thus have confidence that the conductance per plane estimated earlier
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Figure 4-6: Comparison of the logarithm of the scattering time vs. temperature ex-
tracted from the parabolic part of the negative MR (squares), and of the conductance
in units of Loo (circles) on a logarithmic temperature scale. The first curve has been
shifted vertically for convenience, since it is only known up to a constant anyway.
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Figure 4-7: MR in perpendicular field at .54K for a more strongly insulating sample.
is not too far off from its real value, and that the deviation of the weak-localization
correction in fields from the theory by a factor 4 is real.
4.3.4 Measurements on more strongly insulating samples
We have carried out a MR measurement in perpendicular field at low temperatures
on a sample cooled down in latm 02. The sample resistance (same thickness as
before) was now of the order of 1Ok and semiconducting all the way up to room
temperature. The results of the measurements are shown in Figure 4-7. The data
shown differ from the data for the more metallic samples in two respects: firstly, the
negative MR is much smaller, although the theory predicts a stronger correction to the
resistance if the resistance is higher (simply because AR = -R 2Ao- ). It thus seems
that the more strongly localized samples have a tendency to show weaker corrections.
Secondly, there is a prominent bump at about 5T, which had already been visible at
4.2T, although not as sharply. We believe that this bump might be an indication of
a spin-ordering, similar to observations made on other compounds. Because of our
interest in superconducting samples, we have not pursued these experiments further,
but there is obviously matter for further investigations.
4.4 Conclusion
Our measurements clearly indicate that Nd 1 .8 5Ce.1 5CuO4 6 can be described as a
stack of 2D metallic sheets following very nicely the predictions of weak localization
theory: the temperature dependence of the conductance is logarithmic, the slope is
close to one; the magnetoresistance is large, negative and strongly anisotropic, and
follows the functional form predicted by the theory; the temperature dependence of
the scattering time extracted from the low-field part of the curves is also consistent
with the temperature dependence of the conductance in the framework of the theory.
The magnitude of the correction at low temperature is smaller by a factor 4 than
the prediction, and this is attributed to tunneling between planes or break-down of
the perturbation theory. One might then ask whether there is a correlation between
the existence of localization and the absence of superconductivity. It is well known
that an increase of the sheet-resistance in thin films results in a quick suppression of
the Tc[33]. The effect is attributed to the increase of the repulsive electron-electron
interaction due to the less effective screening by localized electrons. The connection
has been made by Tanda et al.[79], who find that samples of Nd 1 .85Ce.,1 5CuO4  with
different 0 contents change from insulating behavior at T = 0 to superconducting
behavior at the critical sheet resistance h/4e2 . However, we feel that there is no clear
evidence that superconductivity disappears because of increasing disorder: we do not
see any clear signs of interaction effects in the magnetoresistance, which one would
expect to see if interactions were important enough to destroy superconductivity.
Also, the inelastic lifetime is long and does not suggest strong interaction effects
either.
Another important question is whether the strong 2D character survives in su-
perconducting samples, since it is believed that long-range order does not exist in
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two dimensions. One might thus expect a more three dimensional character for the
samples as they approach the superconducting state. The study of this question will
be the theme of the next two chapters.
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Chapter 5
Measurements on
superconducting samples above Tc
5.1 Introduction
As recognised by Aslamazov and Larkin[9], even above Tc one should see the effect of
the imminent formation of pairs as a correction to the conductance. This is because
the superconducting transition is of second order: it does not cost much energy to
create small volumes where the order parameter is small (but non-zero). This is
even more true in reduced dimensionality, where the entropy factor is always more
important. They worked out the correction due to the formation of pairs with a finite
lifetime, leading to the disappearance of the dissipation that would be expected from
the independant electrons forming the pair, and found the following:
e2
7AL(T) - (5.1)16h
where E=(T-Tc)/Tc. Corrections to the conductance obeying this formula were indeed
found[30]. To observe these corrections, one must determine what the normal state
resistance R, would be in the absence of fluctuations. In practice, one usually looks
at R(T) far above the transition and makes a reasonable extrapolation to the vicinity
of the transition (constant or linear extrapolation in most cases). The correction due
to fluctuations is then extracted by calculating:
Rf = a- = (RR)/(R, - R) (5.2)
and, in the case of 2D, this should be linear in E and reach zero at Te (as opposed to a
square-root like behavior with vertical slope at Te in 3D). A magnetic field dependence
can also be derived[1] by using time-dependent Landau-Ginzburg theory:
2
QAL(T, H) = e -b(1/ 2 + e/2h) - Vl(1 + E/2h)} (5.3)8h
where h = 2edbH/h (up to a factor of 2r, the field is expressed in units of Hc2),
and 4 is the digamma function encountered in weak localization. Later, Maki(54)
found another important contribution due to the correlations between two electrons
of a fluctuating pair that survive even after the pairing has been destroyed. This
term is always divergent, and should yield zero-resistance at all temperatures if no
mechanism is present to break the surviving correlations; Thompson[88) found a way
to rewrite the Maki term in a physical way by introducing the effect of a so-called
pair-breaker, which is related to the inelastic lifetime r.
e2  1 6
r( T(T) = - log - (5.4)8h 6 - 6
e2  1
O7MT(T, H) = - {b(1/2 + 6/2h) - Vi(1/2 + E/2h)} (5.5)
where h and 0 have the same meaning as in Eq. 5.3, and 6 = 7rh/8kB Trt. In SI
units, 6 - 2.810-"/Tn, so that the Maki-Thompson (MT) term is only important if
rn ~ 10- s. The MT contribution was clearly seen only in very pure Aluminum films,
and is rapidly destroyed by disorder and/or magnetic fields, whereas the Aslamazov-
Larkin (AL) term is seen in most cases and represents usually the most important
contribution. In addition, the AL term as a function of temperature represents the
dominant singularity close to Tc, while the MT(T) term only introduces a slight
downward-bending in Rf 1(T) away from Tc. The expression used for the MT term is
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Figure 5-1: R(T) close to the transition.
rigorously valid only close to Tc (within a few degrees)[15], and one of the difficulties
of this term is that no closed expression is known to be valid in a large temperature
and field range.
5.2 Resistance as a function of temperature in
zero field
Figure 5-1 shows the resistance as a function of temperature in the vicinity of the
resistive transition. While the lower part of the transition is usually believed to be due
to flux flow, the upper part is certainly influenced by fluctuations, the Tc defined by
mean-field theory being somewhere in between. We thus tried to apply Equations 5.1
and 5.4 to fit o- determined by Equation 5.2.. However, other factors influence
the resistance and are superposed on the effects of the fluctuations, preventing the
saturation of the resistance far away from the transition. In our case, the resistance
is proportional to T 2 in a large temperature range[91], but deviations are seen at low
temperatures, the exact form of which is not known precisely; the curves in magnetic
field are influenced by the effects of weak localization at lower temperatures[47], and
although here the functional forms are known, the precise parameters are not known.
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Figure 5-2: Resistance in perpendicular field between 28K and 22.4K.
We thus tried several constant values of R, for the computation of Rp for every fit.
Although it turns out that some important quantities (critical temperature and slope
of R1y in its vicinity) are not too sensitive to the exact value used, this is obviously
not a very satisfactory way to proceed. Especially, the respective importance of the
AL term and the MT term cannot be obtained, since the MT term determines the
downward-bending of R11 , which is very sensitive to the exact choice of R,. We thus
started the measurements in magnetic fields above Tc, since the field dependence of
R, due to weak localization is not very important at these temperatures, and one can
fit the field dependent part of the fluctuation correction more easily.
5.3 Experimental data above Tc and fit to the the-
ory
Figure 5-2 shows the resistance in a perpendicular field for temperatures ranging
from 28K to 22.4K. In the simplest approach, one proceeds as in the case of the fits
to weak localization theory: one calculates the sheet-resistance per CuO 2 sheet from
----------- 
the resistivity and the thickness; this is then inverted to yield the conductance, which
is expressed in units of oo = e2 /8h ~ 1/32.9kl. By subtracting the value in zero
field, one obtains the correction due to the magnetic field alone:
Ao = a(T, H) - o(T, H = 0) (5.6)
This is fitted to the expression:
1 1AcT = c{f?(1/2+E/2h)-V'(1+e/2h)- I + (0(1/2+6/2h)-4(1/2+E/2h)-log 
-)}2e 6 - E
(5.7)
where c (equal to 1 in theory) is again a factor that adjusts for the imperfections of
the sample and the inaccuracy of calculating the resistance of the single sheets, as
in the case of weak localization. The use an automatic fitting routine did not yield
meaningful results, because of the presence of many local minima that made the search
algorithm converge to unsatisfactory solutions. We thus decided to try reasonable
values for the different parameters and see if there is a given set of parameters that
can describe all the curves. Also, our strategy was to start from the smallest possible
number of parameters, and see which ones are really necessary. With this in mind, we
first tried fits without the MT term, the only parameters being c, Tc, and (ab. However,
we found very unsatisfactory agreement for low fields: the experimental curves were
always sharper than the theoretical prediction. This seemed to indicate the necessity
to include the MT term, bringing in the supplementary parameter r. The results of
these purely 2D fits are shown in Figure 5-3. The parameters are: (ab=80A, c=.19
(close to the value .25 found for the weak localization fits), and the pair-breaking
time is found to be rt = 1013s. The pair-breaking rate is thus quite strong. This
is surprising in view of the weak localization results, which indicated a low inelastic
scattering rate. The two rates are usually assumed to be similar[14), because the
coherence between the members of a pair is not lost by elastic scattering. Because
the phase-breaking time is measured quite indirectly by the MT term (through the
pair-breaker 6), and furthermore the theoretical expression of the MT term is not
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Figure 5-3: Data and fits to 2D Aslamazov-Larkin and Maki-Thomson terms. The
vertical axis is the field-induced change in conductance expressed in units of O'o per
plane. Only the two extreme temperatures are shown; the intermediate fits are as
good.
valid in a large range of fields and temperatures, one might question value obtained.
It should be pointed out that similar values have been found on (La,Sr) 2CuO4[78]
with the same method. Furthermore, the inelastic scattering time determined by
the fits to weak localization theory was obtained at 4.2K. It was also found to be
temperature dependent, and one can imagine that it may be much stronger at 20K.
For this reason, it is difficult to speculate whether the discrepancy between the two
values is an artefact or an important clue to the different scattering mechanisms in
the superconducting and normal phases; more work will be necessary to completely
clarify this point.
The fits allow one to extrapolate with some confidence what the resistance R,
would be in the absence of fluctuations; it is roughly constant in the range from 22.4
to 28K. We now compare the experimental value for Rfj obtained from Eq. 5.2 (by
replacing R, with this value) to the theoretical Ry with c, T, and re obtained from
these fits (Figure 5-4). In the temperature region where the field data were available,
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Figure 5-4: Comparison of experimental and theoretical R11 . It should be noted that
there is no free parameter here.
the agreement is good, considering that there is no free parameter. The deviation
from linear behavior at higher temperatures is due to the influence of the MT term.
We can thus conclude that the upper part of the transition is very well described by
a purely 2D theory of fluctuations. This is in a way a surprising result because we
know that we have a layered compound, not just a single thin film. We will examine
next what we can say about the interlayer coupling.
The simplest model for layered superconductors is the phenomenological Lawrence-
Doniach model[50), where the free energy of the layer is obtained by taking the usual
Landau-Ginzburg free energy and dicretising in the c-direction (perpendicular to the
layers). The discrete version of the gradient term can then be interpreted as a Joseph-
son coupling between layers, and the coupling term can be related to the effective mass
in the c-direction (M), or to the coherence length 6 along the c-axis. The attractive
electron-electron interaction is taken to act only within each layer, in the spirit of
the BCS model where the interaction is point-like. The model can also be extended
to a microscopic theory and one can calculate the critical field for fields parallel or
perpendicular to the layers[40]. It is also possible to generalize the results obtained
for fluctuations, and the results have been reviewed in [37]. These models are all
based on mean-field theory, and one concludes that there is a single transition tem-
perture where long-range order sets in in all three spatial directions, regardless of the
actual strength of the coupling. Close to Tc, (c(T) diverges (in 1/e) and will always
become larger than the interlayer distance at some temperature close enough to Tc,
at which point the layered superconductor becomes effectively three-dimensional. So
one expects a smooth crossover from 2D behavior to 3D behavior. We know that
close to Te, the AL term is the most important, and we will ignore the MT term in
what follows. For a layered superconductor, the AL term is
e2
0- = 1(5.8)
1 6 e 1+ 4(c(0) 2 /s2
where s is the interlayer spacing (6A). The crossover from 2D behavior to 3D behavior
as E -- 0 is clearly seen. We have tried to fit the temperature dependence of Rp, using
the same R. obtained from the magnetic field dependence. We have not obtained a
good fit with the value (c =3 A commonly found in the litterature (and obtained from
extrapolation of the critical field measured by the onset of resistance in the parallel
direction). The cross-over to 3D behavior produces a faster-than-linear divergence at
the transition (i.e., a vertical slope for R1y), which is not seen in the data. For (c=iA,
we get the curve shown in Fig 5-5, which is still too curved. We conclude that the
pure 2D theory gives the best fit to the data, which implies that the coupling between
the planes is smaller than previously estimated.
Note: The distinction between 2D and 3D behavior is not obvious from the
magnitude of the corrections alone, as it was in the case of weak localization. If we
look at the temperature dependence, the fluctuations in 3D give a correction to the
conductivity
2 -1/2
3D e (5.9)32h ((0)
Here the relevant coherence length is in the c-direction. For a single CuO 2 layer, one
would thus predict a correction to the conductance (i.e., conductivity multiplied by
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Figure 5-5: Comparison of Rf I to a model taking into account a dimensional crossover.
We assume (=ab=1A
layer thickness) o- = e S -1, which can be of the same order of magnitude as
the 2D result because (c(O) a s. However, in our case, it did actually turn out that
the prediction of the 3D theory produces a smaller correction than what we observe.
5.4 Conclusions
The resistance as a function of temperature and field is well described by the purely
2D theory of conductance fluctuations above Tc. From the fits, we find it necessary
to include both the AL term and the MT term. We find that the set of parameters
(.b=80A, c-.2, and 7f=101 3s gives a good agreement to the theory. The value of
the inelastic scattering time is very different from the estimate gotten from weak
localization (10-11s). It is not clear what this discrepancy is due to. Of the two
methods, the Maki-Thompson result is likely to be the less reliable, mainly due to
difficulties in the theory.
Chapter 6
The resistive transition in fields
6.1 Introduction
The motivation of the study of the resistance as a function of magnetic field was to
extract the temperature dependence of the upper critical field Hc2 , which allows in
principle the evaluation of many physical parameters related to the conduction and
to the superconducting properties: anisotropy, spin-orbit scattering rate, coherence
lengths, etc. However, the determination of Hc 2 by a transport measurement is made
difficult by the presence of fluctuations above and below Te (vortices are topological
excitations of the superconducting phase, and can thus be called fluctuations) causing
a broad transition. Work published by other groups[35] has not taken this difficulty
into accout, and the results obtained (such as the coherence length, or the observation
of an upward bending of Hc2(T)) cannot be trusted blindly. We thus tried to apply
the knowledge of fluctuations above Tc gained in the previous chapter to extract the
values of the critical field in the perpendicular direction by extrapolation. We were
also interested in exploring the 2D properties of Nd 1 .85Ce.15CuO4 6 further by looking
at the angular dependence of the critical fields (or, rather, the resistive transition in
fields, since the determination of the parallel critical field turned out to be out of the
range of the magnet used for the orientation-dependence measurements).
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Figure 6-1: Resistive transitions in field at fixed temperatures. From left to right, the
curves were taken at 19, 18, 17, 15, 13, 10, 8 and 5K.
6.2 Resistive transition in perpendicular fields
6.2.1 4.2K to Tc
Figure 6-1 shows the resistive transitions as a function of field at various temperatures
between Tc and 4.2K. Close to Tc, the curves show a striking similarity to the resistive
transition as a function of temperature, in that there is a fast initial rise followed by a
rounded top. The curves broaden as the temperature is lowered, and the critical field
becomes larger. Clearly, three regions can be recognized on each curve: at very low
values of the resistance R(H) compared to the normal state resistance (Rn), R(H)
varies over several orders of magnitude in a small field range. The detailed behavior
in this region is not the focus of this work, and has been studied close to Tc elsewhere
[97]. It was found that the I(V) curves are non-linear for small currents and the
dissipation is believed to be due to the motion of flux becoming unpinned, although
the detailed mechanism is still a subject of great interest and controversy. We will
be interested in the resistance at higher fields, where I(V) is linear, which happens
roughly at about R(H)/R,=.1. The second part of the curve is linear with field until
one reaches a "knee" and changes over to a region of much slower increase of R(H).
The slope of the linear part of the curve decreases as the temperature falls, until
about 4-5K, at which point it starts increasing again. In fact, the transition as a
whole sharpens at these low temperatures, which means that most of the broadening
is not caused by inhomogeneities. At high values of the field, the resistance decreases;
this behavior has been explained by the effects of weak-localization.
Similar broadening of the transitions has been observed in YBCO[59, 13, 18]. The
breadth of the transition (about 2T to go from 10% to 90% of R, at 4.2K in our
case, which represents 40% of the field where the resistance reaches half its normal
state value) makes the determination of Hc2 problematic. The use of criteria based on
certain levels of R, (50% or 90% usually) could lead to artefacts in the temperature
dependence of the values inferred for the critical field[87], and can clearly only be used
for very rough estimates. In early studies[35], the broadening had seemed less of a
problem for Nd 1 .8 5Ce. 1 5CuO 4 _6, for the following reason: if one looks at the resistance
as a function of temperature in a fixed field, the curves merely seem to fan out in the
case of YBCO, with the upper part of the transition staying at a fixed point and only
the "tail" shifting to lower temperatures [87]. In the case of Ndi.s 5Ce.15CuO 4 6 [97, 35],
the curves broaden but also show a clear shift to lower temperatures. This means
that at least part of the temperature variation of Hc2 obtained by the R/R, criterion
is real. But when one looks at the curves as a function of field, it is apparent that
the error bars on Hc2 at low temperature are still large. Figure 6-2 demonstrates
the differences in the values and temperature dependences of Hc2 that one gets from
using different resistive criteria. This motivates our efforts to analyse the resistive
transition in more detail, which we will do in the next section.
6.2.2 Fluctuations above H, 2
The complete theoretical expressions for the fluctuation conductance above Hc2 are
quite complicated. However, not too far from Hc2 , the Aslamazov-Larkin expression
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Figure 6-2: Comparison of three Hc2 curves obtained by applying respectively the
90%, the 50% and the 10%R, criterion.
can be written[5]:
Ol e 2=B (6-1)16h "D *(H - Hc2)
where D is the electronic diffusion constant, which is related to the conductance
through the Einstein relation 3.1. The Maki-Thompson term is more complicated,
and should not be important because of the pair-breaking due to the field[19). These
equations are valid only in the case of a dirty superconductor ((,,b > 1, where I is the
mean free path), which will be assumed to hold in our case (we will come back to
this at the end of the chapter). Close to Tc (down to about 15K) we took the value
of Rn extracted in the previous section from the field dependent fluctuations above
Tc. Figure 6-3 shows the values of Ryp extracted from the data from 19K to 13K.
From the data, it is clear that as one goes down in temperature, Rp deviates from
the straight line at low values of the resistance (tail of the transition). But according
to Eq. 6.1, the magnitude of the fluctuations does not depend on the value of Hc2,
only on T, and thus the effect of fluctuations alone should result in a sharpening
20
15
10
Hc2
0 01 2 3 4 5
Held T1
Figure 6-3: R1 1/R, calculated from the data by keeping R, = const, determined from
the fits above Tc. From left to right, the curves are taken at 19K, 18K, 17.3K, 15K
and 13K. Also shown are the straight lines fit to the data at higher fields. The slope
of these lines is compared to the theoretical prediction in the text.
of the transition. The observed broadening together with the increasing deviation
from fluctuation theory confirms the importance of other mechanisms in causing the
broadening of the transition as the critical fields get higher. Thus it is clear that one
can only hope to fit the high part of the curve to fluctuation theory. We will thus use
the linear part of Rfp and determine Hc2 by extrapolation to Rpl=O. As a consistency
check, we use the slope to estimate D through the use of Equ. 6.1. We find a value
of D= 4 cm 2 /s within 5% for the four curves shown, the same value as obtained
from the conductivity through Eq. 3.1. It should be noted that an underestimate of
the conductance per layer (expressed by a factor c < 1) will have exactly the same
effect on the diffusion constant calculated by the Einstein relation and from the slope.
Below 13K, the value of R, becomes strongly temperature and field dependent, due to
the effects of weak localization. Because the resistance at high fields turns downward,
one does not get a straight line for Rp1 if one assumes a constant R,, but rather
a linear part followed by a maximum and a downturn. So one does not expect an
agreement to Equation 6.1 over a field range of more than a few T if one does not
know the field dependence of the normal state resistance very precisely. In order to
proceed, we decided to do the following: assuming a constant D equal to its value
close to Tc where RfI is very linear, we calculate the slope of RfI at lower temperatures
as predicted by the theory (i.e., the slope is assumed proportional to T). We then
adjust R, (field independent) so that the extracted Rp1 has the right slope in its
linear part. We then extrapolate the linear part to Rfl=O to obtain Hc2 . The critical
fields obtained in this manner are all found in the upper part of the R(H) curve.
At 13K, R=.75R, at Hc2, and their positions move to higher fractions of the normal
state resistance as the temperature is lowered; this illustrates the danger of using a
constant resistance criterion, or even worse, using the field where the resistance starts
to deviate from zero as an estimate of Hc2 .
Figure 6-4 shows Hc2 as a function of temperature determined in this way. It is
difficult to put error bars on the values obtained by our procedure, especially at low
temperature. Above 13K, the Rgl(H) curves are linear over a large field range, and
the error due to the extrapolation (i.e., the choice of the interval where one chooses
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Figure 6-4: Hc2(T) determined from extrapolation of the fluctuations. Note the
upward curvature close to Tc.
to do the least-squares fit) should be lower than 10%. Of course, we assume that
the AL theory describes our data well, but the beautiful straight line obtained close
to Tc is very reassuring in this respect. At low temperature, the shape of R 1 and
the extrapolated Hc2 are extremely sensitive to the choice of R,. If one knows the
expected value for the slope of the linear part, the uncertainty is reduced to less than
10% due to the extrapolation alone. However, it is clear that the procedure rests
on the assumption that the slope of Rp1 is directly proportional to T. We will come
back to this assumption later when we fit the critical field to the theory. Fortunately,
the curves at lower temperature do get narrower, and if one assumes that the critical
field is in the upper 80-90% and below the knee, one can reduce the error on Hc2
considerably.
It should be noted that there is a slight upward-curvature in the temperature
dependence of He2 close to Tc, whereas the theory predicts a linear behavior. This
can also be seen from the fact that at 19K, about 1K below the Tc extrapolated from
fluctuations, Hc2 is still zero. Although an upward curvature is seen in the parallel
critical fields of layered superconductors[40], there should be no such effect in the
perpendicular field. The reason for this curvature is not well understood, but our
analysis reveals that it is not an artefact due to the broadening of the transition.
But it should be noted that the effect is much weaker than the upward-curvature
observed when the Hc2 curve is obtained by a resistive criterion. We will come back
to this problem at the end of the chapter when we compare the Hc2(T) curve to the
theoretical predictions.
6.2.3 Extrapolation of the flux flow resistance
One would like to have another way of determining Hc2 . It is inviting to try to
extrapolate from the properties in the superconducting state. As already mentioned,
it is believed that most of the broadening of the transition in fields is due to dissipation
associated with the movement of flux (vortices)[87]. The idea of the extrapolation
is the following: in the simple Bardeen-Stephen[12 model of flux flow, any current
going through the sample will exert a Lorentz force on the flux lattice, causing a
motion of flux perpendicular to the current and a dissipation due to the electric field
induced by the moving flux. The expression for the resistance below Hc2 is
R = R,(1 - H/Hfc 2 ) (6.2)
The prefactor is R, because the dissipation really takes place in the normal cores
of the vortices, and the linear increase is due to the ratio of material that becomes
normal as the field is increased. At Hc2, where the whole sample goes normal, one
smoothly goes over to the normal state resistance. Another model of the flux flow
resistivity in dirty superconductors was proposed by Larkin and Ovchinnikov[48] and
predicts a behavior
R = (6.3)
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Figure 6-5: Comparison of Hc2 values obtained by the two different methods described
in the text. The data is taken at 4.2K.
where b = H/Hc2 , t = T/T, and f(b) is a function equal to 4.04 when b is small and
equal to 0.43(1 - b)a/ 2 when b is close to 1. This can in practice be approximated by
RIR, ~~ 1 - a(T)(1 - b) (6.4)
where a(T) is between 2 and 4. Again, one finds a linear part close to Hc2 and the
extrapolation of R(H) to R, yields Hc2 . Both models are valid in the absence of
pinning, i.e., the resistance increases immediately in the field, whereas in our case it
is zero until it reaches the region of activated behavior. Unfortunately, no reliable
theory including the influence of pinning is available to this day. However, we will
assume that once the barrier is overcome, the flux behaves similarly to unpinned flux,
and that the resistance is again proportional to the amount of normal material. One
thus gets Hc2 by extrapolating the linear part to the value R,. Figure 6-5 compares
the two extrapolations at 4.2K. The extrapolation of the flux flow resistance yields
Hc2=6.1T, compared to 6.6T for the fluctuations. The two values are within 10%
of each other, which is all one can hope for. We also find a(T) within the right
Table 6.1: Values for Hc2 , breadth of
Tc measured on various samples.
transition at 4.2K (A H = Ho% - H1o%) and
boundaries. This good agreement gives us confidence in the validity of our method.
It is clear that the measurement of Hc2 is very difficult, and that one cannot expect
to get an accurate value out of transport measurements. The fluctuation analysis is
useful in providing at least some clue as to which part of the resistive transition one
should look at. It shows that at low temperatures, one can use the 90%R, criterion
or extrapolation of the flux flow part to get a reasonable approximation of Hc2. We
will use these criteria for the remainder of this work.
6.2.4 Hc2 at 4.2K
We have measured the resistive transitions at 4.2K of more than 10 samples prepared
under various conditions. Table 1 summarizes the results of these measurements.
There is some spread in Tc and Hc2 for "standard samples" (i.e., prepared in N20,
on SrTiO3 , and annealed for 30 minutes). The Tc's are between slightly above 19K
and slightly below 21K, the Hc2 's are between 6.1T and 6.8T, thus a spread of about
10% on both parameters. To characterize the breadth of the transition, we show
Sample description Hc2 A H/H Tc
LAF73 6.8T .4 20T
standard
LAF79 6.1 T .6 21K
standard
LAF73b 6.2 T .4 19K
standard
LAF76 5.6T .7 17.5
no v.a.
LAF75 6.9T .4 19K
15" v.a.
LAF95 6.2T .4 19.5K
standard
LAF95-MGO 7.1T .45 19K
on MgO
LAF90 7.5T .45 <17K
NGO(110)
AzH 9ojo,1./H 5o%, and this value is 0.4 in all the samples, except for the sample with
highest Te, which has a broader transition. The same sample also has the lowest Hc2 ,
which we will try to understand below. The sample without vacuum anneal has a
lower Tc, a broader transition and a lower Hc2 . The effect of the anneal is to give
a sharper transition, which can be due to stronger pinning or to a homogenization
of the oxygen stoichiometry through the sample. Samples prepared on NdGaO3 and
MgO substrates (all the other conditions being standard) do not show very different
behavior from standard samples. Especially, the breadth is about the same although
the channeling results suggest a better crystalline order for samples on NdGaO3 . This
points to the interesting conclusion that crystalline disorder does not provide good
pinning in Nd 1 .85Ce.1 5CuO4 . The sample LAF1090-NGO(110) was prepared on a
NdGaO3 substrate cut in the (110) direction. The X-ray diffraction pattern revealed
a c-axis oriented film, but the resistivity was about an order of magnitude higher, and
Tc was depressed to less than 17K. This is suggestive of a "dirty" sample. This film
has the highest Hc2 which is in agreement with the theory for dirty superconductors:
a small diffusion constant means a high slope dHc2 /dT , and a correspondingly high
Hc2(0). For instance, in Nb 3 Ge, with Tc=23.2K, one has Hc2(0)=36T. This might
also explain why the sample with the highest Tc has the lowest Hc2 .
6.2.5 Measurements below 4.2K
Only a few samples were checked down to .5K. Figure 6-6 shows the resistive transition
below 4.2K for a sample prepared under standard conditions. The transition becomes
sharper again, which is expected[87) since the temperature is lowered and the upper
critical field is saturating, so that both flux flow and fluctuation broadening should
decrease. However, the transition does not sharpen quite as fast as one would expect
from the decrease in temperature. This might be due to sample inhomogeneity, which
one expects from the sample to sample variations: it is unlikely that the breadth
will decrease below 10% of Hc2 . Figure 6-7 shows the resistive transitions at 4.2K,
1.2K and .5K for a sample deposited on MgO (left) and the sample deposited on
(110)NdGaO 3 (right). The curves at the two lower temperatures tend to similar values
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Figure 6-6: Transitions in field at 4.2K, 3K, 2K, .8K and .5K resp. from left to right.
at high fields, but cross each other close to Hc2 . This is reminescent of the strong
sharpening of the resistive transition at low temperatures that has been observed in
thin Al films[82], where it was interpreted as a change in the order of the transition
(from second order at high temperature to first order at low temperature). This
change is due to the competition between the paired state and the Pauli paramagnetic
state where the electron spins are aligned by the external field. As the critical fields
grow, they pass a limit Hp called the Chandrasekhar-Clogston field above which the
paramagnetic state becomes energetically favorable. The phase transition becomes a
first order transition. In practice, spin-orbit scattering will push the limit to higher
fields, but our weak localization experiments showed that the corresponding rate
is very low, so that we are in a favorable case. The usual sign of the change in
order is that R(H) at lower temperature rises faster and crosses the curves at higher
temperature. Because of the combined effect of increasing R, and decreasing R(H)
at low temperature, it is very difficult to judge if the crossing that we see is real or an
artefact. Also, Hp ~~ 40T in our case, which is much higher than the perpendicular
Hc2. Of course, this gives us strong incentive to measure Hc2 in the parallel direction
0.4 1 0.4-
0. 3 ~0.3
0.2 - 0.2-
0.1 0.1
0 5 10 15 20 0 5 10 15
Field M Field M
Figure 6-7: Resistive transitions in field for a film deposited on MgO(left) and a film
deposited on a NdGaO3 substrate cut in the (110) direction (right). The temperatures
are 4.2K, 1.2K and .5K from left to right.
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Figure 6-8: Recapitulation of Hc2 at low T for several samples: U,.: standard
conditions, on SrTiO3 , A on MgO;4 on NdGaO3 (110).
in the new hybrid (35T) which should be available soon.
The right part of figure 6-7 shows the transitions for the high-resistivity sample
made on (110) NdGaO3 . Unlike the two previous samples, the critical field is clearly
still increasing considerably at the lowest temperatures. It is higher than on any other
samples measured, reaching 9T at .5K, indicating a smaller coherence length (ab=60
A). Here, the effects of weak localization (increase of R, as T is lowered) are also
much stronger.
Figure 6-8 recapitulates the temperature dependence of various samples measured
below 4.2K. Except for the sample on MgO where Hc2 has saturated, there is a clear
upward slope which is not expected for such small values of the reduced temperature.
The more disordered sample is clearly out of line, and shows an upward curvature.
For the other samples, Hc2 (0) ~ 7.4- 8T, or (ab = 64 ± 1A. This is shorter than
the value obtained from the fits above Tc by 20%, but considering the difference in
temperature at which the two estimates were done, this is actually a sign of good
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Figure 6-9: Fit of Hc2 data to the WHH theory.
consistency.
6.2.6 Fit of Hc2(T) to the theory
The WHH theory[94] predicts a linear variation of H12 (T) close to Tc whereas our
data is somewhat upward-bent. It is thus clear that one cannot hope to fit the data
close to Tc. It turns out that the upward curvature is often observed in conventional
superconductors[85], and the usual procedure is to ignore the data close to Tc. Fig-
ure 6-9 shows the comparison of our experimental data to the WHH theory. It turns
out that for values of D of the order of a few cm 2 /s, the influence of Zeeman effects is
negligible; this is consistent with the fact that H12(0) is much smaller than Hp. We
thus used the simple WHH formula with only two parameters (Tc and D), ignoring
the spin terms. Below 15K, the agreement is excellent, better than our estimate of the
error bars would suggest. The value of D extracted from the fit is D=2cm2 /s. This is
a factor two lower than our estimate from fluctuation theory and conductance (which
both agreed). But as noted, the two previous estimates are affected by the knowledge
of the absolute conductance per plane, whereas the estimate from the critical field
curve is independent of that value. The disagreement is thus not to be taken too
seriously.
Despite the good agreement, a doubt remains about the upward curvature of
Hc2(T), and the discrepancy for Tc: the value obtained from this fit is 17.5K, ob-
viously lower than the value suggested by the transition (20.2K). Our explanation
for this difference is the following: the ac-susceptibility shows a transition width of
1-2K, but the real spread in Tc might be even higher. We showed, both from the-
ory and from experimental observations, that samples with high Tc have low Hc2 , and
vice-versa. As one goes down in temperature, regions with lower Tc become supercon-
ducting, and remain superconducting in higher fields. This can explain the upward
curvature that we observe. But if one looks at the transition from above, one will
see the strongest fluctuations from the regions with higher Tc which also have longer
coherence length (and higher diffusion constants). This model can thus explain the
few inconsistencies that we observe between the measurements at low temperature
and close to Tc. It brings up again the question about the validity of choosing a
constant diffusion constant for the extrapolation of Hc 2 from fluctuations, since the
low-temperature behavior might be influenced by the parts of the sample with lower
D. We went back to the extraction of Hc2 at 4.2K, assuming D=2cm 2 /s, rather than
the value of 4 cm 2 /s used previously. We found Hc2=6T, compared to 6.6T with the
old value of D. This is only a 10% change, and it is closer to the value extrapolated
from the flux flow assumption. As long as one assumes a slope of Rfl corresponding
to a diffusion constant of the order of a few cm 2/s, the value of Hc2 obtained will not
vary much.
6.2.7 Summary of the measurements in perpendicular fields
We have used the knowledge gained from the study of the fluctuations above Tc to pin
down the value of Hc2 on the broad resistive transition. The effect of fluctuations on
the transition is more and more hidden at temperatures below 13K by other effects
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(possibly flux flow), which make the use of this method difficult at lower tempera-
tures. We showed that one should look for Hc2 in the higher part of the transition
(90% of R,). If one assumes a simple model for the flux flow resistance, one can get
another extrapolation for Hc2 giving values in good agreement with the fluctuation
extrapolation on samples where both methods were used. From the fluctuation resis-
tance, we extracted D ~ 4 cm 2 /s, in good agreement with the value extracted from
the conductance by the Einstein relation. The temperature dependence of Hc2 fol-
lows the prediction of the WHH theory from 15K down to .8K. The upward curvature
close to Tc is likely to be due to inhomogeneities. The diffusion constant obtained
from the fit is D=2cm 2 /s. From Hc2 (0), we obtain ab ~~ 64 A, also slightly different
from the value obtained from the fluctuations (80A), but this variation is consistent
with our assumption that the "dirtier" parts of the sample influence the properties
at low temperature. We conclude that the overall agreement to the theory is good,
suggesting that we are in the presence of a not too unconventional superconductor in
the dirty limit.
6.3 Measurement of the angular dependence of
R(H)and He2
For a thin film (d < (), the effects of a perpendicular field and of a parallel field
are quite different: a perpendicular field forces the electrons into Landau levels (ie
cyclotron orbits), making the pairing more difficult and destroying superconductivity
(orbital effect), whereas a parallel field can only act through the spin of the electrons
(Zeeman effect). Parallel critical fields are thus usually much higher than parallel
fields. Similar effects are expected for layered samples. However, there is a difference
between a real 2D case and a very anisotropic 3D case. In the 2D case, one expects
the critical field as a function of angle to follow Tinkham's law[86]
H(9)sin+ H(O)cos# ) 1 (6.5)
+ (2
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where HJ and H11 are the upper critical fields in the perpendicular and parallel
direction, and H(O) is the critical field measured for the angle 9. The anisotropic 3D
case should follow the relation:
H(O)sinO 2 H(O)cosO) 2 (
(2 + (6.6)Hc2 H2
In particular, Tinkham's law predicts a cusp close to the parallel direction, whereas
the anisotropic 3D behavior is smooth. This kind of measurement was done[62, 23]
on YBCO and BSCCO samples, and it was found that BSCCO follows the 2D law
whereas YBCO is anisotropic 3D. The criterion used for the determination of the
critical field was the 10%R, criterion, so there is always a doubt as to what one is
exactly measuring: dissipation due to moving flux, or true thermodynamic quantities?
We are convinced now that the true Hc2 lies somewhere in the upper part of the
curve, just below or slightly inside the "knee" of the transition. Unfortunately, as
shown in Figure 6-10, the 8T field available in the radial access magnet used for
the orientation dependent measurements is barely sufficient to obtain 20% of R, at
17K. It is surprising how broad the transition becomes in parallel fields. The curve
is linear for a while, then curves away as in the perpendicular case, but the field
scale is much higher. Since we do not have the whole curve in parallel field, it is
difficult to even estimate the anisotropy. A conservative estimate based on the 30%
criterion is a value of about 10 at 18.8K. If one extrapolates the linear part of the
curve to the normal state value, one gets a field of about 10T. The perpendicular field
is certainly smaller than .5T, so that the actual anisotropy might be closer to 20 at
this temperature. The anisotropy increases further as the temperature is lowered. At
17K, a resistive criterion gives an anisotropy of about 20. The best thing we can do
is to use a resistive criterion and compare the angular dependence of the fields thus
extracted with the 2D and 3D behavior. We can then look back at the work done
on BSCCO and YBCO (where the fields were extracted in the same manner), and
see which one comes closer to NCCO. Figure 6-11 shows the angular dependence of
the field at which the resistance reaches 30% of its normal state value for the run at
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Figure 6-10: R(H) at 17K for various angles between perpendicular field orientation
at left and parallel at right.
18.8K, together with the two theoretical predictions. The two equations have as only
parameters the parallel and perpendicular fields which one extracts from the data,
and merely predict the behavior between these two values. The angular dependence
is somewhat sharper than the 3D behavior. It is quite difficult to tell the two kinds
of behavior apart when the anisotropy is high (10 or more), and one has to have very
precise measurements close to parallel field. A further problem is that in order to see
the resistance in parallel field, one has to be close to Tc; but there, one might expect
more three-dimensional behavior (although the fluctuations above Te do not show
such a cross-over). The interpretation of the experiment is thus difficult; however,
it looks like NCCO has a behavior intermediate between that of YBCO and that of
BSCCO[62] if one applies similar criteria. This observation is quite important by
itself and has not been made by other groups to the best of our knowledge.
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Figure 6-11: Angular dependence of the field where the resistance reaches 30% of
the normal state value, together with the two theoretical predictions. Data taken at
18.8K. The error bar on H corresponds roughly to the point size.
6.4 Conclusion of the critical field work
We feel that we have made some progress in the problem of the determination of
the critical field from transport measurements. The values that we get from the
extrapolation of the conductance fluctuations are in good agreement with the WHH
theory, and the extracted parameters are consistent with values obtained by fitting the
fluctuations above Tc. We have shown that the critical field is to be found in the upper
part of the resistive transition. If the parallel field case is similar, this means that
much higher fields are required to get reliable information on the critical field in the
parallel direction. This has rendered our initial idea to check the two-dimensionality
of Nd 1 .85Ce.15CuO 4 _6 by the angular dependence of Hc2 more difficult to pursue.
Using a resistive criterion to define a field at each angle, we found that this field
follows a narrower angular dependence than the three-dimensional theory predicts.
However, the fit to Tinkham's 2D law is not very satisfactory either, suggesting that
the behavior Nd 1 .8 5Ce. 1 5CuO4 _b lies between that of YBCO (very 3D) and that of
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BSCCO (2D, cusp-like).
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Chapter 7
Tunneling on BSCCO and NCCO
thin films
7.1 Introduction
Significant effort has been made to produce tunnel junctions based on high-Tc ma-
terials. Tunnel junctions made on conventional superconductors[75, 95] have allowed
measurements of the energy gap[28] and the quasiparticle density of states, the phonon
density of states[57], and many other important physical parameters like spin orbit
scattering rates[81, 83] and Fermi liquid parameters [84, 29].Thus, tunneling experi-
ments on high-Tc superconductors may give information about the mechanisms lead-
ing to superconductivity in these compounds. Tunneling has always been the ultimate
goal of our film-making, and this explains why we chose to study BSCCO and NCCO
in particular: it became clear in 1988 that it was extremely difficult to tunnel into
YBCO, and it was believed that this was a result of the degradation of the sample
surface in vacuum (oxygen loss). Although reproducible junctions can be made on
YBCO films with a chemical etch[32], the observed structures do not look intrinsic
to superconductivity. Because both BSCCO and NCCO have the highest Tc when
they are slightly reduced, and especially NCCO has a much more stable surface when
exposed to air[92], one hopes for a more successful junction preparation.
Before our results on BSCCO published in 1990[45] (reported in more detail be-
106
low), some bulk work had been done on this compound by various groups (cf[45] for
a review of some earlier results), especially by Ekino et al.[22], who found gap values
in the c-direction of 25 mV and 20 mV respectively for the 110K and the 85K phase.
To our knowledge, we were the first group to report a thin film result. Some more
recent work has confirmed our results since then[58].
The work available on NCCO(bulk)[21, 80, 98] suggests a gap around 3.5mV, and
a reduced gap 2AL/kBTc - 3.5 - 4[98]. Except for the work shown in [98], the gap-
structure is always very broad, making a accurate determination of the gap value
difficult. Only Ref.[98] sees a BCS-like density of states, by inserting a tunneling tip
deep into the material. Because it is well known that point-contact measurements
are prone to artefacts related to single-particle charging effects of the tunneling tip,
these results should be viewed with caution.
We start by presenting a brief introduction to tunneling spectroscopy, followed by
our work on BSCCO thin films. We then talk about NCCO, where we have tried
both out of plane (c-axis) and in-plane tunnel structures, the latter through the use
of bi-crystals.
7.2 Principles of tunneling spectroscopy
We will call tunnel junction a structure constituted by two conductors (at least one of
which is superconducting in our experiments), separated by a thin insulating barrier
in the ideal case (a thick, semiconducting barrier is sometimes the only practical
solution). In the case of two superconductors, the quasiparticle part of the tunneling
current can be written as[75, 95]:
1+00
J o dEPL(E)PR(E - eV) | T |2 [f(E) - f(E - eV)] (7.1)
where E is the quasiparticle energy, PR and PL are the quasiparticle densities of states
in the two electrodes called right and left, V is the bias, I T I2 is the square of the
modulus of the tunneling amplitude, and f is the Fermi function. This expression is
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very intuitive and is most simply understood with the semiconductor model, where the
two densities of states are shifted with respect to one another by the bias voltage and
the current is just proportional to the number of filled states facing empty states. The
derivation of the expression is not trivial(95] because one has to take the coherence
factors into account. It is also worth noting that only the total energy enters the
expression, not the term associated with the k' component of the electron motion.
We will use this expression for the case where one of the electrodes is normal(SIN),
where it reduces to Giaever's discovery[28].
The influence of different terms on the conductivity as a function of bias is well
known. When | T 12 is independent of E and V, the densities of states are the
only bias-dependent factors and their influence on the conductivity is then easy to
evaluate (we will discuss the energy dependence of the barrier transmission below).
Let us briefly recapitulate the main results in the T = 0 case; here f(E) = 1 for
E < EF and 0 otherwise. One then has:
- JE PL(E)tpR(E - eV)dE
(we changed from current density to current) and
G = dI/dV o< - E PL( E-pR( E - eV)dE + PL(E)pR(E - eV)
In the SIN case, one then takes PL to be a BCS density of states
PL(E) E-EF when(E - EF > A)
(E - EF) 2 -2
(and there are no states below the gap A) and PR = PN(EF) (the normal metal
does not have any features in its DOS within a few A of EF, since gaps of known
superconductors are much smaller than Fernmi energies). In this case, the first term
does not contribute and [dI/dV](V) is proportional to ps(eV). The SIS case is similar:
both DOS are of the BCS form with two different gaps A 1(right) and A 2 (left, and
assumed to be larger). This time, the second term is always zero because there are
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no states at EF- It is clear that one will have peaks (singularities) when both E and
E - eV hit the singularities of their respective functions, which leads to elcpak
A 2 i A 1 . The peak associated with the minus sign is not observed at T = 0 because
the energy A 2 needed in the DOS is out of the bounds imposed by the rigorous cut-
off of the Fermi function, since eV =2 - l < A 2 . So one sees a strong peak
at the sum of the gaps, with an enhanced singularity due to the derivative of the
BCS square-root singularity, and a much weaker, temperature dependent peak at the
difference. However, it is important to realise that this conclusion is based on two
assumptions: the total absence of states in the gap, cancelling the second term in
the expression of the derivative, and a strong singularity for the derivative at the gap
value. If these assumptions do not hold, as we suspect may be the case for high-
Tc superconductors as we will see below, one does not necessarily expect much to
happen at the sum or the difference of the gaps. Another problem already hinted at
earlier is the introduction of structure from the barrier, which we will discuss below
in connection with the parabolic conductance at high bias observed in our BSCCO
junctions.
7.3 Results on BSCCO
We measured the conductance of a tunnel junction made on a thin film of Pb-BSCCO
containing both the 110 K and the 85 K phase, using a conventional superconductor,
Al, as a counter electrode. We found
2A/kBTc = 5.5 ± 0.6
We explain the observed asymmetry and parabolic background of the differential
conductance curves in the framework of conventional normal metal-insulator-normal
metal (NIN) and superconductor-insulator-normal metal (SIN) junction theory at zero
temperature. This procedure leads to a simple approximate method of separating the
density-of-states contribution to the tunneling current from the contribution due to
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the dependence of the barrier height on the applied bias.
7.3.1 Junction Preparation
Our thin films were sputtered from a pressed, non reacted powder target, containing
Pb3 O 4, Bi20 3, CaCO 3 , SrCO 3 , CuO, with Pb:Bi:Sr:Ca:Cu in the ratios .3:1.7:2:2:3.
The sputtering gas was Ar with about 20% 02. Cleaved MgO crystals were resistively
heated in a Pt foil to 8600C (evaluated by pyrometer) during deposition. The films
were annealed for a short time (furnace heat-up to 8600C, then 10 minutes at that
temperature, followed by quenching to room temperature), and X-ray diffraction
patterns showed mostly the peaks corresponding to a c-axis oriented film of the 85K
material(1112). The resistive transition (Figure 7-1, insert) shows the presence of
the 110K (2223) phase, and the resistance was zero by 78 K. We conclude that
our films contained 110K material, 85K material, and other material driven into the
superconducting state by proximity effect, thus decreasing the transition temperature.
There is some uncertainty in choosing the right value of Tc for calculating 2A/kBTc.
We decided to take the midpoints of the transitions for this purpose: 84K and 105K.
XPS measurements showed that Pb was almost completely gone after the anneal.
An artificial barrier of aluminum oxide was sputtered onto the annealed films.
The thickness, evaluated by a previous calibration, was on the order of 20A. The
cross-strips were evaporated aluminum(1000A).
7.3.2 Experimental results
Figures 7-1 and 7-2 show the differential conductance as a function of the bias at
different temperatures. As the temperature falls, we see several features appearing
and becoming sharper. At 4.2K and below, there is a region of very low conductivity
(in comparison to the background), with two pairs of peaks. At 0.9K, below the Te
of Al, the peaks further sharpened, as expected for conventional SIS tunneling.
These peaks can be seen as two pairs at nearly equal positive and negative biases,
although there is a slight asymmetry in the tunneling conductance. If we consider
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Figure 7-1: Plot of low temperature dI/dV as a function of V. The curve taken at
.9K was shifted down vertically by one division (as shown) for clarity. The same bias
convention is used in all the figures. Inset: Resistive transition of the film used for
tunneling.
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Figure 7-2: Measured dI/dV at higher temperatures. These data were taken on the
same junction as the previous figure. The zero of conductance corresponds to the
curve taken at 77K.
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the junction as consisting of many parallel junctions formed between the Al film and
the grains of various phases of Bi-Sr-Ca-Cu-0, we can relate these peaks to the gaps
of the two superconducting phases seen on the resistive transition, obtaining
A1 = 18 - 21 mV for the (2 2 :1: 2) phase,
A 2 = 25 - 28mV for the (2 2 2 3) phase,
and
2A/kBTc = 5.5 k 0.6
for both phases. The agreement of the presumed reduced gap parameters is supportive
of the association of the observed features and the superconducting energy gaps of
the phases. The reduced parameters are higher than the BCS weak-coupling value
of 3.5, but not extraordinary in comparison to strong coupling superconductors, such
as Pb and amorphous Ga which have shown values up to 4.5.
Various characteristics of the measured data obstructed our efforts to interpret
conductance directly in terms of the quasi-particle density-of-states (DOS). There
was some leakage conductance at low temperatures, probably due to normal regions
in the BSCCO surface. Although this level of leakage would be intolerable in con-
ventional junctions, it is more than respectable for high-Tc work. Tunneling from
superconducting Al (Tc =1.2K for 1000A films) into another superconductor should
split the gap peaks into sum and difference peaks. But as mentioned earlier, this
holds only if both sides of the junction have very sharp (singular) DOS. In any case
it is reasonable to assume that if there is a superconductor with a gap of several tens
of mV on the other side of the barrier, the opening of the Al gap will not have an
effect big enough to be detected under the conditions of this experiment.
We were not easily able to follow the gap to temperatures higher than 60K, because
the background became too strong compared with the interesting features. But, as
we explain below, when the parabolic background was divided out, structure in the
dI/dV curve related to the gap could be seen. Unfortunately, the thermal broadening
at this temperature is high, and it is difficult to extract the numerical value of the
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gap. Although it is possible to deconvolve this broadening in many cases, we were
not able to do it with our experimental curves, presumably because even the dI/dV
curves at very low temperature lack sharp features. This makes a deconvolution
difficult to perform in practice. We note that the suppression of sharp features at
the gap voltage has been observed in conventional superconducting junctions using
semiconductor barriers such as amorphous silicon. The very low barrier and electron
traps in these barriers cause rounding of the features. The surface laver of the Bi-Sr-
Ca-Cu-O may have caused this effect in the present experiment.
7.3.3 Elimination of the parabolic shape
The high bias part of our conductance curves can be well fitted by second degree
polynomials G = Go(1 + bV + cV 2 ), where b=0.0025 and c=0.00025 when V is given
in mV. In our data the linear term always gives a contribution of less than 10% to
the total conductivity in the bias range between 0 and 60 mV. For physical reasons,
even powers of V should not contribute much to the current, which entails that odd
powers of V should be small in the derivative dI/dV.
It has been observed previously, with conventional superconductors, that tunnel
junctions show a parabolic conductance, although in most cases the V2 term only
becomes important at biases of the order of 1OOmV, far away from the gap of conven-
tional superconductors. There is also very often a slight asymmetry, due to a small
linear correction. Both effects are usually attributed to the influence of the barrier.
We have so far assumed that the I T 12 term has no energy dependence. The usual
WKB expression for the barrier transmission is
T 2 e-2 t I 2m((t)-E')/t'2d.
where 4 is the barrier height, t =t2 - ti the thickness, x a parameter varying between
T1 and t 2 , and E,, = h2 k2 /2m. The application of the bias will cause an additional
term to the barrier height, and one has 4(x, V) = 4 + eV(x - ti)/t. The influence of
this bias dependent term been studied by Stratton[76] on planar NIN junctions. He
113
finds a current of the form:
J oc V +aV 2 +bV 3,
where a is zero for a symmetric barrier, and b is of order ja 2t 2 /4, where and
a=1.025eV-1/ 2A-1. In most experiments, one observes both kinds of behavior: The
rapid variations due to the densities of states, and a slowly rising parabolic back-
ground due to | T |2. It is clear that this effect is especially strong for low barriers
(low compared to typical values of eV).
For the case of a typical Al/A12 0 3/Al junction with 0=1V and t=10 A, the co-
efficient of V2 is close to 50V- 2 . Our curves can be fitted with coefficients of the
order of 300V- 2 . To see if this is reasonable, we assume a barrier composed of two
sections: between 0 and t1 , the barrier height is 41, and between ti and t2 , it is 42.
This incorporates the effect of a bad surface in addition to the artificial barrier. We
assume that the artificial barrier has a thickness of 15A and a height of 1 eV. Then
an additional 5A of a barrier of height 0.5 eV give the desired curvature, while the
linear term associated with the asymmetry remains very small.
7.3.4 Application to our data
There are at least three contributions to the total conductivity: a contribution from
superconducting regions with a Te close to 80K; a second contribution from regions
containing the 110K phase; and a third contribution called a leakage current, which
we assume to be due to non-superconducting regions in the thin film. We assume
that these conductances add up as for parallel circuits. The current through a tunnel
barrier being an exponential function of -tv/ , variations in the barrier thickness of a
few A, or variations in the barrier height of a few tenths of a volt, change it by several
orders of magnitude. Thus, if different regions give contributions to the current which
are comparable in magnitude, then the barrier characteristics associated with these
contributions must be almost identical. It is then reasonable to assume that the
curvature of the differential conductance, which is a much smoother function of the
barrier parameters, is the same. Fig. 7-3 and 7-4 show the result of dividing out
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Figure 7-3: Low-temperature dI/dV after dividing out the parabolic background.
the parabolic dependence. Because of the various assumptions and approximations
we made, these curves can probably not be directly interpreted as being (thermally
broadened) densities of states, but they show several features that one would expect
from the quasi particle DOS of a superconductor: a region of low conductance, which
looks like the indication of a gap although there is a slow and continuous rise, followed
by a peak, which is not quite as high as would be a BCS peak. All of these features
were already visible in the original data, but they become much clearer after this
numerical treatment. The upper and lower bounds given for A stay valid.
7.3.5 Conclusion
The tunneling conductance of our BSCCO/Al 20 3 /Al junction displays features all of
which have been seen before in conventional superconducting tunnel junctions. At low
temperature, the conductance curves display peaks which can be interpreted as arising
from the gaps of the two superconducting phases present. The voltage at which these
peaks appear are in the ratio of the Tc's of the two phases and give a reduced gap of 5.5.
The parabolic behavior of the conductance is consistent with tunneling theory and
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Figure 7-4: dI/dV at higher temperatures after parabolic background was divided
out.
can be understood by assuming that a surface layer of the superconducting material
is semiconducting and gives an additional barrier. The rounding and attenuation
of the peaks is reminiscent of similar structure seen in tunneling conductances of
conventional superconducting junctions with semiconducting barriers. The non-zero
conductance at low temperature and small bias is also likely to be the result of poor
surface quality. We therefore feel these conductance data demonstrate the existence
and magnitude of the energy gap in BSCCO.
Some very recent results[58] have confirmed our interpretation. Various groups
are now able to grow BSCCO in a much more controlled way, and can artificially
reproduce the layered structure of the various phases on a sub-monolayer basis, using
in-situ RHEED monitoring of the growth. It is thus possible to cleave a crystal of
BSCCO(2212), check the surface quality, and then deposit epitaxially a layer of the
semiconducting (2201) phase. Because of the semiconducting nature of the barrier,
one needs quite thick barriers (usually a few 100A). A 2212/2201(300A)/Au junction
fabricated in this manner yielded A=18mV, or a reduced gap of 4.7. The temperature
dependence of the gap appeared to be BCS-like.
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Figure 7-5: Tunneling conductances for acid etched and ion-milled surfaces with Au
counter-electrodes at 1.35K. The horizontal axis is V(NCCO)-V(Au).
7.4 Work on Ndi.85Ce.15CuO4 _6
7.4.1 c-axis oriented films
As mentioned earlier, the bad surface found on vacuum annealed films made it very
difficult to even make good contacts on the samples. Our first tunneling results were
thus very irreproducible. Progress was made with the use of the surface treatments
described above. Figure 7-5 shows the differential conductance (dI/dV) as a func-
tion of junction bias at low temperature(1.35K) for two contacts made with the two
different methods described above.
We used a film with a resistive transition temperature of 8K; but films with
higher Tc studied subsequently showed similar structure (whic means that either the
stucture is not related to the gap, or that films with low resistive Tc have regions
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with higher Tc that can be seen by tunneling). Despite the different nature of the
barrier (revealed through the temperature dependence of the junction resistance [46]),7
the tunneling curves look very similar. The region of low conductance near zero bias
starts appearing at the superconducting transition of the film. As the temperature is
lowered, this dip in the dI/dV becomes deeper, but the width seems to be constant
and close to 5mV. We believe that this is an indication of a superconducting gap of
about 2.5mV. A NdCeCuO film with a metallic R(T) but without superconducting
transition (because of the oxygen doping) was studied in the same way. In this case,
there was no dip in the dI/dV even at 1.35K. To establish that the current at 1.35K
is due mostly to elastic tunneling, we prepared a Pb count er-electrode on top of the
same film after cleaning the surface with acetic acid. Fig. 7-6 shows the I(V) of
this junction with and without magnetic field. When the Pb is superconducting, the
curve has a very strong non-linearity around zero bias. The slope at 0mV is 10 times
smaller than the slope at 2.5mV, and this is directly related to the depth of the dip
in the dI/dV. When the Pb electrode is driven normal by an applied parallel field of
2T, the curve changes dramatically. In fact, the derivative of the curve in magnetic
field is very similar to the curves obtained with Au contacts. The comparison of
the two curves is a convincing indication of quasiparticle tunneling being the major
mechanism of current transfer between the film and the counter-electrode.
118
0.7-
0.6
L 0.5-
cu 0. 4--
C
0. 3
0
7.. orkonbicrstl
0.
0
-7.5-5. 0-2.5 0 2. 5 5. 0 7. 5 10 .0
Bias [MV]
Figure 7-7: dI/dV at .51K of an artificial grain-boundary of Ndl.8 5Ce.15CUO 4-6. We
used a bi-crystal with 250 misorientation.
7.4.2 Work on bi-crystals
The idea of using an artifial bi-crystal substrate to produce an artificial grain-boundary
in the film was initially used by P.Chaudhari to find the dependence of the critical cur-
rent of this artificial weak link on the grain misalignment. One simply sinters together
two pieces of SrTiOs with a controlled misorientation. For films of Nd 1 .8 5Ce. 1 5CuO4 _b
deposited on such substrates, it was found that the critical current rapidly went to
zero as a function of grain misalignment. Misorientation angles higher than 100
produced no detectable Josephson current. Our current interpretation of this phe-
nomenon is that the oxygen leaves the grain boundary region more easily with higher
misorientation, resulting in faster loss and stronger barriers and suppression of the
Josephson current. But this might produce just the right kind of barrier for quasi-
particle tunneling. We thus looked more carefully at the differential conductance of
a 250 misoriented grain-boundary, shown in Figure 7-7.
Again, one sees some broad structure in the region around 5mV (note that 2A for
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a BCS superconductor of this Tc is 5.6mV). A perpendicular magnetic field of a few
T broadens this structure even more, filling in the "gap".
The technique of using bi-crystals to make tunnel structures in the direction of
the planes appears to be very promising. The difficulty of obtaining the bi-crystals
has limited our experiments to the one shown here so far, but more work is planned
in the future.
A vary recent report on TICaBaCuO step-edge Josephson junctions[55] reports
the observation of quasiparticle tunneling through a grain boundary.
7.4.3 Conclusions
The results on Nd 1 .85Ce.1 5CuO4 _b suggest that there is a broad "gap" structure be-
tween 3 and 5mV, which is quite reproducible. We feel much less confident about
calling this the energy gap than in the case of BSCCO, because of the absence of
a clear peak structure that normally follows the gap. We feel, especially in view of
the point-contact results[98], that this is still a surface quality problem, made worse
by the short coherence length in the c-axis direction. The use of artificial bi-crystal
structures taking advantage of the longer in-plan coherence length looks quite promis-
ing, but this is only based on one experiment so far. More work is required, but the
rewards of a good junction are worth the effort.
120
Chapter 8
Conclusion
We will now recapitulate the main findings described in the previous chapters.
We have systematically studied the influence of various deposition parameters
(such as temperature, reactive environment, nature of substrate) on the quality of thin
films of Nd 1 .85Ce.15CuO4 -6 prepared by laser ablation. We succeeded in considerably
improving the quality of our films by using a more reactive N2 0 ambient during the
deposition. This allows us to reproducibly obtain samples with Tes of the order of
20K. To our knowledge, no other groups have obtained samples of this quality by a
purely in-situ method.
The study of oxygen rich, non-superconducting samples has revealed the impor-
tance of weak localization phenomena in the normal state. The experimental ob-
servations (temperature and field dependence) point to the strongly two-dimensional
character of the conduction in this compound. The fit to the theory has allowed us
to extract the value of the inelastic scattering time at low temperatures (4.2K and
below), ri 10ps. It was also found that the spin-orbit scattering is weak. The
temperature dependence of ri is linear down to about 10K, below which it varies
more slowly. It is also found that the magnitude of the measured correction to the
conductance in fields is about a factor four smaller than what one would expect from
the theory. Possible explanations are the inadequacy of the perturbation theory used,
the role of interlayer tunneling, or a partial cancellation by a positive term due to
fluctuations; but the observation of a similar effect in the fits to fluctuation theory
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suggests that the effect might simply be due to sample imperfections.
In the superconducting samples, conductance fluctuations above Tc are observed.
Their field and temperature dependence are fitted by the Aslamazov-Larkin and the
Maki-Thompson terms in two dimensions. The parameters used are (ab=80A, and a
pair-breaking time 7,= 10-"s. Again, the field dependence was found to be smaller
(by a factor five) than the theoretical prediction. However, the reasonable fit of the
temperature dependence of the conductance fluctuations with the theoretical predic-
tion using the parameters extracted from the field dependence is a reassuring sign
of the validity of the model. Just below Te (about 20K), the fluctuation resistance
in a perpendicular field is found to follow the linear behavior characteristic of the
Aslamazov-Larkin contribution in two dimensions. We can use this behavior to ex-
tract the critical field down to about 13K, at which point other effects give the major
contribution to the breadth of the transition. In order to extract the critical fields
below this temperature, one then has to assume that the Aslamazov-Larkin term will
follow the simple theoretical expression with the diffusion constant obtained from the
data at higher temperature. Fortunately, the values of He2 obtained in this way are
not too sensitive to the value of D chosen. The critical field curve shows an upward
curvature close to Tc that cannot be accounted for by the theory, as often observed
in conventional superconductors. If one ignores this region, one gets a good fit to
the theory of dirty superconductors, and the value of the diffusion constant obtained
from the fit is in fair agreement with the value obtained from the fluctuation fits.
The value of ab= 64A inferred from Hc2(0) is actually slightly smaller than the value
obtained at higher temperature. A model based on a distribution of regions with
different degrees of impurities can accout for most of the observations in a qualitative
way. The position of the critical field is in the upper part of the Hc2 curve, going
upwards as the temperature is lowered. At 4.2K, it is at about 90% of R. One has
to be careful about conclusions drawn from field values extracted from the lower part
of the curve.
The 2D behavior is seen in both the normal state properties (through weak local-
ization) and the superconducting properties (fluctuations), and this is a remarkable
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observation. We have also looked for signs of two-dimensionality in the angular de-
pendence of the upper critical field. The fields available for this experiment (8 T)
were not sufficient to saturate the resistance in parallel field. Using a somewhat
suspect resistive criterion, we find that the corresponding field follows a narrower
angular dependence than the three dimensional theory; however, the interpretation
of this experiment is not straightforward. We can at best conclude that the behavior
of Nd.ssCe.1 5CuO4  lies between that of YBCO (3D) and that of BSCCO (2D).
Tunneling on Ndi.ssCe.1sCuO 4 has proven difficult. We find reproducible struc-
tures at biases of a few mV, but their relation to the gap is not clear. Recent
exp[eriments on bi-crystals are promising. A good tunnel junction would allow an
independent determination of Hc2 based on the disappearance of the gap. Our results
on BSCCO are more convincing, and yield a reduced gap value of 5.5 ± 0.6 for the
two phases with Tes of 85K and 110K.
How do these observations help us in the understanding of the issue of electron-hole
symmetry? It is clear that transport measurements on their own cannot answer these
questions, but only provide a basis for comparison with other spectroscopies. Because
of the big differences among the hole superconductors (YBCO and BSCCO have
very different tunneling behavior, and YBCO is likely to be more three-dimensional
than BSCCO), it is furthermore difficult to distinguish fundamental differences from
more incidental ones. We have seen that observations of negative magnetoresistance
related to weak localization have been made on BSCCO by Fiory et al.[25). The
effect is smaller than with Nd 1 .8 5Ce.15CuO4 _6 , but this can simply mean that in the
range of temperatures and fields accessible, and for the samples that one can make,
the conditions for the observation of these effects are better in Nd 1 .85Ce.1 5CuO4 6 .
The same might hold for the measurements on LSCO by Preyer et al.[67], where an
isotropic negative magnetoresistance is observed: their samples are less metallic, and
we have seen that the weak localization effects are not as clean in more insulating
samples of Nd 1 .8 5Ce.1 5CuO4 6 . It should be noted that LSCO and BSCCO show
logarithmic corrections to the conductance at low temperatures as one goes away
from the superconducting compositions. It thus seems that, at this point, one sees
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more analogies than differences between hole-doped and electron-doped compounds.
It is clear that many interesting physics questions can still be explored with
our Nd 1 .8 5Ce.1 5CuO4 _b films. The most obvious continuation of the work presented
here would be a series of measurements in parallel fields in the new hybrid magnet,
whose maximum field of 35T comes close to the Chandrasekhar-Clogston limit of
Nd 1 .s5 Ce.15 CuO 4 _b (35-40T). The low value of spin-orbit scattering found from the
weak-localization results suggests a rich behavior in this range of fields. The bi-crystal
tunnel junctions should also be further investigated.
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