Abstract. We prove a p-adic Labesse-Langlands transfer from the group of units in a definite quaternion algebra to its subgroup of norm one elements. More precisely, given an eigenvariety for the first group, we show that there exists an eigenvariety for the second group and a morphism between them that extends the classical Langlands transfer. In order to find a suitable target eigenvariety for the transfer we formalise a notion of Langlands compatibility of tame levels. Proving the existence of Langlands compatible tame levels is the key to pass from the classical transfer on the level of L-packets to a map between classical points of eigenvarieties, which is then amenable for interpolation to give the p-adic transfer.
Introduction
In recent years there has been a lot of progress towards solving the Langlands functoriality conjectures (cf. e.g. [1] and [21] ). Furthermore a p-adic Langlands programme started to emerge. Although the general definition of a p-adic automorphic representation is still missing we have good working definitions of p-adic automorphic forms in many situation. Given such a definition one can ask which aspects of the classical Langlands programme make sense for these p-adic automorphic forms and it is particularly interesting to ask about Langlands functoriality: If G and H are two connected reductive groups defined over a number field together with a classical Langlands transfer from G to H and a definition of p-adic automorphic forms then is there a p-adic Langlands transfer?
This paper studies such a transfer. As it seems hard to directly compare spaces of p-adic forms on different reductive groups, our approach is to interpolate the classical transfer. For this reason we work with p-adic families of automorphic forms, in which the points corresponding to classical forms are sufficiently dense. Such p-adic families are provided by eigenvarieties -these are finite dimensional rigid analytic spaces that interpolate systems of Hecke eigenvalues attached to automorphic representations. They have been constructed for many reductive groups (cf. [5] , [6] , [11] , [18] and [25] ). Given a construction of eigenvarieties for two groups G and H as above, one can ask, whether the classical transfer interpolates to a morphism between these rigid spaces. Calling such a morphism a p-adic transfer is justified after one checks that it is compatible with the morphism between the Hecke algebras involved. If we prove the existence of a p-adic transfer, then, not only can we transfer points on eigenvarieties that correspond to non-classical points. A p-adic transfer gives us a way of comparing p-adic families of automorphic forms for different groups in geometric terms.
In this paper we prove the transfer from the group of units in a definite quaternion algebra to the subgroup of norm one elements. For the group of norm one elements in a quaternion algebra stable conjugacy and conjugacy do not coincide. As a consequence the classical transfer is proved on the level of L-packets rather than representations. It is particularly interesting to study p-adic Langlands functoriality in such situations: Issues like endoscopy complicate the picture and cause problems when trying to pass from the classical transfer to a transfer of classical points on eigenvarieties. Before we give an overview of the results, we would like to explain the key points:
Given an eigenvariety E for the first group, the first step in proving p-adic functoriality is to find a compatible eigenvariety for the second group by which we mean that we can define a map from classical points of E to it.
One of the parameters of an eigenvariety is that of a tame level, i.e. a compact open subgroup K ⊂ G(A p f ), if G is the group in question. In order to find a compatible eigenvariety, a key issue is to find a compatible tame level. We need to understand which tame levels are respected by the classical transfer -and not just with respect to the transfer of packets but of systems of Hecke eigenvalues attached to automorphic representations, as it is those, which the eigenvarieties interpolate. In this paper we formalise a notion of Langlands compatibility of tame levels (see Def. 1.1 and Def. 4.13) in a way that should be easily adaptable to other settings. The main tools we use to prove the existence of compatible tame levels are the multiplicity formulas.
After we have defined a map on classical points we prove that it interpolates to a morphism of rigid analytic spaces. For this we use a very general argument of Bellaïche and Chenevier (cf. Proposition 2.9).
The first case of p-adic functoriality was studied by Chenevier, who proved a p-adic Jacquet-Langlands transfer (see [7] ). Other results have been established e.g. in [14] , [22] and [26] and by the author in [19] . To our knowledge all known p-adic transfers have in common that classically the transfer works on the level of representations rather than packets, i.e. either one works with groups where stable conjugacy and conjugacy agree or if not one imposes extra conditions (like in [19] a stability condition) to enforce this. In the present work there is no such restriction. Furthermore our source eigenvariety can have arbitrary tame level.
1.1. Overview of the results. Let B/Q be a quaternion algebra, which is ramified at ∞. Let G be the algebraic group over Q defined by the units in B, so for any Q-algebra R, G(R) = (B ⊗ Q R) * . Let G be the subgroup of G of norm one elements. We denote by S B the finite set of places, where B ramifies and fix a prime p, which is not in S B . We fix models of G and G over Z S B .
Using Buzzard's machine Loeffler (in [18] ) established the existence of eigenvarieties for a wide class of groups and in particular for the groups G and G. The Lgroups of G and G are GL 2 (Q) and PGL 2 (Q) respectively. There is a natural projection GL 2 (Q) → PGL 2 (Q) and the transfer corresponding to this L-homomorphism was proved by Labesse and Langlands in [16] . To an automorphic representation π of G(A) one can attach an L-packet Π( π) of admissible representations of G(A) and Labesse and Langlands proved formulas for the multiplicity m(π) with which a given representation π ∈ Π( π) occurs in the discrete automorphic spectrum of G(A).
In order to find a suitable target eigenvariety for our p-adic transfer, we will first find compatible tame levels in the following sense: 
In Proposition 4.16 we show that for any tame level K ⊂ G(A p f ) we can find a tame level K ⊂ G(A p f ) such that K and K are globally Langlands compatible. This guarantees that we can define a map from a sufficiently dense set Z of classical points of D := D( K), the eigenvariety of tame level K, to the set of classical points of the eigenvariety D := D(K).
We then use two auxiliary eigenvarieties D ′ and D ′′ and ultimately establish the existence of a p-adic functoriality morphism ζ as a composition, as shown in the following commutative diagram
Here the lower row are the weight spaces over which the eigenvarieties naturally live and D ′′ is defined as the pullback of D along W → W. The hard part is establishing the existence of the morphism ξ in the middle, which is where we use the results on the classical transfer.
Our most general result in this setting is the following theorem.
Theorem (Theorem 5.7). There exists a p-adic Langlands transfer ζ : D → D. It has the additional property that it sends a classical point z ∈ Z to a classical point in D.
There are some parallels of our construction with the classical transfer, which we would like to comment on. In the classical setting starting from an automorphic representation π of G(A) one first passes to an L-packet by restricting the local representations π l to G(Q l ). Automorphic representations of G(A) that give rise to the same L-packet are twists of each other. In the second step of the transfer one proves the multiplicity formulas. They allow one to understand which elements of the global L-packets are automorphic.
The first eigenvariety D ′ corresponds to the restriction process. It is built from the same overconvergent forms as D but the underlying Hecke algebra H is one for G and the points of D ′ correspond to the systems of Hecke eigenvalues restricted to H. We use the familiy of Galois representations on D to show that classical points on D that arise from an automorphic representation π and a twist of it by a Größencharacter trivial at infinity are identified under the morphism from D to D ′ (cf. Section 3.3.1).
We note however that the choice of our Hecke algebra means that the eigenvariety D ′ cannot distinguish between different members of an L-packet; the space of automorphic forms that are used in the construction of D ′ sees different members of an L-packet. But D ′ itself does not as the H-eigenvalues of any two members of an L-packet with correct tame level agree.
1.2. Outline of paper. In Section 2 we collect some background material and establish some auxiliary results. After describing the most important aspects of Buzzard's eigenvariety machine and some key properties of eigenvarieties we recall the general result that we need in the interpolation step. We also establish morphisms between the Hecke algebras and the weight spaces that appear in the construction of the eigenvarieties. The two auxiliary eigenvarieties that we need in the proof of our main theorem are constructed in Section 3. In Section 4 we establish the existence of compatible tame levels. Section 5 contains the definition of a p-adic functorial transfer and the main theorem. 
If L/Q p is a finite extension and X/L is a rigid space defined over L, then any point x ∈ |X| is defined over a finite extension K/L. We write X(Q p ) for the union of the sets X(K) where K/L is finite. 2.1.1. Buzzard's eigenvariety machine. The construction of eigenvarieties was axiomatized by Buzzard in [5] . We recall the aspects of the eigenvariety machine that we need below.
Eigenvarieties are constructed relative to a base which usually parametrizes weights. In a first step we assume this base is affinoid. We fix a prime p and a finite extension E/Q p .
Let X be a reduced affinoid rigid analytic space over E, M a Banach O(X)-module satisfying property (Pr) (see Section 2 of [5] for the definition) and let T be a commutative E-algebra equipped with an E-algebra homomorphism T → End O(X) (M ). Suppose φ ∈ T is an element which acts as a compact endomorphism on M .
Definition 2.1. Let E ′ be a discretely valued extension of E. An E ′ -valued system of eigenvalues for M is an E-algebra homomorphism λ : T → E ′ , such that there exists a point in X(E ′ ) (giving a homomorphism O(X) → E ′ ) and a nonzero vector m ∈ M ⊗ O(X) E ′ with the property that tm = λ(t)m for all t ∈ T. A system of eigenvalues λ is called φ-finite if λ(φ) = 0. Proposition 2.2. To the data (X, M, T, φ) we can associate a reduced separated rigid space E X over E endowed with an E-algebra homomorphism ψ : T → O(E X ) and a morphism of rigid spaces ω :
is surjective. (iii) For any discretely valued extension E ′ /E, the map
is a bijection between the E ′ -valued points of E X and the set of φ-finite E ′ -valued systems of eigenvalues for M . E X is uniquely determined by these conditions and is called the eigenvariety of (X, M, T, φ).
Proof. The result is contained in Chapter 5 of [5] once we pass to the reduced space of the space constructed there. The finiteness of the morphism in (i) is Lemma 5.3 in loc. cit., (ii) follows from the construction, and (iii) is Lemma 5.9 in [5] . The uniqueness is proved as in Proposition 7.2.8 of [2] . Remark 2.3. Below we need the following details of the construction. Let Z φ ⊂ X × A 1 be the spectral variety of the compact operator φ and let f : Z φ → X denote the canonical projection. In Section 4 of [5] , Buzzard constructs an admissible cover C of Z φ . C consists of affinoid subdomains Y ⊂ Z φ satisfying the following properties: There exists U ⊂ X affinoid open such that Y ⊂ f −1 (U ), the induced map f : Y → U is finite and surjective, and Y is disconnected from its complement in f −1 (U ). The eigenvariety E X is constructed locally over elements of C. If for Y ∈ C we denote by E(Y ) the piece of the eigenvariety above Y , then E X is admissibly covered by the E(Y ). As in our applications the base space is not necessarily affinoid, we briefly recall the existence theorem of a global eigenvariety. For that let W be a reduced separated rigid analytic space defined over E and as before let T be a commutative E-algebra and φ ∈ T a fixed element. Assume for any affinoid open X ⊂ W we are given a Banach O(X)-module M X as above, i.e. satisfying property (Pr) together with an E-algebra homomorphism T → End O(X) (M X ) denoted t → t X , such that φ X is compact. Assume furthermore that if Y ⊂ X ⊂ W are two admissible affinoid opens we have a link
and that these maps satisfy the compatibility condition α XZ = α XY • α Y Z whenever X, Y, Z are affinoids with Z ⊂ Y ⊂ X ⊂ W (for the definition of link see Section 5 of [5] ). We abbreviate this data as the tuple (W, M • , α • , T, φ) and call it an eigenvariety datum. In this global setting we say that a morphism λ : T → E ′ (for E ′ /E a discretely valued extension) with λ(φ) = 0 is a φ-finite E ′ -valued system of eigenvalues for M • if there exists an affinoid X ⊂ W, a point in X(E ′ ) (and therefore a map O(X) → E ′ ) and
Theorem 2.4. To the above data we may canonically associate the eigenvariety E, a reduced separated rigid space over E equipped with an analytic map ω : E → W, with the property that for any affinoid open X ⊂ W, the pullback of E to X is canonically isomorphic to the eigenvariety associated to the datum (X, M X , T, φ). The global eigenvariety E comes equipped with a ring homomorphism ψ : T → O(E) such that the following conditions are satisfied:
is a bijection between the E ′ -valued points of E and the set of φ-finite E ′ -valued systems of eigenvalues for M • . Furthermore any point x ∈ E(Q p ) has a basis of open affinoid neighbourhoods V of x such that ω(V ) ⊂ W is open affinoid, the morphism ω| V : V → ω(V ) is finite, and surjective when restricted to any irreducible component of V .
Proof. The existence is Construction 5.7 of [5] and (i) follows immediately from it and Theorem 2.2(i). Point (ii) follows from the construction and (iii) is Lemma 5.9 in [5] . For the proof of the last paragraph we refer to the proof of Theorem 3.1.1 of [24] . Lemma 2.5 (cf. Lemma 7.2.7 of [2] ). Let E be an eigenvariety. For any x, y ∈ E(Q p ), x = y if and only if ψ x = ψ y and ω(x) = ω(y). Definition 2.6. Let X be a reduced rigid analytic space. Lemma 2.7. Let X be a rigid analytic space and T an irreducible component of X.
Assume Z is an accumulation subset and that Z ∩ |T | is non-empty. Then Z ∩ |T | is Zariski-dense in T .
Proof. By assumption there exists z ∈ Z ∩ |T | and an affinoid neighbourhood U of z in X such that Z ∩ |U | is Zariski-dense in U . By Corollary 2.2.9 of [9] , T ∩ U is a union of irreducible components of U . U = Sp(A) is affinoid and so A is noetherian. Therefore any Zariski-dense subset of U is Zariski-dense in each irreducible component of U . So Z ∩ |T | ∩ |U | is Zariski-dense in T ∩ U . This shows the lemma as the points of any affinoid in an irreducible rigid space are Zariski dense in it.
is an eigenvariety datum and let E be the eigenvariety associated to it. Let Z ⊂ Hom ring (T, Q p )× W(Q p ) be any subset.
We say E is an eigenvariety for Z if there exists an accumulation and Zariski-dense
The following proposition is the crucial ingredient in the interpolation step of our proof of the main theorem.
be two eigenvariety data giving rise to eigenvarieties E 1 and E 2 equipped with morphisms ψ i :
be an accumulation and Zariski-dense set of points.
Assume we have an inclusion ζ : Z ֒→ E 2 (Q p ) compatible with the maps ω i to W and such that ψ 1,z = ψ 2,ζ(z) for all z ∈ Z. Then ζ extends to a unique closed immersion ζ : E 1 ֒→ E 2 , such that the following diagrams commute:
Proof. The arguments are identical to the ones used to prove Proposition 7.2.8 in [2] . The uniqueness follows from Lemma 2.5 and the fact that the E i are reduced and separated.
Hecke Algebras.
In this section we show the existence of an injective morphism between the Hecke algebras for G and G that appear in the construction of the eigenvarieties. These algebras are the tensor product of an unramified Hecke algebra and a so called Atkin-Lehner Algebra at p. We treat the unramified Hecke algebra first.
2.2.1. Unramified Hecke algebras. For a locally compact totally disconnected group H and a compact open subgroup K, let H(H, K) be the Hecke algebra of locally constant compactly supported C-valued functions on H that are bi-invariant under K.
For any prime l, the morphism L-homomorphism GL 2 (Q) → PGL 2 (Q) naturally induces a map of unramified Hecke algbras
In order to see that this morphism can be defined over Q we construct it directly using the Satake isomorphism. For that let T ⊂ GL 2 (Q l ) be the torus of diagonal matrices and T 0 := T ∩GL 2 (Z l ). Similarly T ⊂ SL 2 (Q l ) denotes the torus of diagonal matrices and we define T 0 := T ∩ SL 2 (Z l ). As T is abelian we have
where the last isomorphism comes from the isomorphism
by sending (1, 0) ∈ Z 2 to X and (0, 1) to Y and denote the resulting isomorphism
The inclusion T ⊂ T induces the homomorphism Z ֒→ Z 2 , n → (n, −n), and therefore a map of C-algebras
The morphism ψ restricts to a morphism of invariants under the Weyl group W ∼ = Z/2Z of the tori T and T :
Define a monomorphism of C-algebras
Here S is the Satake isomorphism for SL 2 (Q l )
where N is the subgroup of unipotent matrices in SL 2 (Q l ) and δ is the modulus character. Furthermore S :
W is the Satake isomorphism for GL 2 (Q l ) and is given by the same formula.
Let
Lemma 2.10. The morphism λ l restricts to a monomorphism of Q-algebras
which we again denote by λ l .
Proof. As δ(T ) ⊂ (Q * ) 2 the morphism α • S restricts to an isomorphism
can be generated by one element, for example by the preimage of l(
. Therefore
Let p be a prime different from l and E be a finite extension of Q p . We define
If E is clear from the context, we will denote λ l,E by λ l . We abbreviate
Iwahori Hecke algebras.
We use the notation G, G, S B etc. as in Section 1.1 and fix a prime p / ∈ S B . We denote by I the Iwahori subgroup of GL 2 (Q p ), i.e. the subgroup of matrices that are congruent to an upper triangular matrix mod p, and by I the Iwahori subgroup of SL 2 (Q p ). Then I and I are admissible in the sense of Definition 2.2.3 of [18] . Fix Haar measures on GL 2 (Q p ) and SL 2 (Q p ) normalized such that meas(I) = meas( I) = 1.
Let T ⊂ GL 2 (Q p ) and T ⊂ SL 2 (Q p ) be the tori of diagonal matrices. We denote by Σ + ⊂ T (resp. Σ ++ ) the monoid of all diagonal matrices of the form
with a 1 ≤ a 2 integers (resp. a 1 < a 2 ) and define I to be the monoid generated by I and Σ + . Let H + p ( G) be the Hecke algebra associated to I as in Proposition 3.2.2
1 Note that the situation for GL2 is different. The restriction of S to
is the subalgebra of the full Hecke algebra of G of compactly supported, locally constant E-valued functions on G with support contained in I. Similarly let
and H + p (G) be the Hecke algebra associated to I. Finally let e I := 1 I ∈ H + p (G) and e I := 1 I ∈ H + p ( G) be the idempotents attached to I and I. The so called Atkin-Lehner algebras e I H + p (G)e I and e I H + p ( G)e I have a very simple structure:
as the E-linear extension of the map
is an isomorphism of E-algebras.
As Σ + ⊂ Σ + is a submonoid we get a monomorphism
of commutative E-algebras. Note that the induced monomorphism
has the property that for z ∈ Σ + the characteristic function 1 IzI maps to 1 Iz I . Indeed one easily checks that γ(z) = γ(z) for z ∈ Σ + . For a finite set of places S including p and the set S B , we define
We moreover define
Putting together the morphisms defined above we get an inclusion of commutative E-algebras ⊗ 1 H ur,S , and S p := 1
Then Lemma 2.11 implies that S p ∈ H * S , and with our choice of Haar measures
Note that u 0 ∈ Im(λ).
Weight spaces.
The eigenvarieties that we study below are defined relative to the following spaces:
There exists a separated rigid analytic space
We call W the weight space for G. 
We call W the weight space for G. It is the union of (p − 1) 2 (resp. 4) products B × B of two open unit disks if p = 2 (resp. if p = 2).
Note that the construction of weight spaces given in Section 6.4 of [12] agrees with the above as any continuous character of Z * p is locally analytic.
via restriction. We denote by µ the resulting flat morphism
Recall that a rigid space X over E is called nested if it has an admissible cover by open affinoids 
Proof. Let q = (p − 1) if p = 2 and q = 2 if p = 2. Then W is a disjoint union of q 2 products B × B of two open unit disks and we label them by B j,k , j = 1, . . . , q, k = 1, . . . , q. By changing coordinates we can assume that on any of these products µ is the projection onto the first disk. Choose a nested cover ∪ i∈N X i of W,
Remark 2.15. Note that for any i ∈ N, the morphism µ i defined in the proof of the last lemma is a flat morphism of quasi-compact and separated spaces. This implies that in fact the image µ(V ) is an admissible open subset of W. It is furthermore quasi-compact, as V is quasi-compact (because it is affinoid).
In the context of eigenvarieties we will consider the base change W × Sp(Qp) Sp(E) and W × Sp(Qp) Sp(E) for a finite extension E/Q p . Note that Lemma 2.14 is also true for the base change of µ. In order to keep the notation simple, we will omit the base change from the notation: W and W will denote the base change to a finite extension E of Q p , which will be clear from the context. 
A zoo of eigenvarieties
Let B, G, S B and p be as above and let E/Q p be a finite extension. In this section we briefly recall some details of the construction in [18] , check some technical properties of the eigenvarieties and construct the two auxiliary eigenvarieties that we need for the p-adic transfer. We remark here that due to the generality Loeffler works in he has to impose certain arithmetical conditions at various places. In our case however one easily checks that G and G satisfy the conditions of [13] Proposition 1.4.
2 All arithmetic subgroups of G and G are therefore finite, which implies that we do not have to worry about any of the arithmetical conditions. 3.1. Eigenvarieties of idempotent type for G. Choose a product Haar measure µ = l µ l on G(A f ) such that for all l / ∈ S B ∪ {p}, µ l (GL 2 (Z l )) = 1 and such that µ p ( I) = 1.
3.1.1. Review of p-adic automorphic forms and eigenvarieties of idempotent type. Let X ⊂ W/E be an open affinoid and V be a locally Q p -analytic representation of
be an integer big enough such that the restriction of V to T k is analytic.
In Section 2 of [18] Loeffler constructs orthonormalizable Banach O(X)-modules C(X, V, k). We assume throughout that V := 1 is the trivial representation and 2 E.g. condition (5) is satisfied as the centres of G and of G are maximal split tori.
write C(X, k) for C(X, 1, k). The space C(X, k) is equipped with an action of the monoid I. Denote by L (C(X, k) ) the O(X)-module of C(X,
It is a Banach O(X)-module satisfying property (Pr) and carries an action of the algebra H S . If u ∈ H S is supported in G(A S
for the modules M ( e, X) := M ( e, X, k(X)) as constructed in Lemma 3.12.2 of [18] . 
Recall the definition of the operator u 0 from Remark 2.12. Proof. By Lemma 3.4.2 of [18] we get that locally over an affinoid X of weight space, the image of u in End(M ( e, X)) is invertible if and only if the image of u ′ is invertible. The lemma now follows from Corollary 3.11.4 of [18] .
From now on we only consider eigenvarieties D that are built with respect to an operator u of the form 1 [ Iz I] ⊗ 1 H ur,S for z ∈ Σ ++ . 3.1.2. Classical points. We show that, in the sense of Definition 2.8, the eigenvariety D(e) is an eigenvariety for a set Z e arising from classical automorphic representations. We choose once and for all a square root of p in Q. Define Σ := T / T 0 and let δ B : Σ → C * be the modulus character of the Borel subgroup B ⊂ GL 2 (Q p ) of upper triangular matrices, so δ B (p a , p b ) = |p a |/|p b | = p b−a . Let π p be an irreducible smooth representation of GL 2 (Q p ) and assume it has a non-zero fixed vector under I. : Σ → C * occurs in π I p .
Using Jacquet-modules and the Geometric Lemma of Bernstein and Zelevinsky one can see that χ is an accessible refinement if and only if π p is a subrepresentation of Ind GL 2 (Qp) B (χ) (cf. Section 6.4 of [2] ). The next definition is analogous to the one made in Section 7.2.2 of [2] in the context of unitary groups. Let k := (k 1 , k 2 ) ∈ Z 2 be a pair of integers such that
• π p has a non-zero I-fixed vector and χ : Σ → C * is an accessible refinement of π p ,
Note that our terminology is non-standard in the sense that π ∞ is the dual of the representation one would expect. The reason for our choice of terminology is that with Loeffler's normalizations a p-refined automorphic representation gives rise to a point on an eigenvariety, whose image in weight space W corresponds to k; and it is this weight we want to keep track of (cf. Lemma 3.6 below).
Let e := e l ∈ C ∞ c ( G(A p f ), Q) be an idempotent and as before fix a finite set of primes S containing p, S B and all primes l where e l is not equal to 1 GL 2 (Z l ) . Assume (π, χ) is a p-refined automorphic representation such that ι ∞ ( e)π p f = 0, so in particular π l is unramified for all l / ∈ S. We attach to (π, χ) a Q p -valued character ψ (π,χ) of H S as follows: The space (π S f ) G( Z S ) is 1-dimensional and H ur acts on it via a character, which we denote by χ ur . As π is defined over Q, χ ur as well as χ are valued in ι ∞ (Q) (in fact in a number field). We turn χδ
) to Σ + and extending it E-linearly to A p ( G). Abusing notation we denote the resulting character again by χδ
and refer to it as the character of H S associated with (π, χ).
We embed
2 ) and define Z e ⊂ Hom ring ( H S , Q p ) × W(Q p ) to be the subset of pairs (2) {(ψ (π,χ) , k) | π is a p-refined automorphic representation of weight k such that π p is an irreducible unramified principal series and ι ∞ ( e)π p f = 0}. Let E be a finite extension of Q p such that ι p ( e) has values in E and let D := D(ι p ( e)) be the eigenvariety associated to ι p ( e). Any (ψ (π,χ) , k) ∈ Z e gives rise to a point in D. More precisely let X ⊂ W be an open affinoid containing k and E ′ /E be a finite extension containing the values of ψ (π,χ) . We view k as an E ′ -valued point of W, in particular this gives a morphism k : O(X) → E ′ . Lemma 3.6. Let (ψ (π,χ) , k) ∈ Z e be an element. Then there exists 0 = v ∈ M ( e, X)
Proof. This follows from the construction (see Section 3.9 of [18] ). For further details the reader may consult Section 3.2.1 of [20] .
Therefore any x ∈ Z e defines a point in D. Lemma 2.5 implies that we get an injection Z e ֒→ D(Q p ) whose image we denote by Z. Next we show that Z accumulates in D(Q p ) by following arguments analogous to the ones in Chapter 6 of [6] .
Let C(k, k(X)) := C(X, k(X)) ⊗ O(X),k E be the fibre of C(X, k(X)) above k ∈ W(E). It carries an action of I. There is an inclusion of I-representations
where
is the algebraic representation of weight k of the group GL 2 (Q p ) and σ k : I → E * is the character, which is trivial on I and equal to z → z
as the subspace of classical forms. If E ′ /E is a finite extension, we say that a point z ∈ D(E ′ ) of weight ω(z) = k is classical if there
Below we will make use of the following theorem which shows that forms of small slope are classical. Again let E ′ /E be a finite extension. Theorem 3.8. Let k = (k 1 , k 2 ) be as above. Let λ ∈ E ′ * and σ := v p (λ). If
Proof. This is Theorem 3.9.6 of [18] . We have used Proposition 2.6.4 of loc. cit. to show that if σ < 2(k 1 −k 2 +1) then σ is a small slope for u 0 in the sense of Definition 2.6.1 of loc. cit.
If z ∈ Z is a point corresponding to a p-refined automorphic representation (π, χ) of weight k then for χ = (χ 1 , χ 2 ) we have ψ(u 0 )(z) = ι p (χ 2 (p)χ 1 (p) −1 )p k 1 −k 2 +1 . Note that if z is classical and ψ(u 0 )(z) = p 1+k 1 −k 2 ±1 then π p is an unramified irreducible principal series and so z belongs to Z. Proposition 3.9. D is an eigenvariety for Z e in the sense of Definition 2.8.
Proof. We show that Z is accumulation and Zariski dense using the same arguments as in Section 6.4.5 of [6] . For the accumulation property let z ∈ Z be a point and z ∈ U an affinoid neighbourhood. Without loss of generality U is such that ω(U ) ⊂ W is open affinoid and connected, the morphism ω| U : U → ω(U ) is finite, and surjective when restricted to any irreducible component of U . The function ψ(u 0 ) is non-zero on U and is therefore bounded from above and below. Therefore we can find r ∈ R such that |ψ(u 0 )(x)| > r ∀x ∈ U (Q p ), and σ 0 ∈ R such that
For any C, σ ∈ R the set
is Zariski dense in W and accumulates at all algebraic weights (cf. Lemma 2.7 of [8] ). Therefore the set
is Zariski-dense in U . Setting C > v p (r) and σ > σ 0 we have that any element in this preimage arises from a point in Z. This proves the accumulation property. For the Zariski-density note that by Lemma 2.7 it suffices to show that each irreducible component contains a point of Z, which follows as any irreducible component of D surjects onto an irreducible component of W.
3.1.3.
The Galois representation attached to a point x in D(Q p ). For a finite set S of places of Q we denote by G Q,S the Galois group of a maximal algebraic extension of Q that is unramified outside S. An eigenvariety D of idempotent type for G carries a pseudo-representation and in particular we can attach to any point x ∈ D(Q p ) a Galois representation ρ(x) : G Q,S → GL 2 (Q p ). This can be proved just as in the case of eigenvarieties for unitary groups by applying the very general results of Section 7.1 of [6] . 4 We fix an eigenvariety D := D u ( e) of idempotent type for G, so in particular an idempotent e and a set S of bad places. We drop the supscript S from the notation in all Hecke algebras in this section as there is no confusion. Let H 0 ur ⊂ H ur be the subalgebra of O E -valued functions. Then, using Proposition 3. For l / ∈ S let F rob l ∈ G Q,S be a Frobenius. For l / ∈ S define the element T l :=
∈ H D . Here l 1 is understood to be the matrix in
, which is equal to 1 for all q = l and equal to l 1 at l. Below we also use the elements
Note that Proposition 3.9 implies that Hypothesis H in Section 7.1 of [6] is satisfied: There exists a Zariski-dense set of points Z ⊂ D(Q p ) and for each z ∈ Z a continuous representation
Proposition 3.10. There exists a unique continuous pseudo-representation
of dimension 2 such that for each z ∈ Z the evaluation of T at z is equal to T z .
Proof. This is Proposition 7.1.1 of [6] once we replace z∈Z C p by z∈Z E z , where E z is the residue field at z, in the proof.
We may use the same arguments to interpolate the one-dimensional pseudorepresentations given by the determinant of ρ(z), to build a "determinant function" on D, i.e. a function S : G Q,S → O( D) * such that S(F rob l )(z) = det(ρ(z)(F rob l )) for all l / ∈ S and z ∈ Z. Recall that for z ∈ Z the characteristic polynomial of ρ(z)(F rob l ) for any l / ∈ S is equal to X 2 − T l (z)X + lS l (z). In particular lS l (z) = det(ρ(z)(F rob l )). Let S z be the one-dimensional pseudo-representation det(ρ(z)(·)). Proposition 3.11. There exists a unique continuous pseudo-character
of dimension 1 such that for each z ∈ Z the evaluation of S at z is equal to S z .
Proof. Apply Proposition 7.1.1 of [6] using the functions (lS l ) l / ∈S . Remark 3.12. For g ∈ G Q,S the rigid analytic functions S(g) and g → (T 2 (g) − T (g 2 ))/2 are the same as they agree on Z. Therefore we have that for any x ∈ D(Q p ), S x = det(ρ(x)).
For later purposes define
Eigenvarieties of idempotent type for G.
We may also specialize the general theory of [18] to produce eigenvarieties for G, the group of norm one elements in G: Let k ∈ Z ≥0 . Analogously to the definitions in Section 3.1 we say: Definition 3.14.
(1) Let π p be an irreducible smooth representation of
Let e := e l ∈ C ∞ c (G(A p f ), Q) be an idempotent and assume ι p (e) takes values in E. For a p-refined automorphic representation (π, χ) of G(A) such that ι ∞ (e)·π p f = 0 define the character
, and χ ur is the obvious character. Again one shows that a p-refined automorphic representation gives rise to a point on D u (e) := D u (ι p (e)).
3.3. A first auxiliary eigenvariety. As before let e = e l ∈ C ∞ c ( G(A p f ), Q) be an idempotent and assume ι p ( e) takes values in E. Choose a finite set of primes S containing all the bad primes. Fix u ∈ H S of the form 1 [ Iz I] ⊗ 1 H ur,S for some z ∈ Σ ++ , so in particular u is in the image of the morphism λ : H S ֒→ H S constructed in Section 2.2.2. Over an affinoid X in W we have the modules M ( e, X) as before. By composing the morphism H S → End O(X) (M ( e, X)) with the inclusion λ we get a morphism H S → End O(X) (M ( e, X)). Note that u acts as a compact endomorphism. We abbreviate D := D u ( e). 
commutes. In particular for any finite extension
is given by restricting a system of Hecke eigenvalues H S → E ′ to H S .
Proof. The first claim or part (a) follows by applying Proposition 2.2 to the data (X, M ( e, X), H S , u). As the links α XY are obviously also links for the action of H S we can glue the local pieces, i.e. we can apply Theorem 2.4, which proves part (a).
For the proof of (b) we work with the admissible cover
Let X be as above and Y ∈ C X . Then λ : It is easy to see that the ζ ′ Y glue. Namely choose a nested cover of (X i ) i∈N of W and let D(Y 1 ), Y 1 ∈ C X i and D(Y 2 ), Y 2 ∈ C X j be two affinoid spaces of the cover of D and assume i ≤ j. Then Y 1 ∈ C X j and by Lemma 5.2 of [5] we know that
Finally the uniqueness of ζ ′ follows from Lemma 2.5 and the commutativity of the diagram as D and D ′ are reduced.
Recall how we defined a set of classical points Z e ⊂ Hom ring ( 3.3.1. Some properties of the morphism ζ ′ . We discuss when two points x, y ∈ D(Q p ) have the same image under ζ ′ . If x and y are in Z then there exist p-refined automorphic representations of G(A), say (π, χ) and (π ′ , χ ′ ) unramified at all places not in S that give rise to the points x and y. Then ζ ′ (x) = ζ ′ (y) implies that the weights agree, so
and therefore
. It is not hard to show that this implies that for all l / ∈ S, π l is an unramified twist of π ′ l . Then a result of Ramakrishnan (Theorem 4.1.2 of [23] ) applied to the JacquetLanglands transfer of π and π ′ shows that π and π ′ are in fact global twists of each other. We omit the details as we prefer to give a more elementary characterization of the points that are getting identified under ζ ′ in terms of the associated Galois representation.
For that let x and y ∈ D(Q p ) be arbitrary points such that ζ ′ (x) = ζ ′ (y). Recall the definition of P := T 2 /S from Section 3.1, Equation (4) . For a point z ∈ D(Q p ) we let P z be the specialization T 2 z /S z . As the restrictions of ψ x and ψ y to H ur agree we have (use Equation (1))
for all l / ∈ S and so by continuity we have that 
Proof. The equation P x = P y implies that η(ρ(x)(g)) is conjugate to η(ρ(y)(g)) for all g ∈ G Q . We have an injection i : PGL 2 (Q p ) ֒→ GL 3 (Q p ) with image SO 3 (Q p ). Composing ρ(x) and ρ(y) with this injection we see that i(ρ(x)(g)) is conjugate to i(ρ(y)(g)) for all g. Lemma 3.19. Let R ′ → R be a morphism of affinoid E-algebras. Assume M and N are Banach R ′ -modules with a continuous action of a commutative E-algebra T and assume a fixed element u ∈ T acts compactly. Assume α : M → N is a primitive link. Then the base change
Proof. This follows immediately from the definitions.
In fact D ′′ is a global eigenvariety. For any open affinoid V ⊂ W choose the minimal i ∈ N such that µ(V ) ⊂ X i , denote it by i V and define X V := X i V . We let M (V ) be the orthonormalizable Banach O(V )-module
It satisfies property (Pr) (see [5] Lemma 2.13). If U ⊂ V ⊂ W is an inclusion of open affinoids, then i U ≤ i V . We have a link
The previous lemma implies that the pullback under
is a link. We abbreviate this data as ( W, (µ * M ) • , α • , H S , u). The fact that eigenvarieties are unique then implies the following proposition. 
Classical functoriality -Background from Labesse Langlands
In this section we explain the results of [16] that we need below. Let F be a totally real number field, B a definite quaternion algebra over F , G the algebraic group over F defined by the units in B and G the algebraic group defined by the elements of reduced norm 1. As before S B denotes the set of places, where B is ramified.
4.1.
Local and global L-packets. Let H be a group and H a normal subgroup. For a representation π of H and g ∈ H we denote by g π the representation given by g π(h) = π(g −1 hg) for h ∈ H. 
Starting from an irreducible admissible representation π of G(F v ) we denote by Π( π) the L-packet {π i : i ∈ I} defined by π.
Remark 4.2. We will make use of the following facts:
• Any irreducible smooth representation of G(F v ) occurs in the restriction of a representation from G(F v ) and therefore belongs to an L-packet, see Lemma 2.5 of [16] . In particular L-packets partition the set of equivalence classes of admissible irreducible representations into finite sets.
• Size of local packets: For v / ∈ S B L-packets of G(F v ) are of size 1, 2 or 4, see p.739 of [16] , and the multiplicity c in (5) • If π is an unramified representation of GL 2 (F v ), there exists a unique member in Π( π) which has a non-zero SL 2 (O Fv )-fixed vector. This is obvious if π is a 1-dimensional representation. Otherwise
where χ 1 and χ 2 are unramified. The restriction of π to SL 2 (F v ) is isomorphic to Ind
2 ). By Proposition 3.2.4 of [17] we have that dim( π SL 2 (O Fv ) ) = 1. We denote the unique member of the L-packet of π that has a non-zero SL 2 (O Fv )-fixed vector by π 0 and in a global context by π 0 v .
• Any set of representatives {g i : i ∈ I} of the cosets
Remark 4.3. At the archimedean places one can define L-packets in the same way. As we are only considering definite quaternion algebras the situation simplifies. The irreducible representations of G(R) are finite-dimensional, and they stay irreducible when restricted to the subgroup G(R) of norm one elements, as G(R) is generated by G(R) and its centre. The L-packets are therefore singletons.
Remark 4.5. Let L/F be a quadratic extension and θ : L * \A * L → C * be a Größen-character, which does not factor through the norm N L F (·). In [15] Jacquet and Langlands show how to associate a cuspidal automorphic representation τ ( θ) of GL 2 (A F ) to θ.
Via class field theory the character θ gives rise to a representation of the global Weil group W L of L and to a two-dimensional representation Ind(W F , W L , θ) of the Weil group W F of F . The representation τ ( θ) is characterized uniquely by an equality of L-functions and ǫ-factor of (twists of ) τ ( θ) and (twists of ) Ind(W F , W L , θ) (we refer to §12 of [15] for details regarding the construction and characterization).
If τ ( θ) is in the image of the global Jacquet-Langlands transfer from G, i.e. if τ ( θ) v is a discrete series representation for all v ∈ S B , we denote the preimage JL −1 (τ ( θ)) by π( θ). The global L-packet defined by π( θ) depends only on the restriction of θ to the subgroup of A * L of norm 1 elements. We denote this restriction by θ and the associated L-packet by Π(θ).
identifies L * with the F -points of a maximal torus T of GL 2 /F and the subgroup L 1 of norm one elements with T (F ) := T (F ) ∩ SL 2 (F ), which are the F -points of an elliptic endoscopic group T of G. With the exception of SL 2 , all elliptic endoscopic groups are of this form. The above shows that under certain conditions a character θ of T (A), which is trivial on T (F ), gives rise to a global L-packet Π(θ) of G(A).
Definition 4.7. We say that an admissible irreducible representation π of G(A) is endoscopic if there exist T and θ as above such that π ∈ Π(θ). We refer to the Lpacket Π(θ) as an endoscopic packet and call L-packets, which are not of this form, stable L-packets.
Multiplicity formulas.
In [16] Labesse and Langlands determine which elements of a global L-packet Π( π) are automorphic, i.e. they derive formulas for the multiplicities m(π) for π ∈ Π( π) in the discrete automorphic spectrum. We collect the results that we need below. For a maximal non-split torus T /F in GL 2 and a character θ of T (A) we let θ be the conjugate character of T (A), i.e. the character defined by
for all γ ∈ T (A). Here w is any element in the normalizer of T (F ) which is not in T (F ), e.g. using the notation of Remark 4.6 we may take w = 1 −d . For a character θ of T (A) we define θ in the same way.
Definition 4.8 (cf. [16] p.762-764). Let T and T be as above and θ a character of T (F )\T (A). We say that
• θ is of type (a) if θ = θ,
• θ is of type (b) if θ = θ, but θ does not extend to a character θ of T (F )\ T (A) satisfying θ(γ) = θ(γ) for all γ ∈ T (A) and • θ is of type (c) if θ can be extended to a character θ of T (F )\ T (A) satisfying θ(γ) = θ(γ) for all γ ∈ T (A).
Lemma 4.9. Assume Π(θ) is the L-packet associated to an automorphic representation π( θ) of G(A). Then θ is necessarily of type (a).
Proof. The representation of GL 2 (A) associated to a character of type (c) is a global principal series representation, in particular not a discrete automorphic representation.
Assume that θ is of type (b). By assumption S B contains all archimedean places. Let v be an infinite place. Let θ be an extension of θ to T (A). Let ψ be the character γ → θ(γ/γ) = θ(γ/γ) of T (A). We view the local component θ v as a character of C * , the local Weil group of C. We can write θ v = ψ v · χ where χ satisfies χ(x) = χ(x) for all x ∈ C * . But ψ is a quadratic character, so the local component ψ v is trivial. In particular θ v factors through the norm and so the associated representation τ ( θ v ) of GL 2 (R) cannot be a discrete series representation. But we assumed that θ gives rise to an automorphic representation π( θ) on G(A) which implies that τ ( θ v ) ∼ = JL(π( θ v )) is a discrete series representation -a contradiction. Therefore θ is of type (a).
For an irreducible admissible representation π of G(A), let m(π) be the multiplicity with which π shows up in the discrete automorphic spectrum. For any element π of an endoscopic packet Labesse and Langlands define integers 1, π and ǫ, π . We refer to Section 6 and 7 of [16] for details regarding the definition. We remark that they are defined as products 1, π := v 1, π v and ǫ, π := v ǫ, π v , where 1, π v ∈ {1, 2} and ǫ, π v ∈ {−1, 0, 1} and both are equal to 1 for almost all places. (1) Given an idempotent e ∈ C ∞ c ( G(F v ), Q), there exists an idempotent e ∈ C ∞ c ( G(F v ), Q), which is strongly locally Langlands compatible with e. (2) If e is a special idempotent associated with a supercuspidal Bernstein component (as in Section 3 of [3] ), then there exists a special idempotent e associated to a finite set of Bernstein components, which is strongly locally Langlands compatible with e.
Proof. The first part follows from the previous proposition and the fact that there exists K ⊂ G(F v ) such that e K · e = e. For the second part note that a supercuspidal Bernstein component for G(F v ) in fact determines an L-packet Π. Indeed for any unramified character χ the L-packet of π ⊗ χ is the same as the L-packet of π. We let Σ v be the set of the finitely many Bernstein components which occur in Π. Then e := e(Σ v ), the special idempotent attached to Σ v , does the job. In order to show that there exists π ∈ Y ( π, τ ) with m(π) > 0, let π ∈ Y ( π, τ ) be arbitrary. If m(π) > 0 we are done, if not Proposition 4.11 implies that by changing the local representation π v at a finite place v ∈ S B we can pass to a representation π ′ which is automorphic and is obviously still in Y ( π, τ ).
p-adic Langlands functoriality
We use the notation of Section 3. In particular we assume that the base field F is equal to Q. Proof. Any p-refined automorphic representation ( π, χ) of G(A) such that e st · π p f = 0 gives rise to a global L-packet of G(A) which is stable. This can be seen as follows. If τ := JL( π) denotes the Jacquet-Langlands transfer of π then τ q is isomorphic to an unramified twist of the Steinberg representation. However if τ comes from a Größencharacter, then τ q is either a principal series representation or supercuspidal. Therefore π cannot give rise to an endoscopic packet.
It is now easy to verify that K st and K st are globally Langlands compatible. Namely let π be as above and Π( π) the associated L-packet. Then Π( π) contains an element π such that (π p f ) Kst = 0. As the multiplicity within a stable L-packet is constant and positive π is automorphic. As we can select π p arbitrarily we see that K st and K st are indeed globally Langlands compatible. The rest of the proof is as in the general case.
The above gives an example of a p-adic transfer between eigenvarieties where the local idempotents e l and e l at the bad places are locally Langlands compatible but not necessarily strongly locally Langlands compatible.
