Abstract-Decomposition theorems in classical Fourier analysis enable us to express a bounded function in terms of few linear phases with large Fourier coefficients plus a part that is pseudorandom with respect to linear phases. The GoldreichLevin algorithm [7] can be viewed as an algorithmic analogue of such a decomposition as it gives a way to efficiently find the linear phases associated with large Fourier coefficients.
In the study of "quadratic Fourier analysis", higher-degree analogues of such decompositions have been developed in which the pseudorandomness property is stronger but the structured part correspondingly weaker. For example, it has previously been shown that it is possible to express a bounded function as a sum of a few quadratic phases plus a part that is small in the U 3 norm, defined by Gowers for the purpose of counting arithmetic progressions of length 4. We give a polynomial time algorithm for computing such a decomposition.
A key part of the algorithm is a local self-correction procedure for Reed-Muller codes of order 2 (over F n 2 ) for a function at distance 1/2 − ε from a codeword. Given a function f : F n 2 → {−1, 1} at fractional Hamming distance 1/2 − ε from a quadratic phase (which is a codeword of Reed-Muller code of order 2), we give an algorithm that runs in time polynomial in n and finds a codeword at distance at most 1/2 − η for η = η(ε). This is an algorithmic analogue of Samorodnitsky's result [17] , which gave a tester for the above problem. To our knowledge, it represents the first instance of a correction procedure for any class of codes, beyond the list-decoding radius.
INTRODUCTION
Higher-order Fourier analysis, which has its roots in Gowers's proof of Szemerédi's Theorem [10] , has experienced a significant surge in the number of available tools as well as applications in recent years, including perhaps most notably Green and Tao's proof that there are arbitrarily long arithmetic progressions in the primes.
Across a range of mathematical disciplines, classical Fourier analysis is often applied in form of a decomposition theorem: one writes a bounded function f as
where f 1 is a structured part consisting of the frequencies with large amplitude, while f 2 consists of the remaining frequencies and resembles uniform, or random- looking, noise. Over F n 2 , the Fourier basis consists of functions of the form (−1)
α,x for α ∈ F n 2 , which we shall refer to as linear phase functions. The part f 1 is then a (weighted) sum of a few linear phase functions.
From an algorithmic point of view, efficient techniques are available to compute the structured part f 1 . The Goldreich-Levin [7] theorem gives an algorithm which computes, with high probability, the large Fourier coefficients of f : F n 2 → {−1, 1} in time polynomial in n. One way of viewing this theorem is precisely as an algorithmic version of the decomposition theorem above, where f 1 is the part consisting of large Fourier coefficients of a function and f 2 is random-looking with respect to any test that can only detect large Fourier coefficients.
It was observed by Gowers (and previously by Furstenberg and Weiss in the context of ergodic theory) that the count of certain patterns is not almost invariant under the addition of a noise term f 2 as defined above, and thus a decomposition such as (1) is not sufficient in that context. In particular, for counting 4-term arithmetic progressions a more sensitive notion of uniformity is needed. This subtler notion of uniformity, called quadratic uniformity, is expressed in terms of the U 3 norm, which was introduced by Gowers in [10] and which we shall recall below.
In certain situations we may therefore wish to decompose the function f as above, but where the randomlooking part is quadratically uniform, meaning f 2 U 3 is small. Naturally one needs to answer the question as to what replaces the structured part, which was previously defined by a small number of linear characters.
This question belongs to the realm of what is now called quadratic Fourier analysis. Its central building block, largely contained in Gowers's proof of Szemerédi's theorem but refined by Green and Tao [15] and Samorodnitsky [17] , is the so-called inverse theorem for the U 3 norm, which states, roughly speaking, that a function with large U 3 norm correlates with a quadratic phase function, by which we mean a function of the form (−1) q for a quadratic form q : F n 2 → F 2 . The inverse theorem implies that the structured part f 1 has quadratic structure in the case where f 2 is small in U 3 , and starting with [14] a variety of such quadratic decomposition theorems have come into existence: in one formulation [12] , one can write f as
where the q i are quadratic forms, the λ i are real coefficients such that i |λ i | is bounded, f 2 U 3 is small and h is a small 1 error (that is negligible in all known applications.)
In analogy with the decomposition into Fourier characters, it is natural to think of the coefficients λ i as the quadratic Fourier coefficients of f . As in the case of Fourier coefficients, there is a trade-off between the complexity of the structured part and the randomness of the uniform part. In the case of the quadratic decomposition above, the bound on the 1 norm of the coefficients λ i depends inversely on the uniformity parameter f 2 U 3 . However, unlike the decomposition into Fourier characters, the decomposition in terms of quadratic phases is not necessarily unique, as the quadratic phases do not form a basis for the space of functions on F n 2 . Quadratic decomposition theorems have found several number-theoretic applications, notably in [14] , a series of papers by Gowers and the second author [12] , [13] , [11] , as well as [5] and [16] .
However, all decomposition theorems of this type proved so far have been of a rather abstract nature. In particular, work by Trevisan, Vadhan and the first author [21] uses linear programming techniques and boosting, while Gowers and the second author [12] gave a (nonconstructive) existence proof using the Hahn-Banach theorem. The boosting proof is constructive in a very weak sense (see Section 3) but is quite far from giving an algorithm for computing the above decompositions. We give such an algorithm in this paper.
A computer science perspective: Algorithmic decomposition theorems, such as the weak regularity lemma of Frieze and Kannan [6] which decomposes a matrix as a small sum of cut matrices, have found numerous application in approximately solving constraint satisfaction problems. From the point of view of theoretical computer science, a very natural question to ask is if the simple description of a bounded function as a small list of quadratic phases can be computed efficiently. In this paper we give a probabilistic algorithm that performs this task, using a number of refinements of ingredients in the proof of the inverse theorem to make it more efficient, which will be detailed below.
Connections to Reed-Muller codes: A building block in proving the decomposition theorem is an algorithm for the following problem: given a function f : F n 2 → {−1, 1}, which is at Hamming distance at most 1/2 − ε from an unknown quadratic phase (−1) q , find (efficiently) a quadratic phase (−1) q which is at distance at most 1/2 − η from f , for some η = η(ε).
This naturally leads to a connection with Reed-Muller codes since for Reed-Muller codes of order 2, the codewords are precisely the (truth-tables of) quadratic phases.
Note that the list decoding radius of Reed-Muller codes of order 2 is 1/4 ([9], [8] ), which means that if the distance were less than 1/4, we could find all such q, and there would only be poly(n) many of them. The distance here is greater than 1/4 and there might be exponentially many (in n) such functions q. However, the problem may still be tractable as we are required to find only one such q (which might be at a slightly larger distance than q ).
The problem of testing if there is such a q was considered by Samorodnitsky [17] . We show that in fact, the result can be turned into a local self corrector for ReedMuller codes at distance (1/2 − ε). We are not aware of any class of codes for which such a self-correcting procedure is known, beyond the list-decoding radius.
Overview of results and techniques
We state below the basic decomposition theorem for quadratic phases, which is obtained by combining Theorems 3.1 and 4.1 proved later. The theorem is stated in terms of the U 3 norm, defined formally in Section 2.
Theorem 1.1: Let ε, δ > 0, n ∈ N and B > 1. Then there exists η = exp((B/ε) C ) and a randomized algorithm running in time O(n 4 log n · poly(1/η, log(1/δ))) which, given any function g : X → [−1, 1] as an oracle, outputs with probability at least 1 − δ a decomposition into quadratic phases
Note that in [13] the authors had to work much harder to obtain a bound on the number of terms in the decomposition, rather than just the 1 norm of its coefficients. Our decomposition approach gives such a bound immediately and is equivalent from a quantitative point of view: we can bound the number of terms here by 1/η 2 , which is exponential in 1/ε.
The key component of the above decomposition theorem is the following self-correction procedure for Reed-Muller codes of order 2 (which are simply truthtables of quadratic phase functions). The correlation between two functions f and g is defined as
Find-Quadratic running in time O(n 4 log n · poly(1/ε, 1/η, log(1/δ))) which, given oracle access to a function f : F n 2 → {−1, 1}, either outputs a quadratic form q(x) or ⊥. The algorithm satisfies the following guarantee.
• If f U 3 ≥ ε, then with probability at least 1−δ it finds a quadratic form q such that f, (−1) q ≥ η.
• The probability that the algorithm outputs a quadratic form q with f, (−1) q ≤ η/2 is at most δ.
We remark that all the results contained here can be extended to F n p for any constant p. We choose to present only the case of F n 2 for simplicity of notation. Let us now briefly describe the tools used to obtain the above results.
Constructive decomposition theorems:
We prove the decomposition theorem using a procedure which, at every step, tests if a certain function has correlation at least 1/2−ε with a quadratic phase. Given an algorithm to find such a quadratic phase, the procedure gives a way to combine them to obtain a decomposition.
Previous decomposition theorems have also used such procedures [6] , [21] . However, they required that the quadratic phase found at each step have correlation η = O(ε), if one exists with correlation ε. In particular, they require the fact that if we scale f to change its ∞ norm, the quantities η and ε would scale the same way (this would not be true if, say, η = ε 2 ).
We need and prove a general decomposition theorem, which works even as η degrades arbitrarily in 1/ε. This requires a somewhat more sophisticated analysis and the introduction of a third error term for which we bound the 1 norm.
Algorithmic versions of theorems from additive combinatorics: Samorodnitsky's proof uses several results from additive combinatorics, which produce large sets in F n 2 with certain useful additive properties. The proof of the inverse theorem uses the description of these sets. However, in our setting, we do not have time to look at the entire set since it may be of size poly(ε) · 2 n , as in the case of the Balog-Szemerédi-Gowers theorem described later. We thus work by building efficient sampling procedures or procedures for efficiently deciding membership in such sets, which require new algorithmic proofs.
A subtlety arises when one tries to construct such a testing procedure. Since the procedure runs in polynomial time, it often works by sampling and estimating certain properties and the estimates may be erroneous. This leads to some noise in the decision of any such an algorithm, resulting in a noisy version of the set (actually a distribution over sets). We get around this problem by proving a robust version of the BalogSzemerédi-Gowers theorem, for which we can "sandwich" the output of such a procedure between two sets with desirable properties. This technique may be useful in other algorithmic applications.
PRELIMINARIES
Throughout the paper, we shall be using Latin letters such as x, y or z to denote elements of F n 2 , while Greek letters α and β are used to denote members of the dual space F n 2 ∼ = F n 2 . We shall use δ as our error parameter, while ε, η, γ and ρ are variously used to indicate correlation strength between a Boolean function f and a family of structured functions Q. Throughout the manuscript N will denote the quantity 2 n . Constants C may change from line to line without further notice.
We recall the definition of the uniformity of U k norms introduced by Gowers in [10] .
Definition 2.1: Let G be any finite abelian group. For any positive integer k ≥ 2 and any function f : G → C, define the U k -norm by the formula
where ω · h is shorthand for i ω i h i , and C |ω| f = f if i ω i is even and f otherwise.
In the special case k = 2, a computation shows that
and hence any approach using the U 2 norm is essentially equivalent to using ordinary Fourier analysis. In the case k = 3, the U 3 norm counts the number of additive octuples "contained in" f , that is, we average over the product of f at all eight vertices of a 3-dimensional parallelepiped in G.
These uniformity norms satisfy a number of important properties: they are clearly nested
and can be defined inductively
where k ≥ 2 and the function f x stands for the assignment f x (y) = f (y)f (x + y). Thinking of the function f as a complex exponential (a phase function), we can interpret the function f x as a kind of discrete derivative of f .
It follows straight from a simple but admittedly ingenious sequence of applications of the Cauchy-Schwarz inequality that if the balanced function 1 A − α of a set A ⊆ G of density α has small U k norm, then A contains the expected number of arithmetic progressions of length k + 1, namely α k+1 |G| 2 . This fact makes the uniformity norms interesting for number-theoretic applications.
In computer science they have been used in the context of probabilistically checkable proofs (PCP) [18] , communication complexity [24] , as well as in the analysis of pseudo-random generators that fool low-degree polynomials [4] .
In many applications, being small in the U k norm is a desirable property for a function to have. What can we say if this is not the case? It is not too difficult to verify that f U k = 1 if and only if f is a polynomial phase function of degree k−1, i.e. a function of the form ω
where p is a polynomial of degree k − 1 and ω is an appropriate root of unity. But does every function with large U k norm look like a polynomial phase function of degree k − 1?
It turns out that any function with large U k norm correlates, at the very least locally, with a polynomial phase function of degree k − 1. This is known as the inverse theorem for the U k norm, proved by Green and Tao [15] for k = 3 and p > 2 and Samorodnitsky [17] for k = 3 and p = 2, and Bergelson, Tao and Ziegler [3] , [20] for k > 3. We shall restrict our attention to the case k = 3 in this paper, which we can state as follows.
Theorem 2.2 (Global Inverse Theorem for U
3 ): Let f : F n p → C be a function such that f ∞ ≤ 1 and f U 3 ≥ ε. Then there exists a a quadratic form q and a vector b such that
In Section 5 we shall very briefly discuss a refinement of the inverse theorem, including correlations with socalled quadratic averages, introduced in [13] . These refinements allow one to obtain polynomial instead of exponential correlation with some quadratically structured object.
FROM DECOMPOSITIONS TO CORRELATION

TESTING
In this section we reduce from the problem of finding a decomposition for a given function to the problem of finding a single quadratic phase or average that correlates well with the function.
We state the basic decomposition result in somewhat greater generality as we believe it may be of independent interest. We will consider a real-valued function g on a finite domain X (which shall be F n 2 in the rest of the paper). We shall decompose the function g in terms of members from an arbitrary class Q of functions q : X → [−1, 1]. Q may later be taken to be the class of quadratic phases or quadratic averages. We will assume Q to be closed under negation of the functions i.e., q ∈ Q ⇒ −q ∈ Q. Finally, we shall consider a semi-norm · S defined for functions on X, such that if f S is large for f : X → R then f has large correlation with some function in Q. The obvious choice for · S is f S = max q∈Q | f, q |, as is the case in many known decomposition results and the general result in [21] . However, we will be able to obtain a stronger algorithmic guarantee by taking · S to be the U 3 norm.
Theorem 3.1: Let Q be a class of functions as above and let ε, δ > 0 and B > 1. Let A be an algorithm which, given oracle access to a function f : X → [−B, B] satisfying f S ≥ ε, outputs, with probability at least 1 − δ, a function q ∈ Q such that f, q ≥ η for some η = η(ε, B). Then there exists an algorithm which, given any function g : X → [−1, 1], outputs with probability at least 1 − δ/η 2 a decomposition
. Also, this algorithm makes at most k calls to A.
We prove the decomposition theorem building on an argument from [21] , which in turn generalizes an argument of [6] . Both the arguments in [21] , [6] work well if for a function f : X → R satisfying max q∈Q | f, q | ≥ ε, one can efficiently find a q ∈ Q with f, q ≥ η = Ω(ε). It is important there that η = Ω(ε), or at least that the guarantee is independent of how f is scaled.
Both proofs give an algorithm which, at each step t, checks if there exists q t ∈ Q which has good correlation with a given function f t , and the decomposition is obtained by adding the functions q t obtained at different steps. In both cases, the ∞ norm of the functions f t changes as the algorithm proceeds.
Suppose ε = o(ε) and we only had the scale-dependent guarantee that for functions f : X → [−1, 1] with f S ≥ ε, we can efficiently find a q ∈ Q such that f, q ≥ ε 2 (say). Then at step t of the algorithm if we have f t ∞ = M (say), then f t S ≥ ε will imply f /M S ≥ ε/M and one can only get a q t satisfying f t , q t ≥ M (ε/M ) 2 = ε 2 /M . Thus, the correlation of the functions q t we can obtain degrades as the ∞ norm of f t increases. This turns out to be insufficient to bound the number of steps required by these algorithms and hence the number of terms in the decomposition.
When testing correlations with quadratic phases using the U 3 norm as · S , the correlation η obtained for f : F n 2 → [−1, 1] has very bad dependence on ε and hence we run into the above problem. To get around it, we truncate the functions f t used by the algorithm so that we have a uniform bound on their ∞ norms. However, this truncation introduces an extra term in the decomposition, for which we bound the 1 norm. Controlling the 1 norm of this term requires a slightly more sophisticated analysis than in [6] . An analysis based on a similar potential function was also employed in [21] (though not for controlling the 1 norm). A third term with bounded 1 norm also appears in the (nonconstructive) decompositions obtained in [13] .
Proof of Theorem 3.1: We will assume all calls to the algorithm A correctly return a q as above or declare f S < ε as the case may be. The probability of any error in the calls to A is at most kδ.
We build the decomposition by the following simple procedure.
-Define functions f 1 = h 1 = g. Set t = 1.
-While f t S ≥ ε -Let q t be the output of A when called with the function f t .
If the algorithm runs for k steps, the decomposition it outputs is
where we take f = f k and e = h k −f k . By construction, we have that f k S ≤ ε. It remains to show that k ≤ 1/η 2 and
To analyze h t − f t , we will define an additional function ∆ t def = f t · (h t − f t ). Note that ∆ t (x) ≥ 0 for every x, since f t is simply a truncation of h t and hence f t = B when h t > f t and −B when h t < f t . This gives
which equals
We will in fact bound the 1 norm of ∆ k to obtain the required bound on h k − f k 1 . The following lemma states the bounds we need at every step.
Lemma 3.2: For every input x and every
The proof of Lemma 3.2 follows from a suitable rearrangement of the terms combined with the AM-GM inequality. We omit the details here. 
which implies that
2 ≤ 1 and ∆ 1 = 0. However, this gives k ≤ 1/η 2 and ∆ k 1 ≤ 1/2, which in turn implies h k − f k 1 ≤ 1/2B, completing the proof of Theorem 3.1.
We next observe that in the case when · S is the U 3 norm and Q contains at most exp (o(2 n )) functions, it is sufficient to test the correlations only for Boolean functions f : F and then randomly rounding the value independently at each input to ±1 with appropriate probability. Since the method is standard we omit the proof. Lemma 3.3: Let ε, δ > 0. Let A be an algorithm, which, given oracle access to a function f : F n 2 → {−1, 1} satisfying f U 3 ≥ ε, outputs, with probability at least 1 − δ, a function q ∈ Q such that f, q ≥ η for some η = η(ε). In addition, assume that the running time of A is poly(n, 1/η, log(1/δ)).
Then there exists an algorithm A which, given oracle access to a function f : F n 2 → [−B, B] satisfying f U 3 ≥ ε, outputs, with probability at least 1 − 2δ, an element q ∈ Q satisfying f, q ≥ η for η = η (ε, B). Moreover, the running time of A is poly(n, 1/η , log(1/δ)).
Thus, to compute the required decomposition into quadratic phases, one only needs to give an algorithm for finding a phase q = (−1) q satisfying f, (−1) q ≥ η when f : F n 2 → {−1, 1} is a Boolean function satisfying f U 3 ≥ ε.
CORRELATED QUADRATIC PHASES OVER F n 2
In this section, we show how to obtain an algorithm for finding a quadratic phase which has good correlation with a given function Boolean f : F n 2 → {−1, 1} (if one exists). For an f satisfying f U 3 ≥ ε, we want to find a quadratic form q such that f, (−1) q ≥ η(ε). The following theorem provides such a guarantee. Find-Quadratic running in time O(n 4 log n · poly(1/ε, 1/η, log(1/δ))) which, given oracle access to a function f : F n 2 → {−1, 1}, either outputs a quadratic phase (−1) q(x) or ⊥. The algorithm satisfies the following guarantee.
The fact that f U 3 ≥ ε implies the existence of a quadratic phase (−1) q with f, (−1) q ≥ η was proven by Samorodnitsky [17] . We give an algorithmic version of his proof, starting with the proofs of the results from additive combinatorics contained therein.
Note that f 8 U 3 is simply the expected value of the product ω∈{0,1} 3 f (x + ω · h) for random x, h 1 , h 2 , h 3 ∈ F n 2 . Hence, a Hoeffding estimate implies that f U 3 can be easily estimated by sampling sufficiently many values of x, h 1 , h 2 , h 3 and taking the average of the products for the samples.
Corollary 4.2: By making O((1/γ
2 )·log(1/δ)) queries to f , one can obtain an estimateÛ such that
The main algorithm begins by checking ifÛ ≥ 3ε/4 and rejects if this is not the case. IfÛ ≥ 3ε/4, then the above claim implies that f U 3 ≥ ε/2 with high probability. So our algorithm will actually return a q with correlation η(ε ) with ε = ε/2. We shall ignore this and just use ε in the sequel for the sake of readability.
Picking large Fourier coefficients in derivatives
The first step of the proof in [17] is to find a choice function ϕ : F n 2 → F n 2 which is "somewhat linear". The choice function is used to pick a Fourier coefficient for the derivative f y . The intuition is that if f were indeed a quadratic phase of the form (−1)
Thus, the largest Fourier coefficient (with absolute value 1) would bef y ((M +M T )y). Hence, there is a function
y, which is given by multiplying y by a symmetric matrix M + M T , which selects a large Fourier coefficient for f y . The proof attempts to construct such a symmetric matrix for any f with f U 3 ≥ ε.
Expanding the U 3 norm and using Hölder's inequality gives the following lemma. Lemma 4.3 (Corollary 6.6 [17] ): Suppose that f :
Choosing a random function ϕ(x) = α with probabilitŷ f x 2 (α) satisfies for all x, y
Thus, when f U 3 ≥ ε , the above lemma gives that
The proof in [17] works with a random function ϕ as described above. We define a slightly different random function ϕ, since we need its value at any input x to be samplable in time polynomial in n. Thus, we will only sample α for which the corresponding Fourier coefficients are sufficiently large. In particular, we need an algorithmic version of the decomposition of a function into linear phases, which follows from the GoldreichLevin theorem.
Theorem 4.4 (Goldreich-Levin [7] ): Let γ, δ > 0. There is a randomized algorithm Linear-Decomposition, which, given oracle access to a function f : F n 2 → {−1, 1}, runs in time O(n 2 log n · poly(1/γ, log(1/δ))) and outputs a decomposition
αi,x + f with the following guarantee:
• P ∃i |c i −f (α i )| > γ/2 ≤ δ.
• P ∀α such that |f (α)| ≥ γ, ∃i α i = α ≥ 1−δ.
Lemma 4.5: There exists a distribution over functions ϕ : F n 2 → F n 2 such that ϕ(x) is independently chosen for each x ∈ F n 2 , and is samplable in time O(n 3 log n · poly(1/ε)) given oracle access to f . Moreover, if f U 3 ≥ ε, then we have
Proof: We sample ϕ(x) at each input x as follows. We run Linear-Decomposition for f x with γ = δ = ε 16 /18 and sample ϕ(x) to be α i with probability c 2 i . If c 2 i < 1, we answer arbitrarily with the remaining probability. By Theorem 4.4, with probability at least 1 − 2γ over the run of Linear-Decomposition, each α ∈ F n 2 with |f x (α)| ≥ γ is sampled with probability at least
which by our choice of parameters is at least ε 16 /2. This immediately implies that
Thus, with probability ρ = ε 16 /4 one gets a good ϕ which is somewhat linear. This ϕ is then used to recover an appropriate quadratic phase. We will actually delay sampling the function on all points and only query ϕ(x) when needed in the construction of the quadratic phase (which we show can be done by querying ϕ on polynomially many points). Consequently, the construction procedures that follow will only work with a small probability, i.e. when we are actually working with a good ϕ. However, we can test the quadratic phase we obtain in the end and repeat the entire process if the phase does not correlate well with f . Also, note that we store the (x, ϕ(x)) already sampled in a data structure and re-use them if and when the same x is queried again.
Applying the Balog-Szemerédi-Gowers theorem
The next step of the proof uses ϕ to obtain a linear choice function Dx for some matrix D. This step uses certain results from additive combinatorics, for which we develop algorithmic versions below. In particular, it applies the Balog-Szemerédi-Gowers (BSG) theorem to the set
where we will choose γ = O(ε 16 ) as in Lemma 4.5.
For any set A ∈ {0, 1} n that is somewhat linear, the Balog-Szemerédi-Gowers theorem allows us to find a subset A ⊆ A which is large and does not grow too much when added to itself. The following version of the theorem is particularly suited to our application. 
Then there exists
We are interested in finding the set A ϕ which results from applying the above theorem to the set A ϕ . However, since the set A ϕ is of exponential size, we do not have time to write down the entire set (even if we can find it). Instead, we will need an efficient algorithm for testing membership in the set. To get the required algorithm, we follow the proof by Sudakov, Szemerédi and Vu [19] and the presentation by Viola [23] .
In this proof one actually constructs a graph on the set A ϕ and then selects a subset of the neighborhood of a random vertex as A ϕ , after removing certain problematic vertices. It can be deduced that the set A ϕ can be found in time polynomial in the size of the graph. However, this is still exponential in n and hence inadequate for our purposes. Below, we develop a test to check if a certain element (x, ϕ(x)) is in A ϕ .
We first define a (random) graph on the vertex set {(x, ϕ(x)) | x ∈ F n 2 } and edge set E γ for γ > 0, defined as
where ( * ) represents the conditions
Lemma 4.5 implies that over the choice of ϕ, with probability at least ρ = ε 16 /4, the graph defined with γ = ε 16 /18, has density at least ρ. However, if a ϕ is good for a certain value of γ, then it is also good for all values γ ≤ γ (as the density of the graph can only increase). For the remaining argument, we will assume that we have sampled ϕ completely and that it is good. We will later choose γ ∈ [ε 16 /180, ε 16 /18].
Since we will be examining the properties of certain neighborhoods in this graph, we first write a procedure to test if two vertices in the graph have an edge between them.
Edge-Test (u,v,γ) -Let u = (x, ϕ(x)) and v = (y, ϕ(y)).
-Estimate |f x (ϕ(x))|, |f y (ϕ(y))| and | f x+y (ϕ(x + y))| using t samples for each.
-Answer 1 if ϕ(x) + ϕ(y) = ϕ(x + y) and all estimates are at least γ, and 0 otherwise.
Unfortunately, since we are only estimating the Fourier coefficients, we will only be able to test if two vertices have an edge between them with a slight error in the threshold γ, and with high probability. Thus, if the estimate is at least γ, we can only say that with high probability, the Fourier coefficient must be at least γ − γ for a small error γ . This leads to the following guarantee on Edge-Test.
Claim 4.7: Given γ , δ > 0, the output of Edge-Test (u, v, γ) with t = O(1/γ 2 · log(1/δ)) queries, satisfies the following guarantee with probability at least 1 − δ.
•
The approximate nature of the above test introduces a subtle issue. Note that the outputs 1 and 0 of the test correspond to the presence or absence of edges in different graphs with edge sets E γ−γ and E γ+γ . The edge sets of the two graphs are related as E γ+γ ⊆ E γ−γ . But the proof of Theorem 4.6 uses somewhat more complicated subsets of vertices, which are defined using both upper and lower bounds on the sizes of certain neighborhoods.
Since the upper and lower bounds estimated using the above test will hold for slightly different graphs, we need to be careful in analyzing any algorithm that uses Edge-Test as a primitive.
We now return to the argument as presented in [19] . It considers the neighborhood of a random vertex u and removes vertices that have too few neighbors in common with other vertices in the graph. Let the size of the vertex set be N = 2 n . For a vertex u, we define the following sets:
where ( * * ) is the condition that
It is shown in [19] (see also [23] ) that if the graph has density ρ, then picking A ϕ = T (u) for a random vertex u is a good choice Lemma 4.8: Let the graph with edge set E γ have density at least ρ and let A ϕ = T (u) for a random vertex u. Then, with probability at least ρ/2 over the choice of u, the set A ϕ satisfies
We now translate the condition for membership in the set T (u) into the algorithm BSG-Test below. Note that we perform different edge tests with different thresholds, the values of which will be chosen later.
Choice of parameters for BSG-Test: We shall choose the parameters for the above test as follows. Recall that ρ = ε 16 /4. We take ρ 1 = 21ρ 3 /20 and ρ 2 = 19ρ 2 /20. Given an error parameter δ, we take r and s to be poly(1/ρ, log(1/δ)), so that with probability at least 1 − δ, the error in the last two estimates is at most ρ 3 /100. Also, by using poly(1/ρ, log(1/δ)) samples in each call to Edge-Test, we can assume that the error in all estimates used by Edge-Test is at most ρ 3 /100.
To choose γ 1 , γ 2 , γ 3 , we divide the interval [ε 16 /180, ε 16 /18] into 4/ρ 2 consecutive sub-intervals of size ρ 3 /20 each. We then randomly choose a sub-interval and choose positive parameters γ, µ so that γ − µ and γ + µ are endpoints of this interval. We set γ 1 = γ 3 = γ + µ/2 and γ 2 = γ − µ/2. To analyze BSG-Test, we "sandwich" the elements on which it answers 1 between a large set and a set with small doubling. Lemma 4.9: Let δ > 0 and parameters ρ 1 , ρ 2 , r, s be chosen as above. Then for every u = (x, ϕ(x)) and every choice of γ 1 , γ 2 , γ 3 as above, there exist two sets A (1)
ϕ (u), such that the output of BSG-Test satisfies the following with probability at least 1 − δ.
ϕ (u). Moreover, with probability ρ 3 /24 over the choice of u and γ 1 , γ 2 , γ 3 , we have
Obtaining a linear choice function
Using the subset given by the Balog-Szemerédi-Gowers theorem, one can use the somewhat linear choice function ϕ to find a linear transformation x → T x which also selects large Fourier coefficients in derivatives. In particular, it satisfies E x f x 2 (T x) ≥ η for some η = η(ε). This map T can then be used to find an appropriate quadratic phase. The following lemma gives an algorithm for finding such a transformation, using the procedure BSG-Test developed above. Lemma 4.10: Let ϕ be as above and δ > 0. Then there exists an η = exp(−1/ε C ) and an algorithm which makes O(n 2 log n · poly(1/η, log(1/δ))) calls to BSG-Test and uses additional running time O(n 3 ) to output a linear map T or the symbol ⊥. If BSG-Test is defined using a good u and parameters γ 1 , γ 2 , γ 3 as above, then with probability at least 1 − δ the algorithm outputs a map T satisfying E x f x 2 (T x) ≥ η.
Finding a quadratic phase function
Once we have identified the linear map T above, the remaining argument is identical to the one in [17] . The following lemma modifies T to find a symmetric matrix B with zero diagonal that satisfies a slightly weaker guarantee. The only algorithmic steps used in the process are Gaussian elimination and finding a basis for a subspace, which can both be done in time O(n 3 ). 
Now that we have correlation of the derivative f x of the function with a truly linear map, it remains to "integrate" this relationship to obtain that f itself correlates with a quadratic map. Given B, we can find a matrix M such that M + M T = B. We take the quadratic part of the phase function to be h(x) = (−1)
x,M x . The following claim helps establish the linear part. An appropriate α can be found using the algorithm Linear-Decomposition with parameter γ = η 2 (by picking any element from the list it outputs). We take q(x) = x, M x + α, x + c where (−1) c is the sign of the coefficient for (−1) α,x in the linear decomposition. The running time of this step is O(n 3 log n · poly(1/η, log(1/δ))), where δ is the probability of error we want to allow for this invocation of Linear-Decomposition.
Note that of all the steps involved in finding a quadratic phase, finding the linear part of the phase is the only step for which running time depends exponentially on ε (since η = exp(−1/ε Ω(1) )). The running time of all other steps depends polynomially on 1/ε.
Putting things together
Proof of Theorem 4.1:
For the procedure Find-Quadratic the function ϕ(x) will be sampled using Lemma 4.5 as required. We start with a random u = (x, ϕ(x)) and a random choice for the parameters γ 1 , γ 2 , γ 3 as described in the analysis of BSG-Test. We run the algorithm in Lemma 4.10 using BSG-Test with the above parameters and with error parameter 1/2.
If the algorithm outputs a quadratic form q(x), we estimate | f, (−1) q | using O((1/η 4 ) · log 2 (ρ/δ)) samples. If the estimate is less than η 2 /2, or if the algorithm stopped with output ⊥ we discard q and repeat the entire process. For a M to be chosen later, if we do not find a quadratic phase in M attempts, we stop and output ⊥.
With probability ρ/2, all samples of ϕ(x) (sampled with error 1/n 5 ) correspond to a good function ϕ. Conditioned on this, we have a good choice of u and γ 1 , γ 2 , γ 3 for BSG-Test with probability ρ 3 /24. Conditioned on both the above, the algorithm in Lemma 4.10 finds a good transformation with probability 1/2. Thus, for M = O((1/ρ 4 )·log(1/δ)), the algorithm stops in M attempts with probability at least 1 − δ/2. By choice of the number of samples above, the probability that we estimate | f, (−1)
q | incorrectly at any step is at most δ/2M . Thus, with probability at least 1 − δ, we output a good quadratic phase.
One call to the algorithm in Lemma 4.10 requires O(n 2 ) calls to BSG-Test, which in turn requires poly(1/ε) calls to Linear-Decomposition, each taking time O(n 2 log n). This dominates the running time, which is O(n 4 log n · poly(1/ε, 1/η, log(1/δ))).
DISCUSSION
The inverse theorem in [15] was actually phrased slightly differently from our statement in Section 2, the latter in fact being a consequence of the following: if f : F n p → C, where p > 2, is a function satisfying f ∞ ≤ 1 and f U 3 ≥ ε, then there is a subspace V of F n p of codimension at most ε −C such that E y |E x∈y+V f (x)ω qy(x) | ≥ ε C , where each q y is a quadratic form defined on y + V . This quantitatively improved but local correlation turns out to only be useful in conjunction with the additional observation, made but not exploited by Green and Tao, that the quadratic parts of the various q y s are identical for each y, and that they only differ by a linear function.
This parallel correlation property was heavily exploited by Gowers and the second author [13] , [11] in a series of papers on what they called the true complexity of a system of linear equations, leading to radically improved bounds over the original approach in [12] .
For p = 2 this "local" inverse theorem follows directly neither from Green and Tao's nor Samorodnitsky's approach but instead requires a merging of the two.
Combining these two approaches with our work in Section 4, and some additional ingredients, it is possible to obtain an algorithmic version of the analogue of the local inverse theorem in characteristic 2. The decomposition that results from such a theorem no longer uses simple quadratic phases, but slightly more complicated quadratic objects called quadratic averages, which were introduced in [13] . Because of the polynomial correlation, Theorem 3.1 will then yield a decomposition into poly(1/ε) quadratic averages.
The additional ingredients include an algorithmic version of Bogolyubov's lemma, which allows one to find a large subspace inside the sumset 2A − 2A, as well as an algorithmic version of the so-called "good model" lemma in Green and Tao [15] . We refer the interested reader to the arXiv version [22] of this article for details.
One way in which one might want extend the results in this paper is to consider the cyclic group of integers modulo of prime Z N . A (linear) GoldreichLevin algorithm exists in this context [1] , and some quadratic decomposition theorems have been proven (see for example [11] ). However, strong quantitative results involving the U 3 norm require a significant amount of effort to even state, with the role of subspaces being played by so-called Bohr set.
Since there is an informal dictionary for translating analytic arguments from F n p to Z N , it seems plausible that many of our arguments could be extended to this setting, at the cost of adding a significant layer of (largely technical) complexity to the current presentation.
