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Let Q be a compact subset of c and C(Q) the set of all contmuous functronsj’: 
Q + !  A given function j’t C(Q) is approximated with respect to the uniform 
norm by elements of an r?-dimensional Haar subspace C’. Though the best approx 
imation is in general not strongly unique. it can be shown that strong uniqueness is 
a generic property if and only if the compact set Q has at most II isolated points. 
I. STRONG UNIQUENESS 
Let Q be a compact subset of the complex plane c, let C(Q) denote the set 
of continuous complex valued functions endowed with the uniform norm 
11 11, and let V be an n-dimensional Haar subspace of C(Q): 
V= span(I),. L‘? ,.... L’,,]. (1.1) 
We best approximate a given fE C(Q) with respect to I’. i.e., we want to 
determine a t7 E V such that 
Let E,(U) denote the set of extremal points of the error function J’ - I’. 
E,(c) := (z E Q lllf- ~'11 = If(z) ~ c(z)l), (I.21 
Let Re y (Im y) be the real part (imaginary part) of J‘ E ‘c “. We define for 
any u, E l--71, rr) and z E Q: 
w(z, 97) = eiw(ul(z) ,..., L’,(Z)) E NC “, (1.3) 
a(z, q) = (Re MJ(Z, q~), - Im w(z, p)) E $7 ‘It. (1.3) 
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Let us consider for each v E V the representation 
n 
fJ = x (aj + iaj+J Uj. 
j=l 
Then we get 
(1.5) 
Re(e’%(z)) = (a(~, p), a) (1.6) 
with cr = (a, ,..., a2J E IR’” and ( , ) the usual inner product in iR*“. 
The vectors u(z, p) play an important role for characterizing best approx- 
imations. Instead of extremal signatures (Rivlin and Shapiro [ 121, Brosowski 
[2]) we use a generalization of the notion of “reference” of Stiefel [ 14 ]. 
DEFINITION 1. R = { (zj, qj) 1 1 < j < m} is called a reference if there 
exist positive numbers A,, A, ,..., &,, such that 
f Aj= 1, 
Jr, 
(1.7) 
rank(A) = m - 1, (1.8) 
l.A=O, (1.9) 
with 
and 1 = (A, )...) A,). (1.10) 
The numbers Aj (1 <j < m) are called characteristic numbers of the 
reference R. Because of (1.7) and (1.8) these numbers are uniquely deter- 
mined. 
DEFINITION 2. A reference R is a reference with respect to the error 
function f - v, if 
e’“(f - v)(z) = Ilf - u II, 
for each (z, 9) E R. 
Then we get the following simple and concise characterization of the best 
approximation V: 
THEOREM 1. v’ is a best approximation to f if and only if there exists a 
reference R with respect to f - ~7. 
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It is well known that the best approximation is unique. Each reference R 
with respect to the optimal error function f - i; satisfies the inequalities: 
n+ I <lRl<in+ I. 
From the numerical point of view it is important to know sharper results 
about the quality of uniqueness. It would be desirable if the best approx- 
imation could be strongly unique. 
DEFINITION 3. The best approximation P to f‘ is strottgiy unique if there 
exists a real number y > 0 such that 
for each t’ f Y. 
However, Newman and Shapiro 191 have shown that the best approx- 
imation 1: to f’ is in general not strongly unique: For any bounded 
neighbourhood U of 5 there exists a real number )’ > 0 such that 
The inequality (1.11) is sharp. Strong uniqueness for the best approximation 
is closely related to the number of points of the references. One can show the 
following 
THEOREM 2. t’ is a strong~l, i~~lique best a~~ro.~i~~ation to.~.i~and on& g. 
there exist a finite number of references R, (k = l..... s) with respect to f - F 
such that the vector space ip2* is the span of 
(For a proof see Brosowski 13 1.) As a consequence we get a result of 
Gutknecht 161: If there exists a reference R with respect to J - c’ such that 
IR / = 2rz + 1. then c’ is strongly unique. 
2. STRONG UNIQUENESS AS A GENERIC PROPERTY 
We denote by 
m(f) := min( j R ] 1 R reference with respect toj’ - F:i. (2.1) 
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so m(f) is the minimal length of a reference with respect to the optimal error 
function f - i7. Defining 
Tk := if E w> I f&f-> = kl (2.2) 
we can formulate our main result as 
THEOREM 3. T,,,, is open and dense in C(Q) I$ and only if Q has at 
most n isolated points. 
The main tool for proving Theorem 3 is the following lemma. 
MAIN LEMMA. If Q has at most n isolated points and lyf E T,, m < 2n, 
then there exists for any E > 0 a function 7 E T,,, + , such that 
Proof of Theorem 3. Let Q have at most n isolated points. Then by the 
preceding lemma, T,, + 1 is a dense subset of C(Q). Let us assume that T,, + , 
is not open; then there exists a function f E T,, + , and a sequence f, + f such 
thatf, 6.5 Tzn+ ,. Denoting by v’, the best approximation off, we may find a 
reference R, with respect to f, - V;, such that /R, / < 2n. Because Q is 
compact we may assume without loss of generality that R, -+ R as tz + og. 
Moreover the best approximation V;, converges to the best approximation 1.7 
ofJ: Thus R or a subset of R is a reference with respect to f - ~7. As 1 R 1 < 2n 
this contradicts f E Tzn + 1. 
Conversely, let Q be a set with at least n + 1 isolated points 
z,,z2 ,..., z,+,. Wedetermine,$EG (l<j<n++)suchthat 
II+1 n-t I 
K‘ lAjl = 1 and 
jr, 
v AjV(Zj) = 0 
.,T, 
for each u E V. Since V is a Haar subspace, each ,Ij is different from zero. 
Using the extension theorem of Tietze [S] we get a function f E C(Q) such 
that IIf 11 = 1, 1 f (z)I < 1 for each z # zj, and 
&f”j) = l for j = I,2 ,..., n + 1. 
J 
From Theorem 1 one concludes that 0 is the best approximation off and 
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Since each zj is an isolated point, there exists a neighbourhood U off’such 
that for the best approximation t’, of g E U we have 
E&,(1!,) = {z, , Z? . . . . . z,, / [ 1. 
Hence UC r,,, , and therefore T,,z, , is not dense in C(Q). 
From Theorem 3 we may deduce that strong unicity holds almost 
everywhere in C[Q]. To be more precise we use the following topological 
terminology I10 1. 
DEFINITION 4. A subset rf of a topological space X is residual iff A is 
the intersection of a countable family of open and dense subsets of .Y. A 
property is called generic iff this property holds for a residual subset of X. 
Hence we get from Theorem 3-keeping in mind the second part of the 
proof to this theorem-the following. 
COROLLARY. The property ‘7‘ has a strong/y uniqtre besr ffppro,~~matio~~.. 
is generic in Cl Q 1 if and only if Q has at most n isolated points. 
We want to emphasize that the set T,,] *I is in general properly contained 
in the class of functions with strongly unique best approximations. For 
example. the function j’(z) = z” has 0 as a strongly uniyue best approx. 
imation on the unit disk, but/(z) E T,, _ , [ 13 1 (compare the final remarks in 
the last section). 
3. PROOF OF IHE MAIN LEMMA 
Let R = {(z!, pi) / 1 <j < nr} be a reference with respect tof- i: satisfying 
(1.7)(1.9). We divide the proof into two steps: 
(A) First we construct a reference R , . ;R ,I = m + 1. 
R, = {(zi.~J/O<jjmJ-, 
such that 
i(J.-i;)(~,~)-e-‘“/ljf-i:l/iC-$ for j = O...., m. (3.1) 
(B) Then we show that there exists f”E C(Q) such that i/y-J:i G I:. 
EAt’) = R, , and RI is a reference with respect to f’- i’. 
In order to prove (A) we use the fact that at most II points of R are 
isolated. Therefore we may assume that the points z,. z:..... zrn ,, are not 
isolated. Defining for (z, p) E Q x l-71, rr), 
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b(z,(D)=a (z,p-+). 
we consider the matrix 
(3.2) 
Since V is a Haar subspace, we conciude that rank(B,) = m. 
Hence it is possible to extend A (A defined in (1.10)) by a vector b(z,, q~,), 
1 < k < m - ~1, to a matrix B, of rank m. We may assume that k = 1, 
B, = (3.4) 
With the same argument as above the matrix 
has rank(B,) = 2~. Hence, reordering the points zj, 2 <j < n, we may 
suppose that the matrix 
B, = 
a(z*,cp,) 
= b(z,,q,) 
i ! c 
(3.6) 
with CE iFi::-, satisfies rank@,) = 2~2. 
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Next, we define for w E (0, n/2), 
(3.7) 
Then rank@,) z 2n and 
(3.8) 
Replacing in the first row of B, the point z, by a point zlr E Q nearby 1, we 
get 
Using continuity arguments we may fix cn > 0 and a real number (5 > 0 
such that for iz,) - z, / < 6 the inequality 
holds for k := 0, 1 with w,, = -wI = V. Now let us assume that ri is small 
enough such that rank(B,) = rank(B,) = 2n if iz,) -z, < ii, and. moreover. 
in view of (3.8) any nontrivial solution of the homogeneous equation 
t/l,,* ,u, ,.... !uz,l) . B, = 0 (3.11) 
satisfies /to it: 0, ,u, f 0, sgn~~) = sgn&,). Considering a solution of (3. t I ) 
with ,LJ” = dJ2 cos p we may write the part with respect to the row vectors 
~(2.i~ Pj> and b(zj, qj) as 
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with K,=,u”. K, =,u,, tc, > 0, and vi E 1-r. n) for 2 & j < tn. Thus we get a 
positive solution of the equation 
(K,,. K, . . . . . K,,,) B: = 0 t3.12, 
where 
If - ‘O-‘-I we get (1, + Ii and /I; + 0; hence w, -+ 0 f’or 2 b j b VZ. Moreover. 
rank(B,) + rank(BJ = m. So rank(B,) = tn if z,, is close enough to ::. 
Summarizing: For any (: > 0 we may find z,, E Q. real numbers IJI,. : :, 
r,ui ( n. and positive numbers K, such that (3.12 ), rank(B:) = m and 
l(J‘_~ {‘)(Z,) ~~ (> !‘(,‘I fur Il./’ (:I & 1~ ( .i I 3 ) 
hold for ,j = 0 ,.... rrr. Thus the set 
H, = {(Z,.cj;) O&j&H?. $,=o, ’ l+lii 
is a reference. The step (A) is proved. 
Concerning (B) there exists. using the extension theorem of Tietze / 8 /. a 
function g E C(Q) such that 
(g ~ I’)(ii) = e ;, ‘I,/’ ~~ (‘1, for j = O..... m. ii.l4l 
‘1 g ~ I’!( = IIS i: (. (3.15 I 
l(g ~ E)(z)1 < :ij” ~~ L’I for each ZE Q- (Z ,,,.... =,,)I. (3.16) 
Now we get from (3.13) and (3.14). 
u- ‘!T)(Zj)l < $. (3.17) 
Next, we have to show that there exists such a g E C(Q) with I;.f‘- gl s.. i: 
Let us, therefore, define 
A4 = (g E C(Q) 1 g satisfies (3.14)(3.16)j. 
M is a nonvoid and convex set. We assert that 
(3.18) 
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IfgEMandllf-g//=E/2+6with&>O,weset 
s:= !z~Qll(f-s)(z)l~~.+$i. 
Hence by (3.17), zj 6? S for j = 0 ,..., m. Again using the theorem of Tietze 
181, there exists a function h E C(Q) such that 
h(z) -f(z) for each z E S, 
(h - l;)(zj) =: e-.‘+ Ilf - u’ll for j = O,..., m, 
and 
II h - alI = IIf - a* 
Defining for a E (0, 1) 
g, = a + g + (1 - a) + h, 
it is readily seen that g, E M and for z E S we have 
l(~-g,)(z)l=la(J-g)(z)l6a(~+6). 
Forz~Q-Sweget 
IV - &)(~I < Kf - g)(z)/ + (1 - a) KS - hI(z)I 
$++$+2(1-a)/lf-i;/. 
Fixing 
i 
+,1-L 1 a=max 
8 llf-fill 1 ’ 
we get for z E Q - S 
For z E S we get either I(f - g,)(z)1 < c/4 + S/2 or 
(3.20) 
(3.21) 
(3.22) 
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Summarizing, we get 
(3.23) 
where IC = max($, 1 -s/16 ]]f- fi]]), 
Since K is independent of 6, the assertion (3.19) follows from (3.23). 
Hence there exists TE C(Q) such that (3.14)-(3.16) and ]]f -f”]l < E hold. 
Thus z? is the best approximation off7 Efid) = R,, and R, is a reference with 
respect toy- v’. Step (B) and the lemma are proved. 
4. REMARKS 
A given error function is optimal if and only if there exists an associated 
reference. Ifs is analytic in a region Q and V = ZZ,, the set of polynomials of 
degree <n, then many of the known best approximations are not strongly 
unique, since the error curve has less than 2n t 3 extremal points (Rivlin 
and Weiss [ 131, Geiger and Opfer 151). Ryzakow considers Zolotarev’s 
problem on the unit disk: though the approximations given in [ 141 fail to be 
optimal in general, one may easily prove that the optimal error curve has 
exactly n + 2 extremal points (or Zolotarev’s problem coincides with the 
Chebyshev problem). Hence for Zolotarev’s problem the best approximations 
are not strongly unique. 
On the other hand there exist problems on the unit disk such that the 
optimal error curve is a perfect circle with winding number n t 1 (Al’per 
[ 1 ], Klotz [7 1, Trefethen [ 151). Using Theorem 2 it is readily seen that in 
this case the best approximation is strongly unique. But this phenomenon 
occurs very rarely since the function f has to be a rational function. 
Therefore it is an open question whether Theorem 3 is true or not if one 
restricts the approximation to analytic functions f in a Jordan region, for 
example, the unit disk, with respect to polynomials. 
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