We consider a monomer-dimer system with a strong attractive dimer-dimer interaction that favors alignment. In 1979, Heilmann and Lieb conjectured that this model should exhibit a nematic liquid crystal phase, in which the dimers are mostly aligned, but do not manifest any translational order. We prove this conjecture for large dimer activity and strong interactions. The proof follows a Pirogov-Sinai scheme, in which we map the dimer model to a system of hard-core polymers whose partition function is computed using a convergent cluster expansion.
Introduction
In a 1979 paper, O.J. Heilmann and one of us [HL79] attempted to construct a simple statistical mechanical lattice model of a liquid crystal phase transition. Such a model would have to have the property that the constituent 'molecules' would have to show no long-range order at high temperature and, at low temperature, have a transition to a phase in which there is long-range rotational order of the molecules, but no long-range translational order. In other words, the molecules are nearly parallel, but their centers show no long-range correlations. Such a model had not been constructed before then, although there was the 1949 heuristic ultra-thin, ultra-long molecule model of L. Onsager [On49] .
In the model considered in [HL79] the molecules are represented by interacting dimers or fourmers on a square or cubic lattice. It was shown, by reflection positivity and chessboard estimates, that, for several different models, the system exhibits long-range orientational order at low temperature. Thus, if we specify the orientation of one dimer somewhere in the lattice, any other dimer is oriented in the same way with large probability. It was not proved, however, that this rotational order is not accompanied by translational order, that is, it was not proved that fixing a dimer somewhere on the lattice does not induce correlations in the position of distant dimers, even though it does induce a preference for their orientation.
Since then, there have been many new developments in the field, though a complete proof of the lack of translational order for any of the models considered in [HL79] was, until now, still lacking. In [AH80] , a new three-dimensional model was added to the list by extending one of the two-dimensional models in [HL79] . In [AZ82, Za96] , the result was extended to a model of elongated molecules on a lattice admitting continuous orientations, with short-(in three dimensions) and long-(in two dimensions) range attractive interactions. A liquid crystalline (also called nematic) phase was later proved to exist [BKL84] (that is, both orientational order and a lack of translational order are shown) in a model of infinitely thin long molecules in two dimensions admitting a finite number of orientations (although the discussion in [BKL84] is limited to a remark in the concluding section of the paper). This behavior was also shown to occur in an integrable lattice model of rods admitting two orientations and of varying length- [IVZ06] or of a fixed, long length [DG13] . Finally, in [ACM14] , a mean-field interacting dimer model was introduced and solved.
There has also been some progress towards proving the conjecture in [HL79] . Most efforts have focused on one of the models in [HL79] , model I (see figure 2.1), which is two-dimensional, and involves an interaction between collinear, neighboring dimers. In [Al16] , D. Alberici tweaked this model by making the activity of horizontal and vertical dimers different, thus favoring one orientation, and showed the emergence of a liquid crystalline phase. There have also been numerical results [PCF14] supporting the conjecture.
In this paper, we shall prove the conjecture in [HL79] that there is no long-range translational order in model I. There is little doubt that similar proofs could be devised for the other models and other dimensions for which orientational order was proved in [HL79] .
Let us describe the model in more precise terms. It is a monomer-dimer system on the square lattice, in which a dimer is an object that covers exactly two neighboring vertices, and a monomer covers a single vertex. No two objects are permitted to cover the same vertex. Monomers are to be thought of, in this context, as empty sites, whereas dimers represent molecules. The dimeractivity z is large, which favors dimers heavily, but the presence of monomers is crucial. In addition we introduce a strong attractive force that favors alignment. Without this interaction, as was shown in [HL72] , the monomer-dimer model would not have phase transitions at positive temperature, and thus, would exhibit no liquid crystalline ordering.
The attractive interaction assigns a negative energy −J to every pair of dimers that are adjacent and aligned, that is, that are on the same row or the same column, see figure 2.1. We offer two interpretations of this model. One is of polar molecules of length 1, represented by individual dimers; the other is of molecules of varying length, modeled by chains of adjacent and aligned dimers.
We choose boundary conditions that favors vertical dimers, and focus on the parameter regime J z 1. We first prove that horizontal dimers are unlikely in the bulk, in accordance with the result of [HL79] . The method of proof is completely different from that in [HL79] ; in particular we do not use reflection positivity. We further show that the probability of finding a vertical dimer on a given edge is, in the thermodynamic limit, independent of the position of the edge. Furthermore, the joint probability of finding a dimer at an edge e and another at e , up to a constant, decays exponentially in the distance between e and e with a rate e The proof follows a Pirogov-Sinai [PS75] scheme, which is an extension of the Peierls argument. The main idea is to map the interacting dimer model to a system of hard-core polymers, and show that the effective activity of these polymers decays sufficiently fast in their size. We then use a cluster expansion to compute the partition function of the model in terms of an absolutely convergent series, and estimate the one-and two-point correlation functions. This paper is organized as follows. In section 2, we define the model in precise terms, state our main theorem and provide a detailed sketch of the proof. Section 3 describes the solution to an ancillary model in which only one dimer orientation is allowed, which plays an important role in the rest of the proof. In section 4, we map the interacting dimer model to the polymer model. In section 5 we prove bounds on the polymer activity and entropy, and compute the partition function of the polymer model in terms of an absolutely convergent cluster expansion. Finally, the proof of the main theorem is concluded in section 6. 2 -Boundary condition. We choose the boundary condition in such a way that either vertical or horizontal dimers are favored. To determine which it is, we introduce a variable q ∈ {v, h} which is set to v if vertical dimers are favored and h if horizontal ones are. In addition, we define −q as the opposite of q, that is, if q = h, then −q = v and vice-versa. The boundary condition consists of two forces: first, −q-dimers are not allowed to be too close to the boundary, and q-dimers may be attracted by certain parts of the boundary.
Note that we could consider different boundary conditions, as long as they favor horizontal or vertical dimers. It would require an extra computation, which we have chosen not to carry out, as we have achieved our goal of showing that there are two extremal Gibbs states in which the rotational symmetry is broken, but the translational one is not.
In order to define the boundary condition precisely, let us first define the boundary of a bounded subset Λ ⊂ Z 2 , denoted by ∂Λ, as the set of edges {x, x } ∈ E(Z 2 ) with x ∈ Λ and x ∈ Z 2 \ Λ. In addition, we define the q-distance between two points x, x ∈ Z 2 , denoted by d q (x, x ) ∈ R ∪ {∞}, in the following way. If x and x are in the same q-line (a v-line is a vertical line and an h-line is a horizontal one), then d q (x, x ) = x − x , and if they are not, then d q (x, x ) = ∞. We can now define the boundary condition, which, we recall, consists of two forces (see figure 2.2 for an example).
• We fix a length scale 0 > 1 and require that every −q-dimer in Λ be separated from the boundary of Λ by a q-distance of at least 0 . We denote the set of dimer configurations satisfying this condition by (2.3) Ω q, 0 (Λ) := {δ ∈ Ω(Λ), d q (D −q (δ), ∂Λ) 0 }.
(In this paper, we will use the convention that the distance between two sets is the smallest distance between the elements of the set. Furthermore, we will use this convention recursively to define the distance between sets of sets, and so forth...)
• In addition to this condition, we will allow part or all of ∂Λ to be magnetized, by which we mean that parts of the boundary may attract q-dimers, as if there were q-dimers right outside it. Formally, we introduce a subset ⊂ ∂Λ of edges on the boundary which are magnetized, and, given a dimer configuration δ ∈ Ω q, 0 (Λ), we define the set of dimers that are bound to the boundary as (2.4)
Every dimer in B q (δ, ) contributes −J to the interaction, as if every such dimer interacted with a phantom dimer outside Λ.
The boundary condition is thus specified by the triplet (q, , 0 ) ≡ q, and we will use the shorthand Ω q ≡ Ω q, 0 and B q (δ) ≡ B q (δ, ).
fig 2.2: The boundary condition. Here, we have taken q = v and 0 = 4. There can be no horizontal dimers in the cyan (color online) region. Some of the vertices on the boundary, depicted as large red (color online) discs, are magnetized: they contribute −J to the energy when they are occupied.
3 -Observables. In this paper, we will compute the grand-canonical partition function of the system, defined as (2.5)
• z > 0 is the dimer activity,
• J > 0 is the interaction strength, (the factor 1 2 accounts for the fact that each pair is counted twice)
• |δ| denotes the number of dimers in δ,
, 1} identifies which pairs of dimers interact: it is equal to 1 if and only if ∃q ∈ {v, h} such that d 1 and d 2 are both q -dimers and are at q -distance 1 from one another.
In addition, we will compute the n-point correlation functions, defined as follows. We fix a set of edges Υ ≡ {υ 1 , · · · , υ n } ⊂ E(Λ), and define (2.7)
The infinite-volume limit of this correlation function is defined by considering a square L × L box Λ L and taking the L → ∞ limit (2.8)
We will assume that the different υ i are at a distance of at least 0 from each other (this assumption is merely a technical requirement). Note that the partition function of dimers in Λ that contain Υ can, equivalently, be viewed as the partition function on Λ \ ( υ∈Υ υ) with a special boundary condition. Namely, the endpoints of υ are magnetized, in the sense discussed above, but, unlike the boundary of Λ, which excludes −q-dimers at a distance 0 , the boundary of υ does not exclude any dimers. Formally, defining (2.9)
we have (recall that we assume that different υ i 's are not neighbors (so that sources do not interact directly)) (2.11)
q (δ) includes the interactions with the sources:
(by which we mean that for any set X, ∂ q X ≡ D q (∂X)) (note that the index 0 is redundant; we have kept it in in order not to have to introduce yet another notation for the boundary condition q ≡ (q, , 0 )).
4 -Oriented dimer model. As was shown in [HL79] , when the interaction strength is sufficiently large, the probability of horizontal and vertical dimers coexisting is low. In fact, the main idea is to compute how much the partition function of the model with q-boundary conditions differs from that of a similar model in which there are only q-dimers and monomers, and to show that, in a sense to be made precise, this difference is small. We first formally define the oriented dimer model, in which only one of the two dimer orientations is allowed: let Θ q (Λ) ⊂ Ω(Λ) denote the set of q-dimer configurations on Λ:
in terms of which the partition function of the q-dimer model is
In order to compare Z (Υ) (Λ|q) and Z
(Υ)
q (Λ), we will compute the ratio
Note that, in the oriented dimer model, since different columns of vertical dimers and different rows of horizontal dimers do not interact, in order to compute Z (Υ) q (Λ), it suffices to compute the partition function of dimers on a one-dimensional chain.
Result
Our main result is that, at large activities and yet larger interaction strengths, this model exhibits nematic order, that is, it exhibits long-range orientational order, yet no long-range translational order. This is stated precisely in the following theorem.
Theorem 2.1 (nematic phase)
Let v ≡ (v, ∅, 0 ), which corresponds to open boundary conditions coupled with the condition that no horizontal dimers come within a distance 0 of the boundary. There exist large constants (which, in principle, can be worked out) C 1 , C 2 > 0 such that, if (2.16) J > C 1 z and z > C 2 then, taking 0 = C 3 e 3 2 J √ z for some constant C 3 > 0 ( 0 is of the order of the correlation length of the oriented dimer model), the following statements hold.
• Let e v ∈ D v (E(Z 2 )) be a vertical edge, 1 ev v is independent of the position of e v , and (2.17)
In other words, the probability of finding a dimer at a given edge is independent of the position of that edge, and most vertices are occupied by a vertical dimer (if the lattice were fully packed, then half the edges are occupied).
• Let e h ∈ D h (E(Z 2 )) be a horizontal edge,
Thus, horizontal dimers are unlikely. This implies orientational order (in particular, this implies that 1 e h 1 ev v = O(e −3J ).
• For any pair of edges e, e ∈ E(Z 2 ) which are at a distance of at least 0 , (2.19) 1 e 1 e v − 1 e v 1 e v = O(e −C 4 dist HL (e,e ) ) for some constant C 4 > 0, in which the distance dist HL is that induced by the norm This means that the probability of placing two dimers at e and e is equal to a term that does not depend on the position of the edges plus a term that decays exponentially with the distance between them. There is, thus, no long-range translational order. The decay rate is of order J 1 in the horizontal direction and e 
Sketch of the proof
Before discussing the proof that is carried out in this paper, let us mention two simpler approaches we have tried which have failed.
In [HL79] , orientational order was proved using reflection positivity and chessboard estimates. The main difficulty with extending this method to prove the lack of translational order is that, as can be seen from theorem 2.1, the correlation length of the system is very large: 0 ≈ e and the lack of order is only visible on that scale, and seems difficult to see using only reflection positivity.
Another natural approach to the problem is to integrate out the vertical dimers and manipulate the resulting effective horizontal dimer model. The idea being that, if vertical dimers are favored on the boundary, then they should dominate, so the horizontal dimer model would be a rarefied gas, which could be treated by standard cluster expansion methods. However, since horizontal dimers are subjected to a surface tension, they tend to bunch together into large swarms. In order for this approach to be successful, the swarms would have to pay an energetic price proportional to their volume, in order to counterbalance their entropy. Unfortunately, they do not do so. Note, however, that if we made the activity of horizontal dimers slightly smaller than that of vertical ones, as in [Al16] , then the horizontal swarms would have a sufficiently large volume cost, and this approach would be successful.
Instead, we opted for a Pirogov-Sinai argument.
The main idea of the proof is to estimate how much the partition function of the full dimer model differs from that of the oriented dimer model, which is integrable, and to show that the dominant contribution to the observables in theorem 2.1 come from the oriented dimer model. The oriented dimer model is integrable, and one easily shows that the local dimer density is invariant under translations and satisfies (2.17). In addition, pair correlations decay in the vertical direction with a rate
, and are identically zero in the horizontal direction. Therefore, (2.19) holds in the oriented dimer model, with the improvement that the decay rate in the horizontal direction is infinite, rather than of order J. The full model does have horizontal correlations, mediated by horizontal dimers. In order to bound the difference in the partition functions of the oriented dimer model and the full one, we will compute the ratio of the dimer partition function to the oriented dimer partition function (2.15) in terms of absolutely convergent series.
Obviously, the difference between the full and the oriented dimer models is that there are both horizontal and vertical dimers in the former. With that in mind, we consider dimer configurations in terms of horizontal and vertical phases and defects (see figure 4.5). A vertical phase is a region of Z 2 that is occupied only by vertical dimers (and monomers); similarly, a horizontal phase is occupied by horizontal dimers. The interface between a vertical and a horizontal phase is a defect. This point of view is similar to the Peierls argument for the ferromagnetic Ising model, in which one can consider a spin configuration as a collection of contours which delineate regions containing only + or − spins. Unlike the Ising model, the configuration in a uniform phase is not unique (because they can contain monomers), but, since the oriented dimer model is integrable, we can compute the partition function in these regions (this is reminiscent of the models considered in [BKL84, BKL85] ). In addition, given that we are computing the ratio (2.15), the partition functions in uniform phases appearing in the numerator are approximately canceled out by the oriented dimer partition function in the denominator, leaving an effective weight for the defects.
The dominant contribution to the weight of a defect comes from the fact that most dimers in the denominator of (2.15) interact with a neighboring dimer (because the dimer activity is large), which means that almost every other vertical edge (we choose q = v) contributes a factor e J . We can keep track of these factors by assigning a weight e J 2 to each endpoint of a dimer. On the other hand, the dimers on either side of a defect have different orientations, and, therefore, do not interact. By cutting these interactions, a defect of length |l| contributes a factor ≈ e − J 2 |l| (see figure 4.5). This is encouraging: in the language of Pirogov-Sinai theory [PS75] , this would indicate that the system satisfies the Peierls condition with a large decay rate J 2 , which is a sufficient condition for general Pirogov-Sinai constructions [KP84, BKL84] to apply.
There is, however, one important complication. As was mentioned earlier, the partition functions in the uniform phases only approximately cancel. Indeed, in the numerator, one has a product of oriented partition functions over a partition of Λ, whereas, in the denominator, there is only one oriented partition function over all of Λ. However, the partition function in a region depends on its geometry. In addition, while correlations in the oriented dimer model decay exponentially, they have a large correlation length 0 ≈ e 3 2 J √ z. There are, therefore, two length scales at play in this system: the microscopic size of a dimer, and the mesoscopic correlation length of the oriented dimer model. Therefore, the dependence of the oriented dimer partition function on the geometry of the region which it describes is strong when the diameter of the region does not exceed 0 . As a consequence, defects interact with each other, with an exponentially decaying interaction that has a very small decay rate −1 0 . In order to deal with this interaction, we use the Mayer trick [Ur27, Ma37] (that is, we write the pair interaction e −W as (e −W − 1) + 1 and expand) and split defect configurations into isolated bunches of interacting defects, called polymers, which interact only via a hard-core repulsion. We represent polymers graphically as a collection of defects connected to each other by lines representing the interaction (see figure 4.8). The effective activity of the polymers can then be shown to be ≈ e where |l| is the total length of the defects and |σ| is the total length of the interaction lines. This looks much worse than e − J 2 |l| : the decay rate is now ≈ −1 0 which is extremely small and may not, a priori, suffice to control the entropy of the polymers: in a model of arbitrary polymers with activity e − −1 0 |l| , it would be likely to find polymers, whereas we need them to be rare.
The key ingredient to overcome this difficulty is that the interaction is one-dimensional: it comes from the oriented dimer model, and takes place over vertical or horizontal lines, so the contribution to the entropy of a polymer from its interactions is only a one-dimensional sum. In addition, interaction lines are always connected to a defect, which has a very small weight. In fact, the smallest possible defect is of length 6, so the largest possible weight for a defect is e −3J . On the other hand, the sum over the length of the interaction lengths yields e − −1 0 ≈ 0 . Now, since every new interaction line must connect to a new defect, the overall contribution of the interaction line along with the defect to which it is connected, is, at most, 0 e −3J
1. This allows us to control the entropy of the polymers, even though the decay rate of the interaction lines is small. Having done so, we use a cluster expansion [Ru99, GBG04, KP86, BZ00] to compute the partition function of the polymer model and (2.15).
There are some more technical complications that arise in the proof. One of these is standard in Pirogov-Sinai theory: unlike the Ising model, the partition function of the oriented dimer model may take different values for vertical and horizontal boundary conditions, which prevents us from using a straight Peierls argument. In order to avoid long-range interactions in the defect model, we must flip the boundary condition inside each defect back to the vertical, and, in doing so, introduce an extra factor in the activity of the defect that depends on the partition function of the full dimer model inside the defect with both boundary conditions. We then show that this term is, at most, exponentially large in the size of the defect with a rate that is much smaller than J 2 , and thereby causes no trouble. To do so, we must bound the partition function inside the defect from above and below, which we do by induction, and is the main reason why we compute the ratio (2.15) instead of merely bounding it.
In addition, we have found it necessary to avoid interaction lines of length < 0 . This is due to the fact that the polymer model we have constructed contains trivial polymers, which do not contain any defect and consist of a single interaction line going all the way through Λ. Whenever such lines are of length < 0 (which may occur since, in order to carry out the inductive argument mentioned above, we cannot restrict our attention to Λ's of large volume), their activity can be close to ±1. This causes a number of issues, which we have opted to remedy by ensuring that no short trivial polymers may arise. This can be accomplished by grouping defects that are closer than 0 from each other into bunches, called contours (see figure 4.6).
Finally, the introduction of sources to compute correlation functions comes with its share of pesky complications, which we will not comment on here. In fact, readers who are not interested in the fine details of the proof are invited to consider only the case Υ = ∅, and skip the sourcespecific paragraphs on a first reading.
Solution of the one-dimensional problem
In this section, we compute the partition function of the oriented dimer model on a finite, connected chain {1, · · · , } ⊂ Z, with various boundary conditions. In order to specify the boundary condition, we introduce the following notation. We introduce a real vector space, (3.1) ∆ := span{|c , |d , |× } Given a pair of vectors ω ≡ (ω 1 , ω ) ∈ ∆ 2 , we define the partition function Ψ (ω) ( ) in the following way.
• If ω 1 = |c , |d or |× , then the first vertex must be covered by, respectively, a half-dimer pointing right, a half-dimer pointing left or a monomer;
• For symmetry reasons, ω is defined the other way around (this notation may seem slightly counter-intuitive, but it will be useful in the following): if ω = |c , |d or |× , then the last vertex must be covered by, respectively, a half-dimer pointing left, a half-dimer pointing right or a monomer.
• Ψ (ω) ( ) is bilinear in ω.
For example, the partition function with open boundary conditions is obtained by taking ω = (|c + |× , |c + |× ).
and, for i ∈ {+, −, 0}, (3.5)
Proof: We will use a transfer matrix approach.
1 -Every vertex may be in one of three states: it is either covered by a half-dimer pointing right (c), a half-dimer pointing left (d), or no dimer (×). One easily checks that the partition function can be written as (3.7)
where T is the transfer matrix, whose expression, in the (|c , |d , |× ) basis, is
2 -By straightforward computation, we diagonalize T :
where λ ± and λ 0 satisfy (3.3), (3.10)
and (3.11)
with, for i ∈ {+, −, 0}, (3.12)
Therefore, the lemma holds with (3.13)
Dilute hard-core polymer model
In this section, we will map the high-density dimer model to a dilute model of polymers, which only interact with each other via a hard-core repulsion. We proceed in five steps: we first map the dimer model to a loop model, then to an external contour model, for which we compute the activity and interaction of external contours, and then map the contour model to a system of external polymers, and, finally, introduce the polymer model.
Loop model
First of all, for c ∈ {v, h}, we define the c-support of δ as the set of vertices that are covered by c-dimers:
We construct a family L q (δ) of bounding loops associated to δ. A loop is a set of edges l, such that there exists a simply connected (a simply connected set is a set whose complement is connected) setl ⊂ Z 2 such that l is the boundary ofl: l = ∂l. To assign a loop to δ, we will proceed by induction. If δ only consists of q-dimers, then L q (δ) = ∅. If not, then the boundary of supp −q (δ) is a non-empty union of disjoint loops, denoted by l ≡ {l 1 , · · · , l |l| }. From these, we extract the most external ones l ≡ {l 1 , · · · , l |l | } ⊂ l by discarding loops that lie inside other loops, that is,l i ∩l j = ∅ if and only if l i = l j (the fact that there is no prime inl j or l j is not a typo: the l i are external to all loops).
These loops separate a q-phase from a −q phase, which implies some geometric constraints. For one, the inside of each loop is lined with −q-dimers. To capture these properties, we define the notion of a c-bounding loop for c ∈ {v, h}. To do so, we split the interior of a loop into a region which must be covered by c-dimers (which we call the mantle of the loop), and the rest (the core), see figure 4.1. Formally, the core is defined as
(recall that d c is the c-distance on Z 2 ) (remark: we do not count the sources as being part of the interior) and its mantle as
A c-bounding loop is a loop whose mantle is disjoint from the sources υ∈Υ υ, and can be completely covered by c-dimers (see figures 4.1 and 4.2). We denote the set of c-bounding loops by L (Υ) c (Λ), and the set of all bounding loops by The loops l i are −q-bounding loops and are disjoint. Finally, denoting the set of dimers that are contained inside a bounding loop l j by δ ∩l j , we define, inductively, (see figure 4.2)
The loops in L q (δ) are disjoint, and their mantles are disjoint. These bounding loops are alternating, in the sense that q-loops may only encircle −q-loops. It is useful, to define this notion, to introduce inclusion trees. The inclusion tree associated to L q (δ) is a tree T (L q (δ)) (see figure 4.3 for an example) that is such that
• T (L q (δ)) has |L q (δ)| + 1 nodes. One node corresponds to ∂Λ, and is called the root of T (L q (δ)), while the |L q (δ)| others each correspond to a loop l ∈ L q (δ).
• For each l ∈ L q (δ), the corresponding node has a unique parent, chosen in such a way that every loop containing l is an ancestor of l (a loop l contains a loop l if l ⊂ E(l ) (recall that E(l ) is the set of edges inl )).
The inclusion tree is alternating, in the sense that the children of a c-bounding loop are −cbounding loops. We define c(l) as the orientation of the loop l (that is, l is a c(l)-bounding loop), which we will also call the index of l. Thus, given a dimer configuration, we have constructed a set of bounding loops L q (δ). Conversely, if we fix a family L q of bounding loops that are disjoint and whose mantles are disjoint, whose most external loops are q-bounding loops, and are such that T (L q ) is alternating, then the set of dimer configurations δ such that L q (δ) = L q is equal to the set of configurations satisfying the following: for every loop l ∈ L q ,
• for every −q-dimer, there exists l ∈ L q such that the dimer is inl ,
Therefore, we can rewrite the dimer partition function (2.15) as
in which, roughly (these quantities are formally defined below), ϕ ext (l, l ) is a hard-core pair interaction that keeps the loops or their mantles from intersecting, 1 q (L) ensures that T (L) is alternating and that the index of its root is q, Z
) is the weight of the c(l)-dimers in the mantle of l, and Z
• ϕ(l, l ) ∈ {0, 1} is equal to 1 if and only if l and l are disjoint and their mantles are disjoint.
• 1 q (L) ∈ {0, 1} is equal to 1 if and only if T (L) is alternating, and the index of its root is q.
• ι
is the padding of l, and is the space inside the loop l that is external to all other loops (see figure 4.4):
(Note that one could restrict the union over l to loops inside l, but this is not necessary.)
, the entire boundary is magnetized (see figure 4.2): with the notation of section 2, c(l
) is the weight of the dimers in O c(l) (l), which is packed with dimers (see figure-4.2):
where δ c (O) is the unique closely-packed c-dimer configuration in O, and B
(Υ)
q is the boundary term at the sources (see (2.6) and (2.12)). 
External contour model
These bounding loops interact with each other through the dimers in the space between them. Actually, as we will see in the following, q-bounding loops that are at a −q-distance of less than 0 interact strongly. In order to avoid dealing with distinct objects that interact strongly, we group these loops together to form a larger object, called a contour, which is a set of loops that are all at a distance < 0 from each other.
The interaction is one-dimensional, and is either horizontal or vertical. To represent it graphically, it is convenient to introduce the notion of a segment. To that end, we define, for y ∈ Z 2 , the v-and h-lines going through y:
Put simply, a v-line is a vertical line and an h-line is a horizontal one. In addition, we define a map Σ c that takes a bounded set Λ ⊂ Z 2 as an argument, and splits it up into c-segments.
Formally, given y ∈ Z, we denote the set of connected components of Λ ∩ χ We then define the set of segments in between the loops in L q (δ) (see figure 4.4) as
We wish to gather together the loops that are separated by segments of length < 0 . To do so, we define the support of L q (δ) as the pair (4.11) supp
is the set of segments of length < 0 :
A contour is a subset of L q (δ) that has a connected support, in the following sense. A c-segment s is said to be connected to a bounding loop l if ∂ c s ∩ ∂O c(l) (l) = ∅. Similarly, two bounding loops l, l are said to be connected if ∂O c(l) (l) ∩ ∂O c(l ) (l ) = ∅. Finally, given a set of segments S and a set L of disjoint loops, (L, S) is said to be connected if, for every x, y ∈ S ∪ L, there exists a path from x to y, that is, there exists p ≡ (p 1 , · · · , p |p| ) with p i ∈ S ∪ L, p 1 = x, p |p| = y, p i and p i+1 are never both segments, and p i and p i+1 are connected.
and, finally, the support of Γ i ∪Γ j is disconnected when i = j (when two contours are disconnected from each other, we say they are compatible).
fig 4.5: The contour configuration associated to the dimer configuration in figure 2.1. Here, we took q = v and 0 = 4. There are three bounding loops. The two green (color online) bounding loops form a single contour because the segments that separate the inner loop from the mantle of the outer one (drawn in green in the figure) are of length 1 or 2, which is less than 0 . The blue (color online) bounding loop forms its own contour, but, since it is not external to the green one, it is dropped.
The fact that the inclusion tree T (L q (δ)) is alternating induces a long-range interaction between contours: a q-bounding loop must lie inside a −q-bounding loop, independently of the distance that separates them. In order to avoid this, we will call upon a technique used in Pirogov-Sinai theory [PS75, KP84] . The first step is to focus on the contours that are the most external, in the following sense. Two contours Γ, Γ are external to each other if every loop l ∈ Γ and every l ∈ Γ are external to each other:l ∩l = ∅. The set of external contours is denoted by Γ q (δ) ≡ {Γ 1 , · · · , Γ |Γ q (δ)| }, and defined as the subset of Γ q (δ) such that for every l i ∈ Γ i and l j ∈ Γ j ,l i ∩l j = ∅ if and only if Γ i = Γ j . (Note that, even though we dropped the contours that are not external, the contours we are left with may still contain several loops, and their inclusion tree is alternating, see figure 4.6.)
Grouping the loops in (4.5) in this way, and dropping the contours that are not the most external, we rewrite the partition function as (4.13)
in which, roughly (see below for a formal definition of these quantities), ϕ ext (Γ, Γ ) is a hard-core pair interaction that ensures that contours are compatible and external to each other, Z
is the partition function of c(l)-dimers in the segments inside the loop that are of length < 0 , and
is the partition function of dimers in the remainder of the loops.
• C (Υ) q (Λ) is the set of contours, which is defined as the set of collections of loops Γ which are pairwise disjoint and have disjoint mantles, have an alternating inclusion tree whose root label is q, and whose support is connected (see figure 4.6).
• ϕ ext (Γ, Γ ) ∈ {0, 1} is equal to 1 if and only if Γ and Γ are compatible (that is, disconnected from each other) and external to each other.
• I(Γ) is the union of the interiors of the loops:
(4.14)
c (l, Γ) to the parts of the segments that are of length, respectively, < 0 and 0 :
• c(l) and Y 
Effective activity and interaction of the external contour model
We will now re-organize and re-express the right side of (4.13). First of all, by inserting trivial identities, we rewrite (4.16)
in which Z > 0 will be defined later (see (4.54)) (since Z appears in both the numerator and denominator, it is not crucial, at this stage, to specify what it is, as long as it does not vanish, which it does not),
for which we used the fact that
Recall that q ≡ (q, , 0 ) and is a subset of ∂Λ, not of ∂ι
q (ι) and the like, it is to be understood in the sense that the boundary of ι is not magnetized, that is, could be replaced with ∅ (which is consistent with the notation since the elements of never come in contact with the dimers inside ι). We then define the boundary condition of a c-line σ, ,Υ (σ) ≡ (
The factors B
,Υ (σ),
,Υ (σ)), as follows. Let x 0 (σ) denote the lower-left-most vertex of σ, and x 1 (σ) the upper-right-most. For j ∈ {0, 1}, (4.21)
in which ∂ (mag) Υ is the magnetized portion of the boundaries of the sources:
We now reexpress Z
in which Σ c was defined in (4.9), and Ψ is the partition function of the one-dimensional dimer model, computed in section 3. Now, by (3.2),
and λ and ν were defined in lemma 3.1.
-In addition, Y (Υ)
c (O c ), which, we recall, is the partition function of close-packed c-dimers in O c (see (4.7)), is equal to
3 -We now plug (4.24) and (4.26) into (4.18) to compute A q (Λ, Γ). We split the resulting terms into three contributions as follows.
3-1 -First, we focus on the terms involving λ + . By definition, for any bounded Λ ⊂ Z 2 and c ∈ {v, h}, (4.27)
so (recall (4.6) and (4.14))
3-2 -We turn, now, to the terms involving b + and ν + . For the moment, we will ignore the sources. The factors in (4.29)
,∅ (σ))ν + (
,
c(l) (l) (the inside of the loops is entirely magnetized), regard the boundaries of the lines σ (see figure 4.4). They fall in one of the following categories.
• The terms that are attached to ∂ q Λ appear in the numerator and the denominator and cancel each other out.
• In addition, there are factors attached to the contours. These come in two flavors: those coming from outside the contour, which have open boundary conditions, and those coming from inside,which have magnetized boundary conditions. Thus, there is a factor b + ν + (ω 0 ) associated with each edge of the outer boundary of the mantle of a loop, provided that edge comes in contact with a segment. And there is a factor b + ν + (ω 1 ) associated with each edge of the inner boundary of the mantle, again, provided that edge comes in contact with a segment. The latter caveat is not innocuous: there are cases (see figure 4.7) in which a loop in the contour comes in contact with the inner boundary of the mantle of another loop, in which case there are no such terms. To keep track of these events, we introduce the set
in which we used the identities
(and both unions are disjoint unions) and (since the edges in X appear on the inside of the mantle of a loop and the outside of another loop (X is the interface between a mantle and a loop that touches the mantle), see figure 4.7) (4.33)
which means that the e 3-3 -Let us now take the sources into account. Sources break up the segments, and, in doing so, contribute their own boundary terms. The main contribution comes from the sources υ that are surrounded by an odd number of loops: indeed, in this case, υ contributes to the denominator Z (Υ) q (Λ) through the boundary terms on its q-boundary ∂ q υ, whereas, in the numerator, if it is surrounded by an odd number of loops, then it contributes boundary terms on its −q-boundary ∂ −q υ. In addition, in cases where sources come in contact with contours, the boundary of the contour may be erased at the source. Finally, the sources may interact directly with the dimers in the mantle of a contour. We denote the product of all of these factors by u (Υ) q (Γ). To define u formally, we will introduce the notion of contact points. Given a source υ ∈ Υ and a contour Γ ∈ C q (Λ) the contact points of υ and Γ is the set of edges e that both intersect υ and neighbor the mantle of a loop of Γ. Formally, given c ∈ {v, h}, we define the set of interior and exterior c-contact points of υ and Γ as
and the set of c-contact points as
In addition, the background g(υ, Γ) ∈ {v, h} of a source υ is defined in the following way: for each l ∈ Γ, if υ ∈ E(ι (∅) c(l) (l, Γ)), then g(υ, Γ) is set to c(l). If there is no such loop, then g(υ, Γ) is set to q. Correspondingly, we split the set of sources into sources in a vertical and horizontal background:
This allows us to express u, following the description given above:
Thus, the actual contribution of the terms involving b + and ν + is (4.38)
3-4 -We now put things together: by plugging (4.28), (4.31) and (4.38) into (4.18), keeping track of the e −W terms, and noting that the z |Υ∩Λ | factors in (4.24) cancel out, we find (4.39)
(recall (4.25)), and, if¯ ≡ ∪ l∈Γ ∂I (∅) c(l) (l), (recall that q ≡ (q, , 0 ) is the boundary condition) then (4.41)
is the effective interaction:
4 -Finally, we are in a position to write the contour model in terms of an effective activity and interaction: by inserting (4.39) into (4.16), and multiplying and dividing Z/Z q by y (Υ) q , we find (4.43)
.
The factor η (Υ)
q (Γ) is the effective activity of Γ, ϕ ext is a hard-core pair interaction between the contours, and W (Υ) q (Γ) is a many-body, short-range effective interaction, arising from the 1-dimensional partition functions of the dimer configurations separating them.
External polymer model
We have mapped the dimer model to a contour model with hard-core and short-range (exponentially decaying) interactions. The next step is to dispense with the short-range interactions.
To that end, we re-sum the interaction e −W Each term in the sum over S gives rise to a new object, called an external polymer, which consists of contours joined together by segments in S (see figure 4.8). Formally, an external polymer is a couple ξ ≡ (Γ(ξ), σ(ξ)) with • Γ(ξ) and σ(ξ) cannot both be empty.
• We define the support of ξ as (4.51) supp
The support of ξ is required to be connected.
Denoting the set of external polymers in Λ by X (Υ)
q (Λ), we rewrite (4.43) as (4.52)
• ϕ ext (ξ, ξ ) ∈ {0, 1} is equal to 1 if and only if ξ and ξ are compatible, by which we mean that the support of
q (ξ) is the activity of ξ: We will now define Z (Υ) (ι (l, Γ) is of length 0 , but this is not necessarily true of the q-segments. Since short segments give a poor gain, we wish to avoid them, and, simply, define Z (Υ) (ι 
, which is the set of non-trivial polymers:
Remark: The reason that we can drop the trivial polymers comes from the inductive structure of the construction: we have Z(ι|q) instead of Z(ι|c) in (4.52) because we have multiplied and divided by Z(ι|q) and incorporated Z(ι|c) into the flipping term K q,c . Therefore, at this stage, Z(ι|q) could be, essentially, anything. Later on, we will need the fact that K q,c is, at most, exponentially large in the size of the boundary. This imposes constraints on Z(ι|q), which must not differ too much from Z(ι|c). In this context, 'not too much' means that they only differ by boundary terms. Trivial polymers, which go all the way through Λ, are boundary terms, which is why they can be dropped. This will be proved in lemma 5.6.
Polymer model
In order to move from external polymers to polymers, we proceed recursively, by placing external polymers inside external polymers. Before defining the set of polymers, let us first introduce a few more definition: an external polymer ξ is said to be connected to ∂Λ if the support of (∂Λ ∪ Γ(ξ), σ(ξ)) is connected. In addition, the core of ξ is defined as
Now, the set of polymers P (Υ) q (Λ) is defined recursively. Roughly (see below for a formal definition), a polymer consists of an external polymer with polymers inside it (here, the word 'external' refers to the definition in section 4.4: the external polymer is, obviously, not external to the polymers inside it). The polymers inside the external polymer are connected to it by segments.
• An external polymer is, itself, a polymer:
• A polymer γ ∈ P (Υ)
q (Λ) that is not external, is the union of an external polymer ξ(γ) ∈ X (Υ) q (Λ) and of polymers g 1 , · · · , g n ∈ P (Υ)
q (ξ(γ)), and compatible with ξ(γ) and with each other. In this case, we define g(γ) := {g 1 , · · · , g n }.
• A polymer γ ∈ P (Υ) q (Λ) is said to be connected to ∂Λ if ξ(γ) is connected to ∂Λ.
• Two polymers γ, γ ∈ P (Υ) q (Λ) are said to be compatible if, for any g ∈ {ξ(γ)} ∪ g(γ) and any g ∈ {ξ(γ )} ∪ g(γ ), g and g are compatible.
The activity of a polymer γ is defined as We are now ready to state the main result of this section, namely the mapping to the polymer model, stated in the following lemma.
Lemma 4.1 (polymer model)
Consider a bounded subset Λ ⊂ Z 2 such that Z 2 \ Λ is connected, and the boundary ∂Λ is a bounding loop. In addition, let q be a boundary condition. If every q-segment of Λ is of length 0 , that is, for every σ ∈ Σ q (Λ), |σ| 0 , then
in which Φ(γ, γ ) ∈ {0, 1} is equal to 1 if and only if γ and γ are compatible.
Proof: We will actually prove that (4.54) can be rewritten as
q (Λ) is the set of non-trivial polymers, which we define as follows. The set of trivial polymers is the set of polymers that consist of a single trivial external polymer. The set of nontrivial polymers is the complement of the set of trivial polymers. By (4.52), this implies (4.58). Equation (4.54) states that we can deduce the expression of the right side of (4.59) from the same expression for smaller sets Λ Λ. It follows from the principle of mathematical induction, that if we know (4.59) for the smallest possible sets, then we can compute the left side of (4.59) for sets of any size. If Λ is so small that it cannot contain a contour, then (4.59) follows immediately from (4.54) (both sides of the equation are equal to 1). We now assume that (4.58) holds for every strict subset of Λ. By inserting (4.59) into (4.54), we find (4.60)
Following the recursive structure of the definition of the set of polymers, we group the unions of external polymers γ and polymers γ l into a set of connected polymers that are pairwise compatible. We thus conclude the proof of (4.59) for Λ from (4.59) for strict subsets of Λ.
Cluster expansion of the polymer model
In this section, we will express the partition function of the polymer model (4.58) as an absolutely convergent cluster expansion. To prove the convergence of the expansion, we will proceed by induction: assuming that the cluster expansion is absolutely convergent for strict subsets of Λ, we will prove that it converges for Λ. We split this result into three lemmas (see lemmas 5.2, 5.3 and 5.6). In the first, we prove a bound for the effective activity of polymers, in the second, we bound the entropy of the polymers, and in the third, prove the convergence of the cluster expansion.
Cluster expansion
The cluster expansion allows us to compute the logarithm of the partition function (4.58) in terms of an absolutely convergent series. This is a rather standard step in Pirogov-Sinai theory, and has been written about extensively. In this work, we will use a result of Bovier and Zahradník [BZ00, Theorem 1], which, using our notations, is summed up in the following lemma.
Lemma 5.1 (cluster expansion)
If there exist two functions a, d that map polymers P (Υ) q (Λ) to [0, ∞) and a number δ 0, such that ∀γ ∈ P (Υ)
in which γ ∼ γ means that γ and γ are not compatible, then
q (Λ) (the symbol is used instead of ⊂) means that γ is a multiset (a multiset is similar to a set except for the fact that an element may appear several times in a multiset, in other words, a multiset is an unordered tuple) with elements in P (Υ) q (Λ), and Φ T is the Ursell function, defined as (see [Ru99, (4 
in which G T (n) is the set of connected graphs on n vertices and E(g) is the set of edges of g. In addition, for every γ ∈ P (Υ) q (Λ), and, if n γ i is the multiplicity of
where denotes the union operation in the sense of multisets.
Bound on the polymer activity
We will now prove a bound on the activity ζ (Υ) q of a polymer. We will prove this bound under the assumption that K then, ∀γ ∈ P (Υ)
for some constant C 6 > 0, with (5.9) J := J − C 7 ,κ := κC 8 ,¯ := C 9 in which C 7 > 2C 5 and C 8 , C 9 > 0 are constants, and (the following definitions are recursive)
(υ, Γ) (see (4.34)).
Proof: We recall that ζ (Υ) q (γ) was defined in (4.57). We proceed by first bounding ζ
q (Λ), and conclude the proof by induction. To that end we bound the terms appearing in (4.53) one by one.
1 -First of all, by (3.3),
by (3.5),
and by (3.6) and (4.20), 
so, by (4.25), (5.21)
If |σ| 2, then O(e J |σ| ) < 1, whereas if |σ| = 1, it is of order O(e J+log ) and may be large. Therefore,
in which m (Υ) was defined in (5.12) (Each segment of length 2 and < 0 contributes, at most, 1 + O(e J 2 ), which we absorb into the 1 √ 2 factors in (5.19), which we can do since we can bound the number of segments by the lengths of the loops (or rather, by the number of −c(l)-edges in the outer loop and the number of c(l)-edges on the boundary of its core).)
-We now turn to u (Υ)
q (Γ), defined in (4.37). By (5.19),
in which v i was defined in (5.13) and (5.14).
-We will now bound K (Υ)
q,c(l) , which was defined in (4.46). By (5.6),
(If q = c(l), then this inequality is slightly suboptimal: only the first term is needed. However, this bound is good enough for our purposes.) In addition, since every edge in
(l, Γ) is necessarily part of a loop (or, rather, of the boundary of the core of a loop, but this distinction does not matter much since there exists an injective map from the boundary of the core to its loop) or a source (see figure 4.8),
On the other hand, the edges in ∂ q ι (l, Γ) and a loop l in ∂I. We go through the edges in l in, say, clockwise order, which gives us an ordered list of edges. The edges that intersect a segment of length < 0 are called 'bad'. We then group consecutive bad edges together, and the edge immediately following a bad group is called 'good'. By construction, there is are least as many good edges as there are groups of bad ones. In addition, since bad edges touch segments of length < 0 , each group of consecutive bad edges contains < 0 elements. Therefore, (5.26) #{bad edges} < 0 × #{good edges} We then construct an injective map from the set of good edges to the set of edges in l that are not connected to a segment of length 1. The map is defined as follows: given a good edge e
• if e is already part of a loop, then the map returns e itself, which may not be connected to a segment of length 1 (otherwise, it would not be part of the boundary of ι
• if e is on the boundary of the mantle of a loop, then we use the mapping alluded to earlier to map the boundary of the mantle of a loop to the loop itself (we have not defined it formally, a task which we leave to the reader),
• if e is on the boundary of a source, then that source must, itself, neighbor a loop or its mantle (if it did not, then the loop l would simply go around the source and there would be no bad edges), in which case, the map returns the edge at which the source is connected to the loop (if that edge is on the boundary of a mantle, then we use the map mentioned above).
All in all, this implies that
Finally, this may only occur if Γ is large enough to contain a non-empty ι
Therefore,
Thus, inserting (5.25) and (5.29) into (5.24), we find
fig 5.1: A polymer, in which we have highlighted one of the connected components of the padding (in cyan, color online). Whereas most of the boundary of the padding is part of a loop (or of the boundary of the core of a loop), some parts are segments of length < 0 ≡ 4. These are depicted as thicker red (color online) lines.
5 -We turn, now, to w, which was defined in (4.48). By (5.20), since |σ| 0 ,
6 -By injecting (5.22), (5.31) and (5.6) into (4.53), we find
We conclude the proof by induction.
Bound on the polymer entropy
We now bound the number of possible polymers, weighted by their activity.
Lemma 5.3 (bound on the polymer entropy)
For 0 < α, β < 1 and γ ∈ P for some constant C 3 > max{1, (αC 8 ) −1 } (in which C 8 is the constant appearing in (5.9)), and
in which γ ∼ γ means that γ and γ are incompatible, which implies that (5.1), and, consequently, lemma 5.1 hold.
Proof: We will first focus on the sum over non-trivial polymers, and then turn to the trivial ones.
7 -Let us, for the moment, neglect the sources, and discuss their role later on. We will show that for every edge e ∈ Z 2 , (5.38)
in which ∂ξ(γ ) := Γ∈Γ(ξ(γ )) Γ.
7-1 -
q (Λ) consists of loops and segments which are either of length < 0 , in which case they connect two loops in the same contour, or their length is 0 . By lemma 5.2, loops come with a gain factor e |l| , and segments which are 0 come with a gain factor e −κ|σ| . Shorter segments do not have such a gain, and segments of length 1 actually come with a loss factor e J+log¯ . This loss is less dramatic than might seem at first glance: segments of length 1 necessarily connect two loops (since loops are at a distance 0 from the boundary), and, when taking the e − 1 2 J factors coming from the endpoints of the segment, one finds that length 1 segments actually contribute O( ), which is small. Nevertheless, this gain factor is much smaller than for longer segments, which is a fact we will have to deal with. The trick is to consider loops that are at distance 1 from each other as a single object, and introduce the notion of a head, which is a contour Γ ∈ C (∅) q (Λ) whose segments (if any) are all of length 1: ∀σ ∈ S (∅) Λ,< 0 (Γ), |σ| = 1. Thus, a polymer γ ∈ P (∅) q (Λ) consists of heads and segments (see figure-5.2). For simplicity of exposition, we will consider loops that are not separated by a segment (see figure 5 .2) as belonging to the same head.
We then define the set of backbonesγ of γ as the set of polymers obtained from γ by removing segments of length > 1 in such a way that, while the support ofγ is still connected, it would not be if we removed any more segments of length > 1. Among the backbones inγ , we pick one arbitrarily, denote it byγ and call it the backbone of γ (see figure 5. 2). The main idea is to bound the entropy of the backbone, after which we bound the entropy of the full polymer. 7-2 -The backboneγ consists of L 1 heads and n s segments of length > 1, and has a natural tree structure (see figure 5.2): if we associate a node to each head and a branch to every pair of nodes that corresponds to heads that are connected by a segment, then the resulting graph is a tree (a tree is a graph with no loops), denoted by T(γ ). We call the head containing the edge e the root of the tree. Every other head has a unique parent, which is defined as the unique neighbor of the head that is closest to the root (using the natural graph distance on the tree). A head together with the segment that connects it to its parent is called a lollipop, and the segment is called the stem of the lollipop. The backbone is completely determined by the tree T(γ ), the shape of the root head and the lollipops, and the points on the heads to which the lollipops are attached.
• The number of rooted trees with L nodes is bounded by • The number of possible shapes of a lollipop is estimated as follows. Let us focus on the i-th lollipop Γ i . It consists of a stem of length i , and a head, which is a union of bounding loops. The head is connected to the stem at an edge e i (in the sense discussed in section 4.2). By definition, every segment in S (∅) Λ,< 0 (Γ i ) is of length 1, and every such segment is connected to exactly 2 edges of the head. Conversely, every edge in the head may be connected to 0 or 1 length-1 segments. We denote the number of edges in the head that are connected to a length-1 segment by n z,i , and fix the number of remaining edges to n l,i . Then, we estimate the number of possible heads with n z,i and n l,i fixed. A head can be seen as a connected subgraph of a finite-degree graph: for instance, consider the graph G whose vertices correspond to the edges of Z 2 and whose edges correspond to every pair of edges of Z 2 that are at distance 2 from each other. A head is a connected subgraph of this graph and has n l,i + n z,i vertices. Therefore, the number of possible head shapes is bounded by (5.40) # lollipop head shapes c n l,i +n z,i 1 for some constant c 1 > 0 (which depends only on the degree of the graph G).
• Once the tree structure and the shapes of the lollipops are fixed, we are left with positioning the lollipops. Given a lollipop Γ i , the tree structure tells us to which other lollipop Γ j its stem is connected. Therefore, it suffices to bound the number ways Γ i can be connected to Γ j by 2 n l,j . Thus,
We now express the weight e −θΞ (∅) (γ ) (see (5.8)) of the backbone in terms of lollipops. We fix the lengths of the stems 2 , · · · , L 2 (we take the convention that the first head is the root, which does not have a stem), as well as the numbers n l,1 , · · · , n l,L of edges in each head that are not connected to a length-1 segment, and the numbers n z,1 , · · · , n z,L of edges in each head that are connected to a length-1 segment. We have
Therefore, by (5.8)
Note that, since z J, this shows that Ξ (∅) (γ ) 0.
In addition, by simple geometric considerations, for every i ∈ {1, · · · , L},
Indeed there are at least 6 edges in every head that can not be connected to a length-1 segment (see figure 5. 3). Those edges are the q-edges with the largest q-component, the q-edges with the smallest q-component, and the −q-edges with the largest q-component. There are at least 2 of each, which adds up to 6. 7-3 -Given a backbone, we can construct a family of polymers by adding segments to it. The weight of an additional segment of length is 1. In addition, the number of ways in which on can add segments is bounded by (5.46) # polymers compatible with backbone
(the estimate corresponds to allowing for segments to be added to any point of a loop, which is an over-counting).
7-3-1 -Thus, we bound, by (5.39) through (5.46), (5.47)
where c 2 > 0 is a constant, and
7-3-2 -Let us now get rid of the e θχ factor. If i n l,i 0 , then the first factor can be rewritten as Therefore, we can get rid of χ by replacing θ with θ(1 − 2C 5 C 2 3 zJ −1 ):
7-3-3 -Therefore, if z and J are large enough, since 0 = C 3 κ −1 , F ( ) = O(θκ) −1 and (5.52)
for some constant c 3 > 0, and withθ = θ(1 + O(zJ −1 )). Note that the first factor is e −3θJ instead of e −3θ(1+O(zJ −1 ))J . This follows from the fact that,
• if L = 1, then the (1 + O(zJ −1 )) correction only arises if n l,1 0 , in which case the factor would be e • if L > 1, then the correction can be absorbed in e −3θJ(1+O(zJ −1 ))(L−1) .
In addition, provided z e (6θ−3)J , which is true ifθ = θ(1 + O(zJ −1 )) > 1 2 , we haveκ e 3θJ , from which (5.38) follows.
8 -We now take the sources into account, and show that (5.53)
e −3θJ if dist 1 (e, Υ) > 3 e −θJ otherwise in which dist 1 is the distance induced by the 1-norm: |(x, y)| 1 = |x| + |y|. For simplicity of exposition, we will only consider the case in which there are two sources. This is enough for the purpose of computing two-point correlations, and the argument can easily be generalized to an arbitrary number of sources.
8-1 -We will first deal with v 1 (see (5.13)). The key observation is that, in order for |D −q (Υ −q )| > 0, the size of one of the heads of Γ must be large enough:
Indeed, Υ −q is empty unless it is contained inside at least one −q-loop, and the smallest −q-loop that can contain a −q-dimer is of length 18 (see figure 5. 3). Furthermore, since distinct sources are at distance 0 from each other, if a loop contains two sources, then it is much larger than 2 × 18. Now, since l(Γ) − 2m (∅) (Γ) 6 (which is the size of the smallest possible loop, see the discussion above), we have
We can thus absorb v 1 by replacing e 8-2 -After having thus absorbed v 1 , the remaining contribution of sources comes from loops that are in contact with a source (through v 2 , see (5.14)), or at distance 1 from a source (from the Υ-dependence of m (Υ) , see (5.12)). When such an event occurs, m (Υ) and v 2 give rise to a large factor, which is counter-balanced by the gain in the entropy coming from the constraint that the loop in question is pinned down by the source.
The large factor produced by v 2 is e J|K (ext) | (υ, Γ) (see (4.34)), that is, it is exponentially large in the number of external contact points of each head. Consider a head which is in contact with exactly one source, and does not encircle another source. Denoting its length by n l (using the notation introduced above), we note that it can have, at most, min( 1 2 n l − 1, 6) external contact points (since the head has to wind around the source in order to have many contact points). A similar argument holds for the factor produced by m (Υ) , which implies that the overall contribution of a head neighboring a source is bounded by e 1 2 J min(n l −2,12) . Since the head does not encircle another source, there is no need to absorb the contribution of v 1 as we did above, and Now, consider a head that either is in contact with both sources, or touches one and encircles the other. Such a head must, therefore, be quite large: since sources are separated by at least 0 , n l 2 0 . This time, we must absorb v 1 as explained above, and, by (5.55), find that the head will contribute (5.57) e θJ(− 1 4
When a head that is not the root (recall that, when counting the number of possible backbones, we identified the head containing the edge e as the root) is in contact with a source, then there is no need to sum over the length of its stem. Equivalently, since the sum over the length of a lollipop stem produces a factor proportional to κ −1 , we can sum over the length of the stem, and correct the weight of the loop by a factor proportional to κ.
Finally, we turn to the root head. The number of points at which it comes within a distance 1 of a source υ is bounded by 1 2 n l + 1 − dist 1 (e, υ). Therefore, provided it only comes in contact with a single source, and does not encircle another, it contributes (5.58) e θJ min(1−dist 1 (e,υ),−1,− 1 2 n l +6) .
Note that, by a very similar argument, one checks that Ξ (Υ) (γ ) 0 even in the presence of sources.
8-3 -All in all, in the presence of sources, (5.47) becomes (5.59)
for some constant c 4 > 0. The rest of the computation is identical to the case without sources, and yields (5.53).
9 -We can now estimate the sum over non-trivial γ that intersect a given γ by summing over the position of e in such a way that γ is incompatible with γ. Such an incompatibility arises only if a loop of γ is at a distance < 0 from a loop of γ, or if a segment or loop of γ intersects a segment or loop of γ. This yields a factor O( 0 l(γ) + s(γ)). However, if γ is at a 1-distance that is 3 from a source, then the sum over its position yields a constant rather than O( 0 l(γ) + s(γ)). Therefore, (5.60)
10 -Let us now turn to the contribution of trivial polymers γ ∈ P (Υ)
The activity of such polymers is bounded by
where C 8 was introduced in (5.9), and C 3 in (5.35).
10-1 -If γ is non-trivial, then γ ∼ γ only if γ intersects a loop of γ. Indeed, γ is a q-segment, and, in order for it to intersect a q-segment of γ, it will have to intersect the loops at its endpoints, and −q-segments of γ must lie inside a loop of γ. Therefore,
10-2 -If γ is trivial, then there is only one position for γ that will intersect γ, and
whereas (5.64) a(γ) ακ 0 = αC 3 C 8 > 1.
Polymer-source interaction
In this section we introduce the notion of a polymer interacting with a source, which will be useful in the following to compute observables from the cluster expansion.
Definition 5.4 (polymer-source interaction)
First of all, we generalize the definition of the polymer activity ζ (Υ) q (γ) in (4.57), which, so far, has only been defined for polymers γ ∈ P (Υ) q (Λ). We extend this definition to polymers with a different family of sources Υ :
Given a polymer γ ∈ P (Υ) q (Λ) and a source E ∈ E(Λ), we say that γ interacts with E if ζ
q (γ). In this case, we write γ&E. Note that, in order for γ to interact with E, it must either come within a distance 0 of it or encircle it.
Lemma 5.5 (entropy of a polymer interacting with a source)
There exists a constant C 10 > 0 such that, for any E ∈ E(Λ) and a family of sources Υ ,
Proof: As noted in definition 5.4, γ may only interact with E if it surrounds it, or comes within a distance 0 of it. If γ is trivial, then its activity is bounded by (5.66) max
and there are fewer than 4 trivial polymers that interact with E. If γ is non-trivial, let us fix one edge e ∈ ∂ξ(γ) of one of its external loops. Furthermore, if dist 1 (e, Υ) > 3, then, since γ&E, l(γ) + s(γ) dist 1 (e, E) − 0 , which implies that,
Thus, by (5.53),
Finally, using (5.35), (5.70)
from which (5.65) follows, using κ < e 2J and taking 3β 1 − 2α.
Flipping term
We will now conclude the proof of the convergence of the cluster expansion, by proving (5.6).
Lemma 5.6 (bound on the flipping term)
There exists a constant C 5 > 0 such that, for every boundary condition c ≡ (c, ς, 0 ),
Proof: The main idea of the proof is to compute
q (Λ ) using the cluster expansion presented in lemma 5.1 whose convergence is ensured by lemmas 5.2 and 5.3. We then isolate the bulk terms, which cancel out, and the boundary terms, which yield-(5.71). As we will see, it suffices to consider only the first term in (5.2) and bound the remainder according to (5.4).
11 -Sources. The first step is to eliminate the sources. We will focus on Z (Υ) (Λ |c)/ Z 
where {γ} m is the multiset with m elements, all of which are γ. Furthermore, by (5.7),
c (γ) differs from 0 only if γ interacts with at least one source in Υ (see definition 5.4). Therefore, by lemma 5.5,
The same bound holds for log(
q (Λ )). We are thus left with estimating K
12 -Bulk terms. Some of the terms in the cluster expansion (5.2) are independent of the boundary, and cannot contribute to K (∅) q,c (Λ) since it only involves boundary terms (since the two ratios in (4.46) only differ through their boundary conditions). Let us now make this idea more precise.
12-1 -Among the polymers, some are connected to the boundary, which we call boundary polymers, while the others are not, and are called bulk polymers. Boundary polymers depend on the boundary, since they are connected to it, so we partition
in which P 
where B is the contribution of clusters involving only bulk polymers, and B is the contribution of clusters that contain at least one boundary polymer:
Remark: When defining B, we separate out one of the polymers, γ, and ask that it be a boundary polymer. When doing so, we must sum over the multiplicity of γ separately (the sum over m in (5.82)). If we did not do so, we would be overcounting polymer configurations (this can easily be seen on a simple example where the set of polymers consists of only two objects). We do this because we are writing identities, but, in the following, we will want bounds, for which we do not need to split the sum over the multiplicity from the sum over γ.
12-2 -Bulk polymers still depend on the boundary, because it restricts the polymers to be inside Λ. To remove this dependence, we introduce the set of infinite-volume polymers: P (•) q (∞) is the set of finite polymers, defined as in section 4.5, except that, instead of requiring that the polymers be inside Λ, they are merely required to be finite. In addition, given a vertex v ∈ Z 2 , we define P (•) q (∞|v) as the set of polymers whose upper-leftmost vertex is v. We then rewrite (5.2) as the sum over clusters of infinite-volume polymers minus the sum over clusters of infinite-volume polymers which are not contained within Λ: 13 -Boundary terms. We now bound B(P (∂) , P (•) ) and G. in which we recall that a(γ) = αΞ (Υ) (γ) (since we are interested in an upper bound, we can reabsorb the sum over m into the sum over γ), and, by (5.89), In addition, l(γ) 6. Therefore for some constant c 6 > 0.
14 -We conclude the proof by injecting (5.87), (5.93), (5.95) and (5.100) into (5.86), and using the fact that κ −1 < 0 (5.35).
Nematic phase
We are now ready to prove theorem 2.1. Let Λ L by a square box of side-length L.
1 -Given an edge e ∈ E(Λ L ), we have
1-1 -Let us first bound the exponent in the thermodynamic limit. As in lemma 5.6, we define (6.2) ζ We split the sum into a bulk and a boundary contribution, similarly to lemma 5.6. We define P ({e},∅) q (∞) as the set of polymers γ for which ∃L such that γ is in P ({e},∅) q (Λ L ) while not being connected to the boundary. We then split (6.5) log Z ({e}) (Λ L |q) In addition, the clusters γ 0 , · · · , γ n that contribute to R 1 or R 2 interact with e as well as with the boundary of Λ L . Therefore, for such clusters, for β ∈ (0, 1 2 t − α). We then use lemma 5.1 and 5.5 to bound (6.14) |R 
which is independent of the position of e, and is bounded as per (6.11).
1-2 -We turn, now, to the ratio of Z's, which can be computed explicitly from (4.44) and (4.24): if e is vertical and L is large enough, then (6.17) Z This proves that 1 e v is independent of the position of e, as well as (2.17) and (2.18).
2 -We now consider two edges e, e ∈ E(Λ L ) which are at a distance of at least 0 . We have (6.19) 1 e 1 e Λ L ,q − 1 e Λ L ,q 1 e Λ L ,q = 1 e Λ L ,q 1 e Λ L ,q Z ({e,e }) q + log
First of all, by (4.44) and (4.24),
We then write K (e,e ) q (Λ L ) using the cluster expansion (5.2), and note that the only clusters γ 0 , · · · , γ n that contribute are those that interact with both e and e . For such clusters, denoting the vertical and horizontal distances by dist v and dist h (these are the induced by the semi-norms (x, y) v := |y| and (x, y) h := |x|), from which (2.19) follows.
