Form Factor P (q)
As mentioned in Materials and Methods (main text), for fitting SANS intensity profiles, one requires to assume the shape of the protein molecules. That is, to select a functional form for the Form Factor (P (q)). Given that aCgn is a globular protein, the natural selection for P (q) is that of spherical particles. Glatter and Kratky 1 provided an analytical expression for P (q) of a sphere P (q) = 3 (sin (qσ/2) − qσ/2 cos (qσ/2)) (qσ/2)
where q is the wave vector, and σ is the molecular diameter. For spheres, the behavior of P (q) vs. q is relatively simple ( Figure S1 ). In the low to intermediate q regime (i.e., qσ < 1), P (q) is independent of the wave vector and is just equal to 1. At qσ > 1, there is a sharp monotonic decrease in P (q) (where P (q) ≈ 0 at qσ ≈ 10), followed by a series of small, decreasing oscillations in at higher q values (not visible in the scale of the figure).
This implies that for spherical molecules, any deviation from this behavior (cf. Fig. 4 in the main text) is only due to the effect of intermolecular interactions in S(q). Note that at high q, SANS is dominated by the incoherent background, and therefore those oscillations are not typically observed in practice.
In the case of the screened Coulomb repulsion, u(r) is where Z is the effective electronic charge of the protein, ε is the dielectric constant of the solvent medium, and 0 is the permittivity of free space. κ corresponds to the Debye-Hückel inverse screening length (or effective interaction range), and is determined by the ionic strength I of the solution (κ 2 = 8π ( 0 εk B T ) −1 I). Note that this model is only able to capture repulsive electrostatic interactions as it assumes an isotropic "net-charge" for the FIG . S1. Form Factor (P (q)) for spherical particles as a function of the wave vector q. For easing the analysis, the wave vector is scaled by the particle diameter σ.
protein.
By contrast, in the 2Y potential, u(r) can adopt two "screened interactions" (or yukawa tails) similar to that on Eq. A.6. That is, where K 1 and K 2 correspond to relative strength, and Z 1 and Z 2 represent the inverse of the effective range for each of the yukawa tails. By contrast with the screened Coulomb potential, the two-yukawa potential allows one to capture the most fundamental interactions for colloidal particles: steric repulsions, short-range attractions (e.g., van der Waals or dipole-dipole interactions), and long-range repulsions, as the parameters K 1 and K 2 can be positive or negative representing attractive or repulsive interactions, respectively.
Structure Factor S(q)
The Structure Factor S(q) of any system formed by hard-core molecules (i.e., including a hard-sphere repulsive interaction) may be calculated by solving the Ornstein-Zernike equation 3, 4 . In particular, we are interested in the Fourier transform of that equation. That is, H (q) = C (q) + ρH (q) C (q) (A. 4) where ρ is the number density of molecules, and H (q) is the Fourier transform of the indirect correlation function h(r) = g (r) − 1, with g (r) being the radial distribution function. C (q)
is the Fourier transform of the direct correlation function c(r), and depends on the direct interactions between molecules. The solution of Eq. A.4 requires a closure (approximation)
for C(q) or c(r) (e.g., Percus-Yevick, hypernetted-chain) in order to calculate H(q) (or equivalently S(q)) 3,4 .
For simplicity, the mean-spherical approximation (MSA) 5 was adopted here for this closure as it allows one to obtain an analytical solution of Ornstein-Zernike equation. Within MSA for hard-core molecules, h(r) = −1 for r ≤ σ (with σ being the molecular diameter),
while the direct correlation function simply takes the form of the energy function between a pair of molecules for r > σ.
where u(r) is the molecule-molecule interaction function, k B is the Boltzmann constant, and
T is the temperature. Two different interaction functions were used here to represent direct protein-protein interactions: (i) screened Coulomb repulsion (SC); and (ii) two-yukawa potential (2Y).
In the case of the screened Coulomb repulsion, u(r) is
where Z is the effective electronic charge of the protein, ε is the dielectric constant of the solvent medium, and 0 is the permittivity of free space. κ corresponds to the Debye-Hückel inverse screening length (or effective interaction range), and is determined by the ionic strength I of the solution (κ 2 = 8π ( 0 εk B T ) −1 I). Note that this model is only able to capture repulsive electrostatic interactions as it assumes an isotropic "net-charge" for the protein.
By contrast, in the 2Y potential, u(r) can adopt two "screened interactions" (or yukawa tails) similar to that on Eq. A.6. That is,
where K 1 and K 2 correspond to relative strength, and Z 1 and Z 2 represent the inverse of the effective range for each of the yukawa tails. By contrast with the screened Coulomb potential, the two-yukawa potential allows one to capture the most fundamental interactions for colloidal particles: steric repulsions, short-range attractions (e.g., van der Waals or dipole-dipole interactions), and long-range repulsions, as the parameters K 1 and K 2 can be positive or negative representing attractive or repulsive interactions, respectively.
Details on the analytical solution of the Ornstein-Zernike equation with the MSA closure, as well as the resulting expressions for S(q), for the SC and 2Y PMFs are provided by
Hayter and Penfold 2 and Liu et al. 6 , respectively. Figure S2 shows examples of u(r) and the resulting S(q) for each of these PMF models for spherical particles at a concentration of 10 g/L, and a particle diameter and molecular weight M w similar to those of aCgn (i.e., σ = 4 nm; M w = 25.7 kDa). For illustrative proposes, the parameters K 1 and Z 1 used in the curves of 2Y PMF on Fig. S2 were held fixed with K 1 = 8 and Z 1 = 10 in order to represent strong short-range attractions, while the other two parameters were changed with K 2 < 0 (for repulsive interactions). Similarly, T and ε were also fixed in the SC PMF, and only changes in Z and I were considered for Fig. S2 . This allows one to make a comparison, between both PMF models, for changes in the strength and range of the repulsive (electrostatic) interactions alone. Notably, S(q) from both PMF models show a pronounced peak at 2 < qσ < 4, which is characteristic of systems under net-repulsive intermolecular interactions (similar to those observed in Fig. 4) .
The above solution for S(q), in combination with P (q), were used to fit SANS I(q) data considered in the main report for aCgn (see Fig. 4 ). Table S1 provides the resulting parameters for the best fitted parameters. Note that in the cases were NaCl concentration is high and/or protein concentration is low the best fitted model correspond to that of simple hard-spheres. S(q) for hard-spheres can be obtained from the above models by taking Z = 0 (or κ = ∞) in the SC PMF, and
tionally, tn the case of the SC potential, the temperature and the dielectric constant were fixed to 298 K and 78, respectively. Note that some of the parameters do not correlate with physical expectations for a system where the range and strength of electrostatic interactions are decreing by increasing either NaCl concentration or protein concentration (e.g., charge
and ionic strength in the SC PMF, or K 2 and Z 2 in the 2Y PMF). 12.6 ± 0.4 14.20 ± 1.9 10.4 ± 4.8 -
In order to calculate G 22 for a given PMF model, one needs to calculate S(q) as S(q → 0) = 1 + c 2 G 22 . Thus, the same method to calculate the Structure Factor were used to obtain G 22 as a function of the different solution conditions (e.g., protein and salt concentration) for molecules interacting via screened Coulomb repulsions or two-yukawa potential. Figure S3 illustrates the behavior of these two models at different effective solvent conditions for spheres with a molecular diameter and weight equal to that of aCgn -i.e., 4 nm and 25.7 kDa, respectively. In the case of the two-yukawa potential, one of the 'tails' was considered short-range attractive, while the other 'tail' was assumed as repulsive with an adjustable effective range in order to imitate the competition between short-range van der Waals forces and electrostatic interactions. Note the strength and effective range of the repulsive interactions are correlated with each other in both PMF models. That is, for a value of G 22 (or equivalently, S (q → 0)) there are multiple possible, and physically reasonable, solutions for the model parameters (cf. Fig. S3 ). 12.6 ± 0.1 11.4 ± 72 2.9 ± 1x10 Here, we provide the details of the method development, tests against exactly known results, and an illustration of the improved statistical quality of G 22 obtained from the slidingwindow approach at both low and high protein concentrations.
Method
In most classic treatments of light scattering of dilute protein solutions, protein-protein interactions are quantified in terms of B 22 via Eq. C.1 applied to Rayleigh scattering at 90 degrees (R 90 ) as a function of concentration
where M w is the apparent molecular weight of the protein 8 Independent of whether one analyzes Rayleigh scattering data or small-angle scattering data extrapolated to zero-q, many current practices require one to assume a functional form for G 22 or S (q → 0) (i.e., recall S (q → 0) = 1 + c 2 G 22 ). Thus, our main focus is to provide a "model free" approach to capture G 22 in situ from low-to high-concentrations for protein solutions. The approach is to acknowledge that Eq. C.2 applies at any c 2 , but the functional form of G 22 (c 2 ) is unknown a priori. However, one can consider a series of small "windows" of c 2 , and only locally fit G 22 for a given c 2 window as it was shown in the main text, such that G 22 is effectively constant in that c 2 range.
To start, consider a Taylor series expansion that is not centered on c 2 = 0, but rather on the value of c 2 at the center of an arbitrary window of protein concentration. That is, one expands Eq. C.2 over a concentration range ∆c 2 , with a mid-point c 2 value denoted by c * 2 .
where the superscript * denotes that those quantities are evaluated at c 2 = c * 2 . The derivatives of molecular weight with respect to c 2 can be neglected, as can derivatives of G 22 with respect to c 2 if ∆c 2 is sufficiently small. The Taylor series can be expressed, after rearrangement, as
where G * 22 has volume/mass units, and the subscript on the first term on the right hand side indicates that it is evaluated at c 2 = c * 2 . If one substitutes in for that term using Eq. C.2 evaluated at c * 2 , one obtains
Note that all higher order terms drop out because we have assumed ∆c 2 is sufficiently small to neglect derivatives of G 22 with respect to c 2 . What follows below is essentially a test of the conditions that must be met with experimental data in order for that simplification to still provide accurate G 22 values at an arbitrary choice of c * 2 .
At high concentration, ∆c 2 will be much smaller than c * 2 , and the last term in Eq. C.3 will become negligible compared to the other two. Therefore at high c * 2 one effectively obtains G * 22
from the slope of the local tangent of R 90 vs. c 2 . Of course at low c 2 the last term in Eq. C.3
is appreciable and by retaining it one recovers Eq. C.4, which is the more general form that holds at both low and high c 2 . Therefore, rather than globally regress the entire R 90 /K vs. c 2 data set from LS, one uses a Taylor series for Eq. C.2 localized at c * 2 . Regression is performed for a small window of c 2 centered on c * 2 . Considering a series of c * 2 values then gives G 22 (c * 2 ) without a need to assume the functional form for G 22 as a function of concentration. As such, this treatment is effectively a model-free approach to obtain G 22 (c 2 ).
In doing so, M w is held fixed, as we find otherwise that M w and G 22 are not statistically uncorrelated when they are fit together. For systems where no oligomerization occurs, and solute-solvent non-idealities are not large, M w is just that of the protein monomer and is not a function of c 2 7 . However, when stable oligomers form with increasing concentration, M w could change dramatically with c 2 . In such cases, one may require existing oligomer models, and take advantage of q-dependent scattering that can more unambiguously confirm oligomer formation 10 .
If ∆c 2 is not small enough, the Taylor series of R 90 /K could be expanded to consider terms containing the derivative of G 22 . For data that includes statistical uncertainty ("noise"), it is unclear whether the additional fitting parameters that procedure will introduce will be statistically meaningful since higher order terms may counter balance each other, and it is unclear how many to keep -this is effectively the same problem with simply taking a virial expansion to include higher order virial coefficients. In what follows, we illustrate the simpler idea summarized above, i.e., to determine whether a local regression of R 90 vs. c 2 with Eq. C.4 can give accurate values of G 22 using reasonable values for the range of ∆c 2 , and subject to typical experimental uncertainty in the LS data.
One alternative to the method described above is to normalize R 90 /K by M w c 2 , yielding S (q → 0) as a function of c 2 (or equivalently 1 + c 2 G 22 based on Eq. C.2) as was done previously 15 . However, such an approach requires one to divide by c 2 and this magnifies any noise in the experimental data unless c 2 is large, and therefore is only effective for high volume fractions. Another alternative is simply to assume G 22 is a constant over the entire c 2 range of a scattering experiment when regressing against Eq. C.2, or to use the standard approach of assuming one is sufficiently dilute to obtain B 22 from regression of LS data versus Eq. C.1, i.e., assume A 2 = B 22 . The latter approaches are expected to work well only at "dilute" conditions. Therefore, as part of the model calculations below, it is also of interest to test the range of conditions for which the "dilute" approximation is valid.
Model System
To test the different approaches with a data set for which the exact results are known, the formalism developed by Zimm 16 is used here to generate synthetic data sets of Rayleigh scattering as a function of c 2 for a model protein system, using a protein diameter (σ) of 5 nm and molecular weight of 52.5 kDa over a broad range of c 2 (0.5-200 g/L). The model system was chosen to imitate protein solutions 17 , but it can also represent low polydispersity synthetic nano-particle suspensions 18, 19 . Since the true inter-molecular potential of mean force is not known for any arbitrary experimental system, a simple but physically reasonable model is used here to simulate experimental LS behavior for direct quantitative analysis and comparison. The system is a set of protein molecules suspended in an implicit solvent, with protein-protein interactions and thermodynamics (i.e., equation of state) given by a hard-sphere repulsion with additional short-range repulsions or attractions,
where Π is the osmotic pressure, k B is the Boltzmann constant, T is the absolute temperature, η = bc 2 is the volume fraction, and b denotes the molecular volume. ω represents the strength of the non-steric interactions and is an adjustable parameter in units of energy such that ω > 0 (ω < 0) provides repulsive (attractive) conditions with respect to purely steric repulsions. Eq. C.5 was obtained following a statistical mechanical first-order perturbation of a hard-sphere system in terms of the interaction energy (akin to the derivation of the van der Waals equation of state) 3 . The first term on the right-hand-side corresponds to the pressure of the unperturbed (i.e., hard-sphere) system assuming the Carnahan-Starling equation of state for the hard-sphere contributions 20 , whereas the second term represents the perturbation to the pressure due to the average protein-protein short-range interactions.
Simulated Rayleigh scattering data for this system are obtained from Eq. C.5 via
G 22 can be formally related to the thermodynamic behavior of the solution by 13,14
where µ 2 is the protein chemical potential (i.e. component 2). The subscripts in the above expression reflects that the derivative must be taken in an open-ensemble (i.e. fixed temperature and chemical potential of all species but protein). Doing so in a closed ensemble gives a trivial result that is independent of protein-protein interactions 14 . Following Zimm's formalism for an implicit solvent (e.g., Eq. C.5), G 22 as a function of c 2 can then be calculated from
where Z = Π/k B T c 2 is the compressibility factor and is defined in Eq. C.5. Given that the model system used here (Eq. C.5) represents an implicit-solvent system in a grand canonical ensemble, any thermodynamic derivative is intrinsically taken at fixed µ j =2 . 
Illustrative Results
Simulated R 90 data were generated as described above, and fit using non-linear least- 
D. Statistical Analysis of the Local Taylor Series Approach
Since model data were used in the analysis here, we considered the associated error for fitted G 22 values due to two main sources of statistical uncertainty in experiments: the size of the c 2 window (or alternatively the number of fitted data points) used to locally fit R 90 /K, and the degree of random noise or uncertainty of R 90 . The latter was tested by adding normally distributed noise to the simulated R 90 values, with a standard deviation ranging from 0% to 1% at each c 2 (that is, 99% confidence intervals of ∼ ±3%). The range of noise was chosen to imitate experimental uncertainty based on expected signal-to-noise ratios 17 . This range of noise would correspond to an error coming only from the laser source, assuming one has eliminated most user-based errors (e.g., dust or stray particles, scratched scattering chambers, or contaminants in the surrounding liquid chamber). Additional noise might be expected during LS experiments in the presence of these additional sources of errors, with more prominent errors expected at low-c 2 where the scattering signal from the proteins is weaker. As Fig. S7 illustrates, the accuracy of the regressed values of G 22 is affected by competing effects between ∆c 2 and χ. For sufficiently large values of ∆c, the error is independent of the noise in the data. For the ranges shown in Fig. S7 , it remains below 10% for ∆c as large as 20 g/L. As the concentration window is reduced, noise affects the error on the fitted G 22 due to the lack of data points to collect enough statistics given the average random error. Overall, this suggests there is an optimal concentration range (or number of data points) for fitting purposes for which inaccuracies in fitted G 22 values will remain reasonable (< 10% error). For the case illustrated in Fig. S7 , an optimal window-size lies between 5 and 10 g/L (or alternatively, from 9 to 19 data points) for relatively noisy data (i.e., χ ∼ 1%).
When larger (smaller) random errors are considered, one would require much larger (smaller) concentration ranges and/or local data sets to obtain accurate values of G 22 . These results are only illustrative of the effects of statistical uncertainty in the accuracy of the method, as data sets with less noise can require ∼ 3-5 data points per concentration window to obtain minimal confidence intervals on the fitted G 22 values (cf. main text).
As shown in the main text, the use of the local Taylor series approach for LS data provided quantitatively equivalent results for the magnitude of protein-protein interactions (or 
E. Dilute regime
As noted previously 7 , the product c 2 G 22 or c 2 B 22 , rather than simply c 2 , determines whether a system is sufficiently dilute for Eq. C.1 to apply. In order to define more generally this limiting value at which B 22 can accurately be quantified, the threshold value of c 2 B 22
was assessed here by regressing simulated data, such as in Fig. S5 
