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Understanding the fluctuations by which phenomenological evolution equations with thermody-
namic structure can be enhanced is the key to a general framework of nonequilibrium statistical
mechanics. These fluctuations provide an idealized representation of microscopic details. We con-
sider fluctuation-enhanced equations associated with Markov processes and elaborate the general
recipes for evaluating dynamic material properties, which characterize force-flux constitutive laws,
by statistical mechanics. Markov processes with continuous trajectories are conveniently character-
ized by stochastic differential equations and lead to Green-Kubo-type formulas for dynamic material
properties. Markov processes with discontinuous jumps include transitions over energy barriers with
the rates calculated by Kramers. We describe a unified approach to Markovian fluctuations and
demonstrate how the appropriate type of fluctuations (continuous versus discontinuous) is reflected
in the mathematical structure of the phenomenological equations.
I. INTRODUCTION
Phenomenological evolution equations with a thermo-
dynamic structure can be enhanced by adding fluctua-
tions. These fluctuations represent the effect of more
microscopic, fast degrees of freedom that have been ne-
glected in the phenomenological equations. Whether the
fluctuations cause only small corrections or have far-
reaching consequences depends on the particular problem
of interest.
A simple but important example for the benefits of
fluctuation enhancement is provided by the motion of
small particles suspended in fluids. If the suspended par-
ticles are sufficiently small, such as pollen particles in
water, one observes a wild random motion of the parti-
cles, which is the famous Brownian motion resulting from
incessant collisions with small molecules in the fluid. If
the fluid is described by the phenomenological hydrody-
namic equations, which specify the evolution of density,
velocity and temperature fields, Brownian motion can-
not be explained. By adding fluctuations to phenomeno-
logical hydrodynamics, one incorporates important fea-
tures of the molecular nature of the fluid and Brownian
motion becomes accessible. An important experimental
technique known as microbead rheology (see, for exam-
ple, Chapt. 25 of the textbook [1] and references therein)
is actually based on the observation of the random mo-
tion of small particles in complex fluids, from which the
viscoelastic fluid properties can be inferred.
An even more striking example for the importance
of fluctuations is dynamic light scattering by a low-
molecular-weight liquid, say water (see, for example, the
monograph [2] or Chapt. 26 of the textbook [1]). This ex-
perimental technique is sensitive to time-dependent cor-
relations in mass density on the length scale of the wave-
length of light. Typical length scales are below 10−7 m,
typical time scales can go down to 10−10 s, where these
two scales are related by the speed of sound. Ultimately,
it is the polarizability of molecules that matters for the
scattering of electromagnetic waves. Information on such
short length scales is not available in the phenomenolog-
ical hydrodynamic equations. By adding fluctuations to
hydrodynamics, we obtain precisely the small-scale infor-
mation about density correlations that is required to de-
scribe dynamic light scattering [3]. This example demon-
strates the usefulness of fluctuating hydrodynamics im-
pressively.
The standard reference for fluctuating hydrodynamics
is the textbook by Landau and Lifshitz [4]. To respect
conservation laws, Gaussian fluctuations are introduced
for the fluxes of conserved quantities rather than the con-
served quantities themselves. At any time, the local-
equilibrium fluctuations are characterized by Einstein’s
fluctuation theory obtained from equilibrium statistical
mechanics (see, for example, Sec. 10.B of [5]). Accord-
ing to Onsager’s regression hypothesis [6, 7], the decay
of fluctuations is governed by the phenomenological hy-
drodynamic equations.
In the context of numerical solutions of hydrodynamic
equations, the relevance of fluctuations in a large number
of situations has been compiled and discussed by Donev
and coworkers. Diffusive transport is strongly enhanced
by thermal velocity fluctuations [8]. Fluctuations also
have a strong impact on the spinodal decomposition of
multi-component systems [9]. Moreover, fluctuations in
reactive systems have a strong effect on giant long-range
correlated concentration fluctuations, accelerate pattern
formation in spatially homogeneous systems and lead to
a qualitatively different disordered pattern behind a trav-
eling wave [10, 11].
Can hydrodynamic fluctuations in multi-component
systems be described in the same way as those in one-
component systems? If we consider only the resulting
diffusion effects, the answer is yes. If we moreover al-
low for chemical reactions between the different compo-
nents, the answer is no. In this paper, building upon the
works [12, 13], we first show how different types of noise
correspond to different thermodynamic structures (force-
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2flux constitutive laws) of the phenomenological equations
for isolated systems. Then, as our central contribution,
we present the consequences of this correspondence for
nonequilibrium statistical mechanics, by answering the
following two questions. (i) Given a microscopic model
and a meaningful coarse-graining map, how can one find
the thermodynamic structure of the macroscopic, phe-
nomenological equation? (ii) In the opposite direction,
given a phenomenological equation and its thermody-
namic structure, how can we add fluctuations? For these
procedures we use the terms “coarse-graining” and “noise
enhancement”.
This paper pursues the following line of thought. We
start from a class of phenomenological evolution equa-
tions for isolated systems with a particular thermody-
namic structure (Sec. II). To enhance these phenomeno-
logical equations, we do not restrict ourselves to contin-
uous Gaussian noise but rather allow for general Markov
processes, including jump processes. We then try to rec-
ognize the proper types of noise to be used for enhanc-
ing phenomenological equations in the thermodynamic
structure of those equations. This attempt leads us to
the very general fluctuation-dissipation theorem that is
at the heart of this paper (Sec. III). Finally, we analyze
the noise resulting from more microscopic descriptions
to extract the detailed form of more macroscopic, phe-
nomenological evolution equations, which is a key task of
nonequilibrium statistical mechanics (Sec. IV).
For the theory of systems in thermodynamic equilib-
rium, which do not macroscopically evolve in time, we
know that the general recipes for calculating thermody-
namic potentials by statistical mechanics have not yet
been derived in any rigorous manner: for instance, there
is no definite proof that the thermodynamic entropy,
which is a macroscopically measurable quantity [14], is
the same entropy computed by statistical mechanics (for
an attempt in this direction, see [15]). Nevertheless, equi-
librium statistical mechanics has been formulated in such
an elegant and convincing way by Gibbs, whose powerful
formulation is based on ideas of Boltzmann and Maxwell,
that it is now generally accepted and used with great-
est confidence. For nonequilibrium systems, we certainly
cannot expect anything better than compelling heuris-
tic arguments and an elegant mathematical formulation
of the recipes that can be used to extract the thermody-
namic structure of phenomenological evolution equations
from microscopic dynamics. In particular, the announced
generalized fluctuation-dissipation theorem does not have
the status of a mathematical theorem, but rather of a
plausible postulate or axiom.
The main goal of all our efforts is providing the tools
for condensing experimental observations, partial under-
standing, statistical arguments, and intuition into a con-
sistent multiscale description for a given problem of in-
terest. For example, available background knowledge
should be used to guide the focus of statistical mechan-
ics and to make its procedures more efficient, and intu-
ition about molecular processes should guide appropriate
phenomenological modeling even if systematic statisti-
cal mechanics is prohibitively expensive. We strive for a
multiscale approach with reassuring mutual consistency
between different levels of description.
II. A FRAMEWORK FOR NONEQUILIBRIUM
THERMODYNAMICS
To carry out the program sketched in the introduc-
tion, it is essential to build on a sound framework for
nonequilibrium thermodynamics. On the one hand, if we
wish to enhance a phenomenological equation by adding
fluctuations, we must be sure that the phenomenological
equation is thermodynamically consistent so that a recipe
for introducing thermal fluctuations can make physical
sense. On the other hand, a major goal of statistical me-
chanics is to evaluate expressions for the building blocks
of a thermodynamic description from a more microscopic
description. At equilibrium, we need to find a single ther-
modynamic potential that characterizes all the thermo-
dynamic equations of state of the system. Nonequilib-
rium thermodynamics requires more.
Our discussion is based on the GENERIC (general
equation for the nonequilibrium reversible-irreversible
coupling) formulation of time-evolution equations for
nonequilibrium isolated systems [16–19], where two dif-
ferent formulations of the fundamental time evolution
have already been offered in Eqs. (4) and (13) of the orig-
inal paper [16]. Both formulations provide autonomous
evolution equations for a list of independent variables x
that describe an isolated nonequilibrium system of inter-
est, and both formulations rely on an additive superpo-
sition of reversible and irreversible contributions to dy-
namics. The fact that the GENERIC framework deals
with isolated systems represents no essential limitation,
since the equations for local field theories, the most fre-
quent models for real system, are independent of bound-
ary conditions; in other cases, it may be necessary to
include the environment in the description. Attempts
to generalize the GENERIC framework to open systems
have been made in [20–22].
For simplicity, we here assume that the list of variables
x is finite, x ∈ Rd. The first formulation of GENERIC
in [16] is given by the equation
dx
dt
= L(x)
∂E(x)
∂x
+M(x)
∂S(x)
∂x
. (1)
The quantities E and S are the total energy and entropy
as functions of the system variables x, and L and M
are certain linear operators, or matrices, which are also
allowed to depend on x. The two contributions to the
time evolution of x generated by the energy E and the
entropy S in Eq. (1) are the reversible and irreversible
contributions, respectively. We refer to L and M as the
Poisson and friction matrices.
The GENERIC framework postulates a number of
properties for the four building blocks E, S, L, M , most
3of which are related to physically sound balance laws for
energy and entropy (which, in turn, are associated with
the fundamental laws of thermodynamics). The practi-
cal advantage of restricting ourselves to isolated systems
is that conservation laws can be formulated more eas-
ily. The conservation of energy by reversible dynamics is
guaranteed by requiring the Poisson matrix L to be an-
tisymmetric. The conservation of energy by irreversible
dynamics is assumed for all choices of the generator S;
this assumption means that ∂E/∂x is a left eigenvector
of the matrix M with eigenvalue zero, thus implying de-
generacy of the friction matrix M . The conservation of
entropy by reversible dynamics, which actually is a hall-
mark of reversibility, is assumed for all choices of the gen-
erator E; this assumption means that ∂S/∂x is an eigen-
vector of the matrix L with eigenvalue zero, thus imply-
ing degeneracy of the Poisson matrix L, too. Finally, the
friction matrix M is assumed to be positive-semidefinite.
This assumption is a very strong formulation of the sec-
ond law of thermodynamics because it implies that the
irreversible contribution to the rate of change of S, that
is dS/dt, is nonnegative for any choice of S, not just for
the physical entropy.
There are further properties of L and M that are not
related to the balance laws for energy and entropy. While
the Poisson matrix L has to be antisymmetric, the sym-
metry properties of the friction matrix M are less obvi-
ous. Often M is assumed to be symmetric, but requir-
ing Onsager-Casimir symmetry is more appropriate (see
Sections 3.2.1 and 7.2.4 of [18] as well as [23]). A highly
restrictive condition on the matrix L is given by the Ja-
cobi identity for the Poisson bracket associated with L,
which is defined by {A,B} = (∂A/∂x) ·L (∂B/∂x). This
property expresses the time-structure invariance of re-
versible dynamics [24]. The version (1) of GENERIC is
also known as a metriplectic structure [25]. Note, how-
ever, that the “metric” M(x) is degenerate and may be
non-symmetric (for example, in modeling turbulence [23]
or slip [26]).
The second formulation of GENERIC in [16] is given
by the equation
dx
dt
= L(x)
∂E(x)
∂x
+
∂Ψ∗(x, ξ)
∂ξ
∣∣∣∣
ξ=
∂S(x)
∂x
. (2)
In Eq. (2), the dissipation potential Ψ∗ is a convex real-
valued function of ξ that has its minimum at 0, where
Ψ∗(x, 0) = 0 (for the origins of using dissipation poten-
tials in irreversible thermodynamics, see [27–31]; see also
the remarks in Sec. 2.9 of [32]). The potential Ψ∗ can
have an additional explicit dependence on x. The for-
mulation of irreversible dynamics in terms of a dissipa-
tion potential is also known as generalized gradient flow
(for details, see [12] and references therein). In the fol-
lowing, we hence distinguish between the GENERIC im-
plementation of irreversible dynamics by gradient flows
in Eq. (1) and by generalized gradient flows in Eq. (2);
equivalently, we refer to gradient flows based on fric-
tion matrices and based on dissipation potentials. For
symmetric M(x), the quadratic dissipation potential
Ψ∗(x, ξ) = (1/2) ξ ·M(x)ξ reproduces the gradient flow
appearing in Eq. (1).
The respective advantages of the formulations (1) and
(2) have been discussed in the literature, in most detail in
[33]. For the formulation of irreversible dynamics based
on dissipation potentials, the strong formulation of en-
ergy conservation and problems associated with dimen-
sional arguments of inhomogeneous functions have been
addressed in [34], where, based on physical arguments,
also the combination of the formulations (1) and (2) has
been advocated and elaborated.
A preference for the formulation (1) or (2) has often
been considered as a matter of taste. Only Eq. (1) can
handle Casimir symmetry, whereas Eq. (2) is clearly more
natural for chemical reactions and for collisions in the
Boltzmann equation. In the present paper, we show that
the choice of a formulation actually implies the type of
noise by which a phenomenological equation can be en-
hanced. The choice should be based on the physical sit-
uation and hence be made with deliberation.
III. FLUCTUATION-DISSIPATION THEOREM
The fluctuation-dissipation theorem plays a key role in
describing nonequilibrium systems. As a general prin-
ciple, it was first formulated by Nyquist [35] in 1928
and later derived by Callen and Welton [36], but im-
portant special cases had been noted in the preceding
decades. Kubo and coworkers [37] proposed a scheme for
classifying the various types of formulas referred to as
fluctuation-dissipation relations.
Here we consider the fluctuation-dissipation theorem
as the principle that establishes a relationship between
the (generalized) gradient flows characterizing the irre-
versible contribution to GENERIC on the one hand and
the appropriate fluctuation enhancement of these ther-
modynamically structured equations on the other hand.
The Markov processes providing the fluctuation enhance-
ment can be characterized in various ways: by stochastic
differential equations, transition rates, functional inte-
grals, infinitesimal generators, or by nonlinear genera-
tors.
A. Fluctuations associated with friction matrices
A heuristic derivation of the GENERIC (1) based
on friction matrices from more microscopic equations is
available (see, for example, Chapt. 6 of [18]). A well-
established procedure is based on the projection-operator
technique for separating slow and fast dynamics [38–41],
where the slow dynamics provides the phenomenological
equations and the fast dynamics is idealized as stochastic
noise. Adaptations of the general ideas of the projection-
operator technique to GENERIC can be found in [42] for
4classical systems and in [43] for quantum systems (see
also App. D of [18]).
The projection-operator technique suggests the follow-
ing fluctuation-enhancement procedure for the version of
GENERIC given in Eq. (1) (see, e.g., Eq. (1.56) and
Sec. 6.3.3 of [18]),
dXt =
(
L(x)
∂E(x)
∂x
+M(x)
∂S(x)
∂x
+ kB
∂
∂x
·M(x)
)∣∣∣∣
x=Xt
dt+B(Xt) dWt , (3)
where B is a (not necessarily square) matrix satisfying
B(x)B(x)T = 2kBM(x) , (4)
and kB is Boltzmann’s constant. Different choices of the
matrix B in the decomposition (4) correspond to differ-
ent but equivalent versions of the Wiener process Wt in
Eq. (3), which is a vector-valued Gaussian stochastic pro-
cess with the following first and second moments,
E(Wt) = 0 , E(WtWTt′ ) = min(t, t′)1 . (5)
The smallness of the Boltzmann constant in macroscopic
units of entropy, kB = 1.38 × 10−23 J/K, highlights the
microscopic origin and smallness of the fluctuation effects
characterized by Eq. (4). Equation (3) establishes a rela-
tionship between the GENERIC phenomenological equa-
tions based on friction matrices and the class of stochastic
processes known as diffusions (the continuous solutions
to stochastic differential equations) and shows that a fric-
tion matrixM contains all the essential information to re-
construct the fluctuations that arise from neglected more
microscopic degrees of freedom. We occasionally refer to
Eqs. (3) and (4) as the classical fluctuation-dissipation
theorem. Note that temperature does not appear in these
equations. Energy and entropy are the fundamental con-
cepts in GENERIC, whereas nonequilibrium temperature
is not even defined in a meaningful general way. How-
ever, in the GENERIC formulation of hydrodynamics,
for example, the local-equilibrium temperature occurs as
a factor in the friction matrix M .
The occurrence of the divergence of M in Eq. (3) is
a consequence of using the Itoˆ interpretation of stochas-
tic differential equations with multiplicative noise. This
term may be regarded as a warning that the phenomeno-
logical equation should not be considered naively as an
averaged version of the stochastic differential equation;
rather, their solutions correspond to the most probable
paths. Without the correction term, the infinitesimal
generator characterizing the solution of the stochastic dif-
ferential equation (3) would be
Q =
(
L
∂E
∂x
+M
∂S
∂x
)
· ∂
∂x
+ kBM :
∂
∂x
∂
∂x
. (6)
With the correction term, the infinitesimal generator is
changed into
Q =
(
L
∂E
∂x
+M
∂S
∂x
)
· ∂
∂x
+
∂
∂x
· kBM · ∂
∂x
. (7)
We can rewrite Eq. (3) in the more appealing form
dXt =
(
L(x)
∂E(x)
∂x
+M(x)
∂S(x)
∂x
)∣∣∣∣
x=Xt
dt
+B(Xt)  dWt , (8)
where the symbol  indicates the kinetic or Klimon-
tovich interpretation of this stochastic differential equa-
tion [44, 45]. As a general policy, we keep the general
form of equations (here stochastic differential equations,
later also functional integrals) as simple as possible, but
emphasize that these formal equations require interpre-
tation rules, most pragmatically expressed through time-
discretization schemes.
By passing from discrete systems to the limit of fields,
Eq. (3) can be used to add fluctuations to hydrodynam-
ics, resulting in the famous theory of fluctuating hydro-
dynamics [4]. Note that this limiting procedure comes
with serious difficulties, which are addressed in the the-
ory of stochastic partial differential equations [46–48].
Equation (3) or (8) provides the fluctuation enhance-
ment in terms of a stochastic differential equation. The
same fluctuation enhancement can be described unam-
biguously by the infinitesimal generator (7). Alterna-
tively, one can provide the probability distribution of the
corresponding stochastic process in the space of trajec-
tories. In that approach, which has been pioneered by
Onsager and Machlup [49], averages are obtained as func-
tional integrals, also known as path integrals. Consider-
ing the solution of the stochastic differential equation (3)
on the interval [0, T ], the probability density in the space
of trajectories is given by
P(Xt ≈ xt) ∝
p(x0) exp
{
− 1
2kB
∫ T
0
F
(
xt, x˙t − L(xt)∂E(xt)
∂xt
)
dt
}
,
(9)
where
F(x, v) = 1
2
(
v −M(x)∂S(x)
∂x
)
·
·M(x)−1
(
v −M(x)∂S(x)
∂x
)
. (10)
The meaning of the inverse M−1 of a degenerate ma-
trix M in the Gaussian probability density (9), (10) re-
quires some explanation. If the second moments of v
are degenerate, this means that the fluctuations of v are
constrained. A regularization of M can be obtained by
introducing small artificial Gaussian fluctuations in the
constrained directions, so that the inverse of the regular-
ized M exists. After calculating the desired averages, one
should let these small artificial fluctuations go to zero.
The meaningful definition of formal functional inte-
grals is a subtle matter. In particular, the treatment of
x˙t in Eq. (9) should put initial and final times on an equal
5footing. Interpretation rules for functional integrals have
been developed in [50, 51]. The need to introduce inter-
pretation rules for functional integrals should not keep us
from taking advantage of this powerful tool, as is well-
known from a similar situation in the theory of stochastic
differential equations.
Note that the function defined in Eq. (10) has the
property F(x, v) ≥ 0 and that its minimum at zero is
reached if v = M∂S/∂x is the irreversible contribution
to dynamics in the GENERIC (1). This means that the
time integral in the probability density (9) vanishes if
xt satisfies the phenomenological equation, so that this
trajectory has the maximum probability. Stochastic de-
viations from the deterministic solution are suppressed.
In view of the small value of kB, only microscopic fluctu-
ations have nonnegligible probabilities, whereas macro-
scopically large deviations are exponentially suppressed.
B. Fluctuations associated with dissipation
potentials
The microscopic justification of dissipation poten-
tials is much less developed than for friction matrices.
A mathematical derivation from Hamiltonian dynamics
based on an optimization principle has been offered by
Turkington [52]. The fluctuations in reactive mixtures
have been discussed in [10, 11]. The elegance and gen-
erality of the GENERIC (2) based on dissipation poten-
tials suggests that all these pieces of a puzzle can be
put together to obtain a powerful theory of fluctuations.
General results for purely dissipative systems, in the lan-
guage of large-deviation theory, have been revealed for
the class of Markov processes, including jump processes,
in [12, 13, 53], from which our work originates. The vari-
ational principle F(x, v) ≥ 0 (where F(x, v) = 0 corre-
sponds to the deterministic phenomenological equation)
is the key to a general description of fluctuations in terms
of functional integrals.
As a convex function of ξ, the dissipation potential
Ψ∗(x, ξ) gives naturally rise to another convex function
Ψ(x, v), where Ψ(x, v) and Ψ∗(x, ξ) are related by Legen-
dre transformation. The more general Legendre-Fenchel
transform [54] is defined by
Ψ(x, v) = sup
ξ
[ξ · v −Ψ∗(x, ξ)] . (11)
If the dissipation potential Ψ∗(x, ξ) is sufficiently smooth,
the more familiar Legendre transform can be rewritten as
Ψ(x, v) = ξ · v −Ψ∗(x, ξ) , (12)
where the variables v and ξ are related by
v =
∂Ψ∗(x, ξ)
∂ξ
, (13)
or, equivalently,
ξ =
∂Ψ(x, v)
∂v
. (14)
The physical meaning of the conjugate variables v and ξ
is provided by Eq. (2),
v =
dx
dt
− L(x)∂E(x)
∂x
, ξ =
∂S(x)
∂x
, (15)
which are the irreversible contribution to dynamics and
the entropy gradient, respectively. This interpretation of
the variables is based on the phenomenological equation;
in the presence of fluctuations, deviations from the values
(15) occur.
The definition (11) implies that, for any x, ξ, and v,
we have the Young-Fenchel inequality
Ψ(x, v) + Ψ∗(x, ξ)− ξ · v ≥ 0 . (16)
If ξ and v are related according to Eq. (14), in particular
for the physical variables (15), equality is reached. We
thus obtain the second law of thermodynamics,
dS
dt
=
∂S
∂x
· dx
dt
=
∂S
∂x
· v = Ψ(x, v) + Ψ∗
(
x,
∂S
∂x
)
≥ 0 .
(17)
In the second step, we have used the degeneracy of the
Poisson matrix L. Finally, both Ψ(x, v) and Ψ∗(x, ξ) are
nonnegative.
The following generalization of the function F(x, v) de-
fined in Eq. (10) turns out to be useful:
F(x, v) = Ψ(x, v) + Ψ∗(x, ξ)− ξ · v
∣∣∣
ξ=
∂S(x)
∂x
. (18)
This function inherits the convexity in v from Ψ(x, v).
The inequality (16) implies F(x, v) ≥ 0. The minimum
of F(x, v) is reached for the variables (15), that is, for
the solutions of the GENERIC (2) based on dissipation
potentials. This means that the solutions of the macro-
scopic, GENERIC phenomenological equations are the
most probable paths of the stochastic process. We have
thus arrived at a variational principle associated with
Eq. (2). This variational principle is somewhat unusual
because we know in advance that the minimum is reached
at zero. In the special case of quadratic dissipation po-
tential, the trivial nature of the variational principle as-
sociated with minimizing F(x, v) in Eq. (10) becomes
evident.
Nevertheless, the function F(x, v) is very useful
for specifying the fluctuation-enhanced version of the
GENERIC (2) based on generalized gradient flows. The
probability density in the space of trajectories is still
given by Eq. (9), but now F(x, v) is obtained from the
dissipation potential according to Eq. (18). With this re-
lation between path integrals and dissipation potentials,
we have arrived at a first formulation of the generalized
fluctuation-dissipation theorem, which we consider as a
cornerstone of nonequilibrium statistical mechanics.
Generalized FDT (first formulation). A fluctuation
enhancement of a GENERIC system with building blocks
E, S, L, and Ψ∗ is completely characterized by the proba-
bility density (9) given in terms of the function F defined
in Eq. (18).
6While, according to Einstein’s fluctuation theory for
enhancing equilibrium thermodynamics, an entropy func-
tion describes the fluctuations around most probable
states in static situations (systems that do not evolve
macroscopically in time), a dissipation potential char-
acterizes the fluctuations around the most probable dy-
namics of a system. Such fluctuations are characterized
by transport coefficients and/or rate parameters which
should not occur in entropies or free energies [55]. Note
that, as reflected by the existence of the local function
F(x, v), the formulation refers to the class of Markov
processes, which are local in time. Any nonlocal-in-space
feature is, in principle, allowed.
C. Infinitesimal generators
The integral in the exponent of Eq. (9) encodes the se-
quential transition probabilities of a Markov process (see
[50, 51] or Sec. 11.1 of [56]). Therefore, the infinitesimal
generator Q of this Markov process, which is defined as
the operator
Qf(x) = lim
τ→0
1
τ
E
[
f(Xτ )− f(x)
∣∣∣X0 = x] , (19)
for an appropriate class of functions f , can be expressed
as
Qf(x) =
lim
τ→0
1
τ
∫ [
f
(
x+ L
∂E
∂x
τ + vτ
)
− f(x)
]
pτx(v) dv ,
(20)
with the short-time transition probabilities
pτx(v) = exp
{
−F(x, v)
2kB
τ
}[∫
exp
{
−F(x, v)
2kB
τ
}
dv
]−1
.
(21)
Equation (20) corresponds to a forward Euler, or nonan-
ticipating, definition of the functional integral in Eq. (9)
(see [50, 51] or Sec. 11.1 of [56]). The simplest way to
achieve a symmetric treatment of initial and final times
in a time step τ is by using the following replacement in
the numerator and denominator of Eq. (21),
F(x, v)→ F(x+ vτ/2, v) , (22)
where typically a first-order Taylor expansion of the sym-
metrizing correction is sufficient.
Equations (20) and (21) characterize a Markov pro-
cess and may be regarded as an alternative formulation
of the general fluctuation-dissipation theorem (9), (18).
The characterization of a Markov process via its infinites-
imal generator is mathematically more robust than via a
functional integral (contrary to stochastic and functional
integrals, infinitesimal generators do not require inter-
pretation rules). In view of Eq. (18), we find the follow-
ing alternative representation of the short-time transition
probabilities,
pτx(v) = exp
{
τ
2kB
(
∂S(x)
∂x
· v −Ψ(x, v)
)}
×
[∫
exp
{
τ
2kB
(
∂S(x)
∂x
· v −Ψ(x, v)
)}
dv
]−1
.
(23)
For the quadratic expression (10) of F(x, v), the short-
time transition probabilities (21) are Gaussians with the
first moments and covariances
〈v〉τx = M(x)
∂S(x)
∂x
, 〈vvT 〉τx − 〈v〉τx 〈vT 〉τx =
2kBM(x)
τ
.
(24)
The fact that the fluctuating velocities v are of order
τ−1/2 expresses the non-differentiability of the continu-
ous trajectories of diffusion processes. In the limit τ → 0,
a second-order Taylor expansion of the first f in Eq. (20)
around x is sufficient to obtain the infinitesimal genera-
tor (6). If the correction (22) is applied, the generator
changes to (7), which expresses the classical fluctuation-
dissipation theorem.
In short, we find that a nonanticipating definition of
the functional integral leads to the infinitesimal genera-
tor (6), whereas a symmetric definition leads to the gen-
erator (7). As for stochastic integrals, the definition of
functional integrals depends on the discretization rule.
For stochastic integrals, symmetrization leads from Itoˆ to
Stratonovich integrals whereas, for functional integrals,
symmetrization leads from Itoˆ to Klimontovich genera-
tors.
For general F(x, v), we deal with jump processes so
that v is of order τ−1. Then, all orders of the Taylor
expansion for f in Eq. (20) contribute in the limit τ → 0
(truncating after one or two terms or keeping infinitely
many terms are the only options; see, e.g., Sec. 4.3 of
[57]). To handle the infinite-order expansion, we con-
sider the test functions f(x) = eα·x and, for the average
occurring in the infinitesimal generator (20), we then ob-
tain〈
f
(
x+ L
∂E
∂x
τ + vτ
)〉τ
x
=
f(x) exp
{
α · L∂E
∂x
τ
}
〈eα·vτ 〉τx . (25)
We now evaluate the integrals involved in the remain-
ing average 〈eα·vτ 〉τx by the method of steepest descent.
This may be surprising in view of the smallness of the
time step τ . However, it actually is the smallness of kB
that justifies the application of the method of steepest
descent. More precisely, the entropy changes involved in
the fluctuations during τ should still be large compared
to kB, which means that τ should be sufficiently large
so that many degrees of freedom are involved in these
fluctuations. This assumption is a key requirement for
7applying statistical mechanics. By using the representa-
tion (23) of pτx(v) and applying the method of steepest
descent, we obtain
〈eα·vτ 〉τx ∼
exp
{
τ
2kB
Ψ∗(x, ξ)
}
exp
{
τ
2kB
Ψ∗
(
x, ∂S(x)∂x
)} , (26)
with
ξ =
∂S(x)
∂x
+ 2kBα . (27)
In evaluating the normalization integral in Eq. (23), sta-
tionarity corresponds to the physical value of ξ given in
Eq. (15) for the deterministic phenomenological evolu-
tion. The stationarity condition for the integral in the
numerator implies a deviation characterized by Eq. (27).
Note that in applying the method of steepest descent we
have omitted the ratio of determinants of the matrix of
second derivatives of Ψ(x, v) with respect to v, which
needs to be evaluated for different v. For quadratic dis-
sipation potential, the second derivatives are indepen-
dent of v. More generally, the correction factor result-
ing from the determinants is very small compared to the
large exponentials in Eq. (26) [the same is true for the
correction (22) for time-reversal symmetry]. A most use-
ful, compact result is obtained after taking logarithms in
Eqs. (25) and (26),
2kB
τ
ln
〈
exp
{
α ·
(
L
∂E
∂x
τ + vτ
)}〉τ
x
≈
Ψ∗(x, ξ)−Ψ∗
(
x,
∂S(x)
∂x
)
+ ξ · L(x)∂E(x)
∂x
, (28)
where ξ is obtained from α according to Eq. (27). A com-
parison with Eq. (20) suggests interpreting the left-hand
side of Eq. (28) as a nonlinear version of the infinitesi-
mal generator [58]. Note, however, that the validity of
Eq. (28) is based on the smallness of kB/τ compared to
the macroscopic entropy production rate on the interme-
diate time scale τ , and not on a formal limit τ → 0.
The seemingly conflicting requirements for τ in using the
method of steepest descent and in defining a nonlinear
infinitesimal generator characterize τ as an intermedi-
ate time scale, large compared to microscopic and small
compared to macroscopic time scales. A more formal
treatment of precisely these complementary limits can
be obtained by means of large-deviation theory.
The average in Eq. (28) is basically the characteristic
function (the Fourier transform of the probability mea-
sure) associated with the fluctuating increments of the
trajectory over the time interval τ (if α is imaginary).
As τ is small, the increments are small, the characteris-
tic function is close to unity, and its logarithm is close
to zero; this explains why it is meaningful to divide by τ
in Eq. (28). For diffusion processes, the increments are
Gaussian and the logarithm of the characteristic func-
tion, which is the cumulant generating function, is a
quadratic function in α,
α ·
(
L
∂E
∂x
+M
∂S
∂x
)
τ + α ·M · αkBτ . (29)
The first and second cumulants, which are the only non-
vanishing ones, are both proportional to τ . In more gen-
eral situations, we obtain (28), which constitutes our sec-
ond formulation of the FDT.
Generalized FDT (second formulation). A fluctuation
enhancement of a GENERIC system with building blocks
E, S, L, and Ψ∗ is completely characterized by the cu-
mulant generating function (28), where ξ is defined in
Eq. (27).
Note that the right-hand side of Eq. (28) coincides with
the contact Hamiltonian given in Eq. (47) of [16]. This
contact Hamiltonian is actually the Legendre-Fenchel
transform of the Lagrangian (18), and the corresponding
contact Hamiltonian dynamics is equivalent to the evo-
lution equations obtained from the variational principle
associated with this Lagrangian [59–62].
IV. RECIPES FOR NONEQUILIBRIUM
STATISTICAL MECHANICS
In the context of GENERIC with friction matrices
or fluctuations modeled by diffusion processes, the four
building blocks characterizing the structure of the phe-
nomenological equations can be obtained by statistical
mechanics as elaborated in Chapt. 6 of [18] or in [63].
The generators energy E and entropy S of reversible and
irreversible dynamics, respectively, as well as the Pois-
son matrix L, require only static information that can be
obtained most efficiently from Monte Carlo simulations
of nonequilibrium ensembles. Dynamic simulations are
required for evaluating the friction matrix M . In view
of the cumulant generating function (29), we can extract
M from
τ
〈
vvT
〉τ
x
− τ〈v〉τx 〈vT 〉τx = 2kBM(x) . (30)
In practice, the left-hand side is evaluated for small time
increments τ and, for this reason, we may just compute
τ
〈
vvT
〉τ
x
= 2kBM(x) , (31)
since the term τ〈v〉τx 〈vT 〉τx is of order τ1 whereas τ
〈
vvT
〉τ
x
is of order τ0. In a simulation, one creates an ensemble
of microscopic initial conditions that are consistent with
the thermodynamic variables x and that are evolved with
the microscopic dynamics. This procedure for evaluating
second moments clarifies what we mean by the “noise ide-
alization of fast dynamics” and by “fluctuation-enhanced
phenomenological dynamics.” As discussed in the justifi-
cation of the method of steepest descent in the paragraph
before Eq. (26), τ should be small from the macroscopic
perspective, but large from a microscopic perspective.
8More precisely, for diffusion processes, this means that τ
should be the separating time scale between the fast pro-
cesses idealized as noise and the slow processes described
by thermodynamic evolution equations.
Dynamic simulations are performed only over the inter-
mediate time scale τ , not over macroscopic times. This
is where the efficiency of thermodynamically guided sim-
ulations comes from [63]. If the friction matrix M is
independent of x, it is convenient to average over an en-
semble of initial conditions for different x, for example,
an equilibrium ensemble. The above procedure for dif-
fusion processes is closely related to the more common
approach based on Green-Kubo formulas [37, 64].
Statistical mechanics for GENERIC with dissipation
potential or fluctuations modeled by general Markov pro-
cesses is based on Eq. (28). For a given x, one needs to
choose α and τ . The choice of α is determined by the
range of ξ values of interest according to Eq. (27). The
intermediate time scale τ should be such that a small
but nonnegligible fraction of the simulated trajectories
contain a jump during the period τ .
The left-hand side of Eq. (28) can be evaluated in ex-
actly the same way as the second moment in the Green-
Kubo formula (31). A fit to the right-hand side pro-
vides the noise idealization for the neglected degrees of
freedom and the resulting dissipation potential accord-
ing to the generalized fluctuation-dissipation theorem. If
the result is plotted for fixed x as a function of ξ, ac-
cording to Eq. (28), we obtain the dissipation potential
Ψ∗(x, ξ), except for constant and linear contributions.
For ξ = ∂S/∂x, the right-hand side is zero; for ξ = 0, the
right-hand side is −Ψ∗(x, ∂S/∂x). The static building
blocks E, S, and L can be extracted from molecular sim-
ulations exactly as described before for GENERIC based
on friction matrices.
V. SUMMARY AND OUTLOOK
The main result of the present paper is a very gen-
eral fluctuation-dissipation theorem that relates the dis-
sipative contribution in a thermodynamically consistent
evolution equation to a fluctuation enhancement of that
equation in terms of a Markov process. In its most gen-
eral form, dissipative dynamics is defined in terms of a
dissipation potential Ψ∗ in Eq. (2). The Markov pro-
cess providing the fluctuation enhancement of the phe-
nomenological Eq. (2) can be characterized in several
equivalent ways (under suitable assumptions):
• By the probability distribution (9) in the space
of trajectories, where the general Lagrangian F is
given in Eq. (18);
• By the infinitesimal generator (20) associated with
the transition probabilities pτx given in Eq. (21) or
Eq. (23), where the correction (22) should be ap-
plied;
• By a nonlinear infinitesimal generator obtained as
a limiting case of Eq. (28) for small time steps τ
(compared to macroscopic time scales).
Our generalized fluctuation-dissipation theorem has the
status of a conjecture for which there is no rigorous math-
ematical proof. For the quadratic dissipation potentials
associated with diffusion processes, projection-operator
techniques can be used for a heuristic derivation. For
the more general dissipation potentials associated with
jump processes, there are only few deeper justifications
[10–12].
The fact that fluctuations and dissipation are two sides
of the same coin can be exploited in different ways which,
when properly combined, lead to a consistent multiscale
description of nonequilibrium systems. On the one hand,
phenomenological evolution equations rooted in nonequi-
librium thermodynamics can be enhanced by introducing
fluctuations representing the essential effects of neglected
microscopic degrees of freedom. Important examples in-
clude the hydrodynamic equations for the discussion of
dynamic light scattering and microbead rheology. On
the other hand, by analyzing the fluctuations of micro-
scopic simulations, one obtains recipes for extracting the
dynamic material information expressed through dissipa-
tion potentials. The general recipe of nonequilibrium sta-
tistical mechanics is contained in Eq. (28). This equation
unifies and generalizes some famous results: the Green-
Kubo formulas for transport coefficients (associated with
gradient flows, friction matrices, and continuous noise)
and the Kramers formula for chemical reactions rates
(associated with generalized gradient flows, dissipation
potentials, and jump processes).
In the subsequent paper, we illustrate how the gen-
eral recipes of nonequilibrium statistical mechanics can
be applied to obtain the dissipation potential for purely
dissipative systems and, in particular, for a simple chem-
ical reaction. Applications of greater practical relevance
will require the development of sophisticated importance-
sampling techniques.
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