Existence and approximation of solutions for first-order discontinuous difference equations with nonlinear global conditions in the presence of lower and upper solutions  by Cabada, A. et al.
PERGAMON 
An In.national Joun'ufl 
computers & 
mathematics 
wXh q~k:tkxm 
Computers and Mathematics with Applications 39 (2000) 21-33 
www.elsevier .nl/locate/camwa 
Existence and Approximation of Solutions for 
First-Order Discontinuous Difference Equations 
with Nonlinear Global Conditions in the 
Presence of Lower and Upper Solutions 
A. CABADA*, V. OTERO-ESPINAR AND R. L. Pouso  
Departamento deAn~lise Mateme£tica 
Facultade de Matem~ticas, Universidade de Santiago de Compostela 
15706 Santiago de Compostela, Spain 
cabada©zmat, use, es  
(Received July 1999; accepted August 1999) 
Abst rac t - -Th is  paper is devoted to the study of the existence of solutions of first-order difference 
equations verifying nonlinear conditions that involve the global behavior of the solution. We prove 
that the existence of lower and upper solutions warrants the existence of such solutions lying in the 
sector formed by the mentioned functions. We also can prove that some classical results for differential 
equations are not true in general for this case. ~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords--First-order difference equation, Lower and upper solutions, Monotone iterative tech- 
nique. 
1. INTRODUCTION 
The method of upper and lower solutions has been successfully employed in many different 
applications for a wide class of boundary value problems with ordinary differential equations. As 
it is well known, this theory permits us, under certain conditions, to give constructive proofs of 
existence of solution by defining monotone sequences which converge to the extremal solutions 
of the considered problem in a sector defined by a lower and an upper solution. In many cases, 
it is easy to construct hose sequences by solving some linear problems and then we have an 
applicable monotone iterative technique (see [1]). 
In the last years, an increasing interest in extending these methods to discontinuous nonlinear 
differential equations is rising. See, for instance, [2] and references therein. 
For difference equations this method has been also applied: in [3] extremal solutions of a 
second-order discrete Dirichlet problem are obtained under the hypothesis of the existence of 
c~ </~ lower and upper solutions of the considered problem. 
For nth-order difference quations with different linear boundary conditions this method has 
been applied in [4,5]. 
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In this paper, we study the applicability of the method of lower and upper solutions for first- 
order difference quations with nonlinear global conditions which include the usual boundary 
conditions (such as initial and periodic). We carry on with the study started in [6,7] for first-order 
differential equations (with more restrictive boundary conditions), proving results on existence 
and approximation of solutions lying between a lower and an upper solution. These results will 
be optimal in different senses that we shall explain below. Furthermore, we give examples that 
show that some well-known results for differential equations cannot be adapted for difference 
equations. 
Following the spirit of the monograph [2], discontinuities on the nonlinear part that defines the 
equation and in the boundary conditions are also treated. 
Thus, we shall consider the following problem. 
Ax(k -1)=f (k ,x (k ) ) ,  ke I={1, . . . ,N} ;  S(x(O),x)=O, (1.1) 
where Ax(j)  = x(j + 1) - x(j), N • N fixed and f : I x R ~ R . A solution of problem (1.1) is 
a real sequence x = {x(0), x(1) , . . . ,  x(N)} satisfying (1.1). 
The assumptions we shall impose to function B : R × R y+l  ~ ]I( will be adequate to cover the 
usual linear boundary conditions (initial x(0) = x0 and periodic x(O) = x(N)) in the formulation 
of problem (1.1). However, more general conditions as, for instance, u(0) = ~je J  u(j) or u(0) -- 
maxjE g u(j) for some J C I will also be included. As far as we know, these type conditions have 
not been considered previously in the literature for difference quations. 
The improvements hat we propose in this paper are the following. 
First, in Section 2, we prove an existence result for (1.1) in the presence of upper and lower 
solutions. Moreover, existence of extremal solutions is also obtained, using the ideas developed 
in [6,7] for first-order differential equations. We present different examples in which the optimality 
of the results is exposed. 
On the other hand, two different monotone methods are proposed in this framework in order 
to approximate the extremal solutions of problem (1.1) between a lower and an upper solution in 
the above-mentioned conditions. These two methods are presented and compared in Section 3. 
The discontinuous case is considered in Section 4, there we obtain existence of extremal solu- 
tions when the functions that define the equation and the boundary conditions are not continuous. 
Section 5 shows that analogous results goes for the problem 
Ax(k -1)=f (k - l , x (k -1 ) ) ,  k• I={1, . . . ,N ) ;  B(x,x(N))=O, (1.2) 
when (x _> f~. Furthermore, problem 
A¢(x(k -  1)) = f(k,x(k)), k • I = (1 , . . . ,Y ) ;  S(x(O),x) = O, (1.3) 
with ¢ a homeomorphism from R to ¢(R), is also considered in Section 6. A simple change of 
variable turns this problem into one with ¢ = id. 
2. EX ISTENCE OF EXTREMAL SOLUTIONS 
This section is devoted to prove existence of extremal solutions of problem (1.1) in which we 
assume the existence of a pair of ordered lower and upper solutions. 
DEFINITION 2.1. Area /  sequence a = {o/0, oL1, . . .  ,aN} iS said to be a lower solution for prob- 
lem (1.1) i[ 
Ao~k_ 1~ f(k, ak), k • I; B(a(0) ,a)  < 0. 
The concept of upper solution for (1.1) is similar, it suffices to reverse the inequalities in the 
above definition. 
If x = {x0, . . . ,  xg} and y = {Y0,..-, YN} • ~g+l  are such that Xk <_ Yk, for all k • {0, . . . ,  N}, 
we shall denote x < y and 
Ix, y] = {z = {z0, z l , . . . , zy}  • RN+I:  xk <__ zk <_ Yk, k • {0, . . . ,g )} .  
Now, we are in position to prove the following existence result. 
First-Order Discontinuous Difference Equations 23 
THEOREM 2.1. Suppose there exist a = {a0,...  ,aN} and f~ = {]30,... ,f~N} lower and upper 
solutions, respectively, of problem (1.1) such that a _< f~. 
Assume also that f (k,  .) is a continuous function in [ak,f~k] for all k • I and that B • 
C(R X ~N+I,R).  
I[ B( ao, ") and B(~o, .) axe nonincreasing in [a, f~], then problem (1.1) has at/east one solution 
u • [a, Z]. 
PROOF. Consider the following modified problem: 
Au(k - 1 )=f (k ,p (k ,u (k ) ) ) ,  k • I, 
u(O)=p(O,u(O) -B(u(O) ,u) ) ,  
(2.1) 
(2.2) 
where p(k, r) = max {ak, min {r, ilk}}, for all k • {0,. . . ,  N} and r • R. 
First, we see that problem (2.1),(2.2) has a solution. Clearly, x is a solution of (2.1),(2.2) if 
and only if x = col (x0, X l , . . . ,  XN) is a solution of the matrix equation 
A x = F(x), (2.3) 
where A = (aij) is defined by 
--1, 
aij ~ 1, 
O, 
and F(x)  is the transpose of the vector 
i = j ,  
i= j -1 ,  
otherwise, 
f(1, p(1, xl)), . . . ,  f (N ,  p(N, XN) ), -- E f( i ,  p(i, xi) ) -- p(O, xo -- B(xo, x) ) . 
i=l 
Then, we rewrite (2.3) as the fixed-point equation x = A-1F(x)  - Tx .  Obviously, T is a 
continuous map from R N+I to R g+l. By definition ofp there exist K > 0 such that IITxll < K, 
where Ilxll -= max{Ixil, i - -0 , . . .  ,N}. Thus, Brouwer fixed theorem implies the existence of a 
fixed point of T, and in consequence the existence of a solution of problem (2.1),(2.2). 
Let u be one of such solutions. Suppose that u ~ a in {0,. . . ,  N}. 
By the definition of p we obtain that a0 <_ u(0) < f~0. 
Let j0 = min {j E I such that aj > u(j)} _> 1. Obviously ajo_l <_ u(jo - 1), in consequence 
Au(j0 - 1) = f( jo,ajo) ~ Aajo_l. Thus, 0 > u(jo) - ajo >_ u(jo - 1) - ajo_l > 0 and we attain 
a contradiction. 
Reasoning similarly with ~, we conclude that u e [a,/3]. 
If u(0) - B(u(O), u) < a0, we obtain that u(0) = a0, in consequence s0 > a0 - B(a0, u). Since 
B(a0, .) is nonincreasing in [a, ~], and we know that u e [a, f~], we obtain that B(a0, a) > 0 
which contradicts with the definition of lower solution. 
Analogously, we can prove that u(0) - B(u(O), u) <_ Go. 
Thus, every solution u of (2.1),(2.2) is a solution of (1.1) and it belongs to [a, ~] and the proof 
is complete. 
REMARK 2.1. Since in the hypotheses of Theorem 2.1 we do not impose any monotonicity 
condition in the first variable of function B. Considering the modified problem Au(k - 1) = 
f (k ,  p(k, u(k))), k • I, u(O) = p(O, u(O) + S(u(O), u)), we prove the existence of solution in [a, f~] 
of problem (1.1) when B(a0, .) and B(~0, .) are nondecreasing in [a, f~]. 
To prove the existence of extremal solutions, we need the following result. 
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LEMMA 2.1. Let X l ,X2 , . . . , xn  be solutions of problem (1.1). We define, for each k E (0,1, 
. . . ,  g} ,  functions 7(k) = max{xl (k), x2(k), . . . ,  xn(k)} and 5(k) = min{xl (k), x2(k) , . .  ., zn(k)}. 
I f  B(7o, .) and B(5o, .) are nonincreasing, then functions 7 and 5 are, respectively, a lower and 
an upper solution of (1.1). 
PROOF. We shall only prove that 7 is a lower solution of (1.1), since the arguments to show 
that 5 is an upper solution are analogous. 
If n = 2, we have 7(k) = max{Xl (k) ,x2(k)},  k E {0, 1,...  ,N}. Thus, for each k • I, we have 
the following. 
If Zl(k  - 1) _> x2(k - 1) and Xl(k) _> z2(k), then AT(k - 1) = AZl (k  - 1) = f (k ,  z l (k ) )  = 
f (k ,7 (k ) ) .  
If x2(k - 1) _> Xl(k - 1) and x2(k) _> xl(k), then AT(k - 1) = Ax2(k - 1) = f (k ,  x2(k)) = 
f (k ,7 (k ) ) .  
If x2(k -  1) > x l (k -  1) and Xl(k) _> x2(k), then AT(k -  1) = Xl(k) - x2(k - 1) < Xl(k) - 
x l (k -  1) = f (k ,  x l (k) )  = f (k ,7 (k ) ) .  
If x l (k  - 1) _> x2(k - 1) and x2(k) _> xl(k), then AT(k - 1) = x2(k) - Xl(k - 1) < x2(k) - 
x2(k - 1) = f (k ,  x2(k)) = f (k ,7 (k ) )  
For the boundary conditions we have two possibilities 
f B(Xl(0),7) _< B(x l (O) ,X l )= 0, i fxl(0) _ x2(0), 
B(7(0),7) 
B(x2(0),')') < 3(x2(0),x2) = 0, if xl(0) < x2(0). 
Assume that the result is true for n - 1, let us show that it is valid for n. We suppose that 
-= max{ml,x2,.. .  ,x,~-l} is a lower solution of (1.1). We have that 7 = max{xl,m2,...  ,xn} = 
max{~,xn}. Reasoning as in the previous case, it is clear that AT(k - 1) _< /(k,7(k)),  for all 
k • I. Now, using that B(~(0), 7) <- 0, we conclude that B(7(0), 7) -< 0. | 
Now we can prove the existence of extremal solutions as follows. 
THEOREM 2.2. Under the hypothesis of Theorem 2.1, if B(u,  .) is a nov_increasing function for 
each u • [a0, f~0], then problem (1.1) has extremal solutions lying between a and 8. 
PROOF. Let S be the set of solutions of (1.1) in [a,f~], which is nonempty as we know by 
Theorem 2.1. 
Define, for all k • {0, 1 , . . . ,  N}, 5(k) = sup{x(k) : x • S}. 
For each k • {0, 1 , . . . ,  N}, there exists a sequence {x~}j in S such that 
lim ~(k)  = ~(k). 
j---,oo 
For each n • N and each k • I call 
{x~(k) : 1 < j  < n, 0 < l < N},  xn(k) =max 
which by Lemma 2.1, is a lower solution of (1.1). Obviously, xn </3, and hence, Theorem 2.1 
assures the existence of Yn • [xn, f~], a solution of (1.1) for each n • N. 
For each k • I, by definition of xn, we have that 
x~(k) <_ zn(k)  <_ yn(k) <_ ~(k), for all n • N, 
now since 
we conclude that 
for each k E {0, 1 , . . . ,  N}. 
lim x~(k) = ~(k), n--cOO 
lira yn(k) = 5(k), 
n . . .¢oo 
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As a consequence, we have that 
~(k) -5 (k -  1) = lim (yn(k) -yn(k -  1)) 
= lim f(k, yn(k)) = f(k,~(k)). 
Thus, the continuity of B shows that 5 is a solution of (1.1). 
One can prove in a similar way that problem (1.1) has the minimal solution in [~, f~]. II 
Theorems 2.1 and 2.2 are optimal in different senses, as we expose in the following examples. 
EXAMPLE 2.1. If condition B(u(O),u) = 0 is replaced in (1.1) by another one of the type 
B(u(ko),u) = O, ko ~ 0 the result does not hold. To see this, for any m > 0, let the prob- 
lem 
Au(k -1)=-mu(k)+a(k) ,  k• I ;  u(ko)=u(N); k0•{1, . . . ,N -1} .  (2.4) 
Where a(k) = m for k • {1,. . . ,  k0} and a(k) = O, otherwise. 
The unique solution of problem (2.4), see [8], is given by 
(1 + m)J-l-k°-ka(j) -- ~_, (1 + m)J- l -g-ka( j )  k 
j=l + (1 + x(k) = IJ=l (1 + m) -N - (1 + m) -ko 
j----1 
The definition of a implies that x(0) < 0. However, a = (0, . . . ,  0} and f~ = (1 , . . . ,  1} are a 
lower and an upper solution for this problem (with obvious definitions). 
EXAMPLE 2.2. If, instead of problem (1.1), we consider problem 
Ax(k -1 )  =f(k - l , x (k -1 ) ) ,  k • I=  (1 , . . . ,N} ;  B(x(O),x) =0, 
even for the simpler case of initial problem, the existence result given in Theorem 2.1 is not true 
in general. To see this, we study the following equation: 
Ax(k -  1) -2),  k • I=(1 ,2 ,3} ,  z(O)=l. (2.5) 
It is clear that problem (2.5) has a unique solution given by x = (1 , -1 ,  5, 35}. However, 
c~ = {0, 0, 0, 0} and ~ = (2, 2, 2, 2} are lower and upper solutions, respectively, of Problem (2.5). 
Furthermore, even when there exist solutions between c~ and f~ we cannot expect to find a 
minimal and a maximal one among them, as it happens in the next example. 
EXAMPLE 2.3. Consider problem (1.1) with 
#x(1-  x) - x, ifx•[0,1], 
f~,(k,x)= #x( l+x)  x, i f x• [ -1 ,0 ] ,  
for k E 1, 2, # E R, and periodic boundary conditions u(0) = u(2). In this case, ~ = {-1,  -1 ,  -1} 
is a lower solution, f~ = (1, 1, 1} is an upper solution and ~ _< ~. 
Note that, restricted to [0, 1], we have the difference quation which arise from iterating the 
logistic map F~,(x) = #x(1 - x) (see [9]). Hence, for the values/z • (3, 4], the corresponding 
periodic problem has exactly seven different solutions: {0, 0, 0}, ( (#-  1)/lz, (# - 1)/#, (/z - 1)//z}, 
((1 - #)/#, (1 - /~) /#,  (1 - #)/#}, (xo, xl,xo}, (Xl,XO,Xl}, (YO,Yl,YO}, and (Yl,Yo,Yl}, where 
1 -# -1  
- l<x0< <x l<0<y0< # <Y l<I  (2.6) # /z 
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are the three of fixed points and the two of the two-cycles of the mapping 
G,(x) = f#(k,x)-t-x, x e [-1, 1]. 
Relation (2.6) reveals the nonexistence of extremal solutions between a and/3. 
Similar arguments show that for any n E N, the periodic problem u(0) = u(2 n) does not have 
the extremal solutions in [a,/3] for # > 0 large enough (see [9]). 
EXAMPLE 2.4. In [10], Marcelli and Rubbioni prove that if there exist a lower and an upper 
solution for a first-order initial differential equation which are not ordered, then there exists a 
solution lying between the functions max {a,/3} and min {a,/3}. 
In the following example, we prove that this result is not true in general for problem (1.1). 
Define function f(k, u) = (k - 3) u if k c {0, 1,2, 3} and f(k, u) = 3 u -t- 1 if k > 4. It is clear 
that a = {0, 0, 0, 0 , -1 /2 , -1 /4}  and/3 = {1, 1, 1, 1 , -1 , -1}  are a lower and an upper solution 
for problem 
Ax(k -  1) = f(k,x(k)), k 6 {0,1, . . . ,5},  x(0) = 1. 
However, this problem has a unique solution given by 
111 7 5} 
u= 1, 3' 6'6' 12' 24 
that clearly, is not in [min {a,/3}, max (a,/3}]. 
Although, in Example 2.4, the solution u does not lie between a and/3, it is true that a(k) <_ 
u(k) <_/3(k) for k = 0, 1, 2, 3 and a(4) _> u(4) _>/3(4). 
In fact, this result is valid in general: if we have an initial value problem for which there is a 
lower solution a and an upper solution/3 such that a(k) <_/3(k) for k ¢ N and a(N)  >/3(N),  
then there exists a solution u such that a(k) <_ u(k) <_/3(k) for k < N and a(N) >_ u(N) >_/3(N) 
(existence between a and/3 for k < N follows by Theorem 2.1, then a straightforward application 
of Bolzano's Theorem shows that u can be continued in the desired way). 
Following the spirit of last example, we show that if the lower solution is bigger than or equal 
to the upper solution we cannot affirm there exists a solution lying between them. 
EXAMPLE 2.5. The sequences a = {1, 1, 1} and/3 = {1, 1/2, 1/4} are, respectively, a lower and 
an upper solution of the initial value problem 
3 
Ax(k - 1) = x2(k) 4' k e {1, 2}, x(0) = 1. 
Every solution u is such that u(2) > 1 or u(2) < 1/4, as one can check by directcomputation. 
Hence we have no solution in [/3, a]. 
Finally, we present a problem in the conditions of Theorem 2.1 for which we have a lower 
solution a and an upper solution/3 such that a _>/3 and the problem has no solution at all. 
EXAMPLE 2.6. Consider the problem 
Ax(k -1)=x2(k) ,  k e {1,2}; B(x(O) ,x )=l -x (O) - -O,  
which has no solution, as can be easily checked. However, a = {1, 1, 1} and/3 = {0, 0, 0} are, 
respectively, a lower and an upper solution. 
3. MONOTONE METHOD 
In this section, we propose a monotone iterative method for (1.1) in which the sequences are 
constructed starting at the upper and the lower solution. 
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THEOREM 3.1. Assume that the hypotheses of Theorem 2.2 are satisfied and also that there 
exists a constant m > 0 such that 
(J) f (k ,  y) + my < f (k ,  x) + rex, for a(k) < y <: x </3(k), k • I. 
Then there exist two monotone sequences in R N+I , {%} and {6n} such that a = ")'o _< % _< 
~,~ <_ 6o = t3 for every n • N, which converge (componentwise) to the minimal and the maximal 
solutions of (1.1) in [a,/~], respectively. 
PROOF. Let ~ • [a, ~3]. We consider the following problem: 
Au(k  - 1) = f (k ,  ~l(k)) + m(~l(k) - u(k)), k • I, 
(P')  B(u(O), u) = O. 
If, for all k • I, we define G,(k,  x) = f (k ,  ~(k)) + m(71(k) - x), we have that for each ?? • [a,/3] 
and k • I function G,(k,  .) is continuous and such that 
G,(k ,a (k ) )  - f (k ,a (k ) )  = f (k ,  rl(k)) + m(~(k) -a (k ) )  - f (k ,a (k ) )  > 0 
and 
G,(k,  13(k)) - f (k ,  B(k)) = f (k ,  ~l(k)) + m(~(k) - 13(k)) - f (k ,  t3(k)) <_ O. 
In consequence, Aa(k  - 1) < G,(k ,a (k ) )  and A~(k - 1) >_ G,(k,  t3(k)), for all k E I. 
Let ( be the minimal solution of problem (1.1) in In, j3]. Such a solution exists by Theorem 2.2. 
Clearly, ( is a solution of (Pc). Furthermore, A~(k - 1) >_ G,(k , ( ) ,  for all fl __% ~. Thus, 
Theorem 2.2 guarantees the existence of extremal solutions on [a, (] of problem (P,) for each 
e 
Now, we define "h as the minimal solution in [a, ~] of problem (Pa) (note that, "rl is also the 
minimal solution in [a, ~] of (Pa)). 
By recurrence, we define %+1 as the minimal solution in [%,13] of problem (P~.). By 
construction this sequence is nondecreasing in {0, 1,.. .  ,N) ,  in consequence there exists ¢ = 
{~0, ~)1,''., CN} e R gq-1 such that Ck = limn-.oo %(k). Clearly, ACk_l  = f (k ,  Ck). The con- 
tinuity of B implies that ¢ is a solution of (1.1). Now, using that ~b E [%,~], for all n • N, we 
conclude that ¢ = ~, that is: ~b is the minimal solution of problem (1.1) in In, ~] . 
Choosing ~n+l as the maximal solution in In, ~n] of problem (P~n), we approximate the maximal 
solution in [a, ~] of problem (1.1). I 
As we have noted, the difficulty in the construction of the sequence {%} (and so is for {~n}) 
consists fundamentally on solving the nonlinear algebraic equation B(%(0), %) = 0 (the differ- 
ence equation is linear, and finding the general expression of the solution is immediate [8]). 
That is why, under the hypothesis of the previous theorem, we present here a second way to 
construct he sequence that, as we will see, theoretically is worse that this one, but in practical 
situations (B(u, v) = u - g(v)) would be more convenient because it is only necessary to solve an 
initial linear problem. This new approximation is obtained considering, for each 77 • [a,/~], the 
unique solution u of the following problem 
(Q,) Ax(k  - 1) + mx(k)  = f(k,??(k)) + m~l(k), k e I, x(O) = ~',, 
where v, is the minimal solution in In0, j30] of the equation B(T,,  ~1) = O. Note that, since B is a 
continuous function and B(a0, 7/) < B(a0, a) < 0 and 0 < B(~0, B) <_ B(/30, ~/), T, is well defined. 
It is clear that a and j3 are lower and upper solutions of problem (Q,) (defining B(u, v) = u -v , ) .  
Thus, as a consequence of Theorem 2.2, we know that u E In,/3]. Defining V0 = c~ and Vn+l as 
the unique solution of problem (Qvn), we construct a sequence that converges to the minimal 
solution of problem (1.1) in [c~, B]. 
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Note that ~1 ~ T0 = S. NOW, if we assume that ~n -> ~n-1 for some n > 1 then we have that 
thus, 7n(0) (minimal zero of B(.,Tn_l) in [s0, f~0]) is less than or equal to 7nq_l(0) (minimal zero 
of B(',Tn) in Is0, f~0]). Now we can affirm that 7n is a lower solution of problem (Qv.) and then 
its unique solution, 7n+l, is greater than or equal to 7n. 
Analogously, we construct a sequence 6n that converges to the maximal solution of prob- 
lem (1.1) in [s, f/]. 
3.1. Compar i son  Between the Two Approx imat ion  Methods  
Now, we compare the two different ways to approximate he extremal solutions. First, we know 
that 
A(71 - 71)(k - 1) + m (')'1 - 71)(k) = 0 = B(71(0), s). 
Since 71(0) is the minimal zero of B(. ,a)  in [a0,J30] and B(x ,a )  >_ B(x,~/1), for all x • [s0,/~0], 
then 71(0) < "h(0). Now, Theorem 1.6.1 in [11] implies that "Y1 _> 71 on {0, 1,. . .  ,N}. 
If we assume that 7n-1 -< ~/n-1, then B(x, Tn-1) >_ B(x,'r~-l),  for all x • [s0, &]. Since 7n(0) 
is the minimal zero of B(',Tn-1) in [s0, f~0] and 
B('yn_l(O),~/n_l) -- O, 
then we have that 
Now taking into account hat 
7n(0) < 7n-1(0) _< 
A(~/n -Tn) (k -  1) +m (Tn -Tn) (k )  >- O, 
and using Theorem 1.6.1 of [11] again, we deduce that 7n -< %, for all k. 
Similar arguments show that 6n _< 6n, for all n • N. 
As we have seen, the first method is theoretically better that the second one. We have presented 
here these two versions of the monotone method because, in the particular case of B(u, v) =- 
u -g(v) ,  7n is explicitly obtained from 7n-1, something which is not possible in general for {'rn}. 
4. D ISCONTINUOUS NONLINEARIT IES  
The result on existence of extremal solutions reached in Theorem 2.2 is valid with no continuity 
assumptions on f and B, but with more restrictive boundary conditions. However, the way to 
prove the result under those conditions i necessarily different (since continuity isstrongly involved 
in, for instance, the proof of Theorem 2.1, which depends on Brouwer Fixed-Point Theorem): in 
this section, we shall make use of the theory on existence and approximation of fixed points for 
discontinuous operators described in [2]. 
First, we need the following lemma. 
LEMMA 4.1. Let a,b • R, a < b and h : R -~ R such that h(a) < 0 < h(b) and 
liminf h(z) > h(x) > l imsuph(z), 
Z-"+X-- Z...+Xq- 
for all x • [a, b]. 
Then there exist cl,c2 E [a,b] such that h(cl) = 0 = h(c2) and if h(c) = 0 for some c E [a,b] 
then 
C 1 _~ C <~_ C 2, 
i.e., Cl and c2 are, respectively, the least and largest of the zeroes of h in [a, b]. 
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PROOF. We shall only prove the existence of cl since the existence of c2 follows by using sym- 
metric arguments. 
If h(a) = O, then cl = a. 
Assume h(a) < 0. Since 
lim sup h(z) <_ h(a) < O, 
Z---*a+ 
there exists z > 0 such that h(t) < 0, for all t • [a, a + el. Call 
r = sup{t  • (a,b] : h(s) < 0, for all s • [a,t]}. 
If h(r) < 0, we deduce (just as we did for a in last paragraph) that h(t) < 0, for all t • [r, r+el]  
for some el > 0, which contradicts with the definition of r. Hence it must be h(r) > O. 
If h(r) > 0, since 
liminf h(z) > h(r) > O, 
z - - . r -  
there exists e2 > 0 such that h(t) > 0, for all t • Iv - e2, r], which is impossible by definition of r. 
Finally, if h(c) = 0 for some c • [a, b], we have r < c by choice of r. Thus, we have to define 
C 1 ~r .  D 
The existence of extremal solutions between given upper and lower solutions for problem (1.1) 
will be deduced from an analogous result for initial value problem x(0) = x0, which corresponds 
to B(x(O), x) = x(O) - xo, that is 
Ax(k  - 1) = f (k ,x (k ) ) ,  k • I; z(O) = xo. (4.1) 
THEOREM 4.1. Consider problem (4.1) for some Xo • R. 
Let a and 3 be, respectively, a lower and an upper solution of this problem and such that 
a< /3. 
H for each k • I, we have that 
lim sup f (k ,  z) <_ f (k ,  x) <_ lim inf f (k ,  z), for a11 x • [a(k), f~(k)], (4.2) 
Z-*X-- Z-'~X+ 
then the initial value problem (4.1) has the extremal solutions in [a, 3]. 
PROOf. Define x.(0) = x0. 
By definition of lower solution we have 
a(1) - x0 < a(1) - a(O) < f(1,  a(1)), 
so if we call gl(x) = x - f (1 ,x)  - x0, we have gl(a(1)) _< 0. 
Similarly, we have gl(/~(1)) _> 0 and gl fulfills the conditions of Lemma 4.1 in [a(1),/3(1)]. 
Hence, we can define x.(1) as the least zero of gl in [a(1),/3(1)]. 
Assume we have constructed x.(0), x . (1 ) , . . . ,  x , (k  - 1) for some k > 2 and define 
gk(x) = x - f (k ,  x) - z . (k  - 1), for all x • [a(k), 3(k)]. 
Since a(k - 1) < x . (k  - 1) < 3(k - 1), the definitions of lower and upper solution imply that 
gk(a(k)) <_ 0 <_ gk(3(k)). Moreover, gk verifies the conditions of Lemma 4.1 in [a(k), f~(k)] and 
we can define x. (k )  as the least zero of 9k in [a(k), f~(k)]. 
By the construction of x. it is obvious that it is a solution of the initial value problem and 
x, • [a,/3]. On the other hand, if y • [c~, ]3] is a solution of problem (4.1) then, by definition 
of x. ,  we know that y(0) >_ x.(0). Thus, if we suppose y(k - 1) _> x . (k  - 1) it is verified that 
gk(y(k)) = y(k - 1) - x . (k  - 1) > 0, hence the choice of x.(k)  leads to x. (k)  <_ y(k), what proves 
that x. is the minimal solutions of (4.1) in [c~, ~3]. 
The maximal solution is constructed in a similar way. 1 
An interesting consequence of Theorem 4.1 is the existence of a minimal and a maximal solution, 
among all its solutions, for an initial value problem with bounded nonlinearity. 
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COROLLARY 4.1. Let x0 • R be fixed. 
f f  there exists a sequence {al, a2, . . . ,  aN} such that 
]f(k,x)l <_ ak, for all x • R, 
and condition (4.2) is verified for each k • I, then the initial value problem (4.1) has the extremal 
solutions among all its solutions. 
PROOF. Define a(0) = x0 = fl(0), a(k) = a(k - 1) - ak and fl(k) = fl(k - 1) + ak for k > 1. 
It is easy to prove that a is a lower solution and fl is an upper solution. Moreover, a _< fl, thus 
Theorem 4.1 implies the existence of extremal solutions, x. and x*, in [a, fl]. 
Finally, by construction of a and fl we have that if x is a solution of the initial value problem 
then x • [a, f/], and hence x. < x < x*. 
We illustrate this result with the following example. 
EXAMPLE 4.1. For any N • N, the initial value problem 
Ax(k - 1) = tan h (Ix(k) - k] - 4x2(k) + 1), 
1 
keX,  x(0) = ~, 
where tan h(y) is the hyperbolic tangent of y and [s] denotes the greatest integer less than of equal 
to s, has a minimal and a maximal solution (among all its solutions), by virtue of Corollary 4.1. 
Now we are in a position to prove a more general version of Theorem 2.2. 
THEOREM 4.2. Suppose that there exist a = {a0,.. .  ,aN} and f/ = {fl0,.-.,J3g} lower and 
upper solutions, respectively, of problem (1.1) such that a < 13. 
Assume condition (4.2) is verified for each k E I. 
I f  for each v E R n'{-1, we have that 
liminf B(z, v) >_ B(x, v) >_ limsup B(z, v), 
Z-*X- -  Z--.X+ 
for a11 x e R and B(u, .) is nonincreasing for each fixed u e R, then problem (1.1) has the 
extremal solutions in [a, ~]. 
PROOF. For a given v E [a, j3], we have that 
S(a(0), v) <_ B(a(O), a) < 0 < B(]3(0), f/) _< B(f/(0), v). 
Now the assumptions on B and Lemma 4.1 allow us to affirm that there exists v, the least zero 
of B(., v) in 
Define Gv as the minimal solution in [a, fl] of the initial value problem (4.1) with x0 = ~', (note 
a and fl are, respectively, a lower and an upper solution of that initial value problem, so G is 
well defined by virtue of Theorem 4.1). 
The mapping G : [a, f~] ~ [a, f~] is nondecreasing in [a, f~]. Indeed, if vl, v2 e [a,/~] are such 
that vl <_ v2, then 
B(u, vl) >_ B(u, v2), for all u E R, 
what implies that Tvl _< vv2. Obviously, Gv2 is an upper solution of the initial value problem (4.1) 
with x0 = vvl, a is a lower solution for that problem and then Theorem 4.1 gives the existence 
of solutions in [a, Gv2]. Since Gvl is the minimal solution in [a, fl] of the mentioned problem it 
must be GVl <_ Gv2. 
Clearly, G maps monotone sequences of [a, fl] into convergent ones, and hence, by Theo- 
rem 1.2.2 of [2], G has a least fixed point x. in [a, fl], which is such that 
x. = min {y E [a, f/] : Gy <_ y}. 
Obviously, x. is a solution of problem (1.1). Let us see that x. is the minimal solution of that 
problem in [a, fl]. If y is a solution of (1.1) in [a, fl], then y(0) _> ru. Hence, y is an upper solution 
of (4.1) with x(0) = 7-u and then we have that Gy << y. Now, by (4.3), y _> x.. 
The existence of the maximal solution of (1.1) in [a, f/] can be proven by similar arguments, 
redefining the mapping G in the obvious way. | 
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5. LOWER AND UPPER SOLUTIONS 
IN THE REVERSE ORDER 
In this section, we shall consider solvability of the problem 
Ax(k -1)=f (k - l , x (k -1 ) ) ,  kE I={1, . . . ,N} ;  B(x ,x (N) )=O.  
In this case, we say that a = {a0, a l , . . . ,  aN} is a lower solution of this problem if 
(5.1) 
iOlk_ 1 < f (k  - 1,Ctk_l) , k E I; B(a ,a (N) )  <_ O. 
The concept of upper solution for (5.1) is given in an obvious manner. 
By a simple change of variable this case can be reduced to that considered in preceding sections, 
as we shall see in the following result. 
PROPOSITION 5.1. X E ~g+l  is a solution, an upper solution or a lower solution of problem (5.1) 
if and only if y(k) = x (N  - k), k E {0, 1 , . . . ,  N} is, respectively, a solution, a lower solution or 
an upper solution of the problem 
Ay(k-1) =g(k,y(k)) ,  [3(y(O),y) =0,  
where  
g(k, u) = - f (N  - k, u), [~(u, v) = -B(~,  u), and ~(k) = v(N - k). 
Thus, using this proposition, is not difficult to prove the following results. 
THEOREM 5.1. Suppose that there exist a = {a0,..  •, aN} and j3 = {/30, • • •, j3g} lower and upper 
solutions, respectively, of problem (5.1) such that a >_ /3. Assume that f (k ,  .) is a continuous 
function in [a(k), 13(k)], for all k E I and B E C(R g+l x ~, R) .  I f  B(., aN) and B(., 13N) are 
nondecreasing in [t3, a], then problem (5.1) has at least one solution u E [/3, a]. 
THEOREM 5.2. Under the hypothesis of Theorem 5.1, if B(., u) is a nondecreasing function for 
each u E [13N, aN] then problem (5.1) has extremal solutions in [t3, a]. 
THEOREM 5.3. Assume the hypotheses of Theorem 5.2 are satisfied and also that there exists a 
constant m > 0 such that 
f (k,  x) -mx < f(k,  y) - my, for j3(k) < y < x < a(k). 
Then there exist two monotone sequences in R g+l, {Tn} and {6n} such that 13 = 60 <_ 6,~ < 
7n <_ ~/o = a, for every n E N, which converge to the extremal solutions of (5.1) in [13, a]. 
As in Section 3, we can construct hese sequences in two different ways. 
Obviously, the optimal examples exposed in Section 2 remains valid for this case as a conse- 
quence of the Proposition 5.1. 
THEOREM 5.4. Suppose that there exist a = {a0, . . . ,aN} and /3 -- {f l0, . . . ,~N} lower and 
upper solutions, respectively, of problem (5.1) such that t3 <_ a. 
Assume that for each k E {0,1, . . .  ,N  - 1} 
l iminf f (k , z )  >_ f (k ,x )  >_ limsup f (k ,z ) ,  
Z---~X-- Z_.~Xq- 
Hfor each v 6 R n+l, we have that 
for all x E [/3(k), a(k)]. 
l imsupB(v,  z) <_ B(v, z) <_ l iminf B(v, z), 
Z"*Z-- Z-*X+ 
for all x 6 R and B(., u) is nondecreasing for each fixed u 6 R, then problem (5.1) has the 
extremal solutions in [j3, a]. 
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6. PROBLEM (1 .3)  
In this section, we study the following problem that we have denoted by (1.3). 
A¢(x (k -  1)) = f (k ,x (k ) ) ,  k • I; B(x(O),x)  = O, 
with ¢ an increasing homeomorphism from R onto ¢(R). 
For this problem the concept of lower and upper solution is defined in a obvious notation. 
Consider the following problem: 
Ay(k  - 1) = h(k,y(k)) ,  k • I; B(y(O),y) = O, 
where function h : I x ¢(R) ~ R is defined as 
h(k,y)  = f (k ,¢ - l (y ) ) ,  for all (k,y) e I x ¢(R),  (6.1) 
and B(u, v) = B(¢- l (u) ,  0), where ~) = (¢-1(v0), ¢ - l (v l ) , . . . ,  ¢-l(vN)}, for all (u, v) - (u, v0, Vl 
• . . ,  VN} E ¢(R) × (¢(R)) N+I. Obviously, h(k, .) and B have the same regularity and monotonicity 
properties than f (k ,  .) and B. 
Next result, which is very easy to prove, assures that the problem of existence of solution 
of (1.3) is equivalent to that of (6.1). 
PROPOSITION 6.1. X is a solution, a lower solution or an upper solution of (1.1) if  and only if 
y = ¢ o x is a solution, a lower solution or and upper solution, respectively, of (1.3). 
Now, we can obtain analogous results for problem (1.3) as we have proved in the first sections 
of this work. 
Since to construct he monotone sequences (%} and (5,~}, we use condition (J) (in the case 
a _< j3), in this new situation the monotone method goes when ¢-1 satisfies the one-side Lipschitz 
condition 
¢-X(y) + Ly < ¢- l (x)  + Lx, for ¢(a(k)) < y < x < ¢(~(k)), k E I 
for some L > 0. 
As in the previous ection, we can consider problem 
A¢(x(k - 1)) = f (k  - 1,x(k - 1)), k e I; B (x ,x (N) )  = O, 
for the case a >_ ~. 
To finish the paper, we present an example including this final results. 
EXAMPLE 6.1. Let N E N fixed, consider the problem 
kTr klr 
A¢(x(k - 1)) = x(k) - (x(k)) 3 + Ix(k)] + cos -~- - sin -~-, 
x(0)  = 
with 
kE I ,  
x , if x < 0, 
¢(x) -- arctanx, if x > 0. 
Ix] we denote greatest integer less than or equal to x and by arctan x the angle Here, by 
0 E (-zr/2, Ir/2) whose tangent equals x. 
It is not difficult to verify that (~ = ( -7 /4 ,  -7 /4 , . . . ,  -7 /4}  and/~ -- (7/4, 7 /4 , . . . ,  7 /4)  are a 
lower and an upper solution, respectively, of this problem such that a _< f~. 
Then, using Proposition 6.1 and Theorem 4.2, we assure the existence of extremal solutions of 
this problem lying between (~ and f~. 
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