Abstract. In this paper we deal with the existence of traveling waves solutions (t.w.s.) for the reaction-diffusion equation
Introduction
Many phenomena in Biology, Chemistry or Physics that deal with dissipative dynamical systems are modeled on reaction-diffusion equations which in one dimensional space may look like (1) u t = u xx + f (u), where the function f (u) represents the kinetics. In many of the applications f (u) is a nonlinear function which vanishes, say, at 0 and at 1, and only solutions between these two stationary states are interesting. One of the simplest cases is when f (u) = au(1 − u), a > 0. This reaction term was used by Fisher [12] in the 1930's to study the propagation of a dominant gene in a population:
u(x, t) represents the concentration of population with the choosing gene in the point x at the instant t so that only solutions of (1) between the two stationary states u = 0 and u = 1 are interesting. (Although equation (1) with this reaction therm is usually referred as Fisher's equation, it was first used by Luther, [18] , in the context of chemical reactions).
Figure 1
When there is not diffusion and u(x, t) is in fact a function of t, equation (1) becomes the first order ordinary equation (2) u = f (u).
It is well known that solutions of (2) The appearance of diffusion entails a greater complexity on the dynamic of the equation. Nowadays it is well known that the asymptotical behavior of the solutions of (1) is closelly related to the existence of traveling waves (or fronts) connecting stationary states. A traveling wave is a special solution of (1) with a constant shape that moves with a constant speed, that is, a solution of (1) of the form u(x, t) = u(x − ct). The function u(ζ) is the profile of the wave and c is the constant speed of propagation.
In their classical paper [16] , Kolmogorov, Petrovsky and Piscounoff consider reaction terms f ∈ C 1 satisfying f (0) > 0 and f (u) > 0, u ∈ (0, 1). They prove the existence of a number c * > 0 so that equation (1) possesses traveling wave solutions moving on speed c for all |c| > c * . Moreover, the solution of (1) that satisfies u(x, 0) = 1, x < 0 and u(x, 0) = 0, x > 0, converges in some sense to a traveling wave solution moving on speed c * . This case were also discussed by Fisher in [12] .
Aronson and Weinberger, [4] , [5] , deal with reaction terms that can have at most one change of sign. In Figure 1 appears the cases that essentially they have studied.
(Only in case C is also allowed f (u) ≤ 0, u ∈ (0, a)). Using traveling waves they proved that every disturbance which is initially confined to a bounded set, that is, so that u(x, 0) has compact support, and which is propagated at all, is propagated at the asymptotic speed c * . Reaction terms like in Figure 1 arise in many contexts. (See, for instance, [5] and the references there included, [6] , [20] or [22] ).
Case C is usually known as the bistable case and also arises in combustion problems (in that case f (u) = 0, u ∈ (0, a) for some a < 1, see [7] and [15] ). There are many others examples where the kinetic reaction is much more complicated. For instance, in [21] appear examples with four stationary states and [17] work with five stationary states. See also [11] and the references there included. Some results on nonconstant diffusion can be found in [13] and [14] . [1] , [9] , [10] deal with continuous dependence results.
Our purpose here is to relate the existence of traveling wave solutions with the asymptotic behavior of the solutions of the initial value problem for the equation (1) when the initial data takes values in [0, 1] and it is confined to a bounded set in a very general case.
In all the paper we will assume that (H1) f : [0, 1] → R is a Lipschitz continuous function with f (0) = f (1) = 0, and such that there exists f (0),
The value f (0) plays a especial role and it is usually referred as the intrinsic grow rate in the context of population dynamic. Moreover, we will also assume (H2) F (u) = u 0 f (s) ds > 0 somewhere in u ∈ (0, 1).
Remark 1.1. Condition (H2) is necessary in order to have traveling waves connecting some stationary state of equation (1) with 0 and moving at a positive speed (see Remark 2.3). These kind of traveling waves will allow us to study the asymptotical behavior of solutions of the initial value problem for (1).
It is a simple exercise to show that u(x − ct) is a traveling wave for (1) if and only if the function u(ζ) is a solution of the second order ordinary equation
defined on all the real line. Hence, look for a traveling wave solution of (1) moving on speed c that connects a positive stationary state with the stationary state 0 is equivalent to look for a heteroclinic solution of (4) connecting a positive equilibrium with 0. Note that if u(ζ) is solution of (4) defined on all the real line for c =c then v(ζ) = u(−ζ) solve (4) for c = −c. Therefore, from now on we will deal only with c > 0.
The key to study the existence of a heteroclinic solution of (4) connecting a positive equilibrium with 0 is to connect the two following problems:
• (P1): Look for a solution of (4), u : (0, +∞) → (0, 1), with u(0) = 1 and u(+∞) = 0.
• (P2): Given Θ > 0, look for a solution of (4), u : (0, Θ) → (0, 1), with u(0) = u(Θ) = 0. In this context we prove the following result: The value c M is related with the existence of heteroclinic solutions of (4) connecting a positive equilibrium with 0. To establish this connection we need to introduce the concept of fast solution. As we will prove in Proposition 2.1, if u : (ζ 0 , +∞) → [0, 1] is a solution of (4), there exists lim ζ→+∞ u(ζ) and this limit has to be an equilibrium point of (4). (4) arriving to the ground state, that is, satisfying (4), eitherũ(ζ) = u(ζ + s) for some s ∈ R or it is possible to find a number ζ ≥ max{ζ 0 ,ζ 0 } such that u(ζ) <ũ(ζ) for any ζ >ζ.
Remark 1.5. When f (u) > 0, u ∈ (0, 1), c M is the value c * introduced in [16] and [12] . Moreover, if either f (0) ≤ 0 or f (0) > 0 and c M > 2 f (0), the concept of fast solution is equivalent to the one introduced in [2] and [1] (see also [3] ). See Lemma 6.5. This fact seems to be true in general, but it is a nice question.
For c M we obtain the following variational characterization:
If we denote C 1 0 (R) the set of C 1 -functions with compact support on R, then Theorem 1.6. For any c > 0,
.
We also relate c M with the existence of globally defined fast solutions for equation (4) , in fact we show In other case, f (0) > 0 and c M = 2 f (0). Remark 1.8. When f (0) > 0 and c M = 2 f (0), if we denote α = min{ u > 0 : f (u) = 0}, the equation (4) with c = c M has a globally defined solution satisfying u(+∞) = 0 and u(−∞) = α. However, we do not know if it is or not a fast solution.
The previous results let us particularly show that if u(x, t) is a solution of (1) so that its initial value, u 0 (x) := u(x, 0) has compact support and satisfies 0 ≤ u 0 (x) ≤ 1, x ∈ R, then for all |c| > c M , lim t→+∞ u(x + ct, t) = 0, uniformly on compact set of R. Nevertheless, given 0 < c < c M there exist solutions of (1) with initial values in the previous condition satisfying
The paper is structured as follow: In Section 2 we describe the shape of a solution of (4) defined in (ζ 0 , ∞), −∞ ≤ ζ 0 < ∞ with values between 0 and 1. Section 3 is dedicated to prove the existence of fast solutions of (4) for all c > 0 with c 2 > 4f (0) and to determine how its corresponding orbit approaches to the origin. In Section 4 we obtain some results on continuity on the parameter c that we use in the following sections. In Section 5 we define c M and prove the first part of Theorem 1.2 using some technics of dynamical systems similar to the ones used in [5] . Unfortunately, in our general setting, is only possible to prove that c M ≥ 0. We also obtain a result connected to Theorem 1.7 in the event of c M > 0. See Lemma 5.4.
In order to show c M > 0 we introduce the variational approach in Section 6 and prove Theorems 1.6 and 1.7. We follow a variational structure similar to the introduced on [2] but other approach are posible. (See, for instance, [8] ). Section 7 is devoted to prove the second part of Theorem 1.2 and Section 8 deals with the asymptotical behavior of the solutions of (1). Finally, in Section 9 we connect c M with the minimal speed of propagation c * introduced in [12] and [16] . In the Appendix we adapt to our setting some continuos dependence results obtaining in [1] and [2] which are needed in the proofs.
As we will point out throughout the paper, some of our proofs are based on ideas and techniques already used by others authors. See [4] , [5] , [8] , [19] , [23] . We have preferred to include here all the proofs because in some case the terminology is different and the hypotheses required in the most of them are hardly comparable. To indicate in each case the necessary changes would have been tedious and difficult for the reader. For instance, some of the proofs in Sections 2 and 3 would be much simpler if we had assumed that the reaction term has a finite number of zeros.
2. On the geometry of solutions of (4) The aim of this section is to describe the shape of a solution of (4) defined in (ζ 0 , ∞), −∞ ≤ ζ 0 < ∞ with values between 0 and 1. We will show the following results:
, −∞ ≤ ζ 0 < ∞ be a non constant solution of (4) then 0 < u(ζ) < 1. Moreover, i) u(+∞) := lim ζ→+∞ u(ζ) always exists and u(+∞) = l + is a stationary state of (4) . ii) If ζ 0 = −∞, then u(−∞) := lim ζ→−∞ u(ζ) always exists and u(−∞) = l − is a stationary state of (4). iii) When l + = 0 then
Proof. Since 0 ≤ u ≤ 1, if there existsζ ∈ (ζ 0 , +∞) for which either u(ζ) = 0 or u(ζ) = 1, then u (ζ) = 0 and by the uniqueness of the initial value problem for (4), u has to be a constant solution, in contradiction with the hypothesis. Hence, 0 < u(ζ) < 1, ζ ∈ (ζ 0 , +∞).
To prove the first point we consider the energy functional associated to equation (4),
It is easy to see that
for all u : (ζ 0 , +∞) → (0, 1) solution of (4). We are going to apply the Lasalle's Invariance Theorem to the solution (u(ζ), u (ζ)) of the first order system associated to equation (4) and the functional V (u, u ). To do that we firstly extend f by 0 out of [0, 1] to all the real line. We are going to show u (ζ) is bounded in an half-line [ζ, ∞) with ζ 0 <ζ < ∞. Indeed, fixedζ ∈ (ζ 0 , ∞), by the Mean Value Theorem, for each n ∈ N there exists a ξ n ∈ [ζ + n,ζ + n + 1] such that
Hence the sequence {u (ξ n )} is bounded and |ξ n − ξ n+1 | ≤ 2. Moreover, given s ∈ [ζ, ∞), there exists n 0 ∈ N for which |ξ n0 − s| ≤ 2. Integrating between ξ n0 and s,
By the Lasalle's Invariance Theorem, the ω-limit sets of our solution have to be an invariant connected subsets of
where, as usual,V denotes the derivative of V along the trajectories of the system. Since in this caseV (u, u ) = −c(u ) 2 , the limit sets have to be
Let suppose that the ω-limit set is not a point, that is,
But this is not possible because in this case the solution should be constant.
To prove the second point it is enough to note when ζ 0 = −∞, the Lasalle's Invariance Theorem can be applied also to the α-limit set.
To finish the proof let us consider the case l + = 0. Suppose there exists an inter-
Working again with the energy functional V , as noted before,
which is impossible. Therefore, ζ m = ζ 0 . When ζ 0 = ζ m = −∞, having in mind that
we can repeat the argument to conclude
The strict inequality is a consequence of the uniqueness of solution of the initial value problem for equation (4): if there exists ζ 1 > ζ 0 , (ζ 1 =ζ when it make sense) so that u (ζ 1 ) = 0, it has to be an inflection point, so f (u(ζ 1 )) = 0 and u(ζ) = u(ζ 1 ), ζ ∈ R, in contradiction with our hypothesis.
Remark 2.2.
Observe that as a consequence of the previous proof if a solution of (4) with 0 < u(ζ) < 1 is defined up to +∞ (reps., −∞ ), lim ζ→+∞ u (ζ) = 0 (resp.,
(H2) is therefore a necessary condition to the existence of such a solution.
Existence of fast solution
In this section we are going to prove the existence of fast solutions of (4) for all c > 0 with c 2 > 4f (0). Moreover, we will see that its corresponding orbit is the only one that approaches to the origin with the maximum slope in the phase plane.
In a similar way to an approach in [23] , [19] or [2] we can interpret positive decreasing solutions of (4) as solution of a first order equation. In fact, by Proposition 2.1, if u : (ζ 0 , +∞) → (0, 1), ζ 0 ≥ −∞ is a solution of (4) and satisfies (5)
Then we can define a function φ : (0, β) → (0, +∞) by
A straightforward computation yields φ is a solution of the singular equation
Moreover by Remark 2.2, lim ζ→∞ u (ζ) = 0, so
Remark 3.1. The results of prolongation of solutions of ordinary differential equations claim a solution of (9) that is positive somewhere is defined as long as it is positive.
Theorem 3.2. For any c > 0 with c 2 > 4f (0) there exist 0 < β(c) ≤ 1 and a solution φ c of (9) defined on (0, β(c)) with φ c (0) = 0 and φ c (u) > 0, u ∈ (0, β(c)). φ c is maximal in the sense that ifφ : (0,β) → (0, ∞) is another solution of (9) and (10), thenβ ≤ β(c) and φ c (u) ≥φ(u), u ∈ (0,β). Moreover i) There exists
where ν 2 is the biggest root of
ii) φ c is monotone with respect to c, that is, if
Remark 3.3. Note that we define φ c only if c > 0 and c 2 > 4f (0).
To prove this theorem we will use the following lemmas:
u . There exists a solution φ of (9) and (10) 
So the function ku is a sub-solution of (9) in the interval (0, δ) and therefore, if we denote φ ε the solution of (9) with φ ε (0) = ε, φ ε is defined on (0, δ) and
The regularity of the initial value problem for equation (9) when φ is positive let us to assert the monotony of φ ε with respect to ε > 0 in (0, δ). So we can take
Using Lebesgue monotone convergence theorem in the Volterra integral one can obtain φ is the desired solution.
Lemma 3.5. Consider c > 0 and let u : (ζ 0 , +∞) → (0, 1) be a solution of (4) with lim ζ→+∞ u(ζ) = 0. Then
where ν is a root of (12).
Proof. The proof of this result is very similar to the proof of Lemma 13 in [2] . We repeat it here for completeness. Consider
Then r is a positive solution of the equation
If for some ζ ≥ Θ(ε), r(ζ) > ν 2 + ε, r (ζ) > 0 and r(ζ) > ν 2 + ε, ζ ≥ ζ 0 and if lim ζ→+∞ r(ζ) = ν < +∞, then lim ζ→+∞ r (ζ) = 0 and ν has to be a root of (12), which is impossible because ν > ν 2 + ε. So lim ζ→+∞ r(ζ) = +∞ and we can find k > 0 and ζ 1 ≥ ζ 0 so that
and this is not posible because ν has to be a root of (12) . Similarly, r(ζ)
In any case, given ε > 0 there exists ζ 0 = ζ 0 (ε) so that if ζ ≥ ζ 0 either
Doing ε → 0 we obtain the result. The case where equation (12) has only one root ν 1 is easier. If there is no root the same argument reach a contradiction. Lemma 3.6. The solution φ of (9) and (10) with φ (0) = ν 2 , where ν 2 is the biggest root of (12) is unique.
Proof. Let φ be a solution of (9) under the conditions of the lemma and take y(u) = φ(u) u . Then y satisfies
Let see that this problem has a unique solution. Indeed, consider g(u, y
it is enough to show
u − y 2 < 0 in a rectangle of the type (−ε, ε) × (ν 2 − ε, ν 2 + ε) for some ε > 0 because in that case g(u, y) is decreasing on y in such a set and the uniqueness is guaranteed. But this assertion is true because ν 2 is the biggest root of (12) and then (y(0))
We are now ready to do
u . By Lemma 3.4 there exists a solution of (9) with φ(0) = 0 defined in (0, δ). This solution can be taken maximal since R(u) = (φ(u)) 2 > 0 satisfies
and we can apply Nesser Theorem for continuous differential equations. We have thus defined φ c : (0, β(c)) → R a maximal solution of (9) on a maximal interval (0, β(c)). By construction there exists δ < β(c) such that
In order to compute (11) we take u any solution of
with u(0) ∈ (0, β(c)). By (15), u is defined at least in [0, ∞) and satisfies
Moreover u is a solution of (4) and by Lemma 3.5,
exists and is a root of (12) . Again by (15) , φ c (0) ≥ c 2 and then it has to be the biggest root of (12) .
This fact allows us to prove the monotony of φ c with respect to c. It is enough to note that if c 1 < c 2 , φ c1 (0) < φ c2 (0) and then φ c1 (u) < φ c2 (u) in a neighborhood of 0. Since equation (9) is regular out of 0 and
The previous results let us prove Theorem 3.7. For any c > 0 with c 2 > 4f (0) equation (4) has a fast solution u c . Moreover u c is unique (up to translations on the independent variable) and it is the unique solution of (4) that satisfies (5) and
where ν 2 is the biggest root of (12).
Proof. Given c > 0 with c 2 > 4f (0) let u c (ζ) be a nonzero solution of differential equation (16) where φ c is given by Theorem 3.2. Since φ c (u) > 0 for u ∈ (0, β(c)) and (11) this solution is unique up to translations of the independent variable. Using (17) and (11) it satisfies (18). We will see that this is the only one (up to translations of the independent variable) that satisfies (18) .
Indeed, if u is a solution of (4) and (5), repeating the argument on the beginning of this section, we can define a function φ : (0, β) → (0, +∞) by (8) . If it satisfies (18), φ (0) = ν 2 and then, by lemma 3.6, φ ≡ φ c and so u ≡ u c .
Let us prove u c is a fast solution. If u is a solution of (4) that satisfies (5), by lemma 3.5, it satisfies (13) where ν is a root of (12) 
and u c (ζ) < u(ζ), ζ >ζ because u(ζ), u c (ζ) ∈ (0, 1).
Continuity on the parameter
As we have proved in the previous section, for any c > 0 with c 2 > 4f (0) there exist 0 < β(c) ≤ 1 and a maximal solution φ c of (9) defined on (0, β(c)) with φ c (0) = 0 and φ c (u) > 0, u ∈ (0, β(c)). Here we will prove the continuity with respect to c of both values.
Define
. We have to prove that (c n , u n ) ∈ Ω for n large enough and φ cn (u n ) → φ c0 (u 0 ). Let observe that since (c 0 , u 0 ) ∈ Ω then c 0 > 0 and c 2 0 > 4f (0) then for n large φ cn is well defined. Up to a subsequence we can assume {c n } is increasing or decreasing.
Assume firstly {c n } is decreasing. Then β(c n ) ≥ β(c 0 ) > u 0 so there exists n 0 ∈ N such that (c n , u n ) ∈ Ω for n ≥ n 0 and we can take ε > 0 such that φ cn is well defined in (0, u 0 + ε) and u n ∈ (0, u 0 + ε), n ≥ n 0 . Since {φ cn } is decreasing and φ cn (u) ≥ φ c0 (u), u ∈ (0, u 0 + ε). Using the Volterra Integral as in Lemma 3.4 we can prove that the function φ(u) := lim φ cn (u) is a solution of (9) for c = c 0 defined on (0, c 0 + ε). Moreover, φ cn ≤ φ ≤ φ c0 and then φ satisfies (10). Using lemma 3.5 we have φ (0) exists and
Since φ (0) has to be a root of (12) for c = c 0 and roots of that equation depend continuously on c, φ (0) = φ c0 (0).
Dini's Theorem asserts uniform convergence in any compact subset of (0, u 0 + ε) and then φ cn (u n ) → φ c0 (u 0 ).
When {c n } is increasing, β(c n ) is increasing and we can takẽ
Moreover, given ε > 0, φ cn is defined in (0,β − ε) for n large enough and as in the previous case we can prove φ cn → φ c0 uniformly in compact set of (0,β − ε). Since ε is arbitrary, φ cn → φ c0 uniformly in compact set of (0,β).
To finish the proof it is enough to showβ = β(c 0 ). Assume by contradiction thatβ < β(c 0 ).
Let 0 < ε <β be fixed and take n 0 so that φ c0 and φ cn , n ≥ n 0 are defined on [β − ε,β]. Consider now 0 < ε n < ε with ε n → 0. Since φ cn → φ c0 uniformly in compact set of (0,β), given n large enough there exists σ(n) ≥ n such that
and since β(c σ(n) ) ≤β, there exists v n ∈ (β − ε n ,β) with
Then φ c σ(n) (v n ) − φ c σ(n) (β − ε n ) ≤ ε n − ε, n ≥ n 0 and v n −β − ε n → 0 so, by the Mean Value Theorem, there exists u n ∈ (β − ε n , v n ) with φ c σ(n) (u n ) → −∞.
But [β − ε n , v n ] ⊂ (0,β) and u n →β. Using again that φ cn → φ c0 uniformly in compact set of (0,β) and that φ c0 (β) > 0 because we are assumingβ < β(c 0 ), we obtain
As a consequence of the set Ω is open we have β(c) is upper semicontinuos that is (20) lim inf Proof. It is enough to note that taking R(u) = (φ(u)) 2 as in the prove of Theorem 3.2, R is a solution of the equation (14) . The result is a consequence of the results of prolongation of solutions of a continuous ordinary differential equation.
The following result provides a description of fast solutions.
, the solutions of (16) are global, that is, are defined in all the real line, and fast solutions of (4).
• When f (β(c)) > 0, the solution of (16) are fast solutions of (4) which reach a non degenerate maximum at level β(c). Before this maximum these solutions can be continued backward to a point ζ 0 > −∞ with u c (ζ 0 ) = 0, u (ζ 0 ) > 0. ii) If β(c) = 1 and we denote φ c (1) := lim u→1 φ c (u), one has
• When φ c (1) = 0 the solutions of (16) are global and fast solutions of (4).
• When φ c (1) > 0 then the solution of (16) are fast solutions of (4) which reach the state α = 1 in a finite time.
Proof. To show that f (β(c)) ≥ 0 when β(c) < 1, observe that the function R(u) = (φ c (u)) 2 satisfies (14) and R(β(c)) = 0. Hence, if f (β(c)) < 0, R (β(c)) > 0 and since R(u) > 0, 0 < u < β(c), R(β(c)) should be positive.
The others assertions are a consequence of the description of the solution of (4) given by proposition 2.1 and of the fact that any solution of (4) can not reach an equilibrium in a finite time. (16) with c = c 0 , reaches an isolated maximum at some point ζ ∈ (ζ 0 (c 0 ), ∞) with level u c0 (ζ) = β(c 0 ). This maximum persists under a small perturbations, so taken ε small enough, we have a functionζ(c) that gives the point of such a maximum is reached for u c . Since this point is unique, the map c →ζ(c) is continuous and then the results follows from the identity u c (ζ(c)) = β(c). In particular situations, with a specific control of the zeroes of function f , it is possible to show that c M > 0 using dynamical systems techniques. See, for instance, [5] . However, these methods does not work in our general setting.
Finally, with respect to continuous dependence on
In this Section we will prove that (P 1) has a solution when c > c M . Moreover, when (P 1) has solution, necessarily c ≥ c M . Moreover, we will connect c M with the existence of fast solutions in the event of We only have to show that it is not zero. To do that, take c M <c < c an auxiliary point and consider R c (u) = (φ c (u)) 2 and Rc(u) = (φc(u)) 2 as in Lemma 4.2. Since both functions satisfy (14) for c and tildec respectively,
But R c (u) > Rc(u) then integrating in (0, 1) we obtain R c (1) > Rc(1) ≥ 0.
To prove that if c > 0 is such that (P1) has a solution then c ≥ c M note that
• If f (0) > 0 and 0 < c < 2 f (0), since equation (12) has no real solution, by Lemma 3.5 there is no solution of (4) arriving to the ground state.
• If c 2 > 4f (0) and u is a solution of (P1) , the function φ : (0, 1) → (0, +∞) defined by formula (8) is a solution of (9) . Then β(c) ≥ 1 and therefore c ≥ c M . We still have to consider the case f (0) > 0 and c = 2 f (0). In this case, if u is a solution of (P1) and φ : (0, 1) → (0, +∞) is the corresponding solution of (9), for allc > c = 2 f (0), φc(u) > φ(u) for u ∈ (0, 1), and then β(c) = 1. Hence, c ≥ c M . This result is a consequence of the following Proposition 5.3. Assume f (0) > 0 and that forc = 2 f (0) equation (9) has a solution φ defined on (0, β) for some β > 0 which satisfies lim u→0 φ(u) = 0. Then there existsβ ≥ β so thatφ
is the maximal solution of (9) for c =c on the maximal interval (0,β). Moreover β ≤β ≤ β(c) for any c >c.
Proof. Since by Lemma 3.5, lim u→0
u is the only root of (12), one can prove that β ≤ β(c) for any c >c and φ(u) < φ c (u), u ∈ (0, β) arguing as in the proof of Theorem 3.2. Then if we definē β := inf u ∈ (0, 1) :
either φ c (u) is not defined for some c >c, or lim c→c φ c (u) = 0, the punctual limitφ(u) := lim c→c + φ c (u) is well defined on (0,β) and by continuos dependence it is a solution of (9) . Note that 0 < φ(u) ≤φ(u), u ∈ (0,β). Moreover, lim u→0φ (u) = 0 since φ c (0) = 0, c >c. Maximality is trivial by construction since the starting φ is an arbitrary solution of (9) satisfying φ(0) = 0.
We have therefore prove the first part of Theorem 1.2. Now we will connect the previous results with the existence of fast solutions. The following Lemma is quite close to Theorem 1.7. The question is that, as we have jet mentioned, initially we can not assert c M > 0. 6. Proof of theorems 1.6 and 1.7: The variational approach of c M
As we have mentioned in the previous Section, the dynamical systems setting does not allow us to show c M > 0, for instance, when there exists a sequence of zeroes of f going to 0. In this Section we obtain a variational characterization of c M which let us prove this fact.
Let c > 0 be fixed and define
To proof Theorem 1.6 we need to show
To do that we are going to work in an appropriate environment where this infimum is in fact a minimum. Let define
with the norm u :=
Let us start proving Lemma 6.1. The set S F is non empty Proof. Let a ∈ (0, 1) so that F (a) > 0 be fixed. Given Θ > 0 and ε > 0 we consider the function
We will show that u Θ,ε ∈ S F for some Θ large and ε small enough. Indeed, take β > 0 such that F (u) > −β for u ∈ (0, 1). An easy computation shows and Θ large enough.
Given u ∈ S F , let s ∈ R so that
It is easy to see the translation u s (ζ) := u(ζ + s) satisfies
Then we can define the set of normalization
that is nonempty by the previous lemma. Moreover since
and since
we obtain the equivalent formulation
then there exists a minimizer.
Remark 6.3. When f (0) > 0, f has a first positive bump and we can use small compact support functions to obtain
with the same argument used in [2] .
In order to prove Theorem 6.2 we use a lemma from [2] that we write here for reader convenience. Note that the proof of this result does not use any sign condition on F . Proof of Theorem 6.2. Let start with the case f (0) < 0. Take u n a minimizing sequence for (22) which can be taken in S N F . After a subsequence if it is necessary, u n u 0 and uniformly in compact sets, hence u 0 ∈ S.
and
Since the right hand term is convex (recall f (0) < 0), we can use the lemma (6.4) in order to obtain
and u 0 ∈ S F . On the other hand since
and the right hand term is again convex then
and u 0 has to be a minimizer. The proof when f (0) ≥ 0 is very similar to the one in [2] . We repeat it here for completeness.
Step 
makes sense. Similarly to (22) last expression is equivalent to
Step 2. µ M is attained. This is a consequence of, looking at the last formulation, that we are taking the minimum of a convex function on a weakly sequentially closed set.
Step 3.
Consider a minimizing sequence u n such that u n ∈ S N F and
for n large. Indeed, when f (0) = 0 it is trivial becauseF = F . When f (0) > 0 the proof is the same as in [2] , but we include it here for completeness. SinceF (u) = F (u) +
Since we are assuming
for n large enough and
Then after a subsequence
and therefore λ M ≤ µ M because
Note that here is a difference with [2] because F is not necessarily positive everywhere.
Letf : R → R be the extension by zero of f outside of [0, 1].f is a globally Lipschitz function and we denoteF (u) = u 0f (s) the corresponding extension of F . Analogously we put
This set is an open subset of H 1 (e cζ ) and we can define
which is a C 1 function. Denote
Lemma 6.5. Given λ ∈ L the corresponding critical point u satisfies 0 < u(ζ) < 1, ζ ∈ R and it is a solution of the equation
Moreover u is a globally defined fast solution of (24). Reciprocally if u is a globally defined fast solution of (24) for some λ > 0, if f (0) ≤ 0, or 0 < λ < Proof. First of all let observe that the critical point condition implies that u satisfies u + cu + λf (u) = 0.
then to obtain (24) we only have to show 0 < u(ζ) < 1, ζ ∈ R. We argue by contradiction. Assume that u(ζ 0 ) ≥ 1 for some ζ 0 ∈ R. We have two possibilities:
(1) if u (ζ 0 ) ≥ 0 by the uniqueness for the initial value problem,
(2) When u (ζ 0 ) < 0 (25) holds for ζ < ζ 0 and u(ζ) ≥ −
The reasoning if u(ζ 0 ) ≤ 0 for some ζ 0 ∈ R is similar to the previous one. We only have to keep in mind that if u (ζ 0 ) = 0 by uniqueness u ≡ u(ζ 0 ). Then u / ∈ H 1 (e cζ ) unless u ≡ 0, but in this case u / ∈Ŝ. To prove the fast condition we compute
that, by lemma 3.5, has to be a root of
If ν is the lowest root then by L'Hôpital rule
Therefore u(ζ) > e c 2 ζ for ζ large enough and again u / ∈ H 1 (e cζ ). Hence ν has to be the biggest root of (26) and, by Theorem 3.7, u is a fast solution.
Reciprocally, if u is a fast solution of (24) with λ < c 2 4f (0) , using Theorem 3.7 we can take some c 2 < ν < ν 2 , where ν 2 is the biggest root of (26), so that
Using again L'Hôpital rule,
and for ζ large enough, u(ζ) < e −νζ so
To prove u ∈ H 1 (e cζ ), we need to show u satisfies a similar condition, but, by Lemma 3.5, u and u has the same asymptotic behaviour as ζ → ∞. It is trivial that λ ∈ L and F(u) = λ.
is not a critical level of F.
In order to connect equations (24) and (4) note that if u is a solution of (24) then
is a solution of
. Consider now C = c > 0 :c 2 > 4f (0) and (27) has a fast solution .
One has the following result
Proof. If u is a fast solution of (27) for somec > 0 andc 2 > 4f (0) then, by Theorem 3.7
with √ λν 2 the biggest root of (26) for c = √ λc. Hence v is also a fast solution to (24) with λ > 0 and λ < 
as we claim in (21) and Theorem 1.6 is also proven in this case.
When
Hence, if L or, equivalently, C is nonempty the argument is similar.
When L and therefore C, is empty either there is no minimizer in (22) or it exists a minimizer at level This Section is dedicated to finish the proof to Theorem 1.2.
We have to prove that (P2) has a solution for some Θ > 0 if and only if 0 < c < c M . We will divide the proof in trhee parts:
It is possible to prove this result in our variational approach. However, we have considered more clarifying to go back the dynamical systems setting using an argument similar to one in [5] .
Let c > c M be fixed. If u is a solution of (P2) for some Θ > 0, it satisfies u(0) = 0, u (0) > 0 and u(Θ) = 0, u (Θ) < 0. Then in the phase plane the sector of the orbit {(u(ζ), u (ζ)) : ζ ∈ [0, Θ]} ⊂ [0, 1] × R, connects a positive point of the axe u = 0 with a negative one of the same axe. On the other hand, since c > c M , by the first part of Theorem 1.2, (P 1)) has a solution, u 1 . By Proposition 2.1, the orbit {(u 1 (ζ), u 1 (ζ)) : ζ ∈ [0, +∞)} ⊂ [0, 1] × R connects the origin with (1, u (0)). So, both curves have necessarily a common point, but this is a contradiction with the uniqueness of the initial value problem for equation (4) .
To prove this result, we will see that {c > 0 : (P2) has a solution } is an open set. Letc > 0 be a value so that (P2) has a solution,ū, withū(Θ) = 0 for somē Θ > 0 and we denote u(ζ, c) the solution of (4) with u(0) = 0, u (0) =ū (0) > 0, defined on [0, ω(c)), as a consequence of the continuous dependence with respect to parameters, the function u : {(ζ, c) :
is continuous. Moreover (Θ,c) is a is non degenerate zero of that function, so it persists under small perturbation. Hence, there exists ε > 0 so that if |c −c| < ε, (P2) has a solution. Therefore, by Part I, (P2) neither has any solution for c M .
Part III: (P2) has solution when 0 < c < c M .
Given Θ > 0 we consider the auxiliary problem
(s)ds andf , as previously, is the extension of f by zero outside of [0, 1] . This problem has always a minimum with 0 ≤ u ≤ 1 that solves the differential equation (4) and u(0) = 0, u(Θ) = 0. The problem is this minimum can be reached at u ≡ 0.
When the minimizer u ≡ 0, then the classical uniqueness argument shows that 0 < u(ζ) < 1 for any ζ ∈ (0, Θ) and it provides us a solution of (P2). Let us prove that this in fact happens when 0 < c < c M .
By Theorem 1.6, if 0 < c < c M we can found a function u ∈ C 1 0 (R) such that
Taking s such that u s (ζ) = u(ζ + s) has support contained in (0, ∞) and Θ large enough in order to support of u s is contained in (0, Θ), u s ∈ H 1 0 (0, Θ) and
Therefore P Θ < 0 and the minimizer u ≡ 0.
The parabolic problem
In this section we will connect the previous results with the asymptotical behavior of solutions of the initial value problem for equation (1) . In particular, we deal with solutions of the initial value problem (29)
By a solution of (29) we will understand a function u ∈ C(R × [0, +∞)) which admits continuous derivatives u t , u x and u xx in R × (0, +∞) and satisfies (29) at every point of R × [0, +∞).
As it is point out, for instance, in [5] , if in addiction to (H1) we assume f ∈ C 1 ([0, 1]), by a standard application of the method of successive approximations one can prove there exists a solution u(x, t) of problem (29) verifying that, for every T > 0 and δ ∈ (0, T ), there exist A(T ) > 0 and B(δ, T ) > 0 such that
Moreover, this solution is the unique solution of (29) which belongs to L ∞ (R × (0, T )) for all T > 0.
Therefore in all this section we will assume (H1), (H2) and f ∈ C 1 ([0, 1]). We will also use the following two results which proof can be found in [5] : Proposition 8.1. Let u(x, t) and v(x, t) denote bounded continuous functions defined inĪ × [0, T ] which satisfy
where I is an interval of R and g is an uniformly Lipschitz continuous function on R. Suppose u(x, 0) ≥ v(x, 0), 
which satisfies v(x, 0) = 1, x < 0 and v(x, 0) = q(x), x ≥ 0. Then, for each x ∈ R, v(x, t) is a non-increasing function of t. Moreover,
uniformly on compact set, where τ is the biggest global solution of (4) with 0
Using these results we can prove
Proof. In spite of the proof of this result is very similar to one in [5] , we have decided to include it here by completeness. Putting together Theorem 3.7 and Lemma 5.2 we have proven that for each c > c M , there exists a unique fast solution u c of (4) that satisfies u c (0) = 1.
Let v c (x, t) the solution of (30) Given u 0 ∈ C 0 (R) with 0 ≤ u 0 (x) ≤ 1, x ∈ R, we fix ρ > 0 so that u 0 (x) = 0 if |x| ≥ ρ and we define w(x, t) := v c (x − ρ, t). It is evident that w(x, t) is a solution of (30) that satisfies lim t→+∞ w(x, t) = 0, uniformly on compact set. On the other hand, since u(x + ct, t) is also a solution of (30) and when t = 0 u(x, 0) = u 0 (x) ≤ 1 if |x| < ρ, = 0 if |x| ≥ ρ, u(x, 0) ≤ w(x, 0), x ∈ R and, by Proposition 8.1, u(x + ct, t) ≤ w(x, t) for all (x, t) ∈ R × [0, +∞) and the result is proven for c > c M . To obtain the proof for c < −c M it is enough to note that u(−x, t) is also a solution of (1) and satisfies u(−x, 0) = u 0 (−x).
In order to study what happen when we move to speed less than c M , note that given 0 < c < c M , (P2) has a solution for some Θ > 0. Let q c (x; Θ) be such a solution and denoteq We are going to show that µ c is a solution of (4). Indeed, multiplying (30) by φ ∈ C M . Remark 9.7. As a consequence of this result, when f (u) > 0, u ∈ (0, 1) one has c * = c M .
Appendix
In this Appendix we will deal with adaptations to our case of some of the arguments in [1] and [2] that we have used in previous sections.
Let f be a function satisfying (H1) and (H2), and denote c M (f ) the value obtaining in Theorem 1.2 for such a function. Using inequality (7) in [2] we obtain Proof. We will firstly prove the inferior semicontinuity. Given ε > 0, by (6) there exists u ∈ C To prove the other semicontinuity is a bit more complicated. Suppose by contradiction there exists a subsequence, that we still denote by {f n }, so that c M (f n ) →
