Plasma Display Panels (PDPs) 
Introduction
Plasma Display Panels (PDPs) are increasingly popular in large screen television sets. However, because of the subfield driving method, PDPs suffer from motion artifacts. The most disturbing of these artifacts is described as 'dynamic false contours' and was reported already some years ago [1, 2] . The dynamic false contours are particularly visible at smooth gray scale areas. Moreover, the temporal extension of the light emission causes motion blur, which reduces the visibility of moving details [3] .
A number of methods to reduce these artifacts have been reported. Most of them [4] [5] [6] [7] use a subfield distribution that differs from the simple binary one, to distribute the light emission more evenly in space and time. This reduces the dynamic false contours, but introduces other artifacts and increases motion blur. By deviating from the binary distribution, these methods either increase the number of subfields, leading to increased cost by applying dual scan, or result in a loss of gray levels when the number of subfields is fixed. Nevertheless, it is currently the mainstream technology applied in consumer products [4, 5] .
Motion dependent techniques have been reported [8] , but they were not investigated widely, probably due to the difficulty of finding the correct motion of all objects in a video signal.
However, high quality motion estimation and compensation have been implemented several years ago in scan conversion ICs for consumer applications [9, 10] . These ICs prove the feasibility of true-motion estimation and robust up-conversion at a consumer price level. The motion estimator used to enable high quality motion vectors to be calculated is the 3-D recursive search blockmatcher [11] .
Based on this motion estimation technology, we can start to compensate video signals for their motion, such that the motion artifacts of PDPs will be reduced. The feasibility of this concept was already reported [3] , and the algorithm presented in this paper builds on this earlier work to arrive at the best possible motion compensation, applying the motion vectors from an available consumer IC [10] .
The paper is organized as follows: First, we discuss the basic algorithm for PDP motion compensation. In section 3, we show a method to prevent some of the problems encountered in the basic algorithm. In section 4, we propose the new algorithm to prevent the occurrence of all motion artifacts, in particular the dynamic false contour. Finally, we show some results, compare the new algorithm to other methods, and draw conclusions.
PDP Motion Compensation
Motion artifacts in PDPs are caused by generating gray levels using the subfield driving method. Each video field is divided into a number of subfields, and each subfield is assigned a certain light emission period. The viewer is unable to perceive the individual subfields, i.e. the light of the subfields is integrated for each pixel to the correct luminance value. An example is shown in Figure 1 .
However, when there is movement in the scene, the viewer will track the motion and hence integrate subfields along the motion trajectory, i.e. subfields belonging to different pixels. This leads to the artifact described as 'dynamic false contours' (see Figure 1) . Moreover, the subfields belonging to one pixel are perceived at different positions, which leads to motion blur. To prevent these motion artifacts, we have to address the subfields such that the light integrates to the correct luminance along the motion trajectory.
As an implication, we must know the motion for each position on the screen, i.e. into which direction do objects move, and how fast. As mentioned in the previous section, a commercially available IC can solve this problem, so we can use the motion vectors for motion-compensating the subfields in PDPs.
Figure 2
1 shows the motion compensation method proposed earlier [3] , where the subfields of each pixel are shifted over an individual fraction of the motion vector. This works perfectly for certain discrete speeds, but generally the positions after compensation are non-integer. Therefore we have a rounding problem, as we cannot ignite pixels at half intensity in a subfield.
Moreover, there may be areas in the picture to which multiple vectors point (double assignments), or to which no vectors point 
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(holes). In these cases, ad hoc decisions for these areas are required, i.e. which information to use, or how to fill the areas, respectively.
Preventing Rounding Errors
We propose a different approach to prevent the problems mentioned in the previous section. Rather than shifting the information to a position in the current subfield along the vector, we start from a position in the current subfield and look along the motion vector to 'fetch' the input information (located at the start of the picture period). Figure 3 shows the procedure.
This way, we can interpolate on the original luminance signal to get information from non-integer positions, and take the value corresponding to the current subfield using the conventional bitslicing or look-up table methods. Furthermore, we can use more advanced interpolation methods, e.g. using multiple fields or nonlinear filtering [12, 13] : T and time t − αT between two fields at times t and t-T (0 ≤ α< 1), T is the field period, D r is the motion vector (the displacement over time T), I av is defined as: (2) and Med is the median function, defined as:
However, the creation of unintended luminances along the motion vector is not completely prevented, because the subfields along the motion vector will still be taken from different (interpolated) values, as shown in Figure 4 . The following section describes a method to prevent this.
Accumulate and Switch Subfields
Our new algorithm combines the advanced interpolation strategy of Equation 1 with a method to prevent the creation of unintended luminance values along the motion vector. The principle is that for each pixel in a subfield, we have to choose between making no light, or a fixed amount of light corresponding to the weight of the subfield. With this choice, we can decide upon ignition of the current pixel such that the intended luminance (e.g. from Equation 1) is approached as closely as possible by the actual integration along the motion vector. along the motion vector from previously switched subfields and the weight of the current subfield.
The accumulated value can be calculated using motioncompensated interpolation between the pixels in the previous subfields, to get the contribution of non-integer positions on the subfield grid to the integrated intensity. To calculate the accumulated value over a number of preceding subfields, the complete set of r subfields is characterized by a set of weights W i and corresponding times t i (0 ≤ t i < T, where T is the field period), with i running from 0 to r-1.
Now, accumulating the light-pulses, e.g. over the last complete field time (see also Figure 6 ), the accumulated luminance at time t (e.g. the time corresponding to the current subfield) in the event of motion is:
where SF j ( x r ,n) is the state of subfield j at position x r in field n.
Because x r is not necessarily integer, SF j ( x r ,n) is obtained by interpolation and, therefore, can have any value between 0 and 1. The integer m indicates in which field the particular subfield is located (m=0 for the current field, m=1 for the previous field, etc). Therefore, when summing over the last field time,
In this general form of the algorithm, any subfield distribution can be used and the integration (accumulated value) can be calculated over any number of preceding subfields, as long as the switch criterion guarantees that the integration along the motion vector yields the correct luminance. However, to ensure the stability of the algorithm, it is limited to the subfields belonging to the current field only, i.e. the algorithm cannot look beyond the field period boundaries: m=0 and j=1..r-1 in Equation 4. The processing is done in order of decreasing weight and the switch criterion becomes:
where SF is the state of the pixel in the current subfield (index i), I A is the value accumulated over the previously calculated, more significant, or higher weighted, subfields (Equation 4) and I MC is the desired value for the pixel at the time instance of the current subfield (Equation 1). In words: the pixel in the current subfield is switched on when its weight added to the accumulated luminance is smaller than the desired value. At the start of the field, the accumulated value is zero (accumulation limited to within the current field, which is empty at the start), so the pixels in the field can only add to the integrated value, and there is no means to decrease the amount of light whenever there is an overshoot. Therefore, the luminance is 'filled-up' to the desired value, as defined by Equation 6 .
Note that, although the order in which the subfields are processed is sorted by decreasing weight, the algorithm does not specify the subfield distribution, which is separately specified by the combination of subfield times t i and weights W i , where the index i specifies the processing order. Therefore, this algorithm can be combined with any subfield distribution.
Results
Figure 8 compares a stationary image from the face sequence (see Figure 7 ) with simulations of the image as perceived by a viewer tracking the motion. These simulations show the results of simple binary weighted subfields (BWS), the algorithm from Figure 2 and the 'fill-up' algorithm. Figure 9 compares the 'fill-up' algorithm to other methods: BWS, duplicated subfield method (DSF, [4] ), multiple level subfields (MLS, [5] ), shifting ( Figure 2 , [3] ) and an optimized shift method that compensates for rounding errors [14] . The error was calculated using an error metric that takes into account the characteristics of the human visual system including motion tracking [14] . 
Conclusions
With the new 'fill-up' algorithm, it is possible to compensate a moving video sequence for display on a PDP without restrictions on the subfield distribution. The algorithm does not suffer from rounding errors, holes and double assignments. Therefore, it is capable of preventing dynamic false contours, without increasing motion blur.
To decrease disturbances, whenever the estimated motion does not equal the tracking by the viewer (either due to a wrong estimation or for instance eye blinking by the viewer), the algorithm can be combined with other artifact reduction methods such as those employing a special subfield distribution. This is, however, considered to be outside the scope of this paper. 
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