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 The current study seeks to demonstrate the validity of a short form teaching 
evaluation instrument that has been created to measure several dimensions of 
teaching effectiveness. The primary motivation for this study stems from some of the 
shortcomings that exist with the current teaching evaluation tool that is used in the 
majority of classrooms at the University of Kansas, including its length. The items of 
the new short form are composite in nature such that each item consists of two or 
three key adjectives describing a particular construct of interest. The main empirical 
question is how much information would be lost by using this short form compared to 
a long form with multiple items per construct. For each student, data were collected 
on both a long and a short form. A total of 1297 students from 51 classrooms 
participated. Results indicated that the short form was a valid measure, despite 
smaller magnitude correlations and factor loadings compared to the long form 
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 Establishing the validity of short-form composite items 
 in the context of teaching evaluations 
 The use of student evaluation instruments in the assessment of university 
courses and teaching effectiveness has become commonplace over the past few 
decades (Amin, 2002; Blackhart, Peruche, DeWall, & Joiner, 2006). This widespread 
practice of relying on student feedback is not limited to the United States (Byrne, 
1992) but is adhered to in several Western European countries including the United 
Kingdom, The Netherlands, France, and Germany (Husbands & Fosh, 1993).   
 Despite the extensive use of student ratings in colleges and universities, there 
has been considerable debate regarding their utility. Some argue that they are useful 
since students are exposed to the instructor’s teaching over the length of a course and 
that students are in fact the constituency that should be making such judgments. 
Others argue that students have an inherent conflict of interest in making such 
judgments and are influenced by lenient grading and entertainment value. As a result, 
students may not be appropriate judges of teaching practices that facilitate student 
learning (Brown, 1976). More recently, scholars of teaching and learning have argued 
that students’ perspectives are important regardless of the inherent bias. In this 
context, both teaching and learning should be based on multiple forms of evidence 
including, but not limited to, student ratings. Two key questions that arise include: (a) 
what dimensions of teaching should students evaluate and (b) how should these 
ratings be best obtained? My dissertation project stems from my involvement in a 
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university project that was established to address these two questions. Before 
addressing these two questions, a little background information is needed.  
Background: Task force on the assessment of teaching and learning 
 The task force on the assessment of teaching and learning was established in 
July 2006 by the Faculty Senate Executive Committee (FacEx) at the University of 
Kansas to consider the current evaluation process of teaching and learning and to 
propose guidelines to aid academic units in evaluating teaching and learning. The task 
force recommendations can be broken down into three main categories. The first 
recommendation involves faculty members reporting on a broad range of teaching-
related activities, such as how they conduct or prepare for a course, as the basis for 
peer review. The second recommendation involves student ratings of teaching 
effectiveness that should be concise and focused on the aspects of teaching that 
students likely know best. The third and final recommendation involves open-ended 
comments to guide faculty members in the improvement of teaching. The focus of the 
current study will be on addressing the second recommendation (i.e., student ratings 
of teaching effectiveness).  
 Because the task force on the assessment of teaching and learning 
recommended that student ratings of teaching effectiveness should be concise and 
focused on the aspects of teaching that students likely know best, two tasks needed to 
be addressed: (a) what are the dimensions students should rate and (b) can a concise 
instrument be developed that can reliably and validly measure these dimensions?  
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Regarding the dimensions to include, the task force outlined a set of six key 
facets based on the Kansas Board of Regents mandate. Specifically, in terms of what 
students are likely to know best (or the knowledge that students are most likely to 
have), the task force on the assessment of teaching and learning concluded that 
students are good candidates to evaluate: (1) clarity and organization of classroom 
time, (2) faculty support and availability, (3) clarity and organization of course 
materials, (4) setting and meeting goals and expectations, (5) maintaining a respectful 
climate, and (6) perceptions of their own learning. These factors coincide with the 
minimum requirements put forth by the Kansas Board of Regents. More specifically, 
the Kansas Board of Regents states that:  
“Instruments to measure student ratings of instruction should solicit, at a 
minimum, student perspectives on (a) the delivery of instruction, (b) the 
assessment of learning, (c) the availability of the faculty, and (d) whether the 
goals and objectives of the course were met”.   
Shortcomings of the current teaching evaluation instrument 
 Some of the shortcomings of the current teaching evaluation instrument 
(Appendix A) include: (1) its length – the current form has a total of 46 items on three 
differently worded Likert-type scales, (2) questions that do not apply to all fields 
(e.g., art students might have projects instead of exams), (3) questions that might 
apply to undergraduates but not graduate students and vice versa, (4) questions that 
might present a conflict of interest (e.g., “The readings were too difficult”), (5) a lack 
of theoretical cohesiveness across the 46 items, and (6) two “overall” questions – 
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often over-weighted and misinterpreted in practice. Moreover, it is unclear whether 
the current form adequately addresses all the dimensions mandated by the Kansas 
Board of Regents because of the awkward and vague wordings of many items (see 
Appendix A). For example, under the evaluation section of the current form, one of 
the items reads “The objectives of the course and the methods are clearly explained”. 
It is unclear, for example, what objectives the “methods” would have nor whether the 
“methods” are something to be clearly explained.  
Goals of the current study 
The goals of the current study are to develop a short teaching evaluation 
instrument that consists of short-form composite items and to establish the reliability 
and validity of these items. A key question is “How much damage would result from 
using a shorter form with a composite item for each key construct rather than a 
comprehensive long form?” In other words, “Can a short-form composite item 
capture a similar amount of information compared to having multiple items per 
construct?” This study tests this question empirically.  
Single-item indicators 
Single-item indicators can be classified into two distinct groups. The first 
group consists of single-item indicators that are designed as single-item measures of a 
particular construct. The second group consists of global single-item indicators that 
require participants to consider all aspects of a phenomenon and provide an overall 
rating of this phenomenon (Youngblut & Casper, 1993). Items in this category 
typically involve the word ‘overall’ and do not specify the specific aspects of a 
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phenomenon being rated. Items in the first category, on the other hand, typically 
provide a specific referent to the domain being measured and do not involve the word 
‘overall’. The short-form composite items in the current study are similar to single-
item indicators outlined in the first group in that each item taps into a particular 
construct, references a specific feature of the construct to be rated, and do not include 
the word ‘overall’. However, the current items extend this category somewhat by 
including more than one specific feature of the construct being rated. Specifically, 
each item includes 2 or 3 adjectives pertaining to the construct of interest. For 
example, for the instructor’s teaching construct, the item reads, “The instructor’s 
teaching was clear, understandable, and engaging”.  
The approach described in the second group of single-item indicators (e.g., 
‘overall’ items) is precisely what the task force on the assessment of teaching and 
learning is trying to avoid. Hence, there was a desire to eliminate the two “overall”-
rating items on the current teaching evaluation instrument. Two critical questions to 
address with a measurement approach that relies on single-item indicators include (a) 
are they reliable and (b) are they valid?  
Reliability 
 Reliability refers to the accuracy or precision of measurement (Cronbach, 
1951; Widaman, Little, Preacher, & Sawalani, 2008). Reliability is usually defined as 
the ratio of true score variance relative to total variance of a particular scale of 
interest (i.e., σ2 true score/σ2 total). As this ratio increases, error variance decreases and 
measurement become more accurate (Widaman et al., 2008). The more items there 
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are in a given scale, the more this ratio increases because the common variance 
among the items is aggregated leading to a more reliable the measure. That is, this 
increase in reliability is because as more items are added together, more true score 
variance (relative to error variance) is reflected in the sum score1. The variance of the 
sum of two items, for example, is equal to the sum of the two variances plus two 
times the covariance between the two items (i.e., amount of true score variance 
common to the two items; Hill & Lewicki, 2005).  
 Several different types of reliability measures exist. These include: (a) split-
half, (b) internal consistency, (c) parallel forms, and (d) test-retest reliability. In terms 
of internal consistency, coefficient α is by far the most common internal consistency 
reliability measure used in the social sciences (Cronbach, 1951). Unfortunately, with 
only a single item and a single assessment occasion, such traditional measures of 
reliability become impossible to calculate.  
An alternative way to consider reliability of a short-form composite item is to 
examine its strength of association with another similar measure or indicator of the 
construct of interest. Specifically, the correlation of a short-form composite item with 
a long form scale that assesses the same construct would provide a lower-bound 
estimate of the reliability of a short-form composite item. The basic idea here is that 
the degree of association with any other external measure reflects reliable 
information. The amount of this information would be an estimate of the minimum 
reliability of the short-form composite item. This estimate would be of the minimum 
reliability because the variance in the long form and the short form that is related to 
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the method of assessment (and thus not correlated with each other) would attenuate 
the true association between the two forms. Thus, the actual reliability of a short-form 
item is likely to be larger. 
Another estimate of reliability of a short-form item is the magnitude of its 
loading in the context of a confirmatory factor analysis (CFA). As I describe in more 
detail below, a CFA model that has indicators of a common construct gathered from 
both the long and short form would allow one to control for some of the attenuating 
influence of non-shared method variance. Because a loading in a CFA model is the 
amount of variance in an indicator that is explained by the construct, the magnitude of 
the loading would reflect the amount of reliable variance of the short-form indicator 
that is associated with the construct of interest.  
Validity 
 Validity involves whether or not the scale or measure does a good job at 
measuring the construct that we want to measure. There exist several different types 
of validity, including: (a) content, (b) criterion, and (c) construct validity. According 
to Messick (1989), validity is “an integrated evaluative judgment of the degree to 
which empirical evidence and theoretical rationales support the adequacy and 
appropriateness of inferences and actions based on test scores or other modes of 
assessment”. Traditionally, since the early 1950s, validity has been divided into three 
distinct types – content, criterion, and construct validities (Messick, 1989, 1995). In 
his 1995 paper, Messick describes a more comprehensive view of validity that 
encompasses considerations of content, criteria, and consequences in a construct 
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framework for the purposes of testing hypotheses. Within this framework, content 
and criterion validities are considered as part of construct validity (Messick, 1995).  
Content validity refers to how well a scale includes content that relates to all 
aspects of the dimension being measured. For example, with regard to the instructor’s 
teaching construct, the scale should contain different aspects of the instructor’s 
teaching, such as clarity and organization. Criterion validity is determined by 
examining the associations of a particular scale of interest with key variables that are 
identified as criteria. The magnitude or pattern of such associations should be 
consistent with prior findings that exist in the literature (Widaman et al., 2008). 
Finally, construct validity refers to the amassed evidence that a measure is an accurate 
measure of the theoretical construct it is meant to measure. Here the consistency of 
the evidence from the content and criterion relationships as well as the performance 
of a measure across different assessment conditions contribute to the overall construct 
validity of a given construct. I will describe in more detail how I plan to examine 
each type of validity in the methods section.  
Factors that influence student ratings 
 As a form of criterion validity, one of the key characteristics of the short-form 
composite items that I will evaluate is their behavior with regard to known factors 
that influence student ratings. That is, I will evaluate whether the short form is 
influenced in a similar way as other established measures. The criterion-validity 
factors that I will examine include instructor reputation, class attendance, and 
expected grade.  
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Instructor reputation 
Of all the studies reviewed, only one specifically looked at the relationship 
between instructor reputation and student ratings. This study was a study conducted 
by Griffin (2001) which examined the relationship between instructor reputation (as 
perceived by their students) and student ratings of both the course and teaching 
effectiveness. Based on what the students reported about the instructor’s reputation 
prior to enrolling in the course, a student was assigned to one of the following three 
groups: positive reputation, no information, and negative reputation.  
Data were presented for nine education classes for an overall instructor rating 
and an overall course rating. For the overall instructor rating, the mean for the 
positive reputation group was the largest for all nine classes. Furthermore, significant 
differences for groups were found for the majority (i.e., six out of nine) of classes. 
The mean effect size for the positive reputation group was d = 0.82 and d = -0.40 for 
the negative reputation group. The effect size is calculated as follows: d = [Mpositive or 
negative – Mno information]/ SDoverall. The positive reputation indicator correlated 0.22 with 
the overall instructor rating. The correlation was -0.36 for the negative reputation 
indicator.  
In terms of the overall course rating, the mean for the positive reputation 
group was the largest for seven out of nine classes, with the no information group 
having the largest mean for two of the classes. Significant difference among the 
groups were found for three (out of nine) classes. The mean effect size for the 
positive reputation group was d = 0.42 and d = -0.63 for the negative reputation 
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group. The positive reputation indicator correlated 0.20 with the overall course rating, 
while the negative reputation indicator correlated -0.30.  
Based on the fact that the means were generally the highest for the positive 
reputation group the majority of the time, I expect to see a significant positive 
relationship between instructor reputation and student ratings on the proposed short-
form measure, particularly for the instructor-related dimensions (see instrument 
description below).  
Class attendance 
A few studies have also considered the impact that class attendance has on 
students’ ratings of their instructors. A study conducted by Burns and Ludlow (2005) 
showed that students’ perception of whether regular attendance is necessary was a 
significant predictor of positive instructor ratings. More specifically, according to 
their study, the relationship between students’ perception of class attendance and 
instructor ratings accounted for 5.3% of the variance after controlling for other factors 
such as class size, instructor availability, and small-group interactions. Based on this 
finding, I expect to see a significant positive relationship between class attendance 
and student ratings, even though Burns & Ludlow (2005) focuses on students’ 
perception of whether attendance is important and the current study focuses on actual 
attendance based on self-report. This expectation is based on the assumption that 





A third factor that has been found to influence student ratings is their expected grade. 
The majority of studies reviewed (Bausell & Magoon, 1972; Ginexi, 2003; Holmes, 
1971; Krautmann & Sander, 1999; Maurer, 2006; Stumpf & Freedman, 1979) found a 
positive relationship between expected grade and course evaluations. Holmes (1971), 
for example, found a positive relationship between expected grade and the degree to 
which students were stimulated by the instructor and felt that the grading system was 
fair. Items assessing the instructor’s presentation, however, were not found to be 
related to expected grades. Maurer (2006) found that students who expected to 
receive a D in the course rated their instructor lower than students who expected an 
A, B, or C. Students who expected a C rated their instructors lower than students who 
expected an A.  
Only a few studies reviewed (Blum, 1936; Garverick & Carter, 1962; Marlin 
& Gaynor, 1989) found no relationship between expected grade and course 
evaluations. Marlin and Gaynor (1989), for example, found that overall evaluation of 
instructors by students seems to be based primarily on assessment of instructor 
teaching behaviors and not other variables including expected grade. Although they 
did not find a significant relationship between anticipated grade and the evaluation of 
the instructor, they found some relationship between the evaluation of the instructor 
and the anticipation of a grade lower than expected. Based on the fact that the 
majority of studies found a positive relationship between expected grade and student 
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ratings, I expect to see a significant positive relationship (in terms of a simple 
correlation) between the two variables.  
In summary, my dissertation will address the question of the dimensions that 
students should be rating and whether or not the short-form measure will be able to 
measure these dimensions in a reliable and valid manner.  
Method 
Participants 
Approval for this study was obtained through the University of Kansas (KU) 
Internal Review Board. A total of 1297 students participated. Data were collected 
from a convenience sample of 51 classes from a variety of departments at KU during 
the Spring and Summer semesters of 2007. These departments included the 
Departments of Psychology, Communication Studies, Psychology and Research in 
Education, Curriculum and Teaching, Health Sport and Exercise Sciences, 
Educational Leadership and Policy Studies, and Special Education. Table 1 depicts 
the breakdown of all the classes by department. Additional information for each class 
include the class number, the line number (i.e., a unique 5-digit number assigned to 
each course at KU), the semester and year, the number of students who participated in 
the study, and whether it was an undergraduate- or graduate-level course. The total 
sample size of all 51 classes does not add up to exactly 1297. This discrepancy is due 
to 8 students who did not fill in the line number for the course and 20 who incorrectly 
provided the line number. Though these 28 forms were included in the analyses, they 
are not reflected in Table 1.  
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Measures 
 Based on the minimum requirements recommended by the Kansas Board of 
Regents, six constructs were developed. These constructs included: (1) an instructor’s 
teaching construct; (2) a learning construct; (3) a help construct; (4) a goals and 
objectives construct; (5) a materials and content construct; and (6) an expectations 
construct. For each construct, a large pool of items was created and several committee 
meetings at the Center for Teaching Excellence at KU were held to discuss and 
finalize the item list.   
Given the six distinct dimensions that are required to be assessed, the current 
study followed a two-pronged approach. First, a long form (Appendix B), following 
traditional psychometric practices, was created to assess each of the six dimensions2. 
Second, in accordance with the goals of the task force, a short-form version 
(Appendix C) was developed. For this version, each of the six dimensions is 
represented by a sentence with multiple adjectives (e.g., “The instructor’s teaching 
was clear, understandable, and engaging”). The use of multiple adjectives was 
intended to ensure full coverage of the key aspects of each focal dimension. The idea 
here is that students would combine the content covered by the adjectives in making 
their assessment, thereby providing a more comprehensive evaluation than if only one 
adjective was used. This approach attempts to combine the merits of multiple 
indicators of a construct with those of a single-item measure. This type of question 
format is contrasted with the more psychometrically sound measure of the same 
dimension (e.g., a 12-item scale where each item contains only one adjective).  
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In order to assess the psychometric properties of the short form, the data for 
my dissertation were collected for both the long and short forms from each student. 
This procedure allows examination of the content validity and reliability of the short 
form in comparison to the long form.  
The questionnaire protocol included additional questions of interest such as 
the student’s perception of the amount he or she has learned compared to other 
similar courses3, the importance of specific reasons for taking a particular course 
(e.g., course fulfills a major or minor requirement), student status (i.e., undergraduate, 
graduate, other (faculty, staff, non-degree)), year of study, how often the student 
completed required coursework, how many times a week the class met, what grade 
the student expected to get in the class, and how many class periods a student had 
missed over the course of the semester (see Appendix C).  
A secondary question in this project is whether using a 5-point versus a 7-
point scale for the responses would yield different reliabilities in the scale scores. For 
the 5-point scale, the response options were: “strongly disagree”, “disagree”, “neither 
agree nor disagree”, “agree”, “strongly agree”. For the 7-point scale, the options 
were: “very strongly disagree”, “strongly disagree”, “disagree”, “neutral”, “agree”, 
“strongly agree”, and “very strongly agree”. Because student ratings are generally 
quite reliable, I expect the estimated reliabilities derived from responses on the 5-
point scale to not differ meaningfully from those derived from the 7-point scale. This 
question is addressed by examining the internal consistency estimates of the 
indicators from the long form.  
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Counterbalancing 
 For the purposes of counterbalancing, 659 students took the long form first 
and the short form second (n=344 on a 5-point scale; n=315 on a 7-point scale) and 
637 students took the short form first and the long form second (n=323 on a 5-point 
scale; n=315 on a 7-point scale). One reason for counterbalancing was concern that 
the order of presentation might influence the quality of the responses. For example, 
students might get bored when responding to the protocol if they completed the long 
form measure first. Conversely, if they get the short form first, they might not feel 
motivated to fill out the long form diligently. However, because the long and short 
form together are relatively quick and easy to complete, I do not expect any order 
effects between the short and the long forms. I will test for these order effects by 
examining mean levels and correlations across the counterbalanced protocols. 
Specifically, I will compare short-form responses that were obtained prior to long-
form responses with those that were obtained following the long form. Likewise, I 
will compare long-form responses that were obtained prior to short-form responses 
and long-form responses that were obtained after short-form responses.  
Data manipulation 
 All missing data were imputed using the SAS PROC MI procedure. All 
inferential statistical analyses were performed using the imputed data sets while the 
descriptive statistics are based on the unimputed data. For each long-form construct, 
one parcel was created using the items that appeared in the short-form composite 
item. The item-to-construct balance method proposed by Little, Cunningham, Shahar, 
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& Widaman (2002) was used for the remaining items for each construct resulting in at 
least three parcels per construct. For example, for the “teaching” construct, one of the 
parcels created included the following items: “clear”, “understandable”, and 
“engaging”.  
A parcel is a simple average of several items assessing the same construct 
(Kishton & Widaman, 1994). Parcels were created primarily due to the disadvantages 
associated with analyzing data at the item level. Item-level data tend to be less 
reliable and are more likely to violate distributional assumptions. Models based on 
parcels tend to be more parsimonious (both locally, in terms of defining a construct, 
and globally, in terms of representing the full model), have fewer chances for 
correlated residuals or for an item to load onto more than one construct, and lead to 
reductions in sampling error (Little et al., 2002).  
Prior to creating parcels, a few items were dropped for a variety of reasons. 
The item “curt” of the help construct, for example, was dropped because quite a few 
students appeared to be unfamiliar with the word. This item yielded contradictory 
responses compared to other items that had a negative connotation. In other words, 
students were not sure if being curt is positive or negative. Similarly, the item 
“simplistic” of the content construct was dropped as students were not sure if being 
simplistic is positive or negative. Finally, the item “explicit” of the goals construct 
was dropped primarily due its low correlation with other positively worded items for 
this construct.  
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Before proceeding to the analyses, I first examined whether there were 
differences in the reliability estimates between the 5-point and the 7-point scales. As 
shown in Table 2, Cronbach’s α values obtained for the long form on 5-point and 7-
point scales were quite similar. Reliability coefficients for all constructs on both 
scales were in the 0.80 to 0.90 range (Table 2). As a result, the data collected on the 
7-point scale were rescaled to be on a 5-point scale. Specifically, the 1 to 7 response 
scale was rescaled to a 5-point scale using the following formula: 
    r5 = {[(r7 – 1)/6] * 4} + 1    (1) 
where r5 is the resulting response rescaled to a 5-point equivalent and r7 is the 
observed response from the original 7-point scale.  
Procedure 
 Content validity. To examine the content validity of the short form, I will look 
at the means and the standard deviations for the six constructs4 of the short and long 
forms. I will also examine the correlations between the composite items of the short 
form and the parcels of interest of the long form (i.e., the parcels that contain the 
same items as the short-form composite items - one parcel for each construct). That 
is, because data were collected on both the long and short forms for each participant, I 
can examine the content validity of the short-form composite items in relationship to 
the multi-item measure (Youngblut & Casper, 1993). Besides means, standard 
deviations, and correlations, I will examine the content validity of the short form by 
considering a confirmatory factor analysis model (Figure 1).  
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Confirmatory factor analysis (CFA) is a form of structural equation modeling 
(SEM) that deals with the relationship between observed measures or indicators and 
latent variables or factors. CFA is quite different from the more familiar exploratory 
factor analysis (EFA) in that the researcher has to specify all aspects of the model a 
priori (Brown, 2006).  
CFA has become one of the most popularly used statistical procedures in 
applied research. This popularity results from CFA being able to answer many 
different types of research questions. CFA is commonly used to examine the content 
validity of a set of a priori specified factors by examining their relationships with 
observed indicators. The CFA model can also be used to inform construct validation. 
Specifically, convergent validity would be supported when the various indicators of 
overlapping constructs are interrelated, and discriminant validity would be supported 
when the indicators of distinct constructs are not interrelated above and beyond the 
degree of association contained at the construct level. The CFA model is also useful 
for estimation of potential method effects (i.e., where covariation among indicators is 
not due to the factor, but rather due to the measurement approach utilized) and for 
examining measurement invariance (i.e., how well a particular measurement model 
generalizes across groups or time; Brown, 2006).  
Besides considering a single-group CFA model that considers all 6 
dimensions of teaching effectiveness simultaneously, I will perform two separate 
two-group CFAs comparing the following: (a) data collected on the 5- versus the 7-
point scales and (b) data collected on the 5- versus the rescaled 5-point scales. For the 
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5- versus 7-point scales, I do not expect to find any differences in the factorial 
structure (i.e., the indicator-to-construct pattern for both factor loadings and 
intercepts) of the measurement model. However, I do expect to find differences in the 
variances, covariances, and means. For the 5- versus rescaled 5-point scales, I do not 
expect to find any differences in the factorial structure, variances, covariances, or 
means.  
For each of the two-group CFA models (i.e., 5- versus 7-point scales and 5- 
versus rescaled 5-point scales), I tested the following steps in sequence: (a) a test of 
the initial configural model that specifies the relationship between manifest indicators 
(i.e., observed variables) and latent constructs (i.e., unobserved variables), (b) a test 
of the measurement equivalence in the measurement of these models across scales 
(specifically in terms of equating the loadings and intercepts of the observed variables 
across the two scales), (c) a test of the homogeneity of the variances and covariances 
of the latent constructs for the two scales, (d) a test of the homogeneity of variances 
only (if homogeneity of variances and covariances are not obtained), (e) a test of the 
equivalence of means of the latent construct for the two scales, and (f) a test of the 
equivalence of the patterns of correlations for the two scales (if homogeneity of 
variances and covariances are not obtained). For both two-group CFA models (i.e., 5- 
versus 7-point scales and 5- versus rescaled 5-point scales), I do not expect a 
difference in the magnitude of the correlations of the latent constructs because the 
relationship among latent constructs should remain unchanged regardless of the scale 
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on which data were collected. This test of equivalence of the patterns of correlations 
will be performed by creating phantom constructs for each of the latent constructs.  
For the test of the measurement equivalence (in terms of equating the loadings 
and intercepts of the observed variables across the two scales), I will consider the 
change in the comparative fit index (CFI). The decision to use this particular 
goodness-of-fit index is based on the fact that the most common goodness-of-fit index 
(i.e., the χ2 statistic) is dependent on (or too sensitive to) sample size and is a test of 
exact fit. The question of whether factorial invariance holds or not is generally a 
question of approximate model fit, not exact fit (Little, 1997). For large sample sizes 
(such as in the current study) the χ2 statistic provides us with an overly sensitive 
statistical test of model fit, but not necessarily a practical test (in terms of the 
measurement model) of model fit (Cheung & Rensvold, 2002; Little, 1997).  
A simulation study performed by Cheung and Rensvold (2002) proposed that 
a change in CFI smaller than or equal to 0.01 suggests that the null hypothesis of 
invariance should not be rejected indicating that there are no differences between the 
two scales (in terms of loadings and intercepts of the observed variables; Cheung & 
Rensvold, 2002). More recently, Meade, Johnson, and Braddy (2008) recommended a 
more lenient cutoff of 0.02. For the purposes of the current study, I will use the cutoff 
of 0.02 as recommended by Meade et al. (2008).  
For the test of the homogeneity of the variances and covariances of the latent 
constructs for the two scales, I will consider the difference in χ2 between the intercept 
invariant model (if constraints are found to be tenable) and the model in which all 
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variances and covariances of latent constructs are equated across the two scales. For 
the test of homogeneity of variances only (if homogeneity of variances and 
covariances are not obtained), the test of the equivalence of means of the latent 
construct for the two scales, and the test of the equivalence of the patterns of 
correlations for the two scales (if homogeneity of variances and covariances are not 
obtained), I will consider the difference in χ2 between the intercept invariant model (if 
constraints are found to be tenable) and each of these models.  
The decision to utilize the difference in χ2 in these cases rests on the fact that 
the χ2 difference test is a true and precise statistical test. A precise statistical test is 
desired in making decisions of whether or not there are significant differences in the 
reliable latent-construct parameters (i.e., latent variances, means, covariances, and 
correlations) between groups. Although testing for measurement invariance is 
important as a prerequisite for testing for statistical differences in the reliable latent 
parameters between two groups, tests of specific theoretical hypotheses needs to be 
based on statistical inferences (rather than practical fit). Because testing for 
differences or similarities in variances, means, covariances, and correlations is where 
research interest lies, using a more precise statistical test leads to more accurate and 
appropriate conclusions than using practical measures such as the CFI-difference test. 
The difference in χ2 between any two models is a test of the equality 
constraint placed on one model (compared to the previous model), with degrees of 
freedom equal to the difference in their degrees of freedom. If the test is non-
significant, then the null hypothesis is not rejected indicating that there is no 
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difference between the 5- and 7-point scales in terms of the information gathered. If 
the test is significant then the null hypothesis is rejected. This result would indicate 
that there is a difference between the two scales (Little, 1997).  
Because of the power associated with the large sample size, I will use a p-
value of .001 as my criterion for the null hypothesis decision for omnibus tests 
conducted in the CFA framework. A p-value of .01 and .05 will be used for all 
univariate null hypothesis decisions that are ad hoc and a priori, respectively.  
Criterion validity. In terms of criterion validity, the gold standard would be 
some form of alternative assessment of the objective and unbiased quality of the 
dimensions measured by both the long and short forms. However, for this project, 
such a standard does not exist. Instead, I will take an atypical approach to evaluate the 
criterion validity of the short-form instrument. Specifically, I will examine the short-
form responses to see if factors that are known to affect student ratings also affect the 
short-form ratings in a similar manner. Because the current short-form instrument is 
not designed to remove student bias or other similar influences, it should remain 
sensitive to these influences even though students are responding to short-form 
composite items of the key dimensions of teaching quality.  
For the current study, instructor reputation was measured in terms of how 
important it was as a reason for taking a particular course (i.e., How important were 
the following reasons for taking this course?). Students responded to the following 
“Course instructor has a good reputation” on a 4-point Likert type scale ranging from 
“not a reason” to “very important” (of a reason).  
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Class attendance was measured by asking students the following question, 
“Over the course of the semester, how many class meetings did you miss?” This 
question was asked in an open-ended fashion where students could respond from zero 
to 99. This information was converted to number of class hours missed (to the nearest 
hour) and then subtracted from the total possible class hours. Thus, class attendance 
was coded such that higher values reflect greater attendance and differences in how 
often the class met were controlled for. That is, missing two class periods in a class 
that meets one hour per day (to the nearest hour) on Monday, Wednesday, and Friday 
is only two hours whereas missing two class periods for a one-day-per-week seminar 
class reflects six hours of class time missed.  
Expected grade was measured with the following question, “What grade do 
you expect in the class?” The options included twelve categories ranging from A to F 
(including pluses and minuses).  
Construct validity. To examine construct validity of the short form, I will look 
at the correlations for the individual constructs in terms of the short-form composite 
item, the parcel of interest, and the individual items that make up both the short-form 
composite item and the long-form parcel of interest. If the short-form composite item 
for each construct is behaving reasonably well compared to the long-form parcel of 
interest, the correlations of the second and third parcels with the short-form 
composite item should be similar to the correlations of the second and third parcels 
with the parcel of interest from the long form. In addition, I can utilize the 
counterbalancing procedure to examine if the short form is susceptible to order effects 
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or not. This change in the administration context provides an opportunity to examine 
how robust the short form items are to change in the context of administration (i.e., 
presented first or last). Similarly, differences across classroom types such as small 
versus large classes, undergraduate versus graduate classes, Psychology versus non-
Psychology classes, and Spring (2007) versus Summer (2007) classes can be 
examined to see if the short-form items behave similarly.  
Results 
Content validity 
Means and standard deviations for the six constructs of both the short and 
long forms are presented in Table 3. For all analyses, short and long form responses 
were combined regardless of the order in which they were collected as only 3 out of 
26 mean comparisons were significant at the p = .05 level. For the short form on the 
5-point scale, only the “help” construct produced a significantly different mean 
difference, t(1295) = -2.105, p < .05 (a negative t statistic implying a larger mean 
when the short form was presented first). For the short form on the 7-point scale, 
there were no significant mean differences. For the long form on the 5-point scale, 
only the “content” construct produced a significant mean difference, t(1295) = 2.240, 
p < .05. Finally, for the long form on the 7-point scale, only the “goals” construct 
produced a significant mean difference, t(1295) = -3.407, p < .01.   
Correlations between the short-form items and the long-form parcels of 
interest (i.e., the parcels that contain the individual items that make up the short-form 
construct) are presented in Table 4. Correlations between the short-form items and 
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their corresponding parcels of interest (i.e., correlations on the diagonal of the matrix) 
were found to be higher than correlations for different constructs (i.e., off-diagonal 
correlations) in the majority of the cases. There were certain cases in which the off-
diagonal correlations were found to be higher. Overall, the correlations were in the 
0.40 to 0.50 range, which is somewhat smaller than I expected, but still high enough 
to consider their relations in the context of the CFA model.  
When comparing small and large classes (where a class of 50 or more students 
is considered large), significant differences in correlations were found for the short-
form composite item of the “help” construct with the long-form parcel of interest of 
the “help” (r1 – r2 = 0.12, p = .003) construct, where a larger correlation was found 
for the smaller class size. In terms of graduate versus undergraduate courses, 
significant differences in correlations were found for the short-form item with the 
long-form parcel of interest for the “help” construct (r1 – r2 = 0.13, p = .005), where a 
larger correlation was found for graduate courses.   
In terms of Spring versus Summer courses, significant differences in 
correlations were found for the short-form item of the “help” and “goals” constructs 
with the long-form parcel of interest of the “learn” (r1 – r2 = 0.13, p=.006) construct. 
Significant differences in correlations were also found for the “expectations” 
construct of the long and short forms (r1 – r2 = 0.13, p = .004). For all significant 
differences in correlations, larger correlations were found for the Summer semester.  
In terms of Psychology versus non-Psychology courses, significant 
differences in correlations were found for the long form parcel of interest of the 
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“teach” construct with the short-form composite items of the “help” (r1 – r2 = 0.13, p 
= .007) and “content” (r1 – r2 = 0.10, p = .007) constructs. Significant differences in 
correlations were also found for the short-form item of the “learn” and “help” 
constructs with the long-form parcel of interest of the “goals” (r1 – r2 = 0.16, p = 
.000) construct. Finally, the long-form parcel of interest of the “expectations” 
construct produced significant differences in correlations with all short-form 
constructs (“teach”: r1 – r2 = 0.13, p = .005; “learn”: r1 – r2 = 0.16, p = .000; “help”: 
r1 – r2 = 0.13, p = .007; “goals”: r1 – r2 = 0.14, p = .001; “content”: r1 – r2 = 0.12, p = 
.007; “expectations”: r1 – r2 = 0.141, p = .000) except for the “amount learned” item. 
For all significant differences in correlations, larger correlations were found for non-
Psychology classes.  
For any two correlations being compared, Fisher’s z’ transformation of r was 
used (Cohen, Cohen, West, & Aiken, 2003), given by the following formula: 
z' = 0.5[ln(1 + r) – ln(1 – r)]    (2) 
Subsequently, the normal curve deviate was computed to test the null hypothesis that 
the difference between the population correlations is zero. The formula for this 
normal curve deviate is given as follows: 
' '









    (3) 
All computations were done using a software program written by Preacher (2002). 
Results of the two-group CFA comparing the 5- and 7-point scales are 
presented in Table 5. As hypothesized, there were no significant differences found in 
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the factorial structure of the two scales. In other words, both loading and intercept 
invariance were achieved (see Table 5). Also as hypothesized, differences were found 
in the variances, covariances, and means between the two scales. The correlations 
among the constructs of the two groups were not found to be different from each 
other. This latter finding supports my hypothesis that differences in scales used (i.e., 
5- versus 7-point) should not change the relationships among constructs.  
Results of the two-group CFA comparing the 5- versus rescaled 5-point scales 
are presented in Table 6. As hypothesized, there were no differences in the factorial 
structure, variances, and covariances between the two scales. However, contrary to 
expectations, the means were found to be different between the 5- and rescaled 5-
point scales. A possible explanation for this finding is the fact that students are more 
likely to endorse “5” on a 5-point scale if they agree that their instructor taught well. 
However, students are not as likely to endorse “7” when given a 7-point scale, even if 
they agree that the instructor did an excellent job. The increase in response options 
and the addition of the qualifier ‘very much’ in the 7-point scale likely led to a 
reduction in the willingness to endorse the highest possible response choice and 
thereby lowered the mean when rescaled to a 5-point scale.   
The single-group CFA model containing all 6 dimensions of teaching quality 
(see Figure 1) was found to fit the data very well (χ2(276, n=1297) = 1529.114, p < .001; 
RMSEA = 0.061 (0.058, 0.063) ; CFI = 0.991; NNFI = 0.987).  
A seventh construct was added to accommodate the mean differences that 
were found between the 5- and rescaled 5-point scales. Every single indicator was 
28 
loaded onto this construct. This construct has a single dummy-coded variable (0 and 
1) that makes the distinction between scores that are on the original 5-point metric 
versus scores that are on the rescaled 5-point metric. This distinction allows for 
interpretation of other model parameters such as correlations among the latent 
constructs of the six teaching evaluation dimensions, after controlling for differences 
in the mean structure between the two scales. Both the standardized and 
unstandardized loadings are presented in Table 7.  
Two additional constructs were added to accommodate for the differences in 
the method of collection of the data (i.e., data collected on the short form versus the 
long form). All long-form parcels were loaded onto a long-form method construct. 
The loadings of the parcels onto this construct are presented in Table 8. Factor 
loadings of the short-form composite items onto a short-form method construct are 
presented in Table 9.  
Loadings of both long-form parcels and short-form composite items on their 
respective teaching effectiveness dimensions are presented in Table 10. For each of 
the six dimensions, the loading of the short-form composite item appears to be 
smaller than the corresponding long-form parcels (after controlling for method 
variance between the long and short forms). However, all short-form composite 
items’ loadings were found to be significant at the p < .001 level (see Table 10). 
Residual variances, their standard errors, and R2 values for each indicator (of each 
construct) are also presented in Table 10. The residual variances and R2 values are 
similar for the long-form parcels and short-form composite items. Residual variances 
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of the short-form composite items with their corresponding long-form parcel of 
interest are presented in Table 11. The correlations for the “teach” (z = 4.74, p < .01) 
and “help” (z = 5.91, p < .01) constructs were found to be significant, implying that 
unexplained (i.e., error) variability was left over (after controlling for method 
variability and the variability explained by their teaching effectiveness dimensions). 
Table 12 provides the inter-correlations among the latent constructs. All correlations 
were found to be significant at the p < .01 level and are in the 0.7 to 0.9 range. This 
implies that if an instructor is a good teacher, he or she will be rated highly on all 
dimensions of effective teaching.  
In comparing the loadings for the short-form composite item and the long-
form parcel of interest for each dimension (see Table 13), all comparisons were found 
to be significantly different from each other. These results are consistent with the 
results presented in Table 10 which show the loadings (beta weights) of the short-
form composite items as smaller than the loadings of any parcel of the long form.  
Criterion validity 
Table 14 presents the correlations of the factors that have been found to 
influence student ratings and the short-form composite items. For instructor 
reputation, all correlations were significant at the p < .01 level which implies that the 
more important that an instructor’s reputation was for taking the course, the more 
positive the ratings. The correlations range from 0.19 to 0.28 which is similar to the 
results found by Griffin (2001). Specifically, the positive reputation indicator 
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correlated 0.22 with the overall instructor rating measure and 0.20 with the overall 
instructor rating measure.  
For class attendance, in terms of hours missed throughout the semester, the 
majority of correlations were not found to be statistically significant with the 
exception of the “learn” construct and the “amount learned” question which were 
found to be significant at the p < .05 level. This result implies that students did not 
rate their instructors any less favorably when they missed more hours of class. This 
result might lead us to conclude that perhaps students’ perception of the importance 
of attendance and actual attendance are two different issues.  
Finally, in terms of expected grade, all correlations were significant at the p = 
.05 level or lower, implying that students who expected higher grades gave their 
instructor more positive ratings. This was particularly the case for the “teach”, 
“learn”, and “amount learned” constructs (see Table 14).  
Construct validity 
The correlations for the individual constructs in terms of the short form 
composite item, the parcel of interest, and the individual items that make up the short 
form item and the long-form parcel of interest are presented in Tables 15 – 20. For all 
constructs, the correlation of the parcel of interest with the short-form item is higher 
than the correlations of the short-form item with the individual items that make up the 
short-form item and the long-form parcel of interest. Taking the teaching construct as 
an example, the correlation between the parcel of interest and the short-form 
composite item is 0.63 and the correlation of the short-form composite item and the 
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individual items that make up the short-form composite item and the parcel of interest 
are 0.63 for “clear”, 0.56 for “understandable”, and 0.56 for “engaging”.  
For all constructs, the individual items that compose the short form correlated 
more highly with the long-form parcel of interest than with the short-form item. 
Taking the “teaching” construct as an example once again, as mentioned, the 
correlations of the individual items with the short form are 0.63, 0.56, and 0.56 for 
“clear,”, “understandable”, and “engaging” respectively. The correlations of the 
individual items and the long-form parcel of interest are 0.88, 0.88, and 0.81 for 
“clear,”, “understandable”, and “engaging” respectively. A potential explanation for 
the difference in magnitude between the correlations is the fact that the parcel of 
interest is a mathematical aggregation of a few items and would therefore contain all 
the method and item-specific variances resulting in inflated correlations. In any case, 
the short-form composite items are behaving reasonably well as reflected by medium-
sized correlations (with the individual items that comprise them) that are in fact 
significant at the p < .001 level.  
For each construct, the correlations of the individual items with the short form 
item were similar for each of the two or three items that were included in the 
composite short-form item. This similarity in the correlation is evidence that when 
students are rating a given short form item, they are taking each of the adjectives into 
consideration and not just focusing on one of the adjectives. Continuing with the 
“teaching” construct as an example, students are taking “clear” (correlated 0.63 with 
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the short-form item), “understandable” (correlated 0.56 with the short-form item), and 
“engaging (correlated 0.56 with the short-form item) into consideration.  
Additional construct validity analyses 
When comparing small and large classes, where a class of 50 or more students 
was considered large, significant mean differences were found for the “learn” 
(t(1221) = 3.26, p = .001) and “help” (t(1221) = 5.23, p = .000) short-form composite 
items. The positive t-statistic values imply that students rated their instructors higher 
on these two dimensions in smaller classes. In terms of graduate versus undergraduate 
courses, no significant mean differences were found at the p = .01 level. In terms of 
Spring versus Summer courses, significant mean differences were found for items of 
all dimensions. The t-statistic values for all dimensions are as follows: t(1221) = -
3.65, p = .000 for the “teach” item, t(1221) = -4.17, p = .000 for the “learn” item, 
t(1221) = -4.36, p = .000 for the “help” item, t(1221) = -2.80, p = .005 for the “goals” 
item, t(1221) = -3.42, p = .001 for the “content” item, and t(1221) = -3.43, p = .001 
for the “expectations” item. The results found for Spring versus Summer courses 
imply students rated their instructors higher on items of all dimensions in the 
Summer. Finally, in terms of Psychology versus non-Psychology courses, a 
significant mean difference was found for the “content” (t(1221) = 3.067, p = .002) 
short-form composite item. For this particular construct, a higher mean was found for 





The analyses presented with regard to content, criterion, and construct validity 
lend some support to the overall validity of the short-form composite items. The 
results presented for both the short and long forms suggest that the long form is a 
reliable measure that performed well in the CFA analyses which supports its validity 
and the short form is a reasonable facsimile of the long form.   
Based on these findings and the need to move forward quickly, the task force 
on the assessment of teaching and learning has recommended a short form 
comparable to the short form tested as part of my dissertation. This recommended 
form includes an additional item reflecting classroom climate. In addition, there are 
some minor differences between the nine key question of this form (Table 21) and the 
nine key questions on the original form (Appendix C). This modified form will be 
used beginning in the Fall of 2008.  
 Paying closer attention to the correlations of the short-form composite items 
and the long form parcels of interest, there does not seem to be a very clear pattern to 
justify several different constructs of teaching performance. That is, all dimensions of 
teaching and learning are highly positively correlated, suggesting that good teachers 
are rated positively on all dimensions. This high correlation was evident in both the 
long and short forms and therefore appears to be a general issue across both forms. In 
this regard, the issue may be specific to the sample of instructors used in the current 
study. That is, the instructors who agreed to be a part of this study may be more 
uniformly better or worse along these dimensions than the general population of 
34 
instructors. However, more detailed analyses and a larger sample of instructors, 
courses, and areas of study may begin to reveal unique patterns in the different 
dimensions.  
Despite the fact that there does not seem to be a very clear pattern to justify 
several different constructs of teaching performance, having several dimensions that 
tap into different aspects of teaching and perceptions of student learning in a 
relatively short format seems justifiable. This approach allows instructors to identify 
possible deficits in specific areas of teaching quality – a benefit that does not exist by 
using a single overall rating of teaching quality.   
Additional construct validity analyses 
 The additional analyses performed comparing students’ ratings on the short-
form composite items for small versus large classes revealed significant mean 
differences for the “learn” and “help” constructs. This implies that students felt that 
they learned more and that help was more easily attainable in smaller classes, but that 
their instructor’s teaching ability was not influenced by class size. 
 In terms of Spring versus Summer classes, significant mean differences were 
found for all dimensions of teaching effectiveness. Potential reasons for higher ratings 
in the Summer could be due to (a) an instructor being more focused on his or her 
class as there are not the usual school year activities occurring simultaneously, (b) 
instructor who teach in the summer enjoy teaching more than other instructors, (c) 
students being more focused on a particular course (as opposed to having to balance 
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their time among 5 courses, for example), and (d) students being able to retain more 
information as exams occur more frequently during the Summer semester.  
Limitations 
 One of the key limitations of the current study is the lack of a representative 
sample of instructors, courses, and area of study. The sample was a convenience 
sample and may, therefore, be selective in nature. This potential selectivity is 
reflected in the majority of classes being Psychology classes (23 out of 51 classes). 
Furthermore, some instructors had up to 3 sections. For example, one instructor had 2 
sections in the Spring semester and one section in the Summer semester. An 
instructor being represented more than once in the sample further adds to the 
selectively of the sample used in the current study.   
 Another limitation of the current study is the lack of negatively worded items 
(e.g., an adjective such as ‘confusing’); it does not make logical sense to have both a 
positively and negatively worded items incorporated (in a single sentence) for the 
short-form composite item case. Generally speaking, including negatively worded 
items is beneficial because having negatively worded items can help to reduce 
response-set biases that can occur with all items worded in the same (positive) 
direction. 
 Finally, the most important limitation of the current study is that a gold 
standard criterion to gauge the quality of the short-form items does not exist. Short-
form responses are simply being compared to those of the long form. However, the 
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long form items have not been extensively validated and their data are derived from 
the same, potentially selective, sample. 
The degree to which these limitations will bias the final results is unknown. 
On the one hand, the long and short forms show some evidence of being valid in spite 
of these limitations. In fact, the limitations may be contributing to the lack of 
differentiation among the teaching constructs assessed by both forms. Clearly, future 
work is needed to further examine the utility and validity of a short form of teaching 
and learning. 
Future Directions  
 As I move forward in my career, I plan to continue research in the general 
area of teaching and student learning. In the following section, I outline some 
directions I expect to follow both in terms of (a) teaching evaluations and (b) 
establishing a gold standard to measure teaching effectiveness and student learning.  
 Establishing a happy medium. Ideally, I would like to create a teaching 
evaluation tool that is a happy medium between the long (Appendix B) and short 
(Appendix C) forms. This particular teaching evaluation tool will look very similar to 
the long form. However, each construct will likely have 4 items (versus the 10 – 12 
items in the current long form) – 2 positively worded and 2 negatively worded items. 
The specific items that make up this “happy medium” teaching evaluation protocol 
will likely be obtained from the current long form, but based on data from a larger 
representative sample of instructors. An example of this presentation format for this 
medium-form scale is given in Table 22. 
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 One of the primary benefits of this compromise approach is the fact that 
students have the option of rating each adjective individually. Therefore, a student has 
the ability to rate his or her instructor’s teaching on the dimensions of ‘clear’, 
‘organized’ as well as ‘confusing’ and ‘detached’, for example. These individual 
judgments are not possible in the composite item case. Another advantage of this 
medium approach (as outlined above) is the possibility of having both positively- and 
negatively-worded items for each construct. This use of positive and negative items is 
(as mentioned) important because (a) it serves as a check that students are not simply 
selecting the same response for every single item (and are not paying attention to the 
actual questions) and (b) it allows us to treat our existing constructs as latent 
constructs, with each construct having positive and negative facets and these facets 
having 2 or 3 indicators each.  
This medium-length protocol might take a longer amount of time to respond 
to compared to responding to the short-form composite items. However, it should not 
take too much longer because all judgments for each construct have the same 
beginning structure (e.g., “The instructor’s teaching was…” for the “teaching” 
construct). Even if this ‘happy medium’ instrument takes a little bit more time to fill 
out compared to the current short form protocol, the potential benefits (e.g., the 
ability to calculate internal consistency estimates, reduce response sets, ) may prove 
to be an improvement on the composite single-item approach. Of course, the validity 
of such an approach would have to be tested to determine that it does provide an 
improvement over the single-item approach examined as part of my dissertation.  
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 Using item response theory to identify more or less discriminating items. 
Another idea I have in terms of teaching evaluations involves using item response 
theory (IRT) to identify more or less discriminating items for each construct. IRT is a 
relatively new measurement system that is an alternative to classical test theory 
(CTT). IRT is commonly used in large testing companies in the United States and 
Europe for design of tests and construction of test item banks, among other purposes 
(Hambleton, Swaminathan, & Rogers, 1991).  
 One of the key limitations of CTT, in the context of teaching evaluations, is 
that student characteristics and the characteristics of the teaching evaluation tool 
cannot be separated (i.e., one can be interpreted only within the context of the other). 
The student characteristic of interest is a “trait” that can be conceptualized as an 
attitude toward the instructor and the course. In the CTT framework, this “trait” is 
defined only in terms of one specific teaching evaluation tool (i.e., the protocol used 
in the current study). Essentially, characteristics of the protocol and its items 
influence student characteristics and student characteristics in turn influence the 
evaluation tool (Hambleton et al., 1991). For this reason, it becomes difficult to 
compare students who respond to different evaluation tools (i.e., the evaluation 
instrument already used versus data that will be collected on a slightly different short-
form in Fall 2008) and to compare items whose information is obtained from different 
groups of students.  
 IRT provides a framework where item characteristics are not group-dependent 
and responses obtained by students are not dependent on a specific teaching 
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evaluation tool. The more popular IRT models are dichotomous in nature and have 
the capability of adjusting for specific properties of items such as their difficulty (i.e., 
how much of the trait is required for endorsement of an item), discrimination (i.e., 
how quickly the probability level changes for a unit increase in the trait), and 
tendency toward guessing.  The guessing parameter was proposed by Birnbaum 
specifically for the purposes of the three-parameter logistic model to account for the 
nonzero performance of low-ability examinees on multiple-choice items (van der 
Linden & Hambleton, 1996). Since the “trait” of interest, in the context of teaching 
evaluations, is the student’s attitude toward the instructor and the course, this 
guessing parameter does not apply and would therefore not be reflected in the model 
outlined below.   
The model I will be considering is the graded response model, which consists 
of a family of mathematical models that deals with ordered polytomous categories 
(Samejima, 1996). Examples of ordered polytomous categories include letter grades 
used in the evaluation of student performance and student responses on a 5-point 
Likert-type scale used to evaluate teaching performance.  
 The graded response model will allow me to identify more discriminating 
(i.e., “difficult”) or less discriminating (i.e., “easy”) items of a teaching evaluation 
tool depending on the question of interest. For example, it is possible to identify a 
subset of “easy” items for the instructor’s “teaching” construct if we are trying to 
discover whether an instructor is adequate (i.e., whether or not an instructor meets a 
minimum threshold of teaching quality). In addition, it is possible to identify an 
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entirely different subset of “difficult” items if the intent is to make a distinction 
between a good and an excellent instructor for this same construct.  
 In general, the category response function of the graded response model is 
given by the following:  
    iuP  (θ) ≡  Prob [Ui = ui | θ]    (4) 
where iuP  (θ) is the probability with which a student with attitude θ gives a response 
ui to item i. Ui is a random variable used to denote the graded item response to item i. 
The category response function of the logistic model is given by the following: 
 iuP  (θ) =  1
1
exp[ (  )]  exp[ (  )]
{1 + exp[ (  )]}{1 + exp[ (  )]}
i i
i i
i u i u
i u i u
Da b Da b





− − − − −
− − − −
  (5) 
 
where D = 1.7 is a scaling factor that is introduced to make the logistic model more 
similar to the normal ogive (i.e., cumulative normal distribution) model, ai is the item 
discrimination parameter, and iub  is the item difficulty parameter. PARSCALE 
(Muraki & Bock, 1993) can be used to estimate the item parameters for item 
discrimination (i.e., ai) and item difficulty (i.e., iub ).  
 Establishing a gold standard. The recommendations put forth by the task 
force on the assessment of teaching and learning consider more than one form of 
assessing teaching effectiveness and student learning. However, all task force 
recommendations involve either student or peer feedback, both of which might be 
biased in nature. As discussed, students tend to be biased by the grade that they 
expect and by how important instructor reputation is as a reason for taking a 
particular class. Similarly, peers might be biased for their own benefit. That is, they 
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might not rate an instructor as positively as they might deserve to be rated so that they 
themselves will look better in terms of their evaluations. Perhaps an unbiased, 
objective method of evaluating teaching effectiveness and student learning needs to 
be proposed.  
One possible way of conducting an unbiased evaluation of teaching 
effectiveness and student learning would involve training assistants (perhaps graduate 
students who are interested in the scholarship of teaching and learning) to conduct 
observations in actual instructors’ classrooms. A coding schema could be developed 
to tap into the dimensions that make up effective teaching such as organization and 
clarity. A similar coding rubric can be developed for assessing student learning. For 
example, these assistants can code how engaged students are during a lecture or 
discussion session as well as review the work conducted by students.  
 An additional coding rubric tapping into important teaching and learning 
aspects that occur outside of the classroom can be developed. For example, these 
trained assistants can interview both students and instructors regarding issues such as 
obtaining assistance with the course materials outside of the regular classroom. 
Discrepancies between instructor and student interviews that arise can be resolved by 
looking at more objective measures (e.g., e-mails, visits to office hours) of out-of-
classroom interactions.    
 All coded observations and interviews can then be correlated with both 
student- and peer-report measures of teaching effectiveness and student learning. This 
objective observation and interviewing process could potentially be carried out every 
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3 years or so for each full-time instructor. The initial implementation of this “gold 
standard” (in terms of developing the necessary rubrics and training graduate student 
assistants) might prove to be rather time-consuming. However, having yet another 
method of evaluating both teaching and student learning that does not appear to be 
biased in nature is something that I feel is worth pursuing.  
Conclusions 
 Based on the results found in the current study, there is sufficient evidence to 
justify the utilization of short-form composite items. Specifically, this justification is 
based on the evidence found for the three types of validity. In term of content 
validity, focusing our attention on the confirmatory factor analysis results, the factor 
loadings for all short-form items were found to be significant, despite their smaller 
magnitude in comparison to the long-form parcels for each construct of interest. 
In terms of criterion-based validity, for the most part, the factors (i.e., 
instructor reputation, expected grade, and class attendance) that were found to 
influence students’ responses to the short-form composite items were also found in 
previous studies reviewed. Finally, in terms of construct validity, the correlations of 
the individual items that comprise the short-form composite item were significant at 
the p < .001 level and were fairly close to one another in terms of magnitude. As 
mentioned, this is evidence that students are not just taking one adjective into 
consideration and ignoring the other two, but are in fact taking all adjectives that 
comprise a composite item into consideration.  
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The evidence found for the different types of validities provide different 
perspectives on how and why short-form composite item are valid. According to 
Messick, it is not an issue of whether an item is valid or not, but rather an issue of the 
degree of validity (Messick, 1989). As one might expect, the long form with multiple 
items per construct appears to behave better than the short-form items. However, if 
one recalls the primary question of how much damage would result from using a short 
form, then the answer appears to be “not much at all”. 
Final thoughts 
 The current project seeks to demonstrate the validity of a short form in the 
context of teaching evaluations. As mentioned, there is plenty more that can be done 
with regard to teaching evaluations. Specifically, I would like to pursue the “happy 
medium” approach if feasible. In trying to make teaching evaluations more concise 
and focused on what students are able to judge best, one should not lose sight of the 
fact that student feedback is only one of the methods of tapping into teaching 
effectiveness. For this reason, it seems important to pursue the creation and 
development of a gold standard for measuring teaching effectiveness. Until further 
work can be done, I would conclude that the current short form is an adequate 
measure of students’ perceptions of instructor effectiveness. Future work and follow-
up studies will need to be conducted to determine if the current approach can be 






 The idea that the sum of indicators is more reliable than individual items can be 
understood by considering the classical measurement theorem:  
Xi = Ti + Si + ei 
where Xi represents the score of an individual for a particular item, Ti represents the 
reliable true score variance, Si represents the item specific variance, and ei represents 
random error (i.e., unreliability of the item). From this classical test theory (CTT) 
perspective, the response by an individual to a given observed item is composed of 
three sources of variance: a ‘true’ core aspect (i.e., the part of an item that assesses 
the construct we desire to measure), a ‘specific’ component (i.e., a reliable component 
that is specific to the item, but is unrelated to the construct”, and a random error 
component depicting the random noise that exists in the measurement process 
(Widaman et al., 2008). As more items are added to tap into a particular construct, 
there is a larger contribution of the ‘true’ core aspect of variability (since every item 
contributes to this component), relative to Si and ei, which are uncorrelated sources of 
variance across items measuring a particular construct. As a result, there is an 
increase in the ratio of true score variance to total observed variance, which is the 
definition of reliability.  
2
 The “help” construct was considered as two separate constructs with the following 
stems: “When I asked for help, this instructor was:” and “Although I did not seek for 
help, this instructor indicated that s/he would be:” If students simultaneously 
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responded to both sections, the assumption was made that they did in fact seek help 
from their instructor.  
3 An “amount learned” question was included for the short form but is not represented 
in the long form. This “amount learned” question was as follows: “Compared to other 
similar courses, I would rate how much I learned as:” and the responses, on a 5-point 
scale were as follows: “much below expected”, “below expected”, 
“expected/average”, “above expected”, and “much above expected”.  
4
 The question pertaining to the amount a student learned compared to other similar 
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Cronbach’s α values for long form constructs on the 5- and 7-point scales 
 5-point 7-point 
Constructs Cronbach’s α Cronbach’s α 
Teaching 0.924 0.928 
Learning 0.873 0.934 
Help 0.938 0.943 
Goals 0.883 0.852 
Content 0.928 0.925 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Factors that influence student ratings 






Teaching 0.221** -0.036 0.101** 
Learning 0.200** -0.046 0.118** 
Help 0.185** -0.023 0.052 
Goals 0.190** -0.006 0.071* 
Content 0.186** -0.028 0.077** 
Expectations 0.207** -0.026 0.086** 
Amount learned 0.276** -0.089** 0.177** 
Note:  * All correlations are significant at the p<.05 level 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Nine key questions on the recommended short form  






Delivery of  
instruction 
 
The instructor’s teaching was clear, understandable, and 
engaging  
Delivery of  
Instruction 
 
The instructor was encouraging, supportive, and involved in 
my learning of the course material 
Availability of  
Instructor 
 
This instructor was available, responsible, and helpful 
 
Delivery of  
Instruction 
 
This instructor provided content and materials that were 
useful and organized 
Whether goals and 
objectives were met 
 
The instructor set and met clear goals and objectives for the 
course 
Delivery of  
Instruction 
 
What this instructor expected of me was well-defined and 
fair 
 
Delivery of  
Instruction 
 
What this instructor expected of me was appropriately 
challenging 
Delivery of  
Instruction 
 
The instructor demonstrated respect for me and my points 
of view 
Assessment of  
learning  
Compared with courses at a similar level, I would rate how 










“Happy medium” approach  
The instructor’s teaching was… 1 2 3 4 5 
clear      
understandable      
detached      
























     







   0 or 1  


























































Rate each item below of the following scale: 
1=unsatisfactory; 2=below average; 3=average; 4=above average; 5=excellent 
1. Has command of the subject. 
2. Successfully communicates subject matter. 
3. Is available to students on matter pertaining to the course. 
4. Is sensitive to the response of the class. 
5. Assigns readings, papers, projects, problems sets, etc., which are pertinent to 
the subject and helpful in learning it.  
6. Provides meaningful critiques of students’ efforts. 
7. Is fair. 
8. Overall, (s)he is an effective teacher. 
9. The objectives of the course and the methods are clearly explained.  
10. Overall, course goals and objectives are being achieved. 
11. I would describe my learning in this class as. 
REASON AND YEAR 
Rate each item below on the following scale: 
1=definitely false; 2=false; 3=neutral; 4=true; 5=definitely true 
1. I took this course because I had little previous exposure to the area, and 
wanted to learn more about the subject.  
2. I wanted to pursue a subject of previous interest and study. 
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3. The course was related to my career and professional interests. 
4. I took this course to fulfill a major requirement. 
5. I took this course to fulfill a school requirement. 
6. I took this course largely because of the reputation of the course instructor.  








These questions are to help your instructor assess particular strengths and weaknesses 
of this course. Your responses to this set will be used for course improvement rather 
than evaluation.  
Rate each item below on the following scale:  
D=disagree; MD=moderately disagree; N=neutral; MA=moderately agree; A=agree 
1. The instructor’s presentations were clear and understandable. 
2. I felt free to express my ideas and questions in class.  
3. Considering the nature of the course, the instructor was well prepared for each 
class session.  
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4. Appropriate attention was devoted to differing opinions and approaches to the 
subject matter.  
5. I felt that the instructor was willing to help me outside of class.  
6. Generally, I was prepared for each class session.  
7. When questioned by class members, the instructor’s responses were unclear 
and confusing.  
8. Sufficient consideration was given to related fields and contemporary 
problems.  
9. The instructor excessively dominated the class discussions. 
10. This course aroused my intellectual curiosity. 
11. The instructor seemed hostile toward students. 
12. When there were discussions in class, I generally learned something from 
them.  
13. I made an honest effort to learn in this course. 
14. The instructor was dry and humorless. 
15. The instructor’s method of teaching this course needs revision. 
16. The instructor raised questions and posed problems to the class. 
17. When making generalizations, the instructor made good use of examples and 
illustrations. 
18. The instructor made a genuine effort to get class members involved in the 
discussions. 
19. The subject matter of this course seemed unimportant and insignificant to me.  
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20. The readings were too difficult. 
21. The readings were appropriate in length.  
22. I felt the exams stressed unwarranted memorization. 
23. The instructor provided effective critiques of student projects. 
24. The exam questions were phrased ambiguously. 
25. The exams covered material emphasized in this course. 
26. Overall, I felt that the instructor’s grading was fair. 
27. The requirements and deadlines of the course were made clear.  
28. The various aspects of this course (lectures, discussions, readings, etc.) 
















1=strongly disagree; 2=disagree; 3=neither agree nor disagree; 4=agree;  
5=strongly agree 




























12. careful to check my understanding of the course material 
When I asked for help, this instructor was: 
1. available 











Although I did not seek help, this instructor indicated that s/he would be: 
1. available 
















7. demanding (but fair) 
8. unchallenging 
9. achieved/met 
10. not accomplished 
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7. off the topic 
8. effective 
9. not useful 
10. helpful 














1=strongly disagree; 2=disagree; 3=neither agree nor disagree; 4=agree; 
5=strongly agree 
1. The instructor’s teaching was clear, understandable, and engaging. 
2. This instructor was encouraging, supportive, and involved in my learning of 
the course material.  
3. When I asked for help, this instructor was available, responsive, and helpful. 
4. This instructor indicated that s/he would be available, responsive, and helpful. 
5. This instructor provided content and materials that were clear, organized, and 
appropriate. 
6. This instructor set and met goals and objectives for the course that were clear 
and appropriate. 
7. This instructor’s expectations of me were clear, demanding, and fair.  
8. I am satisfied with my learning in this course. 
9. Compared to other similar courses, I would rate how much I learned as: 








1=Not a reason; 2=somewhat important; 3=important; 4=very important 
How important were the following reasons for taking this course? 
1. Course fulfills a major or minor requirement. 
2. Course fulfills an elective requirement. 
3. Course fulfills a school requirement.  
4. Course was not full (open). 
5. Course was at a convenient time. 
6. Course topic interests me. 
7. Course instructor has a good reputation.  
My student status is: 
 Undergraduate 
 Graduate 
 Other (non-degree, faculty, staff) 







7th or more 
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 Most of the time 
 Always 
How many times per week did this class meet? 



















Over the course of the semester, how many class meetings did you miss? 
 
