It was conjectured by Alon and proved by Friedman that a random d-regular graph has nearly the largest possible spectral gap, more precisely, the largest absolute value of the nontrivial eigenvalues of its adjacency matrix is at most 2 √ d − 1 + o(1) with probability tending to one as the size of the graph tends to infinity. We give a new proof of this statement. We also study related questions on random n-lifts of graphs and improve a recent result by Friedman and Kohler.
Introduction
Consider a finite graph G = (V, E) with n = |V | vertices. Its adjacency matrix A is the matrix indexed by V and defined for all u, v ∈ V by A uv = 1 I({u, v} ∈ E). The matrix A is symmetric, its eigenvalues are real and we order them non-increasingly, µ n ≤ . . . ≤ µ 1 .
We assume further that, for some integer d ≥ 3, the graph G is d-regular, that is, all vertices have degree d. We then have that µ 1 = d, that all eigenvalues have absolute value at most d, and µ n = −d is equivalent to G being bipartite. The absolute value of the largest non-trivial eigenvalues of G is denoted by µ = max{|µ i | : |µ i | < d}. Classical statements such as Cheeger's isoperimetric inequality or Chung's diameter inequality relate small values of µ or µ 2 with good expanding properties of the graph G, we refer for example to [9, 13] . It turns out that µ cannot be made arbitrarily small. Indeed, a celebrated result of Alon-Boppana implies that for any d-regular graph with n vertices,
where, for some constant c d > 0, ε d (n) = c d / log n, see the above references and [23] . Following [19, 17] , one may try to construct graphs which achieve the Alon-Boppana bound. A graph is called Ramanujan if µ ≤ 2 √ d − 1. Proving the existence of Ramanujan graphs with a large number of vertices is a difficult task which has been solved for arbitrary d ≥ 3 only recently [18] . On the other end, it was conjectured by Alon [2] and proved by Friedman [11] that most d-regular graphs are weakly Ramanujan. More precisely, for integer n ≥ 1, we define G d (n) as the set of d-regular graphs with vertex set {1, . . . , n}. If nd is even and n ≥ n 0 (d) large enough, this set is non-empty. A uniformly sampled d-regular graph is then a random graph whose law is the uniform distribution on G d (n).
Theorem 1 (Friedman's second eigenvalue Theorem [11] ). Let d ≥ 3 be an integer and nd be even with n ≥ n 0 (d). If G is uniformly distributed on G d (n), we have for any ε > 0,
where the limit is along any sequence going to infinity with nd even.
The first aim of this paper is to give a new proof of this important result. The argument detailed in Section 2 simplifies substantially the original proof and it allows to take, in this above statement, ε = c log log n/ log n for some large constant c > 0 depending on d. The method is quite robust and it has already been recently applied in [7] to random graphs with structures (stochastic block model).
The second aim of this paper is to apply this method to study similar questions on the eigenvalues of random lifts of graphs. This class of models sheds a new light on Ramanujan-type properties, and, since the work of Amit and Linial [3, 4] and Friedman [10] , it has attracted a substantial attention [15, 1, 16, 24, 12] . To avoid any confusion in notation, we will postpone to Section 3 the precise definition of random lifts and the statement of the main results. In Section 4 we will give a simpler proof of a recent result of Friedman and Kohler [12] and establish a weak Ramanujan property for the non-backtracking eigenvalues of a random lift of an arbitrary graph.
Notation. If M ∈ M n (R), we denote its operator norm by
For non-negative sequences a n , b n , we will use the standard notation a n ∼ b n , a n = O(b n ) and a n = o(b n ). The underlying constants may depend implicitly on the integer d ≥ 3. Finally, we shall write that an event Ω n holds with high probability, w.h.p. for short, if P(Ω c n ) = o(1).
Proof of Theorem 1
Let us briefly describe the strategy of proof of Theorem 1. As in the original Friedman's argument, we will study the non-backtracking paths in the graph. In §2.1, we will restate Friedman's Theorem in terms of the second largest eigenvalue of the non-backtracking matrix of the random configuration model. In §2.2, thanks to elementary linear algebra, we will give a deterministic upper bound on this second largest eigenvalue in terms of the operator norms of new matrices, this step is inspired from Massoulié [20] and further developed in [7] . The necessary probabilistic computations on the configuration model are gathered in §2.3, we will notably estimate the expectation of some weighted paths of polynomial length. In §2.4, we will use these computations together with combinatorial upper bounds on the number of non-backtracking paths to deduce sharp bounds on our operator norms, this step is again inspired by [20, 7] . Finally, in §2.5, we gather all ingredients to conclude.
The non-backtracking matrix of the configuration model
In this subsection, we will restate Theorem 1 in terms of the spectral gap of the non-backtracking matrix. We will define in a slightly unusual way this non-backtracking matrix. It will allow us later to perform more easily the probabilistic analysis. We will use the configuration model, refer to [6] .
To this end, we define the finite sets V = {1, . . . , n} and E = {(v, i) : v ∈ V, 1 ≤ i ≤ d}.
An element of V will be called a vertex and an element of E, a half-edge. If X is a finite set of even cardinal, we define M (X) as the subset of matchings of X, that is permutations σ of X such that for all x ∈ X, σ 2 (x) = x and σ(x) = x. If σ ∈ M (E), we can classically associate a multi-graph G = G(σ), defined through its adjacency matrix A ∈ M n (R), by the formula for all u, v ∈ V ,
where
Observe that G ∈ G d (n) if and only if for all u = v ∈ V , A uu = 0 and A uv ∈ {0, 1}, equivalently σ(E(u)) ∩ E(u) = ∅ (no loop) and |σ(E(u)) ∩ E(v)| ∈ {0, 1} (no multi-edges). It is easy to check that if σ is uniformly distributed on M (E) then the conditional probability measure P(G(σ) ∈ · |G(σ) ∈ G d (n)) is the uniform measure on G d (n). Importantly, from [6, Theorem 2.16] , the following holds lim
The Hashimoto's non-backtracking matrix B of G is an endomorphism of R E defined in matrix form, for e = (u, i), f = (v, j) by B ef = 1 I(σ(e) ∈ E(v)\{f }).
If m = nd, we denote by λ 1 ≥ |λ 2 
where 1 I ∈ R E is the vector with entries equal to 1. Hence, the Perron eigenvalue of B is
The Ihara-Bass formula asserts that if G ∈ G d (n) and r = |E|/2 − |V | = nd/2 − n,
for a proof, we refer to [14, 25] . In particular, if σ(A) and σ(B) are the set of eigenvalues of A and B, we have the correspondance,
Consequently, from (3)-(6), Theorem 1 is implied by the following statement.
Theorem 2. Let σ be uniformly distributed on M (E) and λ 2 be the second largest eigenvalue of B. For any ε > 0, lim
The remainder of this section is dedicated to the proof of Theorem 2.
Path decomposition
In this subsection, we fix σ ∈ M (E) and consider the multi-graph G = G(σ). Our aim is to derive a deterministic upper bound on the second eigenvalue of B (in forthcoming Lemma 6). The following elementary lemma is the algebraic ingredient.
Lemma 3. Let R, S ∈ M n (C) such that im(S) ⊂ ker(R) and im(S * ) ⊂ ker(R). Then, if λ is an eigenvalue of S + R and not an eigenvalue of S,
Proof. If λ = 0 is an eigenvalue of S + R and is not eigenvalue of S then it is an eigenvalue of R (indeed, we have det(S + R − λ) = det(S − λ) det(I + R(S − λ) −1 ) and R(S − λ) −1 = −λ −1 R since im(S) ⊂ ker(R)). Consequently, |λ| ≤ R . Now, we write x = y + z, with y ∈ ker(S) and z ∈ ker(S) ⊥ . Since ker(S) ⊥ = im(S * ) ⊂ ker(R), we get Rx = Ry = (S + R)y.
We fix a positive integer ℓ. From (4), we may apply Lemma 3 to the symmetric matrix S = (d − 1) ℓ 1 I1 I * /(nd) and R = B ℓ − S. We find that
where we recall that λ 2 is the second largest eigenvalue of B. The right hand side of the above expression can be studied by an expansion of paths in the graph. To this end, we need some definitions.
Definition 4 (Paths).
For a positive integer k, let γ = (γ 1 , . . . , γ k ) ∈ E k , with γ t = (v t , i t ).
-The sequence γ is admissible if for all t ≥ 1, γ 2t−1 = γ 2t . The set of admissible sequence is denoted by Π k .
-If γ ∈ Π k , the set of visited vertices and pairs of half-edges are denoted by V γ = {v t : 1 ≤ t ≤ k} and E γ = {{γ 2t−1 , γ 2t } : 1 ≤ t ≤ k/2}. We denote by G γ the multi-graph with vertex set V γ and edges given by E γ , that is {{v 2t−1 , v 2t } : 1 ≤ t ≤ k/2}.
-The sequence γ ∈ Π k is a non-backtracking path if for all t ≥ 1, v 2t+1 = v 2t and γ 2t+1 = γ 2t .
-The sequence γ ∈ Π k is consistent if any e ∈ E is matched at most once, that is the set {f : {e, f } = {γ 2t−1 , γ 2t } for some t ≥ 1} has cardinal 0 or 1.
-The set Γ k is the set of non-backtracking and consistent paths. If e, f ∈ E, we denote by
By construction, we have that
where M is the permutation matrix associated to σ, defined for all e, f ∈ E by
Due to polynomially small events which would have had a big influence on the expected value of B k in the forthcoming probabilistic analysis, we will reduce the above sum over Γ 2k+1 ef to a sum over a smaller subset. We will only afterward project on 1 I ⊥ , it will create some extra remainder terms. Following [11, 8, 22, 7] , we introduce a central definition.
Definition 5 (Tangles).
A multi-graph H is tangle-free if it contains at most one cycle (loops and multi-edges count as cycles), H is ℓ-tangle-free if every neighborhood of radius ℓ in H contains at most one cycle. Otherwise, H is tangled or ℓ-tangled. We say that an admissible γ ∈ E k is tangle-free or tangled if G γ is. Finally, F k and F k ef will denote the subsets of tangle-free paths in Γ k and Γ k ef .
Obviously, if G is ℓ-tangle-free and 0 ≤ k ≤ ℓ then
We set
(observe that M is a stochastic matrix and M is the orthogonal projection of M on 1 I ⊥ ). For 0 ≤ k ≤ ℓ, we define similarly the matrix
The matrix B (k) can be thought probabilistically as an attempt to center the non-backtracking matrix B k when G is ℓ-tangle-free. We use the convention that a product over an empty set is equal to 1. We have the following telescopic sum decomposition.
Indeed,
We shall rewrite (12) as a sum of matrix products for lower powers of B (k) and B (k) up to some remainder terms. We denote by K the matrix on R E defined, for e = (u, i), f = (v, j), by
Observe that K ef is the cardinal of Γ 3 ef . We project K on 1 I ⊥ and set
Summing over γ 2k in (12), we find that
Observe that if G is ℓ-tangle free, then, from (4)-(9) , 1 I * B (ℓ−k) = (d − 1) ℓ−k 1 I * . Hence, if G is ℓ-tangle free and x, 1 I = 0, x 2 = 1, we find
where we have used that
non zeros entries on each row). Putting this last inequality in (7), the outcome of this subsection in the following lemma.
Lemma 6. Let ℓ ≥ 1 be an integer and σ ∈ M (E) be such that G(σ) is ℓ-tangle free. Then,
Computation on the configuration model
The configuration model allows some explicit probabilist computation. In the remainder of this section, G = G(σ) where σ is uniform on M (E). Our first lemma checks that G is ℓ-tangle free if ℓ is not too large.
Proof. We fix v ∈ V and we consider the standard exploration process of the neighborhood of v defined as follows. We start with D 0 = E(v) ⊂ E where E(v) was defined by (2) . At stage t ≥ 0, if D t is not empty, take an element e t+1 = (v t+1 , i t+1 ) in D t with v t+1 at minimal graph distance from v (we break ties with lexicographic order). Set f t+1 = (w t+1 , j t+1 ) = σ(e t+1 ). If f t+1 ∈ D t , we set D t+1 = D t \{e t+1 , f t+1 }, and, otherwise,
At stage τ ≤ dn, D τ is empty and we have explored the connected component of v. Before stage
we have revealed the subgraph spanned by the vertices at distance at most ℓ from v. Also, if v has two distinct cycles in its ℓ-neighborhood, then S(v) = S τ ∧m ≥ 2. where, for t ≥ 1,
ε s and ε t = 1 I(f t ∈ D t−1 ).
At stage t ≥ 0, 2t values of σ have been discovered (namely σ(e s ) and σ(f s ) for 1 ≤ s ≤ t) and we have
We will denote by F t the filtration generated by (D 0 , · · · , D t ) and P Ft the condition probability distribution. Then, τ is a stopping time and, if t < τ ∧ m,
Hence, S(v) is stochastically dominated by a Bin(m, q) variable. Now, recall that the probability that Bin(m, q) is not in {0, 1} is at most q 2 m(m − 1) ≤ q 2 m 2 . In particular, from the union bound,
It concludes the proof of Lemma 7. Finally, we note that related estimates are proved in [21] (with a different method).
The next crucial proposition implies that the variables M ef defined by (10) are weakly centered. As in Definition 4, for γ = (γ 1 , · · · , γ k ) ∈ E k , we say that an edge {e, f } ∈ E γ is consistent if {t : e ∈ {γ 2t−1 , γ 2t } or f ∈ {γ 2t−1 , γ 2t }} = {t : {γ 2t−1 , γ 2t } = {e, f }}. It is inconsistent otherwise.
The weight of an edge y ∈ E γ is t 1 I({γ 2t−1 , γ 2t } = y).
Proposition 8.
There exists a constant c > 0 such that for any admissible γ ∈ E 2k with k ≤ √ dn and any k 0 ≤ k, we have,
where a = |E(γ)|, b is the number of inconsistent edges of γ and k 1 is the number of 1 ≤ t ≤ k 0 such that {γ 2t−1 , γ 2t } is a consistent edge of weight 1 in E γ .
We will use the Pochhammer symbol, for non-negative integers n, k,
Recall the convention that a product over an emptyset is equal to 1.
We start with a lemma.
Lemma 9. Let k ≥ 1 be an integer, 0 < p < 1 and N be a Bin(k, p) variable, if q ≥ p and
(1 + δn).
We note that the function f can be expressed in terms of the confluent hypergeometric function, that is
The lemma is then a consequence of known asymptotic, we will however give an elementary proof. We write
where (s) is the sum over all (n i ) 1≤i≤s all distinct and 1 ≤ n i ≤ t − 1. We observe that t → P s (t) extends to a polynomial of degree 2s in t such that P s (t) = 0 for 0 ≤ t ≤ s and for t ≥ 1, P s (t) ≤ (t − 1) 2s , (there are (t − 1) s elements in (s) and each of them is bounded by (t − 1) s ). We set P 0 (t) = 1, we deduce that
There are cancellations in the above sum if ε = 0 (that is q = p). We consider the derivative of order m of (1
Since Q t : x → (x) t is a monic polynomial of degree t, Q 0 , . . . , Q k−1 is a basis of R k−1 [x] . It follows by linearity that for any polynomial P of degree at most k − 1,
We use that P s is a polynomial of degree 2s, we deduce from (15) that
where at the last line, we have that |δ|(k − 1) 2 ≤ pk 2 ≤ 1/2. It proves the lemma when p = q. More generally, if 0 ≤ ε < 1, the same computation gives
, we may exploit (16) by using Taylor formula in 0 ≤ ε < 1,
(−ε) r t r is a polynomial in t of degree k − 1 − 2s and
We get from (16) that
Taking absolute values, we find
where at the last line, we have used that
From (15), it concludes the proof of the lemma.
Proof of Proposition 8. We first assume that all edges are consistent. The proof relies on a careful conditional expectation argument. We set E γ = {y 1 , . . . , y a } and y t = {e t , f t }. Note that e t = f t since γ is admissible. We also set m = dn and
In particular, since all edges are consistent, |E * | = m − 2a. The weight of y t is denoted by w t . We have w t = p t + q t , where p t is the weight of y t in E γ 1 , . . . , γ 2k 0 ). For integer p, we introduce the sets T p = {t : p t = p, q t = 0} and T ′ = {t : q t ≥ 1}. Since M ef ∈ {0, 1}, we find
where h = t∈T ′ p t . We further define S p as the set of t ∈ T 1 such that for some s ∈ T p \{t}, σ(y t ) ∩ y s = ∅, where σ(y t ) = {σ(e t ), σ(f t )}. Also,Ŝ p is the set of t ∈ T p such that σ(y t ) ∩ y s = ∅ for some s ∈ T 1 \{t}. We have
Finally, δ is the number of t ∈ T 1 which belong to S p ∩ S q for some 1 ≤ p < q. We have the relation
If Ω is the event {∀t ∈ T ′ , σ(e t ) = f t }, (17) may be rewritten as
(the term −|Ŝ 1 | comes from S 1 =Ŝ 1 ). Now, we define F the filtration generated by the variables T * 1 , σ(e t ), σ(f t ), t / ∈ T * 1 . By construction, for t ∈ T 1 , the events Ω and {t ∈ T * 1 } are F-measurable.
IfN is the number of t ∈ T * 1 such that σ(e t ) = f t , we have
If Ω holds, the law ofN given F is given, for 0 ≤ x ≤ |T * 1 |, by
First, sincem ≥ m − 4a and a ≤ √ m, we obtain from (14)
Also, we get, if Ω holds,
where N has distribution Bin(|T * 1 |, 1/m). By Lemma 9, we deduce that, if Ω holds,
with ε = 4a/ √ m. Similarly, let F t be the filtration generated by σ(e s ), σ(f s ), s = t. For p ≥ 2 and t ∈ T * p , if Ω holds,
where m * = m − 2a + 1 and Ω t ∈ F t is the event that for some s = t, σ(e s ) or σ(f s ) is in {e t , f t }. We get, for p ≥ 2, if Ω holds,
If F ′ is the the filtration generated by σ(e t ), σ(f t ), t / ∈ T ′ , the same argument gives,
Putting these bounds together, we deduce from (14) and (18) that
where we have used that 1/
hence, we have |Ŝ p | ≥ |S p |/2, and we get
We deduce that
It remains to upper bound the term in expectation. The event that {|S 1 | ≥ x} is contained in the event that there are ⌈x/2⌉ pairs {s, t}, s, t in T 1 , such that σ(y s ) ∩ y t = ∅ (the latter can be further decomposed in the union of four events, σ(e s ) = e t , σ(e s ) = f t , σ(f s ) = e t or σ(f s ) = f t ). Arguing as in (19), we find from the union bound and (14),
.
Recalling ε = 4a/ √ m, we find
From what precedes, it proves that
It concludes the proof of Proposition 8 when all edges are consistent (interestingly, the constant c > 0 of the lemma does not depend on d).
We now extend this result to the case of inconsistent edges. Let us say that e ∈ E is an inconsistent half-edge of γ of degree δ ≥ 2, if there exist distinct h 1 , · · · , h δ such that for all 1 ≤ i ≤ δ, {e, h i } is in E γ . The degree of inconsistency of γ is defined as the sum of the degrees of inconsistent half-edges. The degree of inconsistency of γ, sayb, is at most 2b. With the above notation, assume that e 1 is an inconsistent half-edge. Then there exists other edges, say y 2 , . . . , y δ , δ ≥ 2, such that, without loss of generality, for 1 ≤ i ≤ δ, e i = e 1 and for
Similarly,
We may repeat this expansion for y 3 , . . . , y δ . We have then decomposed (17) into n δ ≤ 3 δ components of the form, for some 1 ≤ i ≤ δ and h i ≥ 0,
Moreover, by construction, in each term, the degree of inconsistency isb − δ. By repeating this for all inconsistent half-edges, we have decomposed (17) into less than 3b ≤ 9 b terms of the form (17) with a ′ = a − b ′ edges, all consistent, multiplied by a factor
Applying the first part of the proposition to each term, the conclusion follows.
Path counting
In this subsection, we give upper bounds on the operator norms of B (k) and R k ℓ defined by (11) and (13) . We will use the trace method and it will lead us to enumerate some paths.
Operator norm of B (k)
In this paragraph, we prove the following proposition.
Let m be a positive integer. With the convention that e 2m+1 = e 1 , we get
where the sum is over all γ = (γ 1 , . . . , γ 2m ) such that
with the convention that γ 2m+1 = γ 1 . Note that the product (20) does not depend on the value of γ i,2k+1 , 1 ≤ i ≤ 2m. Note also that, if γ i,2k is given, γ i,2k+1 can take (d − 1) possible values. Hence, by setting γ ′ 2i,t = γ 2i,2k+1−t we may rewrite the right hand side of (20) as
where W k,m is the set of γ = (γ 1 , . . . , γ 2m ) ∈ Π 2k×2m such that γ i = (γ i,1 , . . . , γ i,2k ) ∈ F 2k and for
with the convention that γ 2m+1 = γ 1 and
are the sets of visited vertices and visited pairs of half-edges along the path.
Permutations on vertices and half-edges act naturally on W k,m . We consider the isomorphism class γ ∼ γ ′ if there exist a permutation σ ∈ S V and permutations (σ 1 , . . . , σ n ) ∈ S n d such that,
. We may define a canonical element in each isomorphic class as follows. We say that a path , 1) , . . . , (v, |E γ (v)|)} and the vertices in V γ and the the half-edges in E γ (v) are visited in the lexicographic order (x before x + 1 and (x, j) before (x, j + 1)). Our first lemma bounds the number of paths in each isomorphic class. By construction, γ is isomorphic to
Finally, since the graph G γ is connected, we have s ≤ a + 1.
Our second lemma gives a rough upper bound on the number of isomorphic classes. This lemma is a variant of [7, Lemma 17] .
Lemma 12. Let W k,m (s, a) be the subset of canonical paths with |V γ | = s and |E γ | = a. We have
Proof. In order to upper bound |W k,m (s, a)|, we need to find an efficient way to encode the canonical paths γ ∈ W k,m (s, a) (that is, find an injective map from W k,m (s, a) to a larger set whose cardinal is easily upper bounded). For i ≤ i ≤ 2m and 1 ≤ t ≤ k, let x i,t = (γ i,2t−1 , γ i,2t ) and y i,t = {γ i,2t−1 , γ i,2t } ∈ E γ . We will call y i,t an edge of γ. We explore the sequence (x i,t ) in lexicographic order denoted by (that is (i, t) (i + 1, t ′ ) and (i, t) (i, t + 1)). We think the index (i, t) as a time. We say that (i, t) is a first time, if v i,2t has not been seen before (that is
The edge y i,t will then be called a tree edge. As its name suggests, the graph, spanned by the edges {{v i,2t−1 , v i,2t } : (i, t) first time} is a tree. In particular, if (i, t) is a first time then γ i,2t = (m + 1, 1) where m is the number of previous first times. Indeed, since γ is canonical, γ 1,1 = (1, 1) and every time time that a new vertex, say v, is visited, the half-edge (v, 1) will be seen first. Moreover, if (i, t), (i, t+1), · · · , (i, t+p) are first times, with m as above, then γ i,2t = (m+1, 1) and x i,t+p = ((m + p, 2), (m + p + 1, 1)) (since γ i is consistent in the sense of Definition 4).
An edge y i,t which is not a tree edge, is called an excess edge and we say that (i, t) is an important time. Since every vertex in V γ different from 1 has its associated tree edge, χ = |{y ∈ E γ : y is an excess edge}| = a − s + 1.
We can now build a first encoding of W k,m (s, a). If (i, t) is an important time, we mark the time (i, t) by the vector (j i,2t−1 , γ i,2t , γ i,2τ −1 ), where (i, τ ) is the next time that y i,τ will not be a tree edge of the tree constructed so far (by convention, if the path γ i remains on the tree and γ i,2k+1 = γ i+1,1 ). From (22) , for t = 1, we also add the starting mark (j i,1 , γ i,2τ −1 ) where, as above, where (i, τ ) is the next time that y i,τ will not be a tree edge of the tree constructed so far. Since their is a unique non-backtracking path between two vertices of a tree, we can reconstruct γ ∈ W k,m from the starting marks and the position of the important times and their marks. It gives rise to our first encoding.
The main issue with this encoding is that the number of important times could be large. We have however not used so far the hypothesis that each path γ i is tangle free. To this end, we are going to partition important times into three categories, short cycling, long cycling and superfluous times. For each i, the first time (i, t) such that v i,2t ∈ {v i,1 , . . . , v i,2t−1 } is called a short cycling time. Let 1 ≤ σ < t be such that v i,2t = v i,2σ−1 . By assumption, C i = (γ i,2σ−1 , · · · , γ i,2t ) will be the unique cycle visited by γ i . We denote by (i,t) the first time that γ i,2t−1 in not in C i (by conventiont = k + 1 if γ i remains on C i ). We modify the mark of the short cycling time as (j i,2t−1 , γ i,2t ,t, γ i,2τ −1 ), where (i,τ ),τ ≥t, is the next time that y i,τ will not be a tree edge of the tree constructed so far. Important times (i, t) with 1 ≤ t < σ or τ < t ≤ k are called long cycling times. The other important times are called superfluous. The key observation is that for each 1 ≤ i ≤ 2m, the number of long cycling times (i, t) is bounded by χ − 1 (since there is at most one cycle, no edge of E γ can be seen twice outside those of C i , the −1 coming from the fact the short cycling time is an excess edge).
We now have our second encoding. We can reconstruct γ from the starting marks, the positions of the long cycling and the short cycling times and their marks. For each i, there are at most 1 short cycling time and χ − 1 long cycling times. There are at most k 2mχ ways to position them. There are at most d(ds) 2 = d 3 s 2 different possible marks for a long cycling time and d(ds) 2 k = d 3 s 2 k marks for a short cycling time. Finally, there are d(ds) = d 2 s possibilities for a starting mark. We deduce that
Using s ≤ 2km, the last expression is generously bounded by the statement of the lemma.
For γ ∈ W k,m , the average contribution of γ in (21) is
Lemma 13. There is a constant κ > 0 such that, if 2km ≤ √ dn and γ ∈ W k,m with |V γ | = s, |E γ | = a, we have
Proof. Let E ′ 1 be the set of y ∈ E γ which are visited exactly once in γ, that is such that
We set k ′ 1 = |E ′ 1 |. Similarly, let k 2 the number of y ∈ E γ are visited at least twice. We have
. Let E 1 be the subset of y ∈ E ′ 1 which are consistent and let E * the set of inconsistent edges (recall the definition above Proposition 8). Using the terminology of the proof of Lemma 12, observe that each excess edge can give rise to at most four elements in E * . Also, from (22) 
Proof of Proposition 10. For n ≥ 3, we define m = log n 13 log(log n) .
For this choice of m, n 1/(2m) = o(log n) 7 and km = o(log n) 2 . Hence, from (21) and Markov inequality, it suffices to prove that
where k ′ = k + 1 and µ(γ) was defined in (24) . Observe that if γ ∈ W k,m , |V γ | − 1 ≤ |E γ | ≤ 2km. Using Lemma 11, Lemma 12 and Lemma 13, we obtain
where S 1 is the sum over
We have for some constant c ′ > 0,
For our choice of m in (25), for n large enough,
In particular, the above geometric series converges and, adjusting the value of c, the right hand side of (26) is an upper bound for S 1 . Similarly, with ε = (8km) 2 /dn = o(1),
Again, the geometric series are convergent and the right hand side of (26) is an upper bound for S 2 . Finally,
The right hand side of (26) is an upper bound for S 3 . It concludes the proof.
Operator norm of R (ℓ) k
We now adapt the above paragraph for the treatment of R
Let m be a positive integer. Arguing as in (20), we find
where the sum is over all γ = (γ 1 , . . . , γ 2m ) such that γ i = (γ i,1 , . . . , γ i,2ℓ ) ∈ T 2ℓ 2k−1 and for all i = 1, . . . , m, γ 2i,1 = γ 2i+1,1 and γ 2i−1,2ℓ = γ 2i,2ℓ , with the convention that γ 2m+1 = γ 1 . The product (27) does not depend on the value of γ i,2ℓ and γ i,2k−1 , 1 ≤ i ≤ 2m. Hence, setting γ ′ 2i,t = γ 2i,2ℓ−t and summing over γ i,2ℓ , γ i,2k−1 , we find
where X k ℓ,m is the set of γ = (γ 1 , . . . , γ 2m ) ∈ Π 2(ℓ−1)×2m such that for all i = 1, . . . , m, γ 2i−1 ∈ T 2ℓ−2 2k−2 , γ 2i ∈ T 2ℓ−2 2ℓ−2k , v 2i,1 = v 2i−1,2ℓ−2 and γ 2i+1,1 = γ 2i,2ℓ−2 , with the convention that γ 2m+1 = γ 1 and
For
As in the previous paragraph, we consider the isomorphism classes on X k ℓ,m . Using (29), the proof of lemma 11 gives immediately the next statement.
We have the following upper bound on the number of isomorphism classes. This lemma is a variant of [7, Lemma 18] .
Proof. We adapt the proof of Lemma 12 and use the same terminology. For 1 ≤ i ≤ 2m odd, we set k i = k and for i even k i = ℓ − k + 1. To each i, we say that γ i is connected or disconnected whether
or not. If γ i is disconnected, we define for 1 ≤ t ≤ ℓ−1, x i,t = (γ i,2t−1 , γ i,2t ). If γ i is connected, for 1 ≤ t ≤ k i − 1, we set x i,t = (γ i,2t−1 , γ i,2t ), and if σ i ≥ k i is the first time such that v i,2σ i ∈ H i , we set for k i ≤ t ≤ σ i , x i,t = (γ i,2(σ i +k i −t) , γ i,2(σ i +k i −t)−1 ) and for σ i + 1 ≤ t ≤ ℓ − 1, x i,t = (γ i,2t−1 , γ i,2t ). We then explore the sequence (x i,t ) in lexicographic order. The definition of y i,t , first time, tree edge and excess edge carry over, that is (i, t) is a first time if the end vertex of x i,t has not been seen before. When γ i is connected, we add the extra mark (σ i , γ i,2σ i , γ i,2τ −1 ) where (i, τ ), τ > σ i , is the next time that y i,t will not be a tree edge of the tree constructed so far. If γ i is disconnected this extra mark is set to 0. With our ordering, all vertices of V γ \{1} will have an associated tree edge, at the exception of v i,2k i −1 when γ i is disconnected. If δ is the number of disconnected γ i 's, we deduce that there are δ + a + s − 1 excess edges. Note however that there are at most χ = a + s − 1 excess edges in each connected component of G γ .
We may now repeat the proof of Lemma 12. The main difference is that, for each i, we use that γ ′ i and γ ′′ i are tangled free, it gives short cycling times and long cycling times for both γ ′ i and γ ′′ i .
Then, for each i, there are at most 2 short cycling times and 2(χ − 1) long cycling times. Since there are at most ℓ 4mχ ways to position them, we get that
where the factor (ℓd 2 s 2 ) 2m accounts for the extra marks. Using s ≤ 2ℓm, we obtain the claimed statement.
For γ ∈ X k ℓ,m , the average contribution of γ in (21) is
Lemma 17. There is a constant κ > 0 such that, if 2ℓm ≤ √ dn and γ ∈ X k ℓ,m with |V γ | = s, |E γ | = a, we have
Proof. We adapt the proof of Lemma 13. Let E 0 1 be the set of y ∈ E γ which are visited exactly once in γ and k 0 1 = |E 0 1 |. If k 2 is the number of y ∈ E γ which are visited at least twice, we have
. Now, let E 1 be the subset of y ∈ E 0 1 which are consistent and let E * the set of inconsistent edges. In each connected component of G γ , each excess edge can give rise to at most four elements in E * , the starting edges γ 2i,1 at most 2, and, if γ i is connected, the intersection time (i, q i ) to at most 4. Hence, if k 1 = |E 1 | and b = |E * |, we have b ≤ 4(a − s + 1) + 10m and
)m). It remains to apply Proposition 8.
Proof of Proposition 14. For n ≥ 3, we define m = log n 25 log(log n) .
For this choice of m, ℓm = o(log n) 2 . Hence, from (28) and Markov inequality, it suffices to prove that for some constant c > 0,
with k ′′ = 2ℓ − k + 4. Using (29), Lemma 15, Lemma 16 and Lemma 17, we obtain
where S 1 is the sum over {1 ≤ s ≤ k ′′ m, s ≤ a}, S 2 over {k ′′ m + 1 ≤ s ≤ a ≤ (2s − 2 − k ′′ m)}, and S 3 over {k ′′ m + 1 ≤ s, 2s − 1 − k ′′ m ≤ a}. We may then repeat the proof of Proposition 10 where k ′′ replaces k ′ . For example, for some constant c > 0,
For our choice of m in (30), we have, for n large enough, (2dℓm) 12m /n ≤ n −1/25 . Hence, the above geometric series converges and the right hand side of (31) is an upper bound for S 1 . The treatment of S 2 and S 3 is exactly parallel to the treatment of S 2 and S 3 in the proof of Proposition 10. It concludes the proof.
Proof of Theorem 2
All ingredients are finally gathered. We fix ℓ ∼ κ log d−1 n for some 0 < κ < 1/4. By Lemma 7 and Lemma 6, if Ω is the event that G(σ) is ℓ-tangle free,
On the other end, by Propositions 10-14, w.h.p.
Finally, for our choice of ℓ, (log n) 15/ℓ = 1 + O(log log n/ log n). It concludes the proof.
Remark 1. Proposition 14 is stronger than our needs in the proof of Theorem 2. Any bound of the form R (ℓ) k ≤ ρ ℓ for some ρ > 0, would suffice by taking κ > 0 small enough so that
It may slightly shorten the proof.
New eigenvalues of random lifts
We now introduce the model of random lifts and present an analog of Theorem 1 in this new context. The notation is independent from the previous section. Let us first introduce a convenient representation of multi-graphs. Let G = (V, E) be a finite simple graph with vertex set V and edge set E = {e t : t ∈ T } where e t = {x t , y t }. The set of directed edges is the set of pairs formed by the edges :
We have | E| = 2|E|. We further assume that V comes with a vertex map ι : V → ι(V ). The vertex map acts naturally on V 2 . The triple X = (V, E, ι) will be called a multi-graph on the actual vertex set ι(V ). This definition allows for multi-edges that is e, f ∈ E such that ι(e) = ι(f ) and loops, i.e. edges such that ι(e) = (u, u). The adjacency matrix A of X is the symmetric matrix indexed on ι(V ) defined for all u, v ∈ ι(V ) by
The non-backtracking matrix B of X is the matrix indexed on E defined for all e, f ∈ E by
where if e = (x, y), e 1 = x, e 2 = y and e −1 = (y, x). We set r = | E| and let
be the eigenvalues of B with multiplicities. We shall assume that B is an irreducible matrix (it is equivalent to X connected and |E| > |ι(V )|, see [12] ). Then, the Perron eigenvalue ρ 1 is larger than 1 and it is the growth rate of the universal covering tree of X.
Definition 18 (Lifts). For integer n ≥ 1, S E n is the family of permutations σ = (σ e ) e∈ E such that σ e −1 = σ −1 e for all e ∈ E. A n-lift of X (also referred as a n-covering of X) is a multi-graph X n = (V n , E n , ι n ) with vertex set and vertex map
such that, for some σ ∈ S E n , E n = {(x, i), (y, σ e (i))} : e = (x, y) ∈ E .
We write X(σ) for the n-lift associated to σ ∈ S E n . An edge ((x, i), (y, σ e (i))) ∈ E n with e = (x, y) will simply be denoted by (e, i), so that (e, i) −1 = (e −1 , σ e (i)).
We say that X n is a random n-lift if, for any e ∈ E, σ e is a uniformly distributed permutation and (σ (x,y) , σ (y,x) ) {x,y}∈E are independent variables. Let X n be a n-lift as above and B n be the non-backtracking matrix X n . We consider the vector subspace H of R En ,
The dimension of H is r. For e ∈ E, we define the vector χ e ∈ R En by χ e (f, i) = 1 I(e = f ). The orthogonal of H is
It is straightforward to check that B n H ⊂ H, B * n H ⊂ H and the restriction of B n to H is B. It follows that the spectrum of B n contains the spectrum of B (with multiplicities). We will denote the nr − r new eigenvalues of B n by λ i with
They are the eigenvalues of the restriction of B n to H ⊥ . The main result of this section is the following improvement on [12, Theorem 0.2.6].
Theorem 19. Let X be a finite multi-graph whose non-backtracking matrix B is irreducible and let B n be the non-backtracking matrix of X n , a random n-lift of X. If the new eigenvalues of B n are denoted as in (33) and ρ 1 is the Perron eigenvalue of B, then, for any ε > 0,
Arguing as above, if A n is the adjacency matrix of X n , then the spectrum of A n contains the spectrum of A. We may similarly define the new eigenvalues of A n as the remaining eigenvalues. If X is a d-regular multi-graph, then the Ihara-Bass formula (5) remains valid. As a by-product of Theorem 19, we deduce the following corollary, Corollary 20 (Friedman and Kohler [12] ). Let X be a finite d-regular multi-graph with d ≥ 3 and let A n be the adjacency matrix of X n , a random n-lift of X. If |µ 1 | is the largest absolute value of the new eigenvalues of A n , then, for any ε > 0,
If d is even and X is a bouquet of d/2-loops then by standard contiguity results, Corollary 20 implies Friedman's Theorem 1. Also, coming back to Theorem 19, Angel, Friedman and Hoory [5] proved that √ ρ 1 is the spectral radius of the non-backtracking operator of T , the universal covering tree of X. In [10] , Friedman conjectures similarly that, for a random n-lift, the new eigenvalues of the adjacency matrix have absolute value bounded by ρ + o(1) where ρ is the spectral radius of the adjacency operator of T . In the case of d-regular multi-graphs, T is an infinite d-regular tree and ρ = 2 √ d − 1 : it follows that Corollary 20 is consistent with the conjecture. For the general case, the best known result is due to Puder [24] who proves the upper bound √ 3ρ + o(1) for the new eigenvalues. For a large class of local operators, one may expect that the new eigenvalues of a random n-lift will be bounded by ρ + o(1) where ρ is the spectral radius of this operator on T . This phenomenon can be thought as the analog of the weak Ramanujan property for arbitrary graphs. Theorem 19 is an illustration of this phenomenon for the specific case of the non-backtracking operator.
Proof of Theorem 19
Theorem 19 is proved as Theorem 2. The path decomposition and the probabilistic estimates will be sligthly simpler for the permutations rather than the matching of Theorem 2. On the other end, since the multi-graph X is arbitrary, the path counting argument will be a litttle more involved. The notation will be as close as possible to the notation used in Section 2.
Path decomposition
In this subsection, we fix σ ∈ S E n and consider its associated n-lift, X n = X(σ) and B n its nonbacktracking matrix. Our aim is to derive a deterministic upper bound on the new eigenvalue of B n . To this end, similarly to Subsection 2.1, with a slight abuse of notation, we set E n = E × {1, · · · , n} so that, if e = (e, i) and f = (f, j),
Elements in E n will be called half-edges. Let H be as in (32) and P be the orthogonal projection on H. Since B n H ⊂ H and B * n H ⊂ H, we have the decomposition B n = P B n P + (I − P )B n (I − P ). We apply Lemma 3 to S = P B ℓ n P and R = B ℓ n − S = (I − P )B ℓ n (I − P ). We find that for the new eigenvalues of B n ,
The right hand side of the above expression can be studied by an expansion of paths in the graph. We first adapt Definitions 4-5 to our new setting.
Definition 21 (Paths and Tangles). For a positive integer
-If for all t ≥ 1, e 2t = e −1 2t−1 , the sequence γ is admissible. The set of admissible sequences is denoted by Π k .
-If γ ∈ Π k , the set of visited vertices, edges and pairs of half-edges are denoted by V γ = {v t :
1 ≤ t ≤ k},Ê γ = {{v 2t−1 , v 2t } : 1 ≤ t ≤ k} and E γ = {{γ 2t−1 , γ 2t } : 1 ≤ t ≤ k}. We denote the multi-graph associated to γ by G γ = (V γ ,Ê γ , ι n ). (Note that E γ andÊ γ are in bijection and elements in E γ will also be called edges).
-If γ ∈ Π k and for all t ≥ 1, ι n (v 2t+1 ) = ι n (v 2t ) and e 2t+1 = e 2t , the sequence γ will be called a non-backtracking path.
-The sequence γ ∈ Π k is consistent if any e ∈ E n is matched at most once, that is, the set {f : {e, f } = {γ 2t−1 , γ 2t } for some t ≥ 1} has cardinal 0 or 1.
-The set Γ k is the set of consistent non-backtracking paths. If e, f ∈ E n , we denote by Γ k ef paths in Γ k such that γ 1 = e, γ k = f .
-The sets F k and F k ef will denote the subsets of tangle-free paths in Γ k and Γ k ef (see Definition 5) . For e = (x, y) ∈ E, let M e be the permutation matrix associated to σ e , defined for all i, j ∈ {1, . . . , n}, by (M e ) ij = 1 I(σ e (i) = j).
Observe that M e −1 = M * e = M −1 e . If e = (e, i), f = (e −1 , j), we also set
Then, by construction, for any e, f ∈ E n ,
and, if X n is ℓ-tangle-free and 0 ≤ k ≤ ℓ,
We denote by J n the matrix on R n with all entries equal to 1. Then, we introduce for e = (e, i),
(observe that M e is a stochastic matrix and M e is the orthogonal projection of M on 1 I ⊥ ). We define the matrix on R En , for 0 ≤ k ≤ ℓ,
We use the convention that a product over an empty set is equal to 1. We use the same telescopic sum decomposition than in (12), we find
We rewrite (38) as a sum of matrix products of B (k) n and B (k) n up to some remainder terms. We denote by K the matrix on R En defined by
where J n is the matrix on R n with all entries equal to 1 and ⊗ is the usual tensor product.
k , i k+1 ) and B e k e k+1 = 1). Then, if T m k,ef is the subset of γ ∈ T m k such that γ 1 = e and γ m = f , we set
Summing over γ 2k in (38), we find that
Hence, if X n is ℓ-tangle free and x ∈ H ⊥ , then, from (36), we find
Putting this last inequality in (34), the outcome of this subsection in the following lemma.
Lemma 22. Let ℓ ≥ 1 be an integer and σ ∈ S E n be such that X n = X(σ) is ℓ-tangle free. Then, if the new eigenvalues of B n are as in (33), we have
Computation on the random lifts
In the remainder of this section, X n = X(σ) where σ is uniform on S E n . Our first lemma checks that X n is ℓ-tangle free if ℓ is not too large. For u = (x, i) ∈ V n and v = (z, i) ∈ ι n (V n ), the half-edges adjacent to a vertex is defined as
The degree of an actual vertex w ∈ ι n (V ) is |E n (w)| (the degrees are the row sums of A n ). We set
Note that d is independent of n and it is equal to the maximal degree in X.
Lemma 23. Let ℓ ∼ κ log d−1 n with 0 ≤ κ < 1/4. Then w.h.p. X n is ℓ-tangle free.
Proof. The proof is a simple adaptation of Lemma 7. We fix v = (z, i) ∈ ι n (V n ) and we explore its neighborhood by revealing sequentially the permutations σ = (σ e ) e∈E . The exploration at each step picks a vertex of ι n (V n ) and an adjacent edge and reveals its neigbor. We start with D 0 = E n (v). At stage t ≥ 0, if D t is not empty, take an element a t+1 = (e t+1 , i t+1 ) in D t with e t+1 = (x t+1 , y t+1 ) and (x t+1 , i t+1 ) at minimal graph distance from v (we break ties with lexicographic order). We
At stage τ ≤ nr, D τ is empty and we have explored the connected component of v. Before stage
ε s and ε t = 1 I(b t ∈ D t−1 ).
At stage t ≥ 0, for any e ∈ E, at most t values of σ e have been discovered and |D t | ≤ d+(d−1)(t−1). We will denote by F t the filtration generated by (D 0 , · · · , D t ) and P Ft the conditional probability distribution. Then, τ is a stopping time and, if t < τ ∧ m, F t = {(e −1 t+1 , i) ∈ D t : 1 ≤ i ≤ n}, and n t ≤ t is the number of s ≤ t such that a s or b s is of the form (e −1 t+1 , i), we find
Hence, S(v) is stochastically dominated by a Bin(m, q) variable. Arguing as in Lemma 7, from the union bound,
It concludes the proof of Lemma 23.
As in Definition 21, for γ = (γ 1 , · · · , γ k ) ∈ Π k , with γ t = (e t , i t ), e t = (x t , y t ), v t = (x t , i t ) we say that an edge {e, f } ∈ E γ is consistent, if {t : e ∈ {γ 2t−1 , γ 2t } or f ∈ {γ 2t−1 , γ 2t }} = {t : {e, f } = {γ 2t−1 , γ 2t }}. It is inconsistent otherwise. The weight of y ∈ E γ is t 1 I({γ 2t−1 , γ 2t } = y).
Proposition 24.
There exists a constant c > 0 such that for any γ ∈ Π k with 2k ≤ √ n and any k 0 ≤ k, we have,
where a = |E γ |, b is the number of inconsistent edges of γ and k 1 is the number of 1 ≤ t ≤ k 0 such that {γ 2t−1 , γ 2t } is consistent and has weight 1 in E γ .
Proof.
Step 1 : reduction to a single edge. We set γ t = (e t , i t ). We consider a total order on V and set E + = {(x, y) ∈ E : x < y}. Up to reversing γ 2t−1 and γ 2t , we may assume without loss of generality that each edge {x, y} ∈ E is always visited in the same sense: if x < y, (x, y) appears on odd edges e 2t−1 and (y, x) appears on even edges e 2t . Since the random permutations (σ e ) e∈E + are independent, we have
It thus suffices to prove the statement for γ ∈ Π k such that for some e ∈ E and all t ≥ 1, e 2t−1 = e. We make this assumption in the remainder of the proof.
Step 2 : we assume that all edges are consistent. We may now essentially repeat the proof of Proposition 24. For ease of notation, we set e = (x, y), γ 2t−1 = (e, i t ), γ 2t = (e −1 , j t ), σ = σ e , M = M e . We haveÊ γ = {f 1 , . . . , f a } with f t = {u t , v t }, u t = (x, i t ), v t = (y, j t ). We also set
In particular, since all edges are consistent, |J * | = n − a. The weight of y t is denoted by w t . We have w t = p t + q t , where p t is the weight of y t in (γ 1 , . . . , γ k 0 ). For integer p, we introduce the sets T p = {t : p t = p, q t = 0} and T ′ = {t : q t ≥ 1}. Since M ij ∈ {0, 1}, we find
where h = t∈T ′ p t and Ω is the event {∀t ∈ T ′ , σ(i t ) = j t }. We further define S p as the set of t ∈ T 1 such that for some s ∈ T p \{t}, σ(i t ) = j s or σ(i s ) = j t . Also,Ŝ p is the set of t ∈ T p such that σ(i t ) = j s or σ(i s ) = j t for some s ∈ T 1 \{t}. We have S 1 =Ŝ 1 . We set T * 1 = T 1 \ ∪ p S p and for p ≥ 2, T * p = T p \Ŝ p . If δ is the number of t ∈ S p ∩ S q for some 1 ≤ p < q, we have the relation
First, sincen ≥ n − 2a and a ≤ √ n, we deduce from (14),
Also, if Ω holds, arguing as in Proposition 8,
where N has distribution Bin(|T * 1 |, 1/n). By Lemma 9, we deduce that, if Ω holds,
with ε = 4a/ √ n. Similarly, let F t be the filtration generated by σ(i s ), σ −1 (j s ), s = t. For p ≥ 2 and t ∈ T * p , if Ω holds,
where n * = n − a + 1 and Ω t ∈ F t is the event that for some s = t, σ(i s ) = j t or σ −1 (j s ) = i t . We get, for p ≥ 2, if Ω holds,
If F ′ is the the filtration generated by σ(i t ), σ −1 (j t ), t / ∈ T ′ , the same argument gives,
It remains to putting these bounds together, we deduce fron (14) and (42) that
We conclude as in the proof of Proposition 8 that Proposition 24 holds when all edges are consistent.
Step 3 : extension to inconsistent edges. Let us say that e = (e, i) ∈ E γ is inconsistent of degree
We say that f = (e −1 , j) ∈ E γ is inconsistent of degree δ if the mirror condition occurs. The degree of inconsistency of γ is defined as the sum of the degrees of γ s . The degree of inconsistency of γ, saŷ b, is at most 2b. With these definitions, we conclude exactly as in the proof of Proposition 8.
Path counting
In this subsection, we give upper bounds on the operator norms of B k defined by (37) and (39). We will use the trace method and, up to minor changes, the argument will be parallel to Subsection 2.4.
Operator norm of B (ℓ) n
We denote by · 1 the ℓ 1 -norm in R E and, for e ∈ E, we define the unit vector δ e (f ) = 1 I(e = f ). The following holds for any k ≥ 1 and e ∈ E,
where d was defined in (40). Moreover,
where ρ 1 is the Perron eigenvalue of B. In this paragraph, we consider a scalar ρ > 1 and an integer ℓ 0 such that
We will prove the following proposition.
Proposition 25. Let ρ, ℓ 0 as in (44) and 1 ≤ ℓ ≤ log n. Then, w.h.p.
To be precise, in Proposition 25, ℓ = ℓ(n) may depend on n but ρ, ℓ 0 are constants (and what is hidden behind w.h.p. depends on ρ, ℓ 0 ). For the main part, we repeat the proof of Proposition 10. Let m be a positive integer. Arguing as in (20) ,
where the sum is over all γ = (γ 1 , . . . , γ 2m ) such that γ i = (γ i,1 , . . . , γ i,2ℓ+1 ) ∈ F 2ℓ+1 and for all i = 1, . . . , m, γ 2i,1 = γ 2i+1,1 and γ 2i−1,2ℓ+1 = γ 2i,2ℓ+1 , with the convention that γ 2m+1 = γ 1 . The product (45) does not depend on the value of γ i,2ℓ+1 , 1 ≤ i ≤ 2m, and, if γ i,2ℓ is given, γ i,2ℓ+1 can take d i,2ℓ − 1 possible values where d i,2ℓ is the degree of ι(x i,2ℓ ) in X with γ i,t = (e i,t , j i,t ), e i,t = (x i,t , y i,t ). Hence, by setting γ ′ 2i,t = γ 2i,2ℓ+1−t in the right hand side of (45), we get
where W ℓ,m is the set of γ = (γ 1 , . . . , γ 2m ) ∈ Π 2ℓ×2m such that γ i = (γ i,1 , . . . , γ i,2ℓ ) ∈ F 2ℓ and for all i = 1, . . . , m, ι n (v 2i,1 ) = ι n (v 2i−1,2ℓ ) and
with the convention that γ 2m+1 = γ 1 , v i,t = (x i,t , j i,t ) and
Permutations on vertices act naturally on Π k : for γ, γ ′ ∈ Π k , we consider the isomorphism class γ ∼ γ ′ , if there exists (σ x ) x∈V ∈ S V n such that, with γ t = (e t , j t ), γ ′Proof. For x ∈ V , let s x = |V γ (x)|. By construction, x s x = s and γ is isomorphic to
as requested.
We now upper bound the number of isomorphic classes in W ℓ,m . The next lemma contains the only noticeable difference with Subsection 2.4.
Lemma 27. Let W ℓ,m (s, a) be the subset of canonical paths in W ℓ,m with |V γ | = s and |E γ | = a. There exists a constant κ depending on ℓ 0 , ρ and X such that, we have
Proof. We start by recalling some definitions used in the proof of Lemma 12. For i ≤ i ≤ 2m and 1 ≤ t ≤ ℓ, let a i,t = (γ i,2t−1 , γ i,2t ) and b i,t = {γ i,2t−1 , γ i,2t } ∈ E γ . We explore the sequence (a i,t ) in lexicographic order denoted by . We say that (i, t) is a first time, if v i,2t has not been seen before (that is v i,2t = v i ′ ,t ′ for all (i ′ , t ′ ) (i, 2t)). The edge b i,t will then be called a tree edge (the graph with edge set {{v i,2t−1 , v i,2t } : (i, t) first time} is a tree). An edge b i,t which is not a tree edge, is called an excess edge and we then say that (i, t) is an important time. We denote the important times by (i, t i q ), 1 ≤ q ≤ q i and set t i 0 = 0, t i q i +1 = ℓ + 1. We observe that between (i, t i q−1 ) and (i, t i q ), there is a t i q−1 < τ i q−1 ≤ t i q such that b i,t is a tree edge for all t i q−1 < t < τ i q−1 and then (i, t) is a first time for all τ i q−1 ≤ t < t i q . We set s i q−1 = t i q − τ i q−1 . Since every vertex in V γ different from (x 1 , 1) has its associated tree edge, χ = |{y ∈ E γ : y is an excess edge}| = a − s + 1,
We mark the important times (i, t i q ), 1 ≤ q ≤ q i by the vector (γ i,2t
where, by convention, for q = q i , γ i,2ℓ+1 = γ i+1,1 and ε i,q = (e i,2τ i q −1 , · · · , e i,2t i q+1 −1 ) is the projection of the path (γ i,2τ i q −1 , · · · , γ i,2t i q+1 −1 ) on X. Similarly, for q = 0, we add a starting mark, (γ i,2τ i 0 −1 , ε i,0 ) with ε i,0 = (e i,1 , · · · , e i,2t i 1 −1 ). We observe two facts (i) there is a unique non-backtracking path between two vertices of a tree, and (ii) if (i, t) is a first time then γ i,2t = (e i,2t , k + 1) and γ i,2t+1 = (e i,2t+1 , k +1), where k is the number of previous first times (i ′ , t ′ ) (i, t), such that x i ′ ,2t ′ −1 = x i,2t , with e i,t = (x i,t , y i,t ) (since γ is canonical). It follows that we can reconstruct γ ∈ W ℓ,m (s, a) from the starting marks, the position of the important times and their marks. It gives a first encoding.
This encoding may have large number of important times. To improve it, we partition important times into three categories, short cycling, long cycling and superfluous times. For each i, the first time (i, t) such that v i,2t ∈ {v i,1 , . . . , v i,2t−1 } is called a short cycling time, by definition (i, t) is an important time and t = t i q for some 1 ≤ q ≤ q i . Let 1 ≤ σ < t be such that v i,2t = v i,2σ−1 . By assumption, C i = (γ i,2σ−1 , · · · , γ i,2t ) will be the unique cycle visited by γ i . We denote by (i,t) the first time that γ i,2t−1 in not in C i (by conventiont = ℓ + 1 if γ i remains on C i ). We modify the mark of the short cycling time (i, t) = (i, t i q ) and redefine it as (γ i,2t
is not on the tree constructed so far andε i,q = (e i,2τ i q −1 , · · · , e i,2t i q+1 −1 ). We also redefine s i q as t i q+1 −τ i q . Important times (i, t) with 1 ≤ t < σ or τ ≤ t ≤ k are called long cycling times. The other important times are called superfluous. Then, for each 1 ≤ i ≤ 2m, the number of long cycling times (i, t) is bounded by χ − 1 (since there is at most one cycle, no edge of E γ can be seen twice outside those of C i , the −1 coming from the fact the short cycling time is an excess edge). We note also that, if (i, q) is a short cycling time and (i, q ′ ) is the next long cycling time thenτ i q andε i,q are equal to τ i q ′ −1 and ε i,q ′ −1 . Moreover, s i p = 0 for all q ≤ p < q ′ − 1.
It gives our second encoding. We can reconstruct γ from the starting marks, the positions of the long cycling and the short cycling times and their marks. For each i, there are at most 1 short cycling time and χ − 1 long cycling times. There are at most ℓ 2mχ ways to position them. There are at most ℓ 2m(χ+1) possibilities for the τ 
Since α ≤ 2ℓm, we deduce that |W ℓ,m (s, a)| is at most
It concludes the proof by setting κ large enough.
For γ ∈ W ℓ,m , the average contribution of γ in (46) is
A straightforward adaptation of Lemma 13 gives the following.
Lemma 28. There is a constant κ > 0 such that, if 4ℓm ≤ √ n and γ ∈ W ℓ,m with |V γ | = s,
Proof of Proposition 25. For n ≥ 3, we define m = log n 17 log(log n) .
For this choice of m, n 1/(2m) = o(log n) 9 and ℓm = o(log n) 2 . Hence, from (46) and Markov inequality, it suffices to prove that
where ℓ ′ = ℓ + 1 and µ(γ) was defined in (49). Observe that if γ ∈ W ℓ,m ,
Hence, using Lemma 26, Lemma 27 and Lemma 28, we find
We have for some constant c > 0,
In particular, the above geometric series converges and, adjusting the value of c, the right hand side of (51) is an upper bound for S 1 . The treatment of S 2 and S 3 is exactly parallel to the treatment of S 2 and S 3 in the proof of Proposition 10 with ℓ ′ and ρ replacing k ′ and d − 1. It concludes the proof.
Operator norm of R (ℓ) k
We now repeat the argument for R 
where X k ℓ,m is the set of γ = (γ 1 , . . . , γ 2m ) ⊂ Π 2(ℓ−1)×2m such that for all 1 ≤ i ≤ m, γ 2i−1 ∈ T 2ℓ−2 2k−2 , γ 2i ∈ T 2ℓ−2 2ℓ−2k , ι n (v 2i,1 ) = ι n (v 2i−1,2ℓ−2 ) and γ 2i+1,1 = γ 2i,2ℓ−2 , with the convention that γ 2m+1 = γ 1 and γ i,t = (e i,t , j i,t ), e i,t = (x i,t , y i,t ), v i,t = (x i,t , j i,t ). In (52), we have set M 
As in the previous paragraph, we upper bound the number of isomorphism classes in X k ℓ,m .
Lemma 30. Let X k ℓ,m (s, a) be the subset of canonical paths in X k ℓ,m with |V γ | = s, |E γ | = a. There exists a constant κ depending on ℓ 0 , ρ and X such that, we have Proof. We adapt the proof of Lemma 27, using the extra input of the proof of Lemma 16. For 1 ≤ i ≤ 2m odd, we set k i = k and for i even k i = ℓ − k + 1. To each i, we say that γ i is connected or disconnected whether G γ ′′ i intersects the graph H i = ∪ j<i G γ j ∪ G γ ′ i or not. If γ i is disconnected, we define for 1 ≤ t ≤ ℓ − 1, a i,t = (γ i,2t−1 , γ i,2t ). If γ i is connected, for 1 ≤ t ≤ k i − 1, we set a i,t = (γ i,2t−1 , γ i,2t ), and if σ i ≥ k i is the first time such that v i,2σ i ∈ H i , we set for k i ≤ t ≤ σ i , a i,t = (γ i,2(σ i +k i −t) , γ i,2(σ i +k i −t)−1 ) and for σ i + 1 ≤ t ≤ ℓ − 1, a i,t = (γ i,2t−1 , γ i,2t ). We then explore the sequence (a i,t ) in lexicographic order. The definition of b i,t , first time, tree edge and excess edge carry over, that is (i, t) is a first time if the end vertex of a i,t has not been seen before. When γ i is connected, we add the extra mark (σ i , γ i,2σ i , γ i,2τ −1 , ε i ) where (i, τ ), τ > σ i , is the next time that b i,t will not be a tree edge of the tree constructed so far and ε i = (e i,2τ −1 , . . . , e i,2t ′ −1 ) is the projection of (γ i,2τ −1 , . . . , γ i,2t ′ −1 ) on X and (i, t ′ ) the next important time. If γ i is disconnected this extra mark is set to be e i,2k i −1 . With our ordering, all vertices of V γ \{γ 1,1 } will have an associated tree edge, at the exception of v i,2k i −1 when γ i is disconnected. If δ is the number of disconnected γ i 's, we deduce that there are δ + a + s − 1 excess edges and there are at most χ = a + s − 1 excess edges in each connected component of G γ . It follows that the analog of (48) is We now repeat the proof of Lemma 27 with the difference that for each i, we use that γ ′ i and γ ′′ i are tangled free, it gives short cycling times and long cycling times for both γ ′ i and γ ′′ i . Then, for each i, there are at most 2 short cycling times and 2(χ − 1) long cycling times. Arguing as in Lemma 27, we get that |X k ℓ,m (s, a)| is upper bounded by rℓ 4mχ ℓ 4m(χ+1) (2ℓm) 2 4m(χ−1) (2ℓm) 3 ℓ 4m (2ℓm)
where the factor r 2m ((2ℓm) 2 ℓ) 2m accounts for the extra marks. Taking κ large enough, we obtain the claimed statement.
For γ ∈ X k ℓ,m , the average contribution of γ in (46) is
A straightforward extension of Lemma 17 gives the following.
Lemma 31. There is a constant κ > 0 such that, if 4ℓm ≤ √ n and γ ∈ X k ℓ,m with |V γ | = s, |E γ | = a, we have Proof of Proposition 29. For n ≥ 3, we define m = log n 33 log(log n) .
For this choice of m, ℓm = o(log n) 2 . Hence, from (52) and Markov inequality, it suffices to prove that for some constant c > 0, For our choice of m in (54), we have, for n large enough, (κℓm) 16m /n ≤ n −1/33 . Hence, the above geometric series converges and the right hand side of (55) is an upper bound for S 1 . The treatment of S 2 and S 3 is exactly parallel to the treatment of S 2 and S 3 in the proof of Proposition 10. It concludes the proof.
Proof of Theorem 19
All ingredients are finally gathered. Let 1 < ρ 1 ≤ d − 1 be the Perron eigenvalue of B. We fix ε > 0 and ℓ ∼ κ log d−1 n for some 0 < κ < 1/4. We may take ρ ≤ d − 1 in (44) such that √ ρ ≤ √ ρ 1 + ε.
By Lemma 23 and Lemma 22, if Ω is the event that X n is ℓ-tangle free, P(|λ 1 | ≥ √ ρ 1 + 2ε) ≤ P(|λ 1 | ≥ √ ρ + ε; Ω) + o(1)
where J = B since ρ ℓ = O(n κ ). Finally, for our choice of ℓ, (log n) 15/ℓ = 1 + O(log log n/ log n).
