Abstract. We explore the aggregation of tasks by weighting them using a difficulty function that depends on the complexity of the (acceptable) policy for the task (instead of a universal distribution over tasks or an adaptive test). The resulting aggregations and decompositions are (now retrospectively) seen as the natural (and trivial) interactive generalisation of the C-tests.
Introduction
A first test using algorithmic information theory (AIT) was the C-test [9, 2] , where the goal was to find a continuation of a sequence of letters, as in some IQ tasks , and in the spirit of Solomonoff's inductive inference problems: "given an initial segment of a sequence, predict its continuation" (as quoted in [12, p.332] ). Levin's Kt complexity (see, e.g., [12, sec.7.5] ) was used to calculate the difficulty of a sequence of letters. The performance was measured as an aggregated value over a range of difficulties:
where π is the subject, the difficulties range from h = 1 to H and there are N sequences x i,k per difficulty h. The function hit returns 1 if π is right with the continuation and 0 otherwise. If e = 0 we have that all difficulties have the same weight. The N sequences per difficulty were chosen (uniformly) randomly. This contrasts with a more common evaluation in artificial intelligence based on average-case performance according to a probability of problems or tasks:
where p is a probability distribution on the set of tasks M , and R is a result function of agent π on task µ. Actually, eq. 2 can also be combined with AIT, in a different way, by using a universal distribution [14, 12] , i.e., p(µ) = 2 −K(µ) , where K(µ) is the Kolmogorov complexity of µ, as first chosen by [11] .
The work in [11] has been considered a generalisation of [9, 2] , from static sequences (predicting a continuation of a sequence correctly) to dynamic environments. In this paper we challenge this interpretation and look for a proper generalisation of [9, 2] using the notion of difficulty in the outer sum, as originally conceived and seen in eq. 1. The key idea is the realisation that for the C-test the task and the solution were the same thing. This meant that the difficulty was calculated as the size of the simplest program that generates the sequence, which is both the task and the solution. Even if the complexity of the task and the solution coincide here, it is the complexity of the solution what determines the difficulty of the problem.
However, when we move from sequences to environments or other kind of interactive tasks, the complexity of the policy that solves the task and the complexity of the environment are no longer the same. In fact, this is discussed in [7, 6] : the complexity of the environment is roughly an upper bound of the complexity of the acceptable policies (any agent that reach an acceptable performance value), but very complex environments can have very simple acceptable policies. In fact, the choice of p(µ) = 2 −K(µ) has been criticised for giving too much weight to a few environments. Also, it is important to note that the invariance theorem is more meaningful for Kolmogorov Complexity than for Algorithmic Probability, as for the former it gives some stability for values of K that are not very small, but for a probablity it is precisely the small cases that determine most of the distribution mass. In fact, for any computable distribution p there is a choice of a reference UTM that leads to a particular universal distribution that approximates p (to whatever required precision.This means that the choice of p(µ) = 2 −K(µ) for Eq. 2 is actually a metadefinition, which leads to virtually any performance measure, depending on the Universal Turing Machine (UTM) that is chosen as reference.
By decoupling the complexity of task and policy we can go back to eq. 1 and work out a notion of difficulty of environments that depends on the complexity of the policy. While this may look retrospectively trivial, and the natural extension in hindsight, we need to solve and clarify some issues, and properly analyse the relation of the two different philosophies given by eq. 2 and eq. 1. Section 2 discusses some previous work, introduces some notation and recovers the difficulty-based decomposition of aggregated performance. Section 3 introduces several properties about difficulty functions and the view of difficulty as policy complexity. Section 4 discusses the choices for the difficulty-dependent probability. Section 5 briefly deals with the role of computational steps for difficulty. Section 6 closes the paper with a discussion.
Background
AI evaluation has been performed in many different ways (for a recent account of AI evaluation, see [5] ), but a common approach is based on averaging performance on a range of tasks, as in eq. 2. In what follows, we will focus on the approaches that are based on AIT. As mentioned above, the first intelligence test using AIT was the so-called C-test [9, 2] . Figure 1 shows examples of sequences that appear in this test. The difficulty of each sequence was calculated as Levin's Kt, a time-weighted version of Kolmogorov complexity K. Some preliminary experimental results showed that human performance correlated with the absolute difficulty (h) of each exercise and also with IQ test results for the same subjects ( [9, 2] ). They also show a clear inverse correlation of results with difficulty (see Figure 2) . HitRatio is defined as the inner sum of eq. 1:
An interesting observation is that by arranging problems by difficulty we see that HitRatio seems to be very small from a given difficulty value (in the figure this is 8, but it can be any other, usually small, value). This makes the estimation of the measure much easier, as we only need to focus on (the area of) a small interval of difficulties. In fact, this use of difficulty is common in psychometrics. Several generalisations of the C-test were suggested (for "cognitive agents [...] with input/output devices for a complex environment" [9] where "rewards and penalties could be used instead" [4] ) or extending them for other cognitive abilities [3] , but not fully developed.
AIT and reinforcement learning were finally combined in [11] , where all possible environments were considered in eq. 2, instantiated with a universal distribution for p, i.e., p(µ) = 2 −K(µ) , with K(µ) being the Kolmogorov complexity of each environment µ. Some problems (computability, discriminating power, overweight for small environments, time, ...) were discussed with the aim of making a more applicable version of this appraoch by [10] and [7, secs. 3.3 and 4] . While the aim of all these proposals was to measure intelligence, many interesting things can happen if AIT is applied to cognitive abilities other than intelligence, as suggested in [3] for the passive case and hinted in [7, secs. 6.5 and 7.2] for the dynamic cases, which proposes the use of different kinds of videogames as environments (two of the most recently introduced benchmarks and competitions in AI are in this direction [1, 13] ).
We consider tests that are composed of tasks (also called environments or items) and are performed by agents (also called policies or subjects). The set of tasks is denoted by M . Its elements are usually denoted by µ. The set of agents is denoted by Π. Its elements are usually denoted by π. Both can be stochastic, i.e., they can use a probabilistic instruction or transition function. The length in bits of a string is denoted by L(x). We can think of a proper encoding of tasks and agents as strings. Given a UTM U we define Kolmogorov complexity as K U (y) = min x : U (x)=y L(x). We will usually drop the subindex U . Finally, we have the expected value of the response, score or result of π in µ for a time limit τ as E[R(π, µ, τ )]. The value of τ will be usually omitted. The R function always gives values between 0 and 1 and we assume it is always defined (a value of R = 0 is assumed for non-halting situations) We also define
Logarithms are always binary.
It is actually in [8] , where we can find a first connection between the schemas of eq. 1 and eq. 2. We adapt definition 14 in [8] , which is a generalisation of eq. 2, by making the set M and the task probability p explicit as a parameters. Definition 1. The expected average result for a task class M , a distribution p and an agent π is:
And now we use proposition 4 in [8] that decomposes it. First, we define partial results for a given difficulty h as follows:
Where is a difficulty function : M → R + ∪ 0. Note that this parametrises the result of eq. 4 for different difficulties. For instance, for two agents π A and π B we might have that
. If we represent Ψ h (π, M, p) on the y-axis versus h on the x-axis we have a so-called agent response curve, much like Fig. 2 .
If we want to get a single number from an agent response curve we can aggregate performance for a range of difficulties, e.g., as follows:
The expected average result Ψ (π, M, p) can be rewritten as follows: in the particular case when only gives discrete values:
where p(h) is a discrete probability function for eq. 6. Note that equations 4, 5 and 6 are generalisations, respectively, of equations 2, 3 and 1.
Difficulty functions
Before setting an appropriate measure of difficulty based on the policy, in this section we will analyse which properties a difficulty function may have. The decomposition in previous section suggests that we could try to fix a proper measure of difficulty first and then think about a meaningful distribution p(h). Once this is settled, we could try to find a distribution for all environments of that difficulty p(µ|h). In other words, once we determine how relevant a difficulty is we ask which tasks to take for that difficulty. This is the spirit of the C-test [9, 2] as seen in eq. 1. In fact, we perhaps we do not need a p(h) that decays dramatically, as it is expectable to see performance to decrease for increasing difficulty, as in Figure 2 .
To distinguish p(h) and p(µ|h) we will denote the former with w and the latter with p M . We will use any distribution or even a measure (not summing up to one, for reasons that we will see later on) as a subscript for Ψ . For instance, we will use the following notation Ψ U (hmin,hmax) (π, M, p M ), where U(a, b) represents a uniform distribution between a and b. For instance, we can have two agents π A and π B such that Ψ U (1,10) (π A ) > Ψ U (1,10) (π B ) but Ψ U (11,20) (π A ) < Ψ U (11,20) (π B ). We will use the notation Ψ ⊕ (π, M, p M ) when w(h) = 1 (note that this is not the uniform distribution for discrete h), which means that the partial aggregations for each difficulty are just added. In other words, Ψ ⊕ (π, M, p M ) ∞ h=0 Ψ h (π, M, p M ) for discrete difficulty functions . We will explore whether this (area under the agent response curve) is bounded. Figure 3 shows approach A, which has already been mentioned, while approaches B and C will be seen in sections 4.1 and 4.2 respectively. When we aggregate environments with different scales on R and different difficulties, we may have that an agent focusses on a few environments with high difficulty while another focusses on many more environments with small responses. Agent response curves in [8] , which are inspired by item response curves in psychometrics (but inverting the view between agents and items), allow us to see how each agent performs for different degrees of difficulty. Looking at Figure 2 and similar agent response curves in psychometrics, we see that the notion of difficulty must be linked to R, i.e., how well the agents perform, and not about the complexity of the task, as in the previous section.
Another option is what is done in [6] , as (µ) min π:E[R(π,µ)]=Rmax(µ) L(π) where R max (µ) = max π E[R(π, µ)]. However, R max may be hard to calculate
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A) Task probability directly from the task (e.g., task complexity) Fig. 3 . Three approaches to aggregate the results for a set of tasks. Top (A) shows the classical approach of choosing a probability for the task, according to the properties of the task. Middle (B) shows the approach where we arrange tasks by difficulty, and the notion of difficulty is derived from the properties of the policy. Bottom (C) shows a variation of B where we derive acceptable policies for a given difficulty and then generate tasks for each policy. Between square brackets some choices we examine in this paper.
and even if it can be effectively calculated, any minor mistake or inefficiency in a very good agent will prevent the agent from reaching the optimal result, leading to a notion of difficulty linked to the complexity of the 'perfect' policy. In [6] , a 'tolerance value' is considered and, instead of one policy, difficulty is linked to the probability of finding a policy under this tolerance.
We are going to consider this tolerance ϵ of acceptability.
This returns 1 if the expected response is above 1 − ϵ and 0 otherwise. If
(π, µ) = 1 we say that π is ϵ-acceptable. With this, we binarise responses. One can argue that we could have just defined a binary R, but it is important to clarify that it is not the same to have tolerance for each single R (or a binarised R) than to have a tolerance for the expected value E[R]. The tolerance on the expected value allows the agent to have variability in their results (e.g., stochastic agents) provided the expected value is higher than the tolerance. Finally, even if we will be very explicty about the value of ϵ, and changing it will change the difficulty value of any environment, it is important to say that this value is not so relevant. The reason is that for any environment we can build any other environment where the responses are transformed by any function. In fact, we could actually consider one fixed threshold, such as 0.5, always.
And now we can just define a new version of eq. 5 using this new function:
We can just rewrite equations 6 accordingly:
Given the above, we are now ready for a few properties about difficulty functions.
Definition 2.
A difficulty function is strongly bounded in M if for every π there is a difficulty h such that for every µ ∈ M : (µ) ≥ h we have
Now we choose the difficulty function in terms of ϵ-acceptability, i.e.:
We can say a few words about the cases where a truly random agent (choosing actions at random) gives an acceptable policy for an environment. If this is the case, we intuitively consider the environment easy. So, in terms, of L, we consider random agents to be simple, and goes well with our consideration of stochastic agents and environments having access to some true source of randomness. Figure 4 (left) shows the distribution of response according to L(π), but setting ϵ = 0.9. We see that the simplest ϵ-acceptable policy has L = 12.
With the difficulty function in eq. 10 we have:
Proposition 2. The difficulty function [ϵ] in eq. 10 is strongly bounded.
Proof. For every policy π, if a task µ has a difficulty
, it means that π is not ϵ-acceptable, because otherwise the difficulty would be L(π) and not h. Consequently,
It is sufficient to take h > L(π) for every π to see that is strongly bounded.
Task probability depends on the policy probability
One of things of the use of equation 10 is that the number of acceptable policies per difficulty is finite. This is what happened in the C-test and that is the reason why a uniform distribution could be used for the inner sum. We could try to decompose the inner sum by using the policy and get the probability of the task given the policy.
The interpretation would be as follows: for each difficulty value we aggregate all the acceptable policies with size equal to that difficulty uniformly and for each of these policies all the environments where each policy is acceptable with a universal distribution. This extra complication with respect to eq. 11 can only be justified if we generate environments and agents and we check them as we populate P airs, as a way of constructing a test more easily.
Using computational steps
As we mentioned in the introduction, the C-test [9,2] used Levin's Kt instead of K. We explore the use of Kt here. However, when working with interactive tasks and with stochastic tasks and agents, the number of steps must be in expected value. We extend the definition of LS given in section 2 for a tolerance ϵ:
(π, µ) = 1 and ∞ otherwise and we define a new difficulty function that considers computational steps:
This difficulty function is not bounded, as LS depends on µ, and we can always find a very short policy that takes an enormous amount of steps for a task with very high difficulty. This is an acceptable policy, but does not reduce the difficulty of the task, so it can always score non-zero beyond any limit. This means that for this difficulty function we would need to use equation eq. 9 with an appropriate w(h) (e.g., a small decay or a uniform interval of difficulties). If the testing procedure established a limit on the number of steps (total or per transition) we would have this new difficulty function would be strongly bounded. Alternatively, we could reconsider the inclusion the computational steps in the notion of acceptability. In this case, the approach in section 4.2 could not be used, as the probability of π given h would also depend on µ.
Discussion
We have gone from eq. 1 taken from C-test to eq. 9. We have seen that difficulties allow for a more detailed analysis of what happens for a given agent, depending on whether it succeeds at easy or difficult tasks. For some difficulty functions, we do not even need to determine the weight for each difficulty and just calculate the area, as an aggregated performance for all difficulties, and cutting the tail at some maximum difficulty for practical reasons.
The important thing is that now we do not need to set an a priori distribution for all tasks p(µ), but just a conditional distribution p(µ|h). Note that if we set a high h we have the freedom to find simple task that creates that difficulty. Actually, the choice of p(µ|h) as a universal distribution still depends on the reference machine and can set most of the probability mass on smaller tasks, but as it is conditional on h, all trivial, dead or simply meaningless tasks have usually very extreme values of h (very low or infinite). That means that there is a range of intersting difficulties, discarding very small values of h and very large values of h. Figure 2 is a nice example of this, where only difficulties between 1 and 8 were used, and we see also that h = 1 and h > 7 are not really very discriminating. The bulk of the testing effort must be performed in this range.
Note that the middle (B) and bottom (C) decompositions in Figure 3 can be done in such a way that the original p M (µ) is preserved, if w(h) is not taken uniform but slowly decaying. But we can just start with option B or C directly. This is the alternative in this paper, which we think has several advantages in terms of agent evaluation, the construction of tests and AGI development, as we can focus on those tasks of appropriate difficulty and even define adaptive tests easily. Having said this, we have an infinite set for p M (µ|h) and p M (µ|π ′ ), and a universal distribution is the appropriate for both, so that Occam's razor is still very present. This means that both B and C (using a slowly decaying w(h)) would lead to a computable aggregated distribution p M (µ), which can be approximated as a universal distribution, highlighting that universal intelligence is rather a schema for definitions rather than a specific definition.
