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Abstract
Nowadays investments in wind energy are growing and to minimize cap-
ital cost the distance between wind turbines in wind farms is reduced. This
emphasizes the key role of the wake on power production in clustered con-
figurations. In the present thesis, Large Eddy Simulations (LES) of the flow
around two in-line wind turbine models have been performed to assess the
effect of wakes on power production variability. Numerical results are val-
idated against an experiment carried out at the Norwegian University of
Science and Technology.
Three different inlet conditions have been considered in order to evaluate
the influence of turbulence on the flow field. To reproduce high turbulence
at the inlet two grids, with different shape and solidity (ratio between the
frontal area of the grid and the area of the test section), were modeled
upstream of the first turbine. A simulation with uniform inflow boundary
conditions has been performed as reference.
The results obtained have been discussed and compared with the exper-
imental data. In order to appraise the impact on the LES results, various
subgrid scale models have been implemented as well as different models for
the rotating blades of the wind turbines.
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Chapter 1
Introduction
Man began to exploit kinetic energy from the wind thousands of years ago.
It is reckoned that the first windmill was built by the Persians in 200 B.C.
The top windmill descendants are wind turbines, which extract energy from
the wind in order to produce electricity. After a scant interest in wind energy,
when the international oil crisis of 1973 occurred, the attention on renewable
sources of energy increased exponentially, with a particular focusing on wind
turbines. Thus, several countries among the most industrialized started to
invest in wind energy and in the building of new wind farms.
After years of work, research and development, today engineering is able
to design wind turbines with a maximum rotor diameter of about 100m and
with an installed capacity over 7MW . Nowadays lots of countries invest in
wind energy and according to [1], the first country with the greatest cumu-
lative capacity (at Dec. 2014) is China, followed by U.S., where Texas is
the most productive state (see Fig. 1.1). In particular, it has an installed
capacity of about 18 GW and this means that 9 % of in-state energy produc-
tion is supplied by wind turbines. Europe is also noteworthy in wind energy,
thanks to countries like Italy, Germany, Denmark, Spain and others.
As one can imagine, the best work-condition for extracting energy as
much as possible from the wind occurs when the flow around a wind turbine
is in design configuration. However, because of capital cost, related to elec-
trical connections and installation or simply because of a space deficiency,
in modern wind farms is very common to find limited distances among wind
turbines. It is hence fundamental to study how the power production is
affected by the presence of other close machines in clustered configurations.
Furthermore, one has to determine the load spectrum of a wind turbine
which of course has a very complex behavior in time when the upstream flow
is not uniform. For that reason the goal of research in wind energy is to
develop methodologies of prediction that provide reliable results. The Com-
putational Fluid Dynamics is the necessary tool for performing numerical
simulations, in order to mimic the flow past wind turbines and to determine
1
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Figure 1.1: Map of Wind Energy in U.S. (Figure from www.aweablog.org)
the principal parameters of performance.
Because of the high values of Reynolds numbers, the current computa-
tional resources are not yet sufficient for carrying out Direct Numerical Sim-
ulations of the flow around wind turbines. Hence, Large Eddy Simulations
(LES) represent the most suitable approach without requesting unaffordable
computational costs. The state of the art of LES for wind energy applications
is related to an evolving scenario of research, where different new modeling
techniques are continuously proposed. In the present thesis, in particular for
the rotor of the wind turbines, some model are adopted in order to mimic the
presence of the rotating blades in the flow, which can not be resolved in LES
because this would increase too much the computational costs. Conversely,
the tower and the nacelle are reproduced in the simulations since they affect
strongly the flow.
One of the purposes of this work is to investigate how the different models
that are present in LES, e.g. the adoption of a different kind of subgrid scale
model or the approach used for modeling the rotor blades, affect the results,
by discussing their impact on power production and on the flow field.
Two different experiments carried out at the wind tunnel of the Norwe-
gian University of Science and Technology have been reproduced and sim-
ulated. The first one concerns the LES of a wind turbine model in the
closed-return wind tunnel. The second one, which is the main topic of the
thesis, involves two in-line wind turbines with different inlet conditions. In
this latter case, three different inflow conditions have been simulated:
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1. Low turbulence inflow
2. High turbulence uniform inflow
3. High turbulence shear inflow
The low turbulence inflow represents the typical flow condition that oc-
curs at the inlet of the mentioned wind tunnel, whereas the inflow condi-
tions 2 and 3 have been reproduced with the adoption of two turbulence
generator grids with different geometries, located upstream the first wind
turbine. Such an analysis is important to understand how inflow turbulence
affects the flow past two in-line wind turbines and how the power production
on both of them is influenced.
The simulations have been performed by using the numerical code de-
veloped at the Department of Mechanical Engineering of The University of
Texas at Dallas, which is a high-fidelity code already validated by previ-
ous research activities ([51], [12], [63]). For the rotor, two different models
have been adopted: Rotating Actuator Disk Model and Actuator Line Model
([12], [67], [43], [42]). As concerns the solid bodies like walls, tower, nacelle
and turbulence generator grids, the Immersed Boundary Method has been im-
plemented, preserving the use of a cartesian grid ([45], [15], [38]). Moreover,
for the Large Eddy Simulations several subgrid scale models have been imple-
mented, like Smagorinsky, σ-model, Vreman and WALE ([65], [48], [72], [49]).
Summing up, the thesis is organized in the following sequence:
In Chapter 2, the aerodynamics of wind turbines is briefly presented, fo-
cusing on the Momentum theory and the Blade Element Momentum theory
(BEM). Results of a programmed BEM-code are compared with some exper-
imental data.
In Chapter 3, the basic theory of Large Eddy Simulation is described. The
formulation of the adopted subgrid scale models is reported in order to un-
derline how the eddy viscosity is calculated.
In Chapter 4, the numerical method is explained. The models used for
the rotor blades are also described (RADM and ALM) as well as the IBM,
used for the modeling of solid bodies in the simulation.
In Chapter 5, Large Eddy Simulations of a wind turbine model in a wind
tunnel are presented, by discussing the results and by comparing them with
the experimental data. In this Chapter the effect of the subgrid scale models
and hence of the small scales of turbulence on the solution of LES is evalu-
ated.
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In Chapter 6, results of Large Eddy Simulations of two in-line wind tur-
bines with different inlet conditions are discussed. The aim of this analysis
is not only to investigate the effect of the SGS model and of the rotor mod-
eling on the results, but also to understand how the different types of inlet
conditions upstream the first turbine affects the flow field and, primarily, the
power production. A comparison with some experimental data is reported
and discussed.
In Chapter 7 conclusions are presented.
Chapter 2
Aerodynamics of Wind
Turbines
The aerodynamics of wind turbines is complex and, because of the rotat-
ing blades, different from aerodynamics of aircraft wings. There are many
physical phenomena that interact with wind turbines. Some of them are:
atmospheric turbulence, wind shear from the ground effect, interaction with
the wake of neighboring turbines, etc. [66]. It’s apparent that it is not simple
to find a model that includes all these aspects.
An important model, generally attributed to Glauert (1926, [23]), is the
so-called Blade Element Momentum Theory (BEM).
2.1 Momentum Theory
Before talking about BEM theory, it is useful to mention the Momentum
Theory. Rankine in 1865 was the first to conduct such an analysis [58] and
then W. Froude (1878, [18]), R.E. Froude (1889, [17]) and Betz (1920, [6])
contributed to develop it.
In this model, the flow is assumed to be stationary, incompressible, invis-
cid, non-rotating and mono-dimensional. Furthermore, the rotor is consid-
ered as an ideal permeable disk. As shown in Figure 2.1, let us consider the
latter in a flow where the wind speed is U∞. Because of the presence of the
rotor, the velocity decreases, becoming equal to u at the rotor plane and to
u1 in the wake.
Initially the pressure has a small rise from the atmospheric level p∞ close
upstream to the rotor, then there is a discontinuous drop ∆p = p−−p+ over
the rotor and lastly the pressure recovers continuously to the atmospheric
level.
The axial force T resulting from the pressure drop is the thrust applied
by the disk, which can be expressed as follows:
5
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p∞
U∞
p− p+
u
p1
u1
x
Figure 2.1: Momentum Theory: Streamtube
T = ∆pA (2.1)
where A = πR2 is the area of the rotor.
Considering the previous assumptions, the integral forms of mass conser-
vation and axial momentum balance are [8]:
¨
Cv
ρV · n dA = 0 (2.2a)
¨
Cv
uxρV · n dA = T −
¨
Cv
pn · ex dA (2.2b)
where V is the velocity vector, n is the unit normal vector to the control
volume’s surface and ex is the unit vector of x-axis.
T
U∞
U∞ u1
x
Cv
Figure 2.2: Momentum Theory: Cylindrical control volume
Let us consider the cylindrical control volume of Figure 2.2. It should
be noted that there is mass flow through the lateral surface since this is not
aligned with the streamlines. Moreover, the last integral of Eq. (2.2b) is
equal to zero because the pressure has the same value on cylinder’s bases
and on the lateral surface n · ex = 0. By manipulating Eq. (2.2a) and (2.2b)
the thrust can be written as:
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T = ρuA(U∞ − u1) (2.3)
With reference to the assumptions made previously, Bernoulli’s theoreme
can be used both upstream and downstream of the rotor to find the dipen-
dence of the pressure drop by the velocities [26]:
∆p =
1
2
ρ(U∞
2 − u12) (2.4)
By matching Eq. (2.3) and (2.1), considering also Eq. (2.4) one obtains
an interesting relation:
u =
1
2
(U∞ + u1) (2.5)
So, according to Momentum Theory, the velocity at the rotor plane is
the mean value of the wind speed and the velocity in the wake.
It is possible to define the axial induction factor a as:
a = 1− u
U∞
(2.6)
which links the velocity at the rotor plane with the wind speed. Also,
from Eq. (2.5) and Eq. (2.6), the velocity in the wake can be written as:
u1 = U∞(1− 2a) (2.7)
If one assumes the power extracted from the rotor as P = Tu, it is useful
for the aerodynamics of wind turbines to introduce the following dimension-
less parameters:
CT =
T
1
2
ρU2
∞
A
(2.8)
CP =
P
1
2
ρU3
∞
A
(2.9)
that are respectively the thrust and the power coefficient. They can be
re-written using the axial induction factor:
CT = 4a(1 − a) (2.10)
CP = 4a(1− a)2 (2.11)
In Figure 2.3 are shown the two curves (2.10) and (2.11). Note that
the power coefficient has the maximum value when a = 1/3, where CP =
CPmax ≈ 0.593. This is the so-called Betz Limit [5] which sets that the
power extraction cannot be no more than 59.3% of available power in a
cross-section equal to the swept area by the rotor.
CHAPTER 2. AERODYNAMICS OF WIND TURBINES 8
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
a
C
P
,
C
T
Figure 2.3: CP ( ), CT ( )
Summing up, it should noted that the momentum theory has a limit for
high values of the axial induction factor a [9]. When a > 1/2, by the Eq. (2.7)
it follows that the wake velocity becomes zero or even negative. Nevertheless,
such a situation cannot physically occur and what happens is that the free
shear layer reaches a condition of instability because the difference between
U∞ and u1 is too high. This causes the birth of turbulence since vortex
structures are formed. The result is that the fluid particles, coming from the
region outside the wake, energize the flow downstream the rotor.
2.2 Blade element momentum theory
In the simply Momentum Theory, the main aerodynamic characteristics
of the rotor are not examined. In order to formulate a theory that could take
into account the geometry and the rotation of the blades, in 1926 Glauert
laid the foundations for the Blade Element Momentum theory (BEM). As
shown in Figure 2.4, the rotor is discretized by various annular elements
with radial extension dr. There are two important assumptions in the BEM
theory [26]:
1. Each annular element is not influenced by the other;
2. Since the force that the blades makes on the flow is constant in each
annular element, this means that the number of blades is considered
infinite.
Let us consider a wind turbine having rotating blades with angular veloc-
ity ω. One can introduce the tangential (or azimuthal) interference factor:
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dr
r
Figure 2.4: BEM Theory: Annulus
a′ =
uθ
ωr
(2.12)
where uθ is the azimuthal velocity induced to the flow. A generic section
of the blade works in the configuration shown in Figure 2.5. Each airfoil is
impinged by a velocity Vrel which is equal to:
Vrel
ωr(1 + a′)
U∞(1− a)
rotor plane θ
α
L
D
T
φ
Figure 2.5: Blade airfoil section: forces and velocities
Vrel =
√
U2
∞
(1− a)2 + ω2r2(1 + a′)2 (2.13)
From the Eq. (2.13) it is evident that the vortex system downstream
a wind turbine induces an axial velocity of opposite direction to the wind
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speed and an azimuthal velocity of opposite direction to the angular velocity
of the blades. Now, from the 2-D aerodynamics of the airfoils, it is possible
to write the expressions of the lift (dL) and the drag (dD) for a spanwise
length dr of each blade:
dL =
1
2
ρVrel
2cCL(α)dr (2.14)
dD =
1
2
ρVrel
2cCD(α)dr (2.15)
where c is the airfoil chord, α is the angle of attack, CL and CD are re-
spectively the lift and drag coefficient which of course are known by knowing
the profile used. By decomposing the two vectors dL and dD in the vertical
and horizontal directions (see Fig. 2.5), one finds the axial thrust dFT and
the tangential force dFθ on an annular element:
dFT = Nb
1
2
ρV 2relc(CL cos γ + CD sin γ)dr (2.16)
dFθ = Nb
1
2
ρV 2relc(CL sin γ − CD cos γ)dr (2.17)
where Nb is the number of the blades and γ, by considering the Figure 2.5,
is:
γ = α+ φ = arctan
(
U∞(1− a)
ωr(1 + a′)
)
(2.18)
Moreover, if we assume that Eq. (2.10) of Momentum Theory is valid
to express the local thrust coefficient (C locT ), by considering the area of an
annular element dA = 2πrdr, it follows that:
dFT =
1
2
ρU2
∞
C locT dA (2.19)
By using the conservation of the angular momentum of the air which is
passing in the annulus, the tangential force is:
dFθ = 4πr
2ρU∞(1− a)a′ωdr (2.20)
Now, by equalizing the equations (2.16) - (2.19) and (2.17) - (2.20), we
obtain the expressions of axial and tangential induction factor:
a =
[
4 sin2 γ
σ(CL cos γ + CD sin γ)
+ 1
]−1
(2.21)
a′ =
[
4 sin γ cos γ
σ(CL sin γ − CD cos γ) + 1
]
−1
(2.22)
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where σ = Nbc/2πr is the so-called solidity of the rotor. So in the BEM
theory, the axial induction factor a can be calculated by means an iterative
loop starting from an initial value and using all the above equations. This
represents the main advantage of the BEM compared to the Momentum
Theory. Obviously the same is valid for the calculation of the tangential
induction factor.
2.2.1 Corrections to the BEM
In order to obtain good results from the BEM theory, it is essential to
introduce two corrections. The first one is useful to take into account the
finite number of the blades, contrary to the assumption made previously, and
it is the Prandtl’s tip loss factor. The second one is the so-called Glauert
correction and it is used to fix the value of the thrust coefficient CT when
the axial induction factor is greater than 0.4 by using an empirical relation.
Tip loss factor
Of course, if one considers a rotor with infinite number of blades, the
wake downstream it will be very different compared to one of a finite number
blades rotor. This is because, clearly, the vortex system changes for the two
cases.
Prandtl in [57] introduced the tip loss function F , and then Glauert [24]
found an approximate formula to simplify it:
F =
2
π
cos−1(e−f ) (2.23)
where:
f =
Nb
2
D/2− r
r sinφ
(2.24)
with φ = φ(r) the local angle between relative velocity and the rotor
plane. From Eq. (2.23) it can be seen that the tip loss function is equal
to zero at the tip of the blade and is equal to one at the root section (see
Fig. 2.6).
Now, by considering the tip loss function, Eq. (2.19) and (2.20) can be
multiplied by F and this leads to a new derivation of the induction factor
coefficients:
a =
[
4F sin2 γ
σ(CL cos γ + CD sin γ)
+ 1
]−1
(2.25)
a′ =
[
4F sin γ cos γ
σ(CL sin γ − CD cos γ) + 1
]
−1
(2.26)
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Figure 2.6: Example of a tip loss factor for a constant φ = 10◦. R = D/2 is
the radius of the blalde
It should also pointed out that after Prandtl and Glauert, many changes
were proposed for the tip loss function. For example Sørensen et al. in [68]
defined a new type of tip loss function, in which the exponent in the Eq. (2.23)
is multiplied by a coefficient that depends on tip speed ratio (see Section
2.2.2), number of blades, geometric shape of the rotor, etc. Moreover, one
can use a hub loss function, to take into account the effect on the induced
velocity due to the vortices shed near the hub of the rotor [47].
Glauert correction
As said previously, the Momentum theory does not give good results when
a > 1/2. For that reason, since the BEM theory allows to use Eq. (2.10)
to express the C locT , it is necessary to change the CT curve for such values
of axial induction factor. In 1929, Glauert derived a best-fit parabola from
experimental data [22]:
CT = 0.889 − 0.0203 − (a− 0.143)
2
0.6427
(2.27)
As shown in Figure 2.7, Glauert’s parabola is tangent in a = 0.4 (which
corresponds to a CT = 0.96) to the curve of Eq. (2.10). Lastly, it is also
possible to combine the Glauert correction with the tiploss factor F , in order
to obtain the so-called Buhl correction [7]. In that case Eq. (2.27) can be
replaced by the following equation:
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CT =
8
9
+
(
4F − 40
9
)
a+
(
50
9
− 4F
)
a2 (2.28)
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a
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T
Figure 2.7: BEM theory ( ), Glauert correction ( )
2.2.2 BEM Code
A fundamental dimensionless parameter which is useful to describe the
performances of a wind turbine is the tip speed ratio (TSR).
By definition the tip speed ratio is:
TSR =
ωR
U∞
(2.29)
which represents the ratio between the tangential velocity at the tip sec-
tion of a blade having angular velocity ω and radius R and the wind speed
U∞. So, if a wind turbine is designed to extract as much power as possible
from the wind, of course there is an optimal TSR to obtain this condition.
During the work for the present thesis, a BEM code has been developed
for the wind turbine of Chapter 5 in the low-speed closed-return wind tunnel
at the Department of Energy and Process Engineering at the Norwegian
University of Science and Technology [32]. Each blade of the wind turbine
has been discretized in 30 parts and with varying the TSR from 1 to 12
the value of the power and the thrust coefficients have been calculated. The
latter are found by integrating Eq. (2.16) and Eq. (2.17) as follows:
1
2
ρU2
∞
ACT =
ˆ R
0
dFT (2.30)
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1
2
ρU3
∞
ACP =
ˆ R
0
ωrdFθ (2.31)
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Figure 2.8: Thrust coefficient: ( ) BEM code, ◦ Experimental data
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Figure 2.9: Power coefficient: ( ) BEM code, ◦ Experimental data
In the Figures 2.8 and 2.9, the results of the BEM code are reported and
compared with the experimental data.
One can note that for high tip speed ratios, the BEM code does not give
results close to the experimental data. This can be explained primarily for
two reason. The first one is because when the TSR increases, the induction
factor raises too. So it is possible to approach or even exceed the value of
a = 1/2 and, though the Glauert correction is employed, it is plausible to get
CHAPTER 2. AERODYNAMICS OF WIND TURBINES 15
inaccurate results since this correction is based on a best-fit curve obtained
through experimental data.
The second one is because in the wind tunnel there is the blockage effect
(solid and wake both). So the higher is the tip speed ratio the higher is
the thrust of the wind turbine and therefore the blockage effect is larger.
However the BEM theory does not consider this aspect which can motivate
the gap between experimental data and BEM results.
Chapter 3
Large Eddy Simulation
3.1 Characteristics of turbulent flows
A turbulent flow has as main aspects the non-stationarity and the tridi-
mensionality. It is characterized by the randomness and this means that it
is impossible to apply a deterministic approach for modeling the occurring
phenomena. A statistical representation is necessary because there is a very
strong sensibility to the perturbations of the initial conditions [61].
In the turbulent flows one can identify exchanges of momentum and en-
ergy from a macroscopic point of view. Basically, one can describe these flows
by means a wide set of eddies or vortex structures with different strengths and
sizes. Since the eddies are exposed to the instability, they start to separate
into smaller ones until viscous effects become significant. This phenomenon
is the so-called turbulent energy cascade and it represents the reason of the
presence of a very large range of characteristics scales in the turbulent flows.
The most common theory about the behavior of turbulent flows is due
to Kolmogorov (1941, [31]). In this regard, let us consider the Figure 3.1,
which shows a representation of the energy spectrum E(κ), where κ is the
wave number1.
According to Kolmogorov, at the smallest wave numbers (large scales)
the energy is supplied to the flow and at the biggest wave numbers (small
scales) it dissipates because of the viscosity. In the middle part of the energy
spectrum (the so-called Inertial Subrange), where there is a constant slope,
the inertial terms predominate and there is only an energy transfer since the
large eddies break up into smaller ones [41].
1The wave number is defined as κ = 2pi/d, where d is the generic lengthscale. To obtain
the total turbulent kinetic energy of the flow per unit mass, one can integrate the energy
spectrum as follows:
ˆ
∞
0
E(κ) dκ
16
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g
[E
(κ
)]
log (κ)
Figure 3.1: Trend of the Energy Spectrum (logarithmic scale)
This analysis contains the hypothesis of homogeneous and isotropic turbu-
lence. The smallest scales satisfy such an assumption if the Reynolds number
of the flow is high. In fact, by recalling the physical meaning of the Reynolds
number, in this case the inertial effects are very greater than the viscous ones
and the energy cascade persists in the time. Therefore, very small scales lose
memory of the large ones, which are very correlated with the type of the
flow.
If one defines L and η as the characteristics lengths of respectively biggest
and smallest scales and, in a same way, T and tη as the characteristics times,
from the Kolmogorov’s theory, it follows:
η
L
∼ Re− 34 (3.1)
tη
T
∼ Re− 14 (3.2)
where Re = UL/ν is the Reynolds number.
Equations (3.1) and (3.2) are very important for characterizing experi-
mental measurements and, above all, flow simulations. In particular, they
point out that for turbulent flows the higher is the Reynolds number the
larger is the range of the scales [60].
3.2 Numerical Approaches
As previously discussed, when the Reynolds number of a flow is high there
is a wide range of scales. Therefore, if one wants to perform a simulation
which produces sensible results from a physical point of view, the choice of
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the mesh size for the discretization of Navier-Stokes equations must be done
with great care.
It should be pointed out that, for some type of flow it is impossible
today, with the current computational resources, to use the Direct Numerical
Simulations (DNS). Just to have an idea of the orders of magnitude, let us
consider a generic flow where e.g. the characteristics length of the biggest
scales is L ∼ 1m and the Reynolds number is Re ∼ 106. From Eq. (3.1) it
follows that η ∼ 3 · 10−2mm. Thus, the grid cell dimension it should be at
least ∼ 10−3mm and this means that for a hypothetical domain of ∼ 106m3
we should need a number of grid cells approximately ∼ 1024. Moreover, it
should be noted that the such a Reynolds number is far from the typical
ones of the flow around real wind turbines, where it can reach values about
108 for very big rotor diameters.
This represents the main reason why the Large Eddy Simulation (LES)
is recently widespread for wind turbines flows. In fact, despite its computa-
tional requirements are quite high, it however demands very fewer computa-
tional resources than DNS.
One could use the Reynolds-averaged Navier–Stokes equations (RANS)
approach. It is based on decomposing the variables in a mean and a fluc-
tuation, carrying out also a time averaging of the Navier-Stokes equations.
Although RANS require less computational capabilities than LES, they have
two significant disadvantages compared with LES. The first one is the lack
of information on the dynamics of flow since the variable are averaged on
a certain time. The second one is that all turbulent scales are modeled, so
is more difficult to find models which are valid everywhere and for many
varieties of flows [61].
3.3 Theory of Large Eddy Simulation
3.3.1 Filtering of Navier-Stokes equations
The basic idea of LES approach is to resolve the large-scale of motions
as a DNS and to model the smallest scales. Since a model is required only
to describe the effect of small eddies, LES result is less influenced by the
turbulence model than other techniques where all turbulent scales are mod-
eled [2].
By recalling the Figure 3.1, if one selects a wave number in the intertial
subrange, it can be named cut-off wave number (κc) and its meaning is to
separate the scales where we are resolving (in other words the largest ones)
and the ones where we are modeling. By means a filter which is applied to
the Navier-Stokes equations, the scales lower than a particular one (cut-off
scale) are separated from the greater ones and consequently removed. For a
generic variable φ(x, t), the filtering operation is made as follows:
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φ(x, t) =
ˆ +∞
−∞
ˆ +∞
−∞
φ(ξ, t′)G(x− ξ, t− t′)dt′dξ (3.3)
where G is the filter function (or filter kernel). As it can be seen from
Eq. (3.3) the filtering operation is a convolution product, so it represents
how much the variable φ and the function G are similar while the latter is
shifting.
We assume that the filtering operation verifies the following properties [59]:
• Conservation of constants: a = a⇐⇒ ´ +∞
−∞
´ +∞
−∞
G(ξ, t′)dt′dξ = 1
• Linearity: φ+ ψ = φ+ ψ
• Commutation with derivation : ∂φ∂s = ∂φ∂s , s = x, t
The kernel G is linked with the space and time cutoff scales ∆ and τc.
One can express each variable as sum of the filtered (or resolved) and the
unresolved parts:
φ(x, t) = φ(x, t) + φ′(x, t) (3.4)
where the symbol “ ′” indicates the unresolved part.
Filtered
Subgrid
∆
Figure 3.2: Large Eddy Simulation: representation of filtered and subgrid
scales
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In Figure 3.2 is shown a schematic representation of resolved and subgrid
scales. It is obvious that if ∆ is the space cutoff scale, this means there is
the implicit assumption that the cutoff wave number is:
κc = π/∆ (3.5)
Let us consider now the Navier-Stokes equations for an incompressible
flow:
∂ui
∂xi
= 0 (3.6a)
∂ui
∂t
+
∂(uiuj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xi∂xj
(3.6b)
By filtering all the terms one obtains:
∂ui
∂xi
= 0 (3.7a)
∂ui
∂t
+
∂(uiuj)
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj∂xj
− ∂τij
∂xj
(3.7b)
where τij = uiuj−uiuj which represents the components of the so-called
subgrid scale tensor (SGS tensor). This is the term which must be modeled
in Navier-Stokes equations in order to close the mathematical problem of
LES.
It is interesting to underline that, as shown by Eq. (3.7a), after the
filtering operation, there is still present a solenoidal vector field.
The solution of LES obviously depends from the filter. Throughout the
development of LES a lot of different types of filters have been used. The
most common was the one with the Gaussian kernel and several filters with re-
lated properties are described by Germano in [20],[21] and by Sagaut in [59].
In all the simulations present in this work, the operation of implicit fil-
tering has been performed by means the computational grid and such an
operation does not involve additional computational costs. By recalling the
sampling theorem (or Nyquist-Shannon theorem), it is known that for rep-
resenting in a correct way a continuous time-variant signal, the sampling
frequency must be at least twice the maximum frequency contained [40]. If
this assumption is respected the incurring in the aliasing error is avoided.
In the case of the implicit filtering, from the sampling theorem, it follows
that:
1
2∆ξ
≥ κ
2π
(3.8)
where ∆ξ is the mesh dimension and κ is the wave number. Thus is clear
that when in the Eq. (3.8) the equality occurs, one obtains the Eq. (3.5),
finding the cutoff wave number κc and the mesh size ∆.
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As shown in Figure 3.2, the choice of the mesh size is crucial. In fact,
it is fundamental to select a ∆ to which corresponds a cutoff wave number
such that the largest scales, which are responsible of the energy supplying,
are not modeled.
3.3.2 Interpretation of the SGS scale tensor
In the filtered Navier-Stokes equation of the momentum (3.7b), the term
wich represents the interaction between the large and the unresolved scales is
the subgrid scale tensor τij. To make easier its interpretation, Leonard [36]
proposed a different expression of the non-linear term as follows:
uiuj = (u¯i + u
′
i)
(
u¯j + u
′
j
)
= u¯iu¯j + u¯iu′j + u
′
iu¯j + u
′
iu
′
j (3.9)
where the previous equation is obtained by using Eq. (3.4) on the generic
velocity component. Moreover, one can take into account the following iden-
tity:
u¯iu¯j = (u¯iu¯j − uiuj) + uiuj (3.10)
By using Eq. (3.9) and (3.10) it is possible to re-write the SGS tensor as
sum of three contributions:
τij = Lij +Rij + Cij (3.11)
where:
Cij = u¯iu′j + u′iu¯j
Rij = u′iu′j
Lij = u¯iu¯j − uiuj (3.12)
The Eq. (3.11) is the so-called Leonard triple decomposition, in which
Cij is the cross-stress tensor for representing the interactions among large
and unresolved scales and Rij is the SGS Reynolds tensor and describes the
interactions between the subgrid scales. Regarding the Leonard tensor Lij, it
was proposed by Leonard himself by means the identity (3.10) and it denotes
the interactions between the filtered scales. It is important to note that the
terms of Lij are computable and they have not components which should be
modeled.
The Leonard’s point of view it is not the only one, but in literature there
are other interpretations of the subgrid scale tensor, one of them is due to
Germano (1986, [19]).
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3.3.3 SGS tensor modeling
After the filtering of the Navier-Stokes equation, a fundamental point
misses in order to close the problem. If one considers that τij = τij (u,u),
the interior closure of the problem in the Large Eddy Simulation is to replace
the τij (u,u) with another tensor τij (u,u) [4].
The approach used to close the LES problem consists on the introduction
of the subgrid-scale models (or eddy-viscosity models). At the base of them
there is the fundamental hypothesis which states that the energy transfer
mechanism from filtered to the unresolved scales is similar to the molecular
diffusion due to the viscosity ([59], [55]).
This assumption shows that there is an analogy between the chaotic
motion of the molecules and the interaction among fluid particles, which is
characteristic of the turbulent flows. For that reason, Boussinesq in 1877
introduced the following hypothesis:
τdij = τij −
1
3
τkkδij = −νsgs
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.13)
where τdij is the deviatoric part of τij and νsgs is the so-called subgrid
or eddy viscosity. Eq. (3.13) is formally analogous to the link between the
viscous stresses and the symmetric part of the velocity gradient tensor and
hence is now clearer the meaning of the previous hypothesis.
It is also fundamental to clarify that, as reported in [10], the principal
difference between the continuous model and the SGS modeling is in the
separation of micro and macro scales. In the first case, this separation is
made by the constitutive equations since at the smallest scales we have the
molecular motion and at the biggest scales the one of fluid particles. In the
second case, the separation is not that defined and hence this has to contain
elements of arbitrariness.
By recalling the definition of the rate of strain tensor:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.14)
the Eq. (3.13) can be rewritten as follows:
τdij = −2 νsgsSij (3.15)
It is interesting to note that in Eq. (3.15) it is implicitly assumed that
the rate of strain tensor and the subgrid scale tensor have the principale axes
which are parallel [61].
By means the rate of the strain tensor, it is possible to indicate the
subgrid dissipation as follows:
εsgs = −τdijSij (3.16)
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which represents the dissipation of kinetic energy due to the SGS stress
contained in the subgrid scale tensor. During the energy cascade the kinetic
energy is dissipated because it becomes internal energy, increasing the flow
temperature. Nevertheless, the dissipation takes place for high wave numbers
only for a theoretical point of view. In fact, in reality there is a loss of kinetic
energy also for low wave numbers, but it is certainly less than the one at high
wave numbers.
By considering the Boussinesq hypothesis it is necessary to model a devi-
atoric tensor or in other words a traceless one. For that reason, the isotropic
part of the tensor is taken into account in the momentum filtered equa-
tion (3.7b). In particular, this happens by replacing the pressure p with the
following term:
Π = p+
1
3
τkkδij (3.17)
Furthermore, as reported in [59] and in [29] the larger is the value of the
subgrid kintetic energy qsgs =
1
2τkk, the bigger is the difference between Π
and p.
It should be pointed out that the previous approach presented is not the
only one. In fact, there are different models, based on various hypothesis.
Some of them are the scale-similarity models, due to Bardina et al. ([2]), in
which the main assumption is that the scales smaller than the space cutoff
scale ∆ are similar to the ones just larger than the latter. So it is possible
to model the subgrid scale tensor by means the smallest resolved scales.
Since this model underestimates the dissipation, some modifications were
presented in several papers, see e.g. [35], [39] and [62]. Other descriptions of
different apporaches can be found in [61] and [59].
3.3.4 Subgrid Scale models
The last step to have the closure of the problem is to determinate the
expression of the subgrid viscosity as a function of the filtered velocity field,
or in other terms:
νsgs = f (u) (3.18)
Each model has a different link between the subgrid viscosity and the
filtered velocity field. In the next Sections some of the most important
eddy-viscosity models, employed throughout the development of LES, will
be described.
Smagorinsky model
One of the most used and studied eddy-viscosisty models in LES applica-
tion is due to Smagorinsky (1963, [65]). What makes this model very popular
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is the simplicity that distinguishes it over other more complex models. The
subgrid viscosity takes the following form:
νsgs =
(
Cs∆
)2√
2SijSij (3.19)
where Sij is the rate of strain tensor and ∆ = (∆x∆y∆z)
1
3 , with ∆x,
∆y and ∆z the dimensions of the grid cell in each direction.
Cs is the so-called Smagorinsky constant and it can assume values in the
range of Cs = 0.001–0.3 (see e.g. [46] and [28]) or even lower.
Even though this eddy-viscosity model has given quite satisfactory re-
sults, it includes some disadvantage. First of all, the constant Cs is determi-
nated in an arbitrary way and this could lead to inaccurate fluid dynamic
simulations. Secondly, by looking the definition of the subgrid viscosity in
Eq. (3.19) is always positive and for that reason the subgrid dissipation εsgs
is positive as well. This means that there is no possibility to have an energy
transfer from the small to the big scales (backscatter) but it is only present
the forward energy cascade [44].
Moreover, the Smagorinsky model has a deficiency when the flow is lami-
nar. In fact, in this situation the classic values of the constant Cs may cause
an excessive estimate of the SGS dissipation, risking to hinder the transition
to turbulence [53]. This is the case of the near-wall regions, where the flow
is laminar because turbulent fluctuations indeed near a physical boundary
must go to zero and the eddy viscosity should have the same behavior. How-
ever, from Eq. (3.19) it is evident that the latter has a high value when the
velocity gradient is large (as it happens near the wall) and as a consequence
the SGS dissipation is overestimated.
To avoid this problem, the Smagorinsky model is often used with the
so-called Van Driest’s damping [71]. This expedient allows to tend to zero
the product
(
Cs∆
)2
as the boundary is approached. The expression of the
damping can be written as follows (see Fig. 3.3):
(
Cs∆
)2
VD(
Cs∆
)2 = (1− e(y+/25))2 (3.20)
where y+ = uτyν , with y the dimensional distance from the wall and uτ
the wall shear velocity2. The reason why it is used this velocity is because
the turbulence is obviously presents owing to the interaction between the
fluid and the wall [4].
2The wall shear velocity is given by uτ =
√
τp, where τp represents the wall shear stress
and it can be defined as [59]:
τp =
√
τ 2p,13 + τ
2
p,23
with τp,ij = ν Sij
∣∣
y=0
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Figure 3.3: Van Driest Damping near the wall regions
However, it is necessary to underline that with the Van Driest damping
the eddy viscosity is zero on the wall, but it does not approach to this value
with the correct behavior which is o(y3) [11].
This represents one of the properties that the subgrid viscosity has to
respect in order to obtain a solution which describes as well as possible the
physics of the flow. This property can be explained in a simple manner.
Let us consider the velocity vector u = (u, v, w) and the direction y
normal to the wall. By considering the imcompressibility of the flow and the
no-slip condition, the Taylor expansion in the range of zero of the velocity
components is:
u =
∂u
∂y
∣∣∣∣
y=0
y + o(y2) (3.21a)
v =
∂2v
∂y2
∣∣∣∣
y=0
y2
2
+ o(y3) (3.21b)
w =
∂w
∂y
∣∣∣∣
y=0
y + o(y2) (3.21c)
By observing that Eq. (3.21) can be written also for the filtered velocity
components, if one examinates τdxy
∣∣
y=0
and τdzy
∣∣
y=0
, it can be demonstrated
that the subgrid viscosity has to be o(y3).
Since with Van Driest damping the SGS viscosity approaches to zero as
o(y), the property mentioned above is not respected. However, Piomelli et
al. [54] developed another form of damping, actually based on the one of Van
Driest, where the subgrid viscosity has a correct asymptotic behavior.
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Vreman Model
The Vreman Model [72] is another subgrid scale model, based on the
following definition of the subgrid scale viscosity:
νsgs = CV
√
Bβ
αijαij
(3.22)
where:
αij =
∂uj
∂xi
(3.23a)
βij = ∆
2
αmiαmj (3.23b)
Bβ = β11β22 − β212 + β11β33 − β213 + β22β33 − β223 (3.23c)
In the Eq. (3.22) the subgrid scale viscosity is consistently defined as zero
and it should be demonstrated that there is not a variation of the model
under rotations of coordinates axes (see [72]). For the case of homogeneous
isotropic turbulence, there is also an expression which links the Smagorinsky
constant with the Vreman one CV :
CV ≈ 2.5C2S (3.24)
In the Vreman model, the subgrid viscosity approaches to zero in the
region where the flow is laminar, e.g. near the walls or the boundaries of a
body. However, it should be noted that the behavior of νsgs in this regions is
not o(y3) but o(y), which corresponds to the results of Smagorinsky Model
with the Van Driest damping as discussed before.
Wall-Adapting Local-Eddy Model
The Wall-Adapting Local Eddy (Wale) Model was developed by Nicoud
and Ducros in 1999 [49]. The definition of the subgrid viscosity assumed
from the model is:
νsgs = (CW ∆¯)
2 (S
d
ijS
d
ij)
3/2
(SijSij)5/2 + (S
d
ijS
d
ij)
5/4
(3.25)
where:
S
d
ij =
1
2
(g2ij + g
2
ji)−
1
3
g2kkδij (3.26a)
g2ij = gikgkj (3.26b)
gij =
∂ui
∂xj
(3.26c)
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By assuming that the model gives the same ensemble-average subgrid
kinetic energy dissipation as Smagorinsky, it is possible to write the relation
between the two constants, as previously done for the WALE model. The
range of the value of CW is 0.5-0.6.
In this model, the problem of the subgrid viscosity in laminar regions
prensent in Smagorinsky is overcome, in fact νsgs approaches to zero near
the wall, with a behavior as o(y3).
σ-model
The σ-model has been recently developed by Nicoud et al. [48]. The
subgrid viscosity is defined as follows:
νsgs = (Cσ∆¯)
2σ3(σ1 − σ2)(σ2 − σ3)
σ21
(3.27)
where σi are the singular values of the matrix gij =
∂ui
∂xj
, the velocity
gradient tensor of the resolved scales. The value of the constant Cσ, as
suggested from the authors, is 1.35.
As reported in [48] the singular values near a solid boundary have the
following behaviors:
σ1 = o(y
0) (3.28a)
σ2 = o(y
1) (3.28b)
σ3 = o(y
2) (3.28c)
By insterting Eq. (3.28) in (3.27), it is possible to see that when y → 0,
the subgrid viscosity approaches to zero with a behavior as o(y3).
Summing up, four different eddy-viscosity models have been discussed and it
has been underlined the difference in the definition of the subgrid viscosity in
each of them. As reported in [48], it is interesting to talk about the desirable
properties that the subgrid viscosity should have in a model. Since it is quite
hard to motivate in a mathematical way the need of a determined property,
one can assume four properties based on physical interpretation. The Prop-
erty 1 implicates that the subgrid viscosity should be positive, involving only
local velocity gradients. This is useful for the implementation of the model
in the LES, because if the operator is defined locally, the computation of the
gradients is not very complicated. Moreover, even though a positive value
of νsgs does not allow the presence of the energy backscatter, at the same
time induces a drain of kinetic energy from the resolved velocity field. The
subgrid viscosity should be zero for two dimensional flows where there is not
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the vortex-stretching phenomenon, because of the lack of the term ω · ∇u
in the dynamic of vorticity equation (Property 2 ). The Property 3 has been
already discussed above. It is related to the correct behavior of the subgrid
viscosity in the near-wall regions or, more generally, in the case of laminarity.
The Property 4 requires that the value of νsgs should be zero when axisym-
metric or isotropic expansion/contraction happen. This last property comes
from the analysis of some type of flows where one can find such situations
and there are not turbulent phenomena.
In Tab. 3.1 is reported a comparison of Smagorinsky, Vreman, WALE
and σ-model in terms of compliance with the aforementioned properties.
Model Property 1 Property 2 Property 3 Property 4
Smagorinsky Yes No No No
Vreman Yes No No No
WALE Yes No Yes No
σ-model Yes Yes Yes Yes
Table 3.1: Comparison of SGS models and their properties
Chapter 4
Numerical Modeling
4.1 Equations of motion
To model the flow around wind turbines the first step is to write the
Navier-Stokes equations, which represent the key to describe all phenomena
that may occur in a problem of fluid dynamics. As known, the Navier-
Stokes equations are a system of partial differential equations, nonlinear and
strongly coupled. Nevertheless, in the case of a wind turbine, it is possible
and really also useful to make some sensible assumption which is helpful to
simplify the complexity of the problem in question.
In fact, if one considers the usual velocities, and consequently the Mach
numbers, of a wind turbine in design conditions, it is reasonably possible to
neglete the effects of the compressibility [8]. This leads to write the Navier-
Stokes equations for incompressible flows:
∇ · u = 0 (4.1a)
∂u
∂t
+ u · ∇u = −1
ρ
∇p+ ν∇2u (4.1b)
where u = (u, v, w) is the velocity, p the pressure, ρ the fluid density and
ν = µρ the kinematic viscosity.
In the present thesis, the numerical code used to simulate the flow around
wind turbines is based on the non-dimensional Navier-Stokes equations. By
defining L and U respectively as the characteristic length and velocity, one
can introduce the following dimensionless variables:
u˜ =
u
U
t˜ =
tU
L
p˜ =
p
ρU2
x˜i =
xi
L
(4.2)
where xi represent the directions of the three-dimensional space. By
replacing the Eq. (4.2) in the Eq. (4.1a) and (4.1b), one obtains the Navier-
Stokes equations for the dimensionless variables t˜, p˜ and u˜:
29
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∇ · u˜ = 0 (4.3a)
∂u˜
∂t˜
+ u˜ · ∇u˜ = −∇p+ 1
Re
∇2u˜ (4.3b)
where Re = ULν is the Reynolds Number of the flow. For practicality, by
this time the symbol “~” will be omitted for each variable, meaning implicitly
that it will be suitably adimensionalized. In the Eq. (4.3b) is emphasized
the characteristic of Reynolds number as similarity parameter [8]. In fact, if
two flows have the same Reynolds number it is possible to use the Eq. (4.3b)
for both cases. Moreover, one can express the non-dimensional variables as
a function of this similarity parameter by means the suitable similarity lows.
4.2 Numerical Discretisation
As known, the solution of Equations (4.3) can be carried out only by a
numerical way, and consequently by means a numerical discetization. The
adopted numerical code is based on a central finite-difference method with
an implicit discretization for the linear terms of the Navier-Stokes equations
and a third-order Runge-Kutta scheme for the non-linear terms (see [38],
[37]).
4.2.1 Computational Grid
The mesh-grid of the code is orthogonal-cartesian and also staggered. As
shown in Figure 4.1 the velocity components are on the faces of the grid cell,
while the pressure is located at the center.
x
y
z
u
v
w
p
Figure 4.1: Representation of a staggered grid cell
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The choice of this type of grid is due to some issue that may occur in the
case of a collocated one. In fact, with a staggered grid is possible to have
a greater accuracy since the derivatives are referred to adjacent nodes and
primarily the spurious pressure modes as well as the presence of checkerboard
patterns of velocity are avoided [16].
4.2.2 Equations Discretisation
The Navier-Stokes equations represent a system of partial differential
equations and when one applies a space-discretization, it obtains a system
of ordinary differential equations in time.
For the linear terms, a Crank-Nicolson scheme has been used with refer-
ence to the instance t = tn+ 1
2
:
un+1i − uni
∆t
+Hni =
δp
δxi
∣∣∣∣
t=t
n+1
2
+
1
Re
Ljj
(
un+1i + u
n
i
2
)
(4.4)
where ∆t = tn+1−tn is the discrete time step, δ
δxi
is the discrete gradient,
Ljj is the discrete Laplacian and Hni indicates the sum of the non-linear
convective terms related to i. As reported above, Eq. (4.4) treats the linear
terms in an implicit form and this permits to have stability conditions less
limiting, as we will discuss later.
On the other hand, for the non-linear terms a third-order Runge-Kutta
method has been adopted. The latter, developed by Wray in 1987 [73], is
called low storage scheme since a third-order accuracy in time is preserved
despite it requires a storage of a second-order scheme. The choice to treat
the non-linear terms explicitly does not imply to linearize, without losing in
this manner the accuracy of the scheme. As reported in [50], with Runge-
Kutta method, the advancement of one time step, from t = tn to t = tn+1 is
carried out by means three sub time steps.
To understand the basis of the method , let us consider the following
equation ([50], [38] and [37]):
du
dt
= f (u, t) (4.5)
Now, one has to develop a method of third-order accuracy to move for-
ward of one time step, in order to go from [tl ⇒ ul, f
(
ul, tl
)
] to [tl+1 ⇒
ul+1, f
(
ul+1, tl+1
)
].
By defining the following quantities:
u′ = ul + a∆tl f
(
ul, tl
)
(4.6a)
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uA = u
l +A∆tl f
(
ul, tl
)
(4.6b)
One can summarize the Runge-Kutta scheme as reported below:
ul | f
(
ul, tl
)
u′ = ul + a∆tl f
(
ul, tl
)
| uA = ul +A∆tl f
(
ul, tl
)
u′′ = u′ + b∆tl f (uA, tl +A∆tl) | uB = u′ +B∆tl f (uA, tl +A∆tl)
ul+1 = u′′ + c∆tl f (uB , tl + (a+B)∆tl) | not used in 3rd order schemes
Each line represents an operation of Runge-Kutta, with the two memory
locations, separated by the symbol “|”. The complete form of the scheme is:
ul+1 = ul + a∆tl fa + b∆tl fb + c∆tl fc (4.7)
where fa = f
(
ul, tl
)
, fb = f (uA, tl +A∆tl) and fc = f (uB , tl + (a+B)∆tl).
By comparing Eq. (4.7) with Taylor’s series at the third order, one obtains
a system of four equations and five unknown variables (a, b, c, A, B). By
assigning zero at the variable b, the solution is:
a =
1
4
b = 0 A =
8
15
B =
5
12
c =
3
4
(4.8)
The next step is to apply the previous procedure to the Navier-Stokes
equations, thus let us consider the following equation:
∂u
∂t
= N (u) + Lu (4.9)
where N indicates the non-linear term and L is the linear one. By repeat-
ing the same line of reasoning of above, one can write as follows:
u′ = ul + γ1∆tN
l + ρ1∆tN
l + α1∆t
Lu′ + Lul
2
(4.10a)
u′′ = u′ + γ2∆tN
′ + ρ2∆tN
l + α2∆t
Lu′′ + Lu′
2
(4.10b)
ul+1 = u′′ + γ3∆tN
′′ + ρ3∆tN
′ + α3∆t
Lul+1 + Lu′′
2
(4.10c)
where αi coefficients can be calculated by imposing the expression:
αl = γl + ρl (l = 1, ..., 3) (4.11)
where l = 1, 2, 3 are the Runge-Kutta steps. This is because it was
imposed an advancement of the same ∆t for the linear and the non-linear
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terms. By summing the Equations (4.10) one can obtain the equivalent of
Eq. (4.7):
ul+1 = ul +∆t
[
(γ1 + ρ2)N
l + (γ2 + ρ3)N
′ + γ3N
′′
]
(4.12)
By comparing Eq. (4.12) and Eq. (4.7) the values of γi and ρi coefficients
can be found:
ρ1 = 0 ρ2 = −17
60
ρ3 = − 5
12
γ1 =
8
15
γ2 =
5
12
γ3 =
3
4
(4.13)
where ρ1 is set as zero because it is impossible to have previous informa-
tion at the first step.
Now, by centering the Crank-Nicolson scheme around the value l+ 12 for
the sub steps of Runge-Kutta, Eq. (4.4) becomes:
ul+1i − uli
∆t
+ ρlH
l
i + γlH
l−1
i = −
δp
δxi
∣∣∣∣
l+ 1
2
+ αl
1
Re
Ljj
(
ul+1i + u
l
i
2
)
(4.14)
However, in the Eq. (4.14) the value of the pressure is unknown at time
t = tl+ 1
2
. For that reason the value of p at time t = tl is used and as a
consequence the solution obtained must be corrected to restore the solenoidal
behavior of the velocity field. Let us assume uˆi as the value of the velocity
which gives a non-solenoidal field and ∆ui = uˆi − uli, Eq. (4.14) may be
re-written as follows:
∆ui
∆t
− αl
Re
Ljj
(
∆ui
2
)
= − δp
δxi
∣∣∣∣
l
− ρlH li − γlH l−1i +
αl
Re
Ljj(u
l
i) (4.15)
where the left-hand side represents a seven-diagonal sparse matrix. This
means that is too expensive in terms of computational costs to do an inver-
sion and thus the approach of an approximate factorization scheme in three
steps has been employed [30]:(
I +
αl∆t
2Re
L1 1
)
∆u∗∗ = RHS(
I +
αl∆t
2Re
L2 2
)
∆u∗ = ∆u∗∗(
I +
αl∆t
2Re
L3 3
)
∆u = ∆u∗ (4.16)
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where RHS is the right-hand side of Eq. (4.15). The final step lets
us obtain the divergence free solution un+1 from uˆ = ∆u − un. This can
be accomplished by introducing a scalar quantity ψ in order to perform a
projection of uˆ onto a solenoidal space and after that calculating p|t=tl+1 :
∇ · ∇ψ = ∇ · uˆ (4.17)
pn+1 = pn − ψ + αl∆t
2Re
Ljj (ψ) (4.18)
Summing up, the integration in time is carried out by three Runge-Kutta
steps and for each of them is used the value of the pressure of the previous
one. The solution uˆ which comes from this operation is found by means a
factorization to avoid an inversion of a seven diagonal matrix and the velocity
field is projected to a solenoidal one.
4.2.3 Stability of the scheme
The numerical scheme must respect some inequality in order to do not
violate the stability constraints. The first one is the so-called CFL condi-
tion [13] (Courant, Friedrichs and Lewy) and it derives from the explicit
treatment of the non-linear terms of Navier-Stokes equations. This condi-
tion states that in a time step, a fluid particle must not travel a distance
greater than the mesh width. The constraint can be expressed by means the
inequality (4.19):
CFL =
∣∣∣∣ui∆t∆xi
∣∣∣∣
max
≤ 1 (i = 1, 2, 3) (4.19)
However, the real advantage of the Runge-Kutta method is to permit the
utilization of a less stringent condition of stability:
CFL ≤
√
3 (4.20)
Moreover, in the Eq. (4.19), it can be observed that there is not the
contribution of the linear (viscous) term of Navier-Stokes equations which
actually gives a favorable contribution on the stabilization of the solution.
Another constraint should be identified in the explicit treatment of the
viscous term [38]. In this case, the following restrictive inequality must be
respected:
∆t
∆x2Re
≤ 1
2n
(4.21)
where n is the number which identifies the dimension of the simulation
(2D or 3D). From (4.21) it is clear that the lower is Re, the stronger is the
constraint expressed from this inequality, in terms of limitation. Further-
more, expression (4.21) becomes more restrictive when one has to simulate
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three dimensional flows and it states that a diffusion effect due to the vis-
cosity, must not propagate for more than the mesh width in one single time
step. As previously said, by resorting to the implicit modeling of the linear
term of the Navier-Stokes equations, this condition is actually overcome.
4.3 Bodies Modeling
In the simulations discussed in the next Chapters, the presence of solid
bodies like wind turbines, grids or walls has been mimicked. In particular,
two different approaches have been exploited, depending on the part to ex-
amine: the first one is the Immersed Boundary Method (IBM), which has
been used for the tower, nacelle and other kind of bodies, while for the rotor
of the turbines two different actuator models have been adopted.
4.3.1 Immersed Boundary Method
The first two formulations of Immersed Boundary Method were developed
by Mohd-Yusof [45] and Fadlun [15], whereas the approach carried out for
the present work is due to Leonardi [38]. The structure of the method is
quite simple and it basically consists of equalizing the velocity of each grid
points inside the body with the velocity of the latter. Thus, it is clear that
in the case in which the body is not moving in the space, the velocity of the
interior grid points is imposed to be zero.
Figure 4.2: Immersed Boundary Method for a 2D body: • points inside the
body, × points outside the body
However, one has to pay more attention on the grid points at the bound-
ary of the body. Let us consider the two dimensional body shown in Fig. 4.2,
where there are the points of the staggered grid inside the cylinder indicated
by the symbol • . For all the closest points to the body, if one does not apply
a correction, the resolved flow should be the one around the body drawn by
CHAPTER 4. NUMERICAL MODELING 36
the blue lines. To overcome this problem, it has been adopted a proper cor-
rection to mimic the real distance from the body for the grid points near its
boundary. An example is reported in Figure 4.2 where the correction on first
derivative of the velocity is expressed for one of the aforementioned points.
The main advantage of the Immersed Boundary method is to use a carte-
sian grid even though one has to study cases with complex-geometry bodies.
In fact, with the expedient just described, one does not need a body-fitted
grid which is undoubtedly much more difficult to implement in a numerical
code.
Calculation of Subgrid Viscosity
An application of the Immersed Boundary Method coupled with the use
of a staggered grid can be observed in the calculation of the subgrid viscosity
νsgs. In this case, it is necessary to determine the rate of strain tensor Sij,
whose definition is recalled below:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(4.22)
Since the rate of strain tensor is calculated at the center of the grid cell,
if one considers the (x, y) plane, it can be seen that the points used in the
numerical code for obtaining the tensor are those shown in Figure 4.3.
i+1i
j
j+1
Figure 4.3: (•) center of the cell, (©) Grid points for νsgs calculation
The calculation of the components S11 and S22 is quite simple, because it
is only necessary to apply the finite difference scheme for the first derivative of
the velocity in order to obtain the value directly in the center of the grid cell.
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For the component S12 the cross derivatives of the velocity are computed at
the edges of the staggered grid cell. With reference to the Figure 4.4, let us
consider the calculation of the S12 component in the generic node (i, j). For
determining the cross derivatives ∂u∂y and
∂v
∂x one needs the following values
of velocity (see Fig. 4.5):
1. uj+1/2
2. uj−1/2
3. vi+1/2
4. vi−1/2
j
j+1
i i+1
Figure 4.4: Calculation of S12 in the center of the grid cell
j
j+1
i i+1
(a) Grid points for the cross derivative
∂v/∂x
j
j+1
i i+1
(b) Grid points for the cross derivative
∂u/∂y
Figure 4.5: Cross derivatives calculation
In the same way, one can find the S12 component in the nodes (i, j + 1),
(i+ 1, j) and (i+ 1, j + 1).
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After that, the value of S12 at the center of the grid cell is given by the
following expression:
S12|i+1/2, j+1/2 =
S12|i, j + S12|i, j+1 + S12|i+1, j + S12|i+1, j+1
4
(4.23)
However, the situation is different when one deals the points near the
boundary of the body, where there is the correction on the derivatives of the
velocity since the Immersed Boundary Method (IBM) is employed.
Let us consider Fig. 4.6a and 4.6b where two cases are represented (body
A and B) and ∆x is the body’s contour corrections for the first derivatives.
In the point
(
i+ 12 , j +
1
2
)
, one wants to calculate the rate of strain tensor.
In the case A (see Fig. 4.6a), there is no problem for the calculation of S11
and S22 but the S12 component will not be at the center of the grid because
of the ∆x due to the correction of the IBM. Instead, in the case B (see
Fig. 4.6b), the situation is different since the contour correction is also in the
derivative of the S11 component. Therefore, when the node (i, j) is in one
of these cases (A or B), the interpolation of Eq. (4.23) does not produce the
S12 component at the center of the cell.
In fact, if one focuses on the calculation of the cross derivative ∂v∂x in the
nodes (i+ 1, j) and (i+ 1, j + 1), the S12 components are on these nodes only
at the first order, but not at the second. Thus, S12|i+1, j and S12|i+1, j+1 are
situated not properly on the nodes (i+ 1, j) and (i+ 1, j + 1) but to their
left. Consequently with Eq. (4.23) in those cases we do not compute the S12
component exactly in the position (i+ 1/2, j + 1/2).
It should be pointed out that in the case B, also the S11 component is not
at the center of the grid cell, again because of the body’s contour correction.
This represents an inconvenience realted to the use of the IBM, which
could lead, as discussed in Chapter 5, to values of the subgrid viscosity
different from zero near the boundary of the solid walls.
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i+1i
j
j+1
(a) Example case A
i+1i
j
j+1
(b) Example case B
Figure 4.6: Correction due to Immersed Boundaries Method
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4.3.2 Rotor Modeling
The modeling of a rotor of wind turbines involves a huge quantity of de-
tails and features which are impossible to be represented with high accuracy.
It is only necessary to think about the wide range of scales that dominates
the physical situation of the flow around wind turbines. The most sensible
Figure 4.7: Rotor of a wind turbine
approach, by taking into account of the present computational resources, is
not to model the blades of the rotor directly in the flow, but only the effect
that the blades produce with their rotation.
In this work, two different approaches have been carried out for the ro-
tor modeling: the Rotating Actuator Disk (RADM) and the Actuator Line
Model (ALM). In these models, presence of the rotor is mimicked with a
distribution of forces over the circular swept area and then the forces are in-
serted in the Navier-Stokes equations. Another widespread approach is the
Actuator Disk Model (ADM) which has been the first model used in Large
Eddy Simulations of wind turbines (see [27]). However, the major disadvan-
tage of the ADM is related to the non-attendance of the effect of rotation of
the turbine blades, which is of course crucial to understand the dynamic of
the wake and the effect of the latter on the downstream wind turbines.
Actuator Line Model
The Actuator Line Model has been introduced the first time by Sørensen
et al. in 1999 [67] and then lots of other studies have been carried out using
this rotor modeling approach (see e.g. [43] and [42]). To explain the basis
of the Actuator Line Model, let us consider the cross-section of the blade in
Figure 4.8, where:
Urel =
√
U2x + (Uθ − ωr)2 (4.24)
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Vrel
Uθ − ωr
Ux
rotor plane θ
α
L
D
T
φ
Figure 4.8: Blade’s airfoil: forces and velocities – Actuator Line Model
α = arctan
(
Ux
Uθ − ωr
)
− φ (4.25)
with φ the local twist angle of the blade, ω the angular velocity of the
blades, r the distance of the considered airfoil from the center of the rotor
and Urel is the relative velocity flow-airfoil.
Now, if one considers to model the blades as actuator lines and to divide
into a discrete number of sections (see Figure 4.9), for each of them is possible
to express the Lift and the Drag per unit length of the airfoil as follows:
L =
1
2
ρU2relCL(α)c (4.26)
D =
1
2
ρU2relCD(α)c (4.27)
where c is the airfoil’s chord, α is the angle of attack and CL and CD are
the blade’s airfoil lift and drag coefficient.
By summing the two vector forces (L and D) one obtains the resulting
vector force F of the aerodynamic actions on the airfoil. At this point, the
Actuator Line Model approach consists to project onto the flow field the force
F by means a gaussian function spread in a cylinder with axis parallel to
each actuator line. Therefore, by defining the gaussian regularization kernel:
η = e−(
r
ǫ )
2
(4.28)
it is possible to express the force fturb, that comes from the spreading, as
follows:
fturb =
F η˜
Acyl
η dA
(4.29)
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Figure 4.9: Actuator Line Model: blades discretization
where r is the distance from the actuator line. Therefore, the force of the
body is distributed in a cylindrical region over a distance which is similar to
the airfoil blade chord in order to mimic as well as possible the real, physical
condition of the rotor. Moreover, the force spreading is useful to prevent the
presence of numerical instabilities, due to a discontinuity that would occur
after an application of the forces on a line. The ǫ parameter determines
the area (cross-section) of the cylinder Acyl (Fig. 4.10) and hence how the
distribution of the forces is carried out, which is strongly sensitive to the
variations of ǫ.
 0
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 10000
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 20000
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-0.06 -0.04 -0.02  0  0.02  0.04  0.06
r
f
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r
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F
Figure 4.10: Influence of the ǫ parameter in the force spreading –
ǫ = 0.020 ( ), ǫ = 0.023 ( ), ǫ = 0.025 ( ), ǫ = 0.027 ( )
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As reported in [42], the ǫ parameter should be such that ǫ ≥ 2∆x, where
∆x is the grid cell dimension in the direction of the rotor axis. This condi-
tion should be adopted for an oscillation-free solution. The Actuator Line
Model represents currently the most accurate approach for rotor modeling.
However, it must be noted that the accuracy implies a higher cost in terms of
computational time. In fact, since the forces are spread on a cylinder which
is rotating, it is necessary to have a quite low advancing time step ∆t in or-
der to ensure a smooth transition in the force application and, consequently,
numerical stability. This constraint is imposed by means a low value of CFL,
which is able to guarantee that at each time step the actuator line rotates of
one grid point.
Rotating Actuator Disk Model
The Rotating Actuator Disk Model (RADM) is another approach based
on a force spreading, but it is different from the ALM. It has been adopted in
Large Eddy Simulations of wind turbines and wind farms in previous studies
(see e.g. [12]). Despite the forces are computed in the same way of the ALM,
in RADM the distribution and so the spreading of them is carried out by
the following relations:
η = e−(
x−xc
ǫ )
2
e
−
(
φ−θ
π/3
)2
(4.30)
fturb =
F η˜
A η dA
(4.31)
In this case, the forces are spread on a disk, instead of a cylinder, in the
axial and in the azimuthal directions. In Eq. (4.30), x − xc is the relative
distance of the considered grid point from the rotor position (xc), while φ−θ
is the relative angular distance from the angular position of the blade. Since
in the conventional cases the number of the blades is three, the force on
each blade is distributed in a sector of 2pi3 . The ǫ parameter for the RADM
expresses the thickness of the disk and it is also a spreading regulation param-
eter. In Fig. 4.11 is reported an application of the thrust force distribution
on a rotor for the ALM and RADM.
In the computation of the forces, the Rotating Actuator Disk Model,
contrary to the classic Actuator Disk Model, takes into account the relative
velocity and the different angle of attack at each discrete section of the blade.
In this manner, the effect of the rotation is preserved and this represents of
course a gain in terms of accuracy. Nevertheless, RADM does not mimic
as well as the ALM the effect of the tip vortex and as a consequence it is
less accurate. In fact, the reason that justifies the adoption of this model is
contained in the forces spreading: it is smoother than the one of the ALM
and this promotes the use of a greater advancing time step ∆t. In point of
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2 4 60.0 8.0
force Magnitude
Figure 4.11: Comparison of ALM (left), RADM (right). Representation of
the thrust force
fact, with the RADM is possible to use grater values of CFL than ALM and
hence there is a saving in terms of computational time.
Chapter 5
Effect of Subgrid Scale Models
In this Chapter the effect of the subgrid scale models on the solution of
Large Eddy Simulations will be discussed. Since in LES the choice of a SGS
model is supposed to affect the results, for a wind turbine is very important
to figure out the effect of the latter on the solution, with particular interest
on the variables that influence the power production. The reproduced con-
figuration derives from an experiment in a wind tunnel, where the air-flow
impinges a wind turbine model. The following four different subgrid scale
models have been implemented (for the theory see Section 3.3.3):
1. Smagorinsky
2. σ-model
3. Vreman
4. Wall-adapting local eddy-viscosity (WALE)
The analysis of the effect of the subgrid scale model in the flow past
wind turbines is object of previous works avaliable in literature. In particular
in [56], Porté-Agel et al. carried out Large Eddy Simulations of wind turbines
with the dynamic model, where the Smagorinsky constant is calculated and
updated in every grid point and thus it can be adjusted in relation to the
local condition of the flow. Furthermore, in [64] is reported the effect of two
different mixed -scale models which are based on the scale-similarity model
([2]).
5.1 Simulation setup
Numerical results discussed in this Chapter, reproduce an experiment
performed at the Norwegian University of Science and Technology [34]. In
Fig. 5.1 a picture of the wind tunnel experimental setup is shown.
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Figure 5.1: Picture of model in the wind tunnel at Department of Energy
and Process Engineering, NTNU (Figure from [14])
The wind turbine model (see Fig. 5.2) has a tower made of 4 cylinders
with different diameter and it is also three-bladed. The rotor diameter isD =
0.894m and the velocity at the inlet of the wind tunnel is U∞ ≈ 10ms−1,
hence the Reynolds number of the flow is Re = U∞Dν = 6.3 · 105.
Figure 5.2: Principal dimensions of the wind turbine model (Figure from [33])
In Figure 5.3, a schematic representation of the computational domain,
which is based on the experimental setup, is shown. The length of the com-
putational box is 12.5D in the streamwise direction, 2.05D in wall-normal
(vertical) direction and 3D in the spanwise direction. The turbine is located
at 4.27D from the inlet. The grid is uniform and it has 960 × 240 × 240
points respectively for the streamwise, wall-normal and spanwise direction
(see Table 5.1 for details).
The wind turbine is modeled by the Immersed Boundary Method (IBM)
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12.5D
3D
2.05D
4.27D
Figure 5.3: Computational box dimensions and wind turbine model position
axis range Npoints ∆xi/D
x [0 : 12.5D] 960 0.013
y [0 : 2.05D] 240 0.009
z [0 : 3.0D] 240 0.012
Table 5.1: Mesh details
as concerns the tower and the nacelle, while for the rotor, the Rotating
Actuator Disk Model (RADM) has been used. The Actuator Line Model
is slightly more accurate describing the vorticity at the tip of the blade
but the computational cost is much higher. For this reason, to assess the
performances of SGS models we opted for the RADM which presents a much
lower computational cost. The lateral walls of the wind tunnel have been
modeled through the IBM method, where the no-slip condition is assigned.
On the upper and lower boundaries of the domain, which correspond to the
floor and the roof of the wind tunnel, the no-slip condition is imposed too.
At the inflow of the computational domain uniform velocity is assigned,
while at the outflow radiative boundary conditions are used. The latter is
very useful in numerical simulations, since one does not know the dynamical
behavior of the flow in the region outside the domain. Such a boundary
condition prevents the onset of phenomena of distortion that could affect
the solution during the passage through the outlet. The radiative boundary
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conditions can be written as follows:
∂ui
∂t
− c∂ui
∂xi
= 0 (5.1)
where no summation over i is implied and the adimensional convection
velocity c is equal to 1.
It should be pointed out that the wind turbine model and the experi-
ment was designed to propose a “Blind test“ [34]. The main purpose of a
Blind test is to evaluate the accuracy-skills of predictive methods in terms
of turbine performances and wake predictions. For that reason, the turbine
does not represent a real wind turbine, but rather a benchmark for numer-
ical simulations. This justifies the high value of the blockage factor of the
experiment. In fact, if one computes the ratio between the frontal area of
the tested model and the wind tunnel cross section, it turns out a value of
about 0.125. However this value is not an issue since it can be taken into
account in the results without the need to use a correction.
With regards to the setup of Large Eddy Simulations, as previously men-
tioned, four different subgrid scale models have been implemented, with the
aim to assess their performance. In Tab. 5.2 the initialization values of the
constants of the various models are reported. The TSR of the wind turbine
is set to the value of 3 and so the velocity at the tip of each rotor blade is
three times greater than the velocity U∞.
SGS model constant
Smagorinsky CS = 0.09
σ-model Cσ = 1.35
Vreman CV = 0.032
WALE CW = 0.5
Table 5.2: LES models input parameters
Finally, before discussing the results, it is helpful to define the average
of a generic variable ϕ(x, y, z, t). The computation, with reference to the
sampling time T , can be expressed as follows:
〈ϕ〉(x, y, z) = 1
T
ˆ t0+T
t0
ϕ(x, y, z, t) dt (5.2)
After an initial transient t0, allowing the wake to exit the computational
domain, statistics were performed over a time window T . The value of the
sampling time T has been chosen in order to ensure the convergence of the
statistics.
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5.2 Results
In this section the results of the LES are presented and discussed for the
case of the wind turbine model in the wind tunnel previously mentioned. In
Fig. 5.4 and Fig. 5.5, color contours of time-averaged streamwise velocity
and SGS viscosity are shown in a vertical section through the axis of the
tower.
The σ-model and WALE model give higher values of subgrid viscosity
than Smagorinsky and Vreman. In general, in all cases the SGS viscosity is
high in the wake-region immediately downstream the wind turbine and this
is not surprising: when a blade passes from the tower, the interference of its
wake and the tower enhances velocity fluctuations. This does not happen
when the blade has not the tower behind (see Fig. 5.4). Furthermore tower
and nacelle are bluff bodies through which the boundary layer has to separate,
promoting transition to turbulence and vortex shedding. In Fig. 5.4, it can be
seen that there is not a strong difference between the velocity fields obtained
with the LES of the four different SGS models. However, the effect of the
eddy viscosity can be appreciated by focusing on the re-circulation bubble.
Downstream bluff bodies, like the tower or the nacelle, separation of the
boundary layer occurs, with a corresponding re-circulating region. As can be
seen in Fig. 5.4, the re-circulating region has different extensions depending
on the SGS model and for that reason it has been considered interesting to
calculate lbubble, the extension of the re-circulation bubble behind the turbine
tower, as a function of the height from the floor. In Fig. 5.6 it is shown the
behavior of the length re-circulation bubble in the y-direction, divided by
the rotor diameter D in order to obtain a dimensionless value.
Smagorinsky model is the one with the largest re-circulating region while
σ-model has the smallest region, especially at low values of the wall-normal
distance from the floor. This can be explained because, as reported in [52],
the higher is the value of the eddy viscosity, the more upstream the transition
to turbulence of the shear-layer occurs. As a consequence, the vortex shed-
ding from the tower happens more upstream causing a formation of a smaller
re-circulation bubble, compared to the cases with a lower SGS viscosity.
In Fig. 5.7 the time-averaged eddy viscosity is shown in a horizontal
plane which passes from the rotor height and cuts the computational box
in the spanwise direction (hub plane). It is once again confirmed that the
SGS viscosity reaches the maximum value just downstream tower and nacelle.
However the eddy viscosity has values higher than zero, also near the blade
tip. This is sensible since if one considers Fig. 5.4, it can be noted that in
this region there is a high value of shear because of the strong difference of
streamwise velocity in the upper and the lower flow. Furthermore that one
is the area affected by the tip vortices coming from the rotor. By looking
further downstream the nacelle, the eddy viscosity continues to be greater
than zero, until it decreases far from the turbine: the wake is starting to
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.4: Color contours of time-averaged streamwise velocity in the verti-
cal plane passing through the tower axis
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.5: Color contours of 〈νsgs〉/ν in the vertical plane passing through
the tower axis
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Figure 5.6: Trend of lbubbleD in wall-normal direction – Smagorinsky model
( ), σ-model ( ), Vreman model ( ), WALE model ( )
recover and the flow in this region is less affected by the presence of a solid
body.
It should be pointed out that such a difference of eddy viscosity values
among SGS models, can be explained by the use of different model constants
(Tab. 5.2). It is clear that the latter have to be chosen somehow and in the
cases into account, the methodology of choice has been based on experience
deriving from previous simulations or, sometimes, on a research in literature
of the constant values directly suggested by the authors of the SGS models.
This aspect represents a primary drawback of Large Eddy Simulations, since
at the state of art there is still uncertainty in the process of determination
of input parameters according to the type of flow that one has to simulate.
It is interesting now to discuss the results in terms of subgrid dissipation
εsgs = τijSij. Since discrepancy of values has been found on the eddy vis-
cosity, it could be expected a difference in the dissipation too. In fact, the
latter expresses the amount of kinetic energy that is dissipated into internal
energy because of the components of the subgrid scale tensor.
In Fig. 5.8, color contours of the SGS dissipation are shown. As can be
seen, σ-model and WALE are the ones with the highest dissipation and this
is in accordance with the previous arguments. In fact, the models with high
values of eddy viscosity have large SGS dissipation as well. It is clear that
the SGS dissipation is different from zero only in the region near the wind
turbine, where evidently there is a drain of kinetic energy for the subrid scales
in favor of raising the temperature of the fluid because of the conversion into
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.7: Color contours of 〈νsgs〉/ν in hub plane
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(a) Smagorinsky model (b) σ-model
(c) Vreman (d) WALE
Figure 5.8: Color contours of time-averaged 〈εsgs〉 in the tower axis vertical
plane
internal energy.
It should be noted that, as reported in Fig. 5.5 and 5.7, the eddy viscos-
ity is not zero near the boundaries of the solid bodies, even for the models
which are supposed to have a right behavior in the near-wall regions. This
occurs expecially in the case of the tower and nacelle, where the correction
to the first derivative due to Immersed Boundary Method is applied. This
aspect in part has been explained in the Paragraph 4.3.1, where the com-
putation of the SGS tensor is described. A possible solution to increase the
accuracy of the results in terms of SGS viscosity could be a refinement of
the grid resolution, in order to better represent the presence of a curved
body with IBM. Furthermore, in the present thesis, a basic correction on
the behavior of the eddy viscosity has been developed for the Smagorinsky
model and the σ-model. By considering the value of the subgrid viscosity
in the grid points adjacent to the ones near the curved bodies (tower and
nacelle), a linear interpolation has been carried out in order to obtain zero
on the solid boundaries. However it must be pointed out that the correction
just described has not influenced the results of LES.
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5.3 Comparison with Experimental Data
In this section a comparison of the present simulations with the experi-
mental data is discussed. The results of the experiment are reported in [14]
where the methodology and the kind of measurements are briefly presented.
In Fig. 5.9 a comparison of the experimental values of thrust and power
coefficients with the ones of the LES is reported.
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Figure 5.9: Comparison of CT and CP with experimental data –
Exp. data of Thrust Coefficient ( ), Power Coefficient ( )
Smagorinsky model (CT , CP • ), σ-model (CT , CP • ), Vreman model
(CT , CP • ), WALE model (CT , CP • )
As it can be observed in Fig. 5.9, the power coefficient is in very good
agreement with the experimental one, while the thrust coefficient is under-
estimated. A smaller thrust coefficient has been obtained in other LES and
it is not clear whether this is a numerical or experimental issue.
In Tab. 5.3 the detailed values of the coefficients are reported and com-
pared with the ones of the experiment. It is clear that there is no difference
between the results of the SGS models as concerns power and thrust coef-
ficients. This indicates that the effect of subgrid scales and their modeling
performed in this work are not very significant for the aerodynamics perfor-
mances of the considered wind turbine.
In Fig. 5.10, the time-averaged streamwise velocity profiles at hub height
are shown at two different positions downstream the turbine. As shown, the
velocity has very similar values for all the SGS models. It turns out that the
SGS models considered in the present simulations have not a strong effect
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CP CT
LES:
Smagorinsky model 0.138 0.299
σ-model 0.139 0.299
WALE model 0.138 0.298
Vreman model 0.137 0.297
Exp. 0.169 0.437
Table 5.3: Power and thrust coefficient: comparison with experimental data
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(a) 1.0D downstream rotor position
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(b) 3.0D downstream rotor position
Figure 5.10: Time-averaged streamwise velocity profile at hub height – Exp.
data (• ), Smagorinsky model ( ), σ-model ( ), Vreman model
( ), WALE model ( )
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on the velocity field. However the velocity presents a quite good agreement
with the measurements of the experiment. Moreover, in the rotor region
(−0.5 ≤ z/D ≤ 0.5) it is possible to appreciate the effect of the nacelle which
causes a strong decrement of velocity. Also in this area the LES results are
similar to the ones of the experimental data. In a previous paper Martinez,
Churchfield and Leonardi [42] performed LES neglecting tower and nacelle.
Results agreed well in the external flow, while at the hub height an irrealistic
jet of high velocity was obtained.
In Fig. 5.11 color contours of the time-averaged streamwise velocity are
shown in a horizontal plane at hub height. The contours show the low
velocity region downstream the turbine rotor and in particular behind the
nacelle. This emphasizes the strong importance of performing simulations
modeling of tower and nacelle, since the latter change drastically the behavior
of the flow [63]. Again in Fig. 5.11 the similarity between the results of the
SGS models can be observed.
Let us consider now the Turbulent Kinetic Energy (TKE) of the flow,
indicated by q, which can be expressed as follows:
q =
1
2
[〈u′2〉+ 〈v′2〉+ 〈w′2〉] (5.3)
where u′i(x, y, z, t) = ui(x, y, z, t)−〈ui〉(x, y, z) represents the fluctuations
of the velocity i-component. The TKE quantifies the intensity of turbulence
in a flow and as a consequence the kinetic energy in terms of motion owned
by the turbulent structures (eddies).
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.11: Color contours of time-averaged streamwise velocity in hub
plane
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In Figure 5.12 the comparison of the TKE carried out by LES and the
experimental data is shown for two different position downstream the rotor.
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(a) 1.0D downstream rotor position
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(b) 3.0D downstream rotor position
Figure 5.12: Time-averaged streamwise TKE profile at hub height – Exp.
data (• ), Smagorinsky model ( ), σ-model ( ), Vreman model
( ), WALE model ( )
The present results indicate how the trend of TKE is in accordance with
the measurements, but the values are different. Especially in the rotor-region
downstream the turbine, the TKE is underestimated by the Large Eddy
Simulations. As previously discussed, the RADM is very convenient from
a computational point of view (use of higher CFL) at the price of a lower
accuracy at the tip of the blade which is the region where the strongest
vortices are produced.
Just to indicate the difference between the Actuator Line Model and the
Rotating Actuator Disk Model, in Fig. 5.13 is reported a comparison of the
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results of two Large Eddy Simulations, both performed with the Smagorinky
model, but with the two different rotor models.
The simulation performed with the ALM has clearly a better agreement
with experimental data of TKE compared to the one with RADM. It should
be pointed out that the former has a finer grid than the latter (1024 ×
512 × 512 versus 960 × 240 × 240). However since ALM is more accurate
in prediction of TKE, this means that RADM is not able to mimic the
behavior of turbulent dynamic in the turbine wake and also the effect of the
tip vortices is not well captured. A second reason of the different results
among the two rotor models is due to the adopted mesh-grids: the finer grid
resolution of the ALM is of course more suitable to simulate the detailed
dynamic of the small scales, compared to the coarser grid adopted in the
case of the RADM. It is interesting to note that the difference between the
results of the two simulations in terms of velocity profile is negligible and
this indicates that this variable is dominated from large structure scales that
are not affected from the rotor modeling. The rotor disk can be considered
as a drag force which cause a momentum deficit in the wake. The velocity
profiles are similar regardless of how this drag force is distributed in the grid.
In Fig. 5.14 and Fig. 5.15 the color contours of the TKE in the hub and a
vertical plane are reported. The logarithmic scale has been used in order to
emphasize the gradients of the turbulent intensity in the flow. Also in this
case, the SGS models do not affect the results and the trend of the TKE. It
is possible to identify the maximum value of the turbulent activity which is
just downstream the tower of the turbine, confirming that it is fundamental
the effect of the latter on the flow and on its intensity of turbulence. Besides
the near tower region, the other area with a high TKE is the tip of the rotor
blade, where the effect of the tip vortex is strong.
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.14: Color contours of time-averaged TKE in the vertical plane
passing through the tower axis
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(a) Smagorinsky model
(b) σ-model
(c) Vreman model
(d) WALE model
Figure 5.15: Color contours of time-averaged TKE in hub plane
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5.4 Conclusions
Large Eddy Simulations of a flow past a wind turbine in a wind tunnel
have been performed and, in order to investigate the impact on the results,
four different subgrid scale models have been implemented. The solution of
LES does not appear influenced significantly by the subgrid scale model and
this suggests that, in the considered case, the effect of the modeled small
scales is obviously weaker than the one of the bigger, revolved scales.
The velocity profiles obtained by LES are in agreement with the exper-
imental data, while for the profiles of Turbulent Kinetic Energy, the simu-
lation with the Rotating Actuator Disk Model has provided an underesti-
mation respect to experimental measurements. Instead, from the data of
another LES with the Actuator Line Model, Smagorinsky model and a finer
grid resolution, a smaller underestimation of TKE than the RADM has been
observed. This result could address to the conclusion that in such a flow the
rotor modeling affects more strongly the solution than the SGS model.
Chapter 6
Simulation of two in-line wind
turbines
In this Chapter, the results of Large Eddy Simulations of the flow around
two in-line wind turbines are presented and discussed. Investments in wind
energy are growing and in the big wind farms (Fig. 6.1) limited distance
between wind turbines is the goal of the wind plant developers. This aspect
is related primarily to three factors:
1. Electrical connections
2. Space unavailability
3. Installation costs
The first one is related to the high cost of long electrical lines while the
other two contributes represent a physical constraint and a practically limit
which one can find during the development of a wind farm.
Figure 6.1: Picture of a real wind farm (Figure from www.energydigital.com)
However, when one decides to design a wind farm with an as much as
possible reduced distance among turbines, it is fundamental to study the
65
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wake effect, which plays a key role in the power production. For this reason
the influence of the wake has been the main objective of several works avail-
able in literature (see e.g. [3] and [25]). In the present thesis it has been
considered and reproduced an experiment of two in-line wind turbines under
different turbulent inflows.
6.1 Simulation Setup
The numerical simulations reproduce the experiment carried out at the
closed-return wind tunnel of the Norwegian University of Science and Tech-
nology. Likewise the one of the previous Chapter, the experiment was per-
formed to accomplish a “Blind test“ [70].
In this case there are two in-line wind turbines with the same rotor blades,
but with different tower and nacelle. Thus the turbine models have different
rotor diameters and they are fixed in the wind tunnel in order to have the
same rotor height from the floor of the test section. In Fig. 6.2 the geometry
of the two wind turbine models are reported.
(a) Upstream wind turbine model (b) Downstream wind turbine model
Figure 6.2: Geometry of the two wind turbine models (Figure from [70])
A grid has been placed at the inlet to produce turbulence and three
different cases have been performed (Fig. 6.3):
1. No grid (Case A)
2. Uniform grid (Case B)
3. Non-uniform grid (Case C)
Three different inlet conditions have been considered in order to evaluate
the influence of turbulence on the flow field. To reproduce high turbulence
at the inlet, two grids, with different shape and solidity (ratio between the
frontal area of the grid and the area of the test section) have been modeled
and located upstream the first turbine. One of the grids has a solidity of
35 % and a uniform distance between bars (Case B). The other grid has a
solidity of 38 %, with a non-uniform distance among the horizontal bars in
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(a) Case A – No Grid (b) Case B – Uniform Grid
(c) Case C – Non-uniform Grid
Figure 6.3: Pictures of turbine models in the wind tunnel (Figures from [70])
the vertical direction, which increases from the floor to the roof of the wind
tunnel in order to have a non-uniform shear flow (Case C). A simulation with
uniform inflow boundary conditions has been performed as reference (Case
A).
The rotor diameters of the models are D1 = 0.944m and D2 = 0.894m
respectively for the upstream and the downstream turbine. The Reynolds
number of the experiments is Re = U∞D2ν ≈ 7 · 105, where U∞ = 11.5ms−1.
In Figure 6.4 the computational box of the simulations is shown. The
length of the domain is 12.5 D2 in the streamwise direction, 2.05 D2 in wall-
normal (vertical) direction and 3 D2 in the spanwise direction. The first
(upstream) turbine is located at 2.7 D2 from the inlet of the domain while the
second one is located at 5.18 D2 from the upstream one. It must be pointed
out that the distance between the turbine models is referred to their rotors.
The two grids used in the experiments and reproduced in the simulations are
located at 0.7 D2 from the inlet of the computational box. The staggered
mesh-grid is uniform and it has 960 × 240 × 360 points respectively for the
streamwise, wall-normal and spanwise direction (see Table 6.1 for details).
Tower and nacelle of the wind turbines are modeled with the Immersed
Boundary Method (IBM) as well as the turbulence generator grids (see
Fig. 6.5), while for the rotor, Actuator Line Model (ALM) and Rotating
Actuator Disk Model (RADM) have been implemented to make a compari-
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12.5D2
3D2
2.05D2
5.18D2
2.7D2
Figure 6.4: Computational box dimensions and wind turbine models position
axis range Npoints ∆xi/D2
x [0 : 12.5D2] 960 0.013
y [0 : 2.05D2] 240 0.009
z [0 : 3.0D2] 360 0.008
Table 6.1: Mesh details
son on the results.
The lateral walls of the wind tunnel have been modeled by means IBM,
whereas for the upper and lower walls a boundary condition of no-slip has
been imposed. At the inlet of the domain an inflow condition is imposed
and at the outlet the same radiative boundary conditions presented in the
previous Chapter have been used.
Large Eddy Simulations have been performed with two different subgrid
scale models: Smagorinsky and σ-model. For the Smagorinsky model, two
different values of model constant have been used in order to figure out the
effect of this arbitrary parameters on the solution of LES. In Tab. 6.2 a
summary of the performed simulations is reported, with the value of the
model constants and the type of the model adopted for the rotor.
The TSR of the two wind turbines is different but it is referred to the
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Figure 6.5: Modeling of turbulence generator grid, towers and nacelles –
Immersed Boundary Method
SGS model constant Rotor-Modeling
σ-model Cσ = 1.35 RADM
Smagorinsky Cs = 0.09 RADM
Smagorinsky Cs = 0.09 ALM
Smagorinsky Cs = 0.01 ALM
Table 6.2: LES models input parameters and rotor-modeling
same value of the streamwise velocity U∞ and it is fixed as follows:
TSR1 =
ω1R1
U∞
= 6 (6.1a)
TSR2 =
ω2R2
U∞
= 4.5 (6.1b)
where ωi is the angular speed of the i-turbine and Ri the rotor radius.
6.2 Results
In this Section the results of the three cases itemized above are discussed.
In Fig. 6.6 and 6.7 color contours of time averaged streamwise velocity are
reported for a vertical and a horizontal plane passing through the rotor axis.
In the cases with the two turbulence generator grids, the streamwise velocity
has clearly a very low value downstream the horizontal bars and this leads to
have higher value in the region among two adjacent bars for the conservation
of the mass. For the same reason, since the wakes of the turbine models are
characterized by a low velocity, in the surrounding region the latter must
increase to recover the amount of the mass in every generic section with a
plane normal to the rotor axis. It is interesting to observe that in the case
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with the non-uniform grid (Fig. 6.6c), between the two turbines, the region
near the floor has a lower value of the velocity compared to the other two
cases. This could be explained since the first horizontal bar of the grid is
located very close to the floor, causing an obstacle for the flow and thus a
low velocity. In Fig. 6.7b and 6.7c, the different values of the velocity in the
regions behind the bars can be appreciated. In the case of the non-uniform
grid there is a bigger region of low velocity, since the cutting plane passes
near the crossing of a horizontal bar and the vertical ones.
The dynamics of such a flow is very complex because one has to think
that the second turbine is affected by the first one which also is influenced by
the upstream flow condition (turbulent inlet or not). To realize this aspect,
in Fig. 6.8 iso-surfaces of the streamwise velocity are reported for the case
without grid at the inlet.
Figure 6.8: Iso-surfaces of streamwise velocity – No grid case
Just downstream the first turbine, it is possible to observe the helicoidal
path until the vortex breakdown. For the second turbine the flow in the wake
is totally different since is strongly affected by the presence of the upstream
one, in particular by its wake.
The turbulent generator grids, upstream of the first turbine induce fluc-
tuations which break the coherence of the wake of the blades. To understand
how a turbulent inlet can affect the flow field of two in-line wind turbines, let
us consider the Turbulent Kinetic Energy (TKE) shown in Fig. 6.9 and 6.10,
where color contours of a vertical and a hub plane are represented. The TKE
is globally higher for the cases with the two grids at the inlet and this could
be expected since a grid represents a set of bluff bodies that enhances the
turbulent fluctuations.
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(a) No grid
(b) Uniform grid
(c) Non-uniform grid
Figure 6.9: Color contours of time-averaged TKE in the vertical plane pass-
ing through the tower axisi – logarithmic scale
In Fig. 6.10, it is also possible to observe that the TKE has high values
near the tip of the rotor blades, and this occurs also in the case without
a turbulence generator grid. In fact, the raise of turbulent intensity in this
region is related to the accentuated difference among the velocities upper and
lower the shear layer, which causes the onset of eddies and hence turbulent
activity. Moreover, this is the region where the influence of the tip vortices,
which separate from the blades, is significant.
By changing the turbulent kinetic energy, the fluxes and entrainment of
mean kinetic energy into the wake changes too. In the three cases the latter
have an important effect on the wake of the first turbine and hence on the
characteristics of the flow that impinges the downstream turbine.
In Fig. 6.11 the streamwise velocity averaged on the rotor area A (Eq. 6.2)
is shown as a function of the distance from the inlet.
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(a) No grid
(b) Uniform grid
(c) Non-uniform grid
Figure 6.10: Color contours of time-averaged TKE in hub plane – logarithmic
scale
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Figure 6.11: Rotor averaged streamwise velocity in streamwinse direction
– No grid case ( ), Uniform grid case ( ), Non-uniform grid case
( )
urot =
1
A
¨
A
u dA (6.2)
The locations of the grids as well as the two turbines (1 and 2) are
indicated. The velocity decreases significantly in correspondence of the 2
turbines due to the drag of the rotating blades. A velocity drop also occurs
on the turbulence generator grids. A drag force acts on this bodies which
causes the loss of the momentum and then a velocity and momentum deficit.
Moreover, the difference of velocity upstream and downstream the uniform
grid is greater than the one related to the non-uniform grid and thus, consid-
ering the region equal to the area swept by the rotor, the former has a local
solidity greater than the latter. On the first turbine the velocity decreases
more than over the second turbine. This is due to the different values of tip
speed ratio; in fact, the higher is the TSR the larger is the drag (in wind
energy referred to thrust because it is in the reference frame of the turbine).
In this situation the downstream turbine works at a lower value of TSR.
The turbulence at the inlet also affects the wake recovery of the upstream
turbine. The rotor averaged velocity has a greater slope just downstream the
first turbine for the cases with the grids (Fig. 6.11) and this gives as result a
higher velocity upstream the second turbine. This is due to the higher value
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of TKE (see Fig. 6.10) which enhances mixing among the fluid particles in
the wake and the ones in the surrounding region. The larger is the mixing
due to the turbulence and the higher is the entrainment of kinetic energy
coming from the outer region to the wake, leading to a faster recovery of
the latter. Thus the inlet affects the wake recovery and as a consequence
the power production of the trailing turbine, which is impinged by a more
energetic flow.
-2
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Figure 6.12: Time averaged pressure at hub height – No grid case ( ),
Uniform grid case ( ), Non-uniform grid case ( )
In Fig. 6.12 the trend of the time averaged pressure at the hub height is
reported (one notes that the pressure here is the difference with respect to a
reference one). The drop of pressure in correspondence of the grids and the
turbines confirm the previous observations about the velocity deficit. Fur-
thermore the ∆〈p〉 among the inlet and outlet of the computational domain
is different for the three cases.
The faster wake recovery in the cases with turbulence at the inflow has
of course a positive impact on the power production of the second turbine,
but at the same time a high value of velocity fluctuations causes fluctuating
loads which may reduce the life of the turbine by fatigue. In addition, the
power extraction on the first turbine can be reduced if the fluctuations of
velocity make the blade work in off-design conditions. Whether turbulence is
beneficial for wind energy is a case to case analysis and it relies on a definition
of a cost function. Turbulence can reduce the power production on the most
upstream turbines but can increases the wake recovery and then the power
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(a) No grid
(b) Uniform grid
(c) Non-uniform grid
Figure 6.13: Color contours of vorticity magnitude in the vertical plane
passing for the tower axis
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production of the downstream turbine albeit at the price of increasing fatigue.
This aspect makes more challenging the project of wind turbines and wind
farm, since it is very difficult to determine the load spectrum due to a wake
of a turbine on another one during the design phase.
The turbulence at the inlet has an effect also on the vorticity (Fig. 6.13).
In the case without the turbulence generator grid (Fig. 6.13a), one can ap-
preciate the rotation pattern of the upstream wind turbine. This happens
only in the region above the nacelle, since there is not the effect of the tower.
In the other cases (Fig. 6.13b and 6.13c) the helicoidal path is not clear.
Moreover, it turns out from the color contours that in the cases with the
grids, the coherent vortex structures coming from the rotor blades of the
first turbine are dissipated into smaller ones more upstream than the case
with a uniform inflow. This is due to the enhanced mixing that occurs when
the TKE is high, promoting the breakdown of the large (coherent) vortex
structures when they are moved downstream by the convection. As concerns
the second turbine the situation is very similar for Fig. 6.13a, 6.13b and 6.13c;
the vorticity field downstream the second turbine is weakly affected from the
inlet, since wake of the first turbine is dominant in determining the velocity
and turbulent field.
6.3 Comparison with experimental data
In this Section a comparison with the experimental data is discussed.
The results of the measurements in the wind tunnel can be found in [69].
Time-averaged streamwise velocity profiles in spanwise direction com-
pared with the experimental data are shown in Fig. 6.14. Measurements are
taken 2.77 D2 downstream the rotor of the first wind turbine model. LES
results agree well with the experimental ones, especially outside the rotor
region. In fact, all the four simulations give very similar values for the three
cases examined. As concerns the rotor region (−0.5 ≤ z/D1 ≤ 0.5), the simu-
lation closest to the experimental measurements is the one with Smagorinsky
model, Cs = 0.09 and ALM for the rotor modeling. One can note that there
is no significant difference between the two simulations with RADM, confirm-
ing that the rotor model affects the numerical results more than the subgrid
scale model. Instead, for the other simulations, Fig. 6.14a, 6.14b and 6.14c
show a difference in the trend of the streamwise velocity profile downstream
the wind turbine rotor. This probably is due to the different values of the
model constants used for Smagorinsky, since among them there is a gap of
almost one order of magnitude (Cs = 0.09 and Cs = 0.01).
The profile of the time averaged Turbulent Kinetic Energy is reported in
Fig. 6.15. In the three cases and for all the four simulations the value of the
TKE emerges underestimated. In the graphs of Fig. 6.15 it is again evident
that the two simulations with the RADM give very similar results. Moreover,
CHAPTER 6. SIMULATION OF TWO IN-LINE WIND TURBINES 79
0.0
0.2
0.4
0.6
0.8
1.0
1.2
-1.5 -1 -0.5  0  0.5  1  1.5
〈u
〉/
U
(a) No grid
0.0
0.2
0.4
0.6
0.8
1.0
1.2
-1.5 -1 -0.5  0  0.5  1  1.5
〈u
〉/
U
(b) Uniform grid
0.0
0.2
0.4
0.6
0.8
1.0
1.2
-1.5 -1 -0.5  0  0.5  1  1.5
z/D2
〈u
〉/
U
(c) Non-uniform grid
Figure 6.14: Time-averaged streamwise velocity profile at hub height –
2.77D2 downstream rotor of the upstream turbine
Exp. Data (• ), σ-model Cσ = 1.35 RADM ( ), Smagorinsky Cs = 0.09
RADM ( ), Smagorinsky Cs = 0.09 ALM ( ), Smagorinsky Cs =
0.01 ALM ( )
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Figure 6.15: Time-averaged TKE profile at hub height – 2.77D2 downstream
rotor of the upstream turbine
Exp. Data (• ), σ-model Cσ = 1.35 RADM ( ), Smagorinsky Cs = 0.09
RADM ( ), Smagorinsky Cs = 0.09 ALM ( ), Smagorinsky Cs =
0.01 ALM ( )
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from the simulation with the constant Cs = 0.01 a higher level of turbulent
intensity is obtained. In fact, the lower is the value of the subgrid viscosity
(due to the low value of the model constant) the smaller is the dissipation of
fluctuations, hence the higher value of TKE. While on a single turbine the
ALM agreed very closely with experimental measurements, in this case the
TKE differs more from the experiments. This may be due to the different
resolution since in this case the mesh-grid is coarser (960× 240× 360 versus
1024×512×512), in order to make a sensible comparison between the results
of the four simulations and to identify the most accurate without varying the
mesh.
In Fig. 6.16 and 6.17 the experimental measurements of thrust and power
coefficients are compared with the results of LES. The value of the power
coefficient is in agreement with the measured one, also for the cases with
turbulence at the inlet and for the second turbine. This is an important
result if one thinks that the prediction of power production of a wind turbine
impinged by a wake coming from the upstream one is very challenging to
determine with accuracy. As concerns the thrust coefficient, it is usually
underestimated. One recalls that the definitions of the thrust and the power
coefficients are referred to the value of the velocity at the inlet of the wind
tunnel.
In Tab. 6.3, 6.4 and 6.5 the values of the thrust and the power coefficients
of LES and experiments are reported for the first (upstream) and the second
(downstream) turbine.
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Figure 6.16: Comparison of CT and CP with experimental data (Upstream
Turbine) – Exp. data of Thrust Coefficient ( ), Power Coefficient
( )
σ-model Cσ = 1.35 RADM (CT , CP • ), Smagorinsky Cs = 0.09 RADM
(CT , CP • ), Smagorinsky Cs = 0.09 ALM (CT , CP • ), Smagorinsky
Cs = 0.01 ALM (CT , CP • )
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Figure 6.17: Comparison of CT and CP with experimental data
(Downstream Turbine) – Exp. data of Thrust Coefficient ( ), Power
Coefficient ( )
σ-model Cσ = 1.35 RADM (CT , CP • ), Smagorinsky Cs = 0.09 RADM
(CT , CP • ), Smagorinsky Cs = 0.09 ALM (CT , CP • ), Smagorinsky
Cs = 0.01 ALM (CT , CP • )
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Turbine 1 Turbine 2
CP CT CP CT
LES:
σ-model Cσ = 1.35 RADM 0.461 0.697 0.169 0.409
Smagorinsky Cs = 0.09 RADM 0.464 0.698 0.176 0.414
Smagorinsky Cs = 0.09 ALM 0.469 0.667 0.205 0.452
Smagorinsky Cs = 0.01 ALM 0.460 0.667 0.181 0.426
Exp. 0.456 0.809 0.145 0.427
Table 6.3: Power and thrust coefficient: comparison with experimental data
for no grid case
Turbine 1 Turbine 2
CP CT CP CT
LES:
σ-model Cσ = 1.35 RADM 0.451 0.690 0.199 0.420
Smagorinsky Cs = 0.09 RADM 0.446 0.684 0.193 0.418
Smagorinsky Cs = 0.09 ALM 0.452 0.657 0.221 0.459
Smagorinsky Cs = 0.01 ALM 0.413 0.632 0.180 0.422
Exp. 0.468 0.832 0.188 0.499
Table 6.4: Power and thrust coefficient: comparison with experimental data
for uniform grid case
Turbine 1 Turbine 2
CP CT CP CT
LES:
σ-model Cσ = 1.35 RADM 0.459 0.689 0.197 0.420
Smagorinsky Cs = 0.09 RADM 0.451 0.682 0.195 0.418
Smagorinsky Cs = 0.09 ALM 0.460 0.657 0.222 0.460
Smagorinsky Cs = 0.01 ALM 0.415 0.630 0.181 0.418
Exp. 0.455 0.813 0.184 0.492
Table 6.5: Power and thrust coefficient: comparison with experimental data
for non-uniform grid case
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6.4 Effect of the turbulence on the power produc-
tion
In addition to the higher entrainment of turbulent kinetic energy, the
inlet velocity perturbations induced by the grid also affect the time behavior
of the power. It is recalled that the standard deviation (σdev) is computed
in the present thesis as follows:
σdev =
√∑N
i=1 (xi − x)2
N
(6.3)
where N is the number of data points and x is the mean value of the
variable x, defined as follows:
x =
1
N
N∑
i=1
xi (6.4)
In Tab. 6.6 the mean value of the power coefficient and the standard
deviation for the simulations with σ-model are reported.
Turbine 1 Turbine 2
CP σdev CP σdev
No grid 0.461 9 · 10−4 0.169 1.4 · 10−2
Uniform grid 0.451 2.0 · 10−2 0.199 1.8 · 10−2
Non-uniform grid 0.459 2.53 · 10−2 0.197 1.5 · 10−2
Table 6.6: Mean power coefficient and standard deviation for no grid, uniform
and non-uniform grid cases
The standard deviation of the power production of the first turbine in-
creases of a magnitude order when the grid is placed at the inlet. Instead for
the second turbine, the standard deviation for the three cases has very sim-
ilar values. This can be further corroborated by observing the fluctuations
of power coefficient in Fig. 6.18.
In Fig. 6.18a the oscillations of the power coefficient for the first turbine
have a lower magnitude than the ones on the cases with the grids at the inlet
(Fig. 6.18b and 6.18c). This confirms the meaning of the standard deviation
as indicator of how much the data points are spread out on a wide range of
values far from the mean one. Moreover in Fig. 6.18b and 6.18c it is possible
to note when the effect of the turbulence generator grid reaches the upstream
turbine (the fluctuations increase). After two time units the power begins
to oscillate on the first turbine and this is due to the time the wake of the
grid at the inlet need to reach the first turbine. In all the three graphics
of Fig. 6.18, one can appreciate the instant when the second turbine begins
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Figure 6.18: Power coefficient evolution in time – First (Upstream) tur-
bine( ), Second (Downstream) turbine( )
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Figure 6.19: Schematic representation of the wind turbine models in the
wind tunnel
to be impinged by the wake coming from the first one. In fact, around the
value of about 6 time units there is a drop of the power coefficient due to
the slower and swirled flow that impinges the downstream turbine model.
It is interesting to observe that on the second turbine, the power coef-
ficient has a greater magnitude of oscillations than the first one, before to
be reached by the wake of the latter. This result could be expected since
by considering Fig. 6.19 it is evident that the second wind turbine (blue
color) has the tower closer to the rotor blades compared to the first one (red
color). This causes an amplification on the disturbance that the presence of
the tower makes on the airfoils of the blades.
Summing up, the present results indicate that in terms of fluctuations
of power coefficient, for the downstream turbine there is no sensitive change
among the turbulent inlets and the uniform one. However there is also
another significant effect on the power production of the second turbine
which comes from the results discussed in Section 6.2, where the different
wake recovery downstream the first turbine has been shown (Fig. 6.11). Since
the flow which impinges the second turbine has higher momentum for the
cases with a turbulent inlet, it can deliver more power than the case with a
uniform inflow condition. This aspect is confirmed from the data reported
in Tab. 6.6, where the mean power coefficient of the second turbine in the
uniform and non-uniform grid cases is 1.2 times the one in the no grid case.
It should be pointed out that the observations made in this Section are
based on only one subgrid scale model (σ-model). Clearly in the same man-
ner it is possible to apply the same rationale to the other three simulations,
reaching similar conclusions since the trend of the power coefficient in time
is the same by varying SGS model or rotor modeling.
6.5 Effect of subgrid scale model and rotor model-
ing
When one performs a numerical simulation, it is fundamental to figure
out how much the models that one adopts can affect the results.
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Figure 6.20: Time-averaged TKE profile at hub height – 1D2 downstream
rotor of the upstream turbine
σ-model Cσ = 1.35 RADM ( ), Smagorinsky Cs = 0.09 RADM ( ),
Smagorinsky Cs = 0.09 ALM ( ), Smagorinsky Cs = 0.01 ALM ( )
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Figure 6.21: Time-averaged TKE profile at hub height – 2D2 downstream
rotor of the upstream turbine
σ-model Cσ = 1.35 RADM ( ), Smagorinsky Cs = 0.09 RADM ( ),
Smagorinsky Cs = 0.09 ALM ( ), Smagorinsky Cs = 0.01 ALM ( )
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In this Section the purpose is to understand the principal effects on the
solution of LES due to the SGS model and the rotor modeling (ALM or
RADM). Let us consider Fig. 6.20 and 6.21, where time averaged profiles of
TKE in spanwise direction at hub height are shown for two different locations
downstream the rotor of the first turbine. First of all, in all the cases (both
for 1D2 and 2D2 downstream the first turbine) there is no difference between
the simulations with the Rotating Actuator Disk Model. In this two LES
the use of Smagorinsky model or σ-model does not affect the results of TKE.
Moreover, the Actuator Line Model with a Smagorinsky model constant
CS = 0.09 does not give high turbulent intensity compared to the same
simulation performed with RADM. This result does not seem in agreement
with the results obtained in the Section 5.3, but it must be recalled that
in the previous simulation a finer mesh-grid has been used for the ALM,
allowing so to better represent the behavior of the small scales in the wake.
From Figures 6.20b, 6.20c, 6.21b and 6.21c it emerges that, by using the
same input parameters for LES (Smagorinsky with CS = 0.09), the TKE
has very similar values. Instead in Fig. 6.20a and 6.21a there is a difference
(even though little) between the red and green curves, emphasizing the role
of the turbulence at the inlet which is predominant compared to the effect
of a variation of rotor modeling. In all the profiles of Fig. 6.20 and 6.21 it
is also clear that the simulation with the Actuator Line Model and a low
Smagorinsky model constant (CS = 0.01) gives the highest value of TKE,
confirming that from a lower value of subgrid viscosity turns out a smaller
dissipation of fluctuations.
Now let us consider the impact on the results caused by the subgrid scale
model. In the present Chapter, as previously mentioned, two different SGS
models have been considered in Large Eddy Simulations:
1. Smagorinsky model
2. σ-model
In Chapter 5 the main difference among the SGS models have been identi-
fied in the re-circulation bubble just downstream the tower. Such a difference
is related to the eddy viscosity which assumes different values according to
the SGS model adopted.
By expressing the length of the re-circulation bubble in streamwise direc-
tion as lbubble, in Fig. 6.22, 6.23 and 6.24 the color conturs of time averaged
subgrid viscosity in a vertical plane that passes from the tower axis are
reported for the three cases. It is shown also the calculation of the bub-
ble length behind the tower for both the wind turbine models. As can be
noted, the SGS viscosity in the case of σ-model has higher value of the one
of Smagorinsky for all three examined cases. This is consistent with the
previous simulations discussed in Chapter 5. As concerns the re-circulation
bubble, again there is the effect of the SGS viscosity on its extension. For
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the first turbine, the higher is the SGS viscosity of the model, the lower is
the bubble length, as observed and discussed in the previous Chapter. How-
ever, the effect in this case is smaller and the reason could be attributed to
the different geometry of the first wind turbine model compared to the one
of the Chapter 5. For the second wind turbine, there is not a sensitive gap
among the bubble length obtained with Smagorinsky compared to the one
obtained with σ-model. This can be explained since the second wind turbine
is impinged by the wake of the first one, and probably the swirling of the
flow can overshadow the effect of the small scales of turbulence.
6.6 Conclusions
Large Eddy Simulations of flow around two in-line wind turbines with dif-
ferent inlet conditions have been performed, discussing the obtained results
and comparing them with the experimental data. It turns out a very good
agreement among LES and measurements made in the wind tunnel for the
velocity profiles and also for the power coefficients of both turbine models.
However the thrust coefficients have been underestimated for all the cases
simulated. The Turbulent Kintetic Energy profiles have been underestimated
as well, even though for one simulation (Smagorinsky model CS = 0.01 and
ALM) the results are closer to the experimental ones. The effect of the tur-
bulence on the flow field and on the power production of both wind turbines
has been discussed too. It has been emerged that a turbulent inlet affects
the vorticity magnitude of the first turbine, where the higher is the TKE the
more upstream the large vortex structures dissipate into smaller ones.
As concerns the effect on the power production, it has been shown that
when the TKE is high in the surrounding region of the wake of the first
turbine, the mixing is enhanced and thus an elevated entrainment of kinetic
energy to the wake occurs, creating a faster wake recovery which is the
responsible of a higher power production of the second turbine in the cases
with turbulent inflows. The latter affect also the fluctuations in time of the
power coefficient on the first turbine, but the second one is not sensitively
influenced by the turbulence upstream the first one. This is sensible since the
downstream turbine works in a flow configuration dominated by the wake of
the first one, that has a swirling component and a lower velocity compared
to the flow which impinges the upstream wind turbine.
The effect of the SGS model and the rotor modeling has been also dis-
cussed. From the results previously presented, it follows that by using the
same rotor modeling (RADM in this case) and by changing the SGS model
there is not a strong influence on the solution. This aspect indicates that in
this case the small scales of turbulence are less important than the large, re-
solved ones. Only in the case without grid, the LES with ALM and Smagorin-
sky constant CS = 0.09 provides a bit higher values of TKE than the RADM
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and this means that the turbulence at the inlet is predominant compared to
the effect of the rotor modeling. Instead the simulation with a very low
value of SGS model constant provides values of TKE more closer to the
experimental data in all the three cases of inlet condition.
To obtain better results, another simulation could be performed, by using
low values of constant model in the SGS models and, especially, by adopting
a finer mesh than 960×240×360, in order to reduce the radius of the cylinder
where forces are spread in the ALM or to reduce the thickness of the disk
in the RADM case (see Paragraph 4.3.2). In these simulations those values
are already at the minimum and they could not be lower for stability reason.
However it is evident that a mesh refinement leads to a very high request
of computational resources, despite the costs of the LES just described is
already quite elevated.
Chapter 7
Conclusions
Large Eddy Simulations of the flow around wind turbines have been
performed. In particular, the simulations of two in-line wind turbines under
different inlet conditions have been described, by discussing the results and
comparing them with the experimental data. It turns out that the turbulence
upstream the first wind turbine plays a key role in power production of both
turbines and on the flow characteristics. In particular, in the cases in which a
turbulence generator grid is present at the inlet of the wind tunnel, a faster
wake recovery downstream the first wind turbine has been observed, thus
obtaining a higher value of the velocity upstream the second turbine model.
This effect is due to the greater entrainment of kinetic energy coming from
the surrounding region in the wake. It has also been found that the first
turbine has a power coefficient more oscillating in time in the cases with a
turbulent inflow, while on the second turbine there is not a strong influence
of the inlet conditions. This means that, in terms of fluctuations of power
coefficient, the wake of the first turbine, which impinges the second one,
has a prevalent effect compared to that of an inflow variation. The inlet
condition affects also the flow field and in particular the vorticity field: the
higher is the turbulence level in the flow, the more upstream the large vortex
structures, coming from the rotor blades, dissipate into smaller ones.
Particular attention has been dedicated to understand how the differ-
ent models adopted in the Large Eddy Simulations, e.g. the subgrid scale
modeling and the rotor model, can affect the solution.
Four different subgrid scale models have been considered for the case
with one turbine, while for the case with two-inline turbines, the Smagorin-
sky model with two different constant values and the σ-model have been im-
plemented. The different values of eddy viscosity, coming from the various
SGS models, have only a limited impact on the flow and on the performance
parameters. Only in the re-circulation bubble behind the tower of the wind
turbines, a small dependence on the value of the subgrid viscosity has been
observed. This result could be expected since that is the region where the
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separation of boundary layer occurs and hence the turbulence modeling is
dominant.
It should be pointed out that a small sensitivity to the model constant
value has been observed in the case of the two turbines, where two different
LES with two values of the constant (CS = 0.09 and CS = 0.01) have
been performed. It has been found that the higher is the value of the eddy
viscosity the lower is the value of the Turbulent Kinetic Energy in the region
downstream the wind turbine. Thus, the dissipation of the fluctuations is
more accentuated when the model constant is higher.
As concerns the rotor modeling, the Actuator Line Model gave a higher
value of Turbulent Kinetic Energy in the wake of the wind turbine compared
to a Rotating Actuator Disk Model with a coarser mesh-grid. It must be
pointed out that the finer grid resolution enhanced probably the capability
of ALM to better represent than RADM the small scale structures that
characterize the wake of the wind turbine. For the case with two in-line
wind turbines, by using the same grid resolution, a comparison between
ALM and RADM has also been presented. In this case the results in terms
of TKE profiles downstream the first wind turbine, have shown very similar
values in the cases with the turbulence generator grids and different ones in
the case with a uniform inflow. This result suggests that the effect of inflow
turbulence is predominant compared to that of rotor modeling.
In all the simulations, comparison with experimental data have been
shown. In general, it has been found a good agreement for the velocity
profiles in the wake, but the TKE is, in most cases, underestimated. However,
a good accordance between the power coefficient obtained from LES and the
measured one has been observed for all the performed simulations. The value
of the thrust coefficient has been underestimated respect to the experimental
data and this is in line with the state of the art of Large Eddy Simulations
of flow around wind turbines.
7.1 Future work
Large Eddy Simulations with a finer mesh-grid than the ones adopted in
this work could be carried out. In particular, simulations with the Actuator
Line Model and a low Smagorinsky constant with a finer grid resolution could
lead to a better prediction of TKE in the wake. Of course these should be
very expensive LES, since the Actuator Line Model involves the use of small
time steps of simulation that could be accentuated by the adoption of a
very fine mesh-grid. Lastly, the most challenging feature for improving the
numerical code, could be to simulate the blade with a real rotating body. In
this manner, the loss of accuracy due to the models adopted for the rotor
could be significantly reduced.
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