Abstract-The paper develops a Lyapunov method, which is based on a generalized version of LaSalle's invariance principle, for studying convergence and stability of the differential inclusions modeling the dynamics of the fullrange (FR) model of cellular neural networks (CNNs). The method is applied to yield a rigorous proof of convergence for symmetric FR-CNNs. The proof, which is a direct consequence of the fact that a symmetric FR-CNN admits a strict Lyapunov function, is much more simple than the corresponding proof of convergence for symmetric standard CNNs.
I. INTRODUCTION
The Full-Range (FR) model of cellular neural networks (CNNs) has been introduced in [1] in order to obtain advantages in the VLSI implementation of CNN chips with a large number of neurons. One main idea is to exploit hard-limiter nonlinearities that constrain the evolution of the FR-CNN trajectories within a closed hypercube of the state space. This improved range of the trajectories has enabled to reduce the power consumption and obtain higher cell densities and increased processing speed [2] compared to the original standard (S) CNN model by Chua and Yang [3] .
A FR-CNN is characterized by ideal hard-limiter nonlinearities with vertical segments in the i − v characteristic, hence its dynamics is mathematically described by a differential inclusion, where a set-valued vector field models the set of feasible velocities for each state of the FR-CNN. The recent paper [4] has been devoted to the rigorous mathematical foundation of the FR model within the framework of the theory of differential inclusions [5] . The goal of this paper is to extend the results in [4] by developing a generalized Lyapunov approach for addressing stability and convergence of FR-CNNs. The approach is based on a suitable notion of derivative of a (candidate) Lyapunov function and a generalized version of LaSalle's invariance principle for the differential inclusions modeling the FR-CNNs. The method is applied to yield a rigorous convergence proof for symmetric FRCNNs. The proof is more simple than the proof of an analogous convergence result in [4] , which is not based on an invariance principle for FR-CNNs. The same proof is also much more simple than the proof of convergence for symmetric S-CNNs. Notation: Let R n be the real n-space. Given matrix A ∈ R n×n , by A we mean the transpose of A. In particular, by E n we denote the n × n identity matrix. Given the column vectors x, y ∈ R n , we denote by x, y = n i=1 x i y i the scalar product of x and y, while
By B(z, r) = {y ∈ R n : y − z < r} we mean an n-dimensional open ball with center z ∈ R n and radius r.
A. Preliminaries 1) Tangent and Normal Cones:
Let Q ⊂ R n be a nonempty closed convex set. The tangent cone to Q at x ∈ Q is given by [6] , [7] T Q (x) = v ∈ R n : lim inf
while the normal cone to Q at x ∈ Q is defined as
The orthogonal set to N Q (x) is given by
The next property holds [4] .
have the following analytic expressions.
For any x ∈ K we have
where 
Finally, for any x ∈ K we have
The above cones, evaluated at some points of the set
n be a non-empty convex set. For any x ∈ R n , we call projection of x on Q the unique point P Q (x) satisfying 
II. CNN MODELS, MOTIVATING RESULTS AND GOAL
OF THE PAPER The dynamics of the S-CNNs, introduced by Chua and Yang in the fundamental paper [3] , can be described by the differential equationṡ
where x ∈ R n is the vector of neuron state variables; A ∈ R n×n is the neuron interconnection matrix; I ∈ R n is the constant input;
where the piecewise-linear neuron activation g is given by
The improved-signal range (ISR) model of CNNs has been introduced in [1] , [8] with the goal to obtain advantages in the electronic implementation of CNN chips. The dynamics of an ISR-CNN can be described by the differential equationṡ
When the slope m of the nonlinearity m (·) is large, m (·) plays the role of a limiter device that prevents the state variables x i of (I) from exceedingly enter the saturation regions where |x i (t)| > 1. The larger m, the smaller the neighborhood of the hypercube
n where the state variables x i are constrained to evolve for all large t.
A particularly interesting limiting situation is that where m → +∞, in which case m (·) approaches the ideal hard-limiter nonlinearity h(·) given in (1) . The hardlimiter h(·) now constrains the state-variables of (F) to evolve within K, i.e., we have |x i (t)| ≤ 1 for all t and for all i = 1, 2, . . . , n. Since for x ∈ K we have x = G(x), (I) becomes the FR model of CNNs [1] , [4] , [8] 
where
From a mathematical viewpoint, h(ρ) is a set-valued map assuming the entire interval of values [0, +∞) (resp., (−∞, 0]) at ρ = 1 (resp., ρ = −1). As a consequence, the vector field defining the dynamics of (F), −x + Ax + I − H(x), is a set-valued map assuming multiple values when some state variable x i is saturated at x i = ±1, which represent the set of feasible velocities for (F) at point x. A FR-CNN is thus described by a differential inclusion as in (F) [4] , [5] and not by an ordinary differential equation.
In [9] , Corinto and Gilli have compared the dynamical behavior of (S) (m = 0), with that of (I) and (F) (m → +∞), under the assumption that the three models are characterized by the same set of parameters (interconnections and inputs). It is shown in [9] that there are cases where the global behavior of (S) and (I) is not qualitatively similar for the same set of parameters, due to bifurcations in model (I) that occur for some positive values of m. In particular, a class of completely stable, second-order S-CNNs (S) has been considered, and it has been shown that, for the same parameters, (I) displays a heteroclinic bifurcation at some m = m β > 0, which leads to the birth of a stable limit cycle for any m > m β . In other words, (I) is not completely stable for m > m β , and the same holds for (F), which can be thought of as being the limit of (I) as m → +∞.
The result in [9] has the important consequence that in the general case stability of model (F) cannot be deduced from existing results on stability of (S). Hence, it is needed to develop suitable tools, which are based on the theory of differential inclusions, for studying in a rigorous way stability and convergence of FR-CNNs.
The goal of this paper is to develop an extended Lyapunov approach for addressing stability and convergence of FR-CNNs. The approach is based on a suitable notion of derivative and an extended version of LaSalle's invariance principle for the differential inclusion (F) modeling a FR-CNN.
III. LASALLE'S INVARIANCE PRINCIPLE FOR FR-CNNS
To the authors knowledge, [4] has been the first paper giving a foundation, from the theory of differential inclusions, of the FR model of CNNs. One main property noted in [4] is that we have
for all x ∈ K, i.e., H(x) coincides with the normal cone to K at point x (cf. Property 1). Therefore, (F) can be written aṡ
which represents a class of differential inclusions termed differential variational inequalities (DVIs) [5, Ch. 5] .
. By an equilibrium point (EP) we mean a constant solution
By exploiting the theory of DVIs, the next result has been proved in [4] .
Property 2: For any x 0 ∈ K, there exists a unique solution x of (F) with initial condition x(0) = x 0 , which is defined for all t ≥ 0. Moreover, there exists at least an EP ξ ∈ K of (F).
We will denote by E = ∅ the set of EPs of (F). It can be shown that E is a compact subset of K.
The next definition of derivative will play a crucial role in the Lyapunov approach in the paper. Let
. We stress that, for any x ∈ K, Dφ(x) is either the empty set or a singleton. These two different cases are illustrated in Fig. 2 for a second-order FR-CNN .
Vector fields involved in the definition of the derivative Dφ for a second-order FR-CNN. Let f (x) = Ax+I. We have
is a singleton, when x is one of the points a, d, e ∈ K. On the other hand, P T K (x) (Ax + I) / ∈ N ⊥ K (x) and then Dφ(x) = ∅, when x is one of the points b, c ∈ K.
Definition 2: Let φ : R n → R be a continuously differentiable function in R n . We say that φ is a Lyapunov function for (F), if we have Dφ(x) = ∅ or Dφ(x) ≤ 0, for any x ∈ K. If, in addition, we have Dφ(x) = 0 if and only if x is an EP of (F), then φ is said to be a strict Lyapunov function for (F).
The next fundamental property can be proved. Property 3: Let φ : R n → R be a continuously differentiable function in R n , and let x(t), t ≥ 0, be a solution of (F). Then, for a.a. t ≥ 0 we have
If
hence φ(x(t)), t ≥ 0, is a non-increasing function for t ≥ 0 and there exists the lim t→+∞ φ(
x(t) ∈ P TK (x(t)) (Ax(t) + I).
Let t > 0 be such that x is differentiable at t. Let us show thatẋ(t) ∈ N ⊥ K (x(t)). Let h > 0, and note that since x(t) and x(t + h) belong to K, so we have
dist(x(t) + hẋ(t), K) ≤ x(t) + hẋ(t) − x(t + h) .
Dividing by h, and accounting for the differentiability of x at time t, we obtain
and hence we haveẋ(t) ∈ T K (x(t)).
Now, suppose that h ∈ (−t, 0). Since once more x(t) and x(t + h) belong to K, we have
and hence, by definition, −ẋ(t) ∈ T K (x(t)). Now, it suffices to observe that 
(x(t)) = ẋ(t), ∇φ(x(t)) = P TK (x(t)) (Ax(t) + I), ∇φ(x(t))
and hence, by Definition 1,
d dt φ(x(t)) = Dφ(x(t)).

Now, suppose that φ is a Lyapunov function for (F)
and hence φ(x(t)), t ≥ 0, is a monotone non-increasing function. Moreover, being φ a continuous function, it attains a minimum over the compact set K. Since we have x(t) ∈ K for all t ≥ 0, the function φ(x(t)), t ≥ 0, is bounded from below and there exists the lim t→+∞ φ(x(t)) = φ ∞ > −∞. Due to Property 3, we are able to evaluate dφ(x(t))/dt for a.a. t ≥ 0 by means of the derivative Dφ. It is important to stress that, as in the standard Lyapunov approach for differential equations, Dφ permits to evaluate dφ(x(t))/dt directly from the vector field Ax+I, without involving integrations of (F).
We are now in a position to prove the next extended version of LaSalle's invariance principle for FR-CNNs.
Theorem 1: Let φ : R n → R be a continuously differentiable function in R n , which is a Lyapunov function for (F). Denote by Z = {x ∈ K : Dφ(x) = 0} and let M be the largest positively invariant subset of (F) in cl(Z). Then, any solution x(t), t ≥ 0, of (F) converges to M as t → +∞, i.e., lim t→+∞ dist(x(t), M) = 0.
Proof: Consider the differential inclusioṅ
where +∞ > r > sup K Ax + I and F r from K into R n is an upper-semicontinuous set-valued map with nonempty compact convex values. By [4, Prop. 5] we have that if x(t), t ≥ 0, is a solution of (F), then x is also a solution of (4) for t ≥ 0. Denote by ω x the ω−limit set of the solution x(t), t ≥ 0. It is known that ω x is a nonempty compact connected subset of K, and x(t) → ω x as t → +∞ [10, pp. 129, 130] . Furthermore, due to the uniqueness of the solution with respect to the initial conditions (Property 2), ω x is positively invariant for the solutions of (F) [10, pp. 129-130] . Now, it suffices to show that ω x ⊆ M . It is known from Property 3 that φ(x(t)), t ≥ 0, is a non-increasing function on [0, +∞) and φ(x(t)) → φ(∞) > −∞ as t → +∞. For any y ∈ ω x , there exists a diverging sequence
Let y 0 ∈ ω x , and let y(t), t ≥ 0, be the solution of (F) such that y(0) = y 0 . Since ω x is positively invariant, we have y(t) ⊆ ω x for t ≥ 0. It follows that φ(y(t)) = φ(∞) for t ≥ 0 and hence, by Property 3, for a.a. t ≥ 0 we have 0 = dφ(y(t))/dt = Dφ(y(t)). This means that y(t) ∈ Z for a.a. t ≥ 0 and hence that y(t) ∈ cl(Z), for all t ≥ 0. In particular we have y 0 = y(0) ∈ cl(Z). Being y 0 an arbitrary point of ω x , we conclude that ω x ⊂ cl(Z).
Finally, since ω x is positively invariant, it follows that ω x ⊆ M .
IV. CONVERGENCE OF SYMMETRIC FR-CNNS
In this section, we exploit the extended LaSalle's invariance principle in Theorem 1 in order to prove convergence of FR-CNNs with a symmetric neuron interconnection matrix.
Definition 3: The FR-CNN (F) is said to be quasiconvergent if we have lim t→+∞ dist(x(t), E) = 0 for any solution x(t), t ≥ 0, of (F). Moreover, (F) is said to be convergent if for any solution x(t), t ≥ 0, of (F) there exists an EP ξ ∈ E such that lim t→+∞ x(t) = ξ.
Suppose that A = A and consider for (F) the (candidate) Lyapunov function
where x ∈ R n . Property 4: If A = A , then for function φ as in (5) we have
is a strict Lyapunov function for (F).
Proof: Let x ∈ K and suppose that 
with P TK (x) (Ax + I), P NK (x) (Ax + I) = 0.
Accounting for Definition 1, we have
Hence, φ is a Lyapunov function for (F). It remains to show that it is strict. If x is an EP of (F), then we have P TK (x) (Ax + I) = 0 and hence Dφ(x) = 0. Conversely, if Dφ(x) = 0, then we have P TK (x) (Ax + I) = 0. Thus, x is an EP for (F). Property 4 and Theorem 1 immediately yields the next result.
Theorem 2: Suppose that A = A . Then, (F) is quasiconvergent and it is convergent if the EPs of (F) are isolated.
Remarks:
1) Theorem 2 coincides with the result on convergence obtained in [4, Th. 1] . In what follows we point out some advantages with respect to that paper. It is stressed that the proof of Theorem 2 is a direct consequence of the extended version of LaSalle's invariance principle in this paper. The proof of [4, Th. 1], which is not based on an invariance principle, is comparatively more complex and in particular it requires an elaborate analysis of the behavior of the solutions of (F) close to the set of equilibrium points of (F). Also the mathematical machinery employed in [4] is more complex than that in the present paper. For example, in [4] use is made of extended Lyapunov functions assuming the value +∞ outside K, and a generalized version of the chain-rule for computing the derivative of the extended-valued functions along the solution of (F). Here, instead, we have analyzed convergence of (F) by means of a simple quadratic Lyapunov function as in (5).
2) Consider the S-CNN model (S) and suppose that the neuron interconnection matrix A = A is symmetric. It has been shown in [3] that (S) admits the Lyapunov function
where x ∈ R n . One key problem is that ψ is not a strict Lyapunov function for the symmetric S-CNN (S), since in partial and total saturation regions of (S) the time derivative of ψ along solutions of (S) may vanish in sets of points that are larger than the sets of equilibrium points of (S). Then, in order to prove quasi-convergence or convergence of (S), it is needed to investigate the geometry of the largest invariant sets of (S) where the time derivative of ψ along solutions of (S) vanishes [11] . Such an analysis is quite elaborate and complex (see [12] for the details). It is worth to remark once more that, according to Theorem 2, φ as in (5) is a strict Lyapunov function for a symmetric FR-CNN, hence the proof of quasi-convergence or convergence of (F) is a direct consequence of the generalized version of LaSalle's invariance principle in this paper.
3) The derivative Dφ in Definition 1, and the extended version of LaSalle's invariance principle in Theorem 1, have been inspired by analogous concepts previously developed by Shevitz and Paden [13] and later improved by Bacciotti and Ceragioli [14] .
Next, we briefly compare the derivative Dφ with the derivative Dφ proposed in [14] . If we consider that φ is continuously differentiable in R n , then we have
for any x ∈ K. Note thatDφ is in general set valued, i.e., it may assume an entire interval of values. Since
for any x ∈ K. An analogous inclusion holds if we compare Dφ with the derivative in [13] . Now, consider a second-order symmetric FR-CNN, whose solutions evolve in the square K = [−1, 1] 2 , and the candidate Lyapunov function φ given in (5) . Suppose that there is a point x belonging to an edge of K, such that P TK (x) (Ax + I) ∈ N ⊥ K (x) as shown in Fig. 3 . Due to the continuity of the vector field Ax + I, there is a neighborhood of x along the edge, such that P TK (y) (Ay +I) ∈ N ⊥ K (y) in the neighborhood. If a solution of the FR-CNN passes through x, then the solution will slide along the edge during some time interval. Fig. 3 . Comparison between the derivative Dφ in Definition 1, and the derivativeDφ in [14] , for a second-order FR-CNN. Let x be a point on an edge of K such that
and Dφ(x) = P T K (x) (Ax + I), ∇φ(x) = − P T K (x) (Ax + I) 2 < 0. The derivativeDφ(x) is given by Dφ(x) = { v, ∇φ(x) , v ∈ Ax + I − N K (x)}, hence it assumes both positive and negative values. For example, the figure shows a vector γ 0 ∈ N K (x) such that we haveDφ(x) 0 = Ax + I − γ 0 , ∇φ(x) , and a vector γ + ∈ N K (x) for which we haveDφ(x) Ax + I − γ + , ∇φ(x) > 0.
We have ∇φ(x) = −(Ax + I) and, from Definition 1, Dφ(x) = P TK (x) (Ax + I), ∇φ(x) = − P TK (x) (Ax + I) 2 < 0. Instead, we obtain Dφ(x) = { v, ∇φ(x) , v ∈ Ax + I − N K (x)} = [− Ax + I 2 , +∞), hence Dφ(x) is an interval assuming both negative and positive values, see Fig. 3 for a geometric interpretation. Therefore, by means of the derivative Dφ we can conclude that φ as in (5) is a Lyapunov function for the FR-CNN, while it cannot be proved that φ is a Lyapunov function for the FR-CNN using the derivative Dφ.
V. CONCLUSION
The paper has developed a generalized Lyapunov approach, which is based on an extended version of LaSalle's invariance principle, for studying stability and convergence of the FR model of CNNs. The approach has been applied to give a rigorous proof of convergence for symmetric FR-CNNs.
The results obtained have shown that, by means of the developed Lyapunov approach, the analysis of convergence of symmetric FR-CNNs is much more simple than that of the symmetric S-CNNs. In fact, one basic result here proved is that a symmetric FR-CNN admits a strict Lyapunov function, and thus it is convergent as a direct consequence of the extended version of LaSalle's invariance principle. Future work will be devoted to investigate the possibility to apply the proposed methodology for addressing stability of other classes of FR-CNNs, with non-symmetric interconnection matrices, and to extend the approach in order to consider the possible presence of delays in the FR-CNN neuron interconnections.
