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A functor is constructed from the category of graphs and graph homomorphisms 
to the category of spaces with involutions and equivariant homotopy classes of 
maps. This can sometimes be used to prove lower bounds on chromatic numbers, 
and was inspired by Lovasz’s proof of Kneser’s conjecture. Ortholattices occur as 
an intermediate step between graphs and spaces, and the correspondence between 
graphs and ortholattices is analyzed. 
1. INTRODUCTION 
Suppose one is given a problem involving objects and maps in some 
category. A common approach is to shift the problem into another category 
through the use of a functor. For example, the homology functor can 
sometimes be used to translate topological problems into algebraic problems. 
It is to be expected that some information will be lost in the translation; 
otherwise no real simplification could be achieved. 
In this paper, we construct functor from the category of graphs and graph 
homomorphisms to the category of topological spaces with involutions and 
equivariant homotopy classes of maps. We will also show how this functor 
can sometimes be used to prove lower bounds on chromatic numbers of 
graphs. Perhaps such a functor could be useful in the study of other aspects 
of graph theory, such as retracts of graphs. 
In the construction of this functor, ortholattices occur as an intermediate 
step between graphs and spaces with involutions. As a sidelight, we prove 
several facts about the correspondence between graphs and ortholattices. 
2. KNESER'S CONJECTURE 
In 1956, M. Kneser published the following conjecture: If the collection of 
all n-element subsets of a (2n + k)-element set is partitioned into k + 1 parts, 
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then one of the parts must contain a pair of disjoint n-subsets. This 
conjecture can be rewritten in the language of graph theory, as follows. 
Define a graph KG,,, (called a K neser graph) whose vertices are the n- 
subsets of a 2n + k-set, and whose edges connect disjoint pairs of n-subsets. 
Then Kneser’s conjecture says that KG,,, is not (k $ 1).colorable. 
It is easy to show that KG,,, is (k + 2)colorable: Suppose that we are 
considering the n-subsets of the set { 1, 2, 3 ,..., 2n + k}. For i = 1, 2 ,..., k + 1, 
use the ith color for each n-subset whose least element is i. Use one more 
color for the remaining n-subsets. This is a proper coloring of KG,,,. 
Kneser’s conjecture was proved in 1978 by Lovhsz [Lo]. The proof 
involved algebraic topology, including especially the well-known 
Borsuk-Ulam theorem. Although Lovasz’s proof was striking in its 
originality, it seemed rather ad hoc and mysterious. This paper puts the proof 
in a more general context. 
3. A FUNCTORIALAPPROACHTOLOWERBOUNDS ONCHROMATIC NUMBERS 
A graph will be an undirected graph without loops or multiple edges, but 
possibly having infinitely many vertices. Two vertices are said to be adjacent 
if they are connected by an edge. Since loops are forbidden, no vertex is 
adjacent to itself. It is often convenient to regard a graph as a set equipped 
with a symmetric, irreflexive binary relation. We sometimes use the same 
notation for a graph and its underlying set of vertices. 
A graph homomorphism is an adjacency-preserving function from the 
vertex set of one graph into the vertex set of another graph. Clearly the 
composite of two graph homomorphisms is again a graph homomorphism. 
So there is a category Graph of graphs and graph homomorphisms. 
Let K, denote the complete graph on m vertices. It is well known that a 
graph G is m-colorable if and only if there exists a graph homomorphism 
from G to K,. In fact, if you think of the vertices of K, as being the m 
available colors, then a proper m-coloring of G corresponds precisely to a 
graph homomorphism from G to K,. Therefore, questions about chromatic 
numbers of graphs can be translated to questions about the existence of 
arrows in the category Graph. 
Suppose C is some other category, and X is a functor from Graph into C. 
If there exists a graph homomorphism f: G + K,, then there is an arrow 
F(f): Y-(G) + F(K,). C onsequently, if we could somehow show that C 
contains no arrow from jr(G) to F(K,), then Graph could not contain an 
arrow from G to K,, and we could conclude that G is not m-colorable. To 
say that G is not m-colorable is to say that the chromatic number of G is at 
least m + 1. Thus we have a general approach to proving lower bounds on 
chromatic numbers. 
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There are two limitations to the approach described above. First, C may 
have arrows from Y(G) to X(K,) even if Graph does not have arrows from 
G to K,. Thus, there is no guarantee that we could find a good lower bound. 
Certainly we do not want to choose C to be a category which contains trivial 
maps between any two objects, e.g., the category of nonempty topological 
spaces and continuous maps, or the category of groups and group 
homomorphisms. Second, even if C has no arrows from X(G) to .F(K,), it 
may be harder to prove that than to prove that Graph has no arrows from G 
to K,. In spite of these objections, it turns out that Lovasz’s proof of 
Kneser’s conjecture can be described in this functorial context. 
4. THE NEIGHBORHOOD ORTHOLATTICE OF A GRAPH 
An ortholattice is a bounded lattice L equipped with a function c: L --f L 
satisfying 
(0 x <Y 3 C(Y) ,< c(x), 
(ii) c(c(x)) = x, and 
(iii) x<c(x)*x=i? 
for all x and y in L. (See [Bi] for the basic terminology of lattices and 
partially ordered sets. In particular, note that d is often used to denote the 
least element of a lattice.) Thus (i) says that c is antitone, (ii) says that c is 
an involution, and (iii) is a nondegeneracy condition. The map c is called the 
orthocomplementation of the ortholattice. A complete ortholattice is an 
ortholattice which is a complete lattice. 
We define a notion of abstract orthogonality on the ortholattice (L, c) by 
xIyox,<c(y). 
Assumptions (i) and (ii) imply that orthogonality is a symmetric relation. 
Assumption (iii) implies that the least element 6 is the only element which is 
orthogonal to itself. Using (i), one can show that if x i y, a < x, and b ,< y, 
then a I b. See [CM] for further information on abstract orthogonality. 
Given a graph G, we will construct a complete ortholattice Y(G), which 
we call the neighborhood ortholattice of G. (The construction was described 
by Birkhoff [Bi, Sect. V-71 and studied in more detail by Dorfler [D]; see 
also [Wi].) Let 2’ denote the lattice of all subsets of the vertex set of G. 
Define a function v: 2’ -+ 2’ by 
v(A) = {x E G: (Vx E A) x is adjacent to a}. 
In words, v(A) is the set of common neighbors of A. Clearly v is antitone and 
satisfies v(v(A)) 3 A for every subset A of G. It follows that 
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v(v(v(A))) = v(A). Furthermore, v o v is a closure operator on 2’ (i.e., 
isotone, increasing, and idempotent), so we sometimes say that a set A is 
closed if v(v(A)) = A. The set of closed subsets of G is a complete lattice 
9(G) when ordered by inclusion, and the meet operation is ordinary set 
intersection (see [Bi, Sect. V-l]). The map P restricts to an orthocomplemen- 
tation of Y(G). (Property (iii) of an orthocomplementation follows from the 
fact that no vertex is adjacent to itself.) Observe that two sets A and B of 
vertices of G are orthogonal if and only if every vertex of A is adjacent to 
every vertex of B. 
Since v satisfies v = v 0 v o v on all of 2G, the image of Y equals the image 
of v 0 v, which is Y(G). Also, for any subset A of G, 
v(A) = 0 {~({a}>: a E A I, 
where ~({a}) is the neighborhood of a. Therefore we obtain an alternate 
description of the underlying lattice of 9(G): Take the set of neighborhoods, 
and close with respect to arbitrary intersections. We regard the null inter- 
section as giving the entire set G of vertices, which is the largest element of 
Q?G). 
EXAMPLE 1. Consider the graph of Fig. 1. The neighborhoods are {b, c}, 
{a, c, d}, {a, b, e), {b, e}, and (c, d}. The Hasse diagram of the underlying 
lattice of the neighborhood ortholattice is shown in Fig.2. 
EXAMPLE 2. This shows that two graphs can have non-isomorphic 
neighborhood ortholattices with the same underlying lattice. Let C, denote a 
cycle of length 6, and let K, + K, denote the disjoint union of two cycles of 
length 3. In each case, the neighborhood ortholattice has the underlying 
lattice shown in Fig. 3. (See Section 7 for a shortcut for the computations.) 
When the least and greatest elements are removed from this lattice, the 
remaining poset has two components. These two components are 
interchanged by the orthocomplementation of .Y(C,), but are not 
interchanged by the orthocomplementation of LP(K, + K3). 
If (L, c) and (M, d) are two ortholattices, then their Cartesian product 
(~5 x M, c x d) is also an ortholattice. 
FIGURE 1 
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FIGURE 2 
If G, and G, are any two graphs, define their join G, 4: G, to be the graph 
obtained from the direct sum by adding an edge from each vertex of G, to 
each vertex of G,. 
PROPOSITION 4.1. There is a canonical isomorphism of ortholattices 
P(G, + G2) “= Y’(G,) x Y(G2). 
ProoJ If A is a set of vertices of G, * G,, then the set of common 
neighbors of A is the union of the set of common neighbors of A n G, in G, 
and the set of common neighbors of A n G, in G,. Therefore A is closed in 
FIGURE 3 
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G if and only if A n G, is closed in G, and A n G, is closed in G,. Thus 
there is a poset isomorphism A --f (A n G,, A n G2) which clearly preserves 
orthocomplementation. I 
The complete graph on m vertices K, can be viewed as a join of m points. 
Since the neighborhhood ortholattice of a point is the 2-element ortholattice 
2, iterative application of Proposition 4.1 yields 
One can use the join construction to extend Example 2 to graphs of 
arbitrarily high connectivity. That is, Proposition 4.1 implies that for any ~1, 
Y’(K, * C,) and SP’(Kn * (K3 + K3)) are isomorphic as lattices, but they can 
be shown to be unequal as ortholattices. 
5. CLASSIFICATION OF GRAPHS WITH A GIVEN NEIGHBORHOOD 
ORTHOLATTICE 
If several vertices have the same neighborhood, the effect on the 
neighborhood ortholattice is the same as if only one of them had been 
present. Thus we can observe [D, p. 2621 that there are infinitely many 
isomorphism classes of graphs with the same neighborhood ortholattice. 
Define an operator T on graphs which identifies vertices with the same 
neighborhoods. It is easy to see that T(T(G)) = T(G) for any graph G; that 
is, T(G) has no duplicated neighborhoods. The argument of the preceding 
paragraph shows 
THEOREM 5.1 [D, Theorem 31. For any graph G, 
ip(T(G)) = P(G). 
A graph H is said to be a retract of a graph G if there exist graph 
homomorphisms r: G + H and j: H + G such that the composite r o j is the 
identity map of H. (See [H] for further information on graph retracts.) It is 
an easy exercise to show that T(G) is a retract of G, for every graph G. 
The fact there are infinitely many graphs with a given neighborhood 
ortholattice is a reflection of the fact that for each graph H, there are 
infinitely many graphs G such that T(G) z T(H). That is essentially the only 
reason that infinitely many graphs have the same neighborhood ortholattice, 
as we shall soon see. 
Suppose L is an ortholattice and A is a subset of L\{o). Then 
orthogonality is a symmetric irreflexive relation on A, so we may regard A 
as a graph. Call this graph the orthogonality graph ofA. 
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A subset A of a complete lattice L will be said to generate L if every 
element of L is the join of some subset of A. (The least element of L is 
regarded as the join of the empty set.) 
EXAMPLE 3. Let L be the ortholattice shown in Fig. 2, and let 
A = {a, b, c, be, cd, abe}. One can easily check that A generates L. Since the 
orthocomplement of c is abe, we find that c is orthogonal to abe, be, a, and 
b. By such reasoning, we can find the orthogonality graph of A, which is 
shown in Fig. 4. 
PROPOSITION 5.2. Suppose L is a complete ortholattice. AIfA is a subset 
of L \{a} and A generates L, then the orthogonality graph of A has no 
duplicated neighborhoods. 
ProoJ: Suppose x and y belong to A. Their neighborhoods are 
{SEA: a< V(X)} and (aEA:a< v(y)}, respectively, where v is the 
orthocomplementation of L. Since A generates L, the join of 
{a E A: a < v(x)} is v(x), and the join of {a E A: a < v(y)} is v(y). Therefore, 
if x and y have the same neighborhood, then v(x) = v(y), hence x = y. 1 
Here is the classification theorem, the main result of this section. 
THEOREM 5.3. Suppose L is a complete ortholattice and G is a graph. 
Then Y’(G) g L if and only if T(G) is isomorphic to the orthogonality graph 
of a subset of L\{6} which generates L. 
Proof Let P denote the standard orthocomplementation of P(G). In light 
of Theorem 5.1, we may replace G by T(G), hence we may assume that G 
has no duplicated neighborhoods. (5) Assume P(G) z L. We need to show 
that G is isomorphic to the orthogonality graph of a subset of Y’(G)\{@} 
which generates 9(G). 
Let 
A = {vv({x}): x E G}. 
Then A generates Y(G), because v induces a one-to-one correspondence 
between A and the set of neighborhoods, and every member of Y’(G) is an 
intersection of neighborhoods. 
cd 
be 
FIGURE 4 
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Define a surjective function J G -+ A by f(x) = vv({x}). Since G has no 
duplicated neighborhoods, f is injective. It follows from general properties of 
v that {x) c v({ y}) if and only if VV((X}) c vvv(( y)), hence f is a graph 
isomorphism. 
(0 Let A be a subset of L\{6) which generates L. We must show that 
Y’(A) g L, where A is regarded as an orthogonality graph. Let w denote the 
orthocomplementation of L. 
If x E A, then the neighborhood of x in A is { y E A: y < w(x)}. So if X is 
a subset of A, the set of common neighbors of X is 
{yEA:(~xEX)y<w(x)J= yEA:y<?\{w(x):xEX)( I = i1yEA:yGw vx c 11 . 
Thus the closed sets of A are the sets of the form { y E A: y < w(V X)}, 
where X ranges over subsets ofA. 
Since A generates L and w is a bijection, every element of L occurs as 
w(V X) for some subset X of A. Therefore the elements of Y(A) are the 
subsets ( y E A : y < x), where x ranges over L. 
Define a function f: L --t S!(A) by f(x) = ( y E A: y < x). The preceding 
paragraph shows that f is surjective, and f is clearly isotone. The join of 
{ y E A: y < x} is x, hence f is injective and has an isotone inverse. Therefore 
f is an isomorphism of posets. 
By an earlier computation, the set of common neighbors off(x) is 
z~A:z<w 
i 
v {y~A:y<x} = (zEA:z<w(x)}. 
That is, v(f (x)) = f (w(x)), so f preserves orthocomplementations. 1 
COROLLARY 5.4 [D, Theorem 151. Every complete ortholattice arises as 
the neighborhood ortholattice of some graph. 
Proof Every complete ortholattice L has a generating set, namely, 
L\{OJ. I 
COROLLARY 5.5. If L is a Jnite ortholattice, then (up to isomorphism) 
there are finitely many graphs G without duplicated neighborhoods such that 
P(G) EL. 
A finite lattice has a unique smallest generating set, called the set of join- 
irreducibles. (For example, the lattice of Fig. 2 has {a, b, c, be, cd} as its set 
of join-irreducibles.) Thus for each finite ortholattice L, there is a smallest 
graph G (up to isomorphism) such that P(G) z L. More generally, a dually 
compactly generated lattice has a smallest generating set; see [CD, Chap. 61. 
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It turns out that if G is the smallest graph such that Y(G) z L, and if H is 
another graph such that P(H) z L, then G is a retract of H. We now prove 
a more general fact. 
THEOREM 5.6. If L is a complete ortholattice, if A c B SE L \{a}, and if 
A and B generate L, then the orthogonality graph of A is a retract of that of 
B. 
ProoJ The graph homomorphism j: A --t B is simply the inclusion map. 
Define a function r: B -+ A as follows: If b E A, let r(b) = b. And if b @A, let 
r(b) be an arbitrarily chosen member of {a E A: a < b }. (That set is 
nonempty because A generates L.) It is immediate from the definitions that 
r o j is the identity map on A. It is a basic property of abstract orthogonality 
that if x 1 y, r(x) < x, and r(y) < y, then r(x) 1 r(y). Therefore r is a graph 
homomorphism. I 
6. MAPS OF ORTHOLATTICES 
An orthomap is a function between ortholattices which preserves both 
order and orthogonality, and such that the least element of the first lattice is 
the only thing which maps to the least element of the second lattice. It is 
apparent that an identity function is an orthomap, and a composition of 
orthomaps is an orthomap. Let OrthoL denote the category of ortholattices 
and orthomaps. 
Given a graph homomorphism ~1: G+ H, we define an orthomap 
=WP>: QYG> -+ Wf) as follows. If A is an element of P(G), i.e., a closed 
subset of 6, let S!(q)(A) equal the closure of q(A) in H. We verify that Y(q) 
is an orthomap: Clearly P(p) is isotone. Suppose A and B are orthogonal 
elements of g(G). Then every vertex of A is adjacent to every vertex of B. 
Since Ed is a graph homomorphism, every vertex of &A) is adjacent to every 
vertex of q(B). Therefore p(A) c v(yl(B)). Applying the closure v 0 v, we find 
that v 0 v(dA)) G v 0 v(G@))) = v(v 0 GW)), or WV)(A) 1 -WV)(B). 
Thus Y(p) preserves orthogonality. Finally, it is clear that Y(q)(A) = 0 if 
and only if A = 0. Therefore i”(p) is an orthomap. 
Of course, if id, is the identity map of a graph G, then Y(id,) is the 
identity map of Y(G). 
Suppose 9: G -+ H and ye H+ K are two graph homomorphisms. It 
follows easily that Ye(v) o g(p) >P(I+Y 0 q), but the inequality may be 
strict. For example, let K be the path a-b-c-d, let H be the subgraph 
a-b-c, and let G be the subgraph c. Let 9 and v be the inclusion maps. 
Then y(w) 0 ~(q)({c}) = {a, cl, w h ereas P(I,v o q)({c}) = {c}. Thus 9 is 
not quite a functor from Graph to OrthoL. 
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FIGURE 5 
The fact that P does not commute with composition of maps is no 
obstacle to using 9 in place of the functor .9- of Section 3. However, the 
next theorem is an indication that we have not significantly simplified the 
problem of existence of arrows by passing from Graph to OrthoL. 
THEOREM 6.1. g G and H are graphs and y: Y(G)+Y(H) is an 
orthomup, then there exists a graph homomorphism ~0: G + H such that 
P(P) < Y* 
ProoJ: Suppose x is a vertex of G. Since v 0 v((x}) # 0, we know 
w(v 0 v((x})) # 0. Define p(x) to be an arbitrarily chosen vertex of 
w(v o V(iXl))* 
If x and y are adjacent vertices of G, then v o v( (x)) i v 0 v({ y}). Since ry 
preserves orthogonality, we have that ~(v o I)) _L y(v 0 v(( v})). Therefore 
q(x) is adjacent to q(u), proving that 9 is a graph homomorphism. 
Suppose A is a closed set of vertices of G. An element q(a) of &A) is an 
element of w(v 0 ~((a))), by definition. Since w is isotone, 
w(v 0 ~({a})) z r&4). Therefore y(A) c w(A), so Y(q)(A) c y(A). m 
COROLLARY 6.2. If G and H are graphs, then there exists a graph 
homomorphism from G to H if and only if there exists an orthomap from 
P(G) to S!(H). 
Remark. The inequality in Theorem 6.1 cannot be replaced by an 
equality. For example, the orthomap of P(K2) into LP(K3) which sends 0 to 
0, ill to {l), {2} to (21, and (I, 2} to { 1,2,3 \ is not induced by a graph 
homomorphism. See Fig. 5. 
7. ORTHOPOSETS AND THE PROPER PART FUNCTOR 
Define an orthoposet to be a poset P equipped with an antitone involution 
c: P + P. (This terminology is nonstandard.) As before, call c the orthocom- 
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plementation of P, and define orthogonality in P by x i JI if and only if 
x < c(v). Let Ortho denote the category whose objects are orthoposets and 
whose arrows are functions which preserve order and orthogonality. 
If L is an ortholattice with least element d and greatest element 1, then the 
proper part of L is the subposet L = L \{a, I}. The orthocomplementation of 
L restricts to an orthocomplementation of L, so L is an orthoposet. 
However, an orthoposet which is a lattice is not necessarily an ortholattice. 
Suppose w: L + M is an orthomap. By definition of an orthomap, no 
member of L is sent to d by v/. Also, suppose x E E and v(x) = 7. Then 
x-L c(x) implies ‘i = v/(x) is orthogonal to tq(c(x)), hence v(c(x)) = 6. But 
x E L implies C(X) EL, so it is impossible that ~(c(x)) = 0. Therefore no 
member of z is sent to 1 by I,Y. This shows that the orthomap I+V restricts to 
an arrow of Ortho between the proper parts L and &?. 
We have now constructed the proper part functor from OrthoL to Ortho. 
Remark. The notions of orthoposets and proper parts allow us to 
conveniently describe the behavior of 9 with respect to direct sums and 
products of graphs. That is, for any two graphs G and H, there are canonical 
isomorphisms of orthoposets 
s?(G + H) z L&G) + s?(H) and L&G x H) z L?(G) x L?(H). 
These are essentially Theorem 4 and 10 of [D]. The sum and product 
operations are the categorical sums and products of Graph and Ortho. 
These isomorphisms may be used to make the computations necessary in 
Example 2 of Section 4. The sum isomorphism implies that 
i?(K3 + I&) z 2(K3) + -GqKJ E IL!3 + z3. 
Since C, FZ K, x K,, the product isomorphism implies that 
2(C6) E 5?(K,) x i?(K,) z 23 x 2 
The notion of proper part also allows us to make the simple observation: 
PROPOSITION 7.1. 2(G) is disconnected as a poset if and only if G, 
minus isolated points, is disconnected or bipartite. 
ProoJ: If G is the direct sum of two graphs, neither of which is discrete, 
then the direct sum formula above shows that g(G) is disconnected. 
Suppose G is bipartite, with parts C and D. Then any neighborhood is 
contained in C or in D, so any closed set except G is contained in C or D. 
Therefore 2(G) is disconnected. 
Conversely, suppose G is connected and not bipartite. Since every 
nonempty closed subset of G contains the closure of a vertex, it is enough to 
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let a, b E G and show that ~({a}) is connected to vv((b}) in 5?(G). Since G 
is connected and contains an odd cycle, there is a path of even length from a 
to b, say a = c,,, c,, c2 ,..., czn = b. For each i from 0 to y1- 1, we have 
VV(i%i\) G V({Czi+ 11) and vv({c7.i+21) G v((c2f+ 11). 
This defines a path in 5?(G) from vv((a)) to vv((b}). 0 
8. FROM ORTHOPOSETS TO SPACES WITH INVOLUTIONS 
An involution of a topological space X is a continuous map from X to X 
which is its own inverse. For example, the antipodal map is an involution of 
a sphere. (The antipodal map of the standard n-sphere S” = 
{x E IRntl: /Ix]/ = 1) is the map which sends each x to -x.) If spaces X and 
Y have involutions v and W, respectively, and if fz X+ Y is a continuous 
function such that w of = f o v, then f is said to be an equivariant map. One 
can think of an involution as defining an action of a two-element group on a 
space; then an equivariant map is a map which commutes with the group 
action. Let Top, denote the category whose objects are spaces with 
involutions, and whose arrows are equivariant maps. Involutions and 
equivariant maps have been extensively studied; see, e.g., [CF]. 
The object of this section is to define a functor 8: Ortho -+ Top,. Just as I 
remarked in the case of 9, we do not need the full force of functoriality in 
order to deal with chromatic numbers; we only need to know that if there is 
an arrow in Ortho from P to Q, then there is an arrow in Top, from Z(P) to 
g(Q). Therefore the proof of functoriality is delayed until the next section. 
Given a partially ordered set P, there is a standard construction of a 
topological space lPI called the geometric realization of P. The underlying 
set of /PI is the set of formal convex combinations of members of P, 
1 t(x) x, - 
XEP 
such that {x E P: t(x) # 0) is a finite nonempty chain of P. The term 
“convex combination” implies, of course, that each coefficient t(x) is 
nonnegative, and that 
x t(x) = 1. 
XEP 
If o is a particular finite nonempty chain of P, then the subset 
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is called a closed simplex of lPl. Also, the subset 
i 
Ct(x)xEIPI:t(x)#ooxEo 
is an open simplex called the interior of lo/. Clearly each element of (PI 
belongs to precisely one open simplex. 
Now for the topology on IPI: If we name the elements of 0 as 
x1 < x* < ... < x, , then the elements of / D / are of the form C tixi, so 1 o I has 
an obvious correspondence to the subspace 
/L t, >.a., t,)E IR”:x ti= l,allti>O 
i 
of euclidean n-space. Define a subset A of lPI to be open if, for each closed 
simplex /ul, the set A n 101 is closed in the euclidean topology on I c j. This 
defines a topology on IPi in which each closed simplex has the euclidean 
topology; see Spanier [Sp, p. 11 l] for details. An important property of this 
topology is that if Y is a topological space andf: 1 PI --) Y is a function, thenf 
is continuous if and only if the restriction off to each closed simplex is con- 
tinuous. 
Geometric realization can also be applied to functions. If P and Q are 
posets and f: P+ Q is monotone (either isotone or antitone) then there is a 
function IfI: JPI+ IQ] defined by 
lfl @Ip twj = c t@Mx). 
XEP 
This function makes sense because a monotone map f sends nonempty finite 
chains of P to nonempty finite chains of Q. When restricted to a closed 
simplex, 1 f 1 is certainly continuous, in fact affine. Therefore IfI is con- 
tinuous. 
If f: P+ Q and g: Q--f R are monotone maps, then it is clear from the 
definition that I g ofI = I g/ o If I. Thus geometric realization is a functor 
from the category of posets and monotone maps to the category of 
topological spaces and continuous maps. 
Suppose that P is an orthoposet with orthocomplementationJ Then IfI is 
an involution of I P 1, because 
Ifl 0 If = lfofl= lidpI = id,,,. 
In other words, geometric realization transforms an object of Ortho to an 
object of Top*. This is how the functor B is defined on objects: If (P,f) is an 
orthoposet, then 
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abe ---a---- acd 
be cd 
b bc C 
FIGURE 6 
EXAMPLE 4. The geometric realization of the ortholattice of Fig. 2 is 
shown in Fig. 6. If one imagines the center of the figure to be the origin of 
the plane, then the involution is given by sending each point x to -x. 
Suppose that (P, V) and (Q, w) are orthoposets, and suppose that 8: P+ Q 
is an arrow of Ortho. For each element x of P, we have x 1 V(X), hence 
B(x) 1 0($x)). That means that 8(x) < w(e(v(x))), or equivalently 
O(v(x)) < w(e(x)). The fact that 0 o u < w o f3 could be expressed by saying 
that 0 is “equivariant up to an inequality.” The map w o 0 o u satisfies a 
similar inequality: w o (w o B 0 v) < (w o 0 0 v) 0 u. To construct an 
equivariant map a(O) from 8(P) to a(Q), the intuitive plan is to take the 
“average” of /O/ and ( w o 0 o 2) /. 
For each p%tive integer n, let n denote the n-element chain 
id<?< .** < n- 1). 
If 8 is the arrow of Ortho discussed above, then the fact that 0 < w 0 0 0 v 
allows us to define an isotone map 
H(e): P x 2 + Q 
by (x, 6) h e(x) and (x, 1) t-+ w o i3 o V(X). We now need a general fact 
about geometric realization of direct product posets. 
Suppose P and Q are posets. Then there is a homeomorphism 
(If P and Q are both infinite, then /PI x / Q 1 needs to have the compactly 
generated topology rather than the usual product topology. But for our 
purposes, at least one of the posets will always be finite.) There is a simple 
formula for the inverse of r, 
where all sums range over x in P and y in Q. See [ES, Sect. II-81 for a proof 
that r is a homeomorphism. Using the formula for r-l, one can easily show 
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IPI x IQ1 A IPxQl 
I 
Ifl x 181 
I 
lfxgl 
IRI x IS/ A lRxS/ 
FIGURE I 
that t is “natural” in the following sense: Suppose P, Q, R, and S are pose@ 
and f: P + Q, g: R + S are functions which are both isotone or both antitone. 
There is a monotone mapfx g: P x R --f Q x S defined coordinatewise. Then 
the diagram of Fig. 7 is commutative. 
For”any topological space X, define a continuous map y: X-t X X j 2 1 by 
y(x) = (x, 4 d + f 1). This is also a natural transformation, in the sense that if 
f: X+ Y is a continuous function, then (fx idiz,) D y = y oJ: 
Recall that for each arrow 8: P+ Q of Ortho, we defined an isotone map 
H(B): P x 2 + Q. Now define a continuous 8(O): Z?(P) + Z(Q) by Z(6) = 
I H(O)1 o 5 o y. This completes the definition of the functor 8: Ortho + Top,. 
But it remains to be shown that g(8) is equivariant. 
Define an antitone map r: 2 -+ 2 by 6 +t 1 and 1 k-+ 6. Consider the 
diagram of Fig. 8. The left-hand square commutes because / rl ($6 + 41) = 
46 + $1. The middle square commutes by the naturality property of r. And 
the right-hand square commutes on the poset level, i.e., H(6) 0 (V X r) = 
w  o H(O) by direct computation. Since both horizontal rows of the diagram 
are G?(O), the diagram shows that 1~1 0 a(O) = g(e) 0 j ~1. That is, 8(O) is 
equivariant. 
Remark. The fact y is homotopic to the map x H (x, 6) can be used to 
show that a(O) is homotopic to 101. 
9. FUNCTORIAL PROPERTIES OF THE CONSTRUCTION OF SECTION 8 
THEOREM 9.1. The transformation 8, defined in Section 8, is a functor 
from Ortho to Top,. 
Proof: First we have to verify that if P is any object of Ortho, then 
B(id,) = id,(,). To do so, let f be the only possible function from 2 to 1, and 
IPI AIPl x 121A lPx2l ‘H(e)’ ’ I Ql 
I 
IUI 
I 
I~lxlrl 
I 
IUXrl 
I 
I w 
IPl--vPI x 121 -tlPx2/ ‘“‘““,lQl 
FIGURE 8 
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IPI -rlpIxl~l -5--JPX2/~+7 
lid,1 x Ifl 
FIGURE 9 
consider the diagram of Fig. 9. Here pr, is projection on the~first coordinate. 
The square is commutative by naturality of r, and the triangle is 
commutative by direct computation on the poset level. The uppermost path 
from I PI to j PI is B(id,), and the lowest path is id,,, . 
Now suppose that CL: P -+ Q and ,!3: Q --) R are arrows of Ortho. We want 
to show that ??(/3) 0 8(a) = a@I 0 a). Let k: 2 + 2 X 2 be the isotone map 
0 ~--t (6,6), ? b (1, 7). Consider the diagram of Fig. 10. 
Region 1 commutes by a simple computation, using the fact that 
r(i6 + $I,40 + 41) = ;(a, 6) + $(I, 1). Squares 2 and 3 commute by 
naturality of y. Square 4 commutes by a computation using the formula for 
I -I. Squares 5 and 6 commute by the naturality of r. And square 7 
commutes on the poset level by an easy calculation. Therefore the diagram is 
commutative. The rightmost path from JPj to IR] is Z’@ 0 a), and the 
leftmost path is g@) 0 Z(a), so a($’ 0 a) = S(J) 0 Z(a). I 
The functor B has a nice property which will allow us to compensate for 
the fact that Y is not exactly a functor. Let us say that two equivariant 
maps f and g are equivariantly homotopic if there is a continuous one- 
parameter family of equivariant maps including f and g. 
THEOREM 9.2. If a, P: P + Q are two arrows of Ortho such that a <p, 
then Z(a) is equivariantly homotopic to a@). 
IN-----_______ 
? 
Y 
Y 0 -f 
IPI x IPI *IpI x 121 x IPI- lidplX= pJ[xj2x2(~~P(x~2j 
I 
T 
0 
I 
rxlidzl 
8 
I 
5 
0 
i 
T  
lPx21 y. JPX2(Xl21 A lPX2X21 - JPX2) 
I 
IH( @ 
i 
IH( x lid21 
0 
1 
W(a) X idzl 
0 
I 
IH(B~crIl 
IQ1 --+ lQl>o2l f_* lQx2l IH( + PI 
FIGURE 10 
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ProoJ: First, some definitions. Let u and w be the orthocomplementations 
of P and Q, respectively. Define a continuous map F: /2/ X I+ 141 by 
I;(& + (1 - t) 1, s) = (1 - s) fi + stl + s( 1 - t) 2 + (1 - s)( 1 - t) 3. Define 
an antitone map8 4 + 4 by d ~3, f M 2, 2 M 1, and 3 h 0. Define isotone 
maps J:: 2+ 4, for c= 0 or 1, by J,,(b)=@ J,,(l) = 5, J,(o) = ‘i, and 
Jr(i) = 2. (Note that F is a homotopy from iJ0i to IJ, I.) It is easy to check 
that a < /3 < w o /I o v < w o a o v, so there is an isotone map ,M: P X 4 + Q 
such that ,E(x, 6) = a(x), ~(x, 1) = p(x), &, 2) = w 0 /3 0 v(x), and 
,u(x, 3^) = w o a o (x). For c = 0 or 1, there is a natural continuous map 
r, : X+ X x I such that T,(x) = (x, c). The functions r, r, H(a), and HC$) are 
defined as in Section 8. Finally, for c = 0 or 1, define H,: P x 2 --f Q by 
H, = H(a) and H, = H(@. 
Now we draw the diagram of Fig. 11. Square 1 commutes by naturality of 
r,; square 2 commutes because F is a homotopy from IJ,,I to lJ, /, i.e., 
F(x, 0) = I Jo I (x> and F(x, 1) = lJ,l(x). Squares 3 and 4 commute by 
naturality of r; squares 5 and 6 commute on the poset level by easy 
computation; square 7 commutes because / rl (ib + 41) = 40 + 41; and 
square 8 commutes because IfI o F = F o (/rl x id,), as is easily checked. 
Therefore the diagram is commutative. 
Note that the same map from /PI x 1 to IQ 1, call it G, occurs in the second 
and third rows of the diagram. The diagram shows that G is an equivariant 
homotopy. In particular, the functions G o r, : 1 PI + I Q 1, for c = 0 or 1, are 
equivariantly homotopic. But the diagram shows that 
Gor,=idolH,Ioro(idxid)oy 
=lH,lozoy 
=8(a) if c= 0, 8(/l) if c=l. 
Therefore Z(a) and Z’(J) are equivariantly homotopic. I 
IPl y, IPIXl2l idXid>lPIX/21 AjPx2+%/Qi 
I 
rc 0 ! 
Fe 0 I 
idxlJcl 0 llidx.ril 0 lid 
~P~XI=qPjX~2XII idXF* IPIXI4IA IPx4I-aIQl 
Iul xid lvlxlrlxid 
1 
0 I 0 I lulxlfl @ ll’:Xfl @IlW 
IPIX~‘x’d+~P~X~2~XI idXFkjPIX141-% lPx4l~lQl 
FIGURE 11 
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10. THE FINISHED FUNCTOR 
We can now transform objects and arrows of Graph into objects and 
arrows of Top, by applying 9, then the proper part functor, and then the 
functor 8’. Let X denote this composite transformation. 
The transformation s’ can be turned into a true functor by a slight 
modification of its range. Let Toph, denote the category whose objects are 
the same as the objects of TopI, and whose arrows are equivariant homotopy 
classes of maps. We may regard 8 as a functor into Toph2. Recall that 9 is 
not a functor because it commutes with composition of maps only up to an 
inequality. The proper part functor preserves such an inequality, and B 
changes it into an equality in Toph, by Theorem 9.2. 
Since we are concerned with maps of graphs into complete graphs, we 
should determine the image of a complete graph under .Y. As mentioned 
after Proposition 4.1, 5?(K,) is the Boolean algebra 2m equipped with 
ordinary complementation.The geometric realization of the proper part of 2m 
is a sphere of dimension m - 2. In fact, as a simplicial complex, it is 
precisely the barycentric subdivision of the boundary of an (m - I)-simplex. 
Furthermore, the complementation of 2” becomes the antipodal map of that 
sphere. 
Here is our basic approach to chromatic numbers restated for easy 
reference. 
THEOREM 10.1. If G is a graph such that there is no equivariant map 
from F(G) into the sphere SmP2, then G is not m-colorable. 
Remark. Lovisz considered [Lo] the neighborhood complex of a graph 
G, which is the poset of nonempty subsets of neighborhoods of G. The 
neighborhood closure B 0 B restricts to a closure operator on the 
neighborhood complex, and the subposet of closed elements is the proper 
part of Y(G). It follows from Quillen’s homotopy property IQ, 1.31 (which 
says that if f and g are isotone maps such that f < g, then 1 f j and 1 gj are 
homotopic) that the geometric realization of the neighborhood complex is 
homotopy equivalent to the space of X(G). 
11. PROOF OF THE LOVASZ-KNESER THEOREM 
Lo&z wondered whether his results could be generalized by using 
homology instead of homotopy. To do so, we will need a homological 
version of the Borsuk-Ulam theorem. 
We will say that a space X is n-acyclic mod 2 if fij(X, Z/2), the jth 
reduced homology group of X with coefficients in Z/2, vanishes for each j 
less than or equal to n. 
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THEOREM 11.1 [Wa]. If X is a space with an involution, and if there 
exists an equivariant map from X to S”, then X is not n-acyclic mod 2. 
The following theorem generalizes Lovasz’s Theorem 2 [Lo]. 
THEOREM 11.2. If G is a graph such that F(G) is (m - 2)-acyclic 
mod 2, then G is not m-colorable. 
ProoJ: If G is m-colorable, then there is a graph homomorphism 
G + K,, which induces an equivariant map X(G) + SmP2. Then by 11.1, 
.Y(G) is not (m - 2)-acyclic mod 2. 1 
Now we can prove the Lovisz-Kneser theorem. 
THEOREM 11.3 (Lovasz). The Kneser graph KG,,, is not k + l- 
colorable. 
ProoJ First we need to describe P(KG,,,) as a poset. Suppose that S is 
a set with 2n + k elements, and the vertices of KG,,, are the n-subsets of S. 
Given a nonempty set of vertices {A,, AI,..., A,}, the set of common 
neighbors is the set of n-subsets of S\lJ (Ai}. Note that S\U (Ai} has no n- 
subsets if U (Ai} has more than n + k elements. Therefore, the neighborhood 
closure of {A,,A *,...,A*} equals the set of all n-subsets of U {Ai) if U (Ai) 
has cardinality not greater than n + k, and equals the set of all n-subsets of S 
otherwise. If B and C are two sets of cardinality at least n, then the set of all 
n-subsets of B is contained in the set of all n-subsets of C just in case B is a 
subset of C. Hence we see that the proper part of Y(KG,,,) is isomorphic to 
the poset of subsets of S of cardinality at least n and at most n + k. 
We now invoke the work of Bjorner [Bj] on shellable posets. Using any 
one of Bjorner’s Theorems 3.1, 4.3, or 6.1, the Boolean algebra 2’ is 
shellable. It follows from Bjorner’s Theorem 4.1 that the proper part of 
P(KG,,,) is shellable. In other words, F(KG,*,) is shellable as a simplicial 
complex. Since the proper part of Y’(KG,,,) has length k, the complex 
x(KG,,,) has dimension k. By the Mayer-Vietoris exact sequence, a 
shellable complex of dimension k is (k - l)-acyclic mod 2. Therefore 
~WGn,,) is (k - I)-acyclic mod 2. The result now follows by 
Theorem 11.2. I 
Remark. By [Ho, Remark 81, a shellable complex of dimension k is 
actually (k - l)-connected. Therefore Lovasz’s Theorem 3 can be proved 
using the theory of shellability. 
Alternatively, one could prove that fl(KG,,,) is (k - I)-acyclic mod 2 
using the Rank Selection Theorem [Ba, Theorem 6.41 of the theory of 
Cohen-Macaulay posets. 
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12. LIMITATIONS OF THE APPROACH 
We now examine the extent to which the object Y(G) fails to determine 
the graph G or its chromatic number. 
Let G, and G, be the graphs of Fig. 12. Then f(G,) and F(G2) are 
isomorphic as object of Top,. However, the two graphs do not have the same 
chromatic number. 
To obtain a more general class of graphs for which Theorems 10.1 and 
11.2 do not give good information on chromatic numbers, we consider 
graphs without 4cycles. Such graphs can have arbitrarily high chromatic 
numbers. In fact, Erdos [Er] proved that there exist finite graphs with 
arbitrarily high girth and chromatic number. 
The next theorem shows that equivariant maps can exist for dimensional 
reasons as well as for reasons of chromatic number. 
THEOREM 12.1. If G is a graph such that F(G) has dimension d or less, 
then there exists an equivariant map from X(G) into Sd. 
Proof: Such a map can be constructed by inductive application of the 
following well-known principle: If o is a (geometric) simplex of dimension d 
or less, then any continuous map from the boundary of (T into Sd can be 
extended across the interior of cr. We do not give details, because the result 
follows from [CF, 2.11. 1 
COROLLARY 12.2. If G is a graph which contains no cycle of length 4, 
then F(G) has dimension at most 1, and there exists an equivariant map 
from F(G) to S’. 
ProoJ Let G be a graph without 4-cycles. The dimension of <F(G) is the 
same as the length of 2(G). So suppose 5?(G) has a chain of length 2: 
A < B < C. Then v(C) < v(B) ( v(A). Choose vertices of G: r in B\A, s in A, 
t in v(B)\v(C), and u in v(C). Since no vertex is its own neighbor, 
B f’ v(B) = 0, so the vertices r, s, t, u are distinct. Now r and s are 
neighbors of t and u, contradicting the assumption that G has no 4-cycles. 
Therefore F(G) has dimension at most 1. 
The second assertion now follows from Theorem 12.1. 1 
FIGURE 12 
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Corollary 12.2 shows that the converse of Theorem 10.1 is false, since a 
graph without 4-cycles need not be 3-colorable. Using Theorem 11.1, one 
also sees that if G has no 4-cycles, then X(G) is not l-acyclic mod 2; 
therefore the converse of Theorem 11.2 is false. 
Lov&sz asked [Lo, p. 3211 whether a graph G with chromatic number y1 
must have a space R(G) with a nontrivial (n - 2)-dimensional homotopy 
group. The graph G, of Fig. 12 can be shown to be a counterexample. Alter- 
natively, let G be a graph without 4-cycles and with chromatic number n 
greater than 3. We may assume that G is connected, so Y(G) is connected 
by Proposition 7.1. In light of Corollary 12.2, we see that X(G) is a 
connected simplicial complex of dimension 1. Therefore the universal 
covering space of Y-(G) is a tree, which is contractible. Since S”-2 is simply 
connected, any map of SnY2 into Y-(G) can be lifted into the covering space. 
Therefore, any map from S”-’ into Y(G) is homotopic to a constant, i.e., 
the (n - 2)-dimensional homotopy group of R(G) vanishes. 
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