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Abstract—We consider the problem of distributed binary
hypothesis testing in a parallel network topology where sensors
independently observe some phenomenon and send a finite rate
summary of their observations to a fusion center for the final
decision. We explicitly consider a scenario under which (integer)
rate messages are sent over an error free multiple access channel,
modeled by a sum rate constraint at the fusion center. This
problem was previously studied by Chamberland and Veeravalli,
who provided sufficient conditions for the optimality of one bit
sensor messages. Their result is however crucially dependent on
the feasibility of having as many one bit sensors as the (integer)
sum rate constraint of the multiple access channel, an assumption
that can often not be satisfied in practice. This prompts us to
consider the case of an a-priori limited number of sensors and we
provide sufficient condition under which having no two sensors
with rate difference more than one bit, so called rate balancing, is
an optimal strategy with respect to the Bhattacharyya distance
between the hypotheses at the input to the fusion center. We
further discuss explicit observation models under which these
sufficient conditions are satisfied.
I. INTRODUCTION
A central problem in wireless sensor networks is that
of decentralized detection, where spatially separated sensors
receive information about the state of some phenomenon and
send summaries of their observations to a fusion center (FC)
over rate constrained channels. The fusion center then makes
a final decision about the state of the phenomenon based on
the aggregate information received from the remote sensors
[1]–[4]. A large body of research in decentralized detection
has been devoted to the case where the sensors transmit
their information to the FC through parallel access channels,
commonly known as the parallel topology [5]. However, in
wireless sensor networks the wireless medium is typically
shared among the sensors, and the sensor to FC channels
are arguably more reasonably modeled as a common multiple
access channel (MAC). This setting was previously studied
by Chamberland and Veeravalli [2] who judiciously argued
that when an unbounded number of senors with independent
observations compete for rate under a sum rate constraint at
the input of the FC, it is often optimal to use as many sensors
as possible and let each sensor communicate with the FC over
a one bit link. The purpose of our work is to in the same
vein study when equal rate allocation, or rate balancing, is an
optimal solution for a fixed number of sensors operating under
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a common sum rate constraint. It is worth stressing here that
the MAC channel model used herein, as in [2], is a set of
error free channels that are subject to a sum rate constraint. A
number of recent works [6]–[8] consider distributed detection
over, arguably more realistic, wireless MAC channels where
the main focus is on fading, interference, and channel state
information. These works are also different from our work
in that the main focus is on fusion rules, typically assuming
binary signaling, while our focus is mainly on the design and
rates of the multi-rate sensor rules.
To be specific, we consider a binary hypothesis testing
problem where the phenomenon or hypothesis H is from the
set H , {0, 1} and where the observations at the N remote
sensors are independent and identically distributed conditioned
on the true hypothesis H . Sensor n, where n = 1, . . . , N ,
is required to quantize its own observation into an rn bit
message where1 rn ∈ N before transmission to the FC,
and we assume that
∑N
n=1 rn ≤ R for some R ∈ N.
Chamberland and Veeravalli [2] studied the structure of an
optimal sensor configuration in this scenario in terms of the
optimal number of sensors N and the optimal set of rates rn
for n = 1, . . . , N . They proposed the Chernoff information
at the input of the FC as a measure of optimality given
the intractability of the Bayesian probability of error as a
design criteria [9], and proved that having N = R one bit
(binary) sensors is optimal if there exists a one bit sensor rule
with a Chernoff information of the sensor output that is at
least half the Chernoff information of the original observation.
Moreover, they proved the existence of such a sensor rule
when the observations are drawn from particular Gaussian and
exponential observation models.
Although the condition of [2] leads to a very simple network
design, involving R identical one bit sensors implemented as
simple likelihood ratio tests, it is in many cases simply not
practically feasible to have an arbitrary number of sensors.
Hardware or spatial constraints will often limit the maximum
number of sensors deployed in practice. We therefore wish to
extend [2] and consider the case where N is fixed or limited
a-priori, and consider the problem of optimally selecting the
set of rates {rn}Nn=1. When N ≥ R the problem of selecting
the rates and designing the sensors rules again reverts to
the problem studied in [2], but it remains open for the case
where N < R. However, unlike [2] we will consider the
Bhattacharyya distance between the conditional distributions
at the FC input, referred to as the joint sensor index space
1Herein, we let N , {0, 1, 2, . . .} denote the set of natural numbers
including 0.
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2[10]. The main reason for using the Bhattacharyya distance
in place of the Chernoff information is that it will increase
the tractability of the problem, and allow us to handle the
added difficulties of considering higher rate sensors. This said,
it should however be noted that the Bhattacharyya distance:
1) has been frequently used in the past as a performance
measure in the design of distributed detection systems [9],
[10]; 2) provides a lower bound on the Chernoff information;
and 3) provides an upper bound on the Bayesian probability
of error at the FC. The main contribution of our work is
to provide sufficient conditions under which a balanced rate
allocation is optimal in the sense that it provides maximal
Bhattacharyya distance over all rate allocations and over all
possible sensor decision rules. We then prove that the sufficient
conditions are satisfied in the case of known signals in additive
Laplacian noise. We further conjecture that rate balancing is
optimal also for the case of known signals in additive Gaussian
noise, and provide compelling supporting evidence for this
conjecture, although we have so far been unable to prove this
stringently. Both the Laplacian and Gaussian noise models
are common to the distributed detection literature, see for
example [11]–[13]. The key implication of our work is that
it can for many commonly considered observation models be
judiciously argued that wireless sensor networks should ideally
be symmetrically designed in terms of the sensors and their
communications rates.
The outline of the paper is as follows. We formalize the
problem in Section II, and provide some prerequisite def-
initions and results, restate the result of Chamberland and
Veeravalli [2] in order to introduce notation and make the
comparison between the two results self contained. We then
provide our central result in Section III by providing sufficient
conditions under which rate balancing is an optimal strategy.
We follow this by studying the obtained conditions in the
explicit cases of signal in additive Laplacian and Gaussian
noise in Section IV, and illustrate the applicability of the
results in a simple sensor design problem in Section V. Finally,
we conclude the work in Section VI.
II. PROBLEM STATEMENT
As noted in the introduction, we consider a binary hy-
pothesis testing problem with N sensors S1, . . . , SN arranged
as shown in Fig. 1. Sensor Sn, n = 1, . . . , N , makes an
observation xn, computes a message un, and sends this
message towards the FC. We assume that the observations
are conditionally independent given the true hypothesis, and
let Xn ∼ X and Un ∼ U be random variables corresponding
to observation and message of sensor Sn, respectively. The
phenomenon H is modeled as a random variable drawn from
H , {0, 1} with a prior probabilities pi0 and pi1, respectively,
and gives rise to conditionally independent and identically
distributed observations Xn ∈ X for n = 1, . . . , N with
conditional distribution fX|H(x|h) for h ∈ {0, 1} at the
sensors.
Given a realization xn of Xn, sensor Sn computes its rn
bit message un ∈ Urn , {1, . . . , 2rn}, where rn ∈ N, using a
S1 · · · Sn · · · SN
Phenomenon H
x1 xn xN
MAC
u1 un uN
FC
hˆ
Fig. 1. Setting of the sensors in a network, where the sensors send their
data through a MAC channel to the FC.
(measurable) decision function γn : X → Urn , i.e.,
γn(xn) = un . (1)
The FC makes the final decision hˆ ∈ H based on the aggregate
sensor messages using a (measurable) decision function γ0 :
U → H, i.e.,
γ0(u1, . . . , uN ) = hˆ ,
where U , Ur1 × . . . × UrN . As in [2] we model the MAC
channel as a joint constraint on the information rate from the
sensors to the FC, i.e.,
N∑
n=1
rn ≤ R , (2)
and assume that communication errors (from sensors to the
FC) are negligible. In other words, each sensor Sn is capable
of sending its message with a maximum rate of rn integer
bits reliably to the FC. The overall objective is to design the
decision functions γn, for n = 0, . . . , N , of the FC and the
sensors, and to allocate rate to the sensors in such a way
that some measure of performance is optimized. As noted in
the introduction, this MAC channel is very different from the
MAC channels considered in, e.g., [6]–[8]. The channel in
those works corresponds to simultaneous transmission over a
common shared resource, while the channel considered herein
and in [2] is more akin to communication over a shared and
limited number of orthogonal resource blocks.
Given a sensor rule γn for sensor Sn and the true hypothesis
h ∈ H, the probability mass function (pmf) associated with
the message Un = γn(Xn) ∈ Urn can be obtained as
PUn|H(u|h) = Pr {γn(Xn) = u|h}
=
∫
x∈γ−1n (u)
fX|H(x|h) dx , (3)
where γ−1n (u) is the set of observations x ∈ X that satisfy
γn(x) = u. The conditional pmf of the message vector U ,
3(U1, . . . , UN ) can be obtained using the observation vector
X , (X1 . . . , XN ) according to
PU |H (u|h) = Pr {(γ1(X1), . . . , γN (XN ) ) = u|h}
= PU1|H(u1|h) . . . PUN |H(uN |h)
=
N∏
n=1
∫
x∈γ−1n (un)
fX|H(x|h) dx ,
(4)
where u , (u1, . . . , uN ), and where the second line follows by
the independence of the observations Xn and thus the different
sensor messages Un.
Given a rate allocation r , (r1, . . . , rN ) and a set of sensor
rules γ , (γ1, . . . , γN ), it is well known that the Bayesian
error probability at the FC, PE , Pr(Hˆ 6= H), is minimized
when the FC applies the maximum a-posteriori (MAP) rule,
and that the MAP rule can be implemented as a likelihood ratio
test applied to PU |H (u|h). It has however also been widely
acknowledged that the probability of error criteria does not in
general lead to tractable design procedures for γ, which has
led authors to consider other measures of performance such
as Ali-Silvey distance measures [9] applied to U , or measures
such as the Chernoff information [14].
The Chernoff information at the input of the FC can, for a
given rate allocation r and set of sensor rules γ be defined2
using PU |H (u|h) according to
Cr
(
γ
)
,
− min
0≤α≤1
log
∑
u∈U
[
PU |H (u|0)
]α [
PU |H (u|1)
]1−α . (5)
One can similarly define the Chernoff information delivered
by a single sensor according to
Crn(γn) ,
− min
0≤α≤1
log
[ ∑
u∈Urn
[
PUn|H(u|0)
]α [
PUn|H(u|1)
]1−α]
,
(6)
and the Chernoff information of a single observation as
C∞ =
− min
0≤α≤1
log
∫
X
[
fX|H(x|0)
]α [
fX|H(x|1)
]1−α
dx .
(7)
For any rn ∈ N and γn it can be shown that Crn(γn) ≤ C∞
[2], and
lim
rn→∞
Crn(γn) = C∞
under some mild technical conditions for most reasonable
sensor designs. Based on the independence of the observations
it can also be shown that
Cr
(
γ
) ≤ N∑
n=1
Crn(γn) . (8)
2The Chernoff information (or Chernoff exponent) [15] can also be defined
as the negative rate of decay of the MAP error probability over repeated
observations [2], [14], which is in fact how it was defined in [2]. The two
definitions lead to the same results, and we choose to use (5) as the definition
only because it simplifies exposition.
The inequality is however not in general tight given that the
optimal α in (6) may depend on n and not coincide with
the optimal α in (5). Thus, it is not in general possible
to express Cr
(
γ
)
as the sum of the Chernoff information
Crn(γn) delivered by each sensor.
Chamberland and Veeravalli considered the problem of
maximizing the Chernoff information Cr( γ ), as defined in
(5), over N , r, and γ ∈ Γr where Γr = Γr1 × · · · × ΓrN and
Γr is the set of all possible rate r sensor decision functions
γ : X → Ur [2]. Albeit simpler than minimizing the Bayesian
probability of error PE, this problem is still very hard [16],
especially as the optimization of the joint set of sensor rules
γ over Γr does not in general for any given r decouple
into separate optimization problems over Γrn for each γn
for n = 1, . . . , N . However, they were able to formulate a
sufficient condition for when it is optimal to choose N = R
and r1 = · · · = rN = 1, i.e., to only use one bit (binary) sensor
decisions, and established that this condition was satisfied for
some relevant distributions. For completeness, we paraphrase
their main result below.
Theorem 1 (Chamberland and Veeravalli): Suppose that
there exists a binary (one bit) function γ : X 7→ {1, 2} for
which3
2 C1(γ) ≥ C∞ , (9)
then having N = R identical sensors, each sending a single
bit of information, is optimal.
Given the problem formulation, the proof is in retrospect
straightforward, building on that Crn(γn) ≤ C∞ together with
(9) implies that the sum of the Chernoff information of two
optimal single bit sensors is larger than (or as large as) the
Chernoff information of a single sensor of any rate, along with
the observation that (8) holds with equality if all (optimized)
γn are identical which can be assumed if r1 = · · · = rN = 1.
In short, one can improve upon any given high rate design
by replacing any sensor of rate rn with rn optimum rate-one
sensors without decreasing the Chernoff information Cr
(
γ
)
at the input of the FC or violating the sum rate constraint (2).
Although the restriction to identical one bit sensors greatly
simplifies the network design, it is not always a feasible
strategy when there is a limit to the maximum number of
active sensors. Having N rate-one sensors cannot in general
be optimal when, for instance, the maximum number of active
sensors N is less than the MAC channel rate R. To see this,
one can consider a network of N −1 optimal rate-one sensors
and include an optimal sensor of rate R−N+1 bits. This latter
strategy will by construction satisfy the rate constraint (2), and
will outperforms a network using only single bit sensors as
long as Crn(γn) is strictly increasing in rn which it usually
is.
The main contribution of our work is to derive a sufficient
condition for when rate balancing is an optimal strategy in the
sense that one can without loss of generality assume that the
3It should be mentioned that in the original paper [2] the message set {0, 1}
was used, while here without loss of generality and because of consistency
with the definition of Urn , we use the message set {1, 2}.
4rate of any two sensors differs by at most one bit, i.e., when
rmax − rmin ≤ 1 and
N∑
n=1
rn = R , (10)
where rmax and rmin are the highest and the lowest allocated
rates, respectively. However, a problem with extending the
argument of [2] to general rate allocations is that we cannot in
general assume that (8) provides a tight bound. In particular,
the optimizing α may differ between (5), (6), and (7), and
may in (6) depend on the rate rn.4 In order to circumvent this
difficulty we will replace the optimization over α in both (5)
and (6), regardless of rn, by setting α = 0.5. This reduces
the Chernoff information to the Bhattacharyya distance [17].
Although this may seem completely ad-hoc, it is worth noting
that the Bhattacharyya distance – a member of the class of
Ali-Silvey distances [9] – has previously been used in its own
right as a design criteria for quantizer design in decentralized
hypothesis testing [9], [10].
The Bhattacharyya distance associated with a rate allocation
r and a set of sensor decision functions γ is thus given by
Br
(
γ
)
, − log
∑
u∈U
√
PU |H (u|0) PU |H (u|1)
 . (11)
In the same manner as for the Chernoff information, we define
the Bhattacharyya distance of a single sensor Sn with rate rn
and decision function γn as
Brn(γn) , − log
 ∑
u∈Urn
√
PUn|H (u|0) PUn|H (u|1)
 ,
(12)
and the Bhattacharyya distance of a single observation as
B∞ , − log
[∫
X
√
fX|H (x|0) fX|H (x|1) dx
]
. (13)
It immediately follows that Br
(
γ
) ≤ Cr ( γ ), Brn(γn) ≤
Crn(γn), and B∞ ≤ C∞ as the Bhattacharyya distances can
be obtained from (5), (6) and (7) with α = 0.5 in place of
the optimization over α as noted above. The Bhattacharyya
distance can also be shown to provide an upper bound on
the Bayesian probability of error of the MAP FC detector
according to PE ≤ √pi0pi1e−Br(γ) [18]. The benefit (in terms
of mathematical tractability) of considering the Bhattacharyya
distance instead of the Chernoff information is captured by
the following, easily proven, lemma.
Lemma 1: The Bhattacharyya distance of a network of sen-
sors, arranged as in Fig. 1 and with independent observations,
is equal to sum of the Bhattacharyya distances of individual
sensors, i.e.,
Br
(
γ
)
=
N∑
n=1
Brn(γn) .
Proof: See Appendix A.
4There are also additional technical difficulties in the proof of Theorem 3
that makes continuation with the Chernoff information difficult.
What Lemma 1 implies is that the Bhattacharyya distances
Brn(γn) of the single sensors for n = 1, . . . , N, completely
describe the Bhattacharyya distance Br
(
γ
)
of the network.
Thus, a network which maximizes the Bhattacharyya distance
at the FC is a network with individually optimized sensors for
any fixed rate allocation r, since
max
γ∈Γr
Br
(
γ
)
=
N∑
n=1
max
γn∈Γrn
Brn(γn) .
This significantly simplifies the overall problem that we con-
sider. To simplify the problem of designing (or optimizing)
each individual sensor, let
l(x) , ln
fX|H(x|1)
fX|H(x|0) (14)
be the log-likelihood ratio for a given observation x ∈ X ,
let ln = l(xn), let Ln = l(Xn), and let fL|H(l|h) be the
conditional distribution of Ln induced by fX|H(x|h) and (14).
Let t0 , −∞, tK , +∞, and t1, . . . , tK−1 ∈ R be a set
of thresholds that satisfy t0 ≤ t1 ≤ . . . ≤ tK−1 ≤ tK for
some K ∈ N where K ≥ 1, and let I1 , [t0, t1], I2 ,
[t1, t2], . . . , Ii , [ti−1, ti], . . . , IK , [tK−1, tK ] be a set of
K intervals defined by the thresholds, so that R = ∪Ki=1Ii
with overlap only at the interval boundaries. We say that a
sensor decision function γn is a monotone likelihood quantizer
if u = γn(x) implies that l(x) ∈ Iu. The central result of
[19] is that it can without loss of generality be assumed that
the decision functions that maximize Brn(γn) over γn ∈ Γrn
are monotone likelihood quantizers, i.e., there is a monotone
likelihood quantizer γ?n ∈ Γrn for which Brn(γn) ≤ Brn(γ?n)
for all γn ∈ Γrn . Thus, the problem of designing sensor Sn
effectively reduces to selecting K−1 log-likelihood thresholds
where K = 2rn and where rn is the rate allocated to sensor
Sn. The same claim of optimality of monotone likelihood
quantizers can also be made regarding the optimization of
Crn(γn) over γn ∈ Γrn [19], but as noted this does in and
of itself immediately imply that γ is optimized over Γγ by a
set of monotone likelihood quantizers.5
Furthermore, when the log-likelihood ratio l(x) of the
observations at the sensors is monotone in x ∈ X ⊆ R, one
can without loss of generality also assume that a monotone
quantizer is applied directly to the observations xn rather than
to the log-likelihood values. One example of this, that we
will also consider later, is when the observation model is a
(conditionally) known signal in additive Laplacian noise with
scale parameter s, i.e., where the observations at the sensors
are distributed according to
fX|H(x|h) = 1
2s
e−
|x−mh|
s (15)
where mh is a hypothesis dependent mean. The Laplacian
noise distribution is often used in practice as a generic model
of heavy-tailed noise. Another example, also considered later
5Note that the assumption that the communications channels are error free
plays a crucial role in this argument. For error prone channels the performance
would in general also depend on the interval to message mapping used,
while for error free channels one can assume an arbitrary interval to message
mapping.
5and undoubtedly the most commonly considered noise model,
is when the noise is zero mean Gaussian with variance σ2, and
where the observations at the sensors are distributed according
to
fX|H(x|h) = 1√
2piσ2
e−
(x−mh)2
2σ2 . (16)
As the set of achievable Crn(γn) and Brn(γn) are not af-
fected by invertible transformations of the observations we
may without loss of generality assume that m0 = −m and
m1 = m, and that s = 1 and σ2 = 1 in the Laplacian
case and the Gaussian case, respectively, and we will do so
in what follows. The problem of designing an optimal sensor
decision rule γn with observation distribution according to (15)
or (16) and with rate rn can thus without loss of optimality
be reduced to the problem of selecting 2rn − 1 thresholds, or
2rn intervals I1, . . . , I2rn , for the observation xn. For clarity
of exposition, we will for this reason from now on restrict
attention to the case where x ∈ R and only explicitly consider
monotone quantizers for which u = γn(x) implies x ∈ Iu.
Although this does not uniquely identify u = γn(x) when
x = tk for some k ∈ {1, . . . ,K}, i.e., when the observation
falls on the border of an interval, this will not affect our results
as we only explicitly consider observation models without
point-masses in fX|H(x|h) which implies that X 6= tk almost
surely. The extension to the case of observation models with
point masses can be straightforwardly handled by the selection
of (deterministic) rules for breaking ambiguities [19], but we
will omit the explicit treatment of this in order not to obscure
our main points. Our results will hold also for observation
models with non-monotone log-likelihoods and more complex
observation spaces X after replacing x by l(x) ∈ R.
While the remaining sensor design problem is still non-
trivial, these simplifications do introduce enough structure
to formulate verifiable sufficient conditions under which rate
balancing is a provably optimal strategy. Section III builds up
to the main result of this paper, namely a sufficient condition
for the optimality of rate balancing in the same flavor as the
one of Theorem 1.
III. MAIN RESULTS
We begin by introducing the notion of concavity for discrete
functions. Theorem 2 then establishes the partial result that
concavity of Brn(γn) in rn for the optimally designed γn is
sufficient for optimality of rate balancing in the sense of (10).
Definition: A function g : N → R is a discrete concave
function over N if [20]
g(r − 1) + g(r + 1) ≤ 2g(r) , ∀r ∈ N , r > 0 . (17)
The following lemma follows straightforwardly for any dis-
crete concave function g(r) by iteratively using the definition
above, and is given without proof.
Lemma 2: For any discrete concave function g(r) it holds
that
g(r + k) + g(r − k) ≤ 2g(r) ,
g(r + k + 1) + g(r − k) ≤ g(r + 1) + g(r) , (18)
for all r, k ∈ N, where r ≥ k.
Now, let Γr be the set of all possible decision rules for a
sensor Sn at rate rn = r. Let γ?n be a decision rule which
maximizes the Bhattacharyya distance, and let B?r be this
maximum Bhattacharyya distance, i.e.,
γ?n = arg max
γ∈Γr
{Br(γ)} ,
and
B?r , Br(γ?n) .
If, for a given observation distribution at the sensors, B?r
is a discrete concave function in the rate r, then it follows
from Lemma 2 that two rate balanced (and individually
optimized) sensors dominates any other pair of two sensors.
More precisely, one can replace two sensors of rates r+k and
r − k by two sensors that each has rate r without reducing
Br
(
γ
)
, and one can replace two sensors of rates r+k+1 and
r−k by two minimum difference sensors of rates r and r+ 1
without reducing Br
(
γ
)
. This is formalized by the following
theorem.
Theorem 2: If, for a given observation distribution at the
sensors, B?r is a discrete concave function in the rate r, then
rate balancing in the sense of (10) is an optimal rate allocation.
Proof: Consider a network of N sensors, S1, . . . , SN ,
with rate allocation r , (r1, . . . , rN ). We can without loss
of generality assume6 that r1 ≤ r2 ≤ . . . ≤ rN . Assume
that the sensors use a set of optimal sensor decision functions
γ? = (γ?1 , . . . , γ
?
N ) for the rate allocation r, in the sense that
Br
(
γ
) ≤ Br ( γ? ) for all γ ∈ Γr1 × · · · × ΓrN . If B?r is
concave, it follows by Lemma 2, we can replace sensors S1
and SN with two rate balanced sensors, say S′1 and S
′
N , with
rates r′1 and r
′
N that satisfy
(r′1, r
′
N ) =
{
(r, r) if r1 + rN = 2r
(r, r + 1) if r1 + rN = 2r + 1 ,
(19)
which implies that r1 ≤ r′1 ≤ r′N ≤ rN and r′1 + r′N =
r1 + rN , and decision functions γ?1
′ and γ?N
′ that satisfy
B?r1 + B?rN ≤ B?r′1 + B
?
r′N
. By additionally letting S′n = Sn,
γ?n
′ = γ?n and r
′
n = rn for n = 2, . . . , N − 1 we obtain a new
rate allocation r′ , (r′1, . . . , r′N ) and set of decision functions
γ?′ = (γ?1
′, . . . , γ?N
′) for which Br
(
γ?
) ≤ Br′ ( γ?′ ) and∑N
n=1 r
′
n =
∑N
n=1 rn. We can in the same way iteratively
replace the lowest-rate sensor and the highest-rate sensor in
the new network with two rate balanced sensors without
decreasing the Bhattacharyya distance, until we have a rate
balanced sensor network, i.e., until there are no two sensors
in the network with a rate difference more than one. This
establishes that rate balancing is an optimal rate allocation
strategy.
Remark: The result of Theorem 2 can also be obtained by
appealing to the Schur-concavity [21] of B?r =
∑N
n=1 B?rn in
r. This connection is further explored in Section V in relation
to a comparison of different rate allocations.
6This assumption can always be achieved by simply relabeling the sensors
if necessary.
6Theorem 2 establishes that concavity of B?r is sufficient for
the optimality of rate balancing. This said, obtaining the opti-
mal γ?n with respect to either Brn(γn) or Crn(γn) is still hard,
although there do exist numerical optimization procedures at
least capable of achieving locally optimal designs [13], and
it will be difficult to analytically characterize B?r in general.
However, some intuitive support for the concavity of B?r can be
obtained from prior work on high rate quantization [22], [23].
In particular, Benitz and Bucklew proposed asymptotically op-
timal quantization rules for which the Bhattacharyya distance
and Chernoff information can be (asymptotically) obtained in
closed form [23]. The idea behind this design method is to
uniformly quantize the interval [0, 1] and let a companding
function q : X → [0, 1] define the quantization of X by
mapping the uniform thresholds over [0, 1] to thresholds in
X through q−1. The (asymptotically) optimal companding
function q depends on the conditional distributions at the
sensors fX|H(x|h), and the key result in [23] is a set of
conditions that define the asymptotically optimal q in terms
of the Chernoff information in the high rate regime, i.e.,
when r → ∞. However, using the asymptotically optimal
companding function q together with a finite rate quantization
of [0, 1] has been empirically observed to work well also for
finite rates r, see [24]. Further, the quantizers constructed using
this methodology for the observation models in (15) and (16)
are symmetric in a way that implies that the optimizing α
in the definition of the Chernoff information in (5) and (6)
is given by α = 0.5. Thus, the Bhattacharyya distance and
Chernoff information coincide for these designs.
Following the procedure outlined in [23] for the Laplacian
observation model in (15), the asymptotically optimal com-
panding function q can be shown to equal
q(x) =
 0 x < −m,x2m + 12 −m ≤ x ≤ m,
1 x > m .
For the Gaussian observation model in (16) the asymptotically
optimal companding function q is given by
q(x) = 1−Q
(
x√
3
)
,
where Q(y) is the tail probability of unit-variance Gaussian
density defined as
Q(y) ,
∫ ∞
y
1√
2pi
e−
t2
2 dt . (20)
The resulting Bhattacharyya distances of a rate-r sensor be-
come Br = βr + o
(
2−2r
)
, where
βr = m− log
[
1 +m+
m3
6
2−2r
]
(21)
for the Laplacian case, and where
βr =
m2
2
− log
[
1 +
pi
√
3m2
4
2−2r
]
(22)
for the Gaussian case. At high rates, the term o
(
2−2r
)
van-
ishes, and it can be shown from first principles that for both
the aforementioned cases
βr−1 + βr+1 ≤ 2βr ,
i.e., the asymptotic Bhattacharyya distances of sensors de-
signed using this method are asymptotically discrete concave
functions of the rate r. Combined with Theorem 2 this
plausibly suggests that for a large R, it is optimal to have a
rate balanced network of high rate sensors which are designed
according to Benitz and Bucklew’s methodology. However,
due to the uncontrolled o
(
2−2r
)
term this argument does not
apply to the low rate regime, and does, strictly speaking, not
rigorously prove concavity at high but finite rates either. It also
does not apply to the optimal sensor rules at any finite rate.
In order to make use of Theorem 2 for finite rates, we
will instead provide simplified expressions that allow us to
prove the concavity of B?r , without explicitly obtaining B?r .
This will be accomplished by an argument that is very similar
to the argument of Chamberland and Veeravalli [2] [cf. (9)],
but applicable to higher rate sensors. Namely, that under some
observation models each additional bit allocated to a sensor
Sn allows it to close more than half the gap between its cur-
rent finite rate Bhattacharyya distance and the Bhattacharyya
distance of the unquantized observations. The implication of
this result is captured by the following lemma.
Lemma 3: If
B?r + B∞ ≤ 2B?r+1 (23)
for all rates r ∈ N, then B?r is a discrete concave function of
the rate r.
Proof: Since B?r is a non-decreasing function of the rate
r we have
B?r + B?r+2 ≤ B?r + B∞
≤ 2B?r+1 ,
which is the definition of a discrete concave function [cf. (17)].
For many observation distributions B∞ admits a closed form
expression. In the case of the Laplacian model it holds that
B∞ = m − log(1 + m) and in case of the Gaussian model
it holds that B∞ = m2/2, which can be seen from (21) and
(22) by letting r →∞. Lemma 3 thus provides a simplification
towards proving the concavity of B?r . Now, for any rate r, let
the Bhattacharyya coefficient corresponding to an optimum
Bhattacharyya distance be defined as
b?r , e−B
?
r ,
and the Bhattacharyya coefficient of an observation be defined
as
b∞ , e−B∞ . (24)
Then
b?r b∞ ≥
(
b?r+1
)2
(25)
is equivalent to (23) in Lemma 3. In what follows, now
focusing on the Bhattacharyya coefficients, we will propose a
sequence of increasingly simplified sufficient conditions under
which (25) holds. To this end, let for a given observation model
and rate r a given sensor S be an optimally designed monotone
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Fig. 2. The setting of the thresholds in optimum r bit quantizer and the
resulting sub-optimum r + 1 bit quantizer.
quantizer with threshold vector t?r ,
(
t?1, . . . , t
?
2r−1
)
and
intervals I?1 , (−∞, t?1], . . . , I?i , [t?i−1, t?i ], . . . , I?2r ,
[t?2r−1,∞), which lead to the optimal (minimal) Bhattacharyya
coefficient b?r , or equivalently an optimal (maximal) Bhat-
tacharyya distance B?r , given by
b?r =
2r∑
i=1
√
p0(i)p1(i) , (26)
where
ph(i) , Pr (X ∈ I?i |H = h) =
∫
I?i
fX|H(x|h) dx ,
for h ∈ {0, 1}. Each interval I?i = [t?i−1, t?i ] can be divided
into two sub-intervals Ii,0 , [t?i−1, ηi] and Ii,1 , [ηi, t?i ],
where t?i−1 ≤ ηi ≤ t?i , in order to construct a (not necessarily
optimal) rate r+ 1 monotone quantizer, with a Bhattacharyya
coefficient br+1 given by
br+1 =
2r∑
i=1
1∑
j=0
√
p0(i, j)p1(i, j) , (27)
where
ph(i, j) , Pr (X ∈ Ii,j |H = h) =
∫
Ii,j
fX|H(x|h) dx , (28)
for j, h ∈ {0, 1}. Fig. 2 illustrates the procedure of creating
an r + 1 bit quantizer from the given optimal r bit quantizer.
Now, if for any optimal monotone quantizer of rate r with
threshold vector t?r and Bhattacharyya coefficient b
?
r , one can
build a rate r + 1 monotone quantizer, as described above,
with threshold vector
tr+1 ,
(
η1, t
?
1, . . . , ηi, t
?
i , . . . , η2r−1, t
?
2r−1, η2r
)
and Bhattacharyya coefficient br+1 that satisfies
b?r b∞ ≥ b2r+1 , (29)
then the inequality in (25) will hold as br+1 > b?r+1, and it
will follow that B?r is a discrete concave function of r.
Verifying (29) through the direct use of (26) and (27) for
any threshold vector tr+1 is a formidable task. However, it
turns out that it is sufficient to verify an analogue of (29)
for each possible quantization interval separately. This idea is
precisely captured by the following theorem which constitute
the main contribution of this section.
Theorem 3: Consider a binary hypothesis testing problem
with conditional observation distributions fX|H(x|h), where
x ∈ R and h ∈ {0, 1}. Let I?i = [t?i−1, t?i ] for i ∈ {1, . . . , 2r}
denote the intervals of an optimal monotone quantizer of
rate r, and let Ii,0 , [t?i−1, ηi] and Ii,1 , [ηi, t?i ] denote
sub-intervals of I?i obtained for some ηi. Let fh(x|i) ,
fX|H(x|h)/ph(i) for x ∈ I?i be the density of the observation
X , conditioned on the true hypothesis H and the event that
X ∈ I?i , and let ph(j|i) , Pr(X ∈ Ii,j |X ∈ I?i , H = h).
Then, the optimum Bhattacharyya distance B?r is a discrete
concave function of the rate r if for each r ∈ N and
i ∈ {1, . . . , 2r} there exists an ηi for which[√
p0(0|i)p1(0|i) +
√
p0(1|i)p1(1|i)
]2
≤∫
I?i
√
f0 (x|i) f1 (x|i) dx .
(30)
Remark: It is, as noted before, in general intractable to
explicitly find the optimal quantization intervals I?i for a rate-
r sensor. It should however be stressed that this is not required
for verification of the conditions of Theorem 3. In fact, if (30)
holds when I?i is replaced by an arbitrary interval on the real
line, then it holds for I?i for any r ∈ N and i ∈ {1, . . . , 2r}.
The value of restricting Theorem 3 to optimal quantization
intervals I?i is that it allows us to exclude intervals that
are for some reason a-priori known to be suboptimal. This
observation is used in Section IV-A, when considering the
Laplacian observation model.
Proof: See Appendix B.
In order to shed further light on the conditions posed by
Theorem 3, let us label the square root of the left-hand-side
of the inequality in (30) according to
b1|i ,
√
p0(0|i) p1(0|i) +
√
p0(1|i) p1(1|i) , (31)
and the right-hand-side of (30) according to
b∞|i ,
∫
I?i
√
f0 (x|i) f1 (x|i) dx . (32)
Comparing with the definition of the Bhattacharyya coefficient
of a monotone r bit quantizer, b1|i has the following inter-
pretation: It is the Bhattacharyya coefficient of a monotone
one bit quantization of X , conditioned on X ∈ I?i . The
quantity in (32), b∞|i, has an analogous interpretation: It is
the Bhattacharyya coefficient of the unquantized observation
X , conditioned on X ∈ I?i . Expressed in these quantities, the
condition in (30) can be stated as
b21|i ≤ b∞|i ,
or equivalently
2B1|i ≥ B∞|i ,
where B1|i , − log b1|i and B∞|i , − log b∞|i. In words,
Theorem 3 thus states the following: Conditioned on an
observation X being in any given interval of the real line (or an
interval of an optimum monotone quantizer), if there is a one
bit quantization of X with Bhattacharyya distance more than
half of the Bhattacharyya distance of X itself, then having
rate balanced sensors is optimal. This is in agreement with
Chamberland and Veeravalli’s result [cf. (9)]. The conditioning
on X ∈ I?i is in part what generalizes the result to higher rates.
8Fig. 3. b∞|i −
(
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)2 for different intervals [a˜, c˜] and for m = 0.5, 1 and 2.
However, verifying this condition is considerably harder than
verifying the condition of [2] as it needs to be established for
all possible optimal intervals I?i . Nevertheless, we proceed to
discuss a few cases where the conditions of Theorem 3 can
be established in practice.
IV. EXAMPLES
In this section, we consider the Laplacian and the Gaussian
observation models introduced in (15) and (16), respectively.
We will first consider the Laplacian case and prove that the
inequality in (30) is satisfied for any optimal interval of any
rate-r sensor. This allows us to use Theorem 3 to draw the
conclusion that rate balancing is an optimal strategy when the
observation model at the sensors is given by (15). We will
later conjecture that the same is true for the Gaussian case,
and provide our support for this conjecture.
A. Laplacian Observations
Before proving the main statement for the Laplacian case,
we will briefly discuss an important property of an optimum
rate-r monotone quantizer. We will use this property to prove
our main statement later in this section. To this end, consider
the case where the observation X at sensor S is distributed
as in (15) with s = 1, and note again that the assumption of
s = 1 can be made without loss of generality. The likelihood
ratio for this observation model is given by
l(x) =
 e
−2m x < −m,
e2x −m ≤ x ≤ m,
e2m x > m .
Since the likelihood ratio is constant for |x| > m, no
partitioning is needed for |x| > m [16], [23]. In other words,
all the thresholds of an optimum quantizer with rate r ≥ 1 are
in the interval [−m,m], i.e., −m ≤ t?1 ≤ t?2r−1 ≤ m.
Lemma 4: Suppose that the observation model at a sensor S
is given by (15) (with s = 1). Let I?i for some i ∈ {1, . . . , 2r}
denote an interval from an optimum monotone quantizer of
rate r. Then for any interval I?i , there is a threshold ηi ∈ I?i
which divides I?i into two intervals Ii,0 and Ii,1 satisfying
(30).
Proof: See Appendix C.
B. Gaussian Observations
When the observations at the sensors are Gaussian dis-
tributed as (16) it is, similar to the Laplacian case, in principle
sufficient to show the condition (30) holds for optimum
intervals in X = R. Let I?i , [a, c], where −∞ ≤ a < c ≤ ∞.
In this case the LLR is not bounded, which implies that there
is no a-priori limitation on the possible intervals as there was
in the Laplacian case. Using (37) we obtain
b∞|i =
e−
m2
2
[Q(a)−Q(c)]√[Q(a−m)−Q(c−m)][Q(a+m)−Q(c+m)]
(33)
and
b1|i =√[Q(a−m)−Q(ηi −m)
Q(a−m)−Q(c−m)
][Q(a+m)−Q(ηi +m)
Q(a+m)−Q(c+m)
]
+
√[Q(ηi −m)−Q(c−m)
Q(a−m)−Q(c−m)
][Q(ηi +m)−Q(c+m)
Q(a+m)−Q(c+m)
]
,
(34)
where ηi is a threshold for which a ≤ ηi ≤ c, and where
Q denotes the Gaussian tail probability defined in (20). It is
worth noting that when the rate r = 0, i.e., a = −∞, c =∞,
the conditional Bhattacharyya coefficients in (33) and (34)
reduce to the Bhattacharyya coefficient of the raw observation
given by b∞ = exp
(
−m22
)
, and for η1 = 0 the Bhat-
tacharyya coefficient in one bit quantized observation is given
by b1 = 2
√Q(−m)Q(m). For this particular case, it was
already shown in [2] that (b1)
2 ≤ b∞, which means (30) holds
for r = 0 and some η1. We conjecture that (30) is in fact true
for all a, c ∈ R with a < c, m > 0, and r > 0 and some ηi,
but we have not been able to prove this stringently.
Although Q(y) is a well defined function, it is hard to
further simplify (33) and (34) for a given ηi and our attempt
to prove that the inequality (30) holds for some ηi has been
in vain. Therefore, and without any proof in the following, we
will introduce a suggested threshold ηi for which the inequality
(30) has been numerically shown to hold over a large range
of choices for a, c and m. To this end, consider an interval
I?i , [a, c] and conditional observation distributions given by
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Fig. 4. Bhattacharyya distance of a sensor designed using our numerical method and the method proposed in [23] and the Bhattacharyya distance contained
in each observation, for the Laplacian case (left) and the Gaussian case (right), when m = 1.
[cf. (37)]
f0 (x|i) = e
− (x+m)22√
2pi
[Q(a+m)−Q(c+m)] ,
f1 (x|i) = e
− (x−m)22√
2pi
[Q(a−m)−Q(c−m)] .
(35)
The equal likelihood ratio threshold xL under which
f1 (xL|i) = f0 (xL|i) ,
is given by
xL =
1
2m
ln
Q(a−m)−Q(c−m)
Q(a+m)−Q(c+m) . (36)
Using simulations we have numerically observed that by
choosing ηi = xL for any interval [a, c], and therefore also
any optimal intervals, the inequality (30) holds. Using the logit
transforms
a = log
a˜
1− a˜ and c = log
c˜
1− c˜
allows us to parameterize a ∈ R and c ∈ R with a < c
by 0 ≤ a˜ < c˜ ≤ 1. Fig. 3 illustrates b∞|i − b21|i for the
cases that m = 0.5, 1, 2, and for 0 ≤ a˜ < c˜ ≤ 1. It can be
seen (numerically) that b∞|i − b21|i ≥ 0, or equivalently that
b∞|i ≥ b21|i for all a ≤ c or 0 ≤ a˜ ≤ c˜ ≤ 1.
We have, besides the plots shown herein, also numerically
evaluated b∞|i − b21|i for a much larger range of different
values of m, and our simulation results consistently support the
conjecture that by choosing ηi = xL the inequality (30) always
holds. Thus, based on this numerical evidence, we have good
reason to believe that rate balancing is an optimal strategy also
when the observations at the sensors are modeled as in (16),
i.e., under additive Gaussian noise.
It is also worth to note that by following the instructions
in [23] using an asymptotically optimal companding function
q : I?i 7→ [0, 1] we can acquire another threshold for an
arbitrary interval [a, c] as xB = q−1(1/2) which can be
explicitly expressed as
xB =
√
3Q−1
(
1
2
Q
(
a√
3
)
+
1
2
Q
(
c√
3
))
.
Note here that xB 6= xL in general. Our simulation results
indicate that (30) also holds for ηi = xB. It remains an open
problem to stringently prove (30) for ηi = xL or ηi = xB,
or to identify another choice of ηi for which (30) is more
amendable to be proven.
V. SIMULATION RESULTS AND DISCUSSIONS
In this section we present some numerical examples to
show the application of our results. We further show how the
performance of different rate allocations can be partially com-
pared using majorization theory [21] and also the concavity
properties of the Bhattacharyya distance.
Using a numerical method similar to the coordinate descent
design method used in [13], we design quantizers for both
the Laplacian and Gaussian observation models in (15) and
(16), and for different rates, as follows. We first generate
2r − 1 thresholds {t1, . . . , t2r−1} uniformly at random for
a monotone quantizer of rate r in an interval [t0, t2r ], where
the interval [t0, t2r ] is defined symmetrically around zero and
contains 0.999 of the whole probability of X , and order the
thresholds so that t0 ≤ t1 ≤ . . . ≤ t2r−1 ≤ t2r . Then, in an
iterative manner, we modify the position of each threshold –
from t1 to t2r−1 – while the other thresholds are kept fixed.
The position of each threshold, say ti, is modified in the inter-
val [ti−1, ti+1] in such a way that the Bhattacharyya distance is
numerically maximized. We iteratively modify the position of
thresholds until the improvement in the Bhattacharyya distance
over a complete pass over all the thresholds is less than 10−4.
Fig. 4 illustrates the Bhattacharyya distance of an obser-
vation for the Laplacian and Gaussian cases when m = 1,
the maximum Bhattacharyya distance of a designed sensor
using the prescribed numerical method, and the Bhattacharyya
distance of a designed sensor using the asymptotically optimal
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of channels SNR EG, for N = 6 sensors and R = 12 bits per unit time.
method proposed in [23]. The merits of the numerical method
is illustrated in this figure, although the difference with respect
to the asymptotically optimal design methods is marginal.
This figure also illustrates that the numerically obtained Bhat-
tacharyya distances are indeed concave functions, as predicted
by our analytical results.
Next, consider a network of N sensors with a given rate
allocation r = [r1, . . . , rN ] that satisfies the rate constraint (2).
Let the maximum Bhattacharyya distance of a single sensor
with rate rn be B?rn and let the total Bhattacharyya distance of
the network with rate allocation r be B?r . The concavity of B?rn
implies that the total Bhattacharyya distance of the network
B?r =
N∑
n=1
B?rn
is Schur-concave [21] and consequently, if a rate allocation
ra , [ra1 , . . . , raN ] is majorized by another rate allocation rb ,
[rb1, . . . , r
b
N ] – written as r
a ≺ rb – then
B?ra ≥ B?rb .
The condition ra ≺ rb is equivalent to
n∑
i=1
ra[i] ≤
n∑
i=1
rb[i] , n = 1, . . . , N − 1 ,
N∑
i=1
ra[i] =
N∑
i=1
rb[i] ,
where ra[1] ≥ . . . ≥ ra[N ] and rb[1] ≥ . . . ≥ rb[N ]. This result
is in line with the Theorem 2: The rate allocation of a rate
balanced network is majorized by any other rate allocation
and so it follows that its total Bhattacharyya distance is more
than (or at least equal to) that of any other network with
the same size N and the same rate constraint R. Further,
majorization provides a tool to compare the performance of
different networks by considering the majority of their rate
allocation vectors. In what follows, we exemplify these results,
again in the Laplacian and the Gaussian cases in two different
setups.
In the first setup, consider a network with a maximum
number of sensors N = 6 arranged as in Fig. 1, where the
MAC channel is capable of carrying R = 12 bits per unit
time. We will consider five different rate allocation schemes
which all satisfy the rate constraint (2) with rate allocations
as follows:
ra = [2, 2, 2, 2, 2, 2] ,
rb = [3, 3, 2, 2, 1, 1] ,
rc = [5, 3, 1, 1, 1, 1] ,
rd = [3, 3, 3, 3, 0, 0] ,
re = [4, 4, 4, 0, 0, 0] .
Using the numerical design method described above we
designed the sensors for each network and compared their
performance in terms of the error probability at the FC under
the assumption of equally likely hypotheses, i.e., pi0 = pi = 12 .
In spite of the fact that the Bhattacharyya distance only
provides an upper bound on the error probability according
to PE ≤ √pi0pi1e−B
?
r , we see that the results predicted by the
analysis of B?r hold true also for PE. It is worthwhile to note
that we for the purpose of the numerical example can obtain
the probability of error PE at the FC according to (for more
details, see [25])
PE = 1− 1
2
∑
u
max
h=0,1
{
PU |H (u|h)
}
,
for different per channel signal-to-noise ratios (SNR), without
the need for Monte Carlo simulations. Fig. 5 and Fig. 6
illustrate the error probability performance of different rate al-
location schemes, as a function of the per channel SNR, where
the SNR for the Laplacian case is given by EL , |m|2/2, and
for the Gaussian case by EG , |m|2.
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Fig. 7. Error probability performance of designed sensor networks with
different rate allocation schemes and Laplacian observations, as a function
of channels SNR EL, for N = 5 sensors and R = 12 bits per unit time.
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Fig. 8. Error probability performance of designed sensor networks with
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Rate balanced sensors (with rate allocation ra which is
majorized by the other rate allocations) yields the best per-
formance in all cases. Rate allocation rb, which is majorized
by rate allocations rc, rd and re, has the second best per-
formance among different introduced schemes. In the same
way, rd is majorized by re and has better performance. Since
majorization only provides a partial ordering, it is not in
general feasible to compare the performance of every pair of
rate allocations. For instance, the performances of rc and rd
are not comparable using majorization since neither rc ≺ rd
nor rd ≺ rc holds. However, using the concavity properties
of the Bhattacharyya distance one can still compare their
performance. To this end, consider two networks with rate
allocations rc and rd, and their corresponding total Bhat-
tacharyya distances B?rc and B?rd . By the fact that having two
rate-one sensors is better than having one rate-three sensor,
i.e., B?(1,1) ≥ B?3 , we obtain
B?rc = B?(1,1) + B?(1,1) + B?3 + B?5
≥ B?3 + B?3 + B?3 + B?3 = B?rd ,
where B?(1,1) = B?1 + B?1 .
In the previous example, we have considered the case where
the number of sensors N divides the total sum rate of the
MAC channel R, i.e., R = kN . In that case a uniform
rate allocation r = [k, k, . . . , k] which is majorized by any
other rate allocation has been shown to have the best error
probability performance for both observation models (15) and
(16). Now consider a case where the total number of sensors
does not divide the sum rate capacity. In this case an optimal
strategy is a non-uniform rate allocation that satisfies condition
(10), known as a balanced rate allocation scheme. Let consider
the case where N = 5 sensors arranged as in Fig. 1 and the
MAC channel is capable of carrying R = 12 bits per unit time.
Consider the following rate allocation schemes which satisfy
the rate constraint condition (2).
r1 = [3, 3, 2, 2, 2] ,
r2 = [3, 3, 3, 2, 1] ,
r3 = [4, 3, 2, 2, 1] ,
r4 = [3, 3, 3, 3, 0] ,
r5 = [4, 4, 4, 0, 0] .
In this setup, we also observe from Fig. 7 and Fig. 8 that
r1 which is majorized by the other rate allocations has the
best error probability performance. In fact, comparing to (10),
r1 is the balanced rate allocation scheme which has been
proven to have the optimal performance. In the same way
as in the previous example, we can compare the performance
of different schemes using the majorization theory and the
discrete concavity properties of the Bhattacharyya distance. By
doing so, we see that r2 has better performance than r3, and
r3 has better performance than r4, which itself outperforms
r5. Thus, to conclude, we see that majorization theory and
the discrete concavity properties of the Bhattacharyya distance
with respect to the sensor rate provides a powerful and
practical tool to compare different rate allocations in wireless
sensor networks.
Now let us assume that R = 2N for even N (N = 2L), and
let us consider three different rate allocation schemes, which
satisfy the condition in (2). In the first scheme, we let all the
sensors have the same rate rn = 2 bits, n = 1, . . . , N . In
the second scheme, we divide the sensors into two equally-
sized groups of three bit sensors and one bit sensors, i.e.,
r2n−1 = 3 and r2n = 1 for n = 1, . . . , L. In the third scheme,
we divide the sensors into two equally-sized groups of four bit
sensors and zero bit sensors, i.e., r2n−1 = 4 and r2n = 0 for
n = 1, . . . , L. In other words, in the last scheme half of the
sensors are turned off. We label three aforementioned schemes
respectively as
[2, 2, . . . , 2, 2], [3, 1, . . . , 3, 1], [4, 0, . . . , 4, 0] .
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Fig. 9. Evolution of error probability performance of designed sensor
networks of R = 2N bits per unit time with different rate allocation schemes
and Laplacian observations with SNR EL = 0 dB, as a function of number
of sensors N.
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networks of R = 2N bits per unit time with different rate allocation schemes
and Gaussian observations with SNR EG = 0 dB, as a function of number
of sensors N.
In Fig. 9 and Fig. 10 the evolution of error probability
performance of different setups as a function of total number
of sensors N is shown. We observe from these figures that the
uniform rate allocation scheme not only results in the best error
probability performance for any N , it also has the best error
exponent (decay rate as a function of total number of sensors
in a network), as predicted by the superior Bhattacharyya
distance.
VI. CONCLUSION
In this paper, we considered a decentralized hypothesis
testing problem in which a fixed number of sensors send quan-
tized information towards a fusion center through a multiple
access channel. We considered the case where the sensors
make conditionally independent and identically distributed
observations of the true hypothesis, and assumed the MAC
channel could be described by a sum rate constraint with total
rate R. This problem was first considered by Chamberland
and Veeravalli under the assumption on an unlimited number
of sensors. They provided sufficient conditions under which
a Chernoff information optimal strategy is to have N = R
rate-one sensors. Since it might not always be feasible to have
a large number of sensors in the network, we extended this
result to the scenario of an a-priori limited set of sensors
and found sufficient conditions under which rate balancing
is a Bhattacharyya distance optimal strategy. The sufficient
conditions were then conclusively proven under a Laplacian
additive noise observation model, and conjectured to hold
under the more common Gaussian additive noise model.
Overall, these results provide a powerful tool applicable to
the design of distributed wireless sensor networks.
APPENDIX A
PROOF OF LEMMA 1
For the Bhattacharyya distance of a network of sensors with
independent observations we obtain
Br
(
γ
)
= − log
∑
u∈U
√
PU |H (u|0) PU |H (u|1)

= − log
 N∏
n=1
∑
un∈Urn
√
PUn|H (un|0) PUn|H (un|1)

=
N∑
n=1
− log
 ∑
un∈Urn
√
PUn|H (un|0) PUn|H (un|1)

=
N∑
n=1
Brn(γn) ,
which proves Lemma (1).
APPENDIX B
PROOF OF THEOREM 3
We will start from the Bhattacharyya coefficient and show
that if, for any optimal interval I?i the inequality in (30) holds,
then the inequality in (29) holds and through Lemma 3 we
conclude the desired result. For notational simplicity, let
ui ,
√
p0(i)p1(i) ≤ 1 ,
vi ,
√
p0(0|i)p1(0|i) +
√
p0(1|i)p1(1|i) ,
wi ,
∫
I?i
√
f0 (x|i) f1 (x|i) dx .
It follows from (26) that
b?r =
2r∑
i=1
ui ,
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and from (13) and (24) that
b∞ =
∫
X
√
fX|H(x|0)fX|H(x|1) dx
=
2r∑
i=1
∫
I?i
√
fX|H(x|0)fX|H(x|1) dx
=
2r∑
i=1
√
p0(i) p1(i)
∫
I?i
√
f0(x|i) f1(x|i) dx
=
2r∑
i=1
uiwi .
Now let br+1 be the Bhattacharyya coefficient of the r+ 1 bit
monotone quantizer resulting from dividing each interval I?i
in the optimum r bit monotone quantizer by a threshold ηi
which satisfies (30). Then
b2r+1 =
(
2r∑
i=1
√
p0(i, 0) p1(i, 0) +
√
p0(i, 1) p1(i, 1)
)2
(a)
=
(
2r∑
i=1
uivi
)2
(b)
≤
(
2r∑
i=1
ui
√
wi
)2
=
(
2r∑
i=1
√
ui
√
uiwi
)2
(c)
≤
(
2r∑
i=1
ui
)(
2r∑
i=1
uiwi
)
= b?rb∞ .
where ph(i, j) for h, j ∈ {0, 1} is defined in (28), where (a)
follows as ph(i, j) = ph(j|i)ph(i), where (b) follows by (30),
and where (c) follows by the Cauchy-Schwarz inequality.
APPENDIX C
PROOF OF LEMMA 4
According to our discussion in IV-A, when r ≥ 1 all the
thresholds are in the interval [−m,m], and consequently three
different cases can happen for an arbitrary optimum interval
I?i , [a, c]: (i) −m ≤ a < c ≤ m, (ii) −m ≤ a ≤ m and
c = ∞, and (iii) a = −∞ and −m ≤ c ≤ m. In addition to
these three cases, when r = 0 we have a = −∞ and c = ∞
as there are no thresholds when r = 0. In what follows, we
will be considering the different possible cases for an optimum
interval and show that for each of them there is a threshold
ηi that satisfies the inequality (30). As noted, this implies that
rate balancing is an optimal strategy when observation model
at sensors is as (15). Because of symmetry, proving case (ii)
will immediately result in case (iii) and therefore we only
prove case (ii) explicitly.
For a general I?i = [a, c] and h ∈ {0, 1}, we have
fh (x|i) =
fX|H(x|h)∫ c
a
fX|H(x|h) dx
,
ph (0|i) =
∫ ηi
a
fh(x|i) dx ,
ph (1|i) =
∫ c
ηi
fh(x|i) dx .
(37)
1) r > 0, and −m ≤ a < c ≤ m: In this case, it follows
straightforwardly from the definition in (32) and by direct
integration that
b∞|i =
c− a√
e−a+c − 2 + e−c+a ,
and for the explicit choice of ηi = a+c2 , it can be shown that(
b1|i
)2
= 4
ec/2−a/2 − 2 + ea/2−c/2
e−a+c − 2 + e−c+a .
What remains to be shown is that for any a < c, it holds that(
b1|i
)2 ≤ b∞|i . (38)
Let y , c−a2 , where y > 0. After some straightforward
manipulations, it can be shown that proving (38) is equivalent
to proving
(2− y)ey + (2 + y)e−y ≤ 4 .
Note that g(y) , (2 − y)ey + (2 + y)e−y is a monotone
decreasing function of y ≥ 0, which can be seen by noting
that g′(0) = 0 and g′′(y) = −y(ey − e−y) < 0 for y > 0. It
follows that g(y) is maximized at y = 0, where g(y = 0) = 4.
The inequality in (38) follows.
2) r > 0, and −m ≤ a ≤ m, c =∞: In this case we have
b∞|i = (1 +m− a) e
a−m
2√
2− ea−m ,
and by setting ηi = a+m2 we obtain(
b1|i
)2
=
e
a−m
2
2− ea−m
((
1− e a−m2
)
+
√
2− e a−m2
)2
.
Define y , e a−m2 , where 0 ≤ y ≤ 1 as a ≤ m. Following
(38) and after some manipulations our goal is to show(
1− y +
√
2− y
)2
≤ (1− 2 ln y)
√
2− y2 , (39)
for 0 ≤ y ≤ 1. In order to prove this inequality, we first define
λ(y) ,
(
1− y +√2− y )2 and ρ(y) , (1− 2 ln y)√2− y2.
We will show that there is an auxiliary function µ(y) which
satisfies λ(y) ≤ µ(y) ≤ ρ(y), when 0 ≤ y ≤ 1. We will
repeatedly use Taylor’s theorem [26], which states that
ξ(y) = ξ(1)+(y−1)ξ′(1)+ 1
2
(y−1)2ξ′′(1)+ 1
6
(y−1)3ξ′′′(z)
for any continuous function ξ(y) over y ∈ [0, 1], and for some
z ∈ [y, 1] (where z may depend on y and ξ).
14
First let ξ(y) = λ(y). It follows that
λ(y) = 1− 3(y − 1) + 2(y − 1)2 + 1
6
(y − 1)3λ′′′(z)
= 6− 7y + 2y2 + 1
6
(y − 1)3λ′′′(z)
= µ(y) + λ ,
where
µ(y) , 6− 7y + 2y2 ,
and
λ ,
1
6
(y − 1)3λ′′′(z) .
Now we show that λ ≤ 0 and therefore that λ(y) ≤ µ(y). To
do so, it is needed to show that λ′′′(z) ≥ 0. We simply find
λ′′′(z) =
3(3− z)
2(2− z)5/2 ≥ 0
for 0 ≤ z ≤ 1. Therefore λ(y) ≤ µ(y).
Second, let ξ(y) = ρ(y), then again using Taylor’s theorem
ρ(y) = 1− 3(y − 1) + 2(y − 1)2 + 1
6
(y − 1)3ρ′′′(z)
= 6− 7y + 2y2 + 1
6
(y − 1)3ρ′′′(z)
= µ(y) + r ,
where
ρ ,
1
6
(y − 1)3ρ′′′(z) .
Now we show that ρ ≥ 0 and therefore that µ(y) ≤ ρ(y) and
the lemma is proved. To do so, it is needed to show ρ′′′(z) ≤ 0.
Taking the third derivative of ρ(z), i.e.,
ρ′′′(z) = −2 z
6 + 9z4 − 6z4 ln(z)− 24z2 + 16
z3(2− z2)5/2 ,
implies that in order to get the outcome of interest we should
show that for any z ∈ [0, 1]
z6 + 9z4 − 6z4 ln(z)− 24z2 + 16 ≥ 0 .
Using the inequality ln(z) ≤ z − 1, for 0 ≤ z ≤ 1 we obtain
z6 + 9z4 − 6z4 ln(z)− 24z2 + 16
≥ z6 − 6z5 + 15z4 − 24z2 + 16
> z6 − 6z5 + 15z4 − 24z2 + 16− (6− 4z3)
= (z − 1)6 + (z − 1)2(9 + 24z) ≥ 0 .
(40)
This completes the proof of (39).
3) r = 0: In this case I?1 = [−∞,∞] and our goal is
to show that the Bhattacharyya distance of an optimal rate-
one sensor is more than half of the Bhattacharyya distance
contained in each observation (cf. [2]), or in terms of the
Bhattacharyya coefficient, that b21 ≤ b∞. It is straightforward
to show that
b∞ = e−m (m+ 1) ,
and by setting η1 = 0 it follows that
(b1)
2
= e−m
(
2− e−m) .
Then our goal is to show
1−m− e−m ≤ 0 ,
for m ≥ 0. Defining g(m) , 1 − m − e−m, it can be seen
that g(m) is a monotone decreasing function of m ≥ 0, and
g(0) = 0. This proves (38) for the final case and completes
the proof of Lemma 4.
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