This study aims to compare the relative impact of biogenic emissions on ozone (O 3 ) and particulate matter (PM) concentrations between North America (NA) and Europe. The simulations are conducted with the Polyphemus air quality modeling system over July and August 2006. Prior to the sensitivity study on the impact of biogenic emissions on air quality, the modeling results are compared to observational data, as well as to the concentrations obtained by other modeling teams of the Air Quality Model Evaluation International Initiative (AQMEII) study.
Introduction
Ozone (O 3 ) and particulate matter (PM) concentrations are believed to contribute to adverse health effects (Ostro and Chestnut, 1998) and climate change (Yu et al., 2006) . Emissions of volatile organic compounds (VOC) and nitrogen oxides (NO x ) affect both O 3 and PM concentrations. Emissions are from different origins: anthropogenic, biogenic, marine, natural and re-suspended dust and biomass burning. Biogenic VOC (BVOC) emissions are highest in summer (e.g. Guenther et al., 1995; Steinbrecher et al., 2009) . During the summer heat wave of 2006, O 3 concentrations frequently exceeded air quality standards over Europe (Struzewska and Kaminski, 2008) . The year 2006 was also the second-hottest year in North America (NA) since the mid 1900s. As BVOC emissions depend on light and temperature, their impact on air quality during the summer 2006 may be high. Because precursor emission regulations can only target anthropogenic emissions, high biogenic emissions are not controllable and it is essential to understand how they may increase difficulties in meeting air quality standards via their interactions with anthropogenic species.
Over Europe, Curci et al. (2009) showed that for the years 1997, 2000, 2001 and 2003 , BVOC emissions increased summer daily O 3 maxima by 5% on average. They also found that the average impact is higher during the hot summer of 2003 than during the other cooler summers.
Over the northeastern United States, Pun et al. (2002) estimated the contribution of biogenic emissions to O 3 and PM 2.5 for a few days in July 1995. They showed that the contribution to O 3 was lower than 23%. The contribution to PM 2.5 was low (4e13%). Pun et al. (2002) argued that it is because of the long life-time of PM 2.5 , and the relatively short time period and small spatial domain of the simulations. In their simulations, biogenic secondary organic aerosols (SOA) only contributed to a small fraction of PM 2.5 and isoprene SOA was not modeled. Mueller and Mallard (2011) studied the relative contributions of natural to total emissions over the United States. They found that biogenic emissions were the primary source of fine particles in all parts of the country. For the eastern United States, Hogrefe et al. (2011) found that the impact of uncertainties in biogenic estimates from two models on O 3 and PM 2.5 is significant. Koo et al. (2011) studied the impact of natural emissions on anthropogenic emission control strategies, and found substantial uncertainties in current representation of natural sources, such as lightning NO emissions, which affect O 3 concentrations in the southeastern US where biogenic VOC emissions are large.
Anthropogenic NO x concentrations may increase the oxidation of BVOC and the formation of O 3 and PM. Curci et al. (2009) and Pun et al. (2002) found that O 3 production is more impacted by BVOC emissions in metropolitan regions than in rural areas. O 3 production depends on the initial amounts of VOC (non-methane VOC)/ NO x ratio (in ppbC/ppb, see the ozone isopleth diagram of Seinfeld and Pandis (1998) for example). The variations of this VOC/NO x ratio is used in this paper to understand the variation of the O 3 production regime. Hoyle et al. (2011) detailed the mechanisms through which the anthropogenic emissions enhance the formation of biogenic SOA: anthropogenic emissions impact the concentration of oxidants (O 3 , OH, NO 3 ), which oxidize BVOC to form semi-volatile species, and anthropogenic primary organic aerosols may serve as an absorbing medium favoring their condensation. Carlton et al. (2010) estimated that more than 50% of biogenic SOA in the eastern U.S. can be controlled via the influence of anthropogenic emissions on biogenic SOA.
For the Air Quality Model Evaluation International Initiative (AQMEII) study, several air quality models were compared over North America (NA) and Europe (Rao et al., 2011) . One of these models (Polyphemus) is used here to investigate the effect of biogenic emissions on air quality. The model is described in the first section. Then, its performance is evaluated by comparisons to available observations in the Ensemble system (Bianconi et al., 2004) as well as by comparisons with other models of the AQMEII study. Over Europe, four simulations are conducted with and without biomass burning emissions and with different anthropogenic emission inventories and biogenic emission schemes. Over North America (NA), the simulation is conducted using the default data provided for the AQMEII study. Finally, the relative impacts of biogenic and anthropogenic emissions on air quality over Europe and NA are estimated and compared for the different Polyphemus simulations.
Model description
The Polyphemus air quality modeling platform (http://cerea. enpc.fr/polyphemus) is used here with the chemistry transport model Polair3D. Polyphemus/Polair3D has already been used for many applications at the continental scale over Europe and East Asia (e.g. Sartelet et al., 2007 Sartelet et al., , 2010 Kim et al., 2009; Roustan et al., 2010; Kim et al., 2011b) .
For gas-phase chemistry, the Regional Atmospheric Chemistry Mechanism (RACM, Stockwell et al., 1997) is used over Europe and the Carbon-Bond Mechanism (CB05, Yarwood et al., 2005) over NA. Over NA, photolysis rates are computed online, that is the influence of particles on photolysis rates is taken into account (Real and Sartelet, 2011 ). The aerosol model used is SIREAM-SuperSorgam Kim et al., 2011a) . It models coagulation and condensation/evaporation. It uses a standard SOA formulation with hydrophobic absorption of SOA into organic particles. The SOA precursors are aromatics, long-chain alkanes, long-chain alkenes, isoprene, monoterpenes and sesquiterpenes. The biogenic SOA formation varies depending on the NO x regime.
Simulations are performed from 1 July 2006 to 31 August 2006. In all simulations, 9 vertical levels are considered from the ground to 12 km (40 m, 120 m, 300 m, 800 m, 1500 m, 2400 m, 3500 m, 6000 m, 12,000 m). The Global Land Cover 2000 (GLC2000) map with 23 categories is used for land-use coverage. Initial and boundary conditions are the default AQMEII conditions provided by ECMWFeGEMS. Sea-salt emissions are parameterized following Monahan et al. (1986) . The emitted mass of sea-salt is assumed to be made of 30.61% of sodium, 55.025% of chloride and 7.68% of sulfate (Seinfeld and Pandis, 1998) . Over Europe, the horizontal domain is (35 Ne70 N; 15 We35 E) with a resolution of 0.25 Â 0.25 . The meteorological data correspond to the default MM5 data provided for the AQMEII inter-comparison with 32 vertical levels (Vautard et al., 2012) . In the first of the four simulations conducted over Europe, and labeled Pol 1, anthropogenic emissions are the default AQMEII emissions data provided by TNO (Pouliot et al., 2012) . They are referred to as the TNO anthropogenic emission inventory. Biogenic emissions are computed as in Simpson et al. (1999) , and referred to as the Simpson biogenic emission scheme. Biogenic (terpene) emissions are distributed among pinene (62.54%), limonene (37.03%) and sesquiterpene (humulene, 0.43%), following Johnson et al. (2006) and Helmig et al. (1999a,b) . Biomass burning emissions provided by Finnish Meteorological Institute (FMI) for AQMEII are also used in one simulation. Following Mikhail Sofief (communication on AQMEII web site), 50% is emitted between the surface and 200 m, and the remaining 50% is emitted between 200 m and 1000 m. The fire PM emissions are assumed to consist of 70% of PM 2.5 and 30% of PM 10 ePM 2.5 . For gaseous species emissions from biomass burning, the PM emission rate is multiplied by 7.88 and then split amongst CO, HCHO, NO x , NH 3 and SO 2 according to the following fractions: 0.94, 0.013, 0.029, 0.014 and 0.004, respectively. In the other three simulations conducted over Europe, biomass burning is ignored, because PM 2.5 is strongly over-estimated over Portugal when biomass burning emissions are used. The second simulation labeled "Pol 2" uses the TNO emission inventory for anthropogenic emissions and Simpson for biogenic emissions, as Pol 1. The third simulation, labeled "Pol 3", uses the European Monitoring and Evaluation Program (EMEP, http://www.emep.int/) expert inventory for 2006 and Simpson for biogenic emissions. The time distribution of EMEP emissions, as well as the speciation are detailed in Sartelet et al. (2007) . The fourth simulation, labeled "Pol 4", uses the EMEP emission inventory for anthropogenic emissions and the Model of Emissions of Gases and Aerosols from Nature with the EFv2.1 dataset (MEGAN, Guenther et al., 2006) . Differences between the MEGAN and Simpson emission schemes are discussed elsewhere ). The two biogenic emission schemes use different methodologies: MEGAN uses canopy-scale emission factors based on leaf area index obtained from the standard MEGAN LAIv database (MEGAN-L, Guenther et al., 2006) whereas Simpson uses leafscale emission factors based on GLC2000 land-use categories. Furthermore, although terpene emissions are distributed amongst pinene, limonene and sesquiterpenes with constant factors, different emission factors are used for several species in MEGAN. Table 1 compares the domain-mean Simpson and MEGAN biogenic emissions. Except for sesquiterpenes, MEGAN emissions are lower than Simpson emissions, especially over the northeastern part of the domain, such as over Finland. Differences in the spatial distribution are also observed, such as in Poland, Croatia or central France. Table 2 summarizes the emission inventories used in the four simulations.
Over North America, the horizontal domain is (24 Ne53.75 N; 125.5 We64 W) with a resolution of 0.25 Â 0.25 . The meteorological data correspond to the default WRF data provided for the AQMEII inter-comparison (Vautard et al., 2012) . As Polyphemus uses a Lat-Lon projection versus Lambert for WRF, the meteorological data do not cover the whole computational domain. Therefore, the Polyphemus domain (24 Ne53.75 N; 125.5 We64 W) is slightly smaller than the AQMEII domain (23.5 Ne58.5 N; 130 We59.5 W) . For the remaining few grid cells missing in the southwestern and southeastern parts of the domain over the ocean, the same meteorological fields as those along the boundary are used. Anthropogenic, biogenic from BEIS3.14 and biomass burning emissions are those provided by US-EPA for AQMEII (Pouliot et al., 2012) .
Base simulations over Europe and North America

Model performance evaluation
The following statistics are computed for comparing the surface levels from the base case simulation with observations between 7 July 2006 and 31 August 2006: root mean square error (rmse), mean fractional error (mfe), mean fractional bias (mfb), and correlation coefficient (r). For O 3 , the mean normalized gross error (mnge) and mean normalized gross bias (mngb) are also computed with a cutoff of 80 mg m À3 (i.e. about 40 ppb). Russell and Dennis (2000) recommend performance criteria for hourly O 3 to be mngb AE15% and mnge 30%. For PM, Boylan and Russell (2006) propose that a model performance goal is met when both the mfe is less than or equal to þ50% and the mfb is within AE30% respectively, and a model performance criterion is met when both mfe þ75% and À60% mfb 60%. The first week is excluded when computing statistics to allow for model initialization and spin-up. Observational data at rural and suburban stations were obtained from the ensemble system. The results of simulations provided by other modeling teams at these stations were also obtained and compared with the results of this modeling study. Over Europe, the observational data include stations from Airbase (http://air-climate. eionet.europa.eu/databases/airbase) and EMEP (http://tarantula. nilu.no/projects/ccc/emepdata.html) databases. Over NA, these data include stations from Interagency Monitoring of Protected Visual Environments (IMPROVE, http://vista.cira.colostate.edu/ improve/), the U.S. Environmental Protection Agency (EPA) Aerometric Information Retrieval System (AIRS, http://www.epa.gov/ air/data/index.html), and the Environment Canada National Air Pollution Surveillance network (Cast and Naps) databases. Hourly concentration data are used for gaseous species and daily data are used for particulate matter (PM).
Over Europe
Over Europe, the 4 different Polyphemus simulations are compared to observations for O 3 , PM 10 and PM 2.5 in Tables 3e5 respectively. Comparisons for NO 2 and SO 2 , PM 10 sulfate, PM 10 nitrate and PM 10 ammonium are presented in the Supplementary electronic materials. The comparison of model results with observations is also conducted for 9 different models that participated to the AQMEII inter-comparisons, not including Polyphemus, in order to compare the performances. The mean of the statistics of the AQMEII models is computed as well as the minimum and maximum values.
For all pollutants, the different simulations using Polyphemus perform well according to the performance criteria detailed above and they are within the range of results obtained by other AQMEII models.
For hourly O 3 , the average simulated concentration is close to the average measured concentration, although it is slightly lower (73.0 mg m À3 measured against between 67.0 and 69.3 mg m À3 simulated with rmse between 28.6 and 29.9 mg m À3 ). The mngb is slightly higher than the range of the model performance criterion of Russell and Dennis (2000) (within AE15%). However, the mnge is well within the range of the model performance criterion of Russell and Dennis (2000) ( 30%). The different Polyphemus simulations compare well to other AQMEII simulations: the highest rmse of the Polyphemus simulations is lower than the lowest rmse of the AQMEII simulations, while the correlations of Polyphemus are close to the highest correlation of the AQMEII simulations or higher for Pol 4. Other errors and bias are close to the average of the AQMEII simulations. The differences between the different Polyphemus simulations are much lower than differences between the different AQMEII simulations. The average PM 10 concentration is well simulated, although it is slightly under-estimated for Pol 2, Pol 3 and Pol 4 (23.2 mg m À3 measured against between 18.5 and 21.1 mg m À3 simulated, and rmse between 28.6 and 29.9 mg m À3 ). The model performance goal of Boylan and Russell (2006) is met for all Polyphemus simulations as the mfb is within AE30%, and the mfe is lower than 50%. The different Polyphemus simulations compare well to other AQMEII simulations: the highest rmse is lower than the lowest rmse of the AQMEII simulations. The correlation of Polyphemus are above the average of the correlations of the AQMEII simulations. As for O 3 , the differences between the different Polyphemus simulations are much lower than the differences between the different AQMEII simulations. The average simulated PM 2.5 concentration is higher than the average measured PM 2.5 concentration (13.3 mg m À3 measured against between 17.4 and 19.2 mg m À3 simulated, with rmse between 12.0 and 14.0 mg m À3 ). The model performance goal of Boylan and Russell (2006) is met for the mfb for Pol 4, but it is not met for Pol 1ePol 3. The model performance goal is not met for the mfe. However the model performance criteria are met for both the mfb and the mfe for all Polyphemus simulations, as the mfb and mfe are within AE60% and lower than 75% respectively. The different Polyphemus simulations compare well to other AQMEII simulations: the mfe and the rmse are in the low range of the AQMEII models, while correlation is in the high range. As for O 3 and PM 10 , the differences between the different Polyphemus simulations are lower than differences between the different AQMEII simulations. Over Portugal, where high-intensity biomass burning occurred, taking biomass burning into account (Pol 1) leads to a large overestimation of PM 2.5 . The mean measured concentration at the 6 rural Airbase stations over Portugal is equal to 14.3 mg m À3 . The simulated concentration is equal to 34.1 mg m À3 for Pol 1, 15.2 for Pol 2, 17.1 for Pol 3 and 14.0 mg m À3 for Pol 3. One of the reasons for this large over-estimation of PM 2.5 at the ground over Portugal for Pol 1 is related to the emission height of biomass burning. For example, Hodzic et al. (2007) relate the emission height to the intensity of fire. They estimate that 95% of emissions of the largest fires over Portugal is emitted above the boundary layer, whereas in Pol 1 all the pollutants are emitted in the boundary layer. Therefore, Pol 1 is not considered in the impact study conducted below.
Over North America
Over NA, only one Polyphemus simulation is performed using the default AQMEII emission inputs. It is compared to observations for O 3 , PM 10 and PM 2.5 in Tables 6e8, respectively. The comparison to observations is also conducted for 6 different models that participated to the AQMEII inter-comparisons. Performance evaluation for NO 2 and SO 2 is presented in the Supplementary electronic materials, as well as for elemental carbon of PM 2.5 , organic matter of PM 2.5 , sulfate of PM 2.5 , nitrate of PM 2.5 and ammonium of PM 2.5 .
For O 3 , PM 10 and PM 2.5 , the Polyphemus simulation performs well according to the performance criteria detailed above and it is within the range of results obtained by other AQMEII models.
Although O 3 is over-estimated by Polyphemus (34.0 ppb measured and 43.6 ppb simulated with a rmse of 20.1 ppb), the Polyphemus simulation satisfies the model performance criterion of Russell and Dennis (2000) : the mngb and mnge are within AE15% and lower than 30%. Compared to the other AQMEII models, the rmse of the Polyphemus simulation is slightly higher than the higher rmse of all models, but the mfe and mnge correspond to the average of all models.
For PM 10 , the average simulated PM 10 concentration is underestimated (28.0 mg m À3 measured and 15.1 mg m À3 simulated with a rmse of 27.5 mg m À3 ). The model performance goal of Boylan and Russell (2006) is not met, but the model performance criterion of Boylan and Russell (2006) is met as the mfb is within AE60% and the mfe is less than 75%. Compared to the other AQMEII models, the rmse and mfe of the Polyphemus simulation are lower than the average of all models. For PM 2.5 , the average simulated PM 2.5 concentration is overestimated (12.9 mg m À3 measured and 16.1 simulated with a rmse of 9.3 mg m À3 ). However, the model performance goal of Boylan and Russell (2006) is met as the mfb is within AE30% and the mfe is less than 50%. As for PM 10 , the correlation is lower than the average of all models, but the rmse and the mfe are also lower.
Spatial distribution
Over Europe
Over Europe, Fig. 1 shows the O 3 concentrations averaged over July and August for Pol 2. The spatial distribution of O 3 shows similar patterns to previously computed distributions (e.g. Curci et al., 2009) . O 3 is high in southern Europe, especially over the Black Sea, the Mediterranean Sea and the Baltic Sea. O 3 is low in northern Europe (Finland and northern Sweden). Over land, the highest concentrations are observed over Greece, Italy, Portugal, southern Spain and central Europe. O 3 concentrations lower than the surrounding values are observed over large cities, such as Paris and Milan, because of NO titration. The NO titration is also observed along the sea traffic lines. Maps of O 3 concentrations for simulations other than Pol 2 are not shown, as they are similar despite local differences. Taking into account biomass burning emissions (Pol 1 rather than Pol 2) only slightly increases O 3 locally where biomass burning occurs, such as over Portugal. Using the EMEP rather than the TNO anthropogenic emission inventory, i.e. Pol 3 rather than Pol 2, leads to lower NO titration along the sea traffic lines and therefore higher O 3 . Using the MEGAN biogenic emission scheme rather than Simpson, i.e. Pol 4 rather than Pol 3, leads to higher O 3 over the northeastern part of the domain such as over Finland, where MEGAN biogenic emissions are much lower than Simpson's. This O 3 increase with lower biogenic emissions is explained by the very high VOC/NO x ratio over this part of the domain (see Fig. 7 and Section 4.1). Fig. 2 shows PM 10 concentrations averaged over July and August for Pol 2. The spatial distribution of PM 10 shows similar patterns to previously computed distributions (e.g. Sartelet et al., 2007) with high concentrations over cities, and areas such as northern Italy, northeastern Spain, and the Netherlands. Although the map of PM 10 shows high concentrations around cities, the highest concentrations appear to be generated by maritime traffic and by sea-salt emissions. Maps of PM 10 concentrations for simulations other than Pol 2 are not shown, as they are similar despite local differences. As for O 3 , the impact of maritime traffic on the formation of PM 10 is slightly higher using the TNO rather than the EMEP anthropogenic emission inventory, i.e. Pol 3 rather than Pol 2. Furthermore, the variations of PM 10 around cities are more sharply defined using TNO than EMEP. Using the MEGAN biogenic emission scheme rather than Simpson, i.e. Pol 4 rather than Pol 3, leads to lower PM 10 over the northeastern part of the domain such as over Finland (see below). Fig. 3 shows secondary organic aerosol (SOA) concentrations averaged over July and August using the Simpson (Pol 3, upper panel) and MEGAN (Pol 4, lower panel) biogenic emission schemes. The spatial distribution is very similar between Pol 2 and Pol 3, i.e. when changing the anthropogenic emission inventory. The overall spatial distribution agrees with previously published distributions (Kim et al., 2011a) , and similarities in spatial distributions are found between Pol 3 and Pol 4: high SOA concentrations are observed in Portugal, southwestern France, northeastern Spain, southeastern France, northern Italy, Greece, western Russia, Finland and southern Sweden. However, the spatial distribution locally differs in areas such as in Poland, Croatia and central France. The amplitude of SOA concentrations is very different in Sweden and Finland when using Simpson and MEGAN: the concentrations are locally reduced by a factor of 5 when using MEGAN, because of lower biogenic emissions in MEGAN. On average over Europe, the SOA concentrations are reduced by a factor of 2 with MEGAN.
Over North America
O 3 concentrations (see Fig. 4 ) are higher in the eastern United States than in the western U.S., except in California where high O 3 is simulated. High O 3 concentrations are also simulated along the east coast in the region of New York, as well as near Alabama in the southern U.S., and near the Michigan and Erie Great Lakes. The spatial distribution corresponds well to those simulated by others such as Luecken et al. (2008) .
The map of PM 2.5 concentrations averaged over July and August (Fig. 5) shows high concentrations especially around cities. The spatial distribution corresponds well to the ones simulated in Bailey et al. (2007) , with high concentrations in California as well as in the eastern U.S. along the coast.
For SOA, the spatial distribution (see Fig. 6 ) corresponds to that obtained by Carlton et al. (2010) : high concentrations are observed in the southeastern U.S., in California near Los Angeles as well as in the western U.S. However, the concentrations are much higher here with a maximum SOA concentration of 11 mg m À3 , against about 1 mg m À3 in Carlton et al. (2010) for controllable biogenic SOA.
However, the simulated SOA compare relatively well to observations, as shown in the Supplementary electronic materials: the average simulated concentration is equal to 3.6 mg m À3 against 2.8 mg m À3 estimated from measurements, with a mfb of 35.5%. In the southeast where high concentrations are simulated, measurements from the database "AIRS" at the station AIRSUSGA1MCN (À83.65, 32.78) report an average concentration of 7.7 mg m À3 over July and August, whereas the simulated concentration is 9.3 mg m À3 .
Impact of biogenic emissions
To estimate the contribution of biogenic emissions to O 3 and PM under current conditions, the methodology of Pun et al. (2002) and Curci et al. (2009) is used. The simulation with all emissions is considered as the base case, and a simulation is performed without biogenic emissions (BVOC and NO) to calculate their contribution. As biogenic emissions interact with anthropogenic emissions to form O 3 and secondary PM, a simulation is also performed without anthropogenic emissions to compare the impact.
Over Europe
Over Europe, the sensitivity simulations are performed for the three simulations Pol 2, Pol 3 and Pol 4. Table 9 shows the mean concentrations of O 3 , PM 10 (without Na and Cl), SOA, isoprene SOA and terpene SOA averaged over Europe for July and August.
The impact of biogenic emissions on O 3 concentrations is lower than the impact of anthropogenic emissions. Removing biogenic emissions reduces O 3 concentrations by 10e11%, whereas removing anthropogenic emissions reduces O 3 concentration by 38e42%. The impact of removing biogenic emissions is lower when MEGAN biogenic emission scheme is used instead of Simpson (10% instead of 11%). This slightly lower impact is a consequence of the lower VOC emissions in MEGAN than in Simpson. Removing anthropogenic emissions also has a lower impact with Pol 4 (À38%) than with Pol 2 or Pol 3 (À41 to À42%), that is when MEGAN biogenic emission scheme is used rather than Simpson. Differences in the impacts of emission computed using the two different anthropogenic emission inventories are small, as EMEP and TNO emissions are commensurate.
To understand the local variations of O 3 concentrations when BVOC emissions are removed, the relative difference in O 3 computed with all emissions and without BVOC emission is shown in Fig. 8 for Pol 2, Pol 3 and Pol 4. Fig. 7 shows the VOC/NO x concentration ratio for Pol 3 and Pol 4. The regions where the impact of biogenic emissions is high in Fig. 8 are strongly correlated to those where the VOC/NO x ratio is low compared to surroundings in Fig. 7 (e.g. Milan, northeastern Spain, central Europe). The decrease in O 3 concentration is as high as 30% near cities, which are surrounded by biogenic emissions, such as Milan in Italy, Porto in Portugal or Warsaw in Poland. Around these cities, although BVOC emissions are high, the O 3 regime is probably VOC limited, leading to a strong decrease in O 3 concentrations when BVOC are removed. On the opposite, O 3 increases by as much as 10e20% in northern Table 9 Contribution of biogenic emissions to concentration of surface O 3 , PM 10 , SOA, isoprene SOA and terpene SOA averaged over Europe and over July and August (concentrations are in mg m À3 ). Sea-salt (sodium and chloride) are not included in PM 10 .
Base case
No biogenic emissions
No anthropogenic emissions O 3
Pol 2 61.9 55.2 (À11%) 36.6 (À41%) Pol 3 63.0 56.0 (À11%) 36.6 (À42%) Pol 4 61.9 56.0 (À10%) 38.2 (À38%) PM 10 Pol 2 9.4 7.4 (À21%) 4.4 (À54%) Pol 3 9.7 7.6 (À21%) 4.4 (À55%) Pol 4 8.3 7.6 (À8%) 3.2 (À62%) SOA Pol 2 2.6 0.3 (À87%) 2.1 (À16%) Pol 3 2.6 0.3 (À88%) 2.1 (À16%) Pol 4 1.1 0.3 (À72%) 1.0 (À15%) Isoprene SOA Pol 2 0.6 0.0 (À94%) 0.4 (À24%) Pol 3 0.6 0.0 (À94%) 0.4 (À24%) Pol 4 0.2 0.0 (À84%) 0.2 (À22%) Terpene SOA Pol 2 1.7 0.1 (À93%) 1.5 (À10%) Pol 3 1.7 0.1 (À93%) 1.5 (À10%) Pol 4 0.7 0.1 (À84%) 0.7 (À6%) PM 10 is much more impacted by anthropogenic than biogenic emissions: the concentration decreases by 8e21% on average when biogenic emissions are removed, whereas it decreases by as much as 54e62% when anthropogenic emissions are removed. As for O 3 , differences in the impacts of emission computed using the two different anthropogenic emission inventories are small. The impact of removing biogenic emissions is lower when using MEGAN rather than the Simpson biogenic emission scheme (8% for MEGAN and 21% for Simpson).
As SOA is mostly formed from isoprene (20e23%) and terpenes (62e67%) in our simulations, it is strongly impacted by biogenic emissions. SOA is very low when biogenic emissions are ignored: the concentrations are reduced by 87e88% on average in Pol 2 and Pol 3 and by 72% in Pol 4 where MEGAN is used. However, removing anthropogenic emissions only reduces SOA by 15e16%.
Locally, removing anthropogenic emissions may lead to a large decrease in SOA as shown in Fig. 9 . SOA is reduced by as much as 40e50% along the maritime traffic lines, as well as around large cities such as Milan or Paris. The map of the relative difference of SOA when all emissions are taken into account and when biogenic emissions are removed is strongly correlated to the map of NO x emissions, with emphasis where biogenic emissions are high (such as Portugal, southern Spain and Poland). In Fig. 9 , the impact of anthropogenic emissions on SOA is shown only for Pol 3 and Pol 4, as the impact is very similar for Pol 2 and Pol 3, as suggested by the average numbers of Table 9 . Differences between Pol 3 and Pol 4 arise mostly in Germany, Poland, Estonia and Belarus, southwestern Spain and southwestern France, which are places where the two biogenic emission schemes lead to different patterns of SOA concentrations, and where significant anthropogenic emissions are present. In contrast, despite large differences in SOA concentrations simulated in Pol 3 and Pol 4 over northern Sweden and northern Finland, the impact of anthropogenic emissions is low over these countries because anthropogenic emissions are low.
Removing biogenic emissions does not only affect the biogenic compounds of SOA, but also the anthropogenic ones. By providing an absorbing organic mass, the biogenic compounds of particles facilitate the condensation of anthropogenic compounds. The absolute impact is low as the concentration of anthropogenic SOA is low compared to biogenic SOA at the continental scale. However, the relative impact of biogenic SOA on anthropogenic SOA may be as high as 40%, as shown in Fig. 10 , which shows the relative difference of anthropogenic SOA when all emissions are taken into account and when biogenic emissions are ignored for Pol 3 and Pol 4. The map describing the impact of biogenic SOA on anthropogenic SOA is strongly correlated with the map of biogenic SOA concentrations. The relative impact is higher in Pol 3 than in Pol 4 as biogenic emissions are higher.
Over North America
The contributions of biogenic and anthropogenic emissions to domain-wide averaged concentrations of O 3 , PM 10 , SOA, isoprene SOA and terpene SOA over North America are shown in Table 10 .
Removing biogenic emissions reduces O 3 concentrations by about 20% on average, whereas removing anthropogenic emissions reduces O 3 concentrations by 49%. This result is consistent with the seminal work of Pun et al. (2002) who estimated the contribution of biogenic emissions to O 3 to be less than 23% in Nashville/TN and the northeastern U.S., with a contribution between 22% and 34% in urban areas. The contribution of biogenic emissions to O 3 is also observed to be regionally more important around urban areas, especially in the northeastern U.S. and in California near Los Angeles, as shown in Fig. 12 , which depicts the relative difference of hourly O 3 concentrations averaged over July and August when all emissions are taken into account and when biogenic emissions are removed. O 3 is found to be 26% and 38% lower in the northeastern U.S. (near Washington DC and New Jersey) and California near Los Angeles, respectively (see rectangles in Fig. 12) . A high decrease in O 3 concentration is observed over large cities close to high-VOC emission areas when biogenic emissions are removed. As for Europe, the regions where the impact of biogenic emissions is high correspond to those where the VOC/NO x concentration ratio is low compared to surroundings (large urban centers), as seen by comparing Figs. 11 and 12.
PM 10 is not much impacted by biogenic emissions: the concentration decreases by 14% on average when biogenic emissions are removed, whereas it decreases by as much as 50% when anthropogenic emissions are removed. However, biogenic emissions largely contribute to secondary organic aerosols (SOA). If they are not considered, SOA decrease by 90% on average over the domain. In comparison, removing anthropogenic emissions only reduces SOA by 10% on average. SOA are composed mostly of isoprene (23%) and terpene (67%) oxidation products. Isoprene and Fig. 11 . Ratio of surface VOC over NO x concentrations averaged over July and August. 64.5 51.5 (À20%) 33.2 (À49%) PM 10 9.3 8.1 (À14%) 4.6 (À50%) SOA 2.3 0.2 (À90%) 2.1 (À10%) Isoprene SOA 0.5 0.0 (À93%) 0.4 (À16%) Terpene SOA 1.6 0.1 (À94%) 1.5 (À7%) terpene SOA are reduced by 16% and 7%, respectively, on average over the domain when anthropogenic emissions are removed. However, locally, the reduction may be larger. Large cities, such as Los Angeles, Atlanta, Birmingham, Saint Louis, Washington DC, Chicago and Minneapolis may clearly be identified by looking at the map of the relative difference of SOA concentrations when all emissions are considered and when anthropogenic emissions are removed (Fig. 13 ). Removing anthropogenic emissions leads to a large decrease of biogenic SOA near these large cities. A decrease as large as 60% is observed locally around cities such as Los Angeles and Houston. A decrease on the order of 60% around cities is consistent with the results of Carlton et al. (2010) . As for the European study, removing biogenic emissions does not only affect the biogenic compounds of SOA, but also the anthropogenic ones. The relative impact of biogenic SOA on anthropogenic SOA may be as high as 60%, as shown in Fig. 14, which shows the relative difference of anthropogenic SOA when all emissions are taken into account and when biogenic emissions are ignored.
Conclusion
Over both Europe and NA, Polyphemus performances are satisfactory for O 3 and PM with respect to criteria used in the literature, as well as in comparison to other AQMEII models. Over Europe, the simulation with biomass burning emissions overestimate PM 2.5 over Portugal, probably because the fire emission height is not accurately modeled.
The impact of biogenic emissions is higher on average over NA than over Europe for O 3 , and it is commensurate for SOA. Locally, the impacts of biogenic emissions tends to be higher in NA than in Europe because of the presence in NA of large urban centers surrounded by regions of high biogenic emissions.
Both over Europe and NA, the impact of biogenic emissions on O 3 (À10 to À20%) is lower than the impact of anthropogenic emissions (À38 to À49%). The regions where the impact of biogenic emissions is high correspond to those where the VOC/NO x ratio is low compared to surroundings. For SOA, which are mostly biogenics, the impact of biogenic emissions (72e90%) is much greater than the impact of anthropogenic emissions (10e16%). However, locally, the impact of anthropogenic emissions may be high (up to 50%, both in NA and Europe), stressing the fact that even biogenic SOA may be controlled for a large part by controlling anthropogenic emissions. The biogenic SOA reduction when all anthropogenic emissions are eliminated varies depending on the chemical precursors: isoprene SOA is more reduced than terpene SOA because of differences in their volatility. Anthropogenic SOA are also impacted by biogenic emissions (absorbing organic mass for SOA), with a relative impact that can be as high as 40% locally. To accurately model SOA, it is, therefore, necessary to accurately model both biogenic and anthropogenic SOA.
Over Europe, for O 3 and SOA, the impact of biogenic emissions is lower in Pol 4 (which uses the MEGAN biogenic emission scheme) than in Pol 2 or Pol 3 (which use the Simpson biogenic emission scheme). The largest differences between the impacts simulated with Pol 4 compared to those simulated with Pol 2 and Pol 3 show that uncertainties in the biogenic emission schemes used here are larger than uncertainties in the two anthropogenic emission inventories.
