We introduce a novel inversion algorithm for the in-situ petrophysical evaluation of hydrocarbon-bearing formations The algorithm simultaneously honors a set of multi-physics data: (a) Pressure-transient, flowline fractional flow, and salt production rate measurements as a function of time acquired with a wireline-conveyed, dual-packer formation tester, and (b) borehole array electromagnetic induction measurements. Both time evolution and spatial distribution of fluid saturation and salt concentration in the near-borehole region are constrained by the physics of mud-filtrate invasion. The inverse problem consists of the simultaneous estimation of a two-dimensional axisymmetric spatial distribution of absolute permeability and parametric saturation functions for relative permeability and capillary pressure curves. For a given layer, both horizontal and vertical permeabilities are subject to inversion. Saturation functions of relative permeability and capillary pressure are parametrically represented using a modified Brooks-Corey model.
Introduction and Statement of the Inverse Problem
The physics of multi-phase fluid-flow and electromagnetic induction phenomena in porous media can be coupled through fluid saturation equations. Thus, a multi-physics inversion algorithm for the quantitative joint interpretation of electrical and fluid-flow measurements can be formulated to estimate the underlying petrophysical model. Literature Review. The dynamic properties of mud-filtrate invasion phenomena form the basis for quantitative petrophysical interpretation of electrical conductivity profiles around the borehole. In the past, forward multi-physics algorithms/workflows were developed to perform sensitivity studies. Examples can be found in Ramakrishnan and Wilkinson 1 , Zhang et al. 2 , Alpak et al. 3 , Li and Shen 4 , and George et al. 5 . Inverse algorithms that make use of a multiphysics formulation have been introduced by Tobola and Holditch 6 , Yao and Holditch 7 , Semmelbeck et al. 8 , Ramakrishnan et al. 9 , Ramakrishnan and Wilkinson 10 , Epov et al. 11 , Wu et al. 12, 13 , Zeybek et al. 14 , and Alpak et al. 15 . Inverse Problem Statement. The objective of the work reported in this paper is to develop a robust, accurate, and efficient algorithm for the simultaneous, parametric joint inversion of induction logging, transient-pressure, flowline water-cut, and salt production rate measurements. The inversion algorithm yields two-phase flow petrophysical properties, namely, layer-by-layer horizontal and vertical absolute permeabilities, parametric representations of relative permeability and capillary pressure curves, and initial phase saturations of the hydrocarbon-bearing rock formations. In this paper, we assume standard instrument geometries rather than proposing an experimental tool. However, we also expore the possibility of taking a first step toward the future of the joint interpretation of formation tester and induction logging measurements by introducing multi-pulse schedules for formation tester measurements. For more realistic cases where multi-physics measurements lack the degrees of freedom necessary to accurately estimate all the petrophysical model parameters, we develop an alternative sequential inversion technique. We first resort to the single-phase inversion of transient formation pressure measurements acquired at late times of the formation test, i.e. when the flow into the formation tester is dominated by (almost) single-phase fluid. Subsequently, simultaneous multi-physics inversion of the entire time record of formation tester measurements is performed jointly with induction logging measurements.
For the inversion, we assume the availability of two important pieces of information: (a) properties of mudcake for the simulation of the process of mud-filtrate invasion in the presence of mudcake, (b) fluid sampling measurements to yield the PVT properties of the in-situ fluid phases and flowing components. Inversion of multi-physics measurements is posed as a constrained optimization problem. In turn, a quadratic objective function is minimized subject to physical constraints enforced on the unknown model. A modification of the iterative Gauss-Newton optimization technique is utilized for inversion 16 . Numerical examples of the joint inversion method are successfully conducted for twodimensional axisymmetric reservoir models that involve noisy and noise-free synthetically generated induction logging, transient formation pressure, flowline water-cut, and salt production rate measurements. We focus our attention to the vertical variability of the petrophysical model. Horizontal geological layers of various thicknesses characterize the reservoir geometry. We assume the availability of information about the locations of layer boundaries from other types of logs such as borehole images. Based on the extent of the available measurement data and a priori information, an arbitrary combination of the above-mentioned petrophysical parameters can be included into our inversion algorithm. Figure 1 shows the flowchart of the multi-physics algorithm developed in this paper to solve the above-described integrated petrophysical inversion problem.
Multi-Physics Simulation of Measurements
A multi-physics algorithm is developed to simulate multiphase multi-component flow and electromagnetic induction phenomena associated with formation tester and induction logging measurements.
Determination of the Flow Rate of Mud-Filtrate Invasion.
We make use of a general numerical algorithm designed to simulate the physics of mud-filtrate invasion in vertical and highly deviated boreholes. This algorithm is referred to as INVADE and was developed by Wu et al. 17 . Numerical modeling of mud-filtrate invasion with INVADE yields an equivalent time-domain flow rate function of mud filtrate. Given the pressure overbalance condition, invasion geometry, and mudcake properties, this function replicates the timedependent behavior of mudcake growth. Due to the fact that clay platelets form a mudcake of permeability of the order of 0.001 mD, the rate of filtrate invasion is predominantly controlled by mudcake, with minimal influence from the formation permeability 1 . Extensive simulations conducted with INVADE are in agreement with the above observation. In turn, the numerically computed invasion rate can be imposed as a local source condition (flux as a function of depth) to the fluid-flow simulator. Such a procedure allows to easily couple the physics of mud-filtrate invasion with multi-phase fluidflow and electromagnetic induction phenomena.
Simulation of Mud-Filtrate Invasion and Formation
Testing. Invasion of water-base mud-filtrate into a partially saturated hydrocarbon-bearing porous medium and a subsequent multi-probe dual-packer formation test involve two-phase multi-component fluid transport. Time-and spacedomain distributions of aqueous phase saturation, salt concentration, and pressure are modeled as advective transport of hydrocarbon and aqueous phases, and hydrocarbon, water, and salt components. Ions present in the system are assumed to be soluble only within the aqueous phase and lumped into a single salt component. In the formulation of the forward problem, we assume the existence of a salt concentration contrast between the in-situ formation brine and the invading mud-filtrate. According to Ramakrishnan and Wilkinson 1 , diffusion has only a small effect at invasion radius length scales. In addition, equilibration of salt concentration among pores occurs at time scales shorter than the invasion time scale, whereupon local level aqueous phase salt concentrations remain the same from pore to pore. Therefore, for the problem of interest we only consider advective miscible transport of the salt component within the aqueous phase and neglect diffusional spreading of the interface between mud-filtrate and formation brine.
For the simulation of isothermal two-phase flow in a partially saturated hydrocarbon-bearing medium, we disregard the presence of chemical reactions, rock/fluid mass transfer, and diffusive/dispersive transport. The mass balance equation for the i − th fluid phase can be written as
In Eq. (1), , , , , v q ρ φ and S denote fluid density, fluid velocity vector, porosity, source/sink term, and phase saturation, respectively. The subscript i designates the phase index. We model fluid flow in the near-borehole region of a single vertical well intersecting a hydrocarbon-bearing horizontal reservoir in three dimensions ( 3 . R ) Consistent with the flow geometry imposed by the dual-packer module of the wireline formation tester, a cylindrical coordinate system is employed to accurately represent the dynamics of reservoir behavior in the spatial domain of interest. Then, the spatial support of material balance equations can be described as follows:
Moreover, , w r , e r and h stand for borehole radius, external radius of the formation, and total formation thickness, respectively. No-flow boundary conditions are imposed on the upper, lower, and outer limits of the formation. The external boundary of the formation is located relatively far away from the wellbore. A constant rate internal boundary condition is imposed on the borehole wall time-step-by-time-step. In this fashion, time-variant invasion rate history and other formation-test related rate schedules are incorporated into our simulations in a time-stepwise discrete fashion. In our formulation, Darcy's law is the governing transport equation, i.e.
In Eq. (3), k is the absolute permeability tensor of the porous medium, r k is the phase relative permeability, µ is the phase viscosity, p is the phase pressure, γ is the phase specific gravity, and z D is the vertical location below some reference level. Capillary pressures and fluid saturations are governed by , c nw w 
In Eq. (6), wi C and i q stand for the concentration of invading mud-filtrate, and invasion rate at a given time-step, respectively. The subscript w in this equation denotes the properties of the aqueous phase. Time-and space-domain distributions of aqueous phase saturation, salt concentration, and pressure due to mud-filtrate invasion and due to a subsequent formation tester fluid withdrawal-rate pulsesequence are simulated using a finite difference-based reservoir simulator in fully implicit, black-oil mode. Our approach takes advantage of various operating features available in the commercial reservoir simulator ECLIPSE 19 . Saturation Model. Spatial distributions of aqueous phase saturation corresponding to the induction logging times are subsequently transformed into snapshots of electrical conductivity using Archie's law 20 for each numerical grid, namely, (1 ) .
In the above equation, , , w σ σ and w S denote formation conductivity, brine conductivity, and aqueous phase saturation, respectively. Porosity and saturation exponents m and , n and the tortuosity parameter a are empirical constants. In this paper, the simulated workflow involves acquisition of a single induction log before the onset of a formation test. The rock formation, however, is exposed to a prescribed duration of water-base mud-filtrate invasion before the acquisition of the induction log. Therefore, subsequent to the simulation of mud-filtrate invasion, the computation of only a 
where 1, i = − ω is angular frequency, and t is time, present in an inhomogeneous, isotropic (in terms of electrical conductivity), and nonmagnetic medium, are as follows:
and .
Here, E is the electric field vector, H is the magnetic field vector, and J is the impressed electric current source vector. The symbols ( , ) r z σ σ = and µ denote the conductivity coefficient and the magnetic permeability, respectively. Consistent with the nature of low-frequency electromagnetic induction applications, displacement currents are assumed negligible. Electromagnetic fields are assumed to vanish at infinity. Boundary conditions consistent with this assumption are imposed to the low-frequency Maxwell's equations shown above. Equations (9) and (10) are solved using a rapid integrodifferential algorithm, KARID, which assumes axial symmetry of both medium and impressed source 21 .
A Hybrid Global Optimization Algorithm for Inversion
The optimization technique implemented for the solution of the inverse problem considered in this paper is based on a weighted least-squares method. In our implementation, the weighted least-squares algorithm makes use of a regularized Gauss-Newton search direction (WRGN) 22, 23 . In addition, two helper methods based on the simultaneous perturbation stochastic approximation (SPSA) technique are introduced to overcome the common WRGN pitfall of entrapment around a local minimum 24, 25 . When the helper method is active, the inversion algorithm marches toward the minimum with the steps of a global optimizer (SPSA). Once the model is deemed sufficiently close to the minimum, WRGN steps take over SPSA steps for ensuring rapid convergence. If local minimum entrapment is sensed (based on invariance of the model or insufficient reduction of the objective function), the hybrid algorithm automatically switches back to SPSA steps. Convergence of the algorithm is accepted only if (approximately) the same model minimum is achieved after a prescribed number of global-local (WRGN-SPSA) interactions over the course of optimization. Figure 2 is a graphical description of the hybrid inversion algorithm with automatically interchangeable global-local coupling. The Appendix provides additional technical details of this highly efficient hybrid inversion algorithm. Objective Function. Joint inversion of the underlying petrophysical model is posed as an optimization problem that involves the minimization of an objective function subject to physical constraints. We adopt the following objective function, ( ),
.
In the above expression, we define the vector of residuals, ( ), e x as a vector whose j − th element is the residual error (data mismatch) of the j − th measurement. We define the residual error as the difference between the measured and numerically simulated normalized responses, given by
In the above expression, M is the number of measurements, 
where N is the number of unknowns. The vector of model parameters, , x is described as the difference between the vector of the actual model parameters, , y and a reference model, .
R y All a priori information on the model parameters, such as those derived from independent measurements, are provided by the reference model. The scalar factor, , ξ i.e., (0 ) ξ < < ∞ is a regularization parameter, also called a Lagrange multiplier, which enforces a relative importance to the two terms of the objective function. The choice of ξ produces an estimate of the model, ,
x that has a finite minimum weighted norm away from a prescribed model, ,
and which globally misfits the data. The second term in the objective function is included to regularize the optimization problem. This term suppresses any possible magnification of errors in the parameter estimation due to measurement noise and non-uniqueness. The matrix (14) In our inversion algorithm the vector of measurements, , m is constructed with two types of data: (a) multi-probe formation tester pressure, water-cut, and salt production rate measurements as a function of time, and (b) multi-receiver, multi-frequency, and multi-snapshot (time-lapse) electromagnetic induction measurements acquired with a depth-profiling sonde. In the numerical examples shown in this paper, we assume single-time induction logging measurements, although the inversion algorithm is implemented to handle time-lapse as well as multi-snapshot induction logging measurements.
Quantification of Non-uniqueness of the Inversion Results.
A quantitive analysis of the uncertainty in inversion results is carried out by computing the Cramer-Rao uncertainty bounds using an approximation to the Estimator' s Covariance Matrix (ECM). The Cramer-Rao uncertainty bounds provide a probabilistic range for each model parameter inverted from noisy measurements. Computation of Cramer-Rao uncertainty bounds is described in detail by Habashy and Abubakar 16 . The assumption underlying the approximate computation of the ECM is that the errors in the measurements are random and Gaussian.
Parametric Relative Permeability and Capillary Pressure Functions
The inversion algorithm introduced above is formulated in a generic fashion to incorporate any parametric saturation function of relative permeability and capillary pressure that physically suits the problem of interest. For the purpose of parsimony in the numerical examples, we assume that twophase relative permeability and capillary pressure curves can be described by a simple modified Brooks-Corey (MBC) model. The MBC model 26, 27 investigated for modeling relative permeability and capillary pressure curves in parameterized form is as follows:
and
In 
Numerical Examples
In order to assess the applicability and efficiency of the proposed inversion algorithm, we constructed several realistic numerical examples. All reported inversions fit the measurement data to the level of prescribed noise since zeromean additive random Gaussian noise is used to contaminate the measurements. For the inversions of noise-free measurements, we enforce a global misfit equal to 2 4 10 . χ − = Rock Formation Model. A vertical borehole is considered to intersect a hydrocarbon-bearing horizontal rock formation. For the sake of simplicity, we limit our analysis to the case of a single-layer formation. In addition to the permeable layer, sealing upper and lower shoulder beds are included in the geoelectrical model as shown in Fig. 3 . Details of formation rock and fluid properties are given in Table 1 . The singlelayer formation is assumed to exhibit transversely anisotropic permeability behavior described by the following tensor:
The ultimate goal of the inversion is the reconstruction of parametric two-phase relative permeability and capillary pressure curves, and horizontal and vertical permeabilities from multi-probe transient formation pressure, water-cut, salt production rate, and induction logging measurements. The vector of model parameters subject to inversion is given by
We assume the availability of laboratory measurements of fluid compressibilities for slightly compressible fluid phases, namely, aqueous and oleic phases. Additionally, fluid viscosities, formation porosity, formation temperature, and saturation-equation parameters are assumed known from ancillary information. The formation of interest is assumed to be previously unexplored. Therefore, the reservoir pore volume is assumed to be saturated at irreducible aqueous phase saturation. In other words, initial aqueous phase saturation is equal to the irreducible aqueous phase saturation. Hence, the suggested inversion algorithm yields the initial saturation condition of the formation of interest as by-product.
Simulated Measurement Hardware and Schedule. From the onset of drilling, the permeable formation is assumed to be subject to dynamic water-base mud-filtrate invasion. Mudfiltrate invasion is simulated using a constant integralaveraged invasion rate computed using INVADE. After a prescribed duration of mud-filtrate invasion (before the formation test), an array induction log is assumed to be recorded across the formation. The tool assumed for the simulated acquisition of electromagnetic induction measurements is the Array Induction Imager Tool, AIT™, described schematically in Fig. 4 . This sonde configuration is selected to ensure the availability of data with multiple depths of investigation 28 . The second available data type is multiprobe formation tester measurements. Measurements are simulated for acquisition with the Modular Formation Dynamics Tester, MDT™. A dual-packer/probe module configuration with two vertical observation probes is considered in order to estimate permeability anisotropy 29, 30 . Figure 5 is a schematic of the dual-packer and probe modules. For the formation tester configuration, we assume the presence of an optical fluid analyzer to yield measurements of flowline water-cut. Also, for some of the numerical cases, we assume the presence of flowline resistivity measurements to provide measurements of salt concentration. In turn, time records of salt concentration measurements are used to compute the time functions of salt production rate.
Soon after the induction log is acquired, the multi-probe formation tester configuration is assumed to be deployed across the formation of interest to conduct transient-pressure, water-cut, and salt production rate measurements. Note that the latter measurement type is included in the measurement vector on a case-by-case basis. Time records of pressure are simulated for two observation probe locations, and at the center of the dual-packer open interval in response to a controlled flow rate pulse. Flowline water-cut and salt production rate measurements are derived from simulated source condition values that correspond to the vertical sequence of gridblocks across to the open interval of the dualpacker. The source condition is represented as a well penetrating into multiple gridblocks. Tool and dual-packer open-interval storage effects are assumed neglible. The effect of (mud-filtrate) invasion-related skin contamination is rigourously accounted for by simulating the entire invasion process (via imposing the mud-filtrate invasion rate computed with INVADE). In the numerical cases subject to analysis, we parsimoniously assume that (mud-filtrate) invasion-related skin contamination is the dominant factor of skin. In other words, we assume that additional factors of skin stemming from partial penetration, etc. are negligible. Details of the simulated formation tester rate vs. time schedules will be described on a case-by-case basis. For the simulation of formation tester measurements, we assume a cylindrical coordinate frame and make use of a finite-difference grid with 31 1 30 × × nodes in the radial, azimuthal, and vertical directions, respectively. This grid is uniform in the vertical direction. Block sizes increase logarithmically in the radial direction away from the borehole. Figure 6 shows a vertical cross-section of the grid. For simplicity, henceforth we refer to the simulated events as if they were the events of a real-life workflow. Case A. Subsequent to the duration of six-day long waterbased mud-filtrate invasion, an induction log is recorded across the single-layer formation. Following the induction log acquisition, formation fluid is withdrawn from the formation using the dual-packer module. Two-phase formation fluid is withdrawn from the formation with a volumetric rate of 15 rbbl/d for 4000 seconds (= 1.11 hours). In order to generate a pressure transient without interrupting the clean-up process, the rate of fluid withdrawal is reduced to 5 rbbl/d for 400 seconds (= 0.11 hours). The flow rate history for the formation test is shown in Fig. 7(a) . Subsequently, the formation test is concluded. Multi-probe transient formation pressure and flowline water-cut measurements are recorded during the formation test. A pre-inversion sensitivity study indicated that the most difficult parameters to estimate are pore size distribution index (η ) and capillary entry pressure ( ce P ). Therefore, we assume the availability of nuclear magnetic resonance (NMR) measurements that will allow the determination of the range of pore size distribution index and capillary entry pressure 31−33 . This integrated petrophysics approach, allows us to enforce relatively narrower physical bounds and relatively closer initial-guess values for these parameters during the inversion process in comparison to other unknown parameters. Noise-free measurements of induction logging and formation tester are input to the inversion algorithm. Table 2 shows the actual and initialguess model parameters along with the corresponding inversion results. End-point (residual) saturations of aqueous and oleic phases, capillary entry pressure, and pore-size distribution index are the model parameters that are accurately reconstructed by the multi-physics inversion algorithm. The poorest reconstruction is obtained for the oleic phase relative permeability. The quality of reconstruction for horizontal permeability still remains poor whereas the accuracy of the estimated vertical permeability is satisfactory.
The problem associated with the formation test described in Case A is two-fold. (1) The saturation range is not sampled entirely during the test as indicated by the unstabilized flowline water-cut measurements shown in Fig. 8(a) . In fact, the formation test failed to cover the saturation range in the vicinity of the oleic phase end-point. Consequently, the quality of the reconstruction for the end-point relative permeability of oleic phase remains poor. (2) Although the presence of auxiliary measurements considerably improves the estimation, horizontal and vertical permeability information is predominantly extracted from transient-pressure measurements within the multi-physics inversion framework. Presence of multiple transients of pressure increases the redundancy of data and reduces the non-uniqueness in the inverted permeability model. The double rate-pulse approach used in Case A, which is similar to the conventional drawdown and build-up sequence only without interrupting the water-cut measurements, obviously fails to provide the necessary degrees of freedom to accurately estimate horizontal and vertical permeabilities. Case B. In order to overcome the limitations described in Case A, we replace the dual-pulse flow rate schedule of Case A with a multi-pulse schedule shown in Fig. 7(b) . The test duration is extended to 5 hours to enable the formation test to provide information in the vicinity of the oleic phase endpoint. As indicated by Fig. 8(b) , we remark that the water-cut trend has reached a pseudo steady-state behavior at the concluding stages of the formation test. In order to keep the formation in transient condition as long as possible during the formation test, the flow rate is modified every hour thereby creating a sequence of five transient time-series of measurements. In order to further constrain the inversion, we add the time record of salt production rate measurements to the data vector. Everything else about the formation model remains the same as in Case A. In this case (similar to Case A), noise-free measurements are input to the inversion. In the first inversion example (Case B1), we assume the availability of NMR measurements that allow the accurate determination of both pore-size distribution index and capillary entry pressure. Therefore, in Case B1, these parameters remain stipulated over the course of the inversion. In the second inversion example (Case B2), however, pore-size distribution index and capillary entry pressure are determined by the inversion. Over the course of the inversion, these model parameters are subject to the same physical bounds and initialguess values used in Case A. Table 2 shows the results of the inversion for Cases B1 and B2 along with actual and initial-guess model parameters. Inversion results indicate an accurate reconstruction of horizontal and vertical permeabilities as well as of parameters that describe relative permeability capillary pressure curves for Case B2. Actual, initial-guess, and inverted saturation functions of relative permeability (both in linear and log scales) and capillary pressure are shown in Figs. 9 through 11 for Case B2. For this case, pre-and post-inversion formation tester data fits are shown in Figs. 12(a) through 12(c) for transient-pressure, in Fig. 12(d) for flowline water-cut, and in Fig. 12(e) for salt production rate. On the other hand, the panels in Fig. 13 show pre-and post-inversion fits of the electromagnetic induction logging data for one of the receiver locations and for three tool frequencies.
Interestingly, the accuracy of the reconstruction of horizontal permeability and oleic phase end-point relative permeability is marginal for Case B1. We attribute this behavior to the (limited) sensitivity of the inversion with respect to the adaptively computed regularization parameter, . ξ The selection of the regularization parameter is linked to the condition number of the Gauss-Newton Hessian matrix. Over the course of nonlinear iterations, when the condition number decreases below a pre-specified threshold, the regularization parameter is calculated as a small fraction of the largest eigenvalue of the Gauss-Newton Hessian matrix. Inversion results for Cases B1 and B2 exhibit limited sensitivity to the choice of this condition number and to the choice of a (small) regularization fraction. For Cases B1 and B2, the inverse problem solution appears to lie in the neighborhood of a relatively flat cost function. Therefore, inversion results of Cases B1 and B2 should be interpreted as deterministic samples from such a neighborhood in model space. Overall, multi-physics measurements provide satisfactorily accurate reconstructions of model parameters.
Case C. Both formation tester and induction logging measurements of Case B are contaminated with 1% random Gaussian noise. Everything else is kept invariant as in Case B1. Table 3 reports two sets of inversion results. The first approach, referred to as Case C1, involves a blind choice of criteria for the computation of the regularization parameter. The second set of inversion results (referred to as Case C2) provide reconstructions of model parameters for the case where we optimize the choice of criteria applied to the computation of regularization parameter through exhaustive experimentation (expert-mode inversion). Inversion results provide a quantitative proof-of-concept for the simultaneous estimation of a transversely anisotropic spatial distribution of permeability and saturation-dependent functions from noisy multi-phase flow and induction logging measurements. However, once again inversion results exhibit limited sensitivity to the choice of regularization parameter.
As demonstrated in Cases C1 and C2, for the problem of simultaneous reconstruction of anisotropic permeability, and parametric MBC-type functions of relative permeability and capillary pressure, a priori knowledge about pore size distribution and capillary entry pressure are of primary importance. The more accurate these parameters are constrained, the better conditioned the inverse problem. Accuracy of the a priori model for these parameters becomes crucial for the accuracy and non-uniqueness of the model parameters inverted from noisy field measurements. In fact, overall results for Case C indicate that the quality of prior knowledge about pore-size distribution and capillary entry pressure parameters ultimately determines the reliability and accuracy of the inversion. Capillary pressure tests (conducted on cores of the same rock and fluid type as the ones in the formation of interest) and accurate interpretations of NMR measurements across the same formation may potentially provide the information necessary for the construction of a reliable a priori model. Case D. In Case D, we assume a three-day long process of mud-filtrate invasion. A realistic dual-pulse liquid production rate schedule, shown in Fig. 7(c) , is used for the formation test. Formation test measurements are acquired across the entire saturation range as suggested by the stabilized flowline water-cut measurements shown in Fig. 8(c) . We only consider multi-probe transient-pressure, water-cut, and induction logging measurements to construct the data vector. We also assume that the measurements are contaminated with Gaussian random noise of standard deviation equal to 1% and 3% (of the individual magnitude of each discrete measurement) in the respective cases (Cases D1 and D2). As a simple starting point for our analysis, we assume that information about horizontal and vertical permeabilities can be determined accurately from conventional single-phase transient formation pressure test analysis. We only estimate parameters that describe the relative permeability and capillary pressure curves. In turn, the inversion problem consists of estimating the parameters 1 ce P Since we assume the availability of a priori information about permeability, for the purpose of testing the robustness of the inversion we relax the bounds applied to pore-size distribution and capillary-entry pressure parameters. We constrain the inversion with a relatively wide set of physical bounds for these parameters. In other words, we do not assume any a priori information (such as core and NMR measurements) about these parameters. Table 4 summarizes the inversion results together with actual and initial-guess values of model parameters. At both levels of noise contamination (1% and 3%), the inversion provides an accurate reconstruction of parameters that describe saturation functions of relative permeability and capillary pressure. Case E. The inverse problem and the measurements of Case D are the same for Case E. However, in case E, we do not enforce the assumption of a priori knowledge about horizontal and vertical permeabilities. We first attempt to simultaneously invert all model parameters (Case E1). Inversion results indicate that the multi-physics data set (contaminated with 1% random Gaussian noise) lacks the degrees of freedom necessary to simultaneously estimate all model parameters. The negative impact of insufficient redundancy in the transient data (pressure transients are generated in response to a dualpulse schedule as opposed to the multi-pulse schedule of Case B) together with the absence of salt production rate measurements are apparent in the inversion results. Although the inversion converges to a misfit level equal to that of the noise (as expected for zero-mean random Gaussian noise contamination), the inversion results are far from accurate. Extensive inversion exercises with various regularization strategies lead us to conclude that the simultaneous inversion approach is riddled with model non-uniqueness.
Instead of resorting to NMR measurements to constrain the capillary pressure parameters (as described in Case B), in this case, we concentrate exclusively on the information content of transient formation pressure measurements. Based on singlephase inversions of transient-pressure measurements with average fluid properties and with various regularization weights, we determine the following ranges for horizontal and vertical permeabilities: 55 mD to 60 mD and 9 mD to 12 mD, respectively. Subsequently, we perform the inversion of parameters that describe relative permeability and capillary pressure curves. In the latter inversions, previously inverted horizontal and vertical permeabilities remain fixed. We describe two examples with limiting values of horizontal and vertical permeability stipulated as a priori information for the inversion (Cases E2 and E3). Table 7 shows Cramer-Rao uncertainty bounds for cases where the measurements input to the inversion are contaminated with zero-mean Gaussian random noise. The underlying theory of Cramer-Rao uncertainty bounds assumes that the measurement noise (misfit error) is uncorrelated and exhibits a uniform standard deviation. Therefore, noise-free inversion cases and inversion cases with biased noise, [in other words, inversion cases that make use of (inaccurately estimated) stipulated petrophysical parameters such as Case E], are not considered in the analysis. For all of the investigated cases, uncertainty bounds remain sufficiently small. This result indicates that the multi-physics approach introduced in this paper successfully constrains the stability and non-uniqueness of the inversion.
Discussion of the Inversion Results
Within the context of numerical examples, we considered the use of multi-physics inversion to design an optimal dataacquisition schedule for the interpretation of formation tester measurements. In order for the multi-physics inversion algorithm to yield physically consistent reconstructions, the measurements must exhibit sufficient sensitivity to model parameters. A multi-pulse rate-schedule, presence of salt production rate information, and a sufficienty-long time sampling interval are essential for the accurate simultaneous reconstruction of all the model parameters. For water-based mud-filtrate invasion, insufficient sampling of the movable saturation front significantly compromises the ability of the inversion to estimate the relative permeability end-point for the oleic phase.
Although not explored in this paper, the multi-physics inversion approach can also be utilized to enhance the information content of electromagnetic induction logging measurements with respect to flow-related petrophysical properties of rock formations. Specifically, the number of induction frequencies or receivers can be chosen to provide selective deepening of the zone of response, and hence to improve the detection and assessment of the spatial distribution of fluid phase saturation. In turn, redundancy of electromagnetic data may further contribute to the accurate reconstruction of petrophysical model parameters. Future inversion-based sensitivity studies remain to be conducted for the near-borehole imaging of fluid saturation as a time function of multi-phase flow.
In most of the investigated cases, the WRGN minimization algorithm (see, Appendix) reached a stationary solution without the use of SPSA-based helper methods (see, Appendix). SPSA-based helper methods are appropriate predominantly in Cases D2 and F2 where the level of random Gaussian noise contamination was 3%.
Summary and Conclusions
We formulated and implemented a robust and accurate hybrid optimization algorithm for the simultaneous inversion of anisotropic formation permeabilities and parametric forms of relative permeability and capillary pressure curves. The hybrid inversion algorithm allows a two-way coupling between a (global) simultaneous perturbation stochastic approximation (SPSA) technique, and a (local) weighted and regularized Gauss-Newton (WRGN) technique.
The proof-of-concept inversion exercises considered in this paper consistently show the added value of the multiphysics approach for the quantitative integration of several types of measurements into a two-phase fluid model of petrophysical variables. Multi-physics measurements successfully reduce non-uniqueness of the inversion. This conclusion is quantitatively supported by the the Cramer-Rao uncertainty bounds computed subsequent to our inversions.
Use of multi-physics measurements within the hybrid optimization framework makes it possible to efficiently and stably approach the highly nonlinear inverse problem of simultaneously estimating anisotropic permeabilities and saturation functions of relative permeability and capillary pressure. However, the accuracy of the simultaneous inversion approach is subject to the availability of a priori information about parameters that govern the capillary pressure function. Accurate reconstructions of anisotropic permeabilities, and parametric relative permeability and capillary pressure curves are obtained from synthetic multi-physics measurements contaminated with random Gaussian noise.
A sequential inversion workflow was developed to approach estimation problems where formation tester and induction logging measurements lack the necessary degrees of freedom to simultaneously estimate all of the petrophysical model parameters. A single-phase pre-processing of late time multi-probe transient formation pressure measurements provides a closer starting point for the multi-physics inversion of horizontal and vertical permeabilities. This approach is efficient and accurate with conventional rate pulse schedules and in the presence of noisy measurements.
Robustness of the multi-physics inversion with respect to end-point saturations can only be achieved with array induction measurements. This conclusion comes as the result of extensive inversion exercises performed with various combinations of measurement types.
Currently, the only undesirable feature of the developed simultaneous multi-physics inversion approach is the requirement of expert-mode input when all of the model parameters are estimated in the presence of noisy measurements. Careful adjustment of measurement and regularization weights is necessary to obtain accurate inversion results.
The parametric formulation of the multi-physics inversion problem allows one to use a relatively small number of model parameters. Moreover, when the initial-guess model is sufficiently close to the the (global) minimum, a weighted and 
Appendix Local and Global Minimization Approaches for the Hybrid Optimization Algorithm
The inversion algorithm described in this paper makes us of a local minimizer based on the weighted least-squares technique and two global minimizers based on the stochastic approximation (SA) technique. Technical details concerning these two techniques are given below. Weighted Least-Squares Inversion Algorithm. For the inversion of multi-physics measurements, we minimize Eq. (11) using a weighted least-squares algorithm with a regularized Gauss-Newton search direction (WRGN). Let us first construct a local quadratic model of the objective function. The quadratic model is formed by taking the first three terms of the Taylor series expansion of the objective function around the current k -th iteration k (x ), as follows:
where the superscript T indicates transposition and
x is the step in k x toward the minimum of the objective function, ( ).
x is the gradient vector of the objective function and is given by the following expression:
In Eq. (A-2), ( ) J x is the M N × Jacobian matrix, and is given by ( ) ; 1, 2,3, , ; 1, 2,3, , ,
In the regularized Gauss-Newton search method, one discards the second-order derivatives within the Hessian matrix, , G to avoid expensive computations. Then, the Hessian matrix reduces to ( ) ( ) ( ),
which is a positive semi-definite matrix. 
Hence, G is a positive semi-definite matrix. The Hessian matrix G can be constructed to be a positive-definite matrix by enforcing a proper value of .
ξ The minimum of the right- 
Thus, the stationary point is the solution to the following set of linear equations:
with the Hessian approximated by Eq. (A-4) is called the regularized Gauss-Newton search direction. The regularized Gauss-Newton minimization approach has a rate of convergence that is slightly slower than quadratic but significantly faster than linear. It provides quadratic convergence in the neighborhood of the minimum 22 . A significant advantage of the WRGN method over alternative gradient-based minimization techniques such as conjugate gradient, quasi-Newton, and steepest descent, is its nearlyquadratic rate of convergence. This enhancement in the rate of convergence is possible because of the use of the Jacobian, or sensitivity matrix 22 . For the parametric inversion problem considered in this paper, the number of unknown model parameters is rather moderate. Therefore, the evaluation of the entries of the Jacobian matrix can be performed by finite differences without incurring on excessive computational costs. Further Enhancements on WRGN. The inverted model parameters, ,
x are constrained to be within their physical bounds using a nonlinear transformation 16 . Such a nonlinear transformation maps a constrained minimization problem into an unconstrained one. A backtracking line search algorithm is used along the descent direction to guarantee a reduction of the objective function from one iteration to the next. (A-1) , lives in the space of model parameters sufficiently close to the minimum. As such, the WRGN direction is rendered a descent direction. When applied properly, regularization certainly helps to further increase the spectral radius of this model space by sharpening the objective function in the vicinity of minimum. However, for cases where a priori information is significantly deficient, initialguess locations may be located far away from the space described by the spectral radius of a WRGN step. Hence, an algorithm that relies solely on the WRGN approach may be trapped in a local minimum. A helper routine that implements a global optimization approach can be used to perform the minimization in the region of the model space where the quadratic approximation (with regularization) can locate the minimum accurately.
A great majority of global optimization techniques are plagued by the requirement of intensive forward modeling. Therefore, our inversion algorithm may be rendered prohibitively slow since we make use of robust and accurate forward solvers instead of proxy methods (i.e., artificial neural networks, etc.). The accuracy of such proxy techniques depend principally on the extent of initial simulation investment. For the purpose of maintaining the generality of the inverse solver, we avoid the use of proxy modeling approach. To mitigate a potential initial-guess related local-trapping problem, among the investigated global optimization techniques, simultaneous perturbation stochastic approximation (SPSA) technique introduced by Spall 24 provided an optimal balance between accuracy and computational efficiency for our inversion algorithm. In our implementation, the user can activate an option such that the optimization will start with a global approach. Upon satisfaction of global convergence criteria, the inversion algorithm may switch to a WRGN technique until the WRGN convergence criteria are satisfied. If the WRGN technique fails to satisfy the convergence criteria, a global helper routine is automatically reactivated. If convergence is still not achieved after a given number of global-local interactions, inversion will restart itself by drawing a new initial-guess location using a random number generator. The selection of the new initial-guess location is constrained by the physical constraints already imposed on the SPSA and WRGN methods. The above-described two-way coupling between SPSA and WRGN techniques is graphically demonstrated in Fig. 2 . This figure is generated for the hybridization of WRGN with ASPSA that will be described in a further section of the paper. Alternatively, depending upon the choice made by the user, SPSA or WRGN methods can also be run 
A great majority of SA algorithms based on finite-difference methods require 2N evaluations of F at each iteration. However, the SPSA technique only requires 2Q ( 1) Q ≥ evaluations of F at each iteration, where for large N one typically has . Q N Therefore, SPSA may provide significant algorithmic efficiency as long as the number of iterations does not increase to counterbalance the reduced amount of modified objective function evaluations per iteration 24 . Let k x denote the estimate for x at the k − th iteration, the stochastic approximation algorithm has the following standard form
where k a is the so-called " gain sequence" that satisfies the conditions listed by Spall 24 . The simultaneous perturbation estimate for ( ) k k g x is determined as follows: 
Then, the estimate of ( ) 24 demonstrates that averaging can enhance the performance of the SA algorithm.
-Corey functions are used to represent two-phase relative permeability and capillary pressure curves. Synthetically generated measurements are contaminated with 1% random Gaussian noise. Inversion results are reported for Cases C1, C2, and C3, respectively. -Rao uncertainty bounds for cases where measurements are contaminated with zero-mean Gaussian random noise. The underlying theory of Cramer-Rao bounds assumes uncorrelated measurement noise (misfit error) with uniform standard deviation. Therefore, noise-free inversion cases and inversion cases with systematic errors [i.e., inversion cases that make use of (inaccurately estimated) stipulated petrophysical parameters such as Case E] are not considered in the analysis. 
