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Introduction
I N many direct methods for numerically solving optimal controlproblems, a collocation technique is used. What distinguishes
numerous direct collocation schemes is the discretization of the
time history and the way the state equations are satis ed at vari-
ous discrete points. In one of the earliest schemes,1 cubic splines
were used as the interpolatingpolynomials over the time segments.
The state differential equations were imposed at the midpoints by
way of a Hermite–Simpson implicit integration method. General-
izations of these collocation schemes were employed by Herman
and Conway2 and Conway and Larson3 in the form of higher-order
Gauss–Lobatto and by Enright and Conway in the form of Runge–
Kutta-type quadrature rules.4 The use of higher-order integration
rules facilitates a larger step size that results in a smaller number
of discretization nodes or optimization variables. Because the ef-
 ciency and even convergence of nonlinear programming (NLP)
problems improves for a problem of smaller size,  nding ways to
accurately and ef ciently discretize optimal control problems is of
great interest in this area of research.
Seywald5 and Kumar and Seywald6 propose reducing the size
of the NLP problem by transforming the differential equations to
differential inclusions. They use  rst-order approximations for the
resulting sets of inequalities. When applicable, the size and com-
plexity of the computations in the discretized version is greatly re-
duced. Conway and Larson3 have reexamined this method and its
claims and compare it to the use of higher-order quadrature rules
in collocation schemes. By comparing the results for several exam-
ples for the two discretizationmethods, they conclude that even in
the limited caseswhere the differential inclusion is applicable(such
as linear controls), the reduction in the size of NLP variables from
the elimination of the controls is offset by the reduction in the ac-
curacy in the method. In other words, for differential inclusion to
attain the same degree of accuracy as in the higher-order quadra-
ture rules,more nodes should be used. The higher number of nodes
increases the NLP variablesmore than the reduction of the number
ofNLP variablesobtained from the eliminationof controlvariables.
In Ref. 3 this problem with accuracy for the differential inclusion
methodwas attributed to the use of the Euler integration rule for the
approximation of the state equation. This explicit integration rule
is easy to use, but is among the least accurate of the integration
rules. The use of higher-order rules results in implicit integration
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that makes it impossible to approximate a differential inclusion to a
 nite-dimensionalinequality constraint.
Intriguedby these issues,we revisit the claimsof both approaches
by usinga new directmethodknownas theLegendrepseudospectral
method (see Refs. 7–10). This method has all of the advantages of
a higher-order integration scheme but still allows an approximation
to a differential inclusion.11 Our method uses the globally orthogo-
nal Legendre polynomials for the approximationof the control and
state variables.Such pseudospectralmethods have been used exten-
sively in solving  uid dynamics problems,7,8 but only recentlyhave
these methods been used for solving a variety of optimal control
problems.9 ¡ 11
The basic idea of the method is to consider polynomial approxi-
mations for the state and control variable where Lagrange polyno-
mials are the trial functions and the unknown coef cients are the
values of the state and control variables at the Legendre–Gauss–
Lobatto (LGL) points. One important feature of this method that
sets it apart from the previouscollocationschemes,1,2 is the way the
state differential constraints are imposed: The functions are collo-
catedat theLGL points,and the statederivativecan be approximated
at the LGL points in terms of the state variableat the LGL points via
a differentiationmatrix. It is this particular feature of this method
that makes it specially suitable for discretization of a differential
inclusion formulation.
Here, we consider one of the numerical examples presented in
Ref. 3 as a way of comparing our method with the Simpson collo-
cation and the  fth-degree Gauss–Lobatto rules.3 Other examples
are presented in Ref. 11.
Problem Formulation
Consider the following optimal control problem. Determine the
control function s 7! u 2 Rm and the correspondingstate trajectory
s 7! x 2 Rn that minimize the Bolza cost function:
J (u, x, s f ) =M[x( s f ), s f ] +
Z s f
s 0
L(x, u) d s (1)
subject to the state dynamics
Çx( s ) = f[x( s ), u( s )], s 2 [s 0, s f ] (2)
and boundary conditions
Ã0[x( s 0), s 0] = 0, Ã f [x( s f ), s f ] = 0 (3)
where Ã0 2 R p with p·n and Ã f 2 Rq with q ·n. The set of
control constraints,U , is written in terms of inequality and equality
constraints as
U (x) = {u 2 Rm j h(x, u) = 0, g(x, u) · 0; g 2 Rs , h 2 Rr} (4)
Conceptually, Eq. (2) may be converted to a differential inclusion
Çx 2 S(x) by mappingU to the hodograph S. Now suppose that there
exist smooth functions p and q such that S(x) can be written as
S(x) = { Çx 2 Rn j p(x, Çx) = 0, q(x, Çx) · 0} (5)
Then, Eqs. (2) and (4) can be replaced by
p(x, Çx) = 0, q(x, Çx) · 0 (6)
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Note that to reformulate the problem solely in terms of differen-
tial inclusions, the controls must also be eliminated from the cost
function as well. In general, it is not possible to do this elimination
directly to the Bolza problem. However, the Bolza problem can be
transformed to the Mayer problem in the usual manner of de n-
ing an extra state variable xn + 1 whose dynamics are governed by
Çxn + 1 =L(x, u). This is a minor drawbackof a differential inclusion
transformation.In any case,when discussingdifferentialinclusions,
we will assume that the problem has been recast as a Mayer opti-
mal control problem. In the discrete version of this formulation,
the elimination of controls results in the reduction of the number
of optimization variables. Thus, it can increase the numerical ef -
ciency of solving optimal control problems by direct methods. The
disadvantageof differential inclusion conversion is that many prob-
lems cannot be rewritten in the form required by Eq. (5).
Legendre Pseudospectral Method
In this section, we present a brief outline of the Legendre
pseudospectral method (Legendre collocation method) for solv-
ing the optimal control problem formulated in the preceding sec-
tion (for a more detailed discussion, see Refs. 7–11). In this
method the collocation points are LGL points tk , which are given
by t0 = ¡ 1 and tN = 1. For 1·k ·N ¡ 1, tk are the zeros of
ÇL N , the derivative of the N th degree Legendre polynomial L N .
The problem presented in the preceding section is mapped to the
computational domain, t 2 [ ¡ 1, 1], by the linear transformation
s = [( s f ¡ s 0)t + ( s f + s 0)]/2. Polynomial approximations for the
state and control functions are given in terms of their values at the
LGL points8 ¡ 10:
xN (t ) =
NX
l = 0
x(tl ) u l(t ), uN (t) =
NX
l = 0
u(tl ) u l (t ) (7)
where, for l =0, 1, . . . , N , u l (t) are the Lagrange polynomials of
orderN . The derivative Çx(t) is approximatedby ÇxN (t ) at the colloca-
tion points tk ; this results in a matrixmultiplicationof the following
form9,10:




where Dkl are entries of the (N + 1) £ (N + 1) differentiationma-
trix D
D := [Dkl] :=
8>>>>>>>><>>>>>>>>:
L N (tk )
L N (tl )
¢ 1
tk ¡ tl k 6= l
¡ N (N + 1)
4
k = l = 0
N (N + 1)
4
k = l = N
0 otherwise
(9)
With the notation ak := x(tk), discretization of the differential
inclusion formulationof the optimal control problem is straightfor-
ward. The NLP reduces to  nding a = (a0 , a1 , . . . , aN ) and possibly
the  nal time s f to minimize the transformedMayer cost
Jˆ N (a) = Mˆ(aN , s f ) (10)
subject to
Aˆk (a) = p(ak , dk ) = 0, k = 0, . . . , N (11)
Bˆk (a) = q(ak , dk) · 0, k = 0, . . . , N (12)
Ã0(a0, s 0) = 0, Ã f (aN , s f ) = 0 (13)
where we have used the notation




When it is possible [i.e., if we can  nd an explicit map U ! S, cf.
Eq. (5)], the preceding equations show that the discretized equa-
tions preserve the structure of the continuous ones. Note, however,
that this method of discretization is quite different from the Euler
integration rule used in Ref. 5:
xi + 1 = xi + Çxi D ti (15)
or the higher-order trapezoid rule,
xi + 1 = xi + ( D ti /2)[ Çxi + Çxi + 1] (16)
As mentioned in Ref. 3, the more accurate integration rules such
as trapezoid or Simpson are implicit integration rules that make it
impossible to express the state derivatives at the i th node in terms
of the state variables alone. With our formulation of the Legendre
pseudospectral method, we have circumvented this dif culty and
offer a method that is both accurate and adaptable to a differential
inclusion formulation.
Numerical Example
We consider the simple cart problem that has been consideredas
one of the test problems by Conway and Larson.3 The cart problem
has an analytic solution and has a linear control and a quadratic
cost function with a  xed  nal time. The state variables are x1 , the
displacement of the cart of unit mass, and x2 the velocity, and the
control u is the external force. The equations of motion are
Çx1 = x2, Çx2 = ¡ x2 + u (17)




u2 d s (18)
The initial conditions are the rest conditions,
x1(0) = 0, x2(0) = 0
The  nal time condition at s f =2.0 is
w f = x1( s f ) ¡ 2.694528 x2( s f ) + 1.155356 = 0 (19)




u2 d s = 0.577678 (20)
In Ref. 3 the problem is solved by both the Simpson collocation
rule and the Euler differential inclusion method for Nˆ time seg-
ments, Nˆ = 5, 10, and 20. For Nˆ segments, there are N = Nˆ + 1
nodes. In Simpson’s rule the number of optimizationparameters Np
for n states and m controls is n £ N + m £ N , whereas for the dif-
ferential inclusionformulationwhere them controls are eliminated,
Np =n £ N . The same number of optimizationparameters are used
for the LGL formulation of these methods.
As indicated earlier, it is necessary to recast this problem in
a Mayer format for the application of the differential inclusion
method. In Tables 1 and 2, we compare our results with those of
Ref. 3. All of the test cases were run with random initial guesses
and implemented in MATLABr . For the NLP solver, NPSOL12
was used by the use of MEX- les. It is apparent that for all N
the results of the pseudospectraland spectral differential inclusion
methods are more accurate than either the Simpson or the Euler
formulations. Among the LGL discretizations, it appears that the
LGL pseudospectralmethod is the more accurate method in terms
of pointwiseevaluationof the states for low N . As N increases,both
methods offer comparableaccuracy.In any case, the pseudospectral
and the spectral differential inclusionmethods offer more accuracy
for the same number of nodes than the Simpson collocation or the
Euler differential inclusionmethods.
J. GUIDANCE, VOL. 24, NO. 1: ENGINEERING NOTES 133
Table 1 Comparison of the Simpson, Euler,
and LGL spectral methods
Method Ji j Ji ¡ Jana j Np
Analytic solution 0.577678
N = 6
Simpson collocation 0.577668 0.00001 18
Euler differential inclusion 0.582800 0.005122 12
Pseudospectral (LGL) 0.577679 8.3251e-07 18
Spectral differential inclusion (LGL) 0.577679 1.177e-06 12
N = 11
Simpson collocation 0.577678 0.00000 33
Euler differential inclusion 0.578935 0.001257 22
Pseudospectral (LGL) 0.577678 1.403e-07 33
Spectral differential inclusion (LGL) 0.577678 1.403e-07 22
N = 21
Simpson collocation 0.577682 0.000004 63
Euler differential inclusion 0.577990 0.000312 42
Pseudospectral (LGL) 0.577678 1.403e-07 63
Spectral differential inclusion (LGL) 0.577678 1.403e-07 42
Table 2 Comparison of  nal states for the Simpson,
Euler differential inclusion, and LGL methods
Method u( s f ) x1( s f ) x2( s f )
Analytic solution 1.347264 0.122881 0.474383
N = 6
Simpson collocation 1.326334 0.122749 0.474333
Euler differential inclusion N/A 0.131702 0.477656
Pseudospectral (LGL) 1.344669 0.122880 0.474382
Spectral differential inclusion (LGL) N/A 0.123086 0.474459
N = 11
Simpson collocation 1.342595 0.122815 0.474358
Euler differential inclusion N/A 0.125050 0.475188
Pseudospectral (LGL) 1.347264 0.122881 0.474382
Spectral differential inclusion (LGL) N/A 0.122876 0.474381
N = 21
Simpson collocation 1.346748 0.122868 0.474377
Euler differential inclusion N/A 0.123432 0.474587
Pseudospectral (LGL) 1.347264 0.122881 0.474382
Spectral differential inclusion (LGL) N/A 0.122881 0.474383
Conclusions
The crux of the numerical optimal control problem is the imple-
mentation of the state dynamic equations. In direct collocation, the
state equations are implemented as equality constraints,whereas in
the differential inclusion approach they assume the form of both
inequality and equality constraints. For the differential inclusion
transformationto work, the value of the rate of changeof state vari-
ables at the i th node should be expressible in terms of the discrete
states. This hitherto limited the scope of the discretizeddifferential
inclusions to simpleEuler integrationrules.Consequently,the gains
obtained in reducing the size of the problem in a differential inclu-
sion transformationwere lost due to theuse of the lessaccurateEuler
rule, which requires more nodes to maintain acceptable accuracy.
The pseudospectralmethod presented here overcomes these draw-
backs because the calculationof the state derivatives in this method
allows for expressing the derivative at the i th node as a linear com-
bination of values of the states at the discrete nodes. In this manner,
the discretization of the derivative of the states is signi cantly dif-
ferent from the integration rules used in other collocationmethods.
The use of this highly accurate pseudospectralmethod in the dis-
cretizationof the differential inclusionmakes it quite competitiveto
direct collocationmethods that employ high-orderquadraturerules.
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Integrated Design of Recon gurable
Fault-Tolerant Control Systems
Youmin Zhang¤ and Jin Jiang†
University of Western Ontario,
London, Ontario N6A 5B9, Canada
Introduction
A FAULT-TOLERANT control system (FTCS) is a control sys-tem that possesses the ability to accommodate system com-
ponent failures automatically. Such a control system is capable of
maintaining overall closed-loop stability and performance in the
event of failures.Research on the FTCS was started by the U.S. Air
Force in an attempt to design self-repairing  ight control systems1
and by the aerospace industry to design restructurable (recong-
urable)  ight control systems for commercial aircraft2 in the mid-
1980s. Typically, a recon gurable FTCS consists of three parts:
a recongurable controller, a fault detection and diagnosis (FDD)
scheme, and a control law reconguration mechanism. The key is-
sue is how to design those subsystems in an integrated way such
that they can operate in harmony to recover the prefault system
performance as much as possible.
The existing methods for recon gurable controller design can
be classi ed as linear quadratic regulator (LQR),2 eigenstruc-
ture assignment (EA),3 multiple model (MM),4 adaptive control,5
pseudoinverse,6 and model following,7 to name a few. However,
most of these methods assume that a perfect FDD scheme is avail-
able and the postfault model of the system is known completely.
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