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A common strategy for inference in complex models is the relaxation of a simple model into the
more complex target model, for example the prior into the posterior in Bayesian inference. Existing
approaches that attempt to generate such transformations, however, are fragile and can be difficult
to implement effectively in practice. Leveraging the geometry of equilibrium thermodynamics, I
introduce a principled and robust approach to deforming measures that presents a powerful new
tool for inference.
Bayesian inference provides an elegant ap-
proach to inference by summarizing information
about a system in a probabilistic model and for-
malizing inferential queries as expectations with
respect to that model. Although conceptually
straightforward, this approach was long limited
in practice due to the computational burden of
computing these expectations, especially for the
high-dimensional distributions of practical in-
terest.
Markov Chain Monte Carlo [1, 2], revolution-
ized the practice of Bayesian inference by using
localized information from the model to esti-
mate expectations. Provided that the model
is itself localized, Markov Chain Monte Carlo
then yields computationally efficient estimates.
When the model features more complex global
structure such as multimodality, however, those
estimates become much less satisfactory. This
is particularly evident in Hamiltonian Monte
Carlo [3–5] where multimodality manifests as
a nontrivial topological structure (Figure 1).
One approach to improving the validity of
Markov Chain Monte Carlo estimates in these
situations is to deform the complicated model
into a simpler, more well-behaved model. In
particular, a measure-preserving bijection will
map easily-generated samples from the simple
distribution into the desired samples from the
complex distribution. This approach has moti-
vated a variety of statistical algorithms in the
literature that, while successful in some applica-
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tions, are ultimately limited by their own con-
struction.
In this paper I present a principled means of
constructing measure-preserving deformations
of a simple distribution into an arbitrarily com-
plicated one by leveraging the geometry of equi-
librium thermodynamic processes, namely con-
tact manifolds. After discussing the limita-
tions of existing approaches I introduce con-
tact Hamiltonian flows, discuss their applica-
tion to probabilistic systems, and demonstrate
their utility as a Markovian transition on a sim-
ple example.
I. THERMODYNAMIC ALGORITHMS
An immediate strategy for deforming a com-
plex distribution into a simpler one is the mod-
eration of the density between the two distribu-
tions.
Consider a topological sample space, Q, its
usual Borel σ-algebra, B(Q), and a potentially-
complex target distribution, π. Assuming abso-
lute continuity, we can construct the target dis-
tribution from a unimodal and otherwise well-
behaved base measure, πB, and a density incor-
porating any complicated, possibly multimodal
structure,
π =
dπ
dπB
πB
≡ e−∆V πB.
We can then generate a continuum of distribu-
tions between πB and π by exponentiating the
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FIG. 1. Hamiltonian Monte Carlo generates trajectories that efficiently explore level sets of constant prob-
ability, and hence the target distribution itself. (a) The level sets of unimodal target distributions are
simply-connected and can be explored with a single trajectory using only local information of the target
distribution. (b) On the other hand, the level sets of multimodal target distributions are disconnected,
requiring multiple trajectories and global information of the target distribution to ensure comprehensive
exploration. Deforming the multimodal target distribution into a unimodal one, however, warps the dis-
connected level sets into connected ones and dramatically eases sampling.
density,
πβ =
1
Z(β)
(
dπ
dπB
)β
πB
=
e−β∆V πB
Z(β)
,
where
Z(β) =
∫
Q
dπB e
−β∆V .
The desired deformation now takes the form of
a bijection between any two intermediate distri-
butions,
f :Q× R→ Q× R
(q, β) 7→ (q′, β′) ,
which ideally maintains equilibrium,
f∗πβ = πβ′ . (1)
Methods traversing this spectrum of distribu-
tions are often analogized with thermodynam-
ics, where β takes the role of an inverse temper-
ature and Z(β) the partition function.
In simulated annealing [6–8] a deformation is
generated by deterministically pushing β along
a rigid partition known as a schedule, with the
state stochastically evolved in between temper-
ature updates using a Markov chain targeting
the current πβ . The performance of simulated
annealing depends crucially on the sensitivity of
πβ to β – because the temperature is changed
with the state held constant there is no guar-
antee that the state will remain in equilibrium
with respect to the new πβ .
Simulated tempering [8, 9] appeals to the
same rigid partition but ensures equilibrium by
applying a Metropolis correction to each move
along the partition. Formally, this generates a
Markov chain with transitions proposing the ex-
change of states at temperatures β and β ± δβ
with acceptance probability
p(accept) = min
(
1,
πβ(q1)
πβ±δβ(q1)
πβ±δβ(q2)
πβ(q2)
)
.
The cost of maintaining equilibrium is that the
random exploration of the temperature parti-
tion proceeds only slowly, especially when πβ
rapidly varies with β.
3Ultimately both approaches are limited by
their dependence on a rigid partition of tem-
peratures. When πβ is highly-sensitive to β the
probability mass rapidly changes with tempera-
ture, frustrating equilibrization in simulated an-
nealing and intensifying random walk behavior
in simulated tempering. Formally, the sensitiv-
ity can be quantified with the Kullback-Leibler
divergence between any neighboring distribu-
tions,
KL(πβ ||πβ+δβ) = −
∫
Q
dπβ log
dπβ+δβ
dπβ
= −
∫
Q
dπβ log e
−δβ∆V
−
∫
Q
dπβ log
Z(β)
Z(β + δβ)
= −δβ
∫
Q
dπβ (−∆V )
− log
Z(β)
Z(β + δβ)
∫
Q
dπβ
= −δβ
1
Z(β)
∂Z
∂β
(β)
− log
Z(β)
Z(β + δβ)
.
Without any dynamic adaptation, the opti-
mal performance of both algorithms is achieved
when the deformation is constant across the
partition,
KL(πβ ||πβ+δβ) ≈ const.
Because the partition function is rarely known
a priori, however, determining an effective gra-
dation is usually impossible and the algorithms
must instead rely on adaptation schemes that
themselves are sensitive to the details of the
target distribution and its evolution along the
partition.
II. ADIABATIC MONTE CARLO
This fragility of simulated annealing and sim-
ulated tempering to the temperature schedule
arises because proposed moves across the par-
tition do not themselves preserve the interme-
diate distributions as in (1). Truly measure-
preserving processes, however, arise naturally
in the thermodynamic analogy as adiabatic
processes, which mathematically correspond to
special flows on contact manifolds [10, 11].
By mapping a given probability space into a
contact manifold we can canonically construct
these flows, both in theory and in practice,
which are capable of exactly mapping samples
from πB into π.
A. Contact Hamiltonian Flows and
Adiabatic Processes
A contact manifold is a (2n+ 1)-dimensional
manifold, R, endowed with a contact form, α,
satisfying
ΩC = α ∧ (dα)
n 6= 0;
because of this non-degeneracy condition ΩC
serves as a canonical volume form and orients
the manifold. A given contact form and a con-
tact Hamiltonian, HC : R → R, uniquely iden-
tify a contact vector field by
α
(
~XHC
)
= HC
dα
(
~XHC , ·
)∣∣∣
ξ
= −dHC |ξ ,
where ξ is the contact structure,
ξ = {v ∈ TR : α(v) = 0} .
Locally any contact manifold decomposes
into the product of a symplectic manifold and
R, yielding the canonical coordinates
(
qi, pi, γ
)
.
In these canonical coordinates the contact form
becomes
α = dγ + θ,
where θ is the local primitive of the symplectic
form, dθ = −Ω. Any contact vector field then
4factors into three components,
~XHC =+
(
HC − pi
∂HC
∂pi
)
∂
∂γ
+
(
∂HC
∂pi
∂
∂qi
−
∂HC
∂qi
∂
∂pi
)
+
∂HC
∂γ
pi
∂
∂pi
:
the first term is a Reeb vector field generating a
change in the contact coordinate, γ; the second
term is a symplectic vector field convolving the
symplectic coordinates; and the final term is a
Liouville vector field that scales the p.
Unlike a Hamiltonian flow on a symplectic
manifold, a contact Hamiltonian flow does not
foliate the contact manifold. In fact the largest
integrable submanifolds consistent with a given
contact structure,
S ⊂ R, TS ⊂ ξ,
are the n-dimensional Legendrean submanifolds,
and only the flowout of H−1C (0) is constrained
to such a submanifold. Thermodynamically, the
image of H−1C (0) along a corresponding contact
Hamiltonian flow is exactly an adiabatic process
[12].
The statistical utility of adiabatic processes
lies in the fact that they preserve both the con-
tact Hamiltonian,
L ~XHC
HC
∣∣∣
H−1
C
(0)
= dH
(
~XH
)∣∣∣
H−1
C
(0)
= HC
∂HC
∂γ
∣∣∣∣
H−1
C
(0)
= 0,
and the contact form
L ~XHα
∣∣∣
H−1
C
(0)
= L ~XHα
∣∣∣
ξ
=
(
dα
(
~XH , ·
)
+ d
(
α
(
~XH
)))∣∣∣
ξ
=
(
dα
(
~XH , ·
)
+ dH
)∣∣∣
ξ
= 0.
Consequently adiabatic processes also pre-
serve the canonical measure, πHC = e
−HCΩC ,
L ~XHC
(πHC )
∣∣∣
H−1
C
(0)
= 0,
or (
φHCt
)
∗
(πHC )
∣∣∣
H−1C (0)
= πHC .
Recognizing heat in thermodynamics as proba-
bility, this measure-preservation corresponds to
the property that adiabatic processes exchange
no heat with the environment.
One concern with adiabatic processes is that,
unlike their symplectic counterparts, contact
Hamiltonian flows may have fixed points which
prevent the corresponding adiabatic process
from being a bijection, and hence preserving the
canonical measure, for all t.
B. Constructing Contact Hamiltonian
Systems
For these measure-preserving flows to be the
basis of a useful statistical algortihm, we first
require a canonical way of manipulating a given
probabilistic system into a contact Hamiltonian
system. Following the geometric construction of
Monte Carlo [5], we do this by first mapping the
probabilistic system into a Hamiltonian system
which we then contactize into a contact Hamil-
tonian system.
In order to construct a Hamiltonian system
we first lift the base measure, πB, to a measure
on the cotangent bundle of the sample space,
̟ : T ∗Q → Q, with the choice of a disintegra-
tion, ξ,
πH = ̟
∗πB ∧ ξ = e
−HΩ,
where
H = − log
dπH
dΩ
.
In canonical coordinates,
(
qi, pi
)
, we have the
decompositions
πB = e
−VBdnq
ξ = e−Tdnp+ horizontal n-forms,
5in which case the Hamiltonian becomes
H = T + VB.
We can now contactize the cotangent bundle
by affixing a contact coordinate, γ ∈ R,
R = T ∗Q× R,
with the corresponding contact form α = dγ+θ,
where θ is the tautological one-form on the
cotangent bundle. Finally, we lift πH to R by
introducing the density, dπ/dπB, and some con-
stant, H0,
πHC =
1
Z(β(γ))
(
dπ
dπB
)β(γ)
e−H0α ∧ πH
= e−HCΩC ,
where HC is the resulting contact Hamiltonian,
HC = T + VB + β(γ) ∆V + logZ(β(γ)) +H0.
with Z(β(γ)) the partition function,
Z(β(γ)) =
∫
T∗Q
(
e−(T+VB+β(γ)∆V+H0)ΩC
)∣∣∣
β(γ)
.
In practice H0 is chosen to ensure that the ini-
tial point lies in the zero level set, H−1C (0).
Now given a particular value of γ, the distri-
bution πHC restricts to a canonical distribution
on the cotangent bundle,
πHβ(γ) = πHC |β(γ)
= e−HC |β(γ)Ω
≡ eHβ(γ)Ω,
which then projects down to a distribution on
the target sample space,
πβ(γ) = ̟
∗πHβ(γ)
=
1
Z(β(γ))
(
dπ
dπB
)β(γ)
πB.
In order to map γ ∈ R into the interval β ∈
[0, 1], I will assume the relationship
β(γ) =
1
1 + e−γ
(2)
through the rest of the paper.
Adiabatic processes are then generated by
contact Hamiltonian flowout of H−1C (0),
~XHC
∣∣∣
H−1
C
(0)
=− pi
∂HC
∂pi
∂
∂γ
+
(
∂HC
∂pi
∂
∂qi
−
∂HC
∂qi
∂
∂pi
)
+
(
∆V − EπHβ [∆V ]
)
β (1− β) pi
∂
∂pi
.
Because the contact Hamiltonian flow preserves
the lift of the target distribution by construc-
tion, it features all of the properties we were
lacking in simulated annealing and simulated
tempering.
The Reeb component generates dynamic up-
dates to the temperature, avoiding the need for
a pre-defined partition. These updates are co-
herent and avoid the random exploration that
can limit simulated tempering – for example,
when the disintegration is constructed from a
Riemannian metric, g, [5, 13],
T (q, p) = A · F
(
g−1(p, p)
)
+
1
2
log |g(q)|+ const, (3)
the updates are monotonic.
Between temperature updates, the symplec-
tic and Liouville components maintain the equi-
librium that simulated annealing lacks. The
Liouville component of the flow can also be
thought of as a perfect thermostat, in compar-
ison to the approximate thermostats, such as
the Nose´–Hoover thermostat [14], common to
molecular dynamics.
In other words, adiabatic processes gives us
the directed temperature exploration of simu-
lated annealing, the equilibrium maintenance of
simulated tempering, and a dynamic tempera-
ture partition that neither enjoy (Figure 2).
An additional benefit of adiabatic processes
is immediate recovery of the partition function
Z(β) at any time along the flow. Because the
contact Hamiltonian vanishes on the zero level
set, the partition function is given at any point
by
− logZ(β) = T + VB + β∆V +H0, (4)
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FIG. 2. Contact Hamiltonian flow generates trajec-
tories that move through a continuum of Hamilto-
nian systems between the Hamiltonian system cor-
responding to the simple base distribution at β = 0
and the Hamiltonian system corresponding to the
potentially complex target distribution at β = 1.
The trajectories corresponding to adiabatic pro-
cesses dynamically adapt to maintain equilibrium
at each temperature.
provided that the densities are all properly nor-
malized. Unlike most thermodynamic integra-
tion methods [15], this is an instantaneous re-
sult and does not require any quadrature.
Unfortunately, the contact Hamiltonian sys-
tems produced in this construction are not im-
mune to fixed points. For example, if we take a
Riemannian disintegration (3) then fixed points
arise when the target parameters settle into
a minimum of the effective potential energy,
VB + β∆V , the momenta fall to zero, and the
flow along γ stops (Figure 3). These fixed points
correspond to metastable states in thermody-
namics; cooling metastabilities are accessed by
flowing from β = 0 to β = 1 while heat-
ing metastabilities are accessed by flowing from
β = 1 to β = 0 (Figure 4).
Metastable states obstruct the flow from be-
ing an bijection between β = 0 and β = 1.
For example, consider a cooling transition from
∆V
q
∆Vmin
FIG. 3. Metastable equilibria occur when the Li-
ousville component of the contact Hamiltonian flow
forces the momenta to zero too rapidly. Conse-
quently the flow relaxes into a local minimum such
as ∆Vmin and the temperature ceases to update.
β = 0 to β = 1, or, recalling (2), γ = −∞
to γ = ∞. Cooling metastabilities restrict the
preimage of the flow and obstruct its surjectiv-
ity, while heating metastabilities restrict the im-
age of the flow and obstruct its injectivity.
C. Implementing Adiabatic Monte Carlo
Once a disintegration has been chosen, in the-
ory Adiabatic Monte Carlo proceeds similar to
Hamiltonian Monte Carlo. A sample from the
base distribution,
qi ∼ π,
is first lifted to the cotangent bundle by sam-
pling from the local fiber,
qi 7→ zi = (qi, pi), pi ∼ ι
∗
qiξ,
and then to the contact manifold by setting β =
0. The constant H0 is chosen such that the
initial point falls on H−1C (0) and the system is
evolved backwards in time until β = 1 via a
cooling transition,
(zf , β = 1) = φ
HC
−t (zi, β = 0) ,
and then projected back down to the sample
space,
qf = ̟(zf) .
7Heating Metastability
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FIG. 4. A potential pathology of contact Hamil-
tonian flow are fixed points, or metastable states.
Cooling metastabilities arise when a trajectory orig-
inating from β = 0 stalls, while heating metastabil-
ities arise when a trajectory originating from β = 1
stalls. When a contact Hamiltonian flow suffers
from metastabilities it is not an bijection between
the two temperatures and samples from one distri-
bution are not necessarily mapped to samples from
the other.
Implementing this algorithm in practice,
however, is significantly more complicated. In
addition to simulating the contact Hamiltonian
flow, which requires not only an accurate nu-
meral integrator but also the accurate estima-
tion of intermediate expectations and possibly
temperature-dependent adaptation, we must
also overcome possible fixed points in the con-
tact Hamiltonian flow.
1. Simulating Contact Hamiltonian Flow
Typically the contact Hamiltonian flow will
not be solvable in practice and we must in-
stead rely on a numerical approximation. For-
tunately, contact Hamiltonian flow admits an
accurate and robust numerical approximation
in the same way that symplectic integrators ap-
proximate Hamiltonian flow.
Following the geometric construction of a
symplectic integrator [16], we can approximate
the contact Hamiltonian flow by first splitting
the contact Hamiltonian into three scalar func-
tions,
HC = T︸︷︷︸
H1
+ VB︸︷︷︸
H2
+ β∆V + logZ(β)︸ ︷︷ ︸
H3
+H0.
This gives three vector fields along the contact
structure,
~XH1 =
∂T
∂pi
(
∂
∂qi
− pi
∂
∂β
)
−
∂T
∂qi
∂
∂pi
~XH2 = −
∂VB
∂qi
∂
∂pi
~XH3 =
[
−β
∂∆V
∂qi
+
(
∆V − EπHβ [∆V ]
)
pi
]
∂
∂pi
,
and three corresponding contact Hamiltonian
flows, φH1t , φ
H2
t , and φ
H3
t . If the intermediate
expectations EπHβ [∆V ] are known then each
of these flows can be solved immediately and
their symmetric composition gives a reversible,
second-order approximation to the exact flow
(Algo 1),
φHCτ =
(
φH1ǫ/2 ◦ φ
H2
ǫ/2 ◦ φ
H3
ǫ ◦ φ
H2
ǫ/2 ◦ φ
H1
ǫ/2
)τ/ǫ
+O
(
ǫ2
)
.
Because each component is a contact Hamilto-
nian flow, their composition is also a contact
Hamiltonian flow. Consequently the numerical
integration exactly preserves the contact vol-
ume form with only a small error in the con-
tact Hamiltonian itself that can be controlled
by manipulating the integrator step size, ǫ.
In order to exactly compensate for the error
in the approximate integration of the contact
Hamiltonian flow we can appeal to the same
Metropolis acceptance procedure often used in
Hamiltonian Monte Carlo, although with some
slight modifications. If there are no metasta-
bilties, for example, then a proposal targeting
πHβ=1 can be constructed by composing a heat-
ing transition with a momentum resampling and
8Initialize β = 0, q ∼ πβ, p ∼ ι
∗
qξ
H0 ← − (T (q, p) + V (q))
while β < 1 do
β ← β − (−ǫ/2) p · ∂T/∂p φH1
−ǫ/2
q ← q + (−ǫ/2) ∂T/∂p
p← p− (−ǫ/2) ∂VB/∂q φ
H2
−ǫ/2
p← p− (−ǫ)β ∂∆V/∂q φH3
−ǫ
+(−ǫ)
(
∆V − EπHβ [∆V ]
)
p
p← p− (−ǫ/2) ∂VB/∂q φ
H2
−ǫ/2
β ← β − (−ǫ/2) p · ∂T/∂p φH1
−ǫ/2
q ← q + (−ǫ/2) ∂T/∂p
end while
Proper normalization of ∆V required
− logZ(β) = T (q, p) + V (q) + β∆V (q) +H0
ALGORITHM 1. Assuming that the expectations
EπHβ
[∆V ] are known, a second-order and reversible
contact integrator is readily constructed by simulat-
ing flows from component contact Hamiltonians.
finally a cooling transition. Given an initial
state, (qi, pi), the final state (qf , pf ) can then
be accepted with probability
p(accept) =
min[1, exp(Hβ=1(pi, qi)−Hβ=1(pf , qf ))] .
Care must be taken with such a Metropolis
correction, however, when the contact Hamilto-
nian flow is subject to metastabilities and hence
is not a proper bijection.
2. Estimating Expectations
Of course in any practical problem the ex-
pectations EπHβ [∆V ] will not be known a pri-
ori and we must instead estimate them online.
An immediate strategy is to use Hamiltonian
Monte Carlo initialized at the current state,
which should already be in local equilibrium.
Running Hamiltonian Monte Carlo at each
step of the contact integrator can quickly be-
come computationally limiting, and ensuring
exact reversibility of the resulting contact tra-
jectories is a delicate problem. A more robust
approach is to run an ensemble of initial tra-
jectories that estimate the expectations at each
step. These intermediate expectations can be
smoothed with a nonparametric estimator, such
as a Gaussian process, and then used to imple-
ment accurate, fast, and exactly reversible tra-
jectories.
When targeting multimodal distributions we
have to be more careful still as each initial tra-
jectory will be able to estimate the expectations
with respect to only the local mode. In order
to construct an accurate global expectation we
have to weight the local expectations by the lo-
cal partition functions, which are conveniently
provided by the contact Hamiltonian flow at no
additional cost.
Finally, if we want to use the partition func-
tion then we must consider how the error in
any such estimation scheme propagates to devi-
ations in the contact Hamiltonian.
3. Adapting to Temperature-Dependent Curvature
One of the powerful features of Hamiltonian
Monte Carlo is that the disintegration can be
tuned to optimize the performance of a symplec-
tic integrator in a certain coordinate system.
For example, Euclidean Hamiltonian Monte
Carlo utilizes a Gaussian disintegration given
by
T =
1
2
M−1(p, p) +
1
2
log |M | ; (5)
when the inverse Euclidean Metric, M−1, is
aligned with the global covariance of the co-
ordinates, symplectic integrators can be run
with larger step sizes, lower costs, and fewer
pathologies. Similarly, Riemannian Hamilto-
nian Monte Carlo utilizes a position-dependent
metric aligned with the local covariance of the
target distribution.
Tuning the kinetic energy in Adiabatic Monte
Carlo is more subtle given that the curvature
of πβ can vary sharply with β. In practice
9this may require a temperature-dependent dis-
integration and a resultantly more complicated
contact Hamiltonian flow. One of the ad-
vantages of a Riemannian Hamiltonian Monte
Carlo with the SoftAbs metric [17] is that an
optimal temperature-dependent tuning is given
implicitly by the metric itself.
4. Overcoming Metastabilities
As noted above, the contact Hamiltonian
flow may exhibit fixed points which manifest as
metastable states obstructing and obstruct the
flow from being a bijection.
Fortunately both cooling and heating
metastabilities can be overcome by simply
resampling the momentum often enough –
resampling near a cooling metastability kicks
the flow out of the local minimum ensuring
subjectivity while resampling after a heating
metastability allows the flow to access all final
states and recovers injectivity. Moreover, if H0
is incremented with the difference in kinetic
energies before and after the resampling,
H0 → H0 + Tbefore − Tafter,
then the partition function can still be recovered
from (4).
The implementation challenge is in exactly
when to interrupt the contact Hamiltonian flow
with a momentum resampling. Because the
temperature evolution slows as the flow ap-
proaches a cooling metastability, resampling the
momentum at uniform time intervals is suf-
ficient to avoid the metastability itself. Re-
covering from heating metastabilities, however,
is more challenging because the metastability
has no immediate impact on the flow. Instead
we can only assume the presence of heating
metastabilities and resample often as the flow
approaches β = 1. Additionally, if we want to
apply a Metropolis correction then any resam-
pling scheme must also be reversible.
III. BETA-BINOMIAL EXAMPLE
In order to demonstrate the power of adi-
abatic processes without concerning ourselves
with metstabilties, let us a examine a simple
one-dimensional and univariate example. In
particular, consider the Beta distribution tak-
ing the role of both the target and base distri-
butions with a Binomial density between them,
πβ ∝ (Bi(k|n))
β
Be(a, b)
= Be(β k + a, β (n− k) + b) .
In this case we can analytically compute both
the partition function,
Z(β) =
[
Γ(n+ 1)
Γ(k + 1)Γ(n− k + 1)
]β
Γ(a+ b)
Γ(a) Γ(b)
= ×
Γ(β k + a) Γ(β (n− k) + b)
Γ(β n+ a+ b)
,
and its derivative,
1
Z(β)
∂Z(β)
∂β
= log
(
Γ(n+ 1)
Γ(k + 1)Γ(n− k + 1)
)
+ k ψ(β k + a)
+ (n− k)ψ(β (n− k) + b)
− nψ(β n+ a+ b) .
In the following I take a = 9, b = 0.75, k = 115,
and n = 550 such that the target and base dis-
tributions have only small overlap (Figure 5(a),
5(b)) and a rapidly changing partition function
(Figure 5(c)).
Given these analytic results we can readily in-
vestigate the performance of simulated anneal-
ing, simulated tempering, and then Adiabatic
Monte Carlo. Note that with the preponderance
of analytic results in this example, both simu-
lated annealing and simulated tempering can be
tuned to achieve reasonable performance. Our
goal here is not to demonstrate that the existing
algorithms fail in this simple case but rather to
exemplify the kinds of pathologies that become
unavoidable when targeting complex distribu-
tions in high dimensions.
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FIG. 5. Emulative of the difficult models encountered in practice, the target and base distributions in the
experiments have little overlap which exposes the weakness of simulated annealing and simulated temper-
ing. Here (a, b) the probability mass rapidly slides from one boundary towards the other as the inverse
temperature, β increases from 0 to 1. Consequently, (c) the partition function is also extremely sensitive
to the inverse temperature.
A. Simulated Annealing
Here I implemented simulated annealing with
two Random Walk Metropolis [1] transitions in
between temperature updates. At each tem-
perature I tuned the proposal scale to achieve
the optimal acceptance probability for a one-
dimensional target distribution [18].
I ran simulated annealing three times, each
with a different partition of the inverse temper-
ature: a coarse partition consisting of 25 evenly
spaced intervals, a fine partition consisting of
100 evenly spaced intervals, and an optimally-
tuned partition consisting of 25 intervals such
that the Kullback-Leibler divergence between
each partition is constant.
The coarse partition is not well-tuned to the
local variations in πβ ; the state rapidly falls out
of equilibrium and then converges only well af-
ter the target distribution stops changing with
temperature (Figure 6(a)). Only with much
smaller (Figure 6(b)) and optimally-tuned (Fig-
ure 6(c)) partitions does the state remain in
equilibrium throughout the entire transition.
The biggest weakness of simulated annealing
is not so much that the state can fall out of
equilibrium but rather that falling out of equi-
librium can be extremely difficult to diagnose
in practice. As the target distribution becomes
more complex, especially as it grows in dimen-
sionality, the potential for falling out of equi-
librium and not re-converging becomes greater
and greater. Consequently, simulated annealing
is not a particularly robust choice for statistical
applications.
B. Simulated Tempering
As above, I implemented simulated temper-
ing three times, using Random Walk Metropo-
lis optimally tuned to the coarse, fine, and
tuned partitions. After 25 warmup transitions
at β = 0 the chain evolves by jumping between
neighboring temperatures in the partition.
In all three cases simulated tempering is able
to maintain equilibrium as expected. When us-
ing the coarse (Figure 7(a)) and fine (Figure
7(b)) partitions, however, the active state ex-
plores inefficiently never reaches β = 1. Only
with the tuned partition can information prop-
agate between β = 0 and β = 1 in a reasonable
amount of time (Figure 7(c)).
More complex transitions between tempera-
tures offer some hope of improving the ineffi-
cient exploration but in practice they are dif-
ficult to tune, especially when considering the
high dimensional target distributions of inter-
est.
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Simulated Annealing (Coarse Partition)
 0  0.2  0.4  0.6  0.8  1
β
 0
 0.2
 0.4
 0.6
 0.8
 1
q
(a)
Simulated Annealing (Fine Partition)
 0  0.2  0.4  0.6  0.8  1
β
 0
 0.2
 0.4
 0.6
 0.8
 1
q
(b)
Simulated Annealing (Optimal Partition)
 0  0.2  0.4  0.6  0.8  1
β
 0
 0.2
 0.4
 0.6
 0.8
 1
q
(c)
FIG. 6. Even for this one-dimensional target distribution simulated annealing can (a) rapidly fall out of
equilibrium for coarse partitions. Only with (b) very fine and (c) optimally-tuned partitions can equilibrium
be maintained.
Simulated Tempering (Coarse Partition)
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FIG. 7. Although simulated tempering maintains the equilibrium that simulated annealing is prone to
losing, the efficacy of its temperature exploration depends critically on the configuration of the partition.
Both (a) the course partition and (b) the fine partition suffer from amplified random walk behavior. (c)
Only the tuned partition admits reasonably efficient exploration.
C. Adiabatic Monte Carlo
I implemented Adiabatic Monte Carlo with
the Gaussian Euclidean disintegration (5) and
the resulting integrator as described in Algo-
rithm 1. The expectation EπHβ [∆V ] was esti-
mated at each temperature using Hamiltonian
Monte Carlo seeded at the current position of
the chain. For both the contact Hamiltonian
flow and the intermediate Hamiltonian Monte
Carlo runs the step size was set to ǫ = 0.01,
and the integration time for Hamiltonian Monte
Carlo was randomly sampled as τ ∼ U [0, 2̟).
Without requiring any temperature partition,
Adiabatic Monte Carlo is able to maintain equi-
librium while efficiently exploring all tempera-
tures by effectively determining a partition dy-
namically (Figure 8(a)). As desired, the tem-
perature changes dynamically slow as the tra-
jectory deviates away from equilibrium and in-
creases only once the trajectory has returned to
the bulk of the probability mass (Figure 8(b)).
Moreover, without any additional computation
the trajectory also provides an accurate esti-
mate of the partition function (Figure 9).
IV. CONCLUSION
By leveraging the geometry of contact Hamil-
tonian systems, Adiabatic Monte Carlo admits
a uniquely powerful approach to exploring the
complex and multimodal target distributions
that confound Markov Chain Monte Carlo algo-
rithms. Moreover, this foundational geometry
not only identifies potential pathologies, such as
metastabilities, but also guides the construction
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Adiabatic Monte Carlo
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FIG. 8. (a) Adiabatic Monte Carlo utilizes a con-
tact Hamiltonian flow to transition between tem-
peratures while maintaining equilibrium. (b) Be-
cause the temperature is a dynamic component of
the flow, the evolution effectively determines an op-
timal temperature partition dynamically. As the
trajectory moves away from the probability mass,
for example at the dotted line, the temperature evo-
lution slows to give the trajectory time to return to
equilibrium.
of the implementations robust to those patholo-
gies. Algorithms incorporating this guidance
are currently under development with the ul-
timate goal an implementation in Stan [19].
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