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Abstract
In this paper we investigate Bessel sequences in the space L2(Rs), in Sobolev spaces Hμ(Rs) (μ > 0), and in Besov spaces
B
μ
p,p(R
s) (1 p ∞). For each j ∈ Z, let Ij be a countable index set. Let (ψj,α)j∈Z, α∈Ij be a family of functions in L2(Rs).
We give some sufficient conditions for the family to be a Bessel sequence in L2(Rs) or Hμ(Rs). The results obtained in this paper
are useful for the study of frames and Riesz bases for L2(Rs) or Hμ(Rs). In particular, these results are applicable to wavelets on
irregular meshes.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we investigate Bessel sequences in the space L2(Rs), in Sobolev spaces Hμ(Rs) (μ > 0), and in
Besov spaces Bμp,p(Rs) (1 p ∞).
Let H be a Hilbert space. The inner product of two elements f and g in H is denoted by 〈f,g〉. The norm of an
element f in H is given by ‖f ‖ := √〈f,f 〉.
A sequence (fn)n=1,2,... in a Hilbert space H is said to be a Bessel sequence if
∞∑
n=1
∣∣〈f,fn〉∣∣2 < ∞
for every f ∈ H . If (fn)n=1,2,... is a Bessel sequence in H , then there exists a constant M such that
∞∑
n=1
∣∣〈f,fn〉∣∣2 M‖f ‖2 ∀f ∈ H.
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only if the inequality∥∥∥∥∥
∞∑
n=1
cnfn
∥∥∥∥∥
2
M
∞∑
n=1
|cn|2
holds for every finite sequence (cn)n=1,2,....
The investigation of Bessel sequences is essential for the study of frames and Riesz bases in a Hilbert space. See
the book [16] for discussions on Bessel sequences, frames, and Riesz bases.
A sequence (fn)n=1,2,... in a Hilbert space H is said to be a frame if there exist two positive constants A and B
such that
A‖f ‖2 
∞∑
n=1
∣∣〈f,fn〉∣∣2  B‖f ‖2
for every f ∈ H . Let (fn)n=1,2,... and (gn)n=1,2,... be two Bessel sequences in H . If
f =
∞∑
n=1
〈f,gn〉fn
holds for every f ∈ H , then both sequences are frames for H .
A sequence (fn)n=1,2,... in H is called a Riesz sequence if there exist two positive constants A and B such that the
inequalities
A
∞∑
n=1
|cn|2 
∥∥∥∥∥
∞∑
n=1
cnfn
∥∥∥∥∥
2
 B
∞∑
n=1
|cn|2
hold true for every finite sequence (cn)n=1,2,.... If (fn)n=1,2,... is a Riesz sequence in H , and the linear span of
{fn: n = 1,2, . . .} is dense in H , then (fn)n=1,2,... is a Riesz basis for H . Let (fn)n=1,2,... and (gn)n=1,2,... be two
Bessel sequences in H . If they are biorthogonal, that is, 〈fm,gn〉 = 1 for m = n and 〈fm,gn〉 = 0 for m 	= n, then both
sequences are Riesz sequences in H .
We use N, Z, and R to denote the set of positive integers, integers, and real numbers, respectively. Let N0 := N∪{0}.
For a positive integer s, Rs denotes the s-dimensional Euclidean space with the inner product given by
x · y := x1y1 + · · · + xsys for x = (x1, . . . , xs) and y = (y1, . . . , ys) ∈ Rs .
Consequently, the norm of a vector x ∈ Rs is given by |x| := (x · x)1/2.
For a complex-valued (Lebesgue) measurable function f on a measurable subset E of Rs , let
‖f ‖p(E) :=
(∫
E
∣∣f (x)∣∣p dx)1/p for 1 p < ∞,
and let ‖f ‖∞(E) denote the essential supremum of |f | on E. When E = Rs , we omit the reference to E. For
1 p ∞, by Lp(Rs) we denote the Banach space of all measurable functions f on Rs such that ‖f ‖p < ∞. Let q
be the exponent conjugate to p, i.e., 1/p + 1/q = 1. For f ∈ Lp(Rs) and g ∈ Lq(Rs), define
〈f,g〉 :=
∫
Rs
f (x)g(x)dx,
where g(x) denotes the complex conjugate of g(x). In particular, L2(Rs) is a Hilbert space with the inner product
given by 〈f,g〉, f,g ∈ L2(Rs).
The Fourier transform of a function f in L1(Rs) is defined by
fˆ (ξ) :=
∫
s
f (x)e−ix·ξ dx, ξ ∈ Rs .
R
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space of all functions f ∈ L2(Rs) such that the semi-norm
|f |Hμ(Rs ) :=
(∫
Rs
∣∣fˆ (ξ)∣∣2|ξ |2μ dξ
)1/2
is finite. The space Hμ = Hμ(Rs) is a Hilbert space with the inner product given by
〈f,g〉Hμ :=
∫
Rs
fˆ (ξ) gˆ(ξ)
(
1 + |ξ |2μ)dξ, f, g ∈ Hμ(Rs).
We are particularly interested in multilevel Bessel sequences in L2(Rs). This problem has been investigated in
various forms in the literature.
In Chapter 8 of their book [12], Meyer and Coifman used the so-called vaguelets to give an alternative proof for
the T (1) theorem. Let ψ be a continuous function on Rs . Suppose that ψ satisfies the following conditions:
(M1) There exists some ε > 0 such that |ψ(x)| C/(1 + |x|)s+ε .
(M2) ∫
Rs
ψ(x)dx = 0.
(M3) There exists some μ > 0 such that |ψ(x)−ψ(y)|C|x − y|μ for all x, y ∈ Rs .
For j ∈ Z and α ∈ Zs , let
ψj,α(x) := 2js/2ψ
(
2j x − α), x ∈ Rs .
The functions ψj,α were called vaguelets. Under the conditions (M1), (M2), and (M3), they proved that (ψj,α)j∈Z, α∈Zs
is a Bessel sequence in L2(Rs). Their results were extended by Chui and Shi in [2] to piecewise Lipschitz functions.
Many interesting wavelets, such as Haar wavelets, are not continuous. Thus, it was desirable to relax the condition
(M3). In their study of biorthogonal wavelets, Cohen and Daubechies [4] considered the case when ψ is generated
from a refinable function φ in L2(Rs). In [14] Villemoes formulated the following conditions:
(V1) ψ is a compactly supported function in L2(Rs).
(V2) ∫
Rs
ψ(x)dx = 0.
(V3) ψ ∈ Hμ(Rs) for some μ > 0.
The relevant result of Cohen and Daubechies in [4] could be stated as follows. If ψ satisfies the conditions (V1),
(V2), and (V3), then (ψj,α)j∈Z, α∈Zs is a Bessel sequence in L2(Rs). In fact, they only established the result for the
case s = 1. But the extension to the high-dimensional case s > 1 is not difficult. See the work [13] of Stöckler for
a comprehensive study of multivariate affine frames. Note that a compactly supported refinable function in L2(R)
must lie in Hμ(R) for some μ > 0. Consequently, if ψ is a compactly supported wavelet generated from a compactly
supported refinable function, ψ automatically satisfies all the conditions (V1), (V2), and (V3).
Irregular frames and wavelets were studied as perturbations of uniform frames and wavelets. Recently, Aldroubi,
Cabrelli, and Molter [1] considered the family of functions (ψj,α)j∈Z, α∈Zs given by
ψj,α(x) := |detA|j/2ψ
(
Ajx − xj,α
)
, x ∈ Rs , (1.1)
where A is an s × s expansive matrix and each xj,α is a perturbation of α. They developed a general method for
constructing wavelet frames ψj,α on irregular grids.
For simplicity, let us consider the case when A = tI , where I is the s × s identity matrix and t is a scaling factor
greater than 1. Then (1.1) becomes
ψj,α(x) := tjs/2ψ
(
tj x − xj,α
)
, x ∈ Rs .
After a suitable normalization we may assume that ‖ψ‖2  1. Let cj,α := t−j xj,α . If ψ satisfies the conditions (V1),
(V2), and (V3), then the following conditions hold true for (ψj,α)α∈Zs with constants B , μ, and K independent of
j ∈ Z:
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(B2) ∫
Rs
ψj,α(x)dx = 0.
(B3) There exist constants B > 0 and μ > 0 such that |ψj,α|Hμ  Btjμ.
(B4) There exists a constant K > 0 such that ψj,α is supported in cj,α + t−j [−K,K]s .
In order for (ψj,α)j∈Z, α∈Zs to be a Bessel sequence in L2(Rs), we need an additional condition:
(B5) There exists a positive integer N such that every cube in Rs of sidelength t−j contains at most N points cj,α for
a fixed j .
In the above discussion, the functions ψj,α are generated from affine transforms of a fixed function ψ . In many
applications the concerned families of functions are not necessarily affine. In this paper we will consider general
families of functions. For each j ∈ Z, let Ij be a countable index set. For j ∈ Z and α ∈ Ij , let ψj,α be a function in
L2(Rs). We are in a position to state one of the main results of the paper.
Theorem 1.1. Let (ψj,α)j∈Z, α∈Ij be a family of compactly supported functions in L2(Rs). Each ψj,α is associated
with a point cj,α ∈ Rs . Suppose that the conditions (B1)–(B5) hold true for ψj,α and cj,α . Then (ψj,α)j∈Z, α∈Ij is a
Bessel sequence in L2(Rs).
In order to establish this result we will review basic theory on local polynomial approximation in Section 2. Fur-
thermore, we will discuss unilevel Bessel sequences in Section 3. These two sections provide adequate preparations
for the proof of Theorem 1.1 in Section 4.
Recently, Jia, Wang, and Zhou [10] studied Riesz bases of wavelets in Sobolev spaces, and Chui and Sun [3]
explored wavelet frames for Sobolev spaces. But these results are only valid for frames and wavelets on uniform
meshes. In Section 5, we will investigate Bessel sequences on irregular grids in Besov spaces. The following theorem
is a special case of the results established there.
Theorem 1.2. Let (ψj,α)j∈Z, α∈Ij be a family of compactly supported functions in L2(Rs) satisfying conditions (B4)
and (B5). Suppose that ψj,α ∈ Hν for all ν with 0 < ν < r , where r is a fixed real number. Furthermore, suppose that
there exist two positive constants C1 and C2 such that the inequalities
C1t
jν‖ψj,α‖L2  |ψj,α|Hν  C2tjν‖ψj,α‖L2
hold for all j ∈ Z, α ∈ Ij , and 0 < ν < r . Let μ ∈ (0, r). If ψj,α are so normalized that |ψj,α|Hμ  1 for all j ∈ Z
and α ∈ Ij , then (ψj,α)j∈Z, α∈Ij is a Bessel sequence in Hμ(Rs) with respect to the semi-norm. More precisely, there
exists a positive constant C such that∣∣∣∣∣
∑
j∈Z
∑
α∈Ij
bj,αψj,α
∣∣∣∣∣
Hμ
C
(∑
j∈Z
∑
α∈Ij
|bj,α|2
)1/2
for all complex-valued sequences (bj,α)j∈Z, α∈Ij .
We emphasize that the condition (B2) on vanishing moment is not required in the above theorem.
Theorems 1.1 and 1.2 are applicable to families of spline functions on general triangulations. Let Ω be a polygonal
domain in R2, and let  = {σ1, . . . , σM} be a triangulation of Ω . We assume that the triangulation is quasi-uniform,
that is, the ratio of the maximum length and minimum length of edges of  is bounded. Let v be a vertex of .
For m = 1,2, . . . , the stars Stm(v) are defined as follows. Let St(v) = St1(v) be the union of the triangles of 
with v as a vertex. For m > 1, let Stm(v) be the union of the triangles of  that intersect Stm−1 (v). For a positive
integer k, we use Sk() to denote the space of all splines of degree k on . In other words, f ∈ Sk() if and
only if, on each σi (i = 1, . . . ,M), f agrees with some polynomial of degree at most k. For r = 0,1, . . . , k − 1, let
Srk() := Sk() ∩ Cr(Ω), where Cr(Ω) denotes the collection of all r times continuously differentiable functions
on Ω . It is easily seen that Srk() ⊂ Hν(Ω) for all ν < r + 1/2. Set 0 = . For j  1, let j be the triangulation
obtained from j−1 by dividing each triangle of j−1 into 4 subtriangles in the standard way. For each j = 0,1, . . . ,
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exists a positive integer m such that suppψj,α ⊆ Stmj (vj,α). Moreover, suppose that each triangle of j contains at
most N points vj,α . If
∫
Ω
|ψj,α(x)|2 dx  1 and
∫
Ω
ψj,α(x)dx = 0, then (ψj,α)j∈N0, α∈Ij is a Bessel sequence in
L2(Ω), by Theorem 1.1. Furthermore, for 0 < μ < r + 1/2, if |ψj,α|Hμ(Ω)  1 for all j = 0,1, . . . , and α ∈ Ij , then
Theorem 1.2 tells us that (ψj,α)j∈N0, α∈Ij is a Bessel sequence in Hμ(Ω) with respect to the semi-norm. Note that, in
this case, the condition
∫
Ω
ψj,α(x)dx = 0 is not required.
2. Local polynomial approximation
In this section, we first review some basic properties related to moduli of smoothness. Then we discuss local
polynomial approximation.
An element of Ns0 is called a multi-index. The length of γ = (γ1, . . . , γs) ∈ Ns0 is given by |γ | := γ1 + · · · + γs . For
γ = (γ1, . . . , γs) ∈ Ns0 and x = (x1, . . . , xs) ∈ Rs , define
xγ := xγ11 · · ·xγss .
The function x → xγ (x ∈ Rs ) is called a monomial and its (total) degree is |γ |. A polynomial is a linear combination
of monomials. The degree of a polynomial g = ∑γ cγ xγ is defined to be degg := max{|γ |: cγ 	= 0}. By Πk we
denote the linear space of all polynomials of degree at most k.
For a vector y = (y1, . . . , ys) ∈ Rs , we use Dy to denote the differential operator given by
Dyf (x) := lim
t→0
f (x + ty)− f (x)
t
, x ∈ Rs .
Let e1, . . . , es be the unit coordinate vectors in Rs . For j = 1, . . . , s, we write Dj for Dej . For a multi-index γ =
(γ1, . . . , γs), Dγ stands for the differential operator Dγ11 · · ·Dγss .
By C(Rs) we denote the space of all continuous functions on Rs . For a nonnegative integer k, we use Ck(Rs) to
denote the linear space of those functions f ∈ C(Rs) for which Dγ f ∈ C(Rs) for all |γ | k. Moreover, by Ckc (Rs)
we denote the linear space of all functions in Ck(Rs) with compact support. For 1  p ∞, the Sobolev space
Wkp(R
s) consists of all functions f ∈ Lp(Rs) such that ‖f ‖k,p < ∞, where
‖f ‖k,p :=
k∑
j=0
|f |j,p with |f |j,p :=
( ∑
|γ |=j
∫
Rs
∣∣Dγ f (x)∣∣p dx
)1/p
.
The modulus of continuity of a function f in Lp(Rs) (1 p ∞) is defined by
ω(f,h)p := sup
|y|h
‖∇yf ‖p, h > 0,
where ∇y denotes the difference operator given by ∇yf = f − f (· − y). For a positive integer m, the mth modulus
of smoothness of f ∈ Lp(Rs) is defined by
ωm(f,h)p := sup
|y|h
∥∥∇my f ∥∥p, h > 0.
Fix a positive integer m. Let ϕ be an element of Cmc (Rs) such that
∫
Rs
ϕ(x)dx = 1. For h > 0, let Aϕ,h be the linear
operator on Lp(Rs) (1 p ∞) given by
(Aϕ,hf )(x) :=
∫
Rs
(
f − ∇mu f
)
(x)ϕh(u)du, f ∈ Lp
(
R
s
)
, x ∈ Rs , (2.1)
where ϕh := ϕ(·/h)/hs . If there is no ambiguity about ϕ, Aϕ,h will be abbreviated as Ah.
We observe that
f − ∇mu f =
m∑
(−1)n−1
(
m
n
)
f (· − nu).n=1
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Aϕ,hf (x) =
m∑
n=1
(−1)n−1
(
m
n
)∫
Rs
f (x − nu)ϕh(u)du, x ∈ Rs . (2.2)
Since ϕ ∈ Cmc (Rs), we have Aϕ,hf ∈ Cm(Rs).
The following lemma was established in Lemma 3 of [11] for the case when ϕ is a tensor product of B splines. For
the general case, its proof can be found in Lemmas 2.1 and 2.2 of [8].
Lemma 2.1. Suppose f ∈ Lp(Rs) for 1 p < ∞ or f ∈ C(Rs) for p = ∞. Then
‖f −Aϕ,hf ‖p  Cωm(f,h)p and |Aϕ,hf |m,p  Cωm(f,h)p/hm, h > 0,
where C is a constant independent of h and f .
Local polynomial approximation was studied by Whitney [15]. For the reader’s convenience, we include a brief
proof of the following lemma.
Lemma 2.2. Suppose f ∈ Wmp (Rs), 1 p ∞. For c ∈ Rs and h > 0, there exists a polynomial g ∈ Πm−1 such that
‖f − g‖p
(
c + [−h,h]s)Chm|f |m,p(c + [−2h,2h]s),
where C is a constant independent of h and f .
Proof. Choose ϕ ∈ Cmc (Rs) such that suppϕ ⊆ [−1/m,1/m]s . Let fh := Aϕ,hf . Then fh ∈ Cm(Rs). Let g be the
Taylor polynomial of degree m− 1 of fh at c. There exists a constant C1 such that∣∣fh(x) − g(x)∣∣ C1hm|fh|m,∞(c + [−h,h]s) ∀x ∈ c + [−h,h]s .
Applying Dγ (|γ | = m) to both sides of (2.2) and then using Hölder’s inequality, we obtain
|fh|m,∞
(
c + [−h,h]s) C2(2h)−s/p|f |m,p(c + [−2h,2h]s),
where C2 is a constant independent of h and f . But
‖fh − g‖p
(
c + [−h,h]s) (2h)s/p‖fh − g‖∞(c + [−h,h]s).
Consequently,
‖fh − g‖p
(
c + [−h,h]s)C1C2hm|f |m,p(c + [−2h,2h]s).
Furthermore, it follows from (2.1) that
(f − fh)(x) =
∫
Rs
(∇mu f )(x)ϕh(u)du =
∫
Rs
(∇mhuf )(x)ϕ(u)du, x ∈ Rs .
By Minkowski’s inequality for integrals we see that there exists a constant C3 such that
‖f − fh‖p
(
c + [−h,h]s) C3hm|f |m,p(c + [−2h,2h]s).
Combining the above estimates, we obtain the desired estimate. 
3. Unilevel Bessel sequences
In this section we investigate unilevel Bessel sequences. Let I be a countable index set and let (φβ)β∈I be a family
of measurable functions on Rs . A measurable function f on Rs is said to be supported in a closed subset E of Rs ,
if the set {x ∈ Rs \ E: f (x) 	= 0} has measure 0. The intersection of all such closed subsets is called the support
of f , denoted suppf . Let Eβ := suppφβ . For a subset E of Rs , by χE we denote its characteristic function, that is,
χE(x) = 1 for x ∈ E and χE(x) = 0 for x ∈ Rs \E. If there exists a positive integer N such that∑β∈I χEβ (x)N for
all x ∈ Rs , and if ‖φβ‖2  1 for all β ∈ I , then (φβ)β∈I is a Bessel sequence in L2(Rs). This result is a consequence
of the following two lemmas, where Bessel sequences in Lp(Rs) (1 p ∞) will be considered.
In what follows, p and q are always assumed to be conjugate exponents, that is, 1 p,q ∞ and 1/p+ 1/q = 1.
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β∈I χEβ (x)N for all x ∈ Rs , then(∑
β∈I
∣∣〈f,φβ〉∣∣p
)1/p
N1/p‖f ‖p ∀f ∈ Lp
(
R
s
)
.
Proof. If p = ∞, then ‖φβ‖1  1 implies∣∣〈f,φβ〉∣∣ ‖f ‖∞ ∀f ∈ L∞(Rs).
It remains to deal with the case 1 p < ∞. Since ‖φβ‖q  1 for each β ∈ I , we have
∣∣〈f,φβ〉∣∣
∫
Rs
∣∣f (x)∣∣∣∣φβ(x)∣∣dx 
(∫
Rs
∣∣f (x)∣∣pχEβ (x)dx
)1/p
,
where Hölder’s inequality has been used to derive the second inequality. It follows that∑
β∈I
∣∣〈f,φβ〉∣∣p ∑
β∈I
∫
Rs
∣∣f (x)∣∣pχEβ (x)dx =
∫
Rs
∣∣f (x)∣∣p∑
β∈I
χEβ (x)dx N
∫
Rs
∣∣f (x)∣∣p dx.
This proves the lemma. 
Lemma 3.2. Let (φβ)β∈I be a family of functions in Lp(Rs) (1  p ∞) with ‖φβ‖p  1 for each β ∈ I . Let
Eβ := suppφβ . If ∑β∈I χEβ (x)N for all x ∈ Rs , then∥∥∥∥∥
∑
β∈I
bβφβ
∥∥∥∥∥
p
N1/q
(∑
β∈I
|bβ |p
)1/p
. (3.1)
Proof. Let g be a function in Lq(Rs). We have〈∑
β∈I
bβφβ, g
〉
=
∑
β∈I
bβ〈φβ,g〉.
By Hölder’s inequality we obtain
∑
β∈I
∣∣bβ〈φβ,g〉∣∣
(∑
β∈I
|bβ |p
)1/p(∑
β∈I
∣∣〈φβ,g〉∣∣q
)1/q
.
By Lemma 3.1, we have(∑
β∈I
∣∣〈φβ,g〉∣∣q
)1/q
N1/q‖g‖q .
Hence,∣∣∣∣∣
〈∑
β∈I
bβφβ, g
〉∣∣∣∣∣
(∑
β∈I
|bβ |p
)1/p
N1/q‖g‖q .
The above inequality is valid for all g ∈ Lq(Rs). Therefore, by the converse of Hölder’s inequality, the desired in-
equality (3.1) follows. 
Suppose that φβ = φ(· − β), β ∈ Zs , where φ is a compactly supported function in Lp(Rs) (1 p ∞). For this
special case, Lemmas 3.1 and 3.2 were established in Theorems 3.1 and 2.1 of [9], respectively.
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(f ∈ C(Rs) in the case p = ∞) for which
ωm(f,h)p  Chμ ∀h > 0,
where m is the least integer greater than μ and C is a positive constant independent of h. The semi-norm for the space
Lip∗(μ,Lp) = Lip∗(μ,Lp(Rs)) is given by
|f |Lip∗(μ,Lp) := sup
h>0
{
ωm(f,h)p/h
μ
}
.
The following lemma is an extension of Lemma 3.2.
Lemma 3.3. Let (φβ)β∈I be a family of functions in Lp(Rs) such that |φβ |Lip∗(μ,Lp)  1 for all β ∈ I . Let Eβ :=
suppφβ . If
∑
β∈I χEβ (x)N for all x ∈ Rs , and if m is an integer greater than μ, then
ωm
(∑
β∈I bβφβ,h
)
p

(
(m+ 1)N)1/q
(∑
β∈I |bβ |
p
)1/p
hμ ∀h > 0. (3.2)
Proof. Let f :=∑β∈I bβφβ . For y ∈ Rs we have
∇my f =
∑
β∈I
bβ
(∇my φβ).
In light of the expression of ∇my , we assert that
Gβ := supp
(∇my φβ)⊆
m⋃
j=0
(jy +Eβ).
It follows that
∑
β∈I χGβ (x) (m + 1)N for all x ∈ Rs . Moreover, by the assumption that |φβ |Lip∗(μ,Lp)  1 for all
β ∈ I , we have∥∥∇my φβ∥∥p  ωm(φβ,h)p  |φβ |Lip∗(μ,Lp)hμ  hμ ∀|y| h.
Hence, by Lemma 3.2 we obtain
∥∥∇my f ∥∥p  ((m+ 1)N)1/q
(∑
β∈I
|bβ |p
)1/p
hμ ∀|y| h.
The desired inequality (3.2) follows from the above inequality at once. 
The following lemma extends Lemma 4.1 in [7].
Lemma 3.4. Let I be a countable index set and let (φβ)β∈I be a family of functions in Lq(Rs), 1 q ∞. Suppose
that the functions φβ satisfy the following conditions for h > 0 and a positive integer N :
(a) For each β , there exists a point cβ ∈ Rs such that suppφβ ⊆ cβ + [−h,h]s ;
(b) Every cube in Rs of sidelength 4h contains at most N points of cβ , β ∈ I ;
(c) ‖φβ‖q  1 and
∫
Rs
g(x)φβ(x)dx = 0 for all β ∈ I and g ∈ Πm−1.
Let f be a function in Lp(Rs) (1/p + 1/q = 1) for 1 p < ∞ or f ∈ C(Rs) for p = ∞. Then(∑
β∈I
∣∣〈f,φβ〉∣∣p
)1/p
 Cωm(f,h)p,
where C is a constant independent of h and f .
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for each β ∈ I there exists some gβ ∈ Πm−1 such that
‖fh − gβ‖p
(
cβ + [−h,h]s
)
 C1hm|fh|m,p
(
cβ + [−2h,2h]s
)
,
where C1 is a constant independent of h and f . By assumption (a), suppφβ ⊆ cβ + [−h,h]s . Moreover, by assump-
tion (c), ‖φβ‖q  1 and
∫
Rs
gβ(x)φβ(x)dx = 0. Hence, we have∣∣〈fh,φβ〉∣∣= ∣∣〈fh − gβ,φβ〉∣∣ ‖fh − gβ‖p(cβ + [−h,h]s),
where Hölder’s inequality has been used to derive the second inequality. Consequently,∣∣〈fh,φβ〉∣∣ C1hm|fh|m,p(cβ + [−2h,2h]s). (3.3)
Consider the case 1 p < ∞. We observe that
|fh|pm,p
(
cβ + [−2h,2h]s
)= ∑
|γ |=m
∫
Rs
∣∣Dγ fh(x)∣∣pχcβ+[−2h,2h]s (x)dx.
This together with (3.3) gives∑
β∈I
∣∣〈fh,φβ〉∣∣p  (C1hm)p∑
β∈I
∑
|γ |=m
∫
Rs
∣∣Dγ fh(x)∣∣pχcβ+[−2h,2h]s (x)dx.
By assumption (b) we have∑
β∈I
χcβ+[−2h,2h]s (x)N ∀x ∈ Rs .
Therefore,∑
β∈I
∣∣〈fh,φβ〉∣∣p  (C1hm)pN ∑
|γ |=m
∫
Rs
∣∣Dγ fh(x)∣∣p dx = (C1hm)pN |fh|pm,p.
By Lemma 2.1, there exists a constant C2 such that |fh|m,p  C2ωm(f,h)p/hm. Therefore, we deduce from the
above inequalities that(∑
β∈I
∣∣〈fh,φβ〉∣∣p
)1/p
 C1N1/phm|fh|m,p C1C2N1/pωm(f,h)p.
This is also valid for the case p = ∞. Furthermore, since ‖φβ‖q  1 for all β ∈ I , by Lemma 3.1 we have(∑
β∈I
∣∣〈f − fh,φβ〉∣∣p
)1/p
N1/p‖f − fh‖p.
By Lemma 2.1, there exists a constant C3 such that ‖f − fh‖p  C3ωm(f,h)p . We conclude that(∑
β∈I
∣∣〈f,φβ〉∣∣p
)1/p

(∑
β∈I
∣∣〈fh,φβ〉∣∣p
)1/p
+
(∑
β∈I
∣∣〈f − fh,φβ〉∣∣p
)1/p
 Cωm(f,h)p,
where C is a constant independent of h and f . 
4. Multilevel Bessel sequences
In this section, we provide a proof for Theorem 1.1. Our proof is based on a study of boundedness of linear
operators on 2(Z).
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‖u‖p < ∞, where
‖u‖p :=
(∑
α∈Z
∣∣u(α)∣∣p)1/p for 1 p < ∞,
and ‖u‖∞ = sup{|u(α)|: α ∈ Z}. In particular, 2(Z) is a Hilbert space with the inner product given by
〈u,v〉 :=
∑
α∈Z
u(α)v(α), u, v ∈ 2(Z).
Let (fj )∞j=−∞ be a sequence in a Hilbert space H . Then (fj )∞j=−∞ is a Bessel sequence with bound M if and only
if the Gram matrix
A = (〈fj , fk〉)∞j,k=−∞
defines a bounded operator on 2(Z), with norm not exceeding M . See Chapter 4 of [16] for details. The above
discussion motivates us to study linear operators induced by infinite matrices.
Let (ajk)∞j,k=−∞ be a bi-infinite matrix of complex numbers. Let
M1 := sup
k∈Z
{ ∞∑
j=−∞
|ajk|
}
and M∞ := sup
j∈Z
{ ∞∑
k=−∞
|ajk|
}
.
If M1 < ∞, then the matrix gives rise to a bounded operator A on 1(Z) defined by y = Ax, where y = (yj )∞j=−∞
and
yj =
∞∑
k=−∞
ajkxk for x = (xk)∞k=−∞ ∈ 1(Z).
Moreover, ‖A‖1(Z) = M1. If M∞ < ∞, then the matrix gives rise to a bounded operator A on ∞(Z) and ‖A‖∞(Z) =
M∞.
Lemma 4.1. If both M1 and M∞ are finite, then the matrix (ajk)∞j,k=−∞ defines a bounded operator on p(Z)
(1 p ∞) with
‖A‖p(Z) M1/p1 M1−1/p∞ .
Proof. The proof is trivial for p = 1 or p = ∞. Suppose 1 < p < ∞ and 1/p + 1/q = 1. Let x = (xk)∞k=−∞ ∈ p(Z)
and yj =∑∞k=−∞ ajkxk , j ∈ Z. By Hölder’s inequality we have
|yj |
∞∑
k=−∞
|ajk|1/q |ajk|1/p|xk|
( ∞∑
k=−∞
|ajk|
)1/q( ∞∑
k=−∞
|ajk||xk|p
)1/p
.
It follows that
∞∑
j=−∞
|yj |p Mp/q∞
∞∑
k=−∞
∞∑
j=−∞
|ajk||xk|p Mp/q∞ M1
∞∑
k=−∞
|xk|p.
Consequently, ‖y‖p M1/p1 M1−1/p∞ ‖x‖p , thereby completing the proof of the lemma. 
For each j ∈ Z, let Ij be a countable index set. Let H be a Hilbert space. Suppose ψj,α ∈ H for j ∈ Z and α ∈ Ij .
For j, k ∈ Z, consider the matrix
Ajk :=
(〈ψj,α,ψk,β〉)α∈Ij ,β∈Ik .
Suppose that Ajk induces a linear operator from 2(Ik) to 2(Ij ). Its norm is denoted by ‖Ajk‖.
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‖Ajk‖ Cρ|k−j | ∀j, k ∈ Z,
then (ψj,α)j∈Z, α∈Ij is a Bessel sequence in H .
Proof. For each k ∈ Z, let vk ∈ 2(Ik). Assume that∑
k∈Z
∑
β∈Ik
∣∣vk(β)∣∣2 < ∞.
Let
uj (α) :=
∑
k∈Z
wjk(α), j ∈ Z, α ∈ Ij ,
where
wjk(α) :=
∑
β∈Ik
〈ψj,α,ψk,β〉vk(β), k ∈ Z.
By our assumption,
‖wjk‖2(Ij )  Cρ|k−j |‖vk‖2(Ik) ∀j, k ∈ Z.
But
‖uj‖2(Ij ) 
∑
k∈Z
‖wjk‖2(Ij ) ∀j ∈ Z.
It follows that
‖uj‖2(Ij ) 
∑
k∈Z
Cρ|k−j |‖vk‖2(Ik) ∀j ∈ Z.
Note that∑
j∈Z
ρ|k−j | = 1 + ρ
1 − ρ ∀k ∈ Z and
∑
k∈Z
ρ|k−j | = 1 + ρ
1 − ρ ∀j ∈ Z.
Therefore, by Lemma 4.1 we obtain(∑
j∈Z
‖uj‖22(Ij )
)1/2
C 1 + ρ
1 − ρ
(∑
k∈Z
‖vk‖22(Ik)
)1/2
.
This shows that (ψj,α)j∈Z, α∈Ij is a Bessel sequence in H . 
We are in a position to establish Theorem 1.1.
Proof of Theorem 1.1. Let (ψj,α)j∈Z, α∈Ij be a family of compactly supported functions in L2(Rs) satisfying the
conditions (B1)–(B5). For j, k ∈ Z, let
Ajk :=
(〈ψj,α,ψk,β〉)α∈Ij ,β∈Ik .
Fix j and k. Suppose k  j . Let (bβ)β∈Ik ∈ 2(Ik) and
aα :=
∑
β∈Ik
〈ψj,α,ψk,β〉bβ, α ∈ Ij .
Let f := ∑β∈Ik bβψk,β . Then aα = 〈f,ψj,α〉, α ∈ Ij . We may apply Lemma 3.4 with m = 1 and h = t−jK to
(ψj,α)α∈Ij and conclude that there exists a constant C1 such that(∑
α∈I
|aα|2
)1/2
 C1ω
(
f, t−j
)
2.j
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Btkμ for all β ∈ Ik . Hence, there exists a constant C2 such that |ψk,β |Lip∗(μ,L2)  C2tkμ for all β ∈ Ik . Therefore, by
Lemma 3.3, there exists a constant C3 such that
ω
(
f, t−j
)
2 
(∑
β∈Ik
|bβ |2
)1/2
C3t
kμt−jμ.
This shows that(∑
α∈Ij
|aα|2
)1/2
 C1C3ρ|k−j |
(∑
β∈Ik
|bβ |2
)1/2
,
where ρ := t−μ < 1. In other words, ‖Ajk‖  Cρ|k−j |, where C = C1C3. This estimate is also valid for k > j . By
Lemma 4.2, we conclude that (ψj,α)j∈Z, α∈Ij is a Bessel sequence in L2(Rs). 
5. Bessel sequences in Besov spaces
In this section we investigate Bessel sequences in Besov spaces.
For μ > 0 and 1  p,q ∞, the Besov space Bμp,q = Bμp,q(Rs) is the collection of those functions f ∈ Lp(Rs)
for which the following semi-norm is finite:
|f |Bμp,q :=
{(∫∞
0 [y−μωm(f, y)p]q 1y dy
)1/q for 1 q < ∞,
supy>0{y−μωm(f, y)p} for q = ∞,
where m is the least integer greater than μ. For a fixed real number t > 1 it is easily seen that
|f |Bμp,q ≈
{
(
∑
k∈Z[tkμωm(f, t−k)p]q)1/q for 1 q < ∞,
supk∈Z{tkμωm(f, t−k)p} for q = ∞.
The norm for Bμp,q is
‖f ‖Bμp,q := ‖f ‖Lp + |f |Bμp,q .
If p = q = 2, then the Besov space Bμ2,2 is the same as the Sobolev space Hμ, and the semi-norms | · |Bμ2,2 and
| · |Hμ are equivalent. If q = ∞, then the Besov space Bμp,∞ is the generalized Lipschitz space Lip∗(μ,Lp). We have
B
μ
p,q ⊂ Bμp,∞. In particular, there exists a constant C such that |f |Bμp,∞  C|f |Hμ for all f ∈ Hμ. See Chapter 2 of
[5] for these facts and other related properties of Besov spaces.
Let p and r be fixed real numbers such that 1  p ∞ and 0 < r < ∞. Theorem 1.2 is a special case of the
following theorem. Also, see [6] for some related results.
Theorem 5.1. Let (ψj,α)j∈Z, α∈Ij be a family of compactly supported functions in Lp(Rs) (1  p ∞) satisfying
conditions (B4) and (B5). Suppose that ψj,α ∈ Bνp,p for all ν with 0 < ν < r , where r is a fixed real number. Further-
more, suppose that there exist two positive constants C1 and C2 such that the inequalities
C1t
jν‖ψj,α‖Lp  |ψj,α|Bνp,p C2tjν‖ψj,α‖Lp
hold for all j ∈ Z, α ∈ Ij , and 0 < ν < r . Let μ ∈ (0, r). If ψj,α are so normalized that |ψj,α|Bμp,p  1 for all j ∈ Z
and α ∈ Ij , then there exists a positive constant C such that∣∣∣∣∣
∑
j∈Z
∑
α∈Ij
bj,αψj,α
∣∣∣∣∣
B
μ
p,p
 C
(∑
j∈Z
∑
α∈Ij
|bj,α|p
)1/p
for all complex-valued sequences (bj,α)j∈Z, α∈I .j
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fj :=
∑
α∈Ij
bj,αψj,α, j ∈ Z.
Let m be the least integer greater than r . Note that
|f |Bμp,p ≈
(∑
k∈Z
[
tkμωm
(
f, t−k
)
p
]p)1/p
.
But
ωm
(
f, t−k
)
p

∞∑
j=−∞
ωm
(
fj , t
−k)
p
.
We wish to estimate ωm(fj , t−k)p . This will be done for the case j > k and j  k separately.
For j > k we have ωm(fj , t−k)p  2m‖fj‖Lp . By our assumption,
‖ψj,α‖Lp  C−11 t−jμ|ψj,α|Bμp,p  C−11 t−jμ.
Let Ej,α := suppψj,α . In light of the conditions (B4) and (B5), there exists a positive integer M such that∑
α∈Ij
χEj,α (x)M ∀x ∈ Rs .
Hence, by Lemma 3.2,
‖fj‖Lp M1/q
(∑
α∈Ij
|bj,α|p
)1/p
C−11 t
−jμ,
where 1/q + 1/p = 1. Consequently, for j > k,
ωm
(
fj , t
−k)
p
 2mM1/q
(∑
α∈Ij
|bj,α|p
)1/p
C−11 t
−jμ. (5.1)
Next, consider the case j  k. Choose ν such that 0 < μ < ν < r . We have
|ψj,α|Bνp,p  C2tjν‖ψj,α‖Lp C2C−11 tj (ν−μ).
Hence, there exists a constant C3 such that |ψj,α|Bνp,∞  C3tj (ν−μ). By Lemma 3.3, there exists a constant C4 such
that
ωm
(
fj , t
−k)
p

(∑
α∈Ij
|bj,α|p
)1/p
C4t
j (ν−μ)(t−k)ν. (5.2)
Now (5.1) and (5.2) together tell us that there exists a constant C5 such that
ωm
(
f, t−k
)
p

∞∑
j=−∞
ωm
(
fj , t
−k)
p
 C5
[ ∞∑
j=k+1
t−jμvj +
k∑
j=−∞
t−jμt(j−k)νvj
]
,
where
vj :=
(∑
α∈Ij
|bj,α|p
)1/p
, j ∈ Z.
Consequently, for 1 p < ∞,
∞∑ [
tkμωm
(
f, t−k
)
p
]p  (2C5)p ∞∑
([ ∞∑
t (k−j)μvj
]p
+
[
k∑
t (j−k)(ν−μ)vj
]p)
.k=−∞ k=−∞ j=k+1 j=−∞
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k=−∞
[ ∞∑
j=k+1
t (k−j)μvj
]p)1/p
 1
1 − t−μ
( ∞∑
j=−∞
v
p
j
)1/p
and ( ∞∑
k=−∞
[
k∑
j=−∞
t (j−k)(ν−μ)vj
]p)1/p
 1
1 − t−(ν−μ)
( ∞∑
j=−∞
v
p
j
)1/p
.
We conclude that there exists a constant C such that
|f |Bμp,p C
(∑
j∈Z
∑
α∈Ij
|bj,α|p
)1/p
.
This estimate is also true for the case p = ∞. The proof of the theorem is complete. 
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