Supplement A Figure S1 : Funnel plots for each process and outcome indicator included in the quantitative meta-analysis. The sample size in each study was plotted against the corresponding effect size (log Response Ratio) to assess publication bias in each indicator analysed in the meta- analysis. The solid red line shows the overall effect size and the dotted black lines show the confidence intervals for the overall effect size.
Supplement B: Quantitative Meta-analysis Methods
Here we show how heterogeneity among studies was assessed and incorporated into our quantitative meta-analyses, based on effect sizes calculated as the log transformed Response Ratios for individual studies (ln(RR i ), eqn. 1 in main text), weighted mean effect size across studies (ln , eqn. 3) and the weighting factor (w i = v i -1 , eqn. 2).
Calculating Heterogeneity
Cochran's Q test determines whether there is true heterogeneity among studies (Medina et al. 2006 ) and can be defined as (Maliao et al. 2009 ):
based on the assumption that a fixed-effects model is used. The Q statistic follows the χ 2 distribution with k-1 degrees of freedom, where k equals the number of studies in the metaanalysis. A low Q value indicates significant heterogeneity across the results from different studies. However, one problem associated with Q is that its statistical power depends on the number of studies. When the number of studies is small, Cochran's Q test has low power, while higher power is associated with a larger number of studies. The Q statistic determines whether there is true heterogeneity among studies, however the I 2 index can quantify the extent of heterogeneity by comparing the Q value to its expected value assuming homogeneity (k -1). Therefore, the I 2 index was calculated, describing the percentage of variation across studies that are due to significant heterogeneity rather than random chance. I 2 is calculated as:
I 2 is interpreted as a percentage of heterogeneity and, unlike Q, it does not inherently depend upon the number of studies considered (Medina et al, 2006) . When the Q statistic is smaller than its degrees of freedom then I 2 is reported as zero.
Between Experiment Variance Component
The null hypotheses that the between-experiment variance component is zero ( ! : ! ! = 0), can be rejected whenever Q exceeds the 100×(1 -α) percentage point of the χ 2 distribution with k − 1 degrees of freedom (Huedo-Medina et al, 2006) . If the I 2 value is high, then H 0 can also be rejected and a random effects model is used to take into account the study-level sources of random error (Cooper, 2009) 
