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Resumo.
O objetivo desta tese e´ mostrar como utilizar algebro´ides de Lie e grupo´ides de Lie para
compreender aspectos das teorias de invariantes, simetrias e espac¸os de mo´duli de estru-
turas geome´tricas de tipo finito. De uma forma geral, podemos descrever tais estruturas
como sendo objetos, definidos em uma variedade, que podem ser caracterizados por cor-
referenciais (possivelmente em outra variedade). Exemplos incluem G-estruturas de tipo
finito e geometrias de Cartan.
Para uma classe de estruturas geome´tricas de tipo finito cujo espac¸o de moduli (dos
germes) de seus elementos tem dimensa˜o finita, construimos um algebro´ide de Lie A →
X , chamado de algebro´ide de Lie classificante, que satisfaz as seguintes propriedades:
1. Para cada ponto na base X corresponde um germe de uma estrutura geome´trica
pertencente a` classe.
2. Dois destes germes sa˜o isomorfos se e somente se eles correspondem ao mesmo
ponto de X .
3. A a´lgebra de Lie de isotropia de A num ponto x e´ a a´lgebra de Lie das simetrias
infinitesimais da estrutura geome´trica correspondente.
4. Se dois germes de estruturas geome´tricas pertencem a` mesma estrutura geome´trica
global numa variedade conexa, enta˜o eles correspondem a pontos na mesma o´rbita
de A em X .
Ale´m do mais, quando o algebro´ide de Lie classificante e´ integra´vel, o seu grupo´ide de
Lie pode ser utilizado para construir modelos explı´citos das geometrias na classe sendo
descrita. Estes modelos sa˜o universais, ou seja, qualquer outra estrutura geome´trica da
classe e´ localmente isomorfa a um destes modelos, e globalmente equivalentes, a menos
de recobrimento, a um subconjunto aberto de um desses modelos. No caso em que a
estrutura geome´trica e´ uma G-estrutura de tipo finito, damos uma descric¸a˜o detalhada
dessa correspondeˆncia.
Uma das consequeˆncias da nossa construc¸a˜o e´ que o algebro´ide de Lie classificante
pode ser usado para obter invariantes das estruturas geome´tricas correspondentes. Para
ilustrar, apresentamos dois exemplos de invariantes que sa˜o induzidos pela cohomologia
do algebro´ide de Lie.
Para demonstrar os resultados mencionados acima, definimos as noc¸o˜es de forma de
Maurer-Cartan em grupo´ides de Lie e de equac¸a˜o de Maurer-Cartan para um formas dife-
renciais com valores num algebro´ide de Lie. A seguir, provamos que a forma de Maurer-
Cartan em um grupo´ide de Lie satisfaz uma propriedade universal ana´loga a` propriedade
satisfeita pela forma de Maurer-Cartan em um grupo de Lie.
Para concluir esta tese, descrevemos diversos exemplos relacionados a`s conexo˜es sem
torc¸a˜o em G-estruturas. Nossa classe principal de exemplos sa˜o as conexo˜es simple´ticas
especiais para as quais incluimos uma discussa˜o detalhada.
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Abstract.
The purpose of this thesis is to show how to use Lie algebroids and Lie groupoids to get a
better understanding of problems concerning symmetries, invariants and moduli spaces of
geometric structures of finite type. In general terms, these structures are objects defined
on manifolds which can be characterized by a coframe (on a possibly different manifold).
Examples include G-structures of finite type and Cartan geometries.
For a given class of such structures whose moduli space (of germs) of elements is
finite dimensional, we are able to construct a Lie algebroid A→ X , called the classifying
Lie algebroid, which has the following properties:
1. To each point on the base X there corresponds a germ of a geometric structure
which belongs to the class.
2. Two such germs are isomorphic if and only if they correspond to the same point in
X .
3. The isotropy Lie algebra of A at a point x is the symmetry Lie algebra of the cor-
responding geometric structure.
4. If two germs of the geometric structure belong to the same connected manifold,
then they correspond to points on the same orbit of A in X .
Moreover, when the classifying Lie algebroid is integrable, its Lie groupoid can be used
to construct explicit models of the geometries in the class being described. These models
turn out to be universal in the sense that every other geometric structure in the class is
locally isomorphic to one of these models, and globally equivalent up to covering to an
open set of one of these models. We describe this throughly when the geometric structure
in consideration is a finite type G-structure.
One of the consequences of our construction is that the classifying Lie algebroid can
be used to obtain invariants of the corresponding geometric structures. We present two
examples of invariants that are induced by the cohomology of the Lie algebroid.
The method that we use to prove the statements above is to define the notion of a
Maurer-Cartan form on a Lie groupoid, as well as a Maurer-Cartan equation for Lie alge-
broid valued differential one forms. We then prove a universal property for the Maurer-
Cartan form of a Lie groupoid. We believe that these results are of independent interest.
To conclude this thesis, we give a description of several examples related to torsion-
free connections on G-structures. Our main class of examples are the special symplectic
connections for which we include a detailed discussion.
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1Introduc¸a˜o
Neste capı´tulo explicaremos os resultados principais contidos na tese. Depois, descre-
veremos o conteu´do de cada capı´tulo. Terminaremos esta introduc¸a˜o apresentando as
convenc¸o˜es que sera˜o utilizadas ao longo da tese.
1.1 Os Resultados Principais
Esta tese trata de simetrias, invariantes e espac¸os de moduli de estruturas geome´tricas de
tipo finito. Por uma estrutura geome´trica de tipo finito, nos referimos a qualquer objeto
em uma variedade suave que determina, e e´ determinado, por um correferencial em uma
variedade (possivelmente distinta da variedade onde se encontra o objeto). Recordamos
que um correferencial numa variedade n-dimensional M e´ um conjunto {θ1, . . . , θn} de
1-formas em M que sa˜o linearmente independentes em todos os pontos. Exemplos destas
estruturas geome´tricas incluem:
1. G-estruturas de tipo finito (Definic¸a˜o 3.3.5), que sa˜o determinadas pela forma tau-
tolo´gica do seu u´ltimo prolongamento na˜o trivial;
2. Geometrias de Cartan (Definic¸a˜o 6.2.4), que sa˜o determinadas por uma conexa˜o de
Cartan, interpretada como um correferencial num fibrado principal P →M ;
3. Conexo˜es lineares∇ no fibrado tangente TM de uma variedade, que podem ser to-
madas de forma a preservarem algum tensor (ou uma G-estrutura) em M . Estas co-
nexo˜es sa˜o caracterizadas por um correferencial no fibrado dos referenciais B(M)
deM (ou em umaG-estrutura BG(M) sobreM ) dado pela forma tautolo´gica e pela
forma de conexa˜o associada a∇.
2 CAPI´TULO 1. INTRODUC¸A˜O
O primeiro problema no qual estaremos interessados e´ o de determinar quando duas
destas estruturas geome´tricas sa˜o (localmente) isomorfas. Esta questa˜o e´ conhecida como
o problema de equivaleˆncia. Quando duas estruturas geome´tricas do mesmo tipo esta˜o
devidamente caracterizadas por correferenciais {θi} e {θ¯i} em variedades n-dimensionais
M e M¯ , o problema de equivaleˆncia (local) pode ser enunciado por:
Problema 1.1.1 (Problema de Equivaleˆncia) Existe um difeomorfismo (localmente de-
finido) φ : M → M¯ tal que
φ∗θ¯i = θi
para todo 1 ≤ i ≤ n?
A soluc¸a˜o deste problema e´ baseada no fato de que diferenciac¸a˜o exterior e pullbacks
comutam. Tomando a diferencial exterior, e usando o fato de que {θi} e´ um correferencial,
podemos escrever as equac¸o˜es estruturais
dθk =
∑
i<j
Ckij(x)θ
i ∧ θj (1.1.1)
onde as func¸o˜es Ckij ∈ C∞(M) sa˜o chamadas de func¸o˜es estruturais do correferencial.
Analogamente, podemos escrever
dθ¯k =
∑
i<j
C¯kij(x¯)θ¯
i ∧ θ¯j .
Claramente, segue de
φ∗dθ¯k = dφ∗θ¯k,
que uma condic¸a˜o necessa´ria para a equivaleˆncia dos correferenciais e´ que
C¯kij(φ(x)) = C
k
ij(x).
Logo, as func¸o˜es estruturais podem ser vistas como invariantes do correferencial.
Na direc¸a˜o oposta, podemos considerar o problema de determinar quando um con-
junto de func¸o˜es pode ser realizado como o conjunto de func¸o˜es estruturais de um cor-
referencial. Esta questa˜o foi proposta e resolvida por Cartan em [9] (veja tambe´m o
apeˆndice de [5]). Sua formulac¸a˜o precisa e´ dada por:
Problema 1.1.2 (Problema de Realizac¸a˜o de Cartan) Dados:
• um nu´mero inteiro n ∈ N,
• um subconjunto aberto X ⊂ Rd,
• um conjunto de func¸o˜es Ckij ∈ C∞(X), cujos ı´ndices percorrem 1 ≤ i, j, k ≤ n,
• e um conjunto de func¸o˜es F ai ∈ C∞(X) com 1 ≤ a ≤ d
existe
• uma variedade n-dimensional M ;
• um correferencial {θi} em M ;
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• e uma aplicac¸a˜o h : M → X
tais que
dθk =
∑
i<j
Ckij(h(m))θ
i ∧ θj (1.1.2)
dha =
∑
i
F ai (h(m))θ
i ? (1.1.3)
Estaremos interessados tambe´m em responder as seguintes questo˜es:
Problema de Classificac¸a˜o Local Quais sa˜o todos os germes de correferenciais que so-
lucionam um problema de realizac¸a˜o de Cartan?
Problema de Equivaleˆncia Local Quando que dois destes germes de correferenciais sa˜o
equivalentes?
Iremos solucionar completamente ambos os problemas acima.
Antes de continuarmos com a descric¸a˜o dos problemas tratados nesta tese, apresenta-
remos um exemplo simples, pore´m motivante:
Exemplo 1.1.3 Suponha que nosso interesse seja em resolver os problemas de equi-
valeˆncia e classificac¸a˜o locais para correferenciais cujas func¸o˜es estruturais sa˜o constan-
tes. Em termos do problema de realizac¸a˜o de Cartan, este contexto corresponde ao caso
em que d = 0, e portanto, X e´ um ponto (em particular, as func¸o˜es F ai sa˜o identicamente
nulas).
Condic¸o˜es necessa´rias para a existeˆncia de soluc¸o˜es do problema de realizac¸a˜o sa˜o
obtidas por
d2θk = 0 (k = 1, . . . n).
Elas implicam que −Ckij teˆm de ser as constantes de estrutura de uma a´lgebra de Lie g,
i.e., deve existir uma a´lgebra de Lie g com uma base {e1, ...en} tal que
[ei, ej] = −
∑
k
Ckijek.
Esta condic¸a˜o e´ tambe´m suficiente. De fato, se G e´ um grupo de Lie qualquer com
a´lgebra de Lie g, enta˜o as componentes de sua forma de Maurer-Cartan invariante a`
direita com valores em g, denotada por ωMC, com respeito a base {e1, . . . , en}, teˆm Ckij
como suas func¸o˜es estruturais.
Agora, seja (M, θi, h) outra soluc¸a˜o qualquer do problema de realizac¸a˜o. Se definir-
mos uma 1-forma em M com valores em g por
θ =
∑
i
θiei,
enta˜o as equac¸o˜es estruturais (1.1.1) para o correferencial {θi} implicam que θ satisfaz
a equac¸a˜o de Maurer-Cartan
dθ +
1
2
[θ, θ] = 0.
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Logo, pela propriedade universal das formas de Maurer-Cartan em grupos de Lie, segue
que existe um difeomorfismo localmente definido
ψ : M → G,
que toma valores numa vizinhanc¸a da identidade, tal que
θ = ψ∗ωMC.
Assim, pelo menos localmente, existe uma u´nica soluc¸a˜o do problema de realizac¸a˜o, a
menos de equivaleˆncia.
No caso geral, quando as func¸o˜es estruturais na˜o sa˜o constantes, elas na˜o podem de-
terminar uma a´lgebra de Lie. No entanto, iremos mostrar que existem soluc¸o˜es de um
problema de Cartan se e somente se os dados iniciais do problema determinam um al-
gebro´ide de Lie, que sera´ chamdo de algebro´ide de Lie classificante do problema de
realizac¸a˜o.
Um algebro´ide de Lie e´ um fibrado vetorial A→ X que generaliza ao mesmo tempo
as a´lgebras de Lie e os fibrados tangentes de variedades. Sua contrapartida global e´ um
grupo´ide de Lie, que e´ uma variedade G equipada com duas submerso˜es sobrejetivas s
e t, de G em X , ale´m de uma multiplicac¸a˜o suave parcialmente definida, para a qual
existem elementos neutros e tal que cada elemento de G tem uma inversa (veja o Capı´tulo
2 para definic¸o˜es precisas). Dois aspectos importantes de um algebro´ide de Lie sa˜o que (i)
ele determina uma distribuic¸a˜o (possivelmente singular) em X , cujas variedades integrais
maximais sa˜o chamadas de folhas ou o´rbitas de A, e (ii) sobre cada ponto x de X existe
uma a´lgebra de Lie chamada de a´lgebra de Lie de isotropia em x.
Inspirados pelo exemplo apresentado acima, propomos a seguinte soluc¸a˜o do pro-
blema de realizac¸a˜o de Cartan. Uma condic¸a˜o necessa´ria para a existeˆncia de uma realizac¸a˜o
e´ a existeˆncia de um algebro´ide de Lie classificante. Suponha, por simplicidade, que este
algebro´ide de Lie vem de um grupo´ide de Lie G (veja a Sec¸a˜o 2.3). Para provarmos que
esta condic¸a˜o necessa´ria e´ tambe´m suficiente, introduziremos as formas de Maurer-Cartan
em grupo´ides de Lie. Enta˜o, mostraremos que a forma de Maurer-Cartan ωMC induz um
correferencial em cada s-fibra de G, que soluciona o problema de realizac¸a˜o. Ale´m do
mais, deduziremos uma propriedade universal da forma de Maurer-Cartan que implicara´
que toda soluc¸a˜o do problema de Cartan e´ localmente equivalente a` uma das s-fibras. Isto
resolve os problemas propostos ate´ aqui nesta introduc¸a˜o.
Uma das maiores vantagens de utilizar esta abordagem, atrave´s de algebro´ides de
Lie, ao inve´s dos me´todos originais do Cartan, e´ que enquanto os resultados do Cartan
so´ tratam da existeˆncia de soluc¸o˜es, o algebro´ide de Lie classificante (ou melhor, seu
grupo´ide de Lie local) fornece uma receita para a construc¸a˜o de soluc¸o˜es explı´citas do
problema. Esta soluc¸o˜es sa˜o as s-fibras do grupo´ide equipadas com a restric¸a˜o da forma
de Maurer-Cartan.
O algebro´ide de Lie classificante de um problema de Cartan satisfaz algumas propri-
edades muito interessantes. Para citar somente algumas:
1. Cada ponto de X corresponde a um germe de um correferencial que e´ uma soluc¸a˜o
do problema de realizac¸a˜o;
2. Dois destes germes de correferenciais sa˜o equivalentes se e somente se eles corres-
pondem ao mesmo ponto de X;
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3. A a´lgebra de Lie de isotropia em um ponto x de X e´ isomorfa a` a´lgebra de Lie
de simetrias do germe de correferencial correspondente, i.e., a` a´lgebra de Lie dos
germes de campos de vetores que preservam o germe de correferencial.
Por enquanto, somente discutimos aspectos locais da teoria. Estaremos interessados
tambe´m em resultados globais. O primeiro destes problemas que iremos solucionar e´ o
problema de globalizac¸a˜o:
Problema 1.1.4 (Problema de Globalizac¸a˜o) Suponha que sejam dados um problema
de Cartan com dados iniciais (n,X,Ckij, F
a
i ) e dois germes de correferenciais, θ0 e θ1, que
solucionam o problema. Existe uma soluc¸a˜o global (M, θ, h) do problema de realizac¸a˜o,
com M conexa, para a qual θ0 e´ o germe de θ em um ponto p0 ∈ M e θ1 e´ o germe de θ
em um ponto p1 ∈M?
Novamente, a soluc¸a˜o deste problema reside na compreensa˜o do algebro´ide de Lie
classificante. Iremos mostrar que se dois germes de correferenciais pertencem a` mesma
realizac¸a˜o conexa global, enta˜o eles correspondem a pontos na mesma o´rbita de A. Ale´m
do mais, se o algebro´ide de Lie vem de um grupo´ide de Lie, enta˜o a recı´proca tambe´m
vale, i.e., se dois germes de correferenciais correspondem a pontos na mesma o´rbita de
A, enta˜o eles pertencem a` mesma realizac¸a˜o conexa. Segue que o algebro´ide de Lie
classificante tambe´m fornece informac¸o˜es sobre o espac¸o de moduli das soluc¸o˜es globais
do problema de Cartan.
Outro problema global que sera´ tratado nesta tese e´ o problema de equivaleˆncia glo-
bal. Em geral, o algebro´ide de Lie classificante na˜o distingue entre uma realizac¸a˜o e seu
recobrimento universal. Se (M, θ, h) e´ uma realizac¸a˜o e pi : M˜ → M e´ uma aplicac¸a˜o
de recobrimento, enta˜o (M˜, pi∗θ, pi∗h) tambe´m e´ uma realizac¸a˜o chamada de realizac¸a˜o
induzida. A`s vezes, iremos nos referir a` esta realizac¸a˜o como um recobrimento de
realizac¸o˜es de (M, θ, h).
Portanto, fica natural considerar a seguinte relac¸a˜o de equivaleˆncia no conjunto das
realizac¸o˜es de um problema de Cartan. Duas realizac¸o˜es (M1, θ1, h1) e (M2, θ2, h2) sera˜o
ditas globalmente equivalentes, a menos de recobrimento se elas tiverem um recobri-
mento de realizac¸o˜es em comum (M, θ, h), i.e.,
(M, θ, h)
pi1
wwppp
ppp
ppp
pp pi2
''OO
OOO
OOO
OOO
(M1, θ1, h1) (M2, θ2, h2).
Isto nos leva ao:
Problema 1.1.5 (Problema de Classificac¸a˜o Global) Quais sa˜o todas as soluc¸o˜es de um
problema de realizac¸a˜o de Cartan a menos de equivaleˆncia global, a menos de recobri-
mento?
Assim como no problema de globalizac¸a˜o, para resolver este problema precisaremos
de uma hipo´tese de integrabilidade: que o algebro´ide de Lie classificante (ou mais preci-
samente, a sua restric¸a˜o a cada o´rbita) venha de um grupo´ide de Lie. Neste caso, mostra-
remos que qualquer soluc¸a˜o do problema de Cartan e´ globalmente equivalente, a menos
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de recobrimento, a um subconjunto aberto de uma s-fibra do grupo´ide de Lie. Este resul-
tado e´ uma generalizac¸a˜o dos dois teoremas sobre equivaleˆncia global apresentados em
[27] (veja o Corola´rio 4.10.3).
O algebro´ide de Lie classificante tambe´m pode ser usado para produzir invariantes
de estruturas geome´tricas de tipo finito, bem como para recuperar resultados cla´ssicos
sobre seus grupos de simetrias. De fato, se assumirmos uma hipo´tese de regularidade,
qualquer correferencial θ numa variedade M determina um problema de realizac¸a˜o de
Cartan (n,X,Ckij, Fi) e uma aplicac¸a˜o h : M → X que torna (M, θ, h) numa soluc¸a˜o
do problema. Neste caso, no entanto, precisamos permitir que X seja uma variedade,
ao inve´s de simplesmente um subconjunto aberto de Rd. Mas, isto na˜o impo˜e nenhuma
dificuldade extra ao problema, e ainda assim obtemos um algebro´ide de Lie classificante
A sobre X , que sera´ sempre transitivo. Com isto, um correferencial θ podera´ ser visto
como um morfismo de algebro´ides de Lie θ : TM → A que cobre a aplicac¸a˜o h.
Por um lado, utilizaremos o algebro´ide de Lie classificante para fornecer demonstrac¸o˜es
simples de resultados cla´ssicos sobre a dimensa˜o do grupo de Lie de simetrias de uma es-
trutura geome´trica. Todos estes resultados sera˜o corola´rios imediatos do fato de que a
a´lgebra de Lie do grupo de simetrias e´ isomorfa a` a´lgebra de Lie de isotropia num ponto
do algebro´ide de Lie classificante. Para exemplificar, demonstraremos treˆs teoremas que
esta˜o presentes em [21].
Por outro lado, iremos argumentar que um correferencial, visto como um morfismo
de algebro´ides de Lie, deve relacionar os invariantes do algebro´ide de Lie classificante
com os invariantes do correferencial. Para ilustrar este ponto de vista, explicaremos dois
exemplos de invariantes cohomolo´gicos: a cohomologia ba´sica de um correferencial e a
classe modular de um correferencial.
Podemos resumir esta introduc¸a˜o aos problemas tratados nesta tese dizendo que exis-
tem essecialmente duas formas em que utilizaremos a existeˆncia de um algebro´ide de
classificante para um problema de Cartan.
• Para uma classe de estruturas geome´tricas de tipo finito, para a qual o espac¸o de mo-
duli (dos germes) tem dimensa˜o finita, podemos montar um problema de realizac¸a˜o
de Cartan cujo algebro´ide de Lie classificante fornece informac¸o˜es sobre os pro-
blemas de equivaleˆncia e classificac¸a˜o locais, bem como sobre os problemas de
globalizac¸a˜o e classificac¸a˜o global.
• Para uma u´nica estrutura geome´trica de tipo finito fixada, podemos montar um pro-
blema de realizac¸a˜o de Cartan cujo algebro´ide de Lie classificante descreve as sime-
trias da geometria, bem como fornece uma receita para a construc¸a˜o de invariantes
da estrutura.
Para concluir esta tese, apresentaremos uma se´rie de exemplos que ilustram os resul-
tados que foram obtidos.
1.2 O Conteu´do dos Capı´tulos
Indicaremos agora, de forma sucinta, o conteu´do de cada capı´tulo.
Capı´tulo 2 No Capı´tulo 2, introduzimos os conceitos de algebro´ides de Lie e grupo´ides
de Lie. Como estes objetos cumprem um papel fundamental ao longo de toda a tese,
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decidimos por enunciar todos os resultados que sera˜o utilizados. Para comec¸ar, de-
finimos um algebro´ide de Lie e apresentamos diversos exemplos. Ao inve´s de forne-
cermos uma lista exaustiva, nos concentraremos nos exemplos que sera˜o relevantes
para esta tese. Depois, apresentamos uma discussa˜o detalhada sobre morfismos de
algebro´ides de Lie, de duas maneiras equivalentes, ambas as quais sera˜o u´teis. A
segunda sec¸a˜o conte´m a definic¸a˜o de um grupo´ide de Lie e algumas de suas propri-
edades mais ba´sicas. A Sec¸a˜o 2.3 trata da teoria de Lie para algebro´ides de Lie e
grupo´ides de Lie. Comec¸amos explicando como se constro´i um algebro´ide de Lie
a partir de um grupo´ide de Lie. No entanto, nem todo algebro´ide de Lie aparece
desta forma, e as obstruc¸o˜es para que isto acontec¸a, que foram obtidas em [12], sa˜o
descritas no final da sec¸a˜o. Ao longo do caminho, enunciamos uma versa˜o para al-
gebro´ides de Lie dos dois primeiros teroemas de Lie. O capı´tulo termina com uma
se´rie de exemplos de grupo´ides de Lie que sera˜o utilizados no restante da tese.
Capı´tulo 3 O terceiro capı´tulo e´ sobre G-estruturas, que sa˜o a principal fonte de exem-
plos de estruturas geome´tricas consideradas nesta tese. O capı´tulo comec¸a com a
definic¸a˜o e alguns exemplos de G-estruturas. Depois, descrevemos o seu problema
de equivaleˆncia e obtemos condic¸o˜es necessa´rias para a sua soluc¸a˜o. Para encon-
trarmos condic¸o˜es necessa´rias ainda mais refinadas, introduzimos, na Sec¸a˜o 3.3, o
me´todo do prolongamento. Isto nos leva ao conceito de G-estruturas de tipo finito,
para o qual nossos resultados podem ser aplicados. O capı´tulo termina com uma
descric¸a˜o das func¸o˜es estruturais e das equac¸o˜es estruturais para G-estruturas de
tipo finito. O primeiro caso que desecrevemos e´ o de G-estruturas de tipo 1, para so´
depois tratarmos das G-estruturas gerais, de tipo k. Estes resultados sera˜o cruciais
para podermos enunciar e resolver problemas de classificac¸a˜o para estas estruturas
geome´tricas.
Capı´tulo 4 Enquanto que os capı´tulos anteriores conteˆm majoritariamente resultados
para refereˆncia, este capı´tulo e´ o nu´cleo da tese. Comec¸amos por descrever o pro-
blema de equivaleˆncia de correferenciais. Para tal, seguimos de perto as apresentac¸o˜es
contidas em [27] e [33]. A ana´lise das condic¸o˜es necessa´rias para resolver este pro-
blema nos levam a considerar o problema de realizac¸a˜o de Cartan. Mostramos que
se uma soluc¸a˜o do problema de realizac¸a˜o existir, enta˜o os dados iniciais do pro-
blema determinam um algebro´ide de Lie, o qual chamamos de algebro´ide de Lie
classificante. Para solucionar o problema de Cartan, introduzimos as formas de
Maurer-Cartan em grupo´ides de Lie e demonstramos a sua propriedade universal
local. Quando adicionamos uma hipo´tese topolo´gica, obtemos tambe´m uma pro-
priedade universal global para estas formas. Estes resultados sa˜o enta˜o aplicados
para solucionar o problema de classificac¸a˜o local, bem como para descrever as si-
metrias de uma realizac¸a˜o. O capı´tulo termina com a discussa˜o de aspectos globais.
Resolvemos os problemas de globalizac¸a˜o e de equivaleˆncia global.
Capı´tulo 5 No Capı´tulo 5, especializamos ao caso em que o correferencial vem de uma
G-estrutura de tipo finito. Como as equac¸o˜es estruturais e as func¸o˜es estruturais
para estes correferenciais teˆm a forma particular descrita no fim Ca´pitulo 3, segue
que o algebro´ide de Lie classificante tambe´m tera´ propriedades especiais. De fato,
ele vem equipado com uma ac¸a˜o infinitesimal de g, a a´lgebra de Lie de G, por
automorfismos internos de algebro´ides de Lie. Comec¸amos com a descric¸a˜o do
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caso de G-estruturas de tipo 1, que depois e´ usado, no fim do capı´tulo, para resolver
o problema de realizac¸a˜o para G-estruturas de tipo finito gerais. Antes de fazer isto
descrevemos o que acontece no melhor cena´rio possı´vel, i.e., quando o algebro´ide
classificante A e´ integrado por um grupo´ide de Lie G, e a ac¸a˜o infinitesimal de g em
A e´ integrada por uma ac¸a˜o livre e pro´pria de G em G. Este e´ o conteu´do da Sec¸a˜o
5.3.
Capı´tulo 6 Neste capı´tulo apresentamos diversas aplicac¸o˜es da existeˆncia de um algebro´ide
de Lie classificante associado a um problema de realizac¸a˜o. Ele comec¸a com uma
pequena generalizac¸a˜o do problema de Cartan apresentado anteriormente para o
caso em que X e´ uma variedade ao inve´s de um subconjunto aberto de Rd. Esta
generalizac¸a˜o sera´ u´til tanto em exemplos concretos, quanto na demonstrac¸a˜o de
resultados cla´ssicos sobre o grupo das simetrias de uma estrutura geome´trica. De
fato, utilizamos isto para recuperar treˆs teoremas do livro [21]. O capı´tulo termina
com uma discussa˜o sobre como obter invariantes de estruturas geome´tricas atrave´s
de invariantes do algebro´ide de Lie classificante.
Capı´tulo 7 O capı´tulo final da tese e´ dedicado aos diversos exemplos que servem como
ilustrac¸o˜es dos resultados obtidos anteriormente. Comec¸amos por deduzir as equac¸o˜es
estruturais e as func¸o˜es estruturais de uma conexa˜o sem torc¸a˜o arbitra´ria numa G-
estrutura. Acontece, no entanto, que o espac¸o de moduli de tais conexo˜es numa G
estrutura fixada pode ter dimensa˜o infinita, e portanto, na˜o pode ser tratado pelos
nossos me´todos. Por outro lado, existem muitas classes de conexo˜es sem torc¸a˜o que
podem ser tratadas utilizando o algebro´ide de Lie classificante. O primeiro exemplo
que apresentamos e´ o de conexo˜es sem torc¸a˜o de curvatura constante. Em particu-
lar, exibimos o algebro´ide de Lie classificante para conexo˜es sem torc¸a˜o planas em
uma G-estrutura arbitra´ria, bem como para me´tricas de curvatura Gaussiana cons-
tante em R2. Depois, olhamos para o espac¸o das conexo˜es localmente sime´tricas.
A existeˆncia de uma algebro´ide de Lie classificante para estas conexo˜es pode ser
usada para mostrar que toda a´lgebra de Berger sime´trica e´ a a´lgebra de Lie de ho-
lonomia de alguma conexa˜o sem torc¸a˜o. Isto sera´ discutido na Sec¸a˜o 7.4. A nossa
principal classe de exemplos, no entanto, sa˜o as variedades simple´ticas especiais.
Apresentamos uma descric¸a˜o detalhada do algebro´ide de Lie classificante para estas
variedades, e utilizamos isto para demonstrar resultados sobre suas simetrias e seu
espac¸o de moduli. Tambe´m mostramos como encontrar exemplos destas varieda-
des. Observamos que apesar da maioria destes resultados na˜o serem novos, a nossa
abordagem difere da abordagem original. Nosso ponto de partida e´ a construc¸a˜o do
algebro´ide de Lie classificante, de onde todas as outras propriedades sa˜o deduzidas.
Assim, os resultados se tornam mais naturais e menos misteriosos.
1.3 Convenc¸o˜es
Esta tese esta´ inserida na categoria C∞. Portanto, a menos que seja mencionado explicita-
mente, todas as variedades sa˜o suaves, segundo conta´veis e Hausdorff, e todas as func¸o˜es
sa˜o tambe´m suaves. A u´nica excec¸a˜o e´ o espac¸o total G de um grupo´ide de Lie, para o
qual exemplos importantes nos forc¸am a permitir que seja uma variedade na˜o-Hausdorff.
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Por outro lado, as s-fibras e as t-fibras de um grupo´ide de Lie, bem como a sua base X ,
sa˜o sempre espac¸os Hausdorff.
2Algebro´ides de Lie e Grupo´ides de Lie
Este capı´tulo e´ dedicado ao estudo de algebro´ides de Lie e grupo´ides de Lie. Como estes
va˜o cumprir um papel fundamental na tese, decidimos enunciar todos os resultados que
iremos utilizar. Para mais detalhes e demonstrac¸o˜es, sugerimos que o leitor consulte [8],
[26], [23], [24] ou [15].
2.1 Algebro´ides de Lie
Esta sec¸a˜o e´ sobre algebro´ides de Lie. Um algebro´ide de Lie deve ser pensado como
um bom substituto para o fibrado tangente de uma variedade, sempre que uma estrutura
geome´trica (possivelmente singular) se encontra nesta.
2.1.1 Definic¸o˜es e Primeiros Exemplos
Definic¸a˜o 2.1.1 Um algebro´ide de Lie sobre uma variedade diferencia´velX e´ um fibrado
vetorial (real) A → X dotado de um colchete de Lie [·, ·] no espac¸o das sec¸o˜es Γ(A) e
uma aplicac¸a˜o de fibrados # : A→ TX chamada de aˆncora de A que satisfazem:
[α, fβ] = f [α, β] + (#(α)f)β para todo α, β ∈ Γ(A) e f ∈ C∞(X).
A condic¸a˜o acima e´ conhecida como a identidade de Leibniz. Ela implica que a
aˆncora, quando vista como uma aplicac¸a˜o de Γ(A) em X(X) e´ um homomorfismo de
a´lgebras de Lie, i.e.,
#([α, β]A) = [#(α),#(β)]X(X) para todo α, β ∈ Γ(A).
Segue desta identidade tambe´m que o nu´cleo de #, sobre cada ponto x ∈ X , e´ uma
a´lgebra de Lie com estrutura induzida pelo colchete de A. Chamamos esta a´lgebra de
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a´lgebra de Lie de isotropia de x. Outra propriedade importante dos algebro´ides de Lie e´
que a imagem da aˆncora e´ uma distribuic¸a˜o integra´vel, no sentido de Sussman [34]. Em
geral, esta distribuic¸a˜o pode ser singular, i.e., seu posto na˜o e´ necessariamente constante
sobre X . Suas subvariedades integrais maximais sera˜o chamadas de o´rbitas ou folhas de
A.
Em qualquer algebro´ide de Lie A → X , podemos definir uma diferencial dA :
Γ(∧•A∗)→ Γ(∧•+1A∗) atrave´s de
dAη(α0, . . . αk) =
k∑
i=1
(−1)i#(αi) · η(α0, . . . , αˆi, . . . , αk)+
+
∑
0≤i<j≤k
(−1)i+jη([αi, αj], α0, . . . , αˆi, . . . , αˆj, . . . , αk)
com a qual (Γ(∧•A∗), dA) se torna um complexo. De fato, existe uma correspondeˆncia
bijetora entre estruturas de algebro´ides de Lie num fibrado vetorial E → X e derivac¸o˜es
de grau um da a´lgebra Γ(∧2E∗). A cohomologiaH•(A) do complexo (Γ(∧•A∗), dA) sera´
chamada de cohomologia de algebro´ide de A.
Podemos descrever a estrutura de um algebro´ide de Lie em termos de coordenadas
locais. Para tal, sejam (x1, ..., xd) coordenadas em um aberto U ⊂ X e α1, ..., αr uma
base de sec¸o˜es locais de A sobre U . Definimos as func¸o˜es de estrutura Ckij, F
a
i ∈ C∞(U)
de A relativas a estas coordenadas por
[αi, αj] =
∑
k
Ckij (x)αk (2.1.1)
#αi =
∑
a
F ai (x)
∂
∂xa
. (2.1.2)
Assim, as condic¸o˜es que definem um algebro´ide de Lie se tradauzem nas seguintes equac¸o˜es
diferenciais parciais:
d∑
b=1
(
F bi
∂F aj
∂xb
− F bj
∂F ai
∂xb
)
=
r∑
l=1
C lijF
a
l (2.1.3)
para todo 1 ≤ i, j ≤ r, 1 ≤ a ≤ d e
d∑
b=1
(
F bj
∂Cikl
∂xb
+ F bk
∂Cilj
∂xb
+ F bl
∂Cijk
∂xb
)
=
r∑
m=1
(
CimjC
m
kl + C
i
mkC
m
lj + C
i
mlC
m
jk
)
(2.1.4)
para todo 1 ≤ i, j, k, l ≤ r.
Apresentamos agora alguns exemplos de algebro´ides de Lie. Nosso objetivo na˜o e´
apresentar uma lista extensa de exemplos, mas sim descrever aqueles que sera˜o usados ao
longo desta tese.
Exemplo 2.1.2 (Fibrados Tangentes) O exemplo mais simples de um algebro´ide de Lie
e´ o fibrado tangente TX de uma variedade X . Seu colchete e´ dado pelo colchete de Lie
de campos de vetores e sua aˆncora e´ dada pela aplicac¸a˜o identidade.
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Exemplo 2.1.3 (A´lgebras de Lie) Outro exemplo extremo de um algebro´ide de Lie ocorre
quando X e´ um ponto. Neste caso, A e´ simplesmente um espac¸o vetorial equipado com
um colchete de Lie, i.e., uma a´lgebra de Lie.
Exemplo 2.1.4 (Folheac¸o˜es) Seja F uma folheac¸a˜o (regular) emX , de modo que TF ⊂
TX e´ uma distribuic¸a˜o involutiva de posto constante. Enta˜o TF e´ um algebro´ide de Lie
sobre X cujo colchete e´ o colchete de Lie de campos de vetores em X , e cuja aˆncora e´ a
inclusa˜o i : TF → TX . Note que as o´rbitas deste algebro´ide de Lie sa˜o precisamente as
folhas de F .
Exemplo 2.1.5 (Algebro´ide de Atiyah) Seja
P
pi

G
||
X
um fibrado principal com grupo estrutural G. Obtemos um algebro´ide de Lie, conhecido
como o algebro´ide de Atiyah do fibrado principal da seguinte forma: como fibrado ve-
torial, A → X e´ o quociente TP/G do fibrado tangente a P pela ac¸a˜o de G. Podemos
identificar as sec¸o˜es de A com campos de vetores invariantes em P . Como o colchete
de Lie de campos invariantes e´ de novo invariante obtemos um colchete bem definido em
Γ(A). A aˆncora de A e´ a aplicac¸a˜o [pi∗] : A→ TX induzida por pi∗.
Note que este algebro´ide de Lie e´ transitivo (i.e., a o´rbita de qualquer ponto x e´ toda
a base X de A), e que suas a´lgebras de Lie de isotropia sa˜o isomorfas a g, a a´lgebra de
Lie de G.
Exemplo 2.1.6 (Ac¸o˜es Infinitesimais) Seja
ψ : g→ X(X)
uma ac¸a˜o infinitesimal de uma a´lgebra de Lie g em X . Obtemos um algebro´ide de Lie,
chamado de algebro´ide de transformac¸o˜es associado a` ac¸a˜o, da seguinte forma. Defi-
nimos A como sendo o fibrado vetorial trivial X × g, com aˆncora #(x, α) = ψ(α)|x e
colchete
[α, β](x) = [α(x), β(x)]g + (ψ(α) · β)(x)− (ψ(β) · α)(x),
onde estamos identificando as sec¸o˜es de A com as aplicac¸o˜es suaves X → g.
Neste caso, as folhas de A coincidem com as o´rbitas da ac¸a˜o de g, e suas a´lgebras de
Lie de isotropia sa˜o as suba´lgebras de isotropia da ac¸a˜o.
Exemplo 2.1.7 (Variedades de Poisson) Uma estrutura de Poisson numa variedade X
e´ um colchete de Lie { , } no espac¸o das func¸o˜es suaves em X , C∞(X), que satisfaz a
identidade de Leibniz
{f, gh} = g {f, h}+ {f, g}h para todo f, g, h ∈ C∞(X).
De forma equivalente, podemos definir uma estrutura de Poisson como sendo um campo
de bivetores Π ∈ Γ(∧2TX) tal que [Π,Π] = 0, onde [ , ] denota o colchete de Schouten
em campos de multi-vetores. A correspondeˆncia entre as duas definic¸o˜es e´ dada por
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Π(df, dg) = {f, g}. Uma variedade de Poisson e´ uma variedade X dotada de uma
estrutura de Poisson Π.
Dada uma variedade de Poisson (X,Π), podemos construir um algebro´ide de Lie
da seguinte maneira: como fibrado vetorial, A e´ o fibrado cotangente de X , T ∗X . A
estrutura de Poisson determina uma aplicac¸a˜o
Π] : T ∗X → TX, Π](α)(β) = Π(α, β) para todo α, β ∈ T ∗X,
que e´ definida como a aˆncora de A. O colchete de Lie em Γ(A) = Ω1(X) e´ dado por
[α, β] = LΠ](α)β − LΠ](β)α− d(Π(α, β)).
Este e´ o u´nico colchete em Ω1(X) tal que [df, dg] = d {f, g}. Chamamos este algebro´ide
de Lie por algebro´ide de Lie cotangente da variedade de Poisson.
E´ importante ressaltar que a restric¸a˜o do bivetor de Poisson Π a cada folha de A e´
na˜o-degenerado, e portanto induz uma forma simple´tica em cada folha. Explicitamente,
se L e´ uma folha de A, temos
ωL(ξ1, ξ2) = ((Π|L])−1(ξ1))(ξ2) para todo ξ1, ξ2 ∈ X(L).
Por esta raza˜o, a folheac¸a˜o em X induzida por uma estrutura de Poisson e´ chamada de
folheac¸a˜o simple´tica.
Apresentamos agora dois exemplos de variedades de Poisson que utilizaremos nesta
tese.
Exemplo 2.1.8 (Variedades de Lie-Poisson) Seja g uma a´lgebra de Lie. Podemos defi-
nir uma estrutura de Poisson natural em g∗, conhecida como a estrutura de Poisson de
Kostant-Kirilov-Souriau. Seu colchete de Poisson e´ dado por
{f, g} (ρ) = ρ([dρf, dρg]) para todo f, g ∈ C∞(g∗),
onde identificamos T ∗ρ g
∗ com g. A variedade de Poisson (g∗, { , }) e´ chamada de varie-
dade de Lie-Poisson. Seu algebro´ide de Lie cotangente A = T ∗g∗ pode ser identificado
com o algebro´ide de transformac¸o˜es induzido pela ac¸a˜o co-adjunta de g em g∗.
Exemplo 2.1.9 (Subvariedades Cosimple´ticas) Seja (X,Π) uma variedade de Poisson.
Uma subvariedade Y sera´ chamada de subvariedade cosimple´tica se sua intercessa˜o
com cada folha L de A = T ∗X e´ transversal, e se a restric¸a˜o da forma simple´tica ωL a
TyY ∩ TyLy e´ na˜o degenerada para todo y ∈ Y . Equivalentemente, podemos expressar
esta condic¸a˜o como
TX|Y = TY ⊕ (TY )⊥Π ,
onde TY ⊥Π ⊂ TX denota a imagem por Π] do anulador de TY em T ∗X .
Toda subvariedade cosimple´tica Y de (X,Π) carrega um bivetor de Poisson natural,
chamado de estrutura de Poisson coinduzida, definida por
ΠY (ξ1, ξ2) = Π(ι
−1(ξ1), ι−1(ξ2)),
onde ι denota a restric¸a˜o da projec¸a˜o natual T ∗X → T ∗Y a` W .
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2.1.2 Morfismos de Algebro´ides de Lie
Sejam A → X e B → Y algebro´ides de Lie. Podemos definir um morfismo de al-
gebro´ides de Lie de A para B de duas formas equivalentes. A primeira forma apareceu
em [20] a qual referimos para uma exposic¸a˜o detalhada sobre morfismos de algebro´ides
de Lie.
Definic¸a˜o 2.1.10 Um morfismo de algebro´ides de Lie e´ uma aplicac¸a˜o de fibrados
A

F // B

X
f
// Y
que e´ compatı´vel com as aˆncoras e os colchetes.
Explicaremos agora o significado de compatibilidade. Uma aplicac¸a˜o de fibrados
(F, f) de A para B e´ dita compatı´vel com as aˆncoras se
A
#

F // B
#

TX
f∗
// TY.
A dificuldade em definir compatibilidade com os colchetes e´ que uma aplicac¸a˜o de
fibrados (F, f) na˜o induz, em geral, uma aplicac¸a˜o entre as sec¸o˜es de A e as sec¸o˜es de B.
Para contornar este problema temos que trabalhar no pullback f ∗B do fibrado B. Note
que cada α ∈ Γ(A) induz uma sec¸a˜o F (α) ∈ Γ(f ∗B) ao mesmo tempo em que cada
sec¸a˜o β ∈ Γ(B) tambe´m induz uma sec¸a˜o f ∗β ∈ Γ(f ∗B). Com isto, se α e α˜ pertencem
a` Γ(A), suas imagens em Γ(f ∗B) podem ser escritas (de forma na˜o u´nica) como
F (α) =
∑
i
ui(f
∗βi)
F (α˜) =
∑
j
u˜j(f
∗β˜j)
onde ui, u˜j ∈ C∞(X) e βi, β˜j ∈ Γ(B).
Dizemos que (F, f) e´ compatı´vel com os colchetes se
F ([α, α˜]A) =
∑
i,j
uiu˜j(f
∗[βi, β˜j]B)+
+
∑
j
(#α)(u˜j)f
∗β˜j −
∑
i
(#α˜)(ui)f
∗βi (2.1.5)
para todo α, α˜ ∈ Γ(A). Observamos que esta definic¸a˜o na˜o depende das escolhas de
decomposic¸o˜es de F (α) e F (α˜).
Podemos expressar a condic¸a˜o de compatibilidade com os colchetes (2.1.5) de uma
forma mais invariante, que servira´ de inspirac¸a˜o para alguns dos resultados principais
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desta tese. Seja ∇ uma conexa˜o arbitra´ria no fibrado vetorial B → Y , e denote por ∇¯ a
conexa˜o induzida em f ∗B,
∇¯ξ
(∑
i
ui(f
∗βi)
)
=
∑
i
uif
∗(∇f∗ξβi) +
∑
ξ(ui)f
∗βi. (2.1.6)
Definimos a torc¸a˜o da conexa˜o pullback ∇¯ por
T∇¯
(∑
uif
∗βi,
∑
u˜jf
∗β˜j
)
=
∑
i,j
uiu˜jf
∗T∇(βi, β˜j) (2.1.7)
onde a torc¸a˜o de uma conexa˜o num algebro´ide de Lie e´ dada por
T∇(βi, β˜j) = ∇#βi β˜j −∇#β˜jβi − [βi, β˜j]. (2.1.8)
Finalmente, para uma aplicac¸a˜o de fibrados (F, f) : A → B definimos o tensor RF ∈
Γ(∧2A∗ ⊗ f ∗B) por
RF (α, α˜) = ∇¯#αF (α˜)− ∇¯α˜F (α)− F ([α, α˜])− T∇¯(F (α), F (α˜)). (2.1.9)
E´ fa´cil verificar que se (F, f) e´ compatı´vel com as aˆncoras, enta˜o RF na˜o depende da
escolha de ∇. Ale´m disso, segue que (F, f) e´ um morfismo de algebro´ides de Lie se e
somente se RF ≡ 0.
A segunda maneira equivalente de definir morfismos de algebro´ides se deve ao Vain-
trob [35]. Ela e´ natural quando se pensa num algebro´ide de Lie como um certo tipo de
super-variedade.
Uma aplicac¸a˜o de fibrados
A

F // B

X
f
// Y
induz uma aplicac¸a˜o pullback F ∗ : Γ(B∗)→ Γ(A∗) definida por
〈(F ∗φ)x, αx〉 = 〈(φ ◦ f)(x), F (αx)〉
para todo φ ∈ Γ(B∗), x ∈ X e α ∈ Γ(A). Podemos estender esta aplicac¸a˜o a`
F ∗ : Γ(∧•B∗)→ Γ(∧•A∗)
onde tomamos em grau zero F ∗(h) = h ◦ f para h ∈ C∞(X).
Proposic¸a˜o 2.1.11 (Vaı˘ntrob [35]) Uma aplicac¸a˜o de fibrados (F, f) de A para B e´ um
morfismo de algebro´ides de Lie se e somente se a aplicac¸a˜o
F ∗ : (Γ(∧•B∗), dB)→ (Γ(∧•A∗), dA)
e´ um morfismo de complexos de cadeia.
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2.2 Grupo´ides de Lie
O objeto global associado a um algebro´ide e Lie e´ um grupo´ide de Lie. De forma concisa,
podemos definir um grupo´ide como sendo uma categoria pequena na qual todo morfismo
e´ invertı´vel. Podemos abrir esta definic¸a˜o em:
Definic¸a˜o 2.2.1 Um grupo´ide de Lie (denotado por G ⇒ X) sobre uma variedade X
e´ formado por duas variedades: X, chamada de base do grupo´ide e G (em geral na˜o-
Hausdorff), chamada de espac¸o total do grupo´ide, ale´m das seguintes func¸o˜es suaves:
1. duas submerso˜es sobrejetivas s, t : G → X chamadas de fonte e alvo, respectiva-
mente. Cada ponto g de G deve ser visto como uma seta ligando s(g) a` t(g)
•
t(g)
•
s(g)
g
yy
2. uma multiplicac¸a˜o suave m definida em G(2) = {(g, h) ∈ G × G : s(g) = t(h)}
que denotaremos por m(g, h) = gh e que satisfaz s(gh) = s(h) e t(gh) = t(g). A
multiplicac¸a˜o e´ associativa, i.e., se (gh)k esta´ definido, enta˜o g(hk) tambe´m esta´
definido e g(hk) = (gh)k.
•
t(g)
•
s(g) = t(h)
g
xx •
s(h)
h
vv
gh
zz
3. um mergulho 1 : X → G chamado de sec¸a˜o da identidade que satisfaz 1xg = g
para todo g em t−1(x) e g1x = g para todo g em s−1(x) (em particular, temos que
s ◦ 1 = IdM = t ◦ 1)
•
x
1x

e
4. um difeomorfismo i : G → G , g 7−→ g−1 chamado de inversa˜o, que satisfaz
s ◦ i = t, t ◦ i = s e g−1g = 1s(g), gg−1 = 1t(g)
•
t(g)
g−1
99
•
s(g)
g
yy
Definimos o grupo de Lie de isotropia em x ∈ X como sendo o conjunto das setas de
G que comec¸am e terminam em x, i.e.,
Gx = {g ∈ G : s(g) = x = t(g)}.
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Ja´ a o´rbita de x e´ definida como o conjunto dos pontos de X que podem ser ligados a` x
atrave´s de uma seta de G, i.e.
G · x = {t(g) : g ∈ s−1(x)}.
As o´rbitas de G sa˜o subvariedades imersas que na˜o sa˜o necessariamente conexas.
Diremos que um grupo´ide de Lie e´ s-conexo se suas s-fibras forem conexas, e s-
simplesmente conexo se suas s-fibras forem conexas e simplesmente conexas.
Diversos exemplos de grupo´ides de Lie sera˜o descritos na sec¸a˜o 2.4.
2.3 Teoria de Lie
Para cada grupo´ide de Lie podemos associar um algebro´ide de Lie. Como fibrado veto-
rial, A e´ a restric¸a˜o a` sec¸a˜o da identidade (que identificamos com X) do fibrado vetorial
formado pelos vetores tangentes a`s s-fibras de G, i.e., se denotarmos por ker s∗ = T sG,
enta˜o A = T sG |X . As sec¸o˜es de A podem ser identificadas com os campos de vetores
s-verticais em G que sa˜o invariantes a` direita
Γ(A) ∼= Xsinv(G). (2.3.1)
Segue de uma conta simples, que
[Xsinv(G),Xsinv(G)]X(G) ⊂ Xsinv(G). (2.3.2)
Logo, o colchete de Lie de campos de vetores de G induz um colchete de Lie em Γ(A).
Finalmente, se tomarmos a restric¸a˜o a` A de t∗ como sendo a aˆncora # de A, obtemos
uma estrutura de algebro´ide de Lie em A. Sua a´lgebra de Lie de isotropia num ponto x
e´ a a´lgebra de Lie do grupo de Lie de isotropia Gx de G em x. Ale´m disso, quando G e´
s-conexo, suas o´rbitas coincidem com as o´rbitas de A.
Diferentemente das a´lgebras de Lie, nem todo algebro´ide de Lie esta´ associado a um
grupo´ide de Lie. Quando isto ocorre, dizemos que A e´ integra´vel. As obstruc¸o˜es para a
integrabilidade sa˜o conhecidas e sera˜o brevemente expostas no fim desta sec¸a˜o. Convida-
mos o leitor a consultar [12] para uma discussa˜o detalhada do problema de integrabilidade
de algebro´ides de Lie, e [13] para o caso particular de variedades de Poisson. Como vere-
mos agora, outros aspectos da teoria de Lie se aplicam aos grupo´ides de Lie e algebro´ides
de Lie. Para demonstrac¸o˜es dos resultados a seguir, consulte [26] ou [12].
Proposic¸a˜o 2.3.1 (Lie I) Seja G um grupo´ide de Lie com algebro´ide de Lie A. Enta˜o
existe um u´nico grupo´ide de Lie s-simplesmente conexo com algebro´ide de Lie A.
Proposic¸a˜o 2.3.2 (Lie II) Sejam A → X e B → Y algebro´ides de Lie integra´veis.
Denote por G(A) o grupo´ide s-simplesmente conexo que integra A e por H qualquer
grupo´ide de Lie que integra B. Se Φ : A → B e´ um morfismo de algebro´ides de Lie que
cobre f : X → Y , enta˜o existe um u´nico morfismo de grupo´ides de Lie F : G(A) → H
que tambe´m cobre f tal que
dF1x(v) = Φ(v) (2.3.3)
para todo x ∈ X e v ∈ T s1xG(A). Neste caso, dizemos que F integra Φ.
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O terceiro teorema de Lie para a´lgebras de Lie, que diz que toda a´lgebra de Lie de
dimensa˜o finita e´ integra´vel, na˜o vale para algebro´ides de Lie. Daremos agora uma breve
descric¸a˜o da obstruc¸a˜o para a integrabilidade de um algebro´ide de Lie. Enunciaremos
tambe´m os crite´rios para a integrabilidade que sera˜o usados ao longo desta tese.
Para comec¸ar, descreveremos um grupo´ide topolo´gico s-simplesmente conexo, deno-
tado por G(A), canoˆnicamente associado a um algebro´ide de LieA, chamado de grupo´ide
de Weinstein de A.
Definic¸a˜o 2.3.3 • UmA-caminho num algebro´ide de LieA e´ um caminho a : I → A
tal que
d
dt
pi(a(t)) = #a(t).
Denotaremos o espac¸o dos A-caminhos por P (A).
• Uma A-homotopia entre A-caminhos a0 e a1 e´ um morfismo de algebro´ides de Lie
T (I × I) → A que cobre uma homotopia (usual) com as extremidades fixas entre
os caminhos pi(ai(t)).
• O grupo´ide de Weinstein de A e´ o grupo´ide topolo´gico
G(A) = P (A)/ ∼,
onde ∼ denota a relac¸a˜o de equivaleˆncia dada por A-homotopia. A multiplicac¸a˜o
de G(A) e´ dada por concatenac¸a˜o de caminhos, e as aplicac¸o˜es s e t sa˜o as
projec¸o˜es nos pontos inicial e final do A-caminho.
Observac¸a˜o 2.3.4 O conjunto dos A-caminhos pode ser identificado com o conjunto dos
morfismos de algebro´ides de Lie de TI para A. Tal conjunto tem a estrutura de uma
variedade de Banach de dimensa˜o infinita.
Para descrever a obstruc¸a˜o para a existeˆncia de uma estrutura de grupo´ide de Lie
em G(A), e portanto para a integrabilidade de A, denotamos por gx a a´lgebra de Lie de
isotropia de A em x, e por Z(gx) seu centro.
Definic¸a˜o 2.3.5 O grupo de monodromia de A em x e´ o conjunto
Nx(A) = {v ∈ Z(gx) : v e´ A-homoto´pico ao caminho constante 0x} ⊂ Ax.
Um fato extraordina´rio e´ a existeˆncia de uma aplicac¸a˜o de monodromia
∂ : pi2(L, x)→ G(gx)
cuja imagem e´ precisamente o subgrupo de monodromia Nx(A), onde L e´ a folha de A
passando por x, G(gx) e´ o grupo de Lie simplesmente conexo com a´lgebra de Lie gx, e
onde identificamos Nx(A) ⊂ Z(gx) com um subgrupo abeliano de G(gx). Estamos agora
aptos a enunciar o terceiro teorema de Lie para algebro´ides de Lie:
Teorema 2.3.6 (Lie III; Crainic e Fernandes [12]) Seja A→ X um algebro´ide de Lie.
As seguintes afirmac¸o˜es sa˜o equivalentes:
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1. A e´ integra´vel.
2. O grupo´ide de Weinstein G(A) e´ um grupo´ide de Lie.
3. Os grupos de monodromia sa˜o uniformemente discretos.
Apesar de na˜o utilizarmos este teorema na forma enunciada acima, sera´ u´til ter crite´rios
simples para decidir quando um algebro´ide e´ integra´vel. Nos corola´rios a seguir, apresen-
tamos os crite´rios que sera˜o utlizados nesta tese.
Corola´rio 2.3.7 Seja A um algebro´ide de Lie para o qual todas as folhas tem o segundo
grupo de homotopia trivial. Enta˜o A e´ integra´vel. Em particular, todo algebro´ide de Lie
transitivo sobre uma base contra´til e´ integra´vel.
Corola´rio 2.3.8 Seja A um algebro´ide de Lie para o qual todas as a´lgebras de Lie de
isotropia teˆm centro trivial. Enta˜o A e´ integra´vel. Em particular, qualquer algebro´ide de
Lie com aˆncora injetiva e´ integra´vel.
Corola´rio 2.3.9 Seja g uma a´lgebra de Lie e seja g∗ sua variedade de Lie-Poisson. Enta˜o
o algebro´ide de Lie cotangente T ∗g∗ e´ integra´vel.
Corola´rio 2.3.10 Seja A um subalgebro´ide de Lie de um algebro´ide de Lie integra´vel B.
Enta˜o A e´ integra´vel.
Corola´rio 2.3.11 Seja (X,Π) uma variedade de Poisson integra´vel, e seja Y ⊂ X uma
subvariedade cosimple´tica. Enta˜o a estrutura de Poisson coinduzida em Y e´ integra´vel.
2.4 Exemplos de Grupo´ide de Lie
Apresentamos agora diversos exemplos de grupo´ides de Lie. Em cada exemplo, indicare-
mos, sem apresentar demonstrac¸o˜es, o algebro´ide de Lie correspondente.
Exemplo 2.4.1 (Grupo´ide Fundamental) Seja X uma variedade e denote por Π1(X) a
variedade cujos os pontos sa˜o as classes de homotopia com extremidades fixas de curvas
em X . Enta˜o Π1(X)⇒ X e´ um grupo´ide de Lie com a seguinte estrutura: seja γ : I →
X uma curva em X , e denote por [γ] sua classe de homotopia. A fonte e o alvo de [γ] sa˜o
seus pontos inicial e final, i.e., s([γ]) = γ(0), e t([γ]) = γ(1). Se γ1 e γ2 sa˜o duas curvas
tais que γ1(1) = γ2(0), definimos o seu produto atrave´s da concatenac¸a˜o de caminhos,
[γ2][γ1] = [γ2 ∗ γ1].
O elemento neutro num ponto x ∈ X e´ a classe do caminho constante em x, e a inversa
de [γ] e´ a classe de γ¯ : I → X , onde γ¯(t) = γ(1− t).
Observamos que as o´rbitas do grupo´ide fundamental sa˜o as componentes conexas de
X , e que o grupo de isotropia em x e´ o grupo fundamental de X com ponto base x. O
algebro´ide de Lie de Π1(X) e´ o fibrado tangente TX . De fato, Π1(X) e´ o u´nico grupo´ide
de Lie s-simplesmente conexo que tem TX como seu algebro´ide de Lie.
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Exemplo 2.4.2 (Grupo´ide do Par) Outro grupo´ide de Lie que tem o fibrado tangente a
X como seu algebro´ide de Lie e´ o grupo´ide do par X ×X ⇒ X , cuja estrutura e´ dada
por:
s(x1, x2) = x2,
t(x1, x2) = x1,
(x1, x2)(x2, x3) = (x1, x3),
1x = (x, x), e
(x1, x2)
−1 = (x2, x1).
Exemplo 2.4.3 (Grupos de Lie) Todo grupo de Lie pode ser visto como um grupo´ide de
Lie sobre um ponto. Neste caso, o grupo de Lie de isotropia e´ todo o grupo´ide.
Exemplo 2.4.4 (Grupo´ide de Monodromia de uma Folheac¸a˜o) Seja F uma folheac¸a˜o
regular em X . O grupo´ide de monodromia da folheac¸a˜o e´ o u´nico grupo´ide de Lie
Π1(F)⇒ X que tem TF como seu algebro´ide de Lie, e cujas s-fibras sa˜o conexas e sim-
plesmente conexas. Ele pode ser descrito como o conjunto das classes de homotopia de
curvas contidas nas folhas de F , onde somente permitimos homotopias que na˜o saem das
folhas. Assim com o grupo´ide fundamental, sua multiplicac¸a˜o e´ dada por concatenac¸a˜o
de caminhos, os elementos neutros sa˜o as classes de caminhos constantes, e a inversa de
uma curva e´ a pro´pria curva percorrida na direc¸a˜o contra´ria.
As o´rbitas do grupo´ide de monodromia de F coincidem com as folhas da folheac¸a˜o.
O grupo de isotropia em x e´ o grupo fundamental da folha passando por x, com ponto
base x, i.e., pi1(Lx, x).
Exemplo 2.4.5 (Grupo´ide de Holonomia de uma Folheac¸a˜o) Se no exemplo anterior
tomarmos as classes de holonomia das curvas, ao inve´s de suas classes de homoto-
pia, obtemos outro grupo´ide de Lie, chamado de grupo´ide de holonomia da folheac¸a˜o
Hol(F)⇒ X . Seu algebro´ide de Lie associado tambe´m e´ TF .
Qualquer outro grupo´ide de Lie G que tenha TF como seu algebro´ide de Lie, se
encaixa na seguinte sequeˆncia exata de recobrimentos de grupo´ides
Π1(F) −→ G −→ Hol(F),
onde um recobrimento de grupo´ides e´ um morfismo cuja restric¸a˜o a`s s-fibras sa˜o aplicac¸o˜es
de recobrimento.
Exemplo 2.4.6 (Grupo´ide de Calibre) Seja
P
pi

G
||
X
um fibrado principal com grupo estrutural G. O grupo´ide de calibre de P , G(P )⇒ X e´
definido por
G(P ) = P × P
G
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onde o quociente se refere a` ac¸a˜o diagonal de G em P × P , (p, q) · g = (pg, qg). Denote
por [p, q] a classe de equivaleˆncia de (p, q). A estrutura de G(P ) e´ dada por:
s[p, q] = pi(q),
t[p.q] = pi(p),
[p1, q1] [q1, p2] = [p1, p2] ,
1x = [p, p] para algum p ∈ pi−1(x), e
[p, q]−1 = [q, p] .
Note que podemos identificar cada ponto [p, q] ∈ G(P ) com um difeomorfismo G-
equivariante φp,q : pi−1(pi(q)) → pi−1(pi(p)) que leva q em p. Segue que cada sec¸a˜o
σ de s pode ser identificado com um automorfismo do fibrado principal P que cobre
t◦σ : X → X . Uma transformac¸a˜o de calibre de P e´ o caso especial em que t◦σ = IdX .
O grupo´ide de calibre de P e´ um grupo´ide de Lie transitivo cujo grupo de Lie de
isotropia em um ponto quaquer x e´ isomorfo a` G. Reciprocamente, se G ⇒ X e´ um
grupo´ide de Lie transitivo, enta˜o para cada x ∈ X ,
s−1(x)
t

Gx||
X
e´ um fibrado principal com grupo estrutural Gx, o grupo de isotropia em x. O grupo´ide
de calibre deste fibrado e´ isomorfo a G. Desta forma, qualquer grupo´ide de Lie pode ser
visto como uma colec¸a˜o de fibrados principais (com grupo estrutural variando) colados
um ao outro de alguma maneira.
Exemplo 2.4.7 (Ac¸o˜es de Grupos de Lie) Seja G um grupo de Lie que age numa varie-
dade X . Definimos o grupo´ide de transformac¸o˜es associado a` ac¸a˜o G = G × X ⇒ X
como sendo o grupo´ide de Lie cuja estrutura e´ dada por:
s(g, x) = x,
t(g, x) = gx,
(h, gx)(g, x) = (hg, x)
1x = (e, x), e
(g, x)−1 = (g−1, gx),
onde e denota o elemento identidade de G.
As folhas do grupo´ide de transformac¸o˜es coincidem com as o´rbitas da ac¸a˜o. Os
grupos de isotropia de G sa˜o tambe´m isomorfos aos subgrupos de isotropia da ac¸a˜o. O
algebro´ide de Lie do grupo´ide de tranformac¸o˜es e´ o algebro´ide de transformac¸o˜es da
ac¸a˜o infinitesimal de g associada a ac¸a˜o de G.
Exemplo 2.4.8 (Grupo´ides Simple´ticos) Um grupo´ide simple´tico e´ um par (G, ω), onde
G ⇒ X e´ um grupo´ide de Lie, e ω e´ uma forma simple´tica em G que e´ compatı´vel com
multiplicac¸a˜o no seguinte sentido:
m∗ω = pi∗1ω + pi
∗
2ω, (2.4.1)
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onde m : G(2) → G denota o produto de G e pi1 e pi2 denotam as projec¸o˜es naturais de
G(2) ⊂ G × G em G. Uma forma diferencial em G satisfazendo (2.4.1) e´ chamada de uma
forma multiplicativa. Note que a existeˆncia de uma forma simple´tica muliplicativa em G
implica que dimG = 2 dimX .
Se (G, ω) e´ um grupo´ide simple´tico sobre X , enta˜o existe uma u´nica estrutura de
Poisson em X tal que s e´ um morfismo de variedades Poisson e t e´ um anti-morfismo de
variedades de Poisson. Aqui, G e´ vista como uma variedade de Poisson com sua estrutura
na˜o-degenerada induzida por ω. O algebro´ide de Lie de G e´ canonicamente isomorfo ao
algebro´ide cotangente T ∗X . Em particular, todas as o´rbitas de G teˆm uma estrutura
simple´tica natural.
Exemplo 2.4.9 (Fibrado Cotangente de um Grupo de Lie) Um exemplo particular de
grupo´ide simple´tico e´ o fibrado cotangente de um grupo de Lie G = T ∗G ⇒ g∗, visto
como um grupo´ide sobre g∗, com sua estrutura simple´tica canoˆnica. Se identificarmos
T ∗G com G × g∗, a estrutura de grupo´ide em T ∗G se identifica com a do grupo´ide de
transformac¸o˜es associado a` ac¸a˜o co-adjunta de G em g∗.
3G-Estruturas
Neste capı´tulo, recordaremos os aspectos da teoria de G-estruturas que usaremos nesta
tese. Para mais detalhes, sugerimos [21, 32, 33].
3.1 Definic¸a˜o e Primeiros Exemplos
Denotamos por
B(M)
pi

GLn
||
M
o fibrado dos referenciais de M . Podemos definir neste fibrado uma 1-forma canoˆnica
com valores em Rn que denotamos por θ ∈ Ω1(B(M);Rn). Ela e´ definida por
θp(ξ) := p
−1(pi∗ξ), (ξ ∈ TpB(M)),
e chamada de forma tautolo´gica (ou forma de soldagem) de B(M). A forma tautolo´gica
e´ uma forma tensorial, i.e., ela e´ horizontal e GL(n)-equivariante (com respeito a` ac¸a˜o
natural em Rn). Um subespac¸o Hp ⊂ TpBG(M) e´ horizontal se a restric¸a˜o dppi : Hp →
Tpi(p)M for um isomorfismo. Quando chamamos θ de horizontal, queremos dizer que
θ(ξ) = 0 se e somente se ξ e´ tangente a`s fibras de pi. Note que um subespac¸o Hp e´
horizontal se e somente se a restric¸a˜o θ : Hp → Rn e´ um isomorfismo.
Qualquer difeomorfismo ϕ entre duas variedades M e N pode ser levantado a um iso-
morfismo (um difeomorfismo GLn-equivariante) dos fibrados de referenciais associados:
B(ϕ) : B(M)→ B(N).
A correspondeˆncia que associa a cada variedade o seu fibrado dos referenciais, e a cada
difeomorfismo o seu levantamento e´ functorial.
26 CAPI´TULO 3. G-ESTRUTURAS
Definic¸a˜o 3.1.1 Seja G um subgrupo de Lie de GLn. Uma G-estrutura em M e´ uma
reduc¸a˜o do fibrado dos referenciais B(M) a um subfibrado principal BG(M) com grupo
estrutural G.
Isto significa que BG(M) ⊂ B(M) e´ um subfibrado tal que, para todo p ∈ BG(M) e
a ∈ GL(n), temos que pa ∈ BG(M) se e somente se a ∈ G. Dada uma G-estrutura
BG(M), continuaremos a denotar por θ a restric¸a˜o da forma tautolo´gica a` BG(M).
Observac¸a˜o 3.1.2 Quando G e´ um subgrupo fechado de GLn, o quociente B(M)/G e´
um fibrado sobre M com fibra tı´pica GLn /G. Ale´m disso, piG : B(M) → B(M)/G e´
um fibrado principal com grupo estrutural G. Neste caso, existe uma bijec¸a˜o entre G-
estruturas em M e sec¸o˜es σ : M → B(M)/G. A G-estrutura correspondente a` sec¸a˜o σ
e´ dada por
BG(M) = pi−1G (σ(M)) ⊂ B(M).
Quando agimos com G em BG(M), a forma tautolo´gica se transforma de acordo com
(R∗aθ)(ξ) = a
−1 · (θ(ξ)), (3.1.1)
onde a ac¸a˜o do lado direito e´ a ac¸a˜o natural de G ⊂ GLn em Rn. A versa˜o infinitesimal
da equac¸a˜o (3.1.1) e´ dada por
LA˜θ = −A · θ, (3.1.2)
onde A ∈ g e A˜ ∈ X(BG(M)) e´ o campo fundamental gerado por A. Segue da fo´rmula
ma´gica de Cartan que
ιA˜dθ = −A · θ. (3.1.3)
Definic¸a˜o 3.1.3 Dizemos que duas G-estruturas BG(M) e BG(N) sa˜o equivalentes se
existir um difeomorfismo ϕ : M → N tal que
B(ϕ)(BG(M)) = BG(N).
Uma simetria de uma G-estrutura e´ uma equivaleˆncia ϕ : M → M de BG(M) em
BG(M).
Dada uma variedade M e um subgrupo de LieG de GLn, pode ser que na˜o exista uma
G-estrutura em M . Alguns exemplos de G-estruturas sa˜o:
Exemplo 3.1.4 Quando G = {e} e´ o subgrupo que conte´m somente a identidade, uma
G-estrutura em M e´ o mesmo que uma sec¸a˜o de B(M), i.e., um paralelismo completo de
TM . Logo, na˜o existe nenhuma {e}-estrutura na esfera bidimensional M = S2.
Exemplo 3.1.5 Quando G = On, uma G-estrutura em M e´ o mesmo que uma me´trica
Riemanniana em M . De fato, se denotarmos por 〈 , 〉 o produto interno Euclideano de
Rn, enta˜o dada uma On-estrutura em M , podemos definir uma me´trica Riemanniana por
(v, w)TxM =
〈
p−1v, p−1w
〉
onde v, w ∈ TxM e p ∈ BOn(M) e´ um referencial sobre x. Claramente, como quais-
quer referenciais sobre x diferem por um elemento de On, esta definic¸a˜o na˜o depende da
escolha de p. Reciprocamente, dada uma me´trica Riemanniana em M , o conjunto dos
referenciais p : Rn → TxM para os quais a base canoˆnica de Rn e´ mapeada numa base
ortonormal de TxM formam uma reduc¸a˜o do fibrado do referenciais para um subfibrado
com grupo estrutural On. E´ claro que qualquer variedade M admite uma On-estrutura.
3.2. O PROBLEMA DE EQUIVALEˆNCIA 27
A tabela abaixo conte´m outros exemplos de G-estruturas. A correspondeˆncia entre
a G-estrutura em M e uma estrutura geome´trica em M pode ser verificada de forma
completamente ana´loga ao exemplo acima. Deixamos os detalhes a cargo do leitor.
G Estrutura Geome´trica
GL+n (R) ⊂ GLn(R) Orientac¸a˜o
SLn(R) ⊂ GLn(R) Forma Volume
Spn(R) ⊂ GL2n(R) Estrutura Quase Simple´tica
GLn(C) ⊂ GL2n(R) Estrutura Quase Complexa
Observac¸a˜o 3.1.6 A definic¸a˜o que demos de G-estrutura esta´ no contexto da geometria
diferencial real. Observamos que as mesmas definic¸o˜es poderiam ser usadas para tratar
de geometrias sobre outros corpos. Por exemplo, podemos definir o fibrado dos referen-
ciais complexos, a forma tautolo´gica com valores em Cn, e assim por diante.
3.2 O Problema de Equivaleˆncia
Um dos problemas mais ba´sicos que trataremos aqui e´ de determinar quando duas G-
estruturas sa˜o equivalentes. A forma tautolo´gica e´ a pec¸a chave na soluc¸a˜o deste problema
de equivaleˆncia. De fato, se ϕ : M → N e´ uma aplicac¸a˜o de equivaleˆncia entre duas G-
estruturas BG(M) e BG(N), enta˜o e´ fa´cil verificar que B(ϕ) : BG(M) → BG(N) e´ um
difeomorfismo que satisfaz B(ϕ)∗(θN) = θM . Ale´m disso, temos:
Proposic¸a˜o 3.2.1 Um difeomorfismo ψ : BG(M) → BG(N) e´ o levantamento de uma
aplicac¸a˜o de equivaleˆncia se e somente se ψ∗θN = θM .
Demonstrac¸a˜o. E´ claro que o levantamento de uma aplicac¸a˜o de equivaleˆncia preserva
as formas tautolo´gicas.
Reciprocamente, seja ψ : BG(M)→ BG(N) um difeomorfismo que satisfaz ψ∗θN =
θM . Primeiramente, iremos provar que ψ e´ um morfismo de fibrados principais. Note
que, como ψ preserva as formas tautolo´gicas, segue que ψ∗ leva vetores verticais em
vetores verticais. Logo, ψ mapeia fibras em fibras e portanto cobre um difeomorfismo
ϕ : M → N . Agora, se a ∈ G, denote por a · θN a forma em BG(N), com valores em Rn
definida por (a · θN)(ξ) = a · (θN(ξ)). Enta˜o
ψ∗(a−1 · θN)(ξ) = (a−1 · θN)(ψ∗ξ)
= a−1 · (θN(ψ∗ξ))
= a−1 · (θM(ξ))
= (a−1 · θM)(ξ),
e portanto,
(Ra ◦ ψ)∗θN = (ψ ◦Ra)∗θN .
Segue que ψ e´ G-equivariante. De fato, sejam p, q ∈ BG(M) pontos na mesma fibra de
piM . Enta˜o, q = pa para um u´nico a ∈ G. Como ψ mapeia fibras em fibras, segue que
ψ(p) pertence a mesma fibra que ψ(q), e portanto ψ(q) = ψ(p)b para um u´nico b ∈ G.
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Seja v ∈ Rn e denote por ξv ∈ X(BG(M)) o campo de vetores invariante a` direita que
satisfaz (θM)p(ξv) = v. Enta˜o,
a−1v = (θM)pa(ξv)
= (θN)ψ(q)(ψ∗ξv)
= (θN)ψ(p)b(ψ∗ξv)
= (Rb)
∗((θN)ψ(p)(ψ∗ξv))
= b−1((θN)ψ(p)(ψ∗ξv))
= b−1v.
Como a expressa˜o acima vale para todo v ∈ Rn, segue que a = b, i.e., ψ e´G-equivariante.
para concluir a demonstrac¸a˜o, mostraremos que ψ coincide com o levantamento B(ϕ)
do difeomorfismo ϕ : M → N que ele cobre. Seja ψ˜ : BG(M) → BG(M) a aplicac¸a˜o
ψ˜ = B(ϕ)−1 ◦ ψ. E´ o´bvio que
ψ˜∗θM = θM .
Logo, por um argumento completamente ana´logo ao que acabamos de apresentar, segue
que ψ˜ e´ um morfismo de G-fibrados principais que cobre a identidade e portanto ψ˜ e´
necessariamente da forma
ψ˜ = Rg(pi(p)),
para alguma aplicac¸a˜o suave g : M → G. Assim, calculando-se em qualquer ponto
p ∈ BG(M), obtemos
θM = R
∗
gθM = g
−1 · θM .
Concluimos que
g(pi(p)) = e para todo p ∈ BG(M)
de onde segue a proposic¸a˜o.
Com o intuito de obter invariantes de equivaleˆncia de G-estruturas, escolhemos um
subespac¸o horizonatl Hp em p ∈ BG(M). Dado v ∈ Rn, existe um u´nico vetor ξv ∈ Hp
tal que θ(ξv) = v. Definimos:
cHp : ∧2Rn → Rn, (3.2.1)
cHp(v, w) := dθ(ξv, ξw).
Esta func¸a˜o depende da escolha de um subespac¸o horizontal, e portanto na˜o define um
invariante. Se Hp e H ′p dois espac¸os horizontais distinitos em p ∈ BG(M), e ξv ∈ Hp e
ξ′v ∈ H ′p sa˜o os vetores tais que θ(ξv) = v = θ(ξ′v) enta˜o ξv − ξ′v e´ um vetor vertical, e
portanto determina um elemento de g, a a´lgebra de Lie de G. Desta forma, obtemos uma
aplicac¸a˜o SHp,H′p : R
n → g. Agora, calculamos:
cHp(v, w)− cH′p(v, w) = dθ(ξv, ξw)− dθ(ξ′v, ξ′w)
= dθ(ξv − ξ′v, ξw) + dθ(ξ′v, ξw − ξ′w)
= (ι ˜SHp,H′p (v)
dθ)(ξw)− (ι ˜SHp,H′p (w)dθ)(ξ
′
v).
Usando a equac¸a˜o (3.1.3) podemos escrever
cHp(v, w)− cH′p(v, w) = SHp,H′p(w)v − SHp,H′p(v)w.
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Segue que
cHp − cH′p ∈ A(Hom(Rn, g)),
onde A o operador de anti-simetrizac¸a˜o:
A : Hom(Rn, g)→ Hom(∧2Rn,Rn),
A(T )(u, v) := T (u)v − T (v)u.
Assim, e´ natural definir:
Definic¸a˜o 3.2.2 Dada uma G-estrutura BG(M) definimos sua func¸a˜o estrutural de pri-
meira ordem por:
c : BG(M)→ Hom(∧
2Rn,Rn)
A(Hom(Rn, g)) , c(p) := [cHp ].
Ja´ que um isomorfismo ψ : BG(M) → BG(N) leva espac¸o horizontal em espac¸o
horizontal, e e´ uma equivaleˆncia se e somente se ψ∗θN = θM , obtemos
Proposic¸a˜o 3.2.3 (Sternberg [33]) Sejam BG(M) e BG(N) sa˜o G-estruturas. Se φ :
M → N e´ uma equivaleˆncia, enta˜o
cN ◦ B(φ) = cM .
3.3 Prolongamento
Para obter invariantes mais refinados de equivaleˆnca de G-estruturas, precisamos olhar
para termos de ordem superior. Este processo e´ conhecido como prolongamento e acon-
tece no fibrado dos jatos JkBG(M).
Seja pi : E → M um fibrado. Denotamos por pi1 : J1E → M seu fibrado de 1-jatos,
cuja fibra sobre m ∈M e´ dada por:
(J1E)m =
{
j1ms| s e´ uma sec¸a˜o de E
}
.
Este fibrado pode ser descrito geometricamente por:
J1E = {Hp : p ∈ E e Hp ⊂ TpE e´ horizontal} .
Se s e´ uma sec¸a˜o local de E tal que s(m) = p enta˜o a correspondeˆncia acima e´ dada por
j1ms 7→ Hp = dms(TmM).
Se definirmos a projec¸a˜o pi10 : J
1E → E por pi10(Hp) = p, enta˜o J1E e´ um fibrado afim
sobre E.
Exemplo 3.3.1 A func¸a˜o estrutural de primeira ordem de uma G-estrutura BG(M) pode
ser descrita como uma aplicac¸a˜o c : J1BG(M)→ Hom(∧2Rn,Rn) pela fo´rmula (3.2.1).
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No caso em que E e´ o fibrado dos referenciais de uma variedade M , pi : B(M)→M ,
e´ fa´cil verificar que seu fibrado de 1-jatos pi10 : J
1B(M) → B(M) pode ser identificado
com um subfibrado de B(B(M)): a cada subespac¸o horizontal Hp ⊂ TpB(M) podemos
associar um referencial de B(M), i.e., um isomorfismo linear φ : Rn×gl(n)→ TpB(M),
definido por
Rn × gl(n) 3 (v, ρ) φ7−→ (pi|Hp ◦ p)−1(v) + ρ · p ∈ TpB(M).
Note que se Hp e H ′p sa˜o dois subespac¸os horizontais em p ∈ B(M), enta˜o os referenciais
associados φ, φ′ : Rn × gl(n)→ TpB(M) sa˜o relacionados por
φ′(v, ρ) = φ(v, ρ) + T (v) · p,
para algum T ∈ Hom(Rn, gl(n)). Reciprocamente, dado um referencial φ associado a
algum espac¸o horizontal Hp, e T ∈ Hom(Rn, gl(n)), esta fo´rmula determina um refe-
rencial φ′ que esta´ associado a outro espac¸o horizontal H ′p. Segue que J
1B(M) e´ uma
Hom(Rn, gl(n))-estrutura sobre B(M), onde vemos Hom(Rn, gl(n)) ⊂ GL(Rn⊕ gl(n))
como o subgrupo das transformac¸o˜es:
(v, ρ) 7→ (v, ρ+ T (v)), com T ∈ Hom(Rn, gl(n)).
Suponha agora que BG(M) e´ uma G-estrutura, e que portanto, J1BG(M) ⊂ J1B(M)
e´ um subfibrado. Por um argumento similar ao descrito acima, segue que:
Proposic¸a˜o 3.3.2 Se BG(M) e´ uma G-estrutura, enta˜o J1BG(M) → BG(M) e´ uma
Hom(Rn, g)-estrutura em BG(M).
Com o intuito de motivar nossa pro´xima definic¸a˜o, apresentamos o seguinte exemplo.
Exemplo 3.3.3 Considere a G-estrutura plana em Rn:
BG(Rn) := Rn ×G ⊂ B(Rn) = Rn ×GL(n).
Dado um campo de vetores ξ em Rn, denotamos por φtξ : Rn → Rn o seu fluxo. Observe
que ξ e´ um automorfismo infinitesimal da G-estrutura BG(Rn) se e somente se o levanta-
mento de φtξ e´ um automorfismo B(φtξ) : BG(Rn) → BG(Rn). O levantamento B(φtξ) e´,
por sua vez, o fluxo de um campo de vetores em BG(Rn), chamado de levantamento de ξ.
Em coordenadas (m1, . . . ,mn), onde ξ = ξi ∂
∂mi
, o campo levantado e´ dado por :(∗)
ξ˜ =
∂ξi
∂mj
∂
∂pij
,
onde (pij) sa˜o as coordenadas associadas em B(Rn) tais que um referencial p ∈ B(Rn) se
escreve como:
p = (pi1
∂
∂mi
, . . . , pin
∂
∂mi
).
Segue que ξ e´ um automorfismo infinitesimal se e somente se:[
∂ξi
∂mj
]
i,j=1,...,n
∈ g ⊂ gl(n).
∗Usamos a convenc¸a˜o de somar sobre ı´ndices repetidos.
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Suponha agora que o levantamento do fluxo de ξ fixa o ponto (0, I) ∈ Rn × GL(n),
i.e., que o campo levantado ξ˜ se anula nesse ponto. Se fizermos o prolongamento para o
fibrado dos jatos J1BG(Rn), obtemos um fluxo que e´ gerado pelo campo de vetores:
j1ξ˜ =
∂ξi
∂mj1∂mj2
∂
∂pij1,j2
,
onde (mi, pij, p
i
j1,j2
) denotam as coordenadas induzidas no fibrado dos jatos. Note que os
coeficientes aij1,j2 =
∂ξi
∂mj1∂mj2
de j1ξ˜ satisfazem:[
aij1,j2
]
i,j1=1,...,n
∈ g ⊂ gl(n),
ale´m de serem sime´tricos nos ı´ndices j1 e j2. Portanto, concluimos que:
Lema 3.3.4 O levantamento das simetrias daG-estrutura planaBG(Rn) = Rn×G, cujos
fluxos fixam (0, I) ∈ Rn × G, para o espac¸o dos jatos J1BG(Rn) geram um subgrupo de
Lie G(1) ⊂ Hom(Rn, g) com a´lgebra de Lie:
g(1) := {T ∈ Hom(Rn, g) : T (u)v = T (v)u,∀u, v ∈ Rn} .
Isto motiva a seguinte definic¸a˜o:
Definic¸a˜o 3.3.5 Seja g ⊂ gl(V ) uma a´lgebra de Lie. O primeiro prolongamento de g e´
o subespac¸o g(1) ⊂ Hom(V, g) formado pelas transformac¸o˜es T : V → g tais que
T (v1)v2 = T (v1)v2, para todo v1, v2 ∈ V.
O k-e´simo prolongamento de g e´ o subespac¸o g(k) ⊂ Hom(V, g(k−1)) definido indutiva-
mente por
g(k) = (g(k−1))(1).
Uma a´lgebra de Lie g ⊂ gl(V ) sera´ dita de tipo finito k se existir um k ∈ N tal que
g(k−1) 6= 0 e g(k) = 0. Caso contra´rio, diremos que g e´ de tipo infinito.
De forma similar, definimos:
Definic¸a˜o 3.3.6 Seja G um subgrupo de Lie de GL(V ). O primeiro prolongamento de
G e´ o subgrupo abeliano G(1) de GL(V ⊕ g) formado pelas transformac¸o˜es:
(v, ρ) 7→ (v, ρ+ T (v)), onde T ∈ g(1).
O k-e´simo prolongamento de G e´ o subgrupo G(k) de GL(V ⊕ g ⊕ g(1) ⊕ · · · ⊕ g(k))
definido indutivamente por
G(k) := (G(k−1))(1).
Para cada G-estrutura BG(M), podemos reduzir o grupo estrutural de J1BG(M) ao
subgrupo G(1), obtendo assim uma G(1)-estrutura:
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Proposic¸a˜o 3.3.7 (Singer and Sternberg [32]) Seja BG(M) uma G-estrutura em M e
denote por c : J1BG(M)→ Hom(∧2Rn,Rn) a sua func¸a˜o estrutural de primeira ordem.
Para cada escolha de um subespac¸oC complementar a`A(Hom(Rn, g)) em Hom(∧2Rn,Rn),
obtemos um subfibrado:
BG(M)(1) =
{
Hp ∈ J1BG(M) : cHp ∈ C
}
,
que e´ uma reduc¸a˜o de J1BG(M) ao grupo estrutural G(1). Diferentes escolhas de com-
plementos da˜o lugar a subfibrados que esta˜o relacionados por translac¸a˜o a` direita por
um elemento de Hom(Rn, g).
Observac¸a˜o 3.3.8 Em geral, na˜o existe uma escolha canoˆnica de complemento C, e es-
colher um complemento “bom”e´ parte do trabalho exigido para resolver um problema de
equivaleˆncia. Sempre que possı´vel, procuramos por um espac¸o complementar C que seja
invariante pela ac¸a˜o de G. Quando tal complemento existir, diremos que G e´ redutivo
(CUIDADO: na˜o confunda este conceito com o de a´lgebra de Lie redutiva).
A G(1)-estrutura BG(M)(1) → BG(M) sera´ chamada de primeiro prolongamento de
BG(M). De maneira indutiva, definimos tambe´m o k-e´simo prolongamento de BG(M)
por:
BG(M)(k) = (BG(M)(k−1))(1),
que, por sua vez, e´ uma G(k)-estrutura sobre BG(M)(k−1).
O prolongamento de G-estruturas e´ relevante para o problema de equivaleˆncia por
causa do seguinte resultado:
Teorema 3.3.9 (Singer and Sternberg [32]) Sejam BG(M) e BG(N) duasG-estruturas.
Enta˜o BG(M) e BG(N) sa˜o equivalentes se e somente se seus prolongamentos BG(M)(1)
e BG(N)(1) (correspondente a` mesma escolha de espac¸o complementar C) sa˜o G(1)-
estruturas equivalentes.
Assim, podemos obter novas condic¸o˜es necessa´rias para a equivaleˆncia deG-estruturas
analisando a func¸a˜o estrutural de seu prolongamento BG(M)(1), que e´ uma func¸a˜o
c(1) : BG(M)(1) → Hom(∧
2(Rn ⊕ g),Rn ⊕ g)
A(Hom(Rn ⊕ g, g(1)))
chamada de func¸a˜o estrutural de segunda ordem de BG(M). Podemos continuar este
processo, construindo o segundo prolongamento de BG(M) e analisando a sua func¸a˜o
estrutural, e assim por diante.
Concluimos que a importaˆncia das G-estruturas de tipo finito se deve ao fato de que
podemos reduzir o conjunto das condic¸o˜es necessa´rias para verificar a equivaleˆncia de
tais estruturas a` um conjunto finito de condic¸o˜es. De fato, pelo me´todo de prolonga-
mento, o problema de equivaeˆncia de G-estruturas de tipo finito, pode ser reduzido a` um
problema de equivaleˆncia para {e}-estruturas (correferenciais). Ale´m disso, como vere-
mos na Sec¸a˜o 6.2, o grupo de simetrias de tais estruturas e´ um grupo de Lie de dimensa˜o
finita.
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3.4 Func¸o˜es Estruturais de Segunda Ordem
Descreveremos agora as func¸o˜es estruturais de segunda ordem de umaG-estruturaBG(M).
Para tal, fixamos um complemento C de A(Hom(Rn, g) em Hom(∧2Rn,Rn). Seja z =
Hp ∈ B(1)G = BG(M)(1) um ponto do primeiro prolongamento B(1)G e denote por Hz um
subespac¸o horizontal de TzB(1)G . Enta˜o, podemos decompor c(1)Hz ∈ Hom(∧2(Rn⊕g),Rn⊕
g) em treˆs componentes:
Hom(∧2(Rn ⊕ g),Rn ⊕ g) = Hom(∧2R,Rn ⊕ g)⊕ Hom(Rn ⊗ g,Rn ⊕ g)⊕
⊕ Hom(∧2g,Rn ⊕ g)
Descrevemos agora cada uma destas componentes. Denote por u, v vetores de Rn e por
A,B elementos de g:
• A primeira componente de c(1)Hz inclui a func¸a˜o estrutural de primeira ordem deBG(M):
c
(1)
Hz(u, v) = cHp(u, v) +RHz(u, v),
para alguma aplicac¸a˜o RHz ∈ Hom(∧2Rn, g).
• A segunda componente de c(1)Hz pode ser escrita como:
c
(1)
Hz(A, u) = −Au+ SHz(A, u)
para alguma aplicac¸a˜o SHz ∈ Hom(Rn ⊗ g, g).
• A u´ltima componente de c(1)Hz e´ dada por
c
(1)
Hz(A,B) = −[A,B]g.
Um caso importante ocorre quandoG(1) = {e}, no qual umaG(1)-estrutura e´ o mesmo
que uma escolha de um espac¸o horizontal em cada ponto p ∈ BG(M). Esta, por sua vez,
e´ o mesmo que uma escolha de uma forma diferencial η em BG com valores em g (na˜o
necessariamente equivariante). O par (θ, η) e´ um correferencial em BG. Neste caso, a
projec¸a˜o de BG(1) em BG e´ um difeomorfismo, e portanto podemos ver a func¸a˜o estrutu-
ral de segunda ordem como uma func¸a˜o definida em BG. Assim, obtemos as equac¸o˜es
estruturais do par (θ, η):
dθ = c(θ ∧ θ)− η ∧ θ
dη = R(θ ∧ θ) + S(θ ∧ η)− η ∧ η
(3.4.1)
onde η ∧ θ e´ a 2-forma com valores em Rn obtida pela ac¸a˜o de g em Rn, e η ∧ η e´ a 2
forma com valores em g obtida pelo colchete de Lie de g.
Quando os espac¸os horizontais podem ser escolhidos de forma a serem invariantes,
i.e., se Ra∗Hp = Hpa para todo a ∈ G, obtemos uma conexa˜o principal no fibrado BG
com forma de conexa˜o η. Neste caso, temos que:
• S e´ identicamente nula;
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• R e´ a curvatura da conexa˜o;
e portanto, as equacc¸o˜es (3.4.1) se reduzem a`s equac¸o˜es estruturais usuais para uma co-
nexa˜o.
No Capı´tulo 5, mostraremos como usar as equac¸o˜es estruturais (3.4.1) para resolver
problemas de classificac¸a˜o de G-estruturas de tipo 1.
3.5 Func¸o˜es Estruturais de Ordem Superior
Nesta sec¸a˜o, iremos deduzir as equac¸o˜es estruturais de uma G-estrutura, cujo grupo es-
trutural G ⊂ GLn e´ um subgrupo de Lie de tipo k, i.e., tal que G(k) = {e}. Faremos isto
de forma indutiva. Na Sec¸a˜o 5.4, iremos explicar como usar estas equac¸o˜es para resolver
problemas de classificac¸a˜o de G-estruturas de tipo finito.
Seja M uma variedade, BG(M) uma G-estrutura em M e (BG(M))(k) seu k-e´simo
prolongamento. Enta˜o,
(BG(M))(k)
pi(k)

G(k)
||
(BG(M))(k−1)
e´ uma G(k)-estrutura sobre (BG(M))(k−1). Sua forma tautologica θ(k) toma valores no
espac¸o vetorial V ⊕ g⊕ · · · ⊕ g(k−1). E´ fa´cil verificar que
θ(k) = (pi(k))∗θ(k−1) + η(k−1)
onde η(k−1) e´ uma forma diferencial com valores em g(k−1), e θ(k−1) e´ a forma tautolo´gica
de (BG(M))(k−1), que toma valores em V ⊕ g⊕ · · · ⊕ g(k−2). Para simplificar a notac¸a˜o,
omitiremos o pullback por pi(k) e escreveremos
θ(k) = (θ(k−1), η(k−1)).
Tambe´m iremos utilizar a notac¸a˜o
gl = g⊕ g(1) ⊕ · · · ⊕ g(l).
Recorde que cada ponto de (BG(M))(k) e´ um par (p,Hp), onde p ∈ (BG(M))(k−1) e
Hp e´ um subespac¸o horizontal de Tp(BG(M))(k−1) tal que a func¸a˜o estrutural de odrem
k − 1, c(k−1)Hp , toma valores num subespac¸o fixado
C ⊂ Hom(∧2(V ⊕ gk−2), V ⊕ gk−2),
que e´ complementar a`A(Hom(V⊕gk−2, g(k−1)). A func¸a˜o estrutural de k-e´sima ordem
e´ uma aplicac¸a˜o
c(k) : (BG(M))(k) → Hom(∧
2(V ⊕ gk−1), V ⊕ gk−1)
A(Hom(V ⊕ gk−1, g(k)) .
Sejam z = (p,Hp) ∈ (BG(M))(k) um referencial sobre p ∈ (BG(M))(k−1) e Hz ⊂
Tz(BG(M))(k) um subespac¸o horizontal. Vamos descrever um representante c(k)Hz de c(k)(z).
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De maneira completamente ana´loga a` discussa˜o na sec¸a˜o anterior, podemos decompor
c
(k)
Hz ∈ Hom(∧2(Rn ⊕ gk−2 ⊕ g(k−1)),Rn ⊕ gk−2 ⊕ g(k−1)) em treˆs componentes:
Hom(∧2(Rn ⊕ gk−2 ⊕ g(k−1)),Rn ⊕ gk−2 ⊕ g(k−1)) =
= Hom(∧2(Rn ⊕ gk−2),Rn ⊕ gk−2 ⊕ g(k−1))⊕
⊕ Hom((Rn ⊕ gk−2)⊗ g(k−1),Rn ⊕ gk−2 ⊕ g(k−1))⊕
⊕ Hom(∧2g(k−1),Rn ⊕ gk−2 ⊕ g(k−1))
Para descrever cada componente, denotamos por u, v vetores de Rn ⊕ gk−2 e por A,B
elementos de g(k−1):
• A primeira componente de c(k)Hz inclui a func¸a˜o estrutural de (BG(M))(k−1), i.e., a
func¸a˜o estrutural de ordem k − 1 de BG(M):
c
(k)
Hz(u, v) = c
(k−1)
Hp
(u, v) +R
(k−1)
Hz (u, v),
para alguma aplicac¸a˜o R(k−1)Hz ∈ Hom(∧2(Rn ⊕ gk−2), g(k−1)).
• A segunda componente de c(k)Hz e´ dada por:
c
(k)
Hz(A, u) = −Au+ S(k−1)Hz (A, u)
para alguma aplicac¸a˜o S(k−1)Hz ∈ Hom(Rn ⊗ gk−2, g(k−1)). O primeiro termo do
lado direito da expressa˜o acima se refere a` ac¸a˜o de A ∈ g(k−1) ⊂ gl(Rn⊕ gk−2) em
u ∈ Rn ⊕ gk−2.
• A u´ltima componente de c(k)Hz e´ dada pelo colchete de g(k−1)
c
(k)
Hz(A,B) = −[A,B]g(k−1) ,
que se anula sempre que k ≥ 1.
QuandoG(k) = {e}, umaG(k)-estrutura e´ o mesmo que uma escolha de um subespac¸o
horizontal em cada ponto p ∈ (BG(M))(k−1), ou equivalentemente, uma escolha de uma
forma diferencial η(k−1) em (BG(M))(k−1) com valores em g(k−1) (na˜o necessariamente
equivariante). O par (θ(k−1), η(k−1)) e´ um correferencial em (BG(M))(k−1). Note que a
forma tautologica de (BG(M))(k) e´ dada por
θ(k) = (pi(k))∗θ(k−1) + η(k−1).
Neste caso, a projec¸a˜o de (BG(M))(k) em (BG(M))(k−1) e´ um difeomorfismo, e por-
tanto, podemos ver as func¸o˜es estruturais de k-e´sima ordem como func¸o˜es definidas em
(BG(M))(k−1). Obtemos assim, as equac¸o˜es estruturais do par (θ(k−1), η(k−1)):
dθ(k−1) = c(k−1)(θ(k−1) ∧ θ(k−1))− η(k−1) ∧ θ(k−1)
dη(k−1) = R(k−1)(θ(k−1) ∧ θ(k−1)) + S(k−1)(θ(k−1) ∧ η(k−1))
(3.5.1)
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Observac¸a˜o 3.5.1 Podemos continuar o processo de decomposic¸a˜o das func¸o˜es estrutu-
rais e das equac¸o˜es estruturais de (BG(M))(k). De fato, a forma tautolo´gica θ(k−1) de
(BG(M))(k−1) toma valores em Rn ⊕ gk−3 ⊕ g(k−2) e podemos expressa´-la como
θ(k−1) = (pi(k−1))∗θ(k−2) + η(k−2)
onde pi(k−1) e´ a projec¸a˜o de (BG(M))(k−1) em (BG(M))(k−2), θ(k−2) e´ a forma tautolo´gica
de (BG(M))(k−2), e η(k−2) e´ uma 1-forma com valores em g(k−2).
Se levarmos tal processo adiante, obtemos um decomposic¸a˜o de θ(k) em
θ(k) = (θ, η(0), η(1), . . . , η(k−1))
onde η(0) = η, θ e´ a forma tautolo´gica de BG(M) e cada η(l) e´ uma 1-forma com valo-
res em g(l). Deste modo, obtemos tambe´m uma decomposic¸a˜o das equac¸o˜es estruturais
(3.5.1) em k + 1 equac¸o˜es envolvendo as componentes de θ(k).
Exemplo 3.5.2 Seja BG(M) uma G-estrutura, onde G ⊂ GLn e´ um grupo de Lie de tipo
2, i.e., G(2) = {e}. Neste caso, podemos escrever as equac¸o˜es estruturais (3.5.1) como
dθ(1) = c(1)(θ(1) ∧ θ(1))− η(1) ∧ θ(1)
dη(1) = R(1)(θ(1) ∧ θ(1)) + S(1)(θ(1) ∧ η(1))
(3.5.2)
Agora, para decompor estas equac¸o˜es em termos de θ(1) = (θ, η), precisamos anali-
sar cada um de seus fatores. O primeiro termo, c(1)(θ(1) ∧ θ(1)) foi descrito em detalhes
na Sec¸a˜o 3.4, onde mostramos que
c(1)(θ(1) ∧ θ(1)) = (c(θ ∧ θ)− η ∧ θ, R(θ ∧ θ) + S(θ ∧ η)− η ∧ η).
O segundo fator de dθ(1) e´ dado pela ac¸a˜o de g(1) em Rn ⊕ g. Lembre-se que g(1) ⊂
Hom(Rn, g) e´ a suba´lgebra de Lie de gl(Rn ⊕ g) formada pelas transformac¸o˜es:
(u,A) 7→ (0, T (u)), onde T ∈ g(1).
Assim, podemos escrever
η(1) ∧ θ(1) = (0, η(1) ∧ θ).
Finalmente, para decompor a equac¸a˜o de dη(1), simplesmente escrevemos as componen-
tes de R(1) ∈ Hom(∧2(Rn ⊕ g), g(1)) e S(1) ∈ Hom((Rn ⊕ g)⊗ g(1), g(1)), i.e.,
Hom(∧2(Rn ⊕ g), g(1)) = Hom(∧2Rn, g(1))⊕ Hom(Rn ⊗ g, g(1))⊕ Hom(∧2g, g(1))
R(1) = R
(1)
1 +R
(1)
2 +R
(1)
3
e
Hom((Rn ⊕ g)⊗ g(1), g(1)) = Hom(Rn ⊗ g(1), g(1))⊕ Hom(g⊗ g(1), g(1))
S(1) = S
(1)
1 + S
(1)
2 .
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As equac¸o˜es estruturais (3.5.2) se tornam
dθ = c(θ ∧ θ)− η ∧ θ
dη = R(θ ∧ θ) + S(θ ∧ η)− η ∧ η − η(1) ∧ θ
dη(1) = R
(1)
1 (θ ∧ θ) +R(1)2 (θ ∧ η) +R(1)3 (η ∧ η)+
+S
(1)
1 (θ ∧ η(1)) + S(1)2 (η ∧ η(1)).
(3.5.3)
4O Problema de Classificac¸a˜o de
Correferenciais
Este capı´tulo comec¸a com uma introduc¸a˜o ao problema de equivaleˆncia para correfe-
renciais, que sera´ baseada na apresentac¸a˜o de [33] e [27]. A ana´lise das condic¸o˜es ne-
cessa´rias para resolver este problema nos levara´ naturalmente a considerar o problema de
realizac¸a˜o de Cartan. Para resolver esta questa˜o, iremos definir a forma de Maurer-Cartan
em grupo´ides de Lie, e deduzir suas propriedades universais. Com isto, sera´ possı´vel
obter uma classificac¸a˜o de todas as soluc¸o˜es de um problema de realizac¸a˜o de Cartan.
Em seguida, iremos descrever as simetrias de uma realizac¸a˜o, conforme apresentado no
apeˆndice de [5]. Finalmente, resolveremos o problema de globalizac¸a˜o e discutiremos o
problema de equivaleˆncia global.
4.1 Equivaleˆncia de Correferenciais
Um correferencial numa varidade n-dimensional M e´ um conjunto {θ1, ..., θn} de 1-
formas linearmente independentes em M . Apesar de na˜o descutirmos aqui, existem
obstruc¸o˜es topolo´gicas bem conhecidas para a existeˆncia de um correferencial global
numa variedade. Apresentaremos, no entanto, alguns resultados sobre o problema de
equivaleˆncia global de correferenciais.
Sejam M¯ outra variedade de dimensa˜o n e {θ¯i} um correferencial em M¯ . Utilizare-
mos letras sem barras para denotar objetos em M e com barras para denotar objetos em
M¯ . Um dos problemas centrais que estaremos interessados e´ o problema de equivaleˆncia:
Problema 4.1.1 (Problema de Equivaleˆncia) Existe um difeomorfismo (localmente de-
finido)
φ : M → M¯
tal que
φ∗θ¯i = θi?
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Apresentamos agora algumas condic¸o˜es necessa´rias para a equivaleˆncia de correfe-
renciais. Conforme discutido no exemplo da introduc¸a˜o, as equac¸o˜es estruturais (1.1.1)
dθk =
∑
i<j
Ckij(m)θ
i ∧ θj
e as func¸o˜es estruturais Ckij ∈ C∞(M) cumprem um papel fundamental na soluc¸a˜o deste
problema. Por exemplo, ja´ que um correferencial θ¯ equivalente a` θ satisfaz
C¯kij (φ(m)) = C
k
ij(m),
segue que as func¸o˜es estruturais podem ser usadas para obter um conjunto de condic¸o˜es
necessa´rias para resolver o problema de equivaleˆncia. Tais func¸o˜es sa˜o exemplos de
func¸o˜es invariantes, onde:
Definic¸a˜o 4.1.2 Uma func¸a˜o I ∈ C∞(M) e´ chamada de func¸a˜o invariante do correfe-
rencial {θi} se para qualquer auto equivaleˆncia (simetria) φ : M →M temos que
I ◦ φ = I .
Note agora, que para qualquer func¸a˜o f ∈ C∞(M), podemos definir suas derivadas
correferenciais ∂f
∂θk
como sendo os coeficientes da diferencial de f quando a expressamos
em termos do correferencial {θi},
df =
∑
k
∂f
∂θk
θk.
Usando o fato que dφ∗ = φ∗d, segue que se I ∈ C∞(M) e´ uma func¸a˜o invariante, enta˜o
∂I
∂θk
tambe´m e´ invariante, para todo 1 ≤ k ≤ n. E´, portanto, natural considerarmos os
seguintes conjuntos:
F0 =
{
Ckij
}
F1 =
{
Ckij,
∂Ckij
∂θl
}
...
Ft =
{
Ckij,
∂Ckij
∂θl
, . . . ,
∂sCkij
∂θl1 · · · ∂θlt
}
,
...
que fornecem condic¸o˜es necessa´rias para resolver um problema de equivaleˆncia. Esque-
maticamente, podemos escrever
φ∗F¯t = Ft
para todo t ≥ 0.
Para que se possa obter crite´rios efetivos para decidir se dois correferenciais sa˜o equi-
valentes, e´ necessa´rio reduzir este conjunto infinito de condic¸o˜es necessa´rias a uma quan-
tidade finita. Para tal, notamos que nem todos os elementos de Ft sa˜o funcionalmente in-
dependentes, i.e., podemos encontrar elementos f1, ..., fl em Ft tais que existe um func¸a˜o
H : Rl−1 → R que satisfaz
fl = H (f1, ..., fl−1) .
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Localmente, numa vizinhanc¸a de um ponto m ∈ M , as func¸o˜es f1, ..., fl sa˜o funcional-
mente independentes se e somente se suas diferenciais sa˜o lineramente independentes em
m.
Agora, observe que se {θi} e {θ¯i} sa˜o correferenciais equivalentes, e se fl = H(f1, ..., fl−1)
enta˜o os elementos correspondentes f¯1, ..., f¯l em F¯t com os mesmos ı´ndices necessaria-
mente satisfazem a mesma relac¸a˜o funcional
f¯l = H
(
f¯1, ..., f¯l−1
)
com a mesma func¸a˜o H . Isto mostra que na˜o precisamos lidar com todas as func¸o˜es
invariantes em Ft, mas somente com as que sa˜o independentes.
Para que possamos tornar isto mais preciso, e para podermos trabalhar com alguma
generalidade, iremos impor uma hipo´tese de regularidade. Para tal, seja C ⊂ C∞(M) um
conjunto qualquer de func¸o˜es em M . Definimos:
Definic¸a˜o 4.1.3 O posto de C em m ∈ M , denotado por rm(C), e´ a dimensa˜o do espac¸o
vetorial gerado por {dfm : f ∈ C}. C e´ dito regular em m se rm′(C) = rm(C) para todo
m′ pro´ximo de m em M .
Quando C e´ regular de posto k em m, segue do teorema da func¸a˜o implı´cita que
podemos encontrar um sistema de coordenadas (m1, ...,mn) numa vizinhanc¸a de m tal
que
m1 = f 1, ...,mk = fk,
e tal que toda f ∈ C pode ser escrita nestas coordenadas como
f = f(m1, ...,mk).
Definic¸a˜o 4.1.4 Um correferencial θ sera´ dito completamente regular em m ∈ M se,
para todo t ≥ 0, os conjuntos Ft forem regulares em m.
Observamos que o conjunto dos pontos de M nos quais um correferencial e´ comple-
tamente regular formam um aberto denso. Agora, definimos
kt(m) = rm(Ft).
Como Ft ⊂ Ft+1 para todo t, segue que
0 ≤ k0(m) ≤ k1(m) ≤ · · · ≤ kt(m) ≤ · · · ≤ n.
Finalmente, na˜o e´ difı´cil verificar ([27] ou [33]) que se {θi} e´ completamente regular em
m, enta˜o existe um nu´mero inteiro s tal que
ks−1(m) < ks(m)
e
ks(m) = ks+1(m) = ks+2(m) = · · · .
O nu´mero s sera´ chamado de ordem de θ em m e ks(m) de posto de θ em m.
Para correferenciais que sa˜o completamente regulares podemos reduzir as condic¸o˜es
necessa´rias para equivaleˆncia local a um nu´mero finito. Suponha que θ e´ um correferen-
cial completamente regular em m, de ordem s e posto d. Neste caso, podemos encontrar
42 CAPI´TULO 4. O PROBLEMA DE CLASSIFICAC¸A˜O DE CORREFERENCIAIS
um conjunto {h1, ..., hd} de func¸o˜es invariantes pertecentes a` Fs que ’geram’ Ft numa
vizinhanc¸a de m, para todo t ≥ 0. Se θ¯ e´ outro correferencial competamente regular que
e´ localmente equivalente a` θ emm atrave´s de φ : M → M¯ , enta˜o e´ claro que θ¯ tem ordem
s e posto d em m¯ = φ(m). Ale´m disso, o conjunto {h¯1, ..., h¯d} de func¸o˜es invariantes
pertecentes a` F¯s com os ı´ndices correspondentes tambe´m ’geram’ F¯t numa vizinhanc¸a de
m¯, para todo t ≥ 0. Finalmente, se
hi(m) = h¯i(φ(m))
enta˜o
φ∗F¯t = Ft (4.1.1)
para todo t ≥ 0.
Podemos resumir todos os dados relevantes ao problema de equivaleˆncia local de cor-
referenciais completamente regulares de ordem s e posto d, numa vizinhanc¸a de um ponto,
da seguinte maneira conveniente. Para comec¸ar, temos um conjunto de func¸o˜es invarian-
tes que determinam uma aplicac¸a˜o
h : M → Rd
h(m) = (h1(m), ..., hd(m))
Como as func¸o˜es {hi} sa˜o independentes e geram Ft para todo t ≥ 0 (em particular,
geram tambe´m F0), podemos ver h1, ..., hd como coordenadas num subconjunto aberto
X ⊂ Rd. Assim, as func¸o˜es estruturais podem ser encaradas como Ckij ∈ C∞(X). Por
fim, se diferenciarmos as func¸o˜es ha obtemos
dha =
∑
i
F ai θ
i. (4.1.2)
Novamente, pela mesma raza˜o, as func¸o˜es F ai podem ser vistas como elementos de
C∞(X). Estas func¸o˜es esta˜o todas relacionadas por
dθk =
∑
i<j
Ckij(h)θ
i ∧ θj (4.1.3)
dha =
∑
i
F ai (h)θ
i. (4.1.4)
Obtemos assim, os dados iniciais de um problema de realizac¸a˜o de Cartan 4.2.1 que des-
creveremos em detalhes na pro´xima sec¸a˜o.
4.2 O Problema de Realizac¸a˜o de Cartan
e Equivaleˆncia Global
No problema de realizac¸a˜o de Cartan, somos dados um conjunto de func¸o˜es e queremos
determinar quais sa˜o todos os correferenciais que teˆm estas func¸o˜es como suas func¸o˜es
estruturais. De forma mais precisa,
Problema 4.2.1 (Problema de Realizac¸a˜o de Cartan) Dados:
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• um nu´mero inteiro n ∈ N,
• um conjunto aberto X ⊂ Rd,
• um conjunto de func¸o˜es Ckij ∈ C∞(X) com ı´ndices 1 ≤ i, j, k ≤ n,
• um conjunto de func¸o˜es F ai ∈ C∞(X) com 1 ≤ a ≤ d;
existe
• um variedade n-dimensional M ,
• um correferencial {θi} em M ,
• uma aplicac¸a˜o h : M → X
tais que
dθk =
∑
i<j
Ckij(h(m))θ
i ∧ θj (4.2.1)
dha =
∑
i
F ai (h(m))θ
i? (4.2.2)
Este problema foi proposto e resolvido por Cartan em in [9]. A exposic¸a˜o do problema
que apresentamos aqui foi inspirada no apeˆndice de [5].
Estaremos interessados em responder tambe´m a`s seguintes perguntas:
Problema de Classificac¸a˜o Local Quais sa˜o todos os germes de correferenciais que so-
lucionam o problema de realizac¸a˜o?
Problema de Equivaleˆncia Local Quando que dois destes germes de correferenciais sa˜o
equivalentes?
Problema de Globalizac¸a˜o Quando que dois destes germes de correferenciais podem
ser realizados pelo mesmo correferencial global?
Existe tambe´m um problema de classificac¸a˜o global que podemos tratar depois de
resolver o problema de realizac¸a˜o de Cartan. Antes de enuncia-lo, definimos:
Definic¸a˜o 4.2.2 Sejam (M1, θ1, h1) e (M2, θ2, h2) duas realizac¸o˜es de
(n,X,Ckij, F
a
i ).
• Um morfismo de realizac¸o˜es e´ um difeomorfismo local φ : M1 → M2 tal que
φ∗θ2 = θ1 (em particular, h2 ◦ φ = h1).
• Uma aplicac¸a˜o de recobrimento de realizac¸o˜es e´ um morfismo de realizac¸o˜es so-
brejetivo φ : (M1, θ1, h1) → (M2, θ2, h2). Neste caso, dizemos que M1 e´ um reco-
brimento de realizac¸o˜es de M2.
Se (M, θ, h) e´ uma realizac¸a˜o e pi : M˜ → M uma aplicac¸a˜o de recobrimento (usual),
enta˜o (M˜, pi∗θ, h ◦ pi) tambe´m e´ uma realizac¸a˜o, que sera´ chamada de realizac¸a˜o indu-
zida. Com esta estrutura, a aplicac¸a˜o de recobrimento pi e´ um morfismo de realizac¸o˜es.
As dificuldades em enunciar e resolver o problema de equivaleˆncia global se devem ao
fato de que os invariantes que podemos construir na˜o distinguem entre uma realizac¸a˜o e a
realizac¸a˜o induzida no seu recobrimento universal. Portanto, para lidarmos com questo˜es
globais, definimos:
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Definic¸a˜o 4.2.3 Sejam (M1, θ1, h) e (M2, θ2, h2) realizac¸o˜es de um problema de Cartan.
Diremos que M1 e M2 sa˜o globalmente equivalentes, a menos de recobrimento, se elas
teˆm uma cobertura de realizac¸o˜es em comum M , i.e., se existir um realizac¸a˜o (M, θ, h) e
morfismos de realizac¸o˜es sobrejetivos
M
φ1
}}{{
{{
{{
{{ φ2
!!D
DD
DD
DD
D
M1 M2.
Obtemos assim:
Problema 4.2.4 (Problema de Classificac¸a˜o Global) Dado um problema de realizac¸a˜o
de Cartan, quais sa˜o todas as suas soluc¸o˜es a menos de equivaleˆncia global, a menos de
recobrimento?
O restante deste capı´tulo e´ dedicado a` soluc¸a˜o das questo˜es propostas nesta sec¸a˜o,
bem como a ana´lise de suas consequeˆncias.
4.3 Condic¸o˜es Necessa´rias para a Existeˆncia
de Soluc¸o˜es
Usando o fato que d2 = 0, podemos obter condic¸o˜es necessa´rias o´bvias para a existeˆncia
de soluc¸o˜es de um problema de realizac¸a˜o. De fato, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 4.3.1 Para que um problema de realizac¸a˜o de Cartan tenha soluc¸a˜o e´ ne-
cessa´rio que −Ckij, F ai ∈ C∞(Rd) sejam as func¸o˜es estruturais de um algebro´ide de Lie
A sobre X .
Demonstrac¸a˜o. Diferenciando as equac¸o˜es (4.2.1) e (4.2.2), e igualando-as a zero, obte-
mos
d∑
b=1
(
F bi
∂F aj
∂xb
− F bj
∂F ai
∂xb
)
= −
r∑
l=1
C lijF
a
l (4.3.1)
para todo 1 ≤ i, j ≤ r, 1 ≤ a ≤ d e
−
d∑
b=1
(
F bj
∂Cikl
∂xb
+ F bk
∂Cilj
∂xb
+ F bl
∂Cijk
∂xb
)
=
r∑
m=1
(
CimjC
m
kl + C
i
mkC
m
lj + C
i
mlC
m
jk
)
(4.3.2)
para todo 1 ≤ i, j, k, l ≤ r. Note que, a menos de um sinal, estas sa˜o exatamente as
equac¸o˜es diferenciais (2.1.3) e (2.1.4) que definem um algebro´ide de Lie em termos de
coordenadas locais, de onde segue a proposic¸a˜o.
Definic¸a˜o 4.3.2 O algebro´ide de Lie construido a partir dos dados iniciais de um pro-
blema de realizac¸a˜o de Cartan sera´ chamado de algebro´ide classificante do problema.
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A recı´proca desta proposic¸a˜o tambe´m vale, mas antes de nos aprofundarmos em sua
demonstrac¸a˜o, iremos apresentar um exemplo que servira´ de inspirac¸a˜o para o resultado
mais geral.
Exemplo 4.3.3 Suponha que X = {pt}, i.e., d = 0. Neste caso, as func¸o˜es Ckij sa˜o
todas constantes e as F ai ≡ 0. As condic¸o˜es necessa´rias obtidas para a existeˆncia de
uma realizac¸a˜o sa˜o que as constantes −Ckij formam as constantes de estrutura de uma
a´lgebra de Lie g. Uma soluc¸a˜o o´bvia ao problema de realizac¸a˜o e´ obtida tomando o
correferencial dado pela forma de Maurer-Cartan invariante a` direita, ωMC, em qualquer
grupo de Lie G que integra g. Ale´m do mais, a propriedade universal das formas de
Maurer-Cartan implica que qualquer outra realizac¸a˜o e´ obtida, localmente, tomando
pullback de ωMC. Em outras palavras, este problema de realizac¸a˜o tem (localmente)
somente uma soluc¸a˜o a menos de equivaleˆncia.
4.4 Formas de Maurer-Cartan
Para estendermos o exemplo acima para o caso geral, iremos generalizar a equac¸a˜o de
Maurer-Cartan usual, para formas com valores numa a´lgebra de Lie, ao caso de formas
com valores num algebro´ide de Lie. Para comec¸ar, definimos as forma de Maurer-Cartan
num grupo´ide de Lie.
Seja F uma folheac¸a˜o em M . Uma k-forma F-folheada em M e´ uma sec¸a˜o de
∧k(TF)∗, i.e., e´ uma k-forma em M que so´ esta´ definida para campos de vetores que sa˜o
tangentes a` folheac¸a˜o.
Definic¸a˜o 4.4.1 Uma 1-forma F-folheada em M com valores num algebro´ide de Lie
A→ X e´ uma aplicac¸a˜o de fibrados
TF

θ // A

M
h
// X
(4.4.1)
que e´ compatı´vel com as aˆncoras, i.e., tal que # ◦ θ(ξ) = h∗ξ para todo ξ ∈ X(F) =
Γ(TF).
Em cada grupo´ide de Lie, podemos definir de maneira canoˆnica uma 1-forma s-
folheada com valores no seu algebro´ide de Lie (que cobre a aplicac¸a˜o t):
Definic¸a˜o 4.4.2 A forma de Maurer-Cartan de um grupo´ide de Lie G e´ a 1-forma s-
folheada com valores no seu algebro´ide de Lie A
T sG ωMC //

A

G
t
// X
definida por
ωMC(ξ) = (dRg−1)g(ξ) ∈ At(g) (4.4.2)
para todo ξ ∈ T sgG.
46 CAPI´TULO 4. O PROBLEMA DE CLASSIFICAC¸A˜O DE CORREFERENCIAIS
Seja G um grupo´ide de Lie. Como a translac¸a˜o a` direita por um elemento g ∈ G e´
uma aplicac¸a˜o
Rg : s
−1(t(g))→ s−1(s(g)), (4.4.3)
na˜o faz sentido chamar uma forma em G de invariante a` direita. Precisamos nos restringir
a` formas s-folheadas.
Diremos que uma forma s-folheada ω em G e´ invariante a` direita se
ω(ξ) = ω((Rg)∗(ξ)) (4.4.4)
para todo ξ tangente a` uma s-fibra e g ∈ G. Equivalentemente, escreveremos
(Rg)
∗ω = ω. (4.4.5)
Claramente, a forma de Maurer-Cartan num grupo´ide de Lie e´ invariante a` direita.
Definiremos agora a equac¸a˜o de Maurer-Cartan generalizada para formasF-folheadas
com valores num algebro´ide de Lie. Ja´ que na˜o existe uma maneira canoˆnica de diferen-
ciar formas com valores num fibrado vetorial, precisamos fixar uma conexa˜o arbitra´ria∇
no fibrado vetorial A → X . Seja θ ∈ Ω1fol(M ;A) uma 1-forma folheada com valores em
A. Para ξ1, ξ2 ∈ X(F ) definimos d∇θ(ξ1, ξ2) como sendo a sec¸a˜o de Γ(h∗A) dada por
d∇θ(ξ1, ξ2) = ∇ξ1θ(ξ2)−∇ξ2θ(ξ1)− θ([ξ1, ξ2]) (4.4.6)
onde continuamos a denotar por∇ a conexa˜o pullback em h∗A. Neste ponto, o leitor deve
ser avisado que d2∇ 6= 0, e portanto, d∇ na˜o e´ um operador diferencial exterior.
O pro´ximo passo e´ o de fazer sentido da expressa˜o [θ, φ], onde φ : TM → A e´ outra
1-forma folheada com valores em A que cobre a mesma aplicac¸a˜o h. Antes disso, para
motivar a nossa definic¸a˜o, apresentamos o seguinte exemplo:
Exemplo 4.4.3 Lembre que se ∇ e´ uma conexa˜o num algebro´ide de Lie A → X , pode-
mos definir a sua torc¸a˜o por
T∇(α, β) = ∇#αβ −∇#βα− [α, β].
Agora suponha que g e´ uma a´lgebra de Lie, vista como um algebro´ide de Lie sobre um
ponto. Seja∇ a conexa˜o trivial, identicamente nula, em g. Neste caso, obtemos
[α, β]g = −T∇(α, β),
para quaisquer α, β ∈ g.
Assim, fica natural que seja definido
[θ, φ]∇(ξ1, ξ2) = −(T∇(θ(ξ1), φ(ξ2)) + T∇(φ(ξ1), θ(ξ2))) (4.4.7)
onde T∇ e´ a torc¸a˜o da conexa˜o pullback ∇, como foi descrita em (2.1.7).
Definic¸a˜o 4.4.4 A equac¸a˜o de Maurer-Cartan generalizada para 1-formas folheadas
(θ, h) com valores num algebro´ide de Lie e´
d∇θ +
1
2
[θ, θ]∇ = 0. (4.4.8)
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Como esta equac¸a˜o e´ simplesmente Rθ ≡ 0 (equac¸a˜o (2.1.9)) obtemos:
Proposic¸a˜o 4.4.5 A equac¸a˜o de Maurer-Cartan generalizada e´ independente da escolha
da conexa˜o ∇. Ale´m do mais, uma 1-forma F-folheada (θ, h) com valores em A sa-
tisfaz a equac¸a˜o de Maurer-Cartan generalizada se e somente se ela e´ um morfismo de
algebro´ides de Lie TF → A.
Como e´ de se esperar, temos a seguinte proposic¸a˜o:
Proposic¸a˜o 4.4.6 A forma de Maurer-Cartan ωMC de G satisfaz a equac¸a˜o de Maurer-
Cartan generalizada.
Demonstrac¸a˜o. A proposic¸a˜o e´ uma consequeˆncia da seguinte conta:
d∇ωMC(ξ1, ξ2) = ∇t∗ξ1ωMC(ξ2)−∇t∗ξ2ωMC(ξ1)− ωMC([ξ1, ξ2])
= ∇#αβ −∇#βα− [α, β]
= T∇(α, β)
= T∇(ωMC(ξ1), ωMC(ξ2)) (4.4.9)
onde ξ1 e ξ2 sa˜o campos de vetores invariantes a` direita em G, e α, β ∈ Γ(A) sa˜o seus
geradores.
4.5 A Propriedade Universal Local
Mostraremos agora que qualquer 1-forma numa variedadeM com valores num algebro´ide
de Lie integra´vel A, que satisfaz a equac¸a˜o de Maurer-Cartan generalizada e´ localmente
o pullback da forma de Maurer-Cartan num grupo´ide de Lie que integra A. Precisaremos
do seguinte lema:
Lema 4.5.1 SejaF uma folheac¸a˜o numa variedadeM e seja Ω uma 1-formaF-folheada
(sobre h) em M com valores num algebro´ide de Lie A → X . Seja ∇ uma conexa˜o
arbitra´ria em A. Suponha que a distribuic¸a˜o D = {ker Ωx : x ∈ M} ⊂ TF ⊂ TM
tem posto constante. Enta˜o D e´ integra´vel se e somente se d∇Ω(ξ1, ξ2) = 0 sempre que
ξ1, ξ2 ∈ D.
Demonstrac¸a˜o. Escolha uma base local ξ1, ..., ξr ∈ X(F) de D num subconjunto aberto
deM . Pelo Teorema de Frobenius,D e´ integra´vel se e somente se [ξi, ξj] ∈ span{ξ1, ..., ξr}
para todo 1 ≤ i, j ≤ r, o que ocorre se e somente se Ω([ξi, ξj]) = 0 para todo 1 ≤ i, j ≤ r.
Como Ω(ξi) = 0 para todo 1 ≤ i ≤ r temos
d∇Ω(ξi, ξj) = ∇¯ξiΩ(ξj)− ∇¯ξjΩ(ξi)− Ω([ξi, ξj]) = −Ω([ξi, ξj]) (4.5.1)
de onde segue o lema.
Proposic¸a˜o 4.5.2 Seja θ uma 1-forma (sobre h) numa variedade M com valores num
algebro´ide de Lie integra´vel A→ X . Seja G um grupo´ide de Lie que integra A e denote
por ωMC a sua forma de Maurer-Cartan. Suponha que θ satisfaz a equac¸a˜o de Maurer-
Cartan generalizada. Enta˜o, para cada m ∈ M e g ∈ G tal que h(m) = t(g), existe um
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u´nico difeomorfismo localmente definido (numa vizinhanc¸a de m) φ : M → s−1(s(g))
que satisfaz
φ(m) = g (4.5.2)
e
φ∗ωMC = θ. (4.5.3)
Observac¸a˜o 4.5.3 Podemos resumir a proposic¸a˜o acima dizendo que, pelo menos local-
mente, existe uma u´nica aplicac¸a˜o φ : M → G que faz comutar o seguinte diagrama de
morfismos de algebro´ides de Lie:
TM
φ∗ //_______

θ ""E
EE
EE
EE
EE
T sG

ωMC
||yy
yy
yy
yy
A

M
φ //________
h ""E
EE
EE
EE
E G
t||yy
yy
yy
yy
y
X.
Demonstrac¸a˜o. Para demonstrar a proposic¸a˜o iremos construir o gra´fico de φ. Isto sera´
feito integrando uma distribuic¸a˜o conveniente. A unicidade enta˜o segue da unicidade das
subvariedades integrais.
Denote por M ×h,t G = {(m, g) ∈ M × G : h(m) = t(g)} o produto fibrado sobre
X (que e´ uma variedade porque t e´ uma submersa˜o sobrejetiva. Seja F a folheac¸a˜o em
M ×h,t G dada pelas fibras de s ◦ piG . Considere a foma F-folheada em M ×h,t G com
valores em A dada por
Ω = pi∗Mθ − pi∗GωMC. (4.5.4)
Finalmente, denote por D = ker Ω a distribuic¸a˜o associada em M ×h,s G.
Para podermos aplicar o lema anterior, precisamos mostrar queD tem posto constante.
Faremos isto mostrando que
(dpiM)(m,g)|D(m,g) : D(m,g) → TmM (4.5.5)
e´ um isomorfismo, para cada (m, g) ∈M×h,tG. Note que isto tambe´m implica que seD e´
integra´vel, enta˜o a folha passando por (m, g) e´ localmente o gra´fico de um difeomorfismo
(localmente definido) de M na s-fibra de G que conte´m g.
Suponha que (dpiM)(m,g)(v, w) = 0 para algum (v, w) ∈ D(m,g). ComoD esta´ contido
em TF , segue que w e´ s-vertical e que ωMC(w) e´ simplesmente a translac¸a˜o a` direita de
w a` 1t(g), logo,
(dpiM)(m,g)(v, w) = 0 =⇒ v = 0
=⇒ ωMC(w) = 0 (= θ(v))
=⇒ w = 0
=⇒ (v, w) = 0
e portanto (dpiM)(m,g) e´ injetora. Agora, se v ∈ TmM enta˜o (v, (Rg)∗θ(v)) e´ um elemento
de D(m,g). Segue que (dpiM)(m,g) e´ tambe´m sobrejetora.
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Tendo mostrado isto, podemos utilizar o lema para completar a demonstrac¸a˜o. Calcu-
lamos (omitindo os pullbacks para simplificar a notac¸a˜o):
d∇Ω = d∇θ − d∇ωMC
= −1
2
[θ, θ] +
1
2
[ωMC, ωMC].
Substituindo θ por Ω + ωMC obtemos
d∇Ω = −1
2
[Ω + ωMC,Ω + ωMC] +
1
2
[ωMC, ωMC]
= −1
2
[Ω,Ω]− 1
2
[Ω, ωMC]− 1
2
[ωMC,Ω].
Logo, d∇Ω(ξ1, ξ2) = 0 sempre que Ω(ξ1) = 0 = Ω(ξ2) e portanto D e´ integra´vel, o que
conclui a demonstrac¸a˜o.
Observac¸a˜o 4.5.4 Com uma pequena modificac¸a˜o, a proposic¸a˜o continua va´lida mesmo
quando A na˜o e´ integra´vel. De fato, como uma forma de Maurer-Cartan em M com
valores em A
(θ, h) ∈ Ω1(M,A)
e´ o mesmo que um morfismo de algebro´ides de Lie
TM

θ // A

M
h
// X
segue que h(M) esta´ contido numa u´nica o´rbita de A em X . Se restringirmos h a`
uma vizinhanc¸a suficientemente pequena, podemos assumir que sua imagem e´ um aberto
contra´til U ⊂ L de uma folha L de A em X . Neste caso, a restric¸a˜o de A a` U e´ in-
tegra´vel (veja o Corola´rio 2.3.7 ou [12]) e podemos proceder como na demonstrac¸a˜o da
proposic¸a˜o.
Como consequeˆncia da proposic¸a˜o obtemos o seguinte corola´rio que nos sera´ u´til:
Corola´rio 4.5.5 Seja G um grupo´ide de Lie com forma de Maurer-Cartan ωMC. Se φ :
s−1(x) → s−1(y) e´ uma simetria de ωMC (i.e., φ∗ωMC = ωMC) enta˜o x e y pertencem a
mesma o´rbita de G e φ e´ localmente da forma φ = Rg para algum g ∈ G.
Demonstrac¸a˜o. Tudo que precisamos mostrar e´ que x e y pertencem a mesma o´rbita
de G, pois neste caso o corola´rio segue da unicidade na Proposic¸a˜o 4.5.2. Para tal, note
que (ωMC)1x toma valores em Ax. Por outro lado, (φ∗ωMC)1x toma valores em At(φ(1x)).
Como φ∗ωMC = ωMC, segue que x = t(φ(1x)) e portanto φ(1x) e´ uma seta ligando y a` x.
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4.6 A Propriedade Universal Global
Podemos dar uma demonstrac¸a˜o mais conceitual da Proposic¸a˜o 4.5.2 que nos levara´ a
uma versa˜o global da propriedade universal das formas de Maurer-Cartan com valores
em algebro´ides de Lie. Como a proposic¸a˜o acima e´ um resultado local, podemos supor,
por um momento, que M e´ simplesmente conexo. Neste caso, o grupo´ide de Lie s-
simplesmente conexo que integra TM e´ o grupo´ide do par M ×M ⇒M .
Pelo segundo teorema de Lie (Proposic¸a˜o 2.3.2), existe um u´nico morfismo de grupo´ides
de Lie
M ×M

H // G

M
h
// X
(4.6.1)
que integra θ. No entanto, depois de fixar um ponto m0 em M , podemos escrever
H(m,m′) = φ(m)φ(m′)−1 (4.6.2)
onde φ : M → s−1(h(m0)) ⊂ G e´ definido por
φ(m) = H(m,m0). (4.6.3)
Mas neste caso, φ satisfaz
φ(m0) = 1h(m0) (4.6.4)
φ∗ωMC = θ. (4.6.5)
No caso geral, quando M na˜o e´ simplesmente conexo, o morfismo de algebro´ides de
Lie θ e´ integrado por um morfismo de grupo´ides de Lie
Π1(M)

F // G

M
h
// X
(4.6.6)
onde Π1(M) denota o grupo´ide fundamental de M . Como veremos a seguir, o problema
de determinar quando que θ e´ globalmente o pullback da forma de Maurer-Cartan num
grupo´ide de Lie G que integra A se reduz ao problema de determinar quando o morfismo
F pode ser fatorado pelo recobrimento de grupo´ides de Lie
p : Π1(M) → M ×M (4.6.7)
p([γ]) = (γ(1), γ(0)).
Teorema 4.6.1 SejaA um algebro´ide de Lie integra´vel com grupo´ide de Lie s-simplesmente
conexo G(A) e seja (θ, h) ∈ Ω1(M,A) uma 1-forma em M com valores em A. Enta˜o,
existe um difeomorfismo local globalmente definido
φ : M → s−1(h(m0))
satisfazendo {
φ(m0) = 1h(m0)
φ∗ωMC = θ
(4.6.8)
se e somente se
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1. (obstruc¸a˜o local) θ satisfaz a equac¸a˜o de Maurer-Cartan generalizada;
2. (obstruc¸a˜o global) o morfismo de grupo´ides de Lie F que integra θ e´ trivial quando
restrito ao grupo fundamental deM com ponto basem0, isto e´, o grupo de isotropia
em m0.
Demonstrac¸a˜o. Para comec¸ar, mostraremos que ambas as condic¸o˜es sa˜o necessa´rias. Se
θ = φ∗ωMC enta˜o e´ claro que θ satisfaz a equac¸a˜o de Maurer-Cartan generalizada. Logo,
tudo o que precisamos mostrar e´ que F e´ trivial quando restrito ao grupo de isotropia
pi1(M,m0). Suponha que existe φ. Enta˜o, a aplicac¸a˜o
H : M ×M → G (4.6.9)
dada por
H(m,m′) = φ(m)φ(m′)−1.
define um morfismo de grupo´ides de Lie sobre t ◦ φ.
Segue de φ∗ωMC = θ que t ◦ φ = h e que H integra θ. De fato, note que se f e g sa˜o
aplicac¸o˜es de M para G tais que ϕ(m,m′) = f(m) · g(m′) esta´ bem definido, enta˜o
(dϕ)(m,m′)(v, w) = (dLf(m))g(m′)(dg)m′(w) + (dRg(m′))f(m)(df)m(v) (4.6.10)
para todo v, w ∈ T(m,m′)(M ×M). Portanto, no nosso caso, obtemos
(dH)(m,m)(0, v) = (dRφ(m)−1)φ(m)(dφ)m(v)
= ωMC(φ∗v)
= φ∗ωMC(v)
= θ(v). (4.6.11)
onde v ∈ TmM .
Finalmente, como H integra θ, obtemos o diagrama comutativo
Π1(M)
p

F // G
M ×M
H
;;wwwwwwwwww
(4.6.12)
onde p denota o recobrimento de grupo´ides p([γ]) = (γ(1), γ(0)). Assim, F so´ depende
dos pontos inicial e final de γ e na˜o de sua classe de homotopia.
Reciprocamente, suponha que as duas codic¸o˜es sejam satisfeitas. Enta˜o, pela Proposic¸a˜o
4.5.2 e a condic¸a˜o (1), segue que θ e´ localmente o pullback de ωMC por uma aplicac¸a˜o
φloc. No entanto, como F so´ depende dos pontos inicial e final de γ e na˜o de sua classe
de homotopia, segue que F pode ser fatorada por
Π1(M)
p

F // G
M ×M
H
;; (4.6.13)
Assim, se definirmos
φ(m) = H(m,m0) (4.6.14)
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obtemos uma aplicac¸a˜o global, que pelo resultado de unicidade da Proposic¸a˜o 4.5.2, se
restringe a` aplicac¸a˜o φloc. Segue que φ∗ωMC = θ e φ(m0) = 1h(m0), o que conclui a
demonstrac¸a˜o do teorema.
Observac¸a˜o 4.6.2 Pelos resultados citados na Sec¸a˜o 2.3, observamos que a obstruc¸a˜o
global no teorema acima pode ser expressada infinitesimalmente, i.e., sem fazer menc¸a˜o
explı´cita ao grupo´ide de Lie G que integra A. De fato, dada uma curva γ : I → M , o
caminho θ ◦ γ˙ : I → A satisfaz
#(θ ◦ γ(t)) = d
dt
(h ◦ γ)(t) para todo t ∈ I
e portanto, e´ um A-caminho (veja a Definic¸a˜o 2.3.3). Assim, podemos re-escrever a
condic¸a˜o como:
• (Obstruc¸a˜o Global) Para cada lac¸o γ em M , homoto´pico a curva constante em m,
o A-caminho θ ◦ γ˙ e´ A-homoto´pico ao A-caminho constante igual a zero em h(m).
Note que esta condic¸a˜o tambe´m pode ser expressada em termos de uma equac¸a˜o diferen-
cial. De fato, pelos resultados de [12] podemos descreveˆ-la como:
• (Obstruc¸a˜o Global) Para todo lac¸o homotopicamente trivial γ em (M,m), existe
uma variac¸a˜o a(t) = a(, t) de A-caminhos ligando a0 = θ ◦ γ˙ ao caminho cons-
tante igual a zero a1 = 0h(m) tal que a soluc¸a˜o b(, t) da equac¸a˜o diferencial
∂tb− ∂a = T∇(a, b), b(, 0) = 0
satisfaz b(, 1) = 0 para todo  ∈ I , onde∇ e´ uma conexa˜o arbitra´ria em A.
4.7 Resolvendo o Problema de
Classificac¸a˜o Local
Retornamos agora ao problema de realizac¸a˜o de Cartan. Vimos que a condic¸a˜o necessa´ria
para resolver o problema de Cartan, obtida por d2 = 0, e´ que as func¸o˜es −Ckij e F ai
sa˜o as func¸o˜es estruturais de um algebro´ide de Lie A → X escrita em coordenadas
x1, . . . , xd e sec¸o˜es α1, . . . , αn. Suponha por um momento que A e´ integra´vel, e seja
G um grupo´ide de Lie que integra A. Denote por ωMC a forma de Maurer-Cartan de G, e
por (ω1MC, . . . , ω
n
MC) as suas componentes com relac¸a˜o a` base α1, . . . , αn. Enta˜o, e´ claro
que para todo x0 ∈ X , (s−1(x0), ωiMC, t) e´ uma realizac¸a˜o do problema de Cartan com
dados iniciais (n,X,Ckij, F
a
i ). Um argumento parecido funciona tambe´m no caso em que
A na˜o e´ integra´vel. Neste caso, para cada x0 ∈ X , podemos encontrar uma vizinhanc¸a
U ⊂ L de x0 na folha L que o conte´m tal que a restric¸a˜o de A a` U e´ integra´vel por um
grupo´ide de Lie G ⇒ U . A forma de Maurer-Cartan de G toma valores em A|U ↪→ A e
portanto, podemos veˆ-la como uma forma de Maurer-Cartan com valores em A. Nova-
mente, e´ claro que (s−1(x0), ωiMC, t) e´ uma realizac¸a˜o de (n,X,C
k
ij, F
a
i ).
Observe tambe´m, que se (M, θi, h) e´ outra realizac¸a˜o de (n,X,Ckij, F
a
i ), enta˜o a 1-
forma em M com valores em A, θ ∈ Ω1(M,A), definida por
θ =
∑
i
θi(αi ◦ h) (4.7.1)
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satisfaz a equac¸a˜o de Maurer-Cartan generalizada. Isto e´ uma consequeˆncia da seguinte
conta:
d∇θ(
∂
∂θi
,
∂
∂θj
) = ∇¯( ∂
∂θi
)θ(
∂
∂θj
)− ∇¯( ∂
∂θj
)θ(
∂
∂θi
)− θ([ ∂
∂θi
,
∂
∂θj
])
= ∇#αiαj −∇#αjαi − [αi, αj]
= −T∇(αi, αj)
= −T∇¯(θ(
∂
∂θi
), θ(
∂
∂θj
)) (4.7.2)
onde ∇¯ denota a conexa˜o pullback em h∗A. Assim, se m0 ∈ M e´ tal que h(m0) =
x0, enta˜o pela propriedade universal das formas de Maurer-Cartan em grupo´ides de Lie,
podemos encontrar uma vizinhanc¸a V de m0 em M e um u´nico difeomorfismo φ : V →
φ(V ) ⊂ s−1(x0) tal que φ(m0) = 1m0 e φ∗ωMC = θ. Ou seja, qualquer realizac¸a˜o de
um problema de Cartan e´ localmente equivalente a` uma vizinhanc¸a da identidade numa
s-fibra de G, equipada com sua forma de Maurer-Cartan. Acabamos enta˜o de provar o
seguinte resultado de existeˆncia e unicidade que soluciona os problemas de classificac¸a˜o
e de equivaleˆncia local:
Teorema 4.7.1 Sejam (n,X,Ckij, F ai ) os dados inicias de um problema de realizac¸a˜o de
Cartan. Enta˜o, para todo x0 ∈ X , existe uma realizac¸a˜o (M, θi, h) com m0 ∈M tal que
h(m0) = m0 se e somente se
d∑
b=1
(
F bi
∂F aj
∂xb
− F bj
∂F ai
∂xb
)
= −
r∑
l=1
C lijF
a
l (4.7.3)
para todo 1 ≤ i, j ≤ r, 1 ≤ a ≤ d e
d∑
b=1
(
F bj
∂Cikl
∂xb
+ F bk
∂Cilj
∂xb
+ F bl
∂Cijk
∂xb
)
=
−
r∑
m=1
(
CimjC
m
kl + C
i
mkC
m
lj + C
i
mlC
m
jk
)
(4.7.4)
para todo 1 ≤ i, j, k, l ≤ r.
Ale´m do mais, qualquer realizac¸a˜o e´ localmente equivalente a` uma vizinhanc¸a da
identidade numa s-fibra de um grupo´ide de Lie G equipada com a sua forma de Maurer-
Cartan. Duas realizac¸o˜es sa˜o localmente equivalentes se e somente se elas correspondem
ao mesmo ponto x0 ∈ X , e neste caso, elas diferem por translac¸a˜o a` direita por um
elemento de G.
4.8 Simetrias de Realizac¸o˜es
Nesta sec¸a˜o, demonstraremos alguns resultados sobre simetrias de uma realizac¸a˜o. Mui-
tos destes resultados se devem ao Cartan [9]. A formulac¸a˜o que apresentamos, no entanto,
e´ baseada em [5]. O objetivo desta sec¸a˜o e´ mostrar como usar o algebro´ide classificante
para obter demonstrc¸o˜es simples destes fatos.
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Definic¸a˜o 4.8.1 Seja (M, θ, h) uma realizac¸a˜o de um problema de Cartan. Uma sime-
tria de (M, θ, h) e´ um difeomorfismo φ : M → M tal que φ∗θ = θ. Uma simetria
infinitesimal e´ um campo de vetores ξ ∈ X(M) tal que Lξθ = 0.
Proposic¸a˜o 4.8.2 (Teorema A.2 de [5]) Seja (M, θ, h) uma realizac¸a˜o conexa e simples-
mente conexa de um problema de Cartan com algebro´ide classificante A → X , tal que
h(M) esta´ contido na folha L de A. Enta˜o, o conjunto s ⊂ X(M) das simetrias infinite-
simais da realizac¸a˜o e´ uma a´lgebra de Lie de dimensa˜o dim s = dimM − dimL.
Demonstrac¸a˜o. Para demonstrar a proposic¸a˜o, iremos mostrar que s e´ isomorfa a` a´lgebra
de Lie de isotropia gx de A em algum (e portanto qualquer) ponto x ∈ L.
Para comec¸ar, note que um correferencial θ em M determina um par de conexo˜es em
TM , que denotaremos por ∇ e ∇¯. A primeira e´ a conexa˜o plana canoˆnica associada a`
trivializac¸a˜o de TM = M × Rn induzida por θ. A segunda conexa˜o e´ definida por
∇¯ξ1ξ2 = ∇ξ2ξ1 + [ξ1, ξ2].
Segue que:
1. a conexa˜o ∇¯ tambe´m e´ plana;
2. um campo de vetores ξ preserva θi, para todo 1 ≤ i ≤ n se e somente se ξ e´
∇¯-paralelo, i.e., ∇¯ξ′ξ = 0 para todo ξ′ ∈ X(M).
Segue do fato que campos de vetores paralelos so´ dependem do seu valor em um ponto
que s tem dimensa˜o finita.
Agora, como um campo de vetores ξ ∈ X(M) e´ uma simetria infinitesimal de uma
realizac¸a˜o se e somente se ξ preserva h, i.e., h∗(ξ) = 0, obtemos uma aplicac¸a˜o
ψ : s→ gx, ψ(ξ) = θ(ξ(p)),
onde p ∈M e´ qualquer ponto tal que h(p) = x.
Observe que s e´ fechada pelo colchete de Lie de campos de vetores. De fato, se
ξ1, ξ2 ∈ s, enta˜o
h∗[ξ1, ξ2] = # ◦ θ([ξ1, ξ2]) = [# ◦ θ(ξ1),# ◦ θ(ξ2)] = 0
mostra que s e´ uma a´lgebra de Lie.
Ale´m do mais, como θ e´ um morfismo de algebro´ides de Lie, segue que ψ e´ um
homomorfismo de a´lgebras de Lie. Mostraremos agora que este homomorfismo e´ um
isomorfismo. Para ver que ele e´ injetivo, observamos que θ e´ um isomorfismo fibra a
fibra, e que se um campo de vetores paralelo se anula em um ponto, enta˜o ele se anula
identicamente. Logo, kerψ = 0.
Finalmente, seja α um elemeto qualquer de gx. Denote por α˜ ∈ X(M) o campo
de vetores em M obtido por translac¸a˜o ∇¯-paralela ao longo de qualquer curva do vetor
θ−1(α). Isto esta´ bem definido, pois ∇¯ e´ plana, e M e´ simplesmente conexa por hipo´tese.
Mas, enta˜o e´ claro que ψ(α˜) = α, o que prova a proposic¸a˜o.
Observac¸a˜o 4.8.3 Quando M na˜o e´ simplesmente conexo, a a´lgebra de Lie de isotropia
gx pode ser identificada com a a´lgebra de Lie dos germes de campos de vetores em M ,
num ponto p tal que h(p) = x, que preservam o germe de θ em p.
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Podemos enunciar tambe´m o seguinte resultado semi-global sobre simetrias de uma
realizac¸a˜o:
Proposic¸a˜o 4.8.4 (Teorema A.3 de [5]) Sejam (n,X,Ckij, F ai ) os dados iniciais de um
problema de realizac¸a˜o para os quais −Ckij, F ai sa˜o as func¸o˜es de estruturas de um al-
gebro´ide de Lie A → X . Seja L ⊂ X uma folha de A cuja a´lgebra de Lie de isotropia
denotamos por g, e seja G um grupo de Lie qualquer com a´lgebra de Lie g.
Enta˜o, sobre qualquer subconjunto aberto e contra´til U ⊂ L, existe um fibrado prin-
cipal com grupo estrutural G, h : M → U , e um correferencial G-invariante θ em M tal
que (M, θ, h) e´ uma realizac¸a˜o do problema de Cartan. Ale´m do mais, esta realizac¸a˜o e´
localmente u´nica a menos de isomorfismo.
Demonstrac¸a˜o. Esta proposic¸a˜o e´ uma consequeˆncia imediata do Teorema de Classificac¸a˜o
4.7.1. De fato, como U e´ contra´til, e a restric¸a˜o de A a` U e´ transitivo, segue que A|U e´
integra´vel. Ale´m disso, para qualquer grupo de Lie G com a´lgebra de Lie g, existe um
grupo´ide de Lie G que integra A cujos grupos de isotropia sa˜o isomorfos a` G. Segue que
a restric¸a˜o da forma de Maurer-Cartan de G a` qualquer s-fibra fornece o u´nico correferen-
cial G-invariante que estavamos a procura.
4.9 O Problema de Globalizac¸a˜o
Estamos agora aptos a resolver o problema de globalizac¸a˜o. Suponha que sejam dados
dois germes de correferenciais θ0 e θ1 que solucionam um problema de realizac¸a˜o, e
queremos saber se eles sa˜o os germes de uma mesma realizac¸a˜o global. Temos o seguinte
resultado:
Teorema 4.9.1 Suponha que o algebro´ide classificante, A, do problema de Cartan e´ in-
tegra´vel. Enta˜o θ0 e θ1 sa˜o os germes de uma mesma realizac¸a˜o global conexa (M, θ, h)
se e somente se eles correspondem a pontos de X na mesma o´rbita de A.
Demonstrac¸a˜o. Suponha que os dois germes de correferenciais θ0 e θ1 correspondem a
pontos x0 e x1 na mesma o´rbita de A e seja G um grupo´ide de Lie que integra A. Enta˜o, a
s-fibra de G sobre x0 conte´m um ponto g com t(g) = x1. Logo, θ0 pode ser identificado
com o germe de ωMC em 1x0 e θ1 com o germe de ωMC em g. Concluimos que θ0 e θ1 sa˜o
ambos germes da realizac¸a˜o (s−1(x0), ωMC, t).
Reciprocamente, suponha que existe uma realizac¸a˜o conexa (M, θ, h) tal que θ0 e
θ1 sa˜o os germes de θ em pontos m0 e m1 de M , respectivamente. Seja γ uma curva
qualquer que liga m0 a m1 e seja U1, . . . , Uk uma famı´lia finita de conjuntos abetros de
M que cobrem esta curva, com a propriedade que a reatric¸a˜o de θ a` cada Ui e´ equivalente
a` restric¸a˜o da forma de Maurer-Cartan de G a` alguma s-fibra, i.e., θ|Ui = φ∗iωMC para
algum difeomorfismo φi : Ui → φi(Ui) ⊂ s−1(xi).
A demonstrac¸a˜o segue por induc¸a˜o no nu´mero de abertos necessa´rios para ligar m0 a
m1. Suponha que m0 e m1 pertencem ao mesmo aberto U1. Neste caso, φ1(m0) e φ1(m1)
pertencem a mesma s-fibra. Logo, h(m0) = t ◦ φ1(m0) pertence a mesma o´rbita que
h(m1) = t ◦ φ1(m1). Agora, assuma que o resultado vale para k − 1 conjuntos abertos.
Neste caso, qualquer ponto q de Uk−1 e´ mapeado por h para a mesma o´rbita que h(m0).
Seja q um ponto de Uk−1 ∩ Uk. Por um lado, como q e m1 pertencem a Uk, segue que h
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leva os dois pontos na mesma o´rbita de A. Por outro lado, pela hipo´tese indutiva, segue
que h tambe´m leva m0 e q para a mesma folha de A, o que conclui a demonstrac¸a˜o.
Observac¸a˜o 4.9.2 A proposic¸a˜o pode na˜o ser verdade quando A na˜o e´ integra´vel. O
problema neste caso e´ que o objeto global associado a A e´ um grupo´ide topolo´gico, que
so´ tem estrutura suave numa vizinhanc¸a da sec¸a˜o da identidade. Logo, se x, y ∈ X sa˜o
pontos da mesma o´rbita deA que esta˜o ’distantes demais’, pode ser que na˜o seja possı´vel
encontrar uma realizac¸a˜o diferencia´vel que cobre os dois pontos ao mesmo tempo.
Motivado por esta observac¸a˜o, e´ natural considerar o problema de existeˆncia de uma
realizac¸a˜o (M, θ, h) de um problema de Cartan, tal que a imagem de h e´ uma folha inteira
do algebro´ide de Lie classificante.
Definic¸a˜o 4.9.3 Uma realiazc¸a˜o (M, θ, h) e´ dita cheia se h e´ sobrejetiva sobre a o´rbita
de A que ela cobre.
Antes de continuarmos, apresentamos o seguinte exemplo:
Exemplo 4.9.4 Suponha que o algebro´ide de Lie classificante A e´ integra´vel e seja G um
grupo´ide de Lie qualquer que integra A. Enta˜o, as s-fibras de G com suas formas de
Maurer-Cartan sa˜o realizac¸o˜es cheias.
Temos uma recı´proca parcial ao exemplo acima; que se existir uma realizac¸a˜o com-
pleta cobrindo uma o´rbita L do algebro´ide classificante, enta˜o a restric¸a˜oA|L e´ integra´vel.
Uma situac¸a˜o ana´loga aparece em [29].
Definic¸a˜o 4.9.5 Uma realizac¸a˜o (M, θ, h) de um problema de Cartan e´ dita completa se
ela e´ uma realizac¸a˜o cheia, para a qual todas as simetrias infinitesimais ξ ∈ X(M) sa˜o
campos de vetores completos.
Proposic¸a˜o 4.9.6 Sejam A→ X o algebro´ide classificante de um problema de Cartan, e
L ⊂ X uma folha de A. Enta˜o, existe uma realizac¸a˜o completa que cobre L se e somente
se a restric¸a˜o A|L e´ integra´vel.
Demonstrac¸a˜o. Suponha que A|L e´ integrado por G ⇒ L. Enta˜o, claramente, para
qualquer x ∈ L, a realizac¸a˜o (s−1(x), ωMC, t) e´ completa.
Reciprocamente, seja (M, θ, h) uma realizac¸a˜o completa que cobreL. Pela (demonstrac¸a˜o
da) Proposic¸a˜o 4.8.2, a a´lgebra de Lie de simetrias de θ e´ a a´lgebra de Lie de isotropia
g de A num ponto x ∈ L. Agora, como (M, θ, h) e´ completa, podemos integrar a ac¸a˜o
infinitesimal de g emM para uma ac¸a˜o de G˜, onde G˜ denota o grupo de Lie simplesmente
conexo com a´lgebra de Lie g. Mas neste caso,
M
h

G˜
||
L
e´ um fibrado principal. Seu algebro´ide de Atiyah e´ isomorfo a` A|L. Logo, A|L pode ser
integrado pelo grupo´ide de calibre de M → L.
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4.10 O Problema de Classificac¸a˜o Global
Nesta sec¸a˜o, apresentaremos a soluc¸a˜o do problema de classificac¸a˜o global 4.2.4. Ao
longo desta sec¸a˜o, (n,X,Ckij, F
a
i ) denotam os dados iniciais de um problema de realizac¸a˜o
com algebro´ide de Lie classificante A→ X , e (M, θ, h) denota uma realizac¸a˜o.
O problema de classificac¸a˜o global para realizac¸o˜es de um problema de Cartan e´ muito
mais delicado do que o problema local. O motivo disto e´ que o algebro´ide classificante
na˜o distingue entre uma realizac¸a˜o e seus recobrimentos.
Exemplo 4.10.1 Para ilustrar esta dificuldade, explicamos aqui um exemplo apresentado
em [27] (veja tambe´m [28]) de uma variedade simplesmente conexa, equipada com uma
forma de Maurer-Cartan com valores numa a´lgebra de Lie, que na˜o pode ser globalmente
mergulhada em nenhum grupo de Lie G, mas que e´ localmente equivalente em todos seus
pontos a` uma vizinhanc¸a da identidade de G.
Seja M = R2 − {(−1, 0)} o plano sem um ponto equipado com seu correferencial
canoˆnico {dx, dy}. Seja M˜ o seu recobrimento universal. Enta˜o M˜ e´ um helico´ide que
podemos identificar com o semi-plano {(r, ϕ) ∈ R2 : r > 0}. Usando esta identificac¸a˜o,
a aplicac¸a˜o de recobrimento pi : M˜ →M pode ser escrita como
pi(r, ϕ) = (r cosϕ− 1, r sinϕ)
Sejam
θ1 = cosϕdr − r sinϕdϕ, θ2 = sinϕdr + r cosϕdϕ
os pullbacks de dx e dy por pi. Enta˜o θ = (θ1, θ2) e´ uma forma de Maurer-Cartan em M˜
com valores na a´lgebra de Lie abeliana R2.
Segue que θ e´ localmente equivalente, em cada ponto de M˜ , a` forma de Maurer-
Cartan do grupo de Lie abeliano R2. Por outro lado, θ na˜o pode ser globalmente equi-
valente a` forma de Maurer-Cartan em nenhum subconjunto aberto de R2. Para ver isto,
note que θ induz uma estrutura de grupo de Lie local em M˜ da seguinte maneira. Se fixar-
mos o ponto (1, 0) ∈ M˜ como sendo a identidade, podemos definir o produto w = u ·v de
dois pontos u, v ∈ M˜ de forma que ele projeta na soma usual, i.e., pi(w) = pi(u) + pi(v).
Ale´m do mais, este produto pode ser definido para que seja suave sempre que pelo menos
um dos elementos pertenc¸a a mesma folha do recobrimento que o elemento identidade
(1, 0).
Este produto, no entanto, na˜o pode ser associativo. De fato, o produto u · v ·w so´ esta´
bem definido se o triaˆngulo com ve´rtices pi(u), pi(u) + pi(v) e pi(u) + pi(v) + pi(w) na˜o
conte´m o ponto (−1, 0) no seu interior. Caso contra´rio, os produtos (u · v) ·w e u · (v ·w)
pertencem a folhas diferentes do espac¸o de recobrimento M˜ . Mesmo se restringirmos
a` um subconjunto de M˜ para o qual o produto de quaisquer treˆs elementos esta´ bem
definido, iremos encontrar o mesmo tipo de problema na hora de definir o produto de
quatro elementos, e assim por diante. Logo, o correferencial θ em M˜ na˜o pode ser
globalmente equivalente a forma de Maurer-Cartan num subconjunto do grupo de Lie
R2.
Temos no entanto, o seguinte teorema (compare com o Teorema 14.28 de [27]):
Teorema 4.10.2 Seja (M, θ, h) uma realizac¸a˜o cheia de um problema de Cartan e supo-
nha que o algebro´ide de Lie classificante A → X e´ integra´vel. Enta˜o M e´ globalmente
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equivalente, a menos de recobrimento, a` um subconjunto aberto de uma s-fibra dum
grupo´ide de Lie G que integra A.
Demonstrac¸a˜o. Denote por D a distribuic¸a˜o em M ×h,t G utilizada na demontrac¸a˜o da
Proposic¸a˜o 4.5.2, e sejaN uma variedade integral maximal deD. Denote por piM : M×h,t
G → M e por piG : M ×h,t G → G as projec¸o˜es naturais. Enta˜o piG(N) esta´ totalmente
contida numa u´nica s-fibra de G, s−1(x). Ale´m do mais, a restric¸a˜o das projec¸o˜es a` N ,
piM : N →M e piG : N → s−1(x) sa˜o difeomorfismos locais.
A subvariedade N , equipada com o correferencial pi∗Mθ = pi
∗
GωMC, e´ uma cobertura
de realizac¸o˜es comum de M e um subconjunto aberto da s-fibra de G. Para ver isto,
precisamos mostrar que piM(N) = M . De fato, se isto for verdade, M sera´ globalmente
equivalente, a menos de cobertura, a` piG(N) ⊂ s−1(x).
Suponha que piM(N) seja uma subvariedade pro´pria de M e seja m0 ∈ M − piM(N)
um ponto no fecho de piM(N) (lembre-se que piM |N e´ uma aplicac¸a˜o aberta). Enta˜o,
pela propriedade universal das formas de Maurer-Cartan em grupo´ides de Lie, existe uma
vizinhanc¸a aberta U de m0 em M e um difeomorfismo φ0 : U → φ(U) ⊂ s−1(h(m0))
tal que φ∗0ωMC = θ e φ0(m0) = 1h(m0). Segue que o gra´fico de φ0 e´ tambe´m uma
subvariedade integral N0 da distribuic¸a˜o D em M ×h,t G, que passa por (m0,1h(m0)).
Agora, seja m = piM(m, g) um ponto qualquer de U ∩ piM(N) onde (m, g) ∈ N . Enta˜o
φ0(m) ∈ G e´ uma seta ligando h(m0) a` h(m) e g e´ uma seta ligando m a` h(p), logo,
g0 = φ0(m)
−1 · g e´ uma seta ligando x a` h(m0), i.e.,
•
m0
•
m
φ0(m)−1
zz •
m0
g
{{
g0=φ0(m)−1·g
}}
Como a forma de Maurer-Cartan e´ invariante por translac¸a˜o, segue que a variedade
Rg0N0 = {(m¯, g¯ · g0) : (m¯, g¯) ∈ N0}
e´ uma subvariedade integral de D. Mas, o ponto (m, g) = (m,φ0(m) · g0) pertence a`
Rg0N0 e tambe´m a` N , e portanto, pela unicidade e maximalidade de N , segue que N
conte´m Rg0N0. No entanto, (m0, φ0(m0) · g0) e´ um ponto de N que projeta por piM em
m0, o que contradiz o fato que m0 ∈M − piM(N).
Como consequeˆncia deste teorema, podemos recuperar os dois resultados principais
sobre equivaleˆncia global de [27]:
Corola´rio 4.10.3 (Olver [27]) 1. Se θ e´ um correferencial de posto 0 emM , enta˜oM
e´ globalmente equivalente, a menos de recobrimento, a` um aberto de um grupo de
Lie.
2. Se (M1, θ1, h1) e (M2, θ2, h2) sa˜o realizac¸o˜es cheias de posto n, que cobrem a
mesma o´rbita L ⊂ X de A, enta˜o M1 e M2 sa˜o recobrimentos de realizac¸o˜es
de uma mesma realizac¸a˜o (L, θ, h), i.e.,
M1
h1   A
AA
AA
AA
A M2
h2~~}}
}}
}}
}}
L
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Demonstrac¸a˜o.
1. A primeira parte do corola´rio e´ trivial. A restric¸a˜o de algebro´ide de Lie classificante
a` h(M) = {pt} e´ uma a´lgebra de Lie, e portanto, integra´vel por um grupo de
Lie G. Segue que M e´ globalmente equivalente, a menos de recobrimento, a um
subconjunto aberto de G.
2. Para demonstrar a segunda parte do corola´rio, sejam A → X o algebro´ide de Lie
classificante do problema de realizac¸a˜o e L uma folha n-dimensional de A para a
qual h1(M1) = L = h2(M2). Como A tem posto n, segue que a restric¸a˜o da aˆncora
de A a` L e´ injetora, e portanto A|L e´ integra´vel. Ale´m do mais, o seu grupo´ide de
Lie G e´ e´tale, i.e., as aplicac¸o˜es s e t sa˜o difeomorfismos locais.
Podemos tornar L numa realizac¸a˜o se definirmos em L o correferencial dado pelo
pullback da forma de Maurer-Cartan pelas inversas locais de t. De forma mais pre-
cisa, seja U um subconjunto aberto de s−1(x) para o qual a restric¸a˜o de t e´ bijetora,
e denote por V = t(U) a imagem aberta de U por t. Defina o correferencial θU em
V por
θU = (t|−1U )∗ωMC.
Enta˜o, θU e´ a restric¸a˜o a` V de um correferencial globalmente definido em L. De
fato, suponha que U¯ e´ outro aberto de s−1(x) para o qual t|U¯ e´ bijetora e tal que
V¯ = t(U¯) intersecta V . Denote por θU¯ o correferencial em V¯ definido por
θU¯ = (t|−1U¯ )∗ωMC.
Mostraremos que θU e θU¯ coincidem na intersec¸a˜o V ∩ V¯ . Depois de encolher U e
U¯ , se necessa´rio, podemos assumir que V = V¯ . Mas, neste caso, como G e´ e´tale,
segue que o grupo de isotropia Gx e´ discreto, o que implica que U e´ a translac¸a˜o a`
direita de U¯ por um elemento g ∈ Gx, i.e.,
U = Rg(U¯).
Logo,
θU = (Rg ◦ t|−1U¯ )∗ωMC
= (t|−1
U¯
)∗(R∗gωMC)
= (t|−1
U¯
)∗ωMC
= θU¯ ,
e θ e´ um correferencial global bem definido em L.
Agora, como M1 e M2 sa˜o ambos globalmente equivalentes, a menos de reco-
brimentos, a conjuntos abertos de s−1(x), segue que as submerso˜es sobrejetivas
hi : Mi → L sa˜o recobrimentos de realizac¸o˜es.
Se o leitor preferir, podemos dar um argumento mais direto para mostrar que hi
e´ um morfismo de realizac¸o˜es. De fato, o correferencial θ1 em M1 e´ localmente
o pullback da forma de Maurer-Cartan numa s-fibra de G por um difeomorfismo
60 CAPI´TULO 4. O PROBLEMA DE CLASSIFICAC¸A˜O DE CORREFERENCIAIS
localmente definido φ1 : W1 ⊂ M1 → s−1(x). Depois de encolher W1, podemos
assumir que a restric¸a˜o de t a` U1 = φ1(W1) e´ bijetora. Enta˜o,
h∗1θ = (t ◦ φ1)∗θ
= φ∗1(t
∗ ◦ (t|−1U )∗ωMC)
= φ∗1ωMC
= θ1.
E´ o´bvio que o mesmo argumento pode ser usado para mostrar que a aplicac¸a˜o h2
tambe´m e´ um morfismo de realizac¸o˜es. Podemos resumir esta demonstrac¸a˜o no
seguinte diagrama:
s−1(x)
t

M1
φ1
;;wwwwwwww
h1 ##H
HH
HH
HH
HH
M2
φ2
ccGGGGGGGG
h2{{vv
vv
vv
vv
v
L _

X.
5O Problema de Classificac¸a˜o
para G-Estruturas de Tipo Finito
Este capı´tulo e´ dedicado ao problema de realizac¸a˜o para G-estruturas de tipo finito. Em
particular, descreveremos a estrutura do algebro´ide classificante, bem como algumas de
suas propriedades.
Para comec¸ar, explicamos o caso em que G(1) = {e}. O caso geral seguira´, quase que
imediatamente, do fato de que o k-e´simo prolongamento (BG)(k) de uma G-estrutura BG
coincide com o primeiro prolongamento de (BG)(k−1).
5.1 O Problema de Realizac¸a˜o para
G-Estruturas de Tipo 1
Considere uma G-estrutura, onde G e´ um subgrupo de GLn tal que G(1) = {e}. Vimos
no Capı´tulo 3 que existem func¸o˜es estruturais que determinam a G-estrutura, a menos
de equivaleˆncia. Reciprocamente, suponha que seja dado um conjunto de func¸o˜es e que
queremos determinar quais sa˜o todas as G-estruturas para as quais estas sa˜o suas func¸o˜es
estruturais. Enta˜o, pelas equac¸o˜es estruturais (3.4.1) precisamos resolver o seguinte pro-
blema de realizac¸a˜o:
Problema 5.1.1 (Problema de Realizac¸a˜o para G-Estruturas com G(1) = {e}) Dados:
1. um subconjunto aberto X ⊂ Rd;
2. um nu´mero inteiro n ∈ N;
3. uma suba´lgebra de Lie g ⊂ gln tal que g(1) = 0;
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4. Um subgrupo de Lie G ⊂ GL(n) com a´lgebra de Lie g;
5. aplicac¸o˜es c : X → Hom(Rn ∧ Rn,Rn), R : X → Hom(Rn ∧ Rn, g), S : X →
Hom(Rn ⊗ g, g), Θ : X → Hom(Rn,Rd), e Φ : X → Hom(g,Rd)
existe
1. uma variedade Mn;
2. uma G-estrutura BG(M) em M com forma tautolo´gica θ ∈ Ω1(BG,Rn);
3. uma 1-forma vertical η ∈ Ω1(BG, g) de posto ma´ximo;
4. uma aplicac¸a˜o h : BG → X
tais que 
dθ = c(h)(θ ∧ θ)− η ∧ θ
dη = R(h)(θ ∧ θ) + S(h)(θ ∧ η)− η ∧ η
dh = Θ(h) ◦ θ + Φ(h) ◦ η ?
(5.1.1)
Tambe´m estaremos interessados numa pequena variante deste problema: Ao inve´s de
tomarmos um grupo de Lie G tal que G(1) = {e} tomamos um subgrupo arbitra´rio de
GLn. Neste caso, o problema de realizac¸a˜o acima fornece uma reduc¸a˜o da G(1)-estrutura
BG(M)(1) sobre BG(M) ao subgrupo {e}. Este tipo de problema aparece, por exem-
plo, quando desejamos descrever conexo˜es numa variedade que preservam uma estrutura
geome´trica. Discutiremos um exemplo disto no Capı´tulo 7.
5.2 Existeˆncia de Soluc¸o˜es
Para resolvermos este problema de realizac¸a˜o, comec¸amos por descrever algumas condic¸o˜es
necessa´rias para a existeˆncia de soluc¸o˜es. Para tal, note que se (M,BG, θ, η, h) e´ uma
realizac¸a˜o do problema de Cartan, enta˜o, em particular, (BG, (θ, η), h) e´ uma soluc¸a˜o do
problema de realizac¸a˜o associado para correferenciais. Isto significa que os dados iniciais
do problema determinam um algebro´ide de Lie classificante A→ X tal que
TBG (θ,η) //

A
BG h // X
(5.2.1)
e´ um morfismo de algebro´ides de Lie.
Agora, descreveremos as propriedades extras queA deve ter devido ao fato que que os
correferenciais que ele classifica correspondem a {e}-estruturas em BG(M), i.e., devido
ao formato das equac¸o˜es estruturais. Antes de mais nada, note que como fibrado vetorial,
A ∼= X×(Rn⊕g) e que sua estrutura de algebro´ide de Lie pode ser descrita explicitamente
(em sec¸o˜es constantes) por
[(u, ρ), (v, σ)](x) = (w, τ) (5.2.2)
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onde,
w = −c(x)(u ∧ v) + ρ · v − σ · u
τ = −R(x)(u ∧ v)− S(x)(u⊗ σ − v ⊗ ρ) + [ρ, σ]g
(5.2.3)
e
#(u, ρ) = Θ(x)u+ Φ(x)ρ. (5.2.4)
Segue que
[(0, ρ), (0, σ)]A = (0, [ρ, σ]g) (5.2.5)
e portanto
g ↪→ Γ(A) (5.2.6)
e´ um homomorfismo de a´lgebras de Lie. Deste modo, obtemos uma ac¸a˜o de g em A por
automorfismos internos
ψ(ρ)(α) = [(0, ρ), α]A (5.2.7)
onde α e´ uma sec¸a˜o qualquer de A.
Resumindo, obtemos que uma condic¸a˜o necessa´ria para a existeˆncia de realizac¸o˜es do
problema de Cartan para G-estruturas de tipo 1 e´ que os dados inicias devem determinar
um algebro´ide de Lie trivial (como fibrado) no qual g age por automorfismos internos.
Ale´m do mais, a estrutura do algebro´ide de Lie na˜o e´ completamente arbitra´ria: ela deve
ter a forma especı´fica (5.2.3) e (5.2.4).
Descrevemos agora ate´ que ponto que estas condic¸o˜es sa˜o (pelo menos localmente)
tambe´m suficientes. Iremos mostrar que se as condic¸o˜es acima sa˜o satisfeitas, enta˜o para
cada x na base X do algebro´ide de Lie, podemos construir uma G-estrutura em Rn que
conte´m um referencial p na origem tal que h(p) = x e para o qual as equac¸o˜es estruturais
sa˜o satisfeitas numa vizinhanc¸a de p. Mais precisamente:
Teorema 5.2.1 Seja G um subgrupo de Lie de GLn tal que G(1) = {e} e sejam
(n,X,G, (c, R, S), (Θ,Φ))
os dados iniciais de um problema de realizac¸a˜o para G-estruturas. Enta˜o, para cada x ∈
X , existe uma realizac¸a˜o (U,BG(U), (θ, η), h) definida numa vizinhanc¸a U da origem de
Rn que conte´m um referencial p ∈ BG, tal que h(p) = x se e somente se o colchete (5.2.3)
e a aˆncora (5.2.4) determinam a estrutura de um algebro´ide de Lie em A ∼= Rn⊕g→ X .
Ale´m do mais, neste caso, g age infinitesimalmente em A por automorfismos internos,
e a ac¸a˜o e´ localmente livre.
Demonstrac¸a˜o. Suponha que os dados iniciais do problema de realizac¸a˜o determinam um
algebro´ide de Lie A → X cuja estrutura e´ dada por (5.2.3) e (5.2.4). Seja (P, (θ, η), h)
uma realizac¸a˜o do problema de Cartan associado para correferenciais, i.e.,
TP
(θ,η) //

A

P
h
// X
(5.2.8)
e´ um morfismo de algebro´ides de Lie. O que mostraremos atrave´s de uma se´rie de passos
e´ que (depois de nos restringir a um aberto suficientemente pequeno de P ) podemos
identificar P com um subconjunto aberto de uma G-estrutura definida numa vizinhanc¸a
da origem de Rn.
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Passo 1 θ = 0 define uma distribuic¸a˜o integra´vel D em P .
Como dθ = c(θ ∧ θ) − η ∧ θ, segue que dθ(ξ1, ξ2) = 0 sempre que θ(ξ1) = 0 = θ(ξ2).
Logo, a afirmac¸a˜o segue do Teorema de Frobenius.
Passo 2 Cada folha de D e´ localmente difeomorfa a` uma vizinhanc¸a da identidade de G.
Note que a equac¸a˜o estrutural para dη, quando restrita a` θ = 0, e´ simplesmente a equac¸a˜o
de Maurer-Cartan
dη + η ∧ η = 0. (5.2.9)
Logo, pela propriedade universal das formas de Maurer-Cartan em grupos de Lie, segue
que cada ponto da folha tem uma vizinhanc¸a localmente difeomorfa a` uma vizinhanc¸a da
identidade de G. Ale´m do mais, vendo η como uma aplicac¸a˜o
D → X × g,
como ambos os fibrados acima tem o mesmo posto, e η e´ sobrejetiva fibra a fibra, segue
que podemos inverter η para obter uma ac¸a˜o infinitesimal
η−1 : g→ X(D) ⊂ X(P ). (5.2.10)
Passo 3 θ e´ equivariante com relac¸a˜o a` ac¸a˜o infinitesimal de g em P .
E´ lo´gico que isto e´ uma consequeˆncia da equac¸a˜o estrutural para dθ. Denote por ρ˜ =
η−1(ρ) o campo de vetores tangente a`s folhas de θ = 0 que e´ gerado por ρ. Enta˜o, pela
Fo´rmula Ma´gica de Cartan, obtemos
Lρ˜θ = iρ˜dθ + diρ˜θ
= iρ˜dθ
= iρ˜(c(θ ∧ θ)− η ∧ θ)
= −ρ · θ
(5.2.11)
que demonstra a afirmac¸a˜o.
Passo 4 P tem (localmente) a estrutura de fibrado sobre Rn.
Basta restringir (θ, η) a um subconjunto aberto suficientemente pequeno (que continuare-
mos a denotar por P ) tal que:
1. as folhas de θ = 0 sa˜o as fibras de uma submersa˜o P → Rn e
2. a restric¸a˜o de η a` cada folha L e´ o pullback da forma de Maurer-Cartan de G por
um difeomorfismo L→ U ⊂ G.
Enta˜o P ∼= Rn × U → Rn e´ um fibrado trivial com fibra tı´pica U .
Passo 5 Podemos estender P a` uma G-estrutura sobre Rn que resolve o problema de
realizac¸a˜o numa vizinhac¸a de um referencial.
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Seja P˜ ∼= Rn ×G o fibrado principal trivial com fibra G. Note que
P
  i //
  A
AA
AA
AA
A P˜
~~}}
}}
}}
}}
Rn
(5.2.12)
Agora, defina em P˜ a 1-forma θ˜ com valores em Rn dada por
θ˜(v,g)(ξ) := g
−1 · θ(v,e)((Rg−1)∗ξ), (5.2.13)
que esta´ bem definida pela equivariaˆncia de θ. Enta˜o θ˜ e´ uma forma tensorial na˜o-
degenerada em P˜ e, portanto, determina um mergulho de P˜ no fibrado das bases de Rn.
Segue que P˜ e´ uma G-estrutura, BG, sobre Rn com forma tautolo´gica θ˜.
Observac¸a˜o 5.2.2 Note que aG-estrutura construı´da acima na˜o e´ uma realizac¸a˜o global
do problema de Cartan. De fato, a existeˆncia da aplicac¸a˜o h e da 1-forma η para as
quais as equac¸o˜es estruturais sa˜o satisfeitas so´ ocorre numa vizinhanc¸a de um referencial
p ∈ BG(M).
No entanto, se o grupo G for redutivo, i.e., se podemos escolher um complemento
G-invariant C para A(Hom(Rn, g)) em Hom(∧2Rn,Rn), (veja o Capı´tulo 3), ou mais
geralmente, se a func¸a˜o estrutural S for nula, enta˜o η sera´ equivariante (uma forma de
conexa˜o) e podemos estendeˆ-la a todo P˜ atrave´s de
η˜(v,g)(ξ) := Ad g−1 · η(v,e)((Rg−1)∗ξ) (5.2.14)
obtendo assim uma realizac¸a˜o que satisfaz as equac¸o˜es estruturais em todos os pontos.
5.3 Construc¸a˜o Geome´trica de Modelos
Para que se tenha uma compreensa˜o melhor do problema de realizac¸a˜o de G-estruturas, e
para que possamos obter resultados semi-globais, descrevemos nesta sec¸a˜o o que ocorre
no melhor dos casos, i.e., quando o algebro´ide de Lie classificante A e´ integra´vel e a ac¸a˜o
infinitesimal de g em A se integra numa ac¸a˜o livre e pro´pria de G em G. O problema de
realizac¸a˜o para G-estruturas de tipo finito sera´ deixado para a pro´xima sec¸a˜o.
Comec¸amos por descrever as propriedades das ac¸o˜es de grupos de Lie e a´lgebras de
Lie em algebro´ides e grupo´ides de Lie que utilizaremos. Para mais detalhes, referimos o
leitor a` [18] de onde nos baseamos para o que segue.
Definic¸a˜o 5.3.1 1. Uma ac¸a˜o de um grupo de Lie G num grupo´ide de Lie G e´ uma
ac¸a˜o suave Ψ : G× G → G tal que para cada a ∈ G, a aplicac¸a˜o
Ψa : G → G, Ψa(g) = a · g
e´ um automorfismo do grupo´ide de Lie.
2. Uma ac¸a˜o de um grupo de Lie G num algebro´ide de Lie A e´ uma ac¸a˜o suave
Ψ : G× A→ A tal que para cada a ∈ G, a aplicac¸a˜o
Ψa : A→ A, Ψa(α) = a · α
e´ uma automorfismo de algebro´ides de Lie.
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Se Ψ : G× G → G e´ uma ac¸a˜o de G em G, enta˜o, para cada a ∈ G, a aplicac¸a˜o
(Ψa)∗ : A→ A
e´ um automorfismo de algebro´ides de Lie. Logo, diferenciando na sec¸a˜o da identidade de
G, podemos passar de ac¸o˜es de grupos de Lie em grupo´ides a` ac¸o˜es de grupos de Lie em
algebro´ides. Existe tambe´m uma maneira de passar de ac¸o˜es em algebro´ides para ac¸o˜es
em grupo´ides, mas na˜o iremos isto nesta tese.
Olhamos agora para ac¸o˜es infinitesimais de a´lgebras de Lie am algebro´ides de Lie.
Definic¸a˜o 5.3.2 1. Uma derivac¸a˜o de um algebro´ide de Lie A e´ um operador linear
D : Γ(A) → Γ(A) tal que existe um campo de vetores σD ∈ X(X), chamado de
sı´mbolo de D, para o qual
D(fα) = fD(α) + σD(f)α
e tal que
D([α, β]) = [D(α), β] + [α,D(β)]
para quaisquer sec¸o˜es α, β ∈ Γ(A) e func¸a˜o f ∈ C∞(X).
2. Uma ac¸a˜o infinitesimal de uma a´lgebra de Lie g num algebro´ide de Lie A e´ um
homomorfismo de a´lgebras de Lie ψ : g→ Der(A), onde Der(A) denota o espac¸o
das derivac¸o˜es de A.
Dada uma ac¸a˜o Ψ : G × A → A de um grupo de Lie G num algebro´ide de Lie A,
enta˜o para ρ ∈ g,
ψ(ρ)(α) =
d
dt
exp(tρ) · α∣∣
t=0
define uma ac¸a˜o infinitesimal de g em A. Neste caso, diremos que a ac¸a˜o de G em A
integra a ac¸a˜o infinitesimal g.
E´ possı´vel definir tambe´m uma ac¸a˜o infinitesimal de uma a´lgebra de Lie g num
grupo´ide de Lie G, e todos os quatro tipos de ac¸o˜es citados aqui esta˜o relacionados. No
entanto, como isto na˜o sera´ usado na tese, iremos omitir sua descric¸a˜o.
Retornamos agora ao problema de realizac¸a˜o. Enta˜o A ∼= X × (Rn ⊕ g) → X e´ o
algebro´ide de Lie classificante de um problema de Cartan para G-estruturas e G ⊂ GLn e´
um subgrupo de Lie de tipo 1. A inclusa˜o i : g→ Γ(A) determina uma ac¸a˜o infinitesimal
ψ(ρ)(α) = [(0, ρ), α]A
por derivac¸o˜es internas. Esta ac¸a˜o induz um morfismo de algebro´ides de Lie
φ : g×X → A, φ(ρ, x) = i(ρ)(x),
do algebro´ide de transformac¸o˜es g×X paraA. Suponha que a ac¸a˜o de g emX e´ completa,
que A e´ integra´vel por um grupo´ide de Lie G e que a aplicac¸a˜o φ pode ser integrada por
um morfismo de grupo´ides de Lie
Φ : G×X → G,
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do grupo´ide de transformac¸o˜es G × X para G. Observamos que isto e´ sempre o caso
quando G e´ simplesmente conexo. Enta˜o, podemos descrever a ac¸a˜o associada de G em
G por
Ψ : G× G → G, Ψ(a, g) = Φ(a, t(g)) · g · (Φ(a, s(g)))−1.
Neste caso, obtemos tambe´m uma ac¸a˜o de G em cada s-fibra de G, que pode ser
descrita explicitamente por
a · g = Φ(a, t(g)) · g.
Ale´m do mais, quando a ac¸a˜o de G em X e´ pro´pria e ker Φ = {e} ×X , segue que a ac¸a˜o
de G em cada s-fibra de G e´ tambe´m livre e pro´pria. Quando isto ocorre, denotaremos por
Mx a variedade obtida tomando o quociente de s−1(x) pelas o´rbitas da ac¸a˜o de G.
Proposic¸a˜o 5.3.3 O fibrado principal
s−1(x)
pi

G
||
Mx
e´ uma G-estrutura sobre Mx.
Demonstrac¸a˜o. Seja ωMC a restric¸a˜o a` s−1(x) da forma de Maurer-Cartan e denote por
θ a sua componente com valores em Rn. Segue das equac¸o˜es estruturais do algebro´ide
de Lie A e do fato que a ac¸a˜o de G em A integra a ac¸a˜o infinitesimal de g, que θ e´ na˜o-
degenerada, horizontal e equivariante. Logo, existe um mergulho s−1(x) → B(Mx) tal
que θ e´ a restric¸a˜o da forma tautolo´gica deB(Mx) a` s−1(x), o que demonstra a proposic¸a˜o.
Agora, para obter um resultado de classificac¸a˜o local, assumimos que a 1-forma η
pode ser tomada equivariante (por exemplo, seG for redutivo). Seja (M,BG(M), (θ, η), h)
uma realizac¸a˜o de um problema de Cartan e seja p ∈ BG(M) um referencial. Enta˜o, pela
propriedade universal das formas de Maurer-Cartan em grupo´ides de Lie, segue que existe
uma vizinhanc¸a U de p em BG(M) e um difeomorfismo φ : U → φ(U) ⊂ s−1(h(p))
tal que φ(p) = 1h(p) e φ∗ωMC = (θ, η). No entanto, como (θ, η) e ωMC sa˜o ambos
G-equivariantes, podemos estender φ a um subconjunto aberto da forma pi−1pi(U) ⊂
BG(M). Isto e´ feito impondo a equivariaˆncia de φ. Assim, acabamos de provar que:
Teorema 5.3.4 (Classificac¸a˜o Local) Seja A → X o algebro´ide de Lie classifcante de
um problema de realizac¸a˜o de G-estruturas, onde G e´ um grupo de Lie redutivo de tipo
1. Suponha que A e´ integra´vel e que
1. a ac¸a˜o infinitesimal de g em X se integra a uma ac¸a˜o pro´pria de G em X;
2. o algebro´ide de tranformac¸o˜es g × X ⊂ A se integra a um subgrupo´ide de G(A)
que e´ isomorfo ao grupo´ide de transformac¸o˜es G×X ⇒ X .
Enta˜o qualquer realizac¸a˜o BG(M)→M e´ localmente equivalente a` s−1(x)→Mx para
algum x ∈ X .
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Antes de continuarmos, gostarı´amos de fazer um u´ltimo comenta´rio. Como estamos
assumindo que a ac¸a˜o de G em G e´ livre e pro´pria, e como a ac¸a˜o induzida de G em
A e´ por automorfismos de algebro´ides de Lie, segue que A/G → X/G e´ tambe´m um
algebro´ide de Lie. De fato, ele e´ o algebro´ide de Lie do grupo´ide de Lie G/G⇒ X/G, e
sua estrutura e´ dada por
[α ·G, β ·G] = [α, β] ·G, #(α ·G) = #(α) ·G.
Agora, como consequeˆncia do fato que h : BG(M) → X e´ equivariante, i.e., h(p · a) =
a−1 · h(p), obtemos que existe uma correspondeˆncia bijetora entre os pontos de X/G e
os germes de soluc¸o˜es do problema de realizac¸a˜o para G-estruturas. Em outras palavras,
duas soluc¸o˜es s−1(x) → Mx e s−1(y) → My do problema de Cartan sa˜o localmente
equivalentes se e somente se x e y pertencem a` mesma o´rbita de G em X .
Ale´m do mais, qualquer realizac¸a˜o vem dotada de um morfismo de algebro´ides de Lie
equivariante
(θ, η) : TBG(M)→ A.
Assim, passando ao quociente, obtemos um morfismo de algebro´ides de Lie
TBG(M)/G //

A/G

M // X/G
onde TBG(M)/G e´ o algebro´ide de Atiyah do fibrado G-principal BG(M)→M .
5.4 O Problema de Realizac¸a˜o para
G-Estruturas de Tipo Finito
Lidamos agora com o problema de realizac¸a˜o paraG-estruturas de tipo finito. Sua formulac¸a˜o
e´ baseada nas equac¸o˜es estruturais (3.5.1) que deduzimos na Sec¸a˜o 3.5. Utilizaremos a
notac¸a˜o
gl = g⊕ g(1) ⊕ · · · ⊕ g(l)
introduzida na sec¸a˜o referida acima.
Problema 5.4.1 (Problema de Realizac¸a˜o para G-Estruturas de tipo k) Dados:
1. um subconjunto aberto X ⊂ Rd;
2. um nu´mero inteiro n ∈ N;
3. uma suba´lgebra de Lie g ⊂ gln tal que g(k) = 0,
4. um grupo de Lie G ⊂ GL(n) com a´lgebra de Lie g;
5. aplicac¸o˜es
• c(k−1) : X → Hom(∧2(Rn ⊕ gk−2 ⊕ g(k−1)),Rn ⊕ gk−2),
• R(k−1) : X → Hom(∧2(Rn ⊕ gk−2 ⊕ g(k−1)), g(k−1)),
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• S(k−1) : X → Hom((Rn ⊕ gk−2)⊗ g(k−1), g(k−1)),
• Θ : X → Hom(Rn ⊕ gk−2,Rd), e
• Φ : X → Hom(g(k−1),Rd)
existe
1. uma variedade Mn;
2. uma G-estrutura BG(M) em M com prolongamento (BG(M))(k−1), cuja forma
tautolo´gica denotamos por
θ(k−1) ∈ Ω1((BG(M))(k−1),Rn ⊕ gk−2 ⊕ g(k−1));
3. uma 1-forma vertical η(k−1) ∈ Ω1((BG(M))(k−1), g(k−1)) de posto ma´ximo;
4. uma aplicac¸a˜o h : (BG(M))(k−1))→ X
tais que
dθ(k−1) = c(k−1)(h)(θ(k−1) ∧ θ(k−1))− η(k−1) ∧ θ(k−1)
dη(k−1) = R(k−1)(h)(θ(k−1) ∧ θ(k−1)) + S(k−1)(h)(θ(k−1) ∧ η(k−1))
dh = Θ(h) ◦ θ(k−1) + Φ(h) ◦ η(k−1) ?
(5.4.1)
Antes de descrever a soluc¸a˜o no caso geral, olhamos para o caso particular em que
k = 2:
Exemplo 5.4.2 (G(2) = {e}) Suponha queG e´ um subgrupo de Lie de GLn tal queG(2) =
{e} e sejam (n,X, g, (c(1), R(1), S(1))(Θ,Φ)) os dados iniciais de um problema de Cartan
para G-estruturas. Ao inve´s de procurar soluc¸o˜es deste problema, podemos nos pergun-
tar sobre a existeˆncia de:
• uma variedade P de dimensa˜o n+ dim g;
• uma G(1)-estrutura BG(1)(P ) sobre P com forma tautolo´gica
θ(1) ∈ Ω1(BG(1)(P ),Rn ⊕ g);
• uma 1-forma vertical η(1) ∈ Ω1(BG(1)(P ), g(1)) de posto ma´ximo;
• uma aplicac¸a˜o h : BG(1)(P )→ X
tais que 
dθ(1) = c(1)(h)(θ(1) ∧ θ(1))− η(1) ∧ θ(1)
dη(1) = R(1)(h)(θ(1) ∧ θ(1)) + S(1)(h)(θ(1) ∧ η(1))− η(1) ∧ η(1)
dh = Θ(h) ◦ θ(1) + Φ(h) ◦ η(1).
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Chamaremos este problema de problema de realizac¸a˜o subjacente para G(1)-estruturas.
Agora, suponha que, para cada x ∈ X , exista uma realiazc¸a˜o BG(M) com um 1-
referencial p ∈ (BG(M))(1) tal que h(p) = x. Enta˜o, e´ claro que (BG(M))(1) → BG(M)
e´ uma soluc¸a˜o do problema de realizac¸a˜o subjacente para G(1)-estruturas. Segue do
Teorema 5.2.1 que ((c(1), R(1), S(1))(Θ,Φ)) sa˜o as func¸o˜es estruturais de um algebro´ide
de Lie A ∼= X × (Rn⊕ g⊕ g(1)) sobre X . Ale´m do mais, A vem equipado com uma ac¸a˜o
infinitesimal de g(1) por automorfismos internos.
Reciprocamente, suponha que os dados iniciais do problema de realizac¸a˜o determi-
nam uma estrutura de algebro´ide de Lie em A ∼= X × (Rn ⊕ g ⊕ g(1)), e seja BG(1)(P )
uma soluc¸a˜o do problema de realizac¸a˜o subjacente para G(1)-estruturas, que existe pelo
Teorema 5.2.1. O problema agora se reduz a decidir quando que BG(1)(P ) e´ localmente
equivalente, em cada ponto, ao prolongamento de uma G-estrutura BG(M).
Vimos que numa G-estrutura arbitra´ria BG(M), as equac¸o˜es estruturais podem ser
decompostas em (3.5.3)
dθ = c(θ ∧ θ)− η ∧ θ
dη = R(θ ∧ θ) + S(θ ∧ η)− η ∧ η − η(1) ∧ θ
dη(1) = R
(1)
1 (θ ∧ θ) +R(1)2 (θ ∧ η) +R(1)3 (η ∧ η)+
+S
(1)
1 (θ ∧ η(1)) + S(1)2 (η ∧ η(1)).
Segue que as func¸o˜es fornecidas nos dados iniciais do problema de realizac¸a˜o na˜o podem
ser arbitra´rias. Elas devem ser decomponı´veis conforme descrito no Exemplo 3.5.2. De
agora em diante, assumimos que este e´ o caso.
As duas primeiras equac¸o˜es estruturais acima implicam que a distribuic¸a˜o
D = {ξ ∈ X(BG(1)(P )) : θ(ξ) = 0 = η(ξ)}
e´ integra´vel. Logo, depois de restringir a um subconjunto aberto, se necessa´rio, podemos
supor que
P ∼= BG(1)(P )/D.
Analogamente, a primeira equac¸a˜o implica que a distribuic¸a˜o
D′ = {ξ ∈ X(BG(1)(P )) : θ(ξ) = 0}
tambe´m e´ integra´vel, e de novo, depois de restringir a um subconjunto aberto, podemos
supor que
M = BG(1)(P )/D′
e´ uma variedade. Ale´m do mais, como D ⊂ D′, segue que P e´ um fibrado sobre M .
Agora, seja σ : P → BG(1)(P ) uma sec¸a˜o (novamente, caso se fac¸a necessa´rio,
restringimos mais uma vez a um subconjunto aberto de P ), e denote por θ′ = σ∗θ e por
η′ = σ∗η os pullbacks de θ e η por σ. Enta˜o θ′ e η′ formam um correferencial em P cujas
equac¸o˜es estruturais podem ser descritas por{
dθ′ = c′(θ′ ∧ θ′)− η′ ∧ θ′
dη′ = R′(θ′ ∧ θ′) + S ′(θ′ ∧ η′)− η′ ∧ η′ (5.4.2)
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onde c′, R′, e S ′ sa˜o os pullbacks de c, R, e S por σ.
Por argumentos completamente ana´logos aos dados na demonstac¸a˜o do Teorema
5.2.1, segue que g age infinitesimalmente em P e que θ e´ horizontal e equivariante por
esta ac¸a˜o. Logo, pelo menos localmente, P pode ser mergulhado numa G-estrutura so-
bre M que satisfaz as equac¸o˜es estruturais (5.4.2). Mas como duas G-estruturas sa˜o
equivalentes se e somente se seus prolongamentos tambe´m sa˜o, podemos concluir que
(BG(M))(1) e´ localmente equivalente a` BG(1)(P ), o que demonstra a existeˆncia de uma
realizac¸a˜o.
Podemos resumir este exemplo dizendo que uma soluc¸a˜o do problema de realizac¸a˜o
para G-estruturas de tipo 2 com dados iniciais
(n,X, g, (c(1), R(1), S(1))(Θ,Φ))
existe se e somente se:
1. As func¸o˜es ((c(1), R(1), S(1))(Θ,Φ)) podem ser decompostas como se fossem as
func¸o˜es estruturais do primeiro prolongamento de uma G-estrutura;
2. as func¸o˜es ((c(1), R(1), S(1))(Θ,Φ)) determinam a estrutura de um algebro´ide de
Lie no fibrado vetorial trivial A→ X com fibra Rn ⊕ g⊕ g(1).
A soluc¸a˜o do problema de realizac¸a˜o no caso geral, para G-estruturas de tipo k, e´
muito parecida com a soluc¸a˜o do problema paraG-estruturas de tipo 2 discutida no exem-
plo acima. As func¸o˜es (c(k−1), R(k−1), S(k−1)) na˜o podem ser completamente arbitra´rias.
De fato, algumas componentes destas func¸o˜es devem ser constantes. Para ilustrar esta
afirmac¸a˜o, notamos que a componente de c(k−1) que toma valores em Hom(Rn ⊗ g,Rn)
deve ser constante e dada pela ac¸a˜o de g em Rn. Sua componente que toma valores
em Hom(∧2g, g) deve ser dada pelo colchete de Lie de g. Chamaremos as func¸o˜es
(c(k−1), R(k−1), S(k−1)) de admissı´veis se elas podem ser decompostas como se fossem
as func¸o˜es estruturais do prolongamento de alguma G-estrutura arbitra´ria. Temos o se-
guinte teorema:
Teorema 5.4.3 Sejam (n,X, g, (c(k−1), R(k−1), S(k−1))(Θ,Φ)) os dados iniciais de um
problema de Cartan para G-estruturas de tipo k. Enta˜o, para cada x ∈ X , existe
uma realizac¸a˜o (M, (BG(M))(k−1), (θ(k−1), η(k−1)), h) que conte´m um referencial p ∈
(BG(U))(k−1) tal que h(p) = x se e somente se
1. as func¸o˜es (c(k−1), R(k−1), S(k−1)) sa˜o admissı´veis;
2. as func¸o˜es ((c(k−1), R(k−1), S(k−1))(Θ,Φ)) sa˜o as func¸o˜es estruturais de um al-
gebro´ide de Lie
A ∼= X × (Rn ⊕ g⊕ · · · ⊕ g(k−1))
sobre X .
Ale´m do mais, neste caso, g(k−1) age infinitesimalmente em A por automorfismos
internos, e a ac¸a˜o e´ localmente livre.
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Demonstrac¸a˜o. Suponha que para cada x ∈ X podemos encontrar uma soluc¸a˜o
(M, (BG(M))(k−1), (θ(k−1), η(k−1)), h)
do problema de realizac¸a˜o, com um referencial p ∈ (BG(M))(k−1) tal que h(p) = x.
Enta˜o (c(k−1), R(k−1), S(k−1)) sa˜o as fuc¸o˜es estruturais do k − 1-e´simo prolongamento de
uma G-estrutura, e portanto, podem ser decompostas com tal, i.e., sa˜o admissı´veis.
Ale´m do mais, (BG(M))(k−1) tambe´m e´ uma soluc¸a˜o do problema de realizac¸a˜o sub-
jacente para G(k−1)-estruturas, e portanto, pelo Teorema 5.2.1, segue que
(c(k−1), R(k−1), S(k−1)), (Θ,Φ)
sa˜o as func¸o˜es estruturais de um algebro´ide de Lie A → X , no qual g(k−1) age de forma
localmente livre por automorfismos internos.
Reciprocamente, suponha que ((c(k−1), R(k−1), S(k−1))(Θ,Φ)) sa˜o func¸o˜es estruturais
de um algebro´ide de Lie
A ∼= X × (Rn ⊕ g⊕ · · · ⊕ g(k−1))
sobre X , e que as func¸o˜es (c(k−1), R(k−1), S(k−1)) sa˜o admissı´veis. Procedemos exata-
mente como no Exemplo 5.4.2. Como A → X e´ um algebro´ide de Lie, segue que para
cada x ∈ X podemos encontrar uma realizac¸a˜o
(Q,BG(k−1)(Q), (θ(k−1), η(k−1)), h)
do problema de realizac¸a˜o subjacente para G(k−1)-estruturas tal que h(pk−1) = x para
algum pk−1 ∈ BG(k−1)(Q).
A 1-forma θ(k−1) toma valores em Rn ⊕ g ⊕ · · · ⊕ g(k−2) e pode ser decomposta em
suas componentes
θ(k−2) = (θ, η, η(1), . . . , η(k−2)).
Como as func¸o˜es c(k−1), R(k−1), S(k−1) sa˜o admissı´veis, as equac¸o˜es estruturais para (θ(k−1), η(k−1))
podem ser decompostas em
θ = c(θ ∧ θ)− η ∧ θ
η = R(η ∧ η) + S(θ ∧ θ)− η ∧ η − η(1) ∧ θ
...
equac¸o˜es de ordem superior
(5.4.3)
As primeiras duas equac¸o˜es implicam que a distribuic¸a˜o D = ker(θ, η) e´ integra´vel,
enquanto que a primeira equac¸a˜o implica que D′ = ker θ e´ integra´vel. Assim, depois de
restringir a um subconjunto aberto, podemos supor que
M = BG(k−1)(Q)/D′ e P = BG(k−1)(Q)/D
sa˜o ambas variedades, e que P e´ um fibrado sobre M .
Seja σ : P → BG(k−1)(Q) uma sec¸a˜o da projec¸a˜o canoˆnica BG(k−1)(Q) → P (no-
vamente, se uma sec¸a˜o global na˜o existir, restringimos a um subconjunto aberto ainda
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menor), e denote por θ′ e por η′ os pullbacks de θ e η por σ. Enta˜o, θ′, η′ e´ um correferen-
cial em P , que satisfaz as equac¸o˜es estruturais{
dθ′ = c′(θ′ ∧ θ′)− η′ ∧ θ′
dη′ = R′(θ′ ∧ θ′) + S ′(θ′ ∧ η′)− η′ ∧ η′
onde c′, R′, e S ′ sa˜o os pullbacks de c, R, e S por σ.
Pelos mesmos argumentos dados no Exemplo 5.4.2, segue que P pode ser localmente
mergulhada numa G-estrutura BG(M) sobre M tal que (BG(M))(k−1) e´ localmente equi-
valente a` BG(k−1)(Q). Logo, (M, (BG(M))(k−1), (θ(k−1), η(k−1)), h) e´ uma realizac¸a˜o, de
onde segue o teorema.
6Aplicac¸o˜es
Neste capı´tulo descreveremos diversas aplicac¸o˜es da existeˆncia de um algebro´ide de Lie
classificante, A, para um problema de Cartan. Por um lado, mostraremos como usar
o algebro´ide classificante para provar alguns resultados cla´ssicos sobre as simetrias de
uma G-estrutura. Por outro lado, argumentamos que o algebro´ide de Lie classificante de
uma estrutura geome´trica fixada numa variedade M deve ser visto como um invariante
fundamental da estrutura. Em particular, indicamos uma forma de definir invariantes
cohomolo´gicos de uma estrutura geome´trica usando a cohomologia de algebro´ide de Lie
de A.
Para isso, primeiramente explicamos uma pequena extensa˜o do problema de Cartan
que e´ melhor adaptado a estes propo´sitos.
6.1 O Problema de Realizac¸a˜o Generalizado
Nesta sec¸a˜o iremos generalizar o problema de realizac¸a˜o de Cartan para o caso em que
X e´ uma variedade. Isto sera´ u´til tanto em exemplos pra´ticos quanto na demonstrac¸a˜o de
resultados cla´ssicos da geometria diferencial.
Recorde que num problema de realizac¸a˜o de Cartan, sa˜o fornecidos como dados inici-
ais, um nu´mero inteiro n, um subconjunto aberto X de Rd, e func¸o˜es Ckij, F ai ∈ C∞(X),
onde 1 ≤ i, j, k ≤ n e 1 ≤ a ≤ d. Se x1, . . . , xd denotam coordenadas em X , enta˜o
podemos definir n campos de vetores em X por
Fi =
∑
a
F ai
∂
∂xa
.
Quando (M, θi, h) e´ uma realizac¸a˜o do problema de Cartan cujos dados iniciais sa˜o
(n,X,Ckij, F
a
i ), podemos interpretar
dh =
∑
i
Fiθ
i
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como um aplicac¸a˜o TM → TX . Note que, com esta formulac¸a˜o, na˜o fazemos nenhuma
menc¸a˜o explı´cita a`s coordenadas xa em X . Isso sugere que podemos generalizar o pro-
blema de realizac¸a˜o da seguinte forma:
Problema 6.1.1 (Problema de Realizac¸a˜o Generalizado) Dados:
• um nu´mero inteiro n;
• uma variedade d-dimensional X;
• func¸o˜es Ckij ∈ C∞(X), com 1 ≤ i, j, k ≤ n;
• n campos de vetores Fi ∈ X(X),
existe
• uma variedade n-dimensional M ;
• um correferencial θi em M ;
• uma aplicac¸a˜o suave h : M → X
tais que
dθk =
∑
i<j
Ckij(h)θ
i ∧ θj (6.1.1)
dh =
∑
i
Fi(h)θ
i ? (6.1.2)
A soluc¸a˜o deste problema e´ completamente ana´loga a` soluc¸a˜o do problema de realizac¸a˜o
original. As condic¸o˜es necessa´rias para existeˆncia de soluc¸o˜es obtidas impondo que
d2 = 0 se traduzem em
FjC
i
kl + FkC
i
lj + FlC
i
jk = −
∑
m
(CimjC
m
kl + C
i
mkC
m
lj + C
i
mlCjk) (6.1.3)
[Fi, Fj] = −
∑
k
CkijFk. (6.1.4)
Denote por A → X o fibrado vetorial trivial sobre X com fibra Rn e sejam α1, . . . , αn
uma base de sec¸o˜es de A. Enta˜o podemos definir uma aplicac¸a˜o de fibrados
# : A→ TX, #(αi) = Fi.
Podemos tambe´m definir um colchete em Γ(A) por
[αi, αj] = −
∑
k
Ckijαk
em sec¸o˜es da base, e estendendo para qualquer sec¸a˜o pela imposic¸a˜o da identidade de
Leibniz. Segue que (6.1.3) e´ equivalente a` identidade de Jacobi para este colchete e que
(6.1.4) e´ equivalente a` # : Γ(A) → X(X) ser um homomorfismo de a´lgebras de Lie.
Logo, as condic¸a˜o necessa´ria que obtemos para a existeˆncia de soluc¸o˜es do problema
6.1. O PROBLEMA DE REALIZAC¸A˜O GENERALIZADO 77
de realizac¸a˜o generalizado e´ que os dados iniciais do problema devem determinar uma
estrutura de algebro´ide de Lie no fibrado vetorial trivial A ∼= X × Rn sobre X .
Reciprocamente, se os dados iniciais do problema de realizac¸a˜o determinam a estru-
tura de um algebro´ide de Lie em A ∼= X × Rn → X , enta˜o (6.1.2) e´ equivalente a`
(θ, h) ser uma 1-forma com valores num algebro´ide de Lie, e (6.1.1) e´ equivalente a` esta
1-forma satisfazer a equac¸a˜o de Maurer-Cartan generalizada. Assim, podemos aplicar a
propriedade universal das formas de Maurer-Cartan em grupo´ides de Lie para concluir
que existem realizac¸o˜es e que, ale´m do mais, qualquer realizac¸a˜o e´ localmente equiva-
lente a` restric¸a˜o da forma de Maurer-Cartan a` uma vizinhac¸a da identidade numa s-fibra
de um grupo´ide de Lie local que integra A.
A vantagem de introduzir o problema de realizac¸a˜o generalizado e´ que agora, qualquer
correferencial completamente regular determina um problema deste tipo, e portanto, um
algebro´ide de Lie classificante. De fato, seja θi um correferencial completamente regular,
de ordem s e posto d, numa variedade M . Denote por Fs o conjunto de todas as derivadas
correferenciais de ordem menor ou igual a` s das func¸o˜es estruturais Ckij do correferencial
θi, i.e.,
Fs =
{
Ckij,
∂Ckij
∂θl
, . . . ,
∂sCkij
∂θl1 · · · ∂θls
}
.
Denote por Fs(M) a imagem de M por todas as func¸o˜es de Fs, i.e.,
Fs(M) = {I(x) : x ∈M e I ∈ Fs} .
Enta˜o, como assumimos que o correferencial e´ regular, segue que Fs(M) e´ um subvari-
edade imersa d-dimensional (possivelmente com auto-intersec¸a˜o) do espac¸o Euclideano
RN cujas coordenadas sa˜o dadas por z = (. . . , zσ, . . .), onde σ = (i, j, k, l1, . . . , lr),
0 ≤ r ≤ s.
Recorde que (veja a Sec¸a˜o 4.1), localmente, podemos encontrar func¸o˜es invariantes
I1, . . . , Id ∈ Fs que geram Ft para todo t ≥ 0. Em outras palavras, qualquer I ∈ Ft pode
ser escrita como I = H(I1, . . . , Id) para alguma func¸a˜o suave H : Rd → R. Assim, o
conjunto I1, . . . Id pode ser interpretado como um sistema de coordenadas em Fs(M).
Para obter um problema de realizac¸a˜o generalizado, tomamos X = Fs(M). Neste
caso, ja´ sabemos que as func¸o˜es Ckij podem ser vistas com func¸o˜es definidas em X . Seja
h : M → X a aplicac¸a˜o
h(x) =
(
Ckij(x),
∂Ckij
∂θl
(x), . . . ,
∂sCkij
∂θl1 · · · ∂θls (x)
)
e defina n campos de vetores em X por Fi = dh( ∂∂θi ). Enta˜o (n,X,C
k
ij, Fi) sa˜o os dados
iniciais de um problema de realizac¸a˜o generalizado.
Finalmente, notamos que o algebro´ide de Lie classificante para o problema de Car-
tan descrito acima e´ sempre transitivo. De fato, isto poderia ser deduzido diretamente,
atrave´s da observac¸a˜o que a aplicac¸a˜o h tem posto d. No entanto, preferimos dar o se-
guinte argumento: Vimos que para cada ponto x da base do algebro´ide classificante esta´
associado um germe de um correferencial. Ale´m do mais, se dois destes germes perten-
cem ao mesmo correferencial global, enta˜o eles correspondem a pontos na mesma folha
de A em X . Mas, por construc¸a˜o, cada germe de correferencial determinado X e´ o germe
do correferencial θi em algum ponto de M , e portanto, o algebro´ide de Lie classificante
tem de ser transitivo.
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6.2 Simetrias de Estruturas Geome´tricas
Nesta sec¸a˜o iremos demonstrar alguns resultados sobre as simetrias de uma estrutura
geome´trica regular. Nosso objetivo e´ mostrar como usar o algebro´ide de Lie classificante
para recuperar alguns resultados cla´ssicos da geometria diferencial. Para mais resultados
sobre grupos de transformac¸o˜es sugerimos o livro [21]. Observamos, no entanto, que os
resultados apresentados aqui sa˜o ligeiramente mais fracos que os de [21], pois precisamos
impor uma hipo´tese de regularidade.
Para comec¸ar, enunciamos o seguinte corola´rio imediato da Proposic¸a˜o 4.8.2:
Corola´rio 6.2.1 (Teorema I.3.2 de [21]) Seja θi um correferencial completamente regu-
lar numa variedade M . Enta˜o seu grupo de simetrias S e´ um grupo de Lie de dimensa˜o
dimS ≤ dimM . Ale´m do mais, as o´rbitas da ac¸a˜o de S em M sa˜o subvariedades
fechadas de M .
Demonstrac¸a˜o. Como θi e´ um correferencial completamente regular, segue que suas
func¸o˜es estruturais e suas derivadas correferenciais de todas as ordens determinam um
problema de Cartan generalizado para o qual (M, θ, h) e´ uma realizac¸a˜o, onde h e´ a
aplicac¸a˜o que associa a` cada ponto p de M o valor dos invariantes estruturais em p. Logo,
a Proposic¸a˜o 4.8.2 implica que a a´lgebra de Lie de simetrias s de M tem dimensa˜o menor
ou igual a dimensa˜o de M . O grupo de simetrias S e´ um grupo de Lie cuja a´lgebra de Lie
e´ isomorfa a` s, o que demonstra a primeira parte do corola´rio.
Agora, para ver que as o´rbitas de S sa˜o subvariedades fechadas de M , notamos que
p, q ∈ M pertencem a` mesma o´rbita se e somente se h(p) = h(q). Logo, a o´rbita de S
passando pelo ponto p e´ dada por h−1(h(p)), que e´ claramente um subvariedade fechada.
Seja G um subgrupo de Lie de GLn, e seja BG(M) uma G-estrutura sobre M . Re-
corde que uma simetria de BG(M) e´ um difeomorfismo ϕ : M → M cujo levantamento
preserva a G-estrutura.
Definic¸a˜o 6.2.2 Seja G ⊂ GLn um subgrupo de Lie de tipo finito k. Uma G-estrutura
sera´ chamada de completamente regular se a forma tautolo´gica do seu k-e´simo pro-
longamento (BG(M))(k) (vista como um correferencial em (BG(M))(k−1)) for completa-
mente regular.
Como as simetrias de uma G-estrutura coincidem com as simetrias dos seus prolon-
gamentos (veja o Teorema 3.3.9), obtemos:
Corola´rio 6.2.3 (Teorema I.5.1 de [21]) Seja G ⊂ GLn um subgrupo de Lie de tipo
finito k, e seja BG(M) uma G-estrutura completamente regular sobre M . Enta˜o o grupo
de simetrias S de BG(M) e´ um grupo de Lie de dimensa˜o
dimS ≤ dimM + dim gk−1,
onde g denota a a´lgebra de Lie de G e gk−1 = g⊕ g(1) ⊕ · · · ⊕ g(k−1).
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Finalmente, descrevemos uma pequena generalizac¸a˜o da noc¸a˜o de G-estruturas equi-
padas com conexo˜es, para a qual nossos resultados ainda valem. Agora, G denota um
grupo de Lie arbitra´rio, H ⊂ G um subgrupo fechado de G e
P
pi

H
||
M
e´ um fibrado principal com grupo estrutural H sobre uma variedade M cuja dimensa˜o e´
igual a dimG/H .
Definic¸a˜o 6.2.4 Uma conexa˜o de Cartan no fibrado H-principal P e´ uma 1-forma ω ∈
Ω1(P ; g) tal que
1. ω(A˜) = A para todo A ∈ h, onde A˜ denota o campo de vetores fundamental em P
que e´ gerado por A,
2. (Rh)∗ω = Ad h−1ω para todo h ∈ H , onde Ad denota a ac¸a˜o adjunta de H em g,
e
3. ω(ξ) 6= 0 para todo vetor na˜o nulo ξ tangente a` P .
Chamaremos (P, pi,M,G,H, ω) de uma geometria de Cartan em M .
Observac¸a˜o 6.2.5 Uma conexa˜o de Cartan na˜o e´ uma conexa˜o no fibrado principal P .
De fato, pelo u´ltimo ı´tem na definic¸a˜o, e como dimP = dim g, segue que (as componentes
de) uma conexa˜o de Cartan e´ um correferencial em P , e portanto na˜o pode ser uma forma
de conexa˜o, pois na˜o se anula em vetores horizontais.
A curvatura de uma conexa˜o de Cartan e´ a 2-forma Ω com valores em g definida por
Ω = dω +
1
2
[ω, ω].
Como veremos, uma geometria de Cartan pode ser vista como um espac¸o homogeˆneo
deformado pela curvatura.
Apresentamos agora alguns exemplos de conexo˜es de Cartan. Para outros exemplos,
que incluem geometria conforme e projetiva, referimos a [21] e [30].
Exemplo 6.2.6 (G-Estruturas com Conexo˜es) Sejam H ⊂ GLn um subgrupo fechado,
BH(M) uma H-estrutura sobre M com forma tautolo´gica θ, e η ∈ Ω1(BH(M), h) uma
forma de conexa˜o. Enta˜o a 1-forma ω = (θ, η) com valores em Rn⊕ h e´ uma conexa˜o de
Cartan. Aqui, G e´ o produto semi-direto Rn oH .
A curvatura Ω desta geometria de Cartan toma valores emRn⊕h, e suas componentes
sa˜o a torc¸a˜o e a curvatura da conexa˜o η.
Exemplo 6.2.7 (Espac¸os Homogeˆneos) Seja M = G/H um espac¸o homogeˆneo. A
forma de Maurer-Cartan ωMC deG e´ uma conexa˜o de Cartan no fibrado principal P = G
com grupo estrutural H sobre M . A curvatura Ω desta geometria de Cartan se anula
identicamente.
Reciprocamente, se a curvatura de uma geometria de Cartan em M e´ nula, enta˜o
como consequeˆncia da propriedade universal das formas de Maurer-Cartan em grupos
de Lie, segue que cada ponto deM tem uma vizinhanc¸a que e´ difeomorfa a` uma vizinhac¸a
de eH no espac¸o homogeˆneo G/H .
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Definic¸a˜o 6.2.8 Uma simetria de uma geometria de Cartan em M e´ um automorfismo ϕ
do fibrado principal P que preserva a conexa˜o de Cartan, i.e., φ∗ω = ω.
Novamente, diremos que uma geometria de Cartan e´ completamente regular se sua
conexa˜o de Cartan, vista como um correferencial em P , for completamente regular. Ob-
temos:
Corola´rio 6.2.9 (Teorema IV.3.1 de [21]) O grupo de simetrias S de uma geometria de
Cartan (P, pi,M,G,H, ω) e´ um grupo de Lie de dimensa˜o ≤ dimP . Ale´m do mais, as
suas o´rbitas sa˜o subvariedades fechadas de P .
6.3 Invariantes Cohomologicos de
Estruturas Geome´tricas
Nesta sec¸a˜o, argumentamos que o algebro´ide de Lie classificante A, de uma estrutura
geome´trica fixada, deve ser visto como um invariante fundamental da estrutura. Apesar
da classe de isomorfismo do algebro´ide classificante na˜o distinguir entre correferenciais
que sa˜o globalmente equivalentes, a menos de recobrimento, mostramos como usar a
cohomologia de algebro´ide de Lie de A para construir invariantes de isomorfismo global
de correferenciais.
Sejam θ um correferencial completamente regular numa variedade M , e A → X
o algebro´ide de Lie classificante do problema de realizac¸a˜o generalizado associado a θ.
Denotamos por h : M → X a aplicac¸a˜o que torna (M, θ, h) numa realizac¸a˜o.
Recorde que denotamos por Fs(θ) o conjunto de todas as func¸o˜es estruturais de θ,
ale´m de suas derivadas correferenciais de ordem menor ou igual a s. O ponto fundamental
a ser notado e´ que se θ¯ e´ outro correferencial numa variedade M¯ , e se pi : M¯ → M e´ um
difeomorfismo local sobrejetivo que preserva os correfrenciais, enta˜o
Fs(θ¯) = pi∗Fs(θ), para todo s ≥ 0.
Logo, em particular, (M¯, θ¯, h ◦ pi) e´ uma realizac¸a˜o do problema de Cartan generalizado
determinado por (M, θ), e pi e´ um recobrimento de realizac¸o˜es. E´ claro que:
Proposic¸a˜o 6.3.1 Seja θ um correferencial completamente regular em M e seja θ¯ um
correferencial arbtra´rio em M¯ . Se (M, θ) e (M¯, θ¯) sa˜o globalmetnte equivalentes, a
menos de recobrimento, enta˜o
1. θ¯ e´ um correferencial completamente regular em M¯ , e
2. o algebro´ide de Lie classificante associado a θ¯ e´ isomorfo ao algebro´ide de Lie
classificante associado a θ.
Observac¸a˜o 6.3.2 A recı´proca da proposic¸a˜o acima na˜o vale. De fato, o Exemplo 4.10.1
mostra que dois correferenciais (M, θ) e (M¯, θ¯) podem ter seus algebro´ides de Lie clas-
sifcantes isomorfos sem que os correferenciais sejam globalmente equivalentes, a menos
de recobrimento.
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Segue que a classe de isomorfismo do algebro´ide de Lie classificante de um correfe-
rencial completamente regular e´ um invariante da classe de equivaleˆncia global, a menos
de recobrimento, do correferencial.
A filosofia geral que advogamos e´ que um correferencial θ em M , visto como um
morfismo de algebro´ides de Lie θ : TM → A, deve relacionar os invariantes de A com
os invariantes do correferencial. Para ilustrar este ponto de vista, iremos descrever dois
invariantes de correferenciais usando a cohomologia de algebro´ide de Lie de A.
Lembre que (veja a Sec¸a˜o 2.1) em qualquer algebro´ide de Lie existe uma diferen-
cial exterior dA : Γ(∧•A∗) → Γ(∧•+1A∗) que torna (Γ(∧•A∗), dA) em um complexo de
cadeia cuja cohomologia H•(A) chamamos de cohomologia de algebro´ide de A. Expli-
citamente,
dAφ(α0, . . . αk) =
k∑
i=1
(−1)i#(αi) · φ(α0, . . . , αˆi, . . . , αk)+
+
∑
0≤i<j≤k
(−1)i+jφ([αi, αj], α0, . . . , αˆi, . . . , αˆj, . . . , αk).
Lembre tambe´m que um morfismo de algebro´ides de Lie A→ B e´ uma aplicac¸a˜o de
complexos de cadeia
(Γ(∧•B∗), dB)→ (Γ(∧•A∗), dA)
(veja a Proposic¸a˜o 2.1.11). Segue que um correferencial completamente regular θ em M
induz uma aplicac¸a˜o θ∗ : H•(A) → H•dR(M) da cohomologia de algebro´ide de Lie do
algebro´ide classificante para a cohomologia de de Rham de M .
Denotamos por
H∗(A) =
n⊕
k=1
Hk(A),
o ane´l de cohomologia de A. Enta˜o, e´ claro que:
Proposic¸a˜o 6.3.3 Sejam (M, θ) e (M¯, θ¯) correferenciais completamente regulares que
sa˜o globalmente equivalentes, a menos de recobrimento. Denote por (N, η) um recobri-
mento de realizac¸o˜es comum a ambos os correferenciais, i.e.,
N
φ
~~}}
}}
}}
}} φ¯
!!B
BB
BB
BB
B
M M¯.
Enta˜o os subane´is φ∗θ∗(H∗(A)) e φ¯∗θ¯∗(H∗(A)) de HdR(N) sa˜o isomorfos.
Em particular, se (M, θ) e (M¯, θ¯) sa˜o correferenciais globalmente isomorfos, enta˜o
os subane´is θ∗(H∗(A)) ⊂ H∗dR(M) e θ¯∗(H∗(A)) ⊂ H∗dR(M¯) sa˜o isomorfos.
Observac¸a˜o 6.3.4 Podemos descrever o subane´l θ∗(H∗(A)) em termos da folheac¸a˜o em
M dada pelas o´rbitas da ac¸a˜o infinitesimal da a´lgebra de Lie de simetrias, ou equivalen-
temente, pelas fibras da aplicac¸a˜o h : M → X .
De fato, recordamos que uma k-forma diferencial φ em M e´ chamada de ba´sica se
ela e´ o pullback de uma sec¸a˜o ϕ de ∧kA∗ por θ, i.e.,
φ = θ∗ϕ.
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Assim, por definic¸a˜o, qualquer elemento de θ∗(H∗(A)) tem um representante que e´ ba´sico.
Se escrevermos φ em termos do correfrencial θ
φ =
∑
i1<···<ik
fi1,...,ikθ
i1 ∧ · · · ∧ θik ,
enta˜o φ e´ ba´sica se e somente se fi1,...,ik ∈ C∞(M) satsifazem
fi1,...,ik = ai1,...,ik ◦ h,
onde ai1,...,ik ∈ C∞(X). Em outras palavras, as func¸o˜es fi1,...,ik teˆm de ser constantes ao
longo das fibras de h, i.e., elas sa˜o func¸o˜es ba´sicas com respeito a folheac¸a˜o em M dada
pelas fibras de h, ou equivalentemente, pelas o´rbitas da ac¸a˜o infinitesimal da a´lgebra de
Lie de simetrias de θ.
As 1-formas θk sa˜o ba´sicas, e como as func¸o˜es estruturais de θ podem ser escritas
como func¸o˜es definidas em X , segue que as 2-formas dθk sa˜o ba´sicas tambe´m. Ale´m do
mais, como as derivadas correferenciais de h tambe´m podem ser escritas como func¸o˜es
definidas em X , obtemos, como consequeˆncia da regra da cadeia que as derivadas cor-
referenciais de um func¸a˜o ba´sica e´ tambe´m ba´sica. Logo, o conjunto das formas ba´sicas
em M formam um subcomplexo de (Ω•(M), d).
Chamaremos uma func¸a˜o f ∈ C∞(M) de 1-ba´sica se suas derivadas correferenciais
forem func¸o˜es ba´sicas. Definimos indutivamente o conjunto das func¸o˜es l-ba´sicas como
sendo o subconjunto das func¸o˜es emM cujas derivadas correferenciais sa˜o l−1-ba´sicas.
Fica natural definir tambe´m o conjunto das k-formas l-ba´sicas, Ωl,k(M, θ), como o con-
junto das k-formas em M cujos coeficientes, quando escrito em termos do correferencial
θ, sa˜o func¸o˜es l-ba´sicas. A diferencial exterior de formas em M induz uma diferencial
δ : Ωl,k(M, θ)→ Ωl−1,k+1(M, θ)
que torna (Ω•,•, δ) num complexo bigraduado. Se denotarmos a cohomologia deste com-
plexo por H l,k(M, θ), fica claro que θ∗(Hk(A)) e´ isomorfo a H0,k(M, θ).
Outra maneira de obter invariantes cohomolo´gicos de um correferencial e´ olhando
para as classes caracterı´sticas de A. Recordamos aqui o caso mais simples, a classe
modular de A. Para maiores detalhes e exemplos, sugerimos que o leitor consulte [16] e
[22]. Para a definic¸a˜o de outras classes caracterı´sticas de algebro´ides de Lie, referimos a
[17], [11], e [14].
Definic¸a˜o 6.3.5 Uma representac¸a˜o de um algebro´ide de Lie A → X num fibrado ve-
torial E → X e´ uma aplicac¸a˜o R-bilinear
∇ : Γ(A)× Γ(E)→ Γ(E)
que satisfaz
• ∇fαs = f∇αs,
• ∇αfs = f∇αs+ #α(f)s, e
• ∇α∇α′s−∇α′∇αs−∇[α,α′]s = 0,
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para quaisquer sec¸o˜es α, α′ ∈ Γ(A), s ∈ Γ(E) e qualquer func¸a˜o f ∈ C∞(X).
Quando E = L e´ um fibrado de linha orienta´vel, e λ e´ uma sec¸a˜o na˜o nula de L, a
sec¸a˜o ϕλ de A∗ definida por
ϕλ(α)λ = ∇αλ, para todo α ∈ Γ(A)
e´ dA-fechada. Ale´m do mais, sua classe de cohomologia de algebro´ide de Lie e´ inde-
pendente da escolha de λ. Ela sera´ chamada de classe caracterı´stica da representac¸a˜o, e
denotada por char(∇).
Se L na˜o e´ orienta´vel, enta˜o L⊗ L e´ orienta´vel. A representac¸a˜o ∇ em L induz uma
representac¸a˜o ∇¯ em L⊗ L. Neste caso, definimos
char(∇) := 1
2
char(∇¯).
Todo algebro´ide de Lie pode ser representado naturalmente no fibrado de linha
L = ∧topA⊗ ∧topT ∗X
atrave´s de
∇α(ψ ⊗ φ) = [α, ψ]⊗ φ+ ψ ⊗ L#αφ,
onde [ , ] denota o colchete de Gerstenhaber em Γ(∧•A). A classe caracterı´stica desta
representac¸a˜o, denotada por Mod(A), e´ chamada de classe modular do algebro´ide de
Lie.
Definic¸a˜o 6.3.6 Seja θ um correferencial completamente regular em M com algebro´ide
de Lie classificante A. A classe modular do correferencial, Mod(θ), e´ a classe de coho-
mologia
Mod(θ) = −θ∗Mod(A) ∈ H1dR(M).
Observac¸a˜o 6.3.7 Como a classe modular do fibrado tangente de uma variedade e´ nula,
a definic¸a˜o acima e´ consistente com a definic¸a˜o de classe modular de um morfismo de
algebro´ides de Lie apresentada em [22].
Claramente, temos:
Proposic¸a˜o 6.3.8 Sejam (M, θ) e (M¯, θ¯) correferenciais completamente regulares que
sa˜o globalmente equivalentes, a menos de recobrimento. Seja (N, η) um recobrimento de
realizac¸o˜es comum a ambos os correferenciais, i.e.,
N
φ
~~}}
}}
}}
}} φ¯
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M M¯.
Enta˜o
φ∗Mod(θ) = φ¯∗Mod(θ¯).
Em particular, se θ1 e θ2 sa˜o correferenciais completamente regulares numa mesma
variedade M , que sa˜o globalmente isomorfos, enta˜o, Mod(θ1) = Mod(θ2).
7Exemplos
Este capı´tulo e´ dedicado a` apresentac¸a˜o de alguns exemplos que ilustram os resultados
obtidos ao longo da tese. Iremos exibir o algebro´ide de Lie classificante em diversos
exemplos relacionados a` conexo˜es sem torc¸a˜o numa G-estrutura. Para comec¸ar, conside-
ramos uma conexa˜o sem torc¸a˜o arbitra´ria numa G-estrutura tambe´m arbitra´ria. Acontece,
no entanto, que o espac¸o de moduli de todos os germes de tais conexo˜es tem dimensa˜o
infinita, e portanto, na˜o pode ser tratado pelos nossos me´todos. Por outro lado, existem
muitas classes interessantes de conexo˜es sem torc¸a˜o cujo espac¸o de moduli tem dimensa˜o
finita. Este e´ caso das conexo˜es sem torc¸a˜o de curvatura constante e das conexo˜es sem
torc¸a˜o que sa˜o localmente sime´tricas, os primeiros exemplos apresentados abaixo.
O nosso exemplo principal, no entanto, sa˜o as conexo˜es simple´ticas especiais, para as
quais dedicamos uma parte substancial deste capı´tulo. Apesar da maioria dos resultados
apresentados sobre estas conexo˜es na˜o serem novos, a nossa abordagem ao problema e´
ligeiramente diferente da abordagem original. O nosso ponto de partida e´ a construc¸a˜o do
algebro´ide de Lie classificante para estas estruturas, a partir da qual, todas as outras pro-
priedades sa˜o deduzidas. Isto torna muitas das construc¸o˜es naturais e menos misteriosas.
Referencias precisas sera˜o dadas ao longo do texto.
7.1 As Equac¸o˜es Estruturais de uma
Conexa˜o Sem Torc¸a˜o
SejaG ⊂ GL(V ) um subgrupo de Lie, onde V e´ um espac¸o vetorial (real) de dimensa˜o n.
Se o leitor preferir, ele pode fixar uma base de V para identifica´-lo com Rn. Seja BG(M)
uma G-estrutura sobre M e seja η uma forma de conexa˜o em BG(M). Enta˜o, (θ, η) e´ um
correferencial em BG(M), onde θ denota a forma tautolo´gica de BG(M). Suas equac¸o˜es
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estruturais tomam a forma {
dθ = −η ∧ θ
dη = R(θ ∧ θ)− η ∧ η (7.1.1)
onde R : BG(M)→ ∧2V ∗ ⊗ g e´ uma aplicac¸a˜o suave.
Quando igualamos a diferencial da primeira equac¸a˜o a 0, i.e., quando impomos que
d2θ = 0, obtemos, para cada p ∈ BG(M)
R(p)(u, v)w +R(p)(v, w)u+R(p)(w, u)v = 0 para todo u, v, w ∈ V,
que e´ conhecida como a primeira identidade de Bianchi. Segue que a aplicac¸a˜o R toma
valores no espac¸o das curvaturas formais
K(g) = {R ∈ ∧2V ∗ ⊗ g : R(u, v)w + perm. cı´cl. = 0 para todo u, v, w ∈ V } ,
ou seja,
R : BG(M)→ K(g).
Como K(g) e´ um espac¸o vetorial, a diferencial de R e´ uma aplicac¸a˜o
dR : TBG(M)→ K(g).
Usando o fato de que (θ, η) e´ um correferencial em BG(M), podemos expressar dR em
termos de sua componente horizontal ∂R
∂θ
, sua componente vertical ∂R
∂η
, e o correferencial
por
dR =
∂R
∂θ
◦ θ + ∂R
∂η
◦ η, (7.1.2)
onde
∂R
∂θ
: BG(M)→ V ∗ ⊗K(g), e ∂R
∂η
: BG(M)→ g∗ ⊗K(g).
Quando diferenciamos a equac¸a˜o para dη e impomos d2η = 0 obtemos, para cada
p ∈ BG(M) e para todo u, v, w ∈ V e A ∈ g
∂R
∂θ
(p)(u)(v, w) +
∂R
∂θ
(p)(v)(w, u) +
∂R
∂θ
(p)(w)(u, v) = 0
∂R
∂η
(p)(A)(u, v)−R(p)(Au, v)−R(p)(u,Av)− [A,R(p)(u, v)]g = 0.
A primeira equac¸a˜o acima, conhecida como a segunda identidade de Bianchi, im-
plica que ∂R
∂θ
toma valores no espac¸o das derivadas covariantes formais
K1(g) = {ψ ∈ V ∗ ⊗K(g) : ψ(u)(v, w) + perm. cı´cl. = 0 para todo u, v, w ∈ V } ,
ou seja,
∂R
∂θ
: BG(M)→ K1(g).
Por outro lado, a segunda equac¸a˜o expressa ∂R
∂η
como uma func¸a˜o deR. Se definirmos
uma aplicac¸a˜o Ξ : K(g)→ g∗ ⊗K(g) por
Ξ(R)(A)(u, v) = R(Au, v) +R(u,Av) + [A,R(u, v)]g (7.1.3)
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enta˜o para qualquer conexa˜o sem torc¸a˜o η em BG(M), temos
∂R
∂η
(p) = Ξ(R(p)) para todo p ∈ BG(M).
Segue que ∂R
∂η
(p) e´ determinado por R(p), e portanto e´ irrelevante para o problema de
equivaleˆncia de conexo˜es sem torc¸a˜o em G-estruturas.
Para que possamos continuar, precisamos diferenciar a equac¸a˜o (7.1.2) e impor a
condic¸a˜o d2R = 0. Como consequeˆncia, aparecem relac¸o˜es nos coeficientes de
d(
∂R
∂θ
) =
∂2R
(∂θ)2
◦ θ + ∂
2R
∂η∂θ
◦ η
que precisam ser satisfeitos. Novamente, a componente vertical, ∂
2R
∂η∂θ
pode ser escrita
como uma func¸a˜o de R e ∂R
∂θ
, e a func¸a˜o invariante relevante sera´ ∂
2R
(∂θ)2
. Este novo inva-
riante tera´ de satisfazer uma condic¸a˜o que podemos chamar de terceira identidade de
Bianchi.
O objetivo final deste processo de diferenciar as equac¸o˜es estruturais e impor a condic¸a˜o
d2 = 0 e´ o de obter um conjunto de func¸o˜es invariantes que determinam qualquer outro
invariante estrutural. Quando isto ocorre, teremos que d2 = 0 sera´ uma consequeˆncia
formal das equac¸o˜es anteriores.
Acontece, no entanto, que para uma conexa˜o sem torc¸a˜o arbitra´ria numa G-estrutura,
este processo nunca ira´ terminar, i.e., a cada passo teremos que introduzir uma func¸a˜o
invariante nova, que e´ funcionalmente independente das anteriores. Para ver isto, notamos
que exsitem conexo˜es cujas derivadas covariantes de ordem k coincidem num ponto, para
todo k, mas que na˜o sa˜o localmente equivalentes.
Descreveremos agora alguns exemplos nos quais, depois de restringir os possı´veis
valores da curvaturaR da conexa˜o sem torc¸a˜o, obtemos um espac¸o de moduli de dimensa˜o
finita.
7.2 Conexo˜es Sem Torc¸a˜o de
Curvatura Constante
Nesta sec¸a˜o iremos descrever o espac¸o das conexo˜es sem torc¸a˜o numaG-estruturaBG(M)
para as quais a aplicac¸a˜o de curvatura R : BG(M)→ K(g) e´ constante. Comec¸amos com
um exemplo:
Exemplo 7.2.1 (Conexo˜es Planas Sem Torc¸a˜o) O exemplo mais simples que podemos
considerar e´ o de conexo˜es sem torc¸a˜o η em BG(M) que sa˜o planas, i.e., tal que a curva-
tura R e´ identicamente nula, R(p) ≡ 0.
Se η e´ uma conexa˜o sem torc¸a˜o plana numa G-estrutura BG(M), enta˜o ela satisfaz a
equac¸a˜o estrutural {
dθ = −η ∧ θ
dη = −η ∧ η (7.2.1)
onde θ e´ a forma tautolo´gica de BG(M).
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Note que estas sa˜o as equac¸o˜es estruturais da a´lgebra de Lie W = V o g, cujo
colchete e´ dado por
[(u,A), (v,B)] = (Av −Bu, [A,B]g), para todo u, v ∈ V, e A,B ∈ g.
A 1-forma (θ, η) com valores em V ⊕ g e´ uma forma de Maurer-Cartan em BG(M) com
valores numa a´lgebra de Lie. Segue que BG(M) tem de ser localmente equivalente a
G-estrutura plana canoˆnica BG(V ) ∼= V ×G sobre V .
Retornamos agora ao problema de classificac¸a˜o de conexo˜es sem torc¸a˜o de curvatura
constante. Vimos que para qualquer conexa˜o sem torc¸a˜o η, temos
dR =
∂R
∂θ
θ + Ξ(R)η.
Quando a curvatura e´ uma func¸a˜o constante, segue que dR = 0, e isto impo˜e restric¸o˜es
nos possı´veis valores de R. De fato, e´ necessa´rio que Ξ(R) = 0, e portanto R toma
valores no espac¸o vetorial ker(Ξ) ⊂ K(g). Assim, obtemos:
Teorema 7.2.2 Seja η uma conexa˜o sem torc¸a˜o de curvatura constante numaG-estrutura
BG(M). Enta˜o η satisfaz as equac¸o˜es estruturais
dθ = −η ∧ θ
dη = R(θ ∧ θ)− η ∧ η
dR = 0
(7.2.2)
onde R : BG(M)→ ker(Ξ).
Observac¸a˜o 7.2.3 Do nosso ponto de vista, o teorema acima deve ser interpretado como
dizendo que o algebro´ide classificante das conexo˜es sem torc¸a˜o de curvatura constante e´
um fibrado de a´lgebras de Lie sobre ker(Ξ), cuja fibra sobre um ponto R ∈ ker(Ξ) e´ a
a´lgebra de Lie V o g equipada com o colchete
[(u,A), (v,B)] = (Av −Bu, [A,B]g −R(u, v)).
Exemplo 7.2.4 (Me´tricas de Curvatura Constante em R2) Como um exemplo simples,
suponha que queremos classificar todas as me´tricas Riemannianas de curvatura cons-
tante numa vizinhanc¸a da origem de R2. A G-estrutura que temos de considerar neste
caso e´ o fibrado dos referenciais ortonormais de R2 (G = O2). E´ um fato bem conhecido
que, neste caso, a func¸a˜o estrutural de primeira ordem e´ nula e que O(1)2 = {e}. As
equac¸o˜es estruturais teˆm a forma:{
dω = −η ∧ ω
dη = kω ∧ ω (7.2.3)
onde η e´ a forma de conexa˜o que corresponde a conexa˜o de Levi-Civita e k e´ a curvatura
Gaussian de η. Se a curvatura k e´ constante, enta˜o dk = 0. Em termos da base canoˆnica
de R2 as equac¸o˜es estruturais sa˜o
dω1 = −η ∧ ω2
dω2 = η ∧ ω1
dη = kω1 ∧ ω2
dk = 0
(7.2.4)
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A curvatura Gaussian e´ a u´nica func¸a˜o invariante. Segue que o algebro´ide de Lie classi-
ficante que obtemos e´ A → R que tem uma base de sec¸o˜es {e1, e2, e3} e estrutura dada
por
[e1, e2] (k) = −ke3
[e1, e3] (k) = e2
[e2, e3] (k) = −e1
#ei = 0.
(7.2.5)
Logo, algebro´ide de Lie que obtemos e´ um fibrado de a´lgebras de Lie cujas fibras sa˜o
isomorfas a
sl2 se k < 0 Geometria Hiperbo´lica
se2 se k = 0 Geometria Euclideana
so3 se k > 0 Geometria Esfe´rica
A ac¸a˜o infinitesimal de o2 em A por automorfismos internos e´ a ac¸a˜o fibra a fibra obtida
pela representac¸a˜o adjunta. Segue que para cada valor de k ∈ R corresponde um germe
em 0 de uma me´trica de curvatura constante em R2.
7.3 Conexo˜es Localmente Sime´tricas
Na mesma direc¸a˜o do exemplo da sec¸a˜o anterior, descrevemos agora as conexo˜es sem
torc¸a˜o numaG-estrutura BG(M) para as quais a derivada covariante da curvatura se anula.
Definic¸a˜o 7.3.1 Uma conexa˜o sem torc¸a˜o η numa G-estrutura BG(M) sera´ chamada de
localmente sime´trica se a derivada covariante da sua curvatura se anula, i.e., ∂R
∂θ
≡ 0.
Se η e´ uma conexa˜o localmente sime´trica, enta˜o
dR = Ξ(R)η.
Diferenciando esta equac¸a˜o obtemos uma restric¸a˜o nos possı´veis valores de R. De fato,
se denotarmos por Ψ : K(g)→ ∧2V ∗ ⊗K(g) a aplicac¸a˜o
Ψ(R)(u, v) = Ξ(R)(R(u, v)),
enta˜o d2R = 0, aplicado a dois campos funamentais horizontais implica que R tem de
tomar valores no conjunto dos zeros de Ψ, i.e.,
R : BG(M)→ Z(Ψ) = {R ∈ K(g) : Ψ(R) = 0} .
Se aplicarmos d2R = 0 a dois campos fundamentais verticais, vemos que R tem de
tomar valores no conjunto dos zeros da aplicac¸a˜o Φ : K(g) :→ ∧2g∗ ⊗K(g),
Φ(R)(A,B)(u, v) = Ξ(Ξ(R)(A))(B)− Ξ(Ξ(R)(B))(A)− Ξ(R)([A,B]).
Depois de uma conta longa, pore´m direta, podemos mostrar que
Φ(R)(A,B)(u, v) = −2[[A,B], R(u, v)].
Finalmente, aplicando d2R = 0 a um par formado por um vetor fundamental hori-
zontal e um vertical na˜o obtemos nenhuma nova restric¸a˜o nos valores permetidos de R.
Concluimos que:
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Teorema 7.3.2 Seja η uma conexa˜o localmente sime´trica numa G-estrutura BG(M).
Enta˜o η satisfaz as equac¸o˜es estruturais
dθ = −η ∧ θ
dη = R ◦ θ ∧ θ − η ∧ η
dR = Ξ(R)η
(7.3.1)
onde R : BG(M)→ Z(Ψ) ∩ ker Φ e Z(Ψ) e´ o conjunto dos zeros da aplicac¸a˜o Ψ.
Observac¸a˜o 7.3.3 Observamos que Z(Ψ)∩ ker Φ e´ a intersec¸a˜o do conjunto de zeros de
uma aplicac¸a˜o quadra´tica com um subespac¸o linear, e (pelo menos a priori) na˜o e´ uma
variedade. Para podermos aplicar nossos me´todos, precisamos remover todos os seus
pontos singulares para obteroms um algebro´ide de Lie classificante, ou equivalentemente,
um problema de realizac¸a˜o generalizado. Esta restric¸a˜o vem do fato de que consideramos
somente correferenciais que sa˜o completamente regulares.
7.4 Grupos Pro´prios de Holonomia
Nesta sec¸a˜o iremos enunciar alguns fatos gerais sobre o grupo de holonomia de uma
conexa˜o num fibrado G-principal. Esta sec¸a˜o e´ uma colec¸a˜o dos resultados de [31] e [33]
para os quais referimos para maiores detalhes.
Seja
P
pi

G
||
M
um fibrado principal com grupo estrutural G sobre M , e seja η ∈ Ω1(P, g) uma forma de
conexa˜o. Denote por Γ a distribuic¸a˜o horizontal em P
Γp = {ξ ∈ TpP : ηp(ξ) = 0}
associado a η. Seja Y um campo de vetores emM . Em cada ponto p ∈ P existe um u´nico
vetor ξY ∈ Γp tal que pi∗(ξY ) = Y . Um campo de vetores ξ ∈ X(P ) que e´ tangente a` Γ
em todos os pontos de P sera´ chamado um campo de vetores horizontal.
Agora, seja γ uma curva em M . Usando o levantamento horizontal de campos de
vetores em M a campos de vetores horizontais em P , podemos mostrar que para um
ponto p ∈ pi−1(γ(0)) dado, existe uma u´nica curva horizontal γ˜p em P tal que γ˜p(0) = p
e pi(γ˜p) = γ. No primeiro olhar, devemos esperar que a curva γ˜p so´ esta´ definida para
0 ≤ t < . No entanto, na˜o e´ difı´cil de mostrar que ela pode ser estendida ate´ t = 1.
Defimos o transporte paralelo ao longo de γ como sendo a aplicac¸a˜o Pγ que associa a
cada ponto p ∈ pi−1(γ(0)) o ponto γ˜p(1) ∈ pi−1(γ(1)), i.e.,
Pγ : pi−1(γ(0))→ pi−1(γ(1)), p 7→ γ˜p(1).
Em particular, se γ e´ uma curva fechada em M , enta˜o Pγ : pi−1(γ(0)) → pi−1(γ(0))
e´ um difeomorfismo da fibra em si mesma. Ale´m do mais, Pγ e´ G-equivariante, i.e.,
Pγ(pa) = Pγ(p)a para todo a ∈ G. O conjunto
Holx(η) = {Pγ : γ e´ uma curva fechada em M com ponto base x}
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e´ um grupo de Lie cujo produto e´ herdado da concatenac¸a˜o de caminhos. Ele e´ chamado
de grupo de holonomia de η em x.
Suponha que M e´ conexo, seja y outro ponto de M e seja γ uma curva ligando x a y.
Enta˜o e´ fa´cil ver que
Holy(η) = PγHolx(η)P−1γ ,
e portanto, ambos os grupos sa˜o isomorfos.
Agora fixe um ponto p na fibra de P sobre x. para qualquer P ∈ Holx(η) temos que
P(p) = paP para algum aP ∈ G. A aplicac¸a˜o
ψp : Holx(η)→ G P 7→ aP
e´ um homomorfismo injetor de grupos. Ale´m do mais, a classe de conjugac¸a˜o da sua
imagem em G e´ independente das escolhas de p e x. Por abuso de linguagem, iremos
nos referir a ambos Hol(η) = ψp(Holx(η)) e sua classe de conjugac¸a˜o como o grupo
de holonomia de η. Quando houver a necessidade de se evitar mal entendidos, iremos
denotar a classe de conjugac¸a˜o de Hol(η) por [Hol(η)].
A holonomia de uma conexa˜o e´ u´til quando se quer encontrar reduc¸o˜es de um fibrado
principal. De fato, temos o seguinte teorema que foi demonstrado em [33]:
Teorema 7.4.1 Seja η uma conexa˜o em P com grupo de holonomia Hol(η). Enta˜o existe
uma reduc¸a˜o P ′ de P ao grupo Hol(η). Ale´m do mais, η se restringe a uma conexa˜o em
P ′.
Podemos clacular a a´lgebra de Lie do grupo de holonomia de uma conexa˜o de uma
maneira bastante simples. Recorde que a curvatura de uma conexa˜o η e´ a 2-forma Ω em
P com valores em g definida por
Ω(ξ1, ξ2) = dη(ξ
Γ
1 , ξ
Γ
2 ) = dη(ξ1, ξ2)− [η(ξ1), η(ξ2)], para todo ξ1, ξ2 ∈ X(P ),
onde ξΓ denota a componente horizontal de ξ. Agora, denote por holx(η) a a´lgebra de
Lie de Holx(η). Se fixarmos um ponto p ∈ pi−1(x), podemos ver a a´lgebra de holonomia
em x como uma suba´lgebra deψp(holx(η)) de g, onde e denota a identidade de Holx(η).
Um dos resultados principais da teoria de holonomia e´ a relac¸a˜o entre a curvatura de η e
holx(η). Ela e´ dada pelo teorema de holonomia de Ambrose-Singer [1] que enunciamos
abaixo.
Teorema 7.4.2 (Teorema de Holonomia de Ambrose-Singer [1]) Fixe um ponto p ∈ pi−1(x).
Enta˜o a a´lgebra de Lie de holonomia de η em x, holx(η), vista como uma suba´lgebra de
g, e´ gerada pelos elementos da forma Ωq(ξ1, ξ2), onde q e´ qualquer ponto de P que pode
ser obtido de p por transporte paralelo, e ξ1 e ξ2 sa˜o vetores horizontais tangentes a P
em q.
Voltamos agora para o caso em que P = B(M) e´ o fibrado dos referenciais de M . Foi
demonstrado em [19] que qualquer subgrupo fechado de GL(V ) pode ser realizado como
o grupo de holonomia de alguma conexa˜o em B(M). No entanto, se nos restringimos a
conexo˜es sem torc¸a˜o, o problema de determinar quais os subgrupos fechados que sa˜o os
grupos de holonomia de alguma conexa˜o se torna na˜o trivial.
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Definic¸a˜o 7.4.3 Um subgrupo pro´prio H ⊂ GLn e´ chamado de um grupo pro´prio de
holonomia se existir uma variedade M e uma conexa˜o sem torc¸a˜o η em B(M) cujo
grupo de holonomia e´ (conjugado a) H .
Em [2], foi introduzido um crite´rio alge´brico para decidir se uma suba´lgebra de Lie
h ⊂ gln pode ser a a´lgebra de Lie de um grupo pro´prio de holonomia. Recorde que
K(h) ⊂ ∧2V ∗⊗ h denota o espac¸o das curvaturas formais de conexo˜es sem torc¸a˜o em G-
estruturas e que K1(h) ⊂ V ∗ ⊗ K(h) denota o espac¸o das derivadas covariantes formais.
Denotamos por
h = {R(u, v) ∈ h : R ∈ K(h) e u, v ∈ V }
o subespac¸o de h gerado por todos os possı´veis valores das curvaturas formais. Isto nos
leva a:
Definic¸a˜o 7.4.4 Uma suba´lgebra de Lie h ⊂ gln e´ chamada de uma a´lgebra de Berger
se h = h. Uma a´lgebra de Berger e´ dita sime´trica se K1(h) = 0 e na˜o-sime´trica caso
contra´rio.
Uma consequeˆncia simples do teorema de holonomia de Ambrose-Singer e´ que:
Proposic¸a˜o 7.4.5 SeH ⊂ GLn e´ um grupo pro´prio de holonomia, enta˜o h e´ uma a´lgebra
de Berger. Ale´m do mais, se h e´ uma a´lgebra de Berger sime´trica, enta˜o toda conexa˜o
sem torc¸a˜o que tem a´lgebra de holonomia h e´ localmente sime´trica.
A classificac¸a˜o das a´lgebras de Berger irredutı´veis (reais e complexas) comec¸ou em
[2] e so´ foi concluı´da em [25]. Para uma descric¸a˜o da histo´ria de tal problema, bem como
uma demonstrac¸a˜o do teorema de classificac¸a˜o, sugerimos que o leitor consulte [31].
Para lidar com o problema de classificac¸a˜o dos possı´veis grupos pro´prios de holo-
nomia, e´ necessa´rio decidir quais a´lgebras de Berger sa˜o de fato a a´lgebra de Lie de
holonomia de uma conexa˜o sem torc¸a˜o.
No caso das a´lgebras de Berger sime´tricas isto e´ fa´cil de estabelecer. Qualquer des-
tas a´lgebras pode ser realizada como a a´lgebra de Lie de holonomia de uma conexa˜o
localmente sime´trica. Isto pode ser visto como uma consequeˆncia da existeˆncia de um
algebro´ide de Lie classificante para estas conexo˜es (veja a Sec¸a˜o 7.3).
Para as a´lgbras de Berger na˜o sime´tricas, os prinipais esforc¸os foram divididos em
dois casos: o caso Riemanniano e o na˜o-Riemanniano. Foi demonstrado que qualquer
suba´lgebra de Berger de sop,q e´ a a´lgebra de holonomia da conexa˜o de Levi-Civita de
uma variedade pseudo-Riemanniana. As u´ltimas suba´lgebras de Berger a serem realizadas
como a´lgbras de Lie de holonomia de uma variedade Riemanniana foram as a´lgebras de
Lie excepcionais g2 e spin(7). Explicaremos agora, de forma sucinta, a ide´ia da soluc¸a˜o
apresentada em [4].
Para comec¸ar, notamos que se H ⊂ G e´ um subgrupo de Lie, enta˜o qualquer H-
estrutura em M induz uma G-estrutura canoˆnica em M . Para tal, tomamos
BG(M) = {BH(M) · a : a ∈ G} ,
que esta´ bem definido poisBH(M) ⊂ B(M). QuandoG = Op,q e´ o grupo das transformac¸o˜es
lineares de V que preservam uma forma bilinear sime´trica na˜o-degenerada, a me´trica in-
duzida em M sera´ chamada de estrutura pseudo-Riemanniana subjacente induzida
por H .
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Segue que o conjunto das me´tricas em M cuja holonomia e´ um subgrupo H ⊂ Op,q
coincide com o conjunto das me´tricas subjacentes a uma H-estrutura BH(M) para a qual
a func¸a˜o estrutural de primeira ordem se anula. Estas, por sua vez, podem ser descritas
como as soluc¸o˜es de um sistema diferencial exterior. Este sistema e´ involutivo no caso
em que H e´ um dos grupos G2 ou Spin(7), e portanto, a teoria de Cartan-Ka¨hler pode ser
usada para provar a existeˆncia de soluc¸o˜es. Do nosso ponto de vista, este me´todo pode ser
pensado como uma ”versa˜o em dimensa˜o infinita”do problema de realizac¸a˜o de Cartan.
Nas pro´ximas sec¸o˜es, daremos uma descric¸a˜o detalhada do problema de realizar uma
suba´lgebra de Berger de sp(V ) como a a´lgebra de Lie de holonomia de uma conexa˜o
simple´tica numa variedade simple´tica (M,ω). Neste caso, os nossos me´todos se aplicam.
7.5 A´lgebras de Lie Simple´ticas Especiais
Nesta sec¸a˜o iremos descrever as a´lgebras de Lie de holonomia de conexo˜es simple´ticas
sem torc¸a˜o. Coletamos aqui toda a informac¸a˜o alge´brica que sera´ utilizada depois.
Seja ω uma forma simple´tica numa variedade M , e seja BSpn(M) a Spn-estrutura
associada em M . Uma conexa˜o simple´tica em M e´ uma conexa˜o η neste fibrado prin-
cipal. Tais conexo˜es correspondem a conexo˜es lineares ∇ em TM para as quais a forma
simple´tica e´ paralela
∇ω = 0.
A`s vezes iremos nos referir a∇ ao inve´s de η como a conexa˜o simple´tica.
Definic¸a˜o 7.5.1 Seja (V, ω0) um espac¸o vetorial simple´tico. Um subgrupo pro´prio e
irredutı´vel H ⊂ Sp(V, ω0) e´ chamado de grupo simple´tico pro´prio de holonomia se
for o grupo de holonomia de uma conexa˜o simple´tica sem torc¸a˜o em alguma variedade
simple´tica (M,ω). Sua a´lgebra de Lie h ⊂ sp(V, ω0) sera´ chamada de uma a´lgebra de
Lie simple´tica pro´pria de holonomia.
Existe um isomorfismo Sp(V )-equivariante canoˆnico sp(V ) ∼= S2(V ) dado explicita-
mente por
(u v) · w = ω0(u,w)v + ω0(v, w)u.
Ale´m do mais, a forma bilinear
(u v, w  z) = ω0(u,w)ω0(v, z) + ω0(u, z)ω0(v, w)
e´ um mu´ltiplo da forma de Killing de sp(V, ω0). O seguinte lema esta´ demonstrado em
[25]:
Lema 7.5.2 Seja h uma suba´lgebra de Lie de sp(V ) e considere a aplicac¸a˜o h-equivariante
◦ : S2(V ) ∼= sp(V )→ h dada por
(u ◦ v, T ) = ω0(Tu, v) para todo u, v ∈ V e T ∈ h. (7.5.1)
Se h e´ uma a´lgebra de Lie simple´tica pro´pria de holonomia, enta˜o
(u ◦ v)w − (u ◦ w)v = 2ω0(v, w)u− ω0(u, v)w + ω0(u,w)v. (7.5.2)
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Isto motiva a nossa pro´xima definic¸a˜o.
Definic¸a˜o 7.5.3 Uma suba´lgebra de Lie h ⊂ sp(V ) e´ chamada de a´lgebra de Lie simple´tica
especial se ela satisfaz a equac¸a˜o (7.5.2).
As a´lgebras de Lie simple´ticas especiais esta˜o fortemente relacionadas com certas
a´lgebras de Lie simples, chamadas de a´lgebras de Lie 2-graduadas. A discussa˜o abaixo e´
baseada em [6] para a qual referimos o leitor para uma apresentac¸a˜o mais detalhada.
Seja g uma a´lgebra de Lie complexa simples, e seja α uma raı´z longa numa decomposic¸a˜o
de Cartan de g. Seja x 6= 0 um elemento do espac¸o de raı´zes gα. O cone de raı´z de g e´ a
o´rbita adjunta de x, Ad G(x). Ela e´ independente da escolha de decomposic¸a˜o de Cartan.
Qualquer elemento y ∈ Ad G(x) sera´ chamado de elemento de raı´z maximal de g.
Definic¸a˜o 7.5.4 Seja g uma a´lgebra de Lie simples sobreR. Dizemos que g e´ 2-graduada
se ela conte´m um elemento de raı´z maximal de gC = g⊗ C.
O motivo pelo qual estas a´lgebras de Lie sa˜o chamadas de 2-graduadas e´ que, para
cada uma delas, podemos encontrar uma raı´z longa α0 ∈ ∆ e um u´nico elemento Hα0 ∈
[gα0 , g−α0 ] satisfazendo α0(Hα0) = 2 tais que, se
gi =
⊕
{β∈∆:〈β,α0〉=i}
gβ
para i 6= 0 e
g0 = t⊕
⊕
{β∈∆:〈β,α0〉=0}
gβ,
onde 〈β, α0〉 denota o nu´mero de Cartan, enta˜o,
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2.
Segue que
g±2 = g±α0
e
g0 = RHα0 ⊕ h
onde
[h, slα0 ] = 0
e
slα0 = span 〈gα0 , g−α0 , Hα0〉
e´ uma suba´lgebra de g isomorfa a sl2(R).
Se definirmos
gev = g−2 ⊕ g0 ⊕ g2
e
godd = g−1 ⊕ g1
enta˜o gev e´ isomorfa como a´lgebra de Lie a slα0 ⊕ h. Ale´m do mais, godd e´ isomorfo a
R2 ⊗ V como um gev-mo´dulo e a ac¸a˜o de h em V e´ efetiva. Logo, h ⊂ gl(V ). A a´lgebra
de Lie g, por sua vez, e´ isomorfa ao produto semi-direto gev n godd.
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Agora fixe uma forma de a´rea a ∈ ∧2(R)∗. Ela induz um isomorfismo sl2(R)-
equivariante
S2(R2) → sl2(R)
(ef) · g = a(e, g)f + a(f, g)e.
Com esta identificac¸a˜o, a estrutura de a´lgebra de Lie em sl2(R) ∼= S2(R2) pode ser
descrita por
[ef, gh] = a(e, g)fh+ a(e, g)fg + a(f, g)eh+ a(f, h)eg
Estamos aptos a enunciar a relac¸a˜o entre as a´lgebras de Lie simple 2-graduadas e as
a´lgebras de Lie simple´ticas especiais.
Proposic¸a˜o 7.5.5 Seja g uma a´lgebra de Lie simples 2-graduada
g = g−2 ⊕ · · · ⊕ g2 = gev ⊕ godd ∼= (sl2(R)⊕ h)⊕ (R⊗ V ).
Enta˜o existe uma forma simple´tica h-invariante ω0 ∈ ∧2V ∗ e um produto h-equivariante
◦ : S2(V )→ h tais que
[·, ·] : ∧2godd → gev
[e⊗ u, f ⊗ v] = ω0(u, v)ef + a(e, f)u ◦ v. (7.5.3)
Ale´m do mais, existe um mu´ltiplo (·, ·) da forma de Killing tal que
(T, u ◦ v) = ω0(Tu, v) = ω0(Tv, u)
e
(u ◦ v)w − (u ◦ w)v = 2ω(v, w)u− ω(u, v)w + ω(u,w)v
para todo T ∈ h e u, v, w ∈ V , i.e., h e´ uma suba´lgebra de Lie simple´tica especial de
sp(V, ω0).
Reciprocamente, se h e´ uma suba´lgebra de Lie simple´tica especial de sp(V, ω0), enta˜o
(7.5.3) pode ser usada para definir a estrutura de uma a´lgebra de Lie simples 2-graduada
em
g = g−2 ⊕ · · · ⊕ g2 = gev ⊕ godd ∼= (sl2(R)⊕ h)⊕ (R⊗ V ).
Observamos que quando h ⊂ sp(V ) e´ uma a´lgebra de Lie simple´tica especial com
grupo de Lie H ⊂ Sp(V ) enta˜o H e´ fechado e redutivo e
h = {T ∈ sp(V ) : [T, u ◦ v] = (Tu) ◦ v + u ◦ (Tv) para todo u, v ∈ V } .
A proposic¸a˜o acima nos da´ uma correspondeˆncia bijetora entre suba´lgebras de Lie
simple´ticas especiais e a´lgebras de Lie simples 2-graduadas que pode ser usada para clas-
sificar as a´lgebras de Lie simple´ticas especiais. Notamos que os resultados apresentados
aqui continuam va´lidos quando V e´ um espac¸o vetorial complexo. A tabela abaixo, que
foi extraı´da de [6], exibe todos os possı´veis grupos de Lie simple´ticos especiais (reais e
complexos), bem como seus espac¸os de representac¸o˜es V , e suas a´lgebras de Lie simples
2-graduadas associadas. Utilizamos a notac¸a˜o F = R ou C.
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Tabela 1: Grupos de Lie Simple´ticos Especiais Reais e Complexos
Type of ∆ G H V
(i) Ak, k ≥ 2 SLn+2(F), n ≥ 1 GLn(F) Fn ⊕ (Fn)∗
(ii) SU(p+ 1, q + 1), p+ q ≥ 1 U(p, q) Cp+q
(iii) Ck, k ≥ 2 Spn+1(F) Spn(F) F2n
(iv) Bk, Dk+1, k ≥ 3 SOn+4(C), n ≥ 3 SL2(C) · SOn(C) C2 ⊗ Cn
(v) SO(p+ 2, q + 2), p+ q ≥ 3 SL2(R) · SO(p, q) R2 ⊗ Rp+q
(vi) SOn+2(H), n ≥ 2 Sp1 ·SOn(H) Hn
(vii) G2 G′2, G
C
2 SL2(F) S3(F2)
(viii) F4 F
(1)
4 , F
4
C Sp3(F) F14 ⊂ ∧3F6
(ix) E6 EF6 SL6(F) ∧3F6
(x) E(2)6 SU(1, 5) R20 ⊂ ∧3C6
(xi) E(3)6 SU(3, 3) R20 ⊂ ∧3C6
(xii) E7 EC7 Spin(12,C) C32
(xiii) E(5)7 Spin(6, 6) R32 ⊂ C32
(xiv) E(6)7 Spin(6,H) R32 ⊂ C32
(xv) E(7)7 Spin(2, 10) R32 ⊂ C32
(xvi) E8 EC8 E
C
7 C56
(xvii) E(8)8 E
(5)
7 R56
(xviii) E(9)8 E
(7)
7 R56
7.6 Variedades Simple´ticas Especiais
Nesta sec¸a˜o iremos definir as variedades simple´ticas especiais e fornecer uma lista de
todas as possı´vies geometrias que aparecem. Faremos isso somente para variedades re-
ais. Notamos, no entanto, que praticamente todas as construc¸o˜es a serem apresenatadas
aqui podem ser adaptadas ao caso de variedades complexas tambe´m. Depois, daremos
uma descric¸a˜o em termos de G-estruturas e deduzimos suas equac¸o˜es estruturais. As-
sim, obteremos uma descric¸a˜o explı´cita do algebro´ide classificante para cada geometria
simple´tica especial. Uma parte desta sec¸a˜o e´ baseada em [6] e [7].
Seja g ⊂ gl(V ) uma suba´lgebra de Lie qualquer. Recorde que o espac¸o das curvaturas
formais (de conexo˜es sem torc¸a˜o) e´
K(g) = {R ∈ ∧2V ∗ ⊗ g : R(u, v)w + perm. cı´cl. = 0, para todo u, v, w ∈ V }
e que o espac¸o das derivadas covariantes formais e´
K1(g) = {ψ ∈ V ∗ ⊗K(g) : ψ(u)(v, w) + perm. cı´cl. = 0, para todo u, v, w ∈ V } .
Quando (V, ω) e´ um espac¸o vetorial simple´tico de dim(V ) ≥ 4 e h ⊂ sp(V ) e´ uma
a´lgebra de Lie simple´tica especial, a aplicac¸a˜o
h → K(h)
T 7→ RT
dada por
RT (x, y) = 2ω(x, y)T + x ◦ (Ty)− y ◦ (Tx).
e´ h-equivariante e injetora. Aqui, ◦ denota a operac¸a˜o introduzida no Lema 7.5.2.
Segue do Teorema de Holonomia de Ambrose-Singer 7.4.2 que se a curvatura de uma
conexa˜o esta´ contida em h, enta˜o a sua a´lgebra de holonomia tambe´m estara´ contida em
h. Seja
Rh = {RT : T ∈ h} ∼= h
e,
R(1)h = {ψ ∈ V ∗ ⊗Rh : ψ(u)(v, w) + perm. cı´cl. = 0, para todo u, v, w ∈ V } .
O u´ltimo e´ isomorfo a V com isomorfismo explı´cito
V → R(1)h
x 7→ ψx = Rx◦−
Definic¸a˜o 7.6.1 Uma conexa˜o simple´tica sem torc¸a˜o∇ em (M,ω) e´ uma conexa˜o simple´tica
especial associada a uma a´lgebra de Lie simple´tica especial h ⊂ sp(V ) se a curvatura de
∇ toma valores em Rh. Neste caso, diremos que (M,ω,∇) e´ uma variedade simple´tica
especial.
Notamos que existe uma aplicac¸a˜o
Ric : K(h)→ V ∗ ⊗ V ∗, Ric(R)(u, v) = trace(R(x, ·)y).
Quando h e´ uma a´lgebra de Lie simple´tica especial, podemos decompor K(h) em
K(h) = Rh ⊕Wh,
ondeWh = ker Ric e´ o nu´cleo da aplicac¸a˜o de Ricci.
Listamos agora as possı´veis geometrias simple´tica especiais, de acordo com as dife-
rentes a´lgebras de Lie simple´ticas especiais h:
I) Bochner-bi-Lagrangiana Quando H e´ o grupo de Lie das entrada (i) da tabela , M
vem equipada com um par de distribuic¸o˜es Lagrangianas complementares que sa˜o
∇-paralelas. A condic¸a˜o da curvatura tomar valores emRh e´ equivalente a` uma das
componentes irredutı´veis da curvatura, o tensor de Bochner, ser nula.
II) Bochner-Ka¨hler SeH e´ o grupo de Lie na entrada (ii) da tabela, enta˜o∇ e´ a conexa˜o
de Levi-Civita de uma me´trica (pseudo-) Riemanniana que tornaM numa variedade
Bochner-Ka¨hler, i.e., (M,ω, g) e´ uma variedade Ka¨hler para a qual a componente
de Bochner da curvatura se anula.
III) Tipo Ricci Se H e´ o grupo de Lie da entrada (iii) da tabela, enta˜o ∇ e´ uma conexa˜o
simple´tica de tipo Ricci, i.e., para a qual a componente Ricci plana da curvatura se
anula.
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IV) Holonomia Simple´tica Pro´pria Se H e´ um dos grupos das entradas (iv) a (xviii) da
tabela 1, enta˜o K(h) = Rh e portanto, ∇ e´ uma conexa˜o simple´tica cujo grupo de
holonomia e´ um subgrupo pro´prio irredutı´vel de Sp(V ).
No que se segue, iremos deduzir as equac¸o˜es estruturais de uma variedade simple´tica
especial. Para tal, precisamos do seguinte lema (veja [7] para a demonstrac¸a˜o):
Lema 7.6.2 Seja h ⊂ sp(V ) uma a´lgebra de Lie simple´tica especial, e suponha que
dimV ≥ 4. Se ϕ ∈ h e´ uma aplicac¸a˜o linear ϕ : V → V que satisfaz
ϕ(x) ◦ y = ϕ(y) ◦ x,
enta˜o ϕ e´ um mu´ltiplo da identidade.
A estrutura de uma variedade simple´tica especial e´ dada pelo seguinte teorema, cuja
demonstrac¸a˜o e´ baseada em [7].
Teorema 7.6.3 (Cahen e Schwachho¨fer [7]) Seja (M,ω,∇) uma variedade simple´tica
especial associada a uma a´lgebra de Lie simple´tica especial h, com dimM ≥ 4. Enta˜o
existem uma H-estrutura sobre M que e´ compatı´vel com∇,
BH(M)
pi

H
||
M
e aplicac¸o˜es ρ : BH(M) → h, u : BH(M) → V e f : BH(M) → R tais que a forma
tautolo´gica θ ∈ Ω1(BH(M), V ) e a forma de conexa˜o η ∈ Ω1(BH(M), h) satisfazem as
equac¸o˜es estruturais: 
dθ = −η ∧ θ
dη = Rρ(θ ∧ θ)− η ∧ η
dρ = u ◦ θ − [η, ρ]
du = (ρ2 + f)θ − ηu
df = −2ω(ρu, θ) (= −d(ρ, ρ))
(7.6.1)
onde
Rρ(x, y) = 2ω(x, y)ρ+ x ◦ (ρy)− y ◦ (ρx).
Demonstrac¸a˜o. Primeiramente, notamos que, como a curvatura de ∇ esta´ contida em
Rh, segue do Teorema de Holonomia de Ambrose-Singer que a a´lgebra de Lie holonomia
hol(∇) tambe´m esta´ contida em Rh ∼= h. Logo, existe uma reduc¸a˜o do fibrado dos
referenciais de M ao subgrupo H
BH(M)
pi

H
||
M
98 CAPI´TULO 7. EXEMPLOS
que e´ compatı´vel com ∇, no sentido que a forma de conexa˜o com valores em gl(V ) que
corresponde a∇ se restringe a uma forma de conexa˜o η em BH(M) com valores em h.
A hipo´tese de que η e´ sem torc¸a˜o e´ equivalente a
dθ = −η ∧ θ.
Por hipo´tese, tambe´m, existe uma aplicac¸a˜o equivariante ρ : BH(M) → h tal que a
curvatura de η e´ Rρ. Logo,
dη = Rρ(θ ∧ θ)− η ∧ η
Agora, para x ∈ V e T ∈ h, sejam ξx, ξT ∈ X(BH(M)) os campos de vetores em
BH(M) que satifazem
θ(ξx) = x, θ(ξT ) = 0, η(ξx) = 0, e η(ξT ) = T.
Como ρ e´ equivariante, segue que
ξT (ρ) = −[T, ρ].
De fato, fixe p ∈ BH(M) e seja α : I → h a curva definida por
α(t) = ρ(Rexp(tT )(p)) = Ad (exp(−tT )) · ρ(p).
Enta˜o, diferenciando em t = 0 obtemos
dρp(ξT (p)) = −[T, ρ(p)].
Note que
ξx(Rρ) = Rξxρ.
Segue que ξxρ representa a derivada covariante de Rρ, o que implica que ξxρ ∈ R(1)h .
Logo, existe uma aplicac¸a˜o equivariante u : BH(M)→ V tal que
ξxρ = u ◦ x.
Concluimos que
dρ = u ◦ θ − [η, ρ]. (7.6.2)
Para demonstrar a pro´xima equac¸a˜o estrutural, note que como u : BH(M) → V e´
equivariante, segue que
ξTu = −Tu.
Agora, diferenciando ambos os lados de (7.6.2) obtemos
[dη, ρ]− [η, dρ] = du ◦ θ + u ◦ dθ.
Aplicando esta expressa˜o a ξx, ξy nos leva a
(ξxu− ρ2x) ◦ y = (ξyu− ρ2y) ◦ x.
Segue do Lema 7.6.2 que existe uma func¸a˜o f : BH(M)→ R tal que
du = (ρ2 + f)θ − ηu. (7.6.3)
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Para continuar, diferenciamos ambos os lados de (7.6.3) e impomos a condic¸a˜o d2 =
0. Obtemos
0 = (ρdρ+ (dρ)ρ) ∧ θ + (ρ2 + f)dθ − (dη)u+ η ∧ du+ df ∧ θ
= ρ(u ◦ θ) ∧ θ − ρ[η, ρ] ∧ θ + (u ◦ θ)ρ ∧ θ − [η, ρ]ρ ∧ θ − ρ2(η ∧ θ) +
−fη ∧ θ −Rρ(θ ∧ θ)u+ η ∧ (ρ2 + f)θ + (η ∧ η)u− η ∧ (ηu) + df ∧ θ
Se aplicamos esta u´ltima equac¸a˜o a (ξT , ξx) vemos que
ξTf = 0.
Se aplicamos a (ξx, ξy) obtemos (depois de uma conta longa, pore´m direta)
(ξx(f) + 2ω(ρu, x))y − (ξy(f) + 2ω(ρu, y))x = 0.
Segue que
df = −2ω(ρu, θ). (7.6.4)
Finalmente, depois de outra conta entediante, que usa a equac¸a˜o para dρ e as identi-
dades (7.5.1) e (7.5.2), podemos mostrar que o lado direito de (7.6.4) e´ igual a d(ρ, ρ).
Segue que d2f = 0 e´ uma consequeˆncia das outras equac¸o˜es estruturais.
Podemos usar as equac¸o˜es estruturais deduzidas acima para construir, para cada a´lgebra
de Lie simple´tica especial h, o algebro´ide de Lie classificante que controla o espac¸o de
moduli das estruturas geome´tricas correspondentes.
Como fibrado vetorial, A e´ o fibrado trivial sobre X ∼= h ⊕ V ⊕ R com fibra tı´pica
V ⊕ h. O seu colchete e sua aˆncora sa˜o definidos em sec¸o˜es constantes por
[(x, T ), (y, U)](ρ, u, f) = (Ty − Ux, [T, U ]−Rρ(x, y))
#(x, T )(ρ, u, f) = (u ◦ x− [T, ρ], (ρ2 + f)x− Tu,−2ω(ρu, x))
e depois estendidos a sec¸o˜es quaisquer pela imposic¸a˜o de linearidade e da identidade de
Leibniz.
7.7 Aplicac¸o˜es Deformadoras Associadas
Nesta sec¸a˜o iremos comec¸ar a descrever a estrutura do algebro´ide de Lie classificante
A→ X para conexo˜es simple´ticas especiais. Em particular, mostraremos que X pode ser
decomposto em subconjuntos saturados pelas folhas de A para os quais a restric¸a˜o de A
e´ isomorfo ao algebro´ide de Lie cotangente de uma deformac¸a˜o quadra´tica de uma varie-
dade de Poisson linear. Isto, por sua vez, sera´ usado como uma ferramenta para entender
a estrutura do algebro´ide de Lie classificante, e portanto, para obter modelos explı´citos de
conexo˜es simple´ticas especiais (veja a Sec¸a˜o 7.8). Todos os resultados apresentados nesta
sec¸a˜o esta˜o presentes nos artigos de Schwachho¨fer et al. (veja, por exemplo, [10]). Nossa
abordagem, que e´ baseada na ana´lise do algebro´ide classificante, difere da abordagem
apresentada no artigo acima citado.
Para comec¸ar, note que a u´ltima equac¸a˜o estrutural que e´ satisfeita por qualquer co-
nexa˜o simple´tica especial,
df = −d(ρ, ρ),
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implica que F = f + (ρ, ρ) e´ constante. Logo,
Fc = {(ρ, u, f) ∈ h⊕ V ⊕ R : f + (ρ, ρ) = c} ⊂ h⊕ V ⊕ R
e´ uma subvariedade que e´ saturada pelas folhas deA. Denotamos porAc → Fc a restric¸a˜o
do algebro´ide de Lie classificante A a Fc.
A aplicac¸a˜o (ρ, u) 7→ (ρ, u, c − (ρ, ρ)) e´ um difeomorfismo de h ⊕ V para Fc. Se
identificarmos h com h∗ usando ( , ) e V com V ∗ usando ω( , ), podemos ver Ac como
uma estrutura de algebro´ide de Lie em T ∗(h∗ ⊕ V ∗). Utilizaremos a notac¸a˜o (ρ, u)∗ para
denotar ((ρ, ·), ω(u, ·)) ∈ h∗ ⊕ V ∗.
Proposic¸a˜o 7.7.1 O algebro´ide de Lie Ac → h∗ ⊕ V ∗ e´ isomorfo ao algebro´ide de Lie
cotangente associado a uma estrutura de Poisson { , }c em h∗ ⊕ V ∗.
Demonstrac¸a˜o. Podemos usar a aˆncora de Ac para definir uma estrutura de Poisson em
h∗⊕V ∗. De fato, para (T, x), (U, y) ∈ h⊕V , vistos como func¸o˜es em h∗⊕V ∗ definimos
{(T, x), (U, y)}c(ρ, u)∗ =
〈
#Ac(T, x)(ρ,u)∗ , (U, y)
〉
Quando abrimos esta expressa˜o obtemos
{(T, x), (U, y)}c(ρ, u)∗ =
〈
#Ac(T, x)(ρ,u)∗ , (U, y)
〉
=
〈(
u ◦ x− [T, ρ], (ρ2 − (ρ, ρ) + c)x− Tu)∗ (U, y)〉
= (u ◦ x, U)− ([T, ρ], U) + ω((ρ2 − (ρ, ρ) + c)x, y)
−ω(Tu, y)
= −ω(u, Ux) + (ρ, [T, U ]) + ω((ρ2 − (ρ, ρ) + c)x, y)
+ω(u, Ty)
= (ρ, [T, U ]) + ω(u, Ty − Ux) + ω((ρ2 − (ρ, ρ) + c)x, y)
E´ fa´cil verificar que o colchete acima define uma estrutura de Poisson em h∗⊕V ∗. De
fato, ela e´ uma estrutura de Lie-Poisson deformada por um termo quadra´tico.
Calculamos agora o colchete de algebro´ide de Lie induzido em T ∗(h∗ ⊕ V ∗). Ele e´
obtido por diferenciac¸a˜o do colchete de Poisson { , }c, i.e.,
[(T, x), (U, y)]c(ρ, u)
∗ = d(ρ,u)∗{(T, x), (U, y)}c
Logo, se (ρ′, u′)∗ ∈ T(ρ,u)∗(h∗ ⊕ V ∗) ∼= h∗ ⊕ V ∗ obtemos
〈(ρ′, u′)∗, [(T, x), (U, y)]c〉(ρ,u)∗ = (ρ′, [T, U ]) + ω(u′, T y − Ux) +
+ω((ρρ′ + ρ′ρ− 2(ρ′, ρ))x, y) (7.7.1)
Finalmente, para concluir a proposic¸a˜o, calculamos
〈(ρ′, u′)∗, [(T, x), (U, y)]Ac〉(ρ,u)∗ = 〈(ρ′, u′)∗, ([T, U ]−Rρ(x, y), T y − Ux)〉
= (ρ′, [T, U ]) + ω(u′, T y − Ux)− (ρ′, Rρ(x, y))
= (ρ′, [T, U ]) + ω(u′, T y − Ux)− (ρ′, 2ω(x, y)ρ+ x ◦ (ρy)− y ◦ (ρx))
= (ρ′, [T, U ]) + ω(u′, T y − Ux)− (ρ′, ρ)2ω(x, y)− (ρ′, x ◦ (ρy)) + (ρ′, y ◦ (ρx))
= (ρ′, [T, U ]) + ω(u′, T y − Ux) + ω(−2(ρ′, ρ)x, y)− ω(ρ′x, ρy) + ω(ρ′y, ρx)
= (ρ′, [T, U ]) + ω(u′, T y − Ux) + ω((ρρ′ + ρ′ρ− 2(ρ′, ρ))x, y).
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Observamos que os dois primeiros termos do colchete de Poisson
{(T, x), (U, y)}c (ρ, u)∗ = (ρ, [T, U ]) + ω(u, Ty − Ux) + ω((ρ2 − (ρ, ρ) + c)x, y)
sa˜o lineares, e correspondem ao colchete de Lie-Poisson no dual do produto semi-direto
de a´lgebras de Lie hn V , enquanto que o u´ltimo termo e´ uma func¸a˜o quadra´tica em ρ.
A aplicac¸a˜o φc : h∗ → ∧2V ∗ dada por
φc(ρ
∗)(x, y) = ω((ρ2 − (ρ, ρ) + c)x, y)
e´ um exemplo de uma aplicac¸a˜o deformadora.
Definic¸a˜o 7.7.2 Seja G ⊂ GL(V ) um subgrupo de Lie com a´lgebra de Lie g. Uma
aplicac¸a˜o suave φ : g∗ → ∧2V ∗ e´ chamada de aplicac¸a˜o deformadora se
1. φ e´ G-equivariante, e
2. para todo ρ ∈ g∗, a aplicac¸a˜o dual (dρφ)∗ : ∧2V → g esta´ contida em K(g).
As aplicac¸o˜es deformadoras foram introduzidas em [10], com o objetivo de mostrar
a existeˆncia de uma se´rie infinita de grupos pro´prios de holonomia que na˜o constavam
na lista original de grupos de Berger. Elas fornecem uma receita para a construc¸a˜o de
conexo˜es sem torc¸a˜o em G-estruturas, da seguinte forma:
Seja W = V o g o produto semi-direto de a´lgebras de Lie, denote por pr : W ∗ → g∗
a projec¸a˜o natural e seja Φ = φ ◦ pr. E´ imediato verificar que se φ : g∗ → ∧2V ∗ e´ uma
aplicac¸a˜o deformadora, enta˜o
{f, g}φ (p) = p([(x,A), (y,B)]) + Φ(p)(x, y)
e´ um colchete de Poisson em W ∗, onde dfp = (x,A) e dgp = (y,B). De fato, para uma
aplicac¸a˜o G-equivariante φ : g∗ → ∧2V ∗, o colchete { , }φ e´ um colchete de Poisson se e
somente se φ e´ uma aplicac¸a˜o deformadora. Observamos que quando φ = 0 recuperamos
o colchete de Poisson linear {·, ·} de W ∗.
O algebro´ide de Lie cotangente T ∗W ∗ → W ∗ de (W ∗, { , }φ) e´ um fibrado vetorial
trivial no qual g age infinitesimalmente por automorfismos internos de algebro´ides de Lie.
Segue que podemos interpreta´-lo como o algebro´ide de Lie classificante de uma classe de
conexo˜es em G-estruturas. As conexo˜es que pertencem a esta classe sa˜o chamadas de
conexo˜es induzidas pela aplicac¸a˜o deformadora φ.
Observamos que a estrutura de algebro´ide de Lie de T ∗W ∗ pode ser usada para ob-
ter as equac¸o˜es estruturais que as conexo˜es induzidas por uma aplicac¸a˜o deformadora
satisfazem:
Proposic¸a˜o 7.7.3 Seja G ⊂ GL(V ) um subgrupo de Lie com a´lgebra de Lie g e seja
BG(M) umaG-estrutura, cuja forma tautolo´gica denotamos por θ. Enta˜o, para qualquer
conexa˜o η em BG(M) que e´ induzida por uma aplicac¸a˜o deformadora φ : g∗ → ∧2V ∗,
existem aplicac¸o˜es equivariantes ρ : BG(M) → g∗ e µ : BG(M) → V ∗ tais que as
equac¸o˜es estruturais 
dθ = −η ∧ θ
dη = Rρ ◦ θ ∧ θ − η ∧ η
dρ = j(µ⊗ θ)− η · ρ
dµ = φ(ρ)](θ)− η · µ
(7.7.2)
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sa˜o satisfeitas. Aqui, os pontos denotam as ac¸o˜es naturais de g em g∗ e V ∗, Rρ = (dρφ)∗,
j : V ∗ ⊗ V → g∗ e´ a projec¸a˜o natural j(µ ⊗ u)(A) = µ(Au), e φ(ρ)] : V → V ∗ e´ a
aplicac¸a˜o φ(ρ)](u)(v) = φ(ρ)(u, v).
Segue da primeira equac¸a˜o da proposic¸a˜o acima que toda conexa˜o induzida por uma
aplicac¸a˜o deformadora φ e´ sem torc¸a˜o. A segunda equac¸a˜o nos diz que a curvatura da
conexa˜o e´ Rρ = (dρφ)∗.
Resumindo, como consequeˆncia da Proposic¸a˜o 7.7.1, obtemos que toda conexa˜o simple´tica
especial e´ uma conexa˜o induzida por uma das aplicac¸o˜es deformadoras φc.
7.8 Moduli, Simetrias e Modelos de
Conexo˜es Simple´ticas Especiais
Nesta sec¸a˜o iremos concluir o nosso estudo das conexo˜es simple´ticas especiais. Mostra-
remos que existe uma estrutura de Poisson em h ⊕ V ⊕ R tal que seu algebro´ide de Lie
cotangente e´ uma extensa˜o do algebro´ide de Lie classificante para geometrias simple´ticas
especiais. Isto nos permitira´ descrever as a´lgebras de Lie de isotropia deste algebro´ide de
Lie cotangente como extenso˜es das a´lgebras de Lie de simetrias de variedades simple´ticas
especiais por uma a´lgebra de Lie 1-dimensional. Descrevemos tambe´m como construir
exemplos explı´citos de conexo˜es simple´ticas especiais e fornecemos resultados sobre o
espac¸o de moduli de tais estruturas.
Para comec¸ar, recordamos algumas propriedades ba´sicas sobre extenso˜es de algebro´ides
de Lie. Estes resultados sa˜o bem conhecidos, e referimos o leitor a [11] para demonstrac¸o˜es.
Definic¸a˜o 7.8.1 Sejam A e A˜ algebro´ides de Lie e seja E um fibrado de a´lgebras de Lie,
todos sobre a mesma base X . Dizemos que A˜ e´ uma extensa˜o de A por E se existir uma
sequeˆncia exata de algebro´ide de Lie
0 −→ E −→ A˜ pi−→ A −→ 0.
A extensa˜o sera´ chamada de central se [s, α˜] = 0 para todo s ∈ Γ(E) e α˜ ∈ Γ(A˜) (neste
caso, E e´ necessariamente abeliano, i.e., so´ um fibrado vetorial).
Observac¸a˜o 7.8.2 Existe uma noc¸a˜o mais geral de extensa˜o de algebro´ides de Lie sobre
bases diferentes [3]. No entanto, como isto na˜o sera´ utilizado nesta tese, omitimos sua
descric¸a˜o.
Toda extensa˜o central induz uma representac¸a˜o de A em E (veja a Definic¸a˜o 6.3.5).
De fato, temos:
Lema 7.8.3 Se A˜ e´ uma extensa˜o central de A por E enta˜o, para α ∈ Γ(A) e s ∈ Γ(E),
∇αs = [α˜, s]
define uma representac¸a˜o de A em E, onde α˜ ∈ Γ(A˜) e´ um levantamento arbitra´rio de α.
Agora, seja σ : A → A˜ uma cisa˜o arbitra´ria de pi. A curvatura de σ e´ a 2-forma
Ωσ ∈ Γ(∧2A∗ ⊗ E) com valores em E, definida por
Ωσ(α, β) = σ([α, β]A)− [σ(α), σ(β)]A˜.
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Lema 7.8.4 Se A˜ e´ uma extensa˜o central de A por E, ∇ e´ a representac¸a˜o associada de
A em E, e σ e´ uma cisa˜o arbitra´ria de pi : A˜→ A, enta˜o A˜ e´ isomorfo ao algebro´ide de
Lie Aσ = A⊕ E, cuja aˆncora e´ dada por #σ(α, v) = #A(α) e o colchete e´ dado por
[(α, s), (α′, s′)]σ = ([α, α′]A,∇αs′ −∇α′s+ Ωσ(α, α′)). (7.8.1)
Observac¸a˜o 7.8.5 Dada uma representac¸a˜o de A em E, podemos definir a cohomologia
de A com coeficientes em E, a qual denotamos por H•(A;E). Esta e´ a cohomologia
do complexo das formas diferenciais em A com valores em E, cuja diferencial dA,E :
Γ(∧•A∗ ⊗ E)→ Γ(∧•+1A∗ ⊗ E) e´ dada por
dA,Eη(α0, . . . αk) =
k∑
i=1
(−1)i∇αiη(α0, . . . , αˆi, . . . , αk)+
+
∑
0≤i<j≤k
(−1)i+jη([αi, αj], α0, . . . , αˆi, . . . , αˆj, . . . , αk).
Com esta diferencial, a 2-forma Ωσ e´ um cocı´clo. De fato, dada uma 2-forma em A com
valores numa representac¸a˜o E, o colchete (7.8.1) e´ um colchete de Lie se e somente se a
2-forma for um um cocı´clo.
Retornamos agora, deste pequeno desvio, ao estudo das conexo˜es simple´ticas especi-
ais. A famı´lia a um paraˆmetro de estruturas de Poisson { , }c em h∗ ⊕ V ∗ pode ser colada
em uma u´nica estrutura de Poisson em h∗ ⊕ V ∗ ⊕ R por
{(T, x, t), (U, y, s)}(ρ∗, u∗, c) = (ρ, [T, U ]) + ω(u, Ty − Ux) + ω((ρ2 − (ρ, ρ) + c)x, y).
Proposic¸a˜o 7.8.6 As incluso˜es
ic : (h
∗ ⊕ V ∗, { , }c)→ h∗ ⊕ V ∗ ⊕ {c} ⊂ (h∗ ⊕ V ∗ ⊕ R, { , })
das variedades de Poisson induzidas por cada uma das aplicac¸o˜es deformadoras φc sa˜o
morfismos de variedades de Poisson.
Demonstrac¸a˜o. Isto segue de uma conta simples. Se f ∈ C∞(h∗ ⊕ V ∗ ⊕ R) e´ uma
aplicac¸a˜o linear, e se denotarmos por fh∗⊕V ∗ e fR suas componentes em h∗ ⊕ V ∗ e R,
enta˜o
f ◦ ic(ρ∗, u∗) = f(ρ∗, u∗, c) = fh∗⊕V ∗(ρ∗, u∗) + fR(c).
O u´ltimo termo e´ constante, e portanto na˜o ira´ alterar o colchete de Poisson. Logo,
{(T, x, t), (U, y, s)} ◦ ic(ρ∗, u∗) = {(T, x, t), (U, y, s)} (ρ∗, u∗, c)
= {(T, x), (S, y)}c (ρ∗, u∗)
= {(T, x, t) ◦ ic, (U, y, s) ◦ ic}c (ρ∗, u∗),
de onde segue a proposic¸a˜o.
O pro´ximo resultado que sera´ apresentado deve ser interpretado como uma versa˜o
infinitesimal do Teorema B de [6]. No que segue, iremos identificar h com h∗, e V com
V ∗ sem mais avisos.
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Proposic¸a˜o 7.8.7 O algebro´ide de Lie cotangente da variedade de Poisson (h∗ ⊕ V ∗ ⊕
R, { , }) e´ uma extensa˜o central do algebro´ide de Lie classificante A, por um fibrado de
linha L.
Demonstrac¸a˜o. Primeiramente, notamos que a projec¸a˜o natural pi : T ∗(h∗⊕V ∗⊕R)→ A
e´ um morfismo de algebro´ides de Lie. De fato, uma conta simples mostra que〈
(ρ′, u′)∗, pi([(T, x, t), (U, y, s)]T ∗(h∗⊕V ∗⊕R))
〉
(ρ,u,f)∗
= (ρ′, [T, U ]) + ω(u′, T y − Ux) + ω((ρρ′ + ρ′ρ− 2(ρ′, ρ))x, y)
de onde segue que
pi([(T, x, t), (U, y, s)]T ∗(h∗⊕V ∗⊕R)) = ([pi(T, x, t), pi(U, y, s)]A)
para todo (T, x, t), (U, y, s) ∈ h⊕ V ⊕ R. Obviamente,
L(ρ,u,c) = kerpi(ρ,u,c) = {(0, 0, t) : t ∈ R}
e portanto L e´ um fibrado de linha. A proposic¸a˜o segue como consequeˆncia do fato de
que
[(0, 0, t), (U, y, s)]T ∗(h∗⊕V ∗⊕R) = 0,
o que demonstra que a extensa˜o e´ central.
Como foi explicado acima, esta extensa˜o induz uma representac¸a˜o de A em L. No
entanto, na˜o ha´ nada de novo aqui. Esta representac¸a˜o e´ simplesmente a representac¸a˜o
canoˆnica, i.e.,
∇αf = #α(f)
onde f ∈ C∞(h⊕ V ⊕ R) ∼= Γ(L).
O que e´ interessante e´ o 2-cocı´clo Ωσ ∈ Γ(∧2A∗) induzido pela cisa˜o o´bvia
σ : (T, x) 7→ (T, x, 0)
de pi. Uma conta direta mostra que
Ωσ((T, x), (U, y)) = ω(x, y),
e portanto Ωσ = ω(θ ∧ θ) e´ dado pela forma simple´tica.
Segue da equac¸a˜o 7.8.1 que a estrutura de algebro´ide de Lie de T ∗(h∗⊕V ∗⊕R) pode
ser escrita como
[(T, x, t), (U, y, s)](ρ, u, f) = ([T, U ]−Rρ(x, y), T y − Ux,−ω(x, y))
#(T, x, t)(ρ, u, f) = (u ◦ x− [T, ρ], (ρ2 + f)x− Tu,−2ω(ρu, x)),
ou equivalentemente, suas equac¸o˜es estruturais sa˜o dadas por
dθ = −η ∧ θ
dη = Rρ(θ ∧ θ)− η ∧ η
dκ = ω(θ ∧ θ)
dρ = u ◦ θ − [η, ρ]
du = (ρ2 + f)θ − ηu
df = −2ω(ρu, θ)
(7.8.2)
As seguintes consequeˆncias sa˜o imediatas.
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Corola´rio 7.8.8 As folhas de A em h ⊕ V ⊕ R coincidem com as folhas simple´ticas de
T ∗(h∗ ⊕ V ∗ ⊕ R).
Corola´rio 7.8.9 Seja sλ0 a a´lgebra de Lie de isotropia de A em λ0 = (ρ, u, f) ∈ h ⊕
V ⊕ R, i.e., a a´lgebra de Lie de simetria da conexa˜o simple´tica especial correspondente,
e seja
gλ0 = {α˜ ∈ h⊕ V ⊕ R ⊂ g : ad ∗α˜λ0 = 0}
a a´lgebra de Lie de isotropia de T ∗(h∗ ⊕ V ∗ ⊕ R). Enta˜o
0 −→ Rλ0 −→ gλ0 −→ sλ0 −→ 0
e´ uma extensa˜o de a´lgebras de Lie. Em particular,
dimsλ0 = dimgλ0 − 1.
As informac¸o˜es infinitesimais coletadas aqui nos ajudam na construc¸a˜o de modelos
explicitos de variedades simple´ticas especiais.
Foi mostrado em [6], que a estrutura de Poisson em h∗ ⊕ V ∗ ⊕ R e´ integra´vel. De
fato, seja g a a´lgebra simples 2-graduada associada a h e seja a ∈ ∧2R∗ a forma de a´rea
utilizada para identificar sl2(R) com S2(R2) (veja a Sec¸a˜o 7.5). Fixamos uma base e+, e−
of R2 tal que a(e+, e−) = 1. Se identificarmos g com g∗ usando a forma bi-invariante ( , )
e definirmos a subvariedade Q de g∗ determinada por
Q =
{
1
2
(e2− + fe
2
+) + ρ+ (e+ ⊗ u) : f ∈ R, ρ ∈ h, e u ∈ V
}
⊂ g ∼= g∗,
enta˜o obtemos o seguinte teorema crucial (referimos a [6] para uma demonstrac¸a˜o):
Teorema 7.8.10 (Cahen e Schwachho¨fer [6]) O difeomorfismo Φ : Q → h ⊕ V ⊕ R
definido por
1
2
(e2− + fe
2
+) + ρ+ (e+ ⊗ u) 7→ ρ+ u+ (f + (ρ, ρ))
e´ um isomorfismo de variedades de Poisson. Ale´m do mais, Q e´ uma subvariedade co-
simple´tica de g∗ cujo grupo´ide de Lie simple´tico e´ dado por
Σ(Q) =
{
(λ, g) ∈ Q×G : Ad ∗gλ ∈ Q
}
⇒ Q
onde G e´ um grupo de Lie que integra g.
Observac¸a˜o 7.8.11 A estrutura de grupo´ide de Σ(Q) e´ a estrutura herdada do grupo´ide
de Lie T ∗G ∼= g∗ ×G que integra a variedade de Lie-Poisson g∗.
Logo, podemos identificar Σ(h⊕ V ⊕ R) com o subgrupo´ide de Lie simple´tico{
(λ, g) ∈ (h⊕ V ⊕ R)×G : Ad ∗gλ ∈ h⊕ V ⊕ R
}
⇒ h⊕ V ⊕ R
de Σ(g∗) = T ∗G.
Agora, como o grupo de Lie simple´tico especial H de h coincide com a componente
da identidade de (veja [6])
stab(h⊕ V ⊕ R) = {g ∈ G : Ad ∗g(h⊕ V ⊕ R) ⊂ h⊕ V ⊕ R} ,
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segue que Σ(h ⊕ V ⊕ R) e´ invariante pela ac¸a˜o livre de H em T ∗G por multiplicac¸a˜o a`
direita. Ale´m do mais, as s-fibras de Σ(h⊕ V ⊕ R) tambe´m sa˜o invariantes.
Por outro lado, o subgrupo a um paraˆmetro exp(Rλ) de G tambe´m age de forma
localmente livre em s−1(λ), para cada λ ∈ h⊕ V ⊕ R e esta ac¸a˜o comuta com a ac¸a˜o de
H . Logo, ”integrando”a extensa˜o
0 −→ L −→ T ∗(h∗ ⊕ V ∗ ⊕ R) −→ A −→ 0,
obtemos (compare com o Teorema B de [6]):
Teorema 7.8.12 Se s−1(λ)/ exp(Rλ) for uma variedade suave, enta˜o cada um de seus
pontos tem uma vizinhanc¸a que pode ser mergulhada no espac¸o total BH(M) de uma
H-estrutura que corresponde a uma variedade simple´tica especial. Ale´m do mais, se
Mλ =
(s−1(λ)/ exp(Rλ))
H
for uma variedade suave, enta˜o ela e´ uma variedade simple´tica especial.
Demonstrac¸a˜o. Este resultado e´ uma consequeˆncia direta do Teorema 5.2.1. Se
s−1(λ)/ exp(Rλ) for uma variedade suave, enta˜o a restric¸a˜o deA a o´rbita de λ e´ integra´vel
por um grupo´ide de Lie cuja s-fibra coincide com s−1(λ)/ exp(Rλ).
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