We consider an infinite Markov chain with states Eo, E,," , such that E,, E2,-* is not closed, and for i -1 movement to the right is limited by one step. Simple algebraic characterizations are given for persistency of all states, and, if Eo is absorbing, simple expressions are given for the probabilities of staying forever among the transient states. Examples are furnished, and simple necessary conditions and sufficient conditions for the above characterizations are given.
Theorem 2. Let C be a closed persistent set and T be the set of transient states. The probabilities yi of ultimate absorption in C are given by the (componentwise) minimal non-negative solution of (3) yi = 2 p.iyJ + 2 p. Ei E T.
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In the present note we investigate in some detail the behavior of chains such that for i ' 1 transition to the right is possible only to the nearest neighbor, i.e., we assume (4) P = (p,) where p ii > 0, i = 1 and pj = 0, j > i + 1.
We assume that the set E,, E2, * * is not closed, and investigate when the states E1, E2,' * * are transient, and, if Eo is an absorbing state (i.e. poo = 1), we compute the probability, that, starting from Ei, the chain stays forever among the transient states. (The latter is equivalent to saying that the chain drifts to infinity, if Ei is identified with i.) One minus this probability is then the probability of an eventual absorption at Eo. Assertion 1. For P satisfying (4), any non-negative solution of (2) satisfies For the chains considered in the present paper, the condition is also necessary. We have the following theorem. Denote by xi and x *, i = 1, 2, * *, the solutions of (2) for P and Q respectively, and xl = x*. Thenxi < x*, i = 1,2, , and hence L = implies L * = oo, and L*< oo implies L < oo, where L * is the value of (10) defined for Q. The results of this note can be generalized to similar results, when the chain is restricted to move to the right no more than any fixed number t > 1 of steps, i.e., when pi = 0 for all j > i + t, i _ 1.
