Abstract: We consider Markov chain Xn with spectral gap in L 2 π space. Assume that f is a bounded function on X with real values. Then the probabilities of large deviations of sums Sn = n k=1 f (X k ) satisfy Hoeffding'stype inequalities. These bounds depend only on the stationary mean πf , spectral gap and the end-points of support of f . We generalize the results of [LP04] in two directions. In our paper the state space is general and we do not assume reversibility.
Introduction
Consider Markov chain (X n ) n≥0 , with values in Polish space X with Borel σ-field B(X ) and stationary distribution π, and a function f : X → [0, 1]. Denote by µ = πf the stationary mean value of f . Let S n be the partial sum of f (X n ), i.e. S n = n k=1 f (X n ). The main goal of this paper is to derive bounds of probabilities of large deviations for S n . We prove theorems analogous to [LP04] in a more general setting: the state space is general and we do not assume reversibility. The following bound is a consequence of our main result: function g with πg = 0 the norm P g π ≤ λ a following inequality is satisfied P ν (S n ≥ n(µ + ε)) ≤ dν dπ π exp − 1 − λ 1 + λ ε 2 n .
Inequalities of this form can play an important role in Monte Carlo Markov chains (MCMC) algorithms because they bound the error of estimation. Results of this type have been obtained for uniformly ergodic chains in [GO02] and improved in [KLMM05] . In the case when the state space is discrete related results are obtained by [Lez98] and [LP04] .
We use a similar technique as in [LP04] . The first step is to construct an associated chain X ′ n and reduce the problem to properties of operator corresponding to E π exp(tS ′ n). In the second step the problem is reduced to the two-state space case. The main parts of our proof are: Lemma 3.5 which allow us to omit reversibility assumption and Lemma 3.9 which solves issues introduced by allowing state space to be infinite.
The paper is organized as follows. In Section 2 we introduce our notations. The main results are established in Section 3. Proofs of key lemmas are postponed in Section 4.
Definitions and notation
Throughout this paper (X n ) n≥0 represents ψ-irreducible Markov chain on a Polish space X with σ-field B(X ), transition kernel P (x, A) and stationary distribution π. Recall that Markov chain is ψ-irreducible if there exists non-trivial measure ψ such that for all A ∈ B(X ) with ψ(A) > 0 and for all x ∈ X we have P x (τ A < ∞) > 0, where τ A is first return to set A, i.e. τ A = inf{n ≥ 1 : X n ∈ A}.
The linear operator P associated with transition kernel P (x, A) acts to the right on functions and to the left on measures, so that
For every measure ν on B(X ) and every function g : X → R we denote:
Consider P as an operator on Hilbert space L 2 π , the space of functions such that π(f 2 ) < ∞, with inner product
T f π .
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Main result
We assume that transition operator admits spectral gap 1−λ in L 2 (π), precisely:
3.2 REMARK. Note that this assumption for reversible chains is equivalent to existing spectral gap and hence is equivalent to geometric ergodicity [KM12, RR97] . In non reversible case exist geometrically ergodic chains, such that Assumption 3.1 doesn't hold even for any of the n-step transition operators [KM12] .
Let f be a function from X to [0, 1] and let S n be a sum S n = n k=1 f (X k ). 3.3 Theorem. Let X n be ψ-irreducible Markov chain with stationary distribution π. Moreover let 1 − λ be a spectral gap of transition kernel P . Then the following bounds hold for all ε > 0 such that µ + ε < 1 :
where
To prove Theorem 3.3 we need to consider a new Markov chain (X ′ n ) n≥1 defined by the transition kernel Q such that for all A ∈ B(X ),
where λ appear in Assumption 3.1.
For any bounded linear operator T on L 2 π and any t ∈ R define operator T t (g) = e t 2 f T (e t 2 f g). The next Lemma allows us to consider also non-reversible chains. In reversible case we can easily, using similar technique as in [LP04] , replace assumption 3.1 by weaker one
where σ(·) denotes a spectrum of operator. In this case we can set λ = max(0, ρ). Condition (3.4) for reversible chains is equivalent to variance bounding property proposed by [RR08] .
3.5 Lemma. If S n is defined as above and P satisfies 3.1, then
As in [LP04] we define a two-state chain. Let (Y n ) n≥1 be a Markov chain on space {0, 1} with transition matrix with second largest eigenvalue λ ≥ 0 and stationary distribution µ :
Let D 2 t = diag(1, e t ) and denote by θ t the Perron-Frobenius eigenvalue of D 2 t M µ,λ . By the same arguments as in Theorem 2 from [LP04] we obtain:
where Y n is a Markov chain with transition matrix M µ,λ .
We define function g(x) :=
rt−λe tf (x) . If r t is solution of equation
and if r t > λess sup x∈X (e tf (x) ) then function g is positive (π a.s.) and is an eigenfunction of Q t with eigenvalue r t . Unfortunately the equation (3.7) equation for some functions f can have no solution. To avoid this problem lets approximate function f by function with finite number of values. For all k ∈ Z + define f k as
where A i,k := {x ∈ X :
We define µ k and Q t,k by replacing f instead f k in definitions of µ and Q t respectively. Operator Q is positive (i.e, if h ≥ 0 then Qh ≥ 0) so operator Q t is positive to and
By dominated convergence theorem lim k→∞ µ k = µ. Let θ t (x) be the PerronFrobenius eigenvalue of D converge to θ t if k tends to infinity. First we show that (3.7) has solution for any function f k . We consider function
for r > λess sup x∈X (e tf k (x) ) this function is continuous. If r tends to infinity then F (r) tends to zero. Moreover exist 1 ≤ j ≤ k such that a := e t j k = ess sup x∈X (e tf k (x) ) and π-measure of set C a := {x ∈ X : a = e tf k (x) } is equal to d > 0. So if r tends to λa then F (r) tends to infinity. Hence exists r t,k such that F (r t,k ) = 1 and g k (x) := r t,k −λe tf (x) is an eigenfunction of Q t,k with eigenvalue r t,k
The next Lemma shows that norm of operator Q t,k is equal to largest eigenvalue, which is trivial in finite state space, but in general state space is the main difficulties in proof of Theorem 3.3.
Lemma. With the above notation for all k ∈ Z
+ we have the following.
(i)
Proof of Theorem 3.3.. By Markov's inequality for all t > 0 we obtain
(3.10) By Lemma 3.5 and (3.8) we have
n be a Markov chain with transition matrix M µ k ,λ . From Theorem 3.6 and Lemma 3.9 we obtain
We tend with k to infinity an obtain that
By Proposition 2 of [LP04] we complete the proof.
3.11 Corollary. With assumptions as in Theorem 3.3. For all ε > 0 such that µ + ε ≤ 1 and for all measures ν << π we have:
Proof. From Hölder's inequality we have
Proofs of key lemmas
Proof of Lemma 3.5. We know from Cauchy-Schwarz inequality that
. For any function g denote its centered version by g C := g − π(g) and by P 0 := P − Π. Since P satisfies 3.1 then by Cauchy-Schwartz inequality we obtain
.
Furthermore we have
and that completes the proof.
> r t,k since Q is selfadjoint operator and g k is an eigenfunction of this operator then exists a sequence of function h n such that following conditions are hold:
1. for all n = 1, 2, ... h n π = 1 and
2. sequence of inner products h n , Q t,k h n is non-decreasing and for all n = 1, 2, ...,
Function g k is positive and
From (4.2) it follows that functions h + n = max(h n , 0) and h − n = max(−h n , 0) satisfy
Operator Q t,k is positive so for all functions h we have |h| , Q t,k |h| ≥ h, Q t,k h . Finally from (4.5), (4.6), (4.7) and the definition of r t,k we obtain
Tending to infinity with n we obtain Q t,k 
