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Abstract
This paper presents a general synthetic iteration scheme (GSIS) for efficient steady-state solution of the non-
linear gas-kinetic equation. The GSIS has been recently developed to accelerate the iterative convergence
speed of solving steady-state linearized Boltzmann equation, and demonstrated its computational efficiency
for multiscale rarefied flow. Using GSIS for linear flows, converged solutions can be obtained within a few
dozens of iteration steps. The key ingredient of GSIS is to synthetically couple the solving of a set of
macroscopic equations after each iteration step of the gas-kinetic equation, usually by the discrete velocity
method (DVM). The synthetical macroscopic equations explicitly include the Newton’s law and Fourier’s
law in the diffusive fluxes, which can be viewed as the combined contribution from the zeroth and first-
order terms of the expanded velocity distribution function (VDF) in terms of Knudsen number (Kn). The
contribution of all higher-order parts of the VDF to the diffusive fluxes are calculated from the VDF itself.
While in the reverse direction (from macroscopic to mesoscopic), the solution of synthetical macroscopic
equations is used to inform the next DVM iteration step. By such a synthetical coupling strategy, the long-
standing problems of the conventional DVM schemes for low-Kn flows, i.e. extremely slow convergence and
requirement of ultra-fine grids are resolved. In this paper, the GSIS is extended to solve the non-linear gas-
kinetic equation. The corresponding non-linear synthetic macroscopic equations are implicitly solved after
each DVM step to steady-state using matured compressible CFD techniques. The spatial discretization in
both the DVM and macroscopic solvers uses the existing conventional schemes without complex evaluation of
numerical fluxes at the cell interfaces. Although the non-linear GSIS presented here uses the Shakhov model
equation as an example, it can be used to solve the full Boltzmann equation and other model equations. The
high efficiency and accuracy of the non-linear GSIS are demonstrated by a range of (pseudo) two-dimensional
flows in various regimes.
1. Introduction
Multi-scale rarefied gas flow exists in many engineering applications, e.g. the aerodynamics of re-entering
vehicles and gas transport in unconventional ultra-tight porous media such as shale. Due to significant
variation of the gas density or the characteristic length scale, these flows can span across several flow
regimes, e.g. the continuum, transition, and free molecular flow regimes, which are usually indicated by the
Knudsen number (Kn). Gas flow in the continuum regime (Kn < 0.001) can be accurately modeled by the
Navier-Stokes-Fourier (NSF) equation. But for rarefied flows (Kn > 0.001), the NSF equation is inaccurate
due to its linear constitutive relations, i.e. the Newton’s law for the shear stress and the Fourier’s law for
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the heat conduction. To model rarefied flows, various higher-order macroscopic transport equations have
been derived from the gas-kinetic equation, either by Chapman-Enskog expansion or the Grad’s moment
expansion [1–3]. However, none of them are valid for highly rarefied flows.
The Boltzmann equation (BE) has been the cornerstone of gas dynamics [4]. The BE is a complex
high-dimensional integral-differential equation describing the evolution of one-particle velocity distribution
function (VDF) at the mesoscopic scale. The most common numerical methods for rarefied gas flows are
the discrete velocity method (DVM) [5] and the direct simulation Monte Carlo (DSMC) method [6, 7].
In the DVM simulation, the BE is discretized in both the velocity and spatial spaces, and then solved
deterministically. While the DSMC method indirectly solves the BE by simulating the streaming and
collision of simulation particles, with each particle represents a large number of real gas molecules. The
kinetic nature of the BE means that it is much more expensive to solve than the NSF equations, which can
be solved efficiently using various computational fluid dynamics (CFD) methods. For example, the DVM
requires appropriate discretization of the velocity space, and the DSMC needs a large number of repeated
samples, which lead to expensive computational cost. In particular, for low-Kn flows, the DSMC becomes
even more expensive due to the requirement of small cells and time steps to resolve the mean-free path and
the mean collision time [6, 7]. The conventional DVM also suffers this same restriction due to the decoupled
treatment of the particle collision and transport [8, 9]. The unified gas-kinetic scheme (UGKS [10–12] and the
discrete unified gas kinetic scheme (DUGKS) [13–15]), as a special FV DVM scheme, removes this restriction
successfully by coupling the particle collision and transport processes in the construction of numerical fluxes.
The implicit version of UGKS further reduces the number of iteration step [16, 17].
The failure of the NSF equations for rarefied flows and the difficulty of solving BE for continuum flows
make the simulation of multiscale flows challenging. Numerous efforts have been devoted to bridge the
gap of the macroscopic and mesoscopic methods. The popular approach is to couple the macroscopic and
mesoscopic models using the domain-decomposition method, e.g. the CFD/DSMC coupling method [18–22],
where the macroscopic model is applied in the continuum flow region while the mesoscopic model in the
rarefied flow region. The implementation of such hybrid approaches usually involves a buffer region where
both the macroscopic and mesoscopic models are assumed to be valid. But in reality, these methods face the
dilemma of ensuring validity of the macroscopic methods and efficiency of the mesoscopic methods in the
coupling region. We note that the recent development of a domain-decomposition-based hybrid approach
utilizes the method of moments for the macroscopic regions instead of the NSF equation to significantly
improve the validity of macroscopic equations in the buffer region [23].
An alternative approach to developing a multiscale method is to apply the gas-kinetic methods in the
whole computational domain and use appropriate numerical schemes to remove the restrictions on cell size
and time step. The recently-developed general synthetic iteration scheme (GSIS) is one of these promising
methods [24]. The GSIS is a generalization of the synthetic iterative scheme (SIS). SIS is originally developed
for solving radiation transport equation [25], and has been extended to DVM for gas-kinetic equations [26–
32]. The GSIS extends SIS to general flows that not limited to simple flows as in SIS, in which the flow
velocity must be parallel to the boundary [24]. The GSIS has demonstrated its ultra-high computational
efficiency and accuracy for solving two-dimensional (2D) linearized gas-kinetic equation in the whole flow
regime [24, 33], where the linearized gas-kinetic equation and the macroscopic conservation equations are
solved on the same grid alternately. In each iteration of the gas-kinetic equation, the latest macroscopic
variables from the previous solution of the macroscopic equations are used to evaluate the equilibrium
distribution function. The expressions of shear stress and heat flux in the macroscopic equation explicitly
include the constitutive laws at the first order of Kn, i.e. the Newton’s law and the Fourier’s law. In addition,
the higher-order (O(Kn)) contributions are directly calculated by taking velocity moments of the VDF [24].
Compared with the other multiscale methods, e.g. the implicit DUGKS, UGKS and UGKWP [16, 34, 35],
the GSIS does not rely on specific collision kernel [24]. In addition, the conventional simple numerical
schemes for both the gas-kinetic equation and the macroscopic equation can be used in the GSIS simulation.
For example, in the linearised GSIS simulation, the straightforward conventional iteration scheme can be
used without the cumbersome flux evaluation step of the UGKS [24].
This work is to extend the GSIS for solving non-linear gas-kinetic equations and demonstrate its potential
for practical applications. The overall framework of the linear GSIS remains unchanged, that is, we still
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solve the synthetic macroscopic equations and the non-linear gas-kinetic equation alternately in the whole
domain. The compressible CFD techniques will be used to solve the corresponding non-linear macroscopic
equations. We will also propose a new way of constructing the higher-order terms of shear stress and heat
flux from the VDF. Here we will use the S-model equation as example. It would be straightforward to use
the same method to solve the full BE and other model equations, the same as the linear GSIS [24].
The remainder of this article is organized as follows. In Section 2, we introduce the Shakhov model
equation and the macroscopic equations. In Section 3, we explain the general synthetic iteration scheme for
the non-linear gas-kinetic equation. The numerical schemes for solving both the gas-kinetic and macroscopic
equations will be presented. The synthetic coupling between the mesoscopic and macroscopic solvers will be
illustrated. Several test cases are carried out in Section 4 to test accuracy and efficiency of the non-linear
GSIS. Section 5 concludes with final comments and outlook.
2. Gas kinetic equation and macroscopic equations
2.1. Gas-kinetic equation
In gas-kinetic theory, the gas dynamics is described by the one-particle velocity distribution func-
tion f(t, ~r, ~ξ), which depends on the time t, spatial location ~r ≡ (x, y, z)T , and the particle velocity
~ξ ≡ (ξx, ξy, ξz)T . The governing equation of VDF is the BE,
∂f
∂t
+ ~ξ · ~∇f = Q(f, f), (1)
in which ~∇ is the spatial gradient operator. The collision operator Q(f, f) is a complex five-fold integral,
representing change of the VDF due to binary particle collision. For clarity, we demonstrate the GSIS
algorithm using the Shakhov model of the BE, also known as S-model [36]:
∂f
∂t
+ ~ξ · ~∇f = −1
τ
(f − fs) , (2)
where τ is the mean collision time and is related to the viscosity and pressure by τ = µ/p. The viscosity
changes with temperature by the power law µ = µ0(T/T0)
ω to mimic the commonly used variable-hard
sphere (VHS) model. µ0 is the reference viscosity at the reference temperature T0 and ω is a constant
specific to gas molecules. fs is an adjustment to the local Maxwellian fm to account for gases with Pr other
than unity,
fs(~r, ~ξ) = fm
[
1 + (1− Pr) ~q ·
~C
5pRT
(
C2
RT
− 5
)]
, with fm =
ρ
(2piRT )3/2
exp
(
− C
2
2RT
)
(3)
and ρ being mass density, T the temperature, R the specific gas constant, ~U the macroscopic velocity, ~q the
heat flux, Pr the Prandtl number, p the pressure and is related to ρ and T by the equation of state (EoS) as
p = ρRT , and ~C ≡ ~ξ − ~U the peculiar velocity around the macroscopic velocity. The macroscopic variables
including the stress tensor σij can be calculated by the taking moments of the VDF:
ρ =
∫
R3
fd3~ξ, ρ~U =
∫
R3
f~ξd3~ξ, σij =
∫
R3
fC〈iCj〉d3~ξ, p =
1
3
∫
R3
fC2d3~ξ, ~q =
1
2
∫
R3
f ~CC2d3~ξ,
(4)
where the angle brackets 〈i, j〉 representing the trace-less part of a tensor, e.g., a〈ibj〉 ≡ aibj − (akbk/3)δij
with δij being the Kronecker delta function.
For 2D flows, the Shakhov model equations and the VDF can be reduced to 2D form. By integrating
the VDF w.r.t. dξz, we have the following reduced VDFs.
g =
∫
R
fdξz; h =
∫
R
ξ2zfdξz. (5)
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The reduced VDFs evolve according to the reduced S-model equation:
∂Φ
∂t
+ ~ξ · ~∇Φ = 1
τ
[Φs − Φ] , with Φ ≡ [g, h]T , Φs ≡ [gs, hs]T . (6)
The reduced Shakhov distribution functions gs and hs are
gs = gm
[
1 + (1− Pr) ~q ·
~C
5pRT
(
C2
RT
− 4
)]
and hs = gm
[
1 + (1− Pr) ~q ·
~C
5pRT
(
C2
RT
− 2
)]
RT, (7)
where gm is the reduced Maxwellian
gm =
ρ
2piRT
exp
(
− C
2
2RT
)
. (8)
Note all vectors are now have only two components, e.g. ~ξ = [ξx, ξy]
T , ~C = [Cx, Cy]
T and C2 = C2x + C
2
y .
The macroscopic variables are now calculated as 2D integrations
ρ =
∫
R2
gd2~ξ, ρ~U =
∫
R2
g~ξd2~ξ, σij =
∫
R2
(
gCiCj − 1
3
gC2δij − 1
3
hδij
)
d2~ξ,
p =
1
3
∫
R2
(gC2 + h)d2~ξ, ~q =
1
2
∫
R2
~C(gC2 + h)d2~ξ.
(9)
2.2. The synthetical macroscopic equation
In the GSIS, a system of synthetical macroscopic equations are solved alternately with the iterative
stepping (detailed later in Sec.3.1) or time stepping (detailed later in Sec.3.2) of gas-kinetic equation. The
synthetical macroscopic equations is the three-leading-moment equations of the gas-kinetic equation, and
its solution is provided to the next iteration or time step of the gas-kinetic equation. The synthetical
macroscopic equations can be constructed by multiplying the reduced unsteady Shakhov model equation,
i.e., Eq. (6) with 1, ~ξ, and ξ2, and integrate w.r.t. d2~ξ:
∂ρ
∂t
+ ~∇ · (ρ~U) = 0,
∂ρ~U
∂t
+ ~∇ · (ρ~U ~U) + ~∇p+ ~∇ · σ = 0,
∂ρE
∂t
+ ~∇ ·
(
ρE~U + p~U + ~U · σ + ~q
)
= 0,
(10)
where E = cvT + U
2/2 is the total energy with cv being the heat capacity at constant volume (cv = 3R/2
for monatomic ideal gas). To close the equation system, the shear stress tensor σ and heat flux vector ~q are
to be modelled. In the Euler equation, both are zero while in the NSF equations, they are closed by the
following constitutive equations:
σij ≈ σij,NSF = −2µ
∂U〈i
∂xj〉
; ~q ≈ ~qNSF = −k~∇T, (11)
and the macroscopic equation reduces to the NSF equations. The brackets in Eq. (11) represent the following
operator,
∂U〈i
∂xj〉
≡ 1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
− 1
3
~∇ · ~U. (12)
The heat conductivity k is related to the viscosity and Pr by k = µcp/Pr, with cp being the heat capacity
at constant pressure (cp = 5R/2 for monatomic ideal gas).
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The NSF constitutive relation can be derived by approximating the VDF with the first-order truncation
of its Chapman-Enskog expansion. However, under rarefied condition this approximation is inaccurate, thus
the NSF constitutive relation fails. To be consistent with the gas-kinetic equation, the shear stress tensor
and heat flux have to compute from the VDF itself. In the GSIS, the shear stress and heat flux used in the
synthetical macroscopic equations are computed from the VDF as two parts: the first-order and higher-order
parts. The first-order part is the NSF constitutive relation. The calculation of the higher-order part will
be detailed in the next section. We note that the explicit separation of the NSF constitutive relation out of
the diffusive fluxes is essential to effectiveness of the GSIS [37].
3. The general synthetic iteration scheme
The GSIS proposes a strategy to accelerate the iteration or time stepping of conventional DVM schemes
for gas-kinetic equation. For convenience, we call those conventional DVM schemes without any acceleration
procedure as conventional iterative scheme (CIS) hereafter, to be consistent with our previous work [24].
The GSIS requires no change to the simple time and spatial discretization in the CIS. The CIS can apply
either an iterative method based on the steady-state equation or implicit time-stepping scheme for the
unsteady equation. The gas-kinetic equation and the synthetic macroscopic equations can be solved with
various numerical schemes. In the linear GSIS, both finite-difference (FD) and discontinuous Galerkin (DG)
methods have been used [24]. In this study, we use both FD and the finite-volume (FV) method for the
gas-kinetic equation depending whether the spatial grid is Cartesian or curve structured. The synthetic
macroscopic equations in 2D cases are solved using the matured FV CFD method and in particular, the
schemes that have been developed for compressible NSF equation. In the following, we present numerical
methods and schemes used in this paper. More importantly, the synthetic coupling of the DVM and CFD
will be illustrated in detail.
3.1. The DVM scheme on Cartesian structured mesh
On a Cartesian structured spatial grid, we can apply the conventional FD iterative scheme [24], which
solves the steady-state gas-kinetic equation. After discretized in the velocity space with a pre-determined
discrete velocity set M≡ {ξı|ı = 1, 2, . . . ,M}, the discrete governing equation is
~ξı · ~∇fk+1ı =
1
τk
[f s,kı − fk+1ı ], ξı ∈M, (13)
where fı = f(~ξı) and f
s
ı = f
s(~ξı). For better readability, the distribution function is represented using
the original symbol f instead of the velocity-space reduced g and h. In actual implementation, we handle
the discrete distribution functions g and h. The 2nd-order upwind FD scheme is applied to the gradient
discretization. The upwind direction is determined by the signs of the discrete velocity components. Due
to the scheme’s upwind character, the updating of the each discrete VDF from k to k + 1 iteration on each
spatial node can be sequentially executed by spatial sweeping procedures [24, 38, 39]. In CIS, the equilibrium
VDF at the RHS of Eq. (13) is calculated from the macroscopic variables of the kth iteration step. While in
GSIS it is calculated from the solution of the synthetic macroscopic equations. The continuous velocity-space
integrations are approximated by numerical quadratures that fit with the chosen discrete velocity sets. The
specific discrete velocity set and numerical quadrature rule used in each testing case will be detailed later.
3.2. The DVM scheme on curved structured mesh
For irregular computational domain, general structured body-fitted meshes are preferred. To apply GSIS
to such meshes, we use the FV method for the gas-kinetic equation. For readability, the following formulas
are presented in the continuum velocity space unless otherwise stated. Applying the standard velocity
discretization, the formulas preserve their forms except that an additional subscript ı is added properly as
in Sec. 3.1. Using the forward Euler scheme for the unsteady term and applying implicit treatment to the
convection term and f in the collision term, we have
fk+1 − fk
∆t
+ ~ξ · ~∇fk+1 = 1
τk
[f s,k − fk+1], (14)
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where the superscript k now indicates the time step. To enable a simple matrix-free implicit solving of the
semi-discretized equation, we rewrite it in the so-called “delta” form,(
1
∆t
+
1
τk
)
∆fk + ~ξ · ~∇∆fk = 1
τk
[fs,k − fk]− ~ξ · ~∇fk, (15)
by introducing the increment ∆fk = fk+1 − fk. The gradient operators (~∇) at the LHS and RHS will
be calculated with the first-order upwind scheme and a second-order scheme, respectively. With such a
treatment, the implicit part allows a simple matrix-free solving with the Lower-Upper Symmetric GaussSeidel
(LU-SGS) technique, while the converged solution will be second-order accurate, as guaranteed purely the
explicitly calculated RHS when the LHS approaches zero with the convergence. After the volume integration
and applying the Gauss theorem, for each cell indexed by (i, j) on a structured grid, we have(
1
∆t
+
1
τki,j
)
Ωi,j∆f
k
i,j +
∑
m
~Sm · ~ξ∆fkm =
Ωi,j
τki,j
[fs,ki,j − fki,j ]−
∑
m
~Sm · ~ξfkm, (16)
where Ωi,j is the cell’s volume, m is the index of the faces belonging to the cell, and ~Sm is the face’s normal
vectors pointing out of the cell with its magnitude being the face area. Variables with subscript i, j are the
cell averaged quantities defined on the cell center, while ∆fkm and f
k
m are reconstructed variables on the cell
faces.
For the reconstruction of ∆fkm at LHS, the first-order upwind scheme is applied, e.g., at the left face of
cell ∆fki−1/2,j = ∆f
k
i−1,j if ~ξ · ~Si−1/2,j > 0 or ∆fki−1/2,j = ∆fki,j otherwise. For the reconstruction of fkm at the
RHS, various 2nd-order limited interpolation scheme can be applied. In this study, fm is calculated from the
upwind cell center by first-order Taylor expansion, where the slop is calculated with van Leer slop limiter.
Note that such a conventional scheme is much simple than the UGKS where a complex characteristic-lines
based integral solution is calculated.
With the above discretization, the linear equation system for all the cells can be written as the following
matrix form
Di,j∆f
k
i,j + L
x
i,j∆f
k
i−1,j +U
x
i,j∆f
k
i+1,j + L
y
i,j∆f
k
i,j−1 +U
y
i,j∆f
k
i,j+1 = RHSi,j (17)
where the matrix elements are
Di,j =
Ωi,j
∆t
+
Ωi,j
τki,j
+ |~Si · ~ξ|+ |~Sj · ~ξ|, (18)
Lxi,j =
1
2
~Si · ~ξ
[
1− sign(~ξ · ~ni)
]
, Lyi,j =
1
2
~Sj · ~ξ
[
1− sign(~ξ · ~nj)
]
, (19)
Uxi,j = −
1
2
~Si · ~ξ
[
1 + sign(~ξ · ~ni)
]
, Uyi,j = −
1
2
~Sj · ~ξ
[
1 + sign(~ξ · ~nj)
]
, (20)
where the ~n = ~S/|~S| and sign(x) is the sign function which returns 1 if x > 0 or −1 otherwise. The
approximations ~Si =
1
2
(
~Si−1/2 + ~Si+1/2
)
≈ ~Si−1/2 ≈ −~Si+1/2 has been used and similarly for ~Sj . By
applying the LU-SGS technique to Eq. (17), the incremental distribution function is solved by a forward
and a backward sweeping:
Forward: Di,j∆f
∗
ij + L
x
i,j∆f
∗
i−1,j + L
y
i,j∆f
∗
i,j−1 = RHSij , (21)
Backward: ∆fkij = ∆f
∗
ij −D−1i,jUxi,j∆f∗i+1,j −D−1i,jUyi,j∆f∗i,j+1. (22)
The newer time-step distribution function are then updated as fk+1i,j = f
k
i,j + ∆f
k
i,j . The macro variables
including the heat flux and shear stress at the newer time step are calculated by numerical quadratures at
the cell centers.
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3.3. The high order stress tensor and heat flux
After the DVM step in Sec. 3.1 or 3.2, the synthetic macroscopic equations are solved to the converged
state with a conventional compressible NSF equation solver, but with the higher-order heat flux and shear
stress from DVM as additional residues, in addition to those contributed by the Eulerian convective flux
and NSF diffusive flux. Following the linear GSIS, we explicitly separate the NSF parts out from σij and ~q
as
σij = σij,NSF + HoTσij and ~q = ~qNSF + HoT~q, (23)
where the first parts with subscript NSF are calculated by the NSF constitutive relation as in Eq. (11), and
the “HoT” means higher-order term.
In the linear GSIS, the HoTs of heat flux and stress tensor are calculated from the spatial derivatives
of the even higher-order VDF moments than the heat flux and stress tensor, which is equivalent to use the
governing equations of heat flux and stress tensor in the Grad 13-moment systems and close these additional
moment equations using the VDF. In the non-linear GSIS here, we can also apply this approach directly,
but we instead resort to a simpler and more intuitive approach which will be introduced later. Multiply the
steady-state kinetic equation with C〈iCj〉 and ~CC2/2, and integrate in the velocity space we can directly
compute the full stress tensor and heat flux:
σ
∗,(a)
ij = −
µ∗
p∗
∫
R3
C∗〈iC
∗
j〉~ξ · ~∇f∗d3~ξ, and ~q ∗,(a) = −
µ∗
2p∗ Pr
∫
R3
~C ∗(C∗)2~ξ · ~∇f∗d3~ξ. (24)
where both the VDF and macroscopic quantities are superscripted a star symbol (*) to indicate that they
are VDF from the DVM step or calculated as moments of the starred VDF. The starred dependent variables
like µ∗ and C∗ are calculated from the starred primary macroscopic variables. The superscript ‘(a)’ is used
to differentiate this approach from the other two of calculating the full heat flux and stress tensor. To get
the HoTs, we simply minus the NSF parts from the complete starred stress tensor and heat fluxes,
HoT(a)σij = σ
∗,(a)
ij − σ∗ij,NSF, HoT(a)~q ∗ = ~q ∗,(a) − ~q ∗NSF, (25)
with the NSF parts σ∗ij,NSF and ~q
∗
NSF calculated using NSF constitutional relations from the starred macro-
scopic variables.
For the BGK-type models, including the Shakhov model used in this paper, we can multiply the governing
equation by ξ〈iξj〉 and ~ξξ2/2 instead so the derivatives can be taken out of the integrations, thus significantly
reducing computation cost:
σ
∗,(b)
ij = −
µ∗
p∗
~∇ ·
∫
R3
~ξξ〈iξj〉f∗d3~ξ, and Pr ~q ∗,(b) + ~U∗ · σ∗,(b) = − µ
∗
2p∗
~∇ ·
∫
R3
~ξ~ξξ2f∗d3~ξ. (26)
Correspondingly, the HoTs are calculated as
HoT(b)σij = σ
∗,(b)
ij − σ∗ij,NSF HoT(b)~q = ~q ∗,(b) − ~q ∗NSF. (27)
However in this study, instead of using the derivatives of higher-order moments to calculate the σ∗ and
~q ∗, we calculate them directly by taking moments of VDF. Then the HoTs are calculated as
HoT(c)σij = σ
∗,(c)
ij − σ∗ij,NSF =
∫
R3
f∗C∗〈iC
∗
j〉d
3 ~C ∗ − σ∗ij,NSF,
HoT
(c)
~q = ~q
∗,(c) − ~q ∗NSF =
1
2
∫
R3
f∗ ~C∗(C∗)2d3 ~C ∗ − ~q ∗NSF,
(28)
which is much simpler and more efficient than using Eq. (25) or (27). Note that proper transformation of
the integrals in the above definitions are needed in the implementation due to the velocity-space reduction.
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3.4. Numerical scheme for the synthetic macroscopic equations
The synthetic macroscopic equations (10) can be viewed as compressible NSF equation with the HoTs
of shear stress and heat flux enter as constant source terms. The steady-state solution of the equations can
be obtained with matured time-implicit schemes and shock capturing schemes. In this work, we use again
the LU-SGS technique to handle the implicit time stepping in a matrix-free manner. For consistency, here
we briefly introduce the key ingredients of the macroscopic equations solver [40].
Integrating Eq. (10) in a control volume Ω of the FV mesh and applying the Gauss theorem, we have
∂
∂tp
∫
Ω
~WdΩ +
∮
∂Ω
[
~Fc + ~Fv(σNSF, ~qNSF)
]
d~S = −
∮
∂Ω
~FHoTv d~S, (29)
where ~W is the vector of conservative variables and ~Fc is the vector of convective fluxes:
~W =

ρ
ρUx
ρUy
ρE
 , ~Fc =

ρV
ρUxV + nxp/2
ρUyV + nyp/2
ρHV
 , (30)
where H = E + p/ρ and V = ~U · ~n with ~n being the unit normal vector of d~S. tp is a pseudo time
which is different from the real physical time and introduced merely to account for the fact that the HoTs
of the viscous fluxes are fixed in the time stepping of the macroscopic equations thus the updating of the
macroscopic variables dose not follow the physical time. Fv(. . .) is a general operator denoting the calculation
of the viscous fluxes from the shear stress and heat flux,
~Fv(σ, ~q ) =

0
nxσxx/2 + nyσxy/2
nxσyx/2 + nyσyy/2
nxΘx(σ, ~q ) + nyΘy(σ, ~q )
 , with{ Θx(σ, ~q ) = −Uxσxx − Uyσxy + qxΘy(σ, ~q ) = −Uxσyx − Uyσyy + qy . (31)
In the RHS of Eq. (29), ~FHoTv ≡ ~Fv(σ∗, ~q ∗) − ~Fv(σ∗NSF, ~q ∗NSF) is the viscous flux due to the HoT in shear
stress and heat flux. The starred variables have the same meanning as in Eq. (25).
Applying implicit scheme for the fluxes at the LHS of Eq. (29), we have, for each cell,( Ω
∆tp
)
i,j
~I +
(
∂ ~R
∂ ~W
)
i,j
∆ ~Wni,j = −~Rni,j + ~RHoTi,j , (32)
where ~I is the identity matrix. ~R stands for residues including the one in NSF equation and the one due to
higher-order viscous flux,
~Rni,j =
∑
m∈N(i,j)
[~Fnc + ~Fv(σ
n
NSF, ~q
n
NSF)]m∆Sm and ~R
HoT
i,j =
∑
m∈N(i,j)
(~FHoTv )m∆Sm, (33)
where the index m loops through all faces of the current cell, represented by N(i, j). As the iteration
converges, i.e., ∆ ~Wn approaches to zero, the RHS of Eq. (32) also approaches to zero.
The LU-SGS technique employs a factorization of the implicit operator in Eq. 32 as
(D+ L)D−1(D+U)∆ ~Wn = −~Rn + ~RHoT. (34)
Note the symbols D, L and U are different from the ones in the DVM [Eq. (17)]. The solving of the linear
equation system in terms of ∆ ~Wn can be easily executed as a forward and a backward sweep procedure on
a structured mesh [40], as only the lower- or upper-half matrix coefficients are non-zero,
Forward: (D+ L)∆ ~W (1) = −~Rn + ~RHoT,
Backword: (D+U)∆ ~Wn = D∆ ~W (1).
(35)
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For each cell the lower, upper and diagonal matrix element are
Li,j =
(
A¯+ + A¯v
)
i−1 ∆Si−1/2 +
(
A¯+ + A¯v
)
j−1 ∆Sj−1/2,
Ui,j =
(
A¯− − A¯v
)
i+1
∆Si+1/2 +
(
A¯− − A¯v
)
j+1
∆Sj+1/2,
Di,j =
Ω
∆t
I+
(
A¯− − A¯v
)
∆Si−1/2 +
(
A¯− − A¯v
)
∆Sj−1/2 +
(
A¯+ + A¯v
)
∆Si+1/2 +
(
A¯+ + A¯v
)
∆Sj+1/2,
(36)
where the A¯± are the positive and negative convective flux Jocabian due to the flux-vector splitting scheme.
A¯v is the viscous flux Jocabian. During the forward and backward sweeps, the product of the convective
flux Jocabian and change of conservation variables can be approximated as [40]:
(A¯±∆S)∆ ~Wn ≈ 1
2
(
∆F¯nc ∆S ± rAI¯∆ ~Wn
)
, rA = wΛˆc, (37)
where ∆F is the change of convective flux due to the change of conservative variables. The over-relaxation
factor w is chosen in the range of 1 < w ≤ 2. Higher w increases the stability but slows down the convergence
speed. In this paper, we use w = 1. Λˆc is the convective flux Jocabian’s spectral radius. Depending on the
orientation of the interface (I- or J-direction), they are evaluated as
ΛˆIc = (|Ui,j · nI |+ ci,j)∆SI and ΛˆJc = (|Ui,j · nJ |+ ci,j)∆SJ , (38)
where nI =
(
ni+1/2,j + ni−1/2,j
)
/2, ∆SI =
(
∆Si+1/2,j + ∆Si−1/2,j
)
/2 with ci,j being the sound of speed
and nI±1/2,j being the right/left face normal vector. Similar definition are used for the J-oriented face. The
viscous flux Jocabian are approximated by its spectral radius, i.e. A¯v∆S ≈ Λˆv and for the I- or J-oriented
faces,
ΛˆIv = max
(
4
3ρi,j
,
γ
ρi,j
)(µi,j
Pr
) (∆SI)2
Ωi,j
, and ΛˆJv = max
(
4
3ρi,j
,
γ
ρi,j
)(µi,j
Pr
) (∆SJ)2
Ωi,j
, (39)
where γ = cp/cv.
For the explicit calculation of viscous flux in Rn, we use the MUSCL3 reconstruction scheme and 2nd-
order Roe flux scheme, while the 2nd-order central scheme for the viscous flux computation. The time step
size are determined according to
∆tp = α
Ω
ΛˆIc + Λˆ
J
c + Λˆ
I
v + Λˆ
J
v
, (40)
where α is the CourantFriedrichsLewy (CFL) number.
3.5. Updating of the macroscopic variables and correction to the distribution function
The converged solution of the macroscopic variables of the synthetic equations is used in the next DVM
step to calculate the equilibrium VDF. A relaxation coefficient 0 ≤ β < 1 is introduced in the updating
processes to improve the stability the coupling for high Kn flows,
~W k+1 = β ~W ′ + (1− β) ~W k, ∗, σ k+1 = βσ′ + (1− β)σk,∗, ~q k+1 = β~q ′ + (1− β)~q k,∗, (41)
where ~W ′, σ′ and ~q are the converged macroscopic solution of the inner loop between the k- and k + 1-th
DVM steps, and ~W k,∗, σ k,∗ , ~q k,∗ are calculated by numerical quadratures after k-th DVM step. The
relaxation coefficient is adapted according to a local NSF breakdown parameter [41]
β = 1−min(1, ENSFc ), ENSFc =
√√√√∫R2(g − gG13)d3~ξ∫
R2(g
m)2d3~ξ
, (42)
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Figure 1: Flow chat of the computational procedures in GSIS. HoT stands for the high-order terms and BC stands for boundary
conditions. LU-SGS is the implicit time-stepping procedure solving the macroscopic equations after each DVM step and is
used only in the last two testing cases of this paper.
where g, gG13 and gm are the velocity-space reduced original VDF, Grad’s 13-moment expansion and
equilibriumVDF after each DVM step. For continuum flows, ENSFc approaches to zero and β approaches to
1, which means the macroscopic variables in the DVM are almost entirely replaced by the solution of the
synthetic macroscopic. For high Kn flows, ENSFc may be higher than 1 and β becomes zero, so the solution
of the synthetic macroscopic equation is not used in the DVM and the GSIS reduces to CIS which is already
quite efficient for these flows.
To further accelerate the iteration, the VDF in the DVM is adjusted to reflect the changes of the leading
moments, i.e., ~W . This is achieved by replacing equilibrium part of the VDF with the one computed from
the new moments, while keeping the non-equilibrium part unchanged,
gk+1 = gk + β
[
gm( ~W k+1)− gm( ~W k,∗)
]
, hk+1 = hk + β
[
hm( ~W k+1)− hm( ~W k,∗)
]
, (43)
where that the same relaxation parameter β is used again, and hm = gmRT .
3.6. Overview of the GSIS algorithm
Here we give an overall view the GSIS algorithm for non-linear gas-kinetic equation proposed in this
paper. The overall computing procedure is a nested loop, with the outer and inner loop indexes as k and n,
as illustrated in Fig. 1. The outer loop solves the gas-kinetic equation with the iterative or time-stepping
DVM method (See Sec. 3.1 or 3.2), and the inner loop solves the macroscopic equations using the LU-SGS
technique (See Sec. 3.4). Each inner loop starts from the latest macroscopic state, together with high-order
terms and boundary conditions from the current step in the outer loop. The step-by-step procedures are
listed as below,
1. Initialize macroscopic variables in both the DVM and macroscopic equation solvers.
2. Initialize VDF in the DVM solver.
3. Solve the NSF equation (the macroscopic equation with HoTs as zero) to its converged state.
4. Execute one iterate/time step in the DVM solver, in which the latest converged macroscopic variables
are used used to compute equilibrium.
5. Calculate the higher-order terms of the shear stress and heat flux from VDF via Eq. (28). Calculate
the macroscopic boundary condition from the VDF on the boundary.
6. Solve the macroscopic equation (with the HoTs and boundary conditions from step 5) using the LU-
SGS technique to the converged state.
7. Update the macroscopic variables and VDF in DVM from the solution in step 6.
8. Repeat steps 4 to 7 until meeting the defined convergence criterion of the outer loop via Eq. (41) and
(43).
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For comparison, we term the pure DVM scheme without the macroscopic acceleration procedure as the
conventional iteration scheme (CIS). In the numerical testing cases later, all parameters used in CIS and
GSIS are the same, thus we can evaluate the GSIS’s efficiency compared with CIS.
4. Numerical test cases
In this section, we simulate several one- and two-dimensional flows to investigate the accuracy and
efficiency of the non-linear GSIS algorithm. For the 1D cases, which includes the heat transfer between
two parallel plates (the Fourier flow) and the Couette flow, the non-linear synthetic equations can be
greatly simplified and the corresponding solving procedure is also simplified without resorting to the LU-
SGS technique in Sec. 3.4. For the 2D cases, the classical lid-driven cavity flow and supersonic flow past
a cylinder are computed, in which the DVM schemes in Sec. 3.1 and 3.2 are employed, respectively. In all
test case, Pr = 2/3 and the viscosity-temperature power law index is ω = 0.81. The results are presented in
non-dimensional form, with the most probable speed at the reference temperature as the reference velocity.
4.1. Heat transfer between two parallel plates
Consider the steady heat transfer of gas confined between two vertically placed static parallel plates
with a distance L, located at xL = 0 and xR = 1. The left and right plates are maintained at constant
temperatures of TL = 0.75 and TR = 1.25, respectively. The boundary conditions of the VDF at xL and xR
are
g(~ξ)|xL,ξx>0 =
ρL
2piRTL
exp
(
− ξ
2
2RTL
)
, h(~ξ)|xL,ξx>0 =
ρL
2pi
exp
(
− ξ
2
2RTL
)
, (44a)
g(~ξ)|xR,ξx<0 =
ρR
2piRTR
exp
(
− ξ
2
2RTR
)
, h(~ξ)|xR,ξx<0 =
ρR
2pi
exp
(
− ξ
2
2RTR
)
, (44b)
where
ρL = − 4
pi
√
2RTL
∫
R2, ξx<0
ξxfd
2~ξ, ρR =
4
pi
√
2RTR
∫
R2, ξx>0
ξxgd
2~ξ. (45)
For this 1D problem, we can solve the steady-state synthetic macroscopic equation easily in the following
way instead of using the LU-SGS technique. We know that Ux = 0, Uy = 0, qy = 0, σxy = σyx =
0, ∂φ/∂y = 0, where φ is any quantity. The synthetic equation together with the idea gas equation of state
then can be simplified as an equation system of the variables ρ, T , p, σxx and qx,
∂p
∂x
+
∂σxx
∂x
= 0, (46a)
∂qx
∂x
= 0, (46b)
σxx = HoTσxx , (46c)
qx = HoTqx − k
∂T
∂x
, (46d)
p = ρRT, (46e)
together with the boundary values of the variables provided after each DVM step. The higher-order terms
are computed also from the VDF according to Eq. (28) after the last DVM step as
HoTσxx =
1
3
∫
R2
(
2g∗C∗2x − g∗C∗,2y − h∗
)
d2~ξ, HoTqx =
1
2
∫
R2
C∗x
(
g∗C∗,2 + h∗
)
d2~ξ + k∗
∂T ∗
∂x
, (47a)
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where starred variables are from the VDF of the last DVM step, including T ∗, k∗, and ~C ∗ ≡ ~ξ − ~U ∗. The
equation system Eq. (46) can be directly solved by sequentially solving σxx from Eq. (46c), qx and T from
Eqs. (46b) and (46d), p from Eq. (46a), and ρ from Eq. (46e).
The Knudsen number is defined as Kn =
√
piµC0
2p0L0
with µ = Prk/cp, where the reference pressure p0 =
ρ0RT0 = 0.5, and reference density ρ0 = 1, specific gas constant R = 0.5 and reference temperature T0 = 1,
reference length L0 = xR − xL = 1, the reference velocity C0 =
√
2RT0 = 1. The velocity space in both
ξx and ξz directions are truncated to [−6, 6], and the discrete velocities are distributed on a non-uniform
Cartesian grid with size of N2V , and the grid line positions determined by the following rule [42]:
ξx, ξy =
6
(Nv − 1)3
[
(−Nv + 1)3 , (−Nv + 3)3 , · · · , (Nv − 1)3
]
, (48)
where NV = 32. Such a non-uniform grid can accurately capture the discontinuity of VDF near the origin in
the velocity space that appears in the near the solid walls at high Kn. The spatial grid points are distributed
in the X-direction non-uniformly according to the following rules,
xi = s
3
i (10− 15si + 6s2i ), with si = i/2(Nx − 1), i = 0, 1, . . . , Nx − 1, (49)
where Nx = 50 is the number of grid points in the X-direction. The convergence criterion for the DVM
iteration is that the volume-weighted relative change of temperature between two successive iteration steps
satisfies
Ek =
√∑
i(T
k
i − T k−1i )2∆xi√∑
i(T
k−1
i )
2∆xi
< 1× 10−8. (50)
The temperature field is chosen is because it converges slower than other macroscopic fields.
For validation and performance comparison, we solve this problem with both GSIS and the CIS (see
3.6). In Fig. 4, we present the comparison of the converged temperature and density profiles calculated by
GSIS and CIS. We can see the GSIS results agree well with the CIS solutions. The convergence history of
DVM iterations in both GSIS and CIS are shown in Fig. 5. It is clear that the CIS is efficient in high Kn
cases (Kn > 1), but becomes much more inefficient as Kn < 0.1. While GSIS converges in less than 60 steps
for all Kn cases.
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Figure 2: Temperture (a) and density (b) profiles of the Fourier flow at different Kn numbers. The solid lines and circles
represent the conventional iteration scheme (CIS) and GSIS results respectively.
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Figure 3: Convergence history of the non-linear fourier flow using both GSIS and CIS.
4.2. Couette flow
The Couette flow has the same geometry configuration with the Fourier flow case, but with different
boundary conditions at the left and right plates. The two plates now have the same temperature of T0 = 1
but different vertical velocities: Uy,L = 0.25 and Uy,R = −0.25, respectively. The boundary conditions of
the VDF at xL and xR are
g(~ξ)|xL,ξx>0 =
ρL
2piRT0
exp
[
−ξ
2
x + (ξy − Uy,L)2 + ξ2z
2RT0
]
, h(~ξ)|xL,ξx>0 = RT0g(~ξ)|xL,ξx>0, (51a)
g(~ξ)|xR,ξx<0 =
ρR
2piRT0
exp
[
−ξ
2
x + (ξy − Uy,R)2 + ξ2z
2RT0
]
, h(~ξ)|xR,ξx<0 = RT0g(~ξ)|xR,ξx<0 (51b)
with
ρL = − 4
pi
√
2RTL
∫
R2, ξx<0
ξxfd
2~ξ, ρR =
4
pi
√
2RTR
∫
R2, ξx>0
ξxfd
2~ξ. (52)
Similar to the Fourier flow case, we solve the synthetic macroscopic equations using the following sim-
plified way instead of using the LU-SGS technique. For this 1D problem, we know that Ux = 0, qy = 0,
∂φ/∂y = 0 where φ can be any flow variable. Thus the synthetic equations can be simplified as an equation
system of the variables ρ, T , p, σxx, σxy and qx as (together with the EoS)
∂p
∂x
+
∂σxx
∂x
= 0 (53a)
∂σxy
∂x
= 0 (53b)
∂σxyv
∂x
+
∂qx
∂x
= 0 (53c)
p = ρRT (53d)
σxy = HoTσxy − µ
∂v
∂x
(53e)
σxx = HoTσxx (53f)
qx = HoTqx − k
∂T
∂x
(53g)
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Where the HoT are calculated explicitly according to Eq. (28) as
HoTσxx =
1
3
∫
R2
(
2g∗C∗,2x − g∗C∗,2y − h∗
)
d2~ξ (54a)
HoTσxy =
∫
R2
g∗C∗xC
∗
yd
2~ξ + µ∗
∂v∗
∂x
(54b)
HoTq1 =
∫
R2
C∗x(g
∗C∗,2 + h∗)d2~ξ + k∗
∂T ∗
∂x
(54c)
where the starred variables in the HoT terms are obtained by the VDF from DVM in each step. The
unknown variables in Eq. (53) can be solved in a sequential manner: σxx from Eq. (53f), σxy from Eq. (53b),
p from Eq. (53a), v from Eq. (53e), qx from Eq. (53c), T from Eq. (53g) and ρ from Eq. (53d).
The velocity-space grid, spatial space grid and the reference variables are set the same as in the Fourier
flow cases. The Kn is defined as Kn =
√
piµ0C0
2p0L0
. We consider Kn = 0.01, 0.1, 1 and 10. The convergence
criterion for the DVM iteration is that the volume-weighted relative change of temperature, density and
velocity between two iteration steps are all less than 10−8,
Ek =
√∑
i(φ
k
i − φk−1i )2∆xi√∑
i(φ
k−1
i )
2∆xi
∣∣∣∣∣∣
max
< 1× 10−8, for φ ∈ {ρ, T, v}. (55)
The converged velocity and temperature profiles predicted by GSIS and CIS are shown in Fig. 4. The
convergence history of the DVM iteration for different cases is shown in Fig. 5, which shows that the GSIS
converges in less than 70 steps for all cases, while the CIS needs much more steps as Kn decrease to 0.1.
For high Kn cases, the convergence history of GSIS is almost the same as that of CIS.
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Figure 4: Velocity (a) and temperature (b) profiles predicted by The solid lines and circles represent the conventional iteration
scheme (CIS) and GSIS results respectively.
4.3. Lid-driven cavity flow
The 2D lid-driven cavity flow at different flow regimes is simulated to test the performance of GSIS
for multi-dimensional flow. This problem has been simulated extensively for validation of other numerical
schemes for the gas-kinetic equation, including the linear GSIS [24]. The flow domain is a square cavity with
a size of L0 × L0 = 1 × 1. The top boundary (the lid) of the cavity moves horizontally in the X direction,
with a velocity of uw = 0.14828 while the other walls are fixed. All solid walls are maintained at a uniform
reference temperature of Tw = 1, and are handled as Maxwellian diffusive boundaries in a similar way as in
Eq. (51).
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Figure 5: Convergence history of the non-linear Couette flow, with ∆U2 = 0.2, ω = 0.81, NX = 50
The spatial space is discretized with Cartesian structured meshes and the DVM use the upwind FD
scheme as described in Sec 3.1. While the synthetic macroscopic equations are solved using the implicit FV
method described in Sec. 3.4. The cell centers are the FD nodes in the DVM discretization. The FV grid
line positions are distributed according to
xi, yi =
1
2
+
tanh[a(i/N − 0.5)]
2 tanh(a/2)
, i = 0, 1, . . . , N, (56)
where N is the mesh size. The parameter a is adjusted such that the height of the first layer of cells adjacent
to the wall is the desired value ∆xmin ≡ x1 = y1. The spatial and velocity-space grids are chosen differently
according to the Kn numbers. The convergence criterion for the DVM iteration is that the cell-volume
averaged relative change of all conservative variables between two successive steps is less than 1× 10−8, i.e.,
Ek =
√√√√∑i,j(φki,j − φk−1i,j )2Ωi,j∑
i,j(φ
k−1
i,j )
2Ωi,j
< out, for φ in ~W. (57)
The convergence criterion of solving the synthetic macroscopic equation, i.e., the inner loop is defined exactly
the same as the outer loop, but with the superscript k changed to n, and out changed to in. For this flow
problem, out = 1× 10−8 and in = 1× 10−6.
We first consider the rarefied flow cases, with Kn = 0.075, 1 and 10. The physical space grid is set as
N = 64 and ∆xmin = 5× 10−3. For Kn = 1 and 10, the velocity-space grid is set according to Eq. (48),
with NV = 48. While for the case of Kn = 0.075, we use a 28-by-28-point velocity grid with the half-range
Gauss-Hermite quadrature. The synthetic macroscopic equations are solved in the domain excluding four
layers of cells adjacent to the solid walls. The comparison of the temperature and heat flux streamlines are
shown in Fig. 6. The velocity profiles across the center lines of the cavity are shown in Fig. 7. The figures
show that in the rarefied regime, the GSIS results match well with CIS, in particular for the cases of Kn
= 1 and 10. Both schemes capture the anti-Fourier heat transfer (from cold to hot) at the top right corner
phenomenon in the case of Kn = 0.075.
For the flow in continuum regime, we consider the case of Re = 100 and Re = 1000, corresponding to
Kn = 2.628× 10−3 and 2.628× 10−4. The spatial grid are set as N = 64, ∆xmin = 5× 10−3 for the Re =
100 and N = 128, ∆xmin = 2× 10−3 for the Re = 1000. The velocity grid is set as the same in the case of
15
XY
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
T
1.012
1.01
1.008
1.006
1.004
1.002
1
0.998
0.996
0.994
0.992
Y
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
Y
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
T
1.012
1.01
1.008
1.006
1.004
1.002
1
0.998
0.996
0.994
0.992
Y
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
Y
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
1.012
1.01
1.008
1.006
1.004
1.002
1
0.998
0.996
0.994
0.992
T
X
Y
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
Y
Figure 6: Contour of the temperature field (left) and streamlines of the heat flux field (right) for the cavity flow at Kn = 10
(top), 1 (middle) and 0.075 (bottom). In the temperature contour plots, the CIS results is shown in colored background with
white lines, and the GIS results is shown as dashed red lines. In the streamline plots, the CIS and GIS results are in blue and
red color, respectively.
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Figure 7: The profiles of the horizontal (a) / vertical (b) velocity component along the vertical/horizontal center lines of the
cavity in the rarefied flow regime. Following the arrow, the Knudsen numbers corresponding to the lines are 0.075, 1 and 10,
respectively. The solid green lines are the results extract from Ref. [15] which is computed with the explicit discrete unified
gas-kinetic scheme. The blue lines and red markers represent results with the CIS and GSIS, respectively.
Kn = 0.075. Figure 8 shows the streamlines of the velocity fields predicted by GSIS for the two Re cases.
The vortex patterns, including size and vortex center positions, agree with various literature results. To
get a more quantitative comparison, in Fig. 9 we plot the velocity profiles on the vertical and horizontal
centerlines of the cavity, predicted by both CIS and GSIS, together with Ghia’s benchmark solution [43].
We can see for the case of Re = 100, the CIS and GSIS predicted almost the same solution with a very
subtle difference, and both agree well with Ghia’s benchmark solution. For the case of Re = 1000, there
is a slight difference between the GSIS and CIS results, both of which agree overall with the benchmark
solution, even though not as good as in the Re = 100 cases.
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Figure 8: The streamlines of velocity for the lid-driven cavity flow at Re = 100 (left) and 1000 (right)
The comparison of the convergence history of the DVM iteration is shown in Fig. 10 for both the rarefied
and continuum flow cases. The corresponding CPU time and the number of DVM steps in both CIS and
GSIS are listed in Table 1. The serial Fortran written program is compiled using Intel Fortran compiler
with the “-xHost” option, and runs on the Intel c© Xeon c© Gold 5118 CPU@2.3GHz. We can see that for the
cases of Kn = 1 and 10, the convergence history of CIS and GSIS is very similar, both converged in around
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Figure 9: The profiles of normalized horizontal (vertical) velocity components u (v) on the vertical (horizontal) central lines of
the cavity. Left: Re = 100; Right Re = 1000.
23 DVM steps in either case and takes similar CPU time. While beginning from Kn = 0.075, the GSIS
needs much fewer DVM steps. For the Re = 100 case, the CIS becomes extremely expensive, while the GSIS
achieves the convergence criterion in 234 DVM steps. Due to the additional cost in solving the synthetic
macroscopic equations, with the same number of DVM steps the overall computing cost in GSIS is higher.
However, this problem is only observed in for the case of Kn = 0.075, in which the GSIS needs 2.2 minutes
while the CIS needs only 40 seconds, even though the number of DVM steps in CIS is several times higher
than that in the GSIS. For highly rarefied flows, the additional cost of solving the synthetic macroscopic
equations are negligible due to the fact that the overall convergence is very fast. While for continuum flows,
because GSIS can reduce the number of DVM steps by several orders, the additional cost for solving the
synthetic macroscopic equations is also small. In addition, in GSIS the number of time-stepping for solving
the synthetic macroscopic equations after each DVM step reduces quickly as the outer loop converges. For
example, in the case of Re = 100 (1000), the inner loop iteration number quickly reduced to a constant of
246 (107) from the 16th(65th) outer step.
Table 1: Number of DVM steps in CIS and GSIS and the overall CPU time for lid-driven cavity flow at different Knudsen
numbers.
Kn Physical Velocity CIS: DVM CIS: CPU GSIS: DVM GSIS: CPU
grid size grid size steps time steps time
10 64× 64 48× 48 24 14 s 24 16 s
1 64× 64 48× 48 24 14 s 23 29 s
0.075 64× 64 28× 28 226 40 s 52 2.2 min
0.002682 128× 128 28× 28 40, 917 123 min 234 10.5 min
0.0002682 128× 128 28× 28 1, 283, 068 64.2 h 1410 49 min
4.4. Supersonic flow past a circular cylinder
The last testing case is the supersonic rarefied gas flow past by a circular cylinder. The 2D flow domain
is an annulus with the inner circle with radius rin being the cylinder surface, and the outer circle with
radius of rout = 11rin being the far-field boundary. The free-stream Mach number is Ma∞. The cylinder
surface temperature is set as the same as the free-stream temperature Tw = T∞. The Knudsen number
is defined using the mean-free path of the free-stream condition and the cylinder radius as characteristic
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Figure 10: Convergence history of the cavity flow at different Knudsen numbers. The solid lines and the marker represent
results of CIS and GSIS respectively.
length. To properly compare with the literature results [15, 16] , the Knudsen number is defined as Kn =
(5−2ω)(7−2ω)µ∞C∞
15
√
pip∞rin
, where µ∞, C∞, p∞ are the viscosity, most probable molecular velocity and pressure at
the free-stream condition, respectively. Note that such a definition of Kn is different from the one in the
previous cases of this article.
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Figure 11: Cylinder flow case at Ma∞ = 5 and Kn = 1: comparison of the non-dimensional temperature (left) and local
Mach number (right) fields obtained by the CIS and GSIS, together with the reference DUGKS and DSMC solutions extracted
from Ref.[15]. The GSIS results are indicated by the colored background with white solid lines, the CIS solution is presented
by the dashed yellow lines. The DUGKS and DSMC solutions are represented by the solid red lines and dashed black lines
respectively.
Due to the symmetry of the flow, only the upper-half domain is computed and the symmetric boundary
condition is applied. The physical grid size is M×N where M is the number of cells along the upper surface
of the cylinder and N is the number of cells along the radial direction. The cell height along the radial
direction grows with a constant expansion ratio from the first layer’s height (∆rmin). The cell width along
the cylinder surface grows from leading and trailing edges of the cylinder toward the upper position with a
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Figure 12: Cylinder flow case at Ma∞ = 5 and Kn = 0.1: comparison of the non-dimensional temperature (left) and local
Mach number (right) fields obtained by the CIS and GSIS, together with the reference DUGKS and DSMC solutions extracted
from Ref.[15]. The GSIS results are indicated by the colored background with white solid lines, the CIS solution is presented
by the dashed yellow lines. The DUGKS and DSMC solutions are represented by the solid red lines and dashed black lines
respectively.
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Figure 13: Cylinder flow case at Ma = 5 and Kn = 0.01: comparison of the non-dimensional temperature (left) and Mach
number (right) fields obtained by the CIS and GSIS. The GSIS results are indicated by the colored background with solid white
lines, the CIS solution are presented by the dashed yellow lines.
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constant expansion ratio such that the largest cell’s width is five times of that of the smallest ones. For the
cases of Kn = 1 and 0.1, the physical grid is set as N = 50, M = 64 and ∆rmin = 0.01, while for the case of
Kn = 0.01, N = 80, M = 80 and ∆rmin = 0.001. The discrete velocity set is a uniform Cartesian grid with
902 points in the range of [−15, 15]2. The DVM method is implemented using the implicit time-stepping
scheme as described in Sec. 3.2. The CFL number in the DVM and NS solvers are 1000 and 100 respectively.
The convergence criterion of the outer loop and inner loop are set as out = 1× 10−6 and in = 1× 10−6
[See Eq. (57)].
Figures 11 to 13 present the temperature and local Mach number contour plots of the results predicted
by GSIS and CIS, which are overlapped with literature results wherever available, in particular the DSMC
and DUGKS solution in Ref. [15]. We can observe good agreement between the CIS and GSIS solutions,
and overall good matches with the literature results. Figures 14 to 16 show the pressure (normal stress),
shear stress and heat flux along the upper surface of the cylinder. Comparison are made with the results
from literature including Refs. [15] and [16]. The figures again show that the current results match very well
with the literature results. In Fig. 16, we can observe both GSIS and CIS capture the flow separation from
the surface precisely at the same location around 153◦.
To evaluate the efficiency of the GSIS, we plot the convergence history of the DVM time-stepping in both
GSIS and CIS in Fig. 17. In addition, Table 2 lists the number of DVM steps and the over all computing
time in the same environment as in the lid-driven cavity flow. From the figure and table, we can see for
highly rarefied flow, the CIS is very efficient, e.g., in Kn = 1 where the solution converges in 186 steps and
total computing time is around 12 minutes. For this case, the GSIS here takes more DVM steps than the
CIS, and the overall computing time is slightly more than two times that of the CIS. As Kn increases to 0.1,
the GSIS becomes slightly more efficient than CIS in terms of both DVM steps and overall computing time.
For the case of Kn = 0.01, the CIS takes as much as 4925 DVM steps and needs around 8 hours to reach
the converge criterion. While the GSIS is much more efficient in this case, which takes only 42 minutes
and converged in 210 DVM steps. We note that for small Kn cases, the inner loop solving the macroscopic
equations also takes much fewer time steps to converges, because in this case the Reynolds number is much
higher favoring a fast convergence of inner loop.
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Figure 14: Comparison of the surface quantities on the cylinder for the case of Kn = 1, including the pressure (a) shear stress
(b) and heat flux (c). The DUGKS and DSMC data are extracted from Ref. [15]. The implicit UGKS (IUGKS) data are
extracted from Ref. [16]. The X-axis is the angle (◦) from leading edge of the cylinder.
Table 2: Number of DVM steps in CIS and GSIS and the overall CPU time for the supersonic cylinder flow.
Kn Physical Velocity CIS: DVM CIS: CPU GSIS: DVM GSIS: CPU
grid size grid size steps time steps time
1 64× 50 90× 90 186 12 min 264 27 min
0.1 64× 50 90× 90 552 36 min 232 24 min
0.01 80× 80 90× 90 4, 925 508 min 210 42 min
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Figure 15: Comparison of the surface quantities on the cylinder for the case of Kn = 0.1, including the pressure (a) shear
stress (b) and heat flux (c). The DUGKS and DSMC data are extracted from Ref. [15]. The implicit UGKS (IUGKS) data
are extracted from Ref. [16]. The X-axis is the angle (◦) from leading edge of the cylinder.
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Figure 16: Comparison of the surface quantities on the cylinder predicted by GSIS and CIS for the case of Kn = 0.01, including
the pressure (a) shear stress (b) and heat flux (c). The X-axis is the angle (◦) from leading edge of the cylinder.
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Figure 17: Convergence history of the DVM time stepping in the supersonic cylinder flow at different Knudsen number. The
red, green and blue lines are for Kn = 1, 0.1 and 0.01, respectively. The solid and dashed lines represent the CIS and GSIS
results, respectively.
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5. Conclusions
In summary, we have developed a general synthetic iterative scheme to solve the non-linear Shakhov
model equation with fast convergence speed. Several classical testing cases have been used to test the
accuracy and efficiency of this scheme. The results demonstrate that our scheme is able to get the steady-
state solution of the gas-kinetic equation in relatively smaller number of iteration or time steps. For high-
speed flows, the GSIS also shows a significant convergence speed up over the conventional iteration scheme
for low Knudsen number cases.
The GSIS synthetically couples a simple iterative or implicit time-stepping scheme of the discrete velocity
method for the gas-kinetic equation with an implicit scheme for the synthetic moment equations. Unlike the
pure DVM schemes, the GSIS enables the DVM to converge very quickly in the continuum/near continuum
flow regime. The fast convergence of GSIS is enabled by solving the synthetic macroscopic equations to
the steady state after each iteration/time step in the DVM. The viscous fluxes of the synthetic macroscopic
equations explicitly include the Naiver-Stokes-Fourier constitutive relation, while the higher-order terms are
explicitly calculated from the velocity distribution function. Such a treatment grantees the accuracy of the
GSIS in both continuum and rarefied regimes without using a complex local integral solution to compute the
convective flux as in the implicit UGKS. In addition, the construction of the higher-order terms is further
simplified in this paper, compared with the one in the linear GSIS [24].
Compared with the implicit unified gas kinetic scheme and its improved versions [16, 44], the current
scheme does not rely on the relaxation time approximation of the Boltzmann equation thus can be extended
to the full Boltzmann collision model in the same way as in the linear GSIS [24]. It is also worthwhile to
apply the synthetical coupling strategy in GSIS to particle-based gas-kinetic methods, such as the DSMC
method, which suffers the limitation on cell size and computing cost for low Kn flows. We note that have
have been recent efforts devoted to remove such limitations, e.g., [34, 45, 46]. The simple construction of
the high-order terms in this work further enhance the potential of GSIS to account for multi-species and
vibrational non-equilibrium phenomenon, which are important for high-speed rarefied flows.
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