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A notion of index is defined for transformations which map n-tuples 
of words into m-tuples of words, and it is proved that the transforma- 
tions of finite index are precisely those which are effected by  finite 
state sequential machines, provided these are allowed to have cer- 
tain unusual features. Further conditions are formulated which, 
together with the finite index requirement, characterize the trans- 
formations which can be effected by finite state sequential ma- 
chines of the usual sort. 
I. SCRIPTS 
A nonempty  set S is said to be a script, relat ive to a b inary  operat ion 
( "concatenat ion" )  which is symbol ized by  juxtaposit ion,  if the follow- 
ing six axioms are satisfied for all x, y, z in S. 1 I t  is understood that  the 
operat ion is uniquely defined on S )< S and takes its values in S. 
1. Associativity: (xy)z  = x (yz ) .  
2. Right cancellation: xz = yz ~ x = y. 
3. Left cancellation: zx = zy ~ x = y. 
4. There is an identity in S, i.e., a fixed member,  I ,  of S, such that  
x I=Ix=x.  
5. Each member of S other than I begins with a prime and ends with a 
prime. (x begins y, and y is an extension of x, if y = xz for some z; x ends 
y if y -- zx for some z; z is a prime if z ~ I and xy = z implies that  
either x or y is I . )  
6. Descending chain condition: there is no infinite sequence of members  
of S, each of which is a proper par t  of its predecessor. (x is a proper part 
of y if x ~ y and for some z and z', y = zxz'.)  
* This work was supported by United States Air Force Grant AF AFOSR:62- 
385 at Stanford University. Reproduction i whole or in part is permitted for any 
purpose of the United States Government. 
1 Rosenbloom (1950, pp. 189-190). Rosenbloom's axiom P9 is used to charac- 
terize linear scripts: see condition 7. 
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A script is said to be linear if it has the following property. 
7. Extension property: if two words have a common extension, one of 
them begins the other. (If xu = yv then x begins y or y begins x.) 
An n-fold script is a cartesian product of n linear scripts in which the 
concatenation operation is related to the concatenation operations for 
the n linear scripts in the following way. Let x = (xl,  . . .  , x~) and 
y = (yl ,  . . . , y~)  be words in an n-fold sc r ip ts  = $1 X " "  × S . .  
Then the word xy must be (xly~ , . . .  , x~y~). 
A manifold script is an n-fold script where n is a positive integer. For 
linear scripts, the descending chain condition implies that each word 
other than the identity can be expressed in exactly one way as a con- 
catenation of a finite number of occurrences of primes, but for n-fold 
scripts with n > 1 the order of prime "factors" need not be unique. 
The set of primes in a linear script will be called its "alphabet," and if 
is the alphabet of S we shall write a* = S. If a is the usual 26-letter 
alphabet and concatenation is juxtaposition from left to right, ~* will 
be the set of all finite horizontal strings of letters, including the empty 
string, I. The word "cat" is a common extension of the words "c" and 
"ca", one of which does begin the other as required by the extension 
property. The twofold script a* × a* lacks the entension property since, 
e.g., the word ("cat," "cat")  is a common extension of the words 
("c," "ca") and ("ca," "c") ,  neither of which begins the other. The 
identity of the twofold script is (I, I )  which we can write as " I"  without 
serious ambiguity. The primes will be the 26 X 26 words of form (x, I )  
or (I, x) where x is a letter. Then the order of prime factorization is not 
unique, e.g., ("a," "b")  = ("a," I )  (I, "b")  = (I, "b")  ("a," I ) .  
In a linear script, the letters are the primes. Extending the meaning of 
the term, in an n-fold script S = S~ X • • • X S~ the letters are the n-tuples 
(x~, • • • , x~) ~ I in which for each i, x~ is either a prime or the identity 
of S~. Then primes are always letters, and identities never are. 
The length of an n-tuple of words is identified with the length of the 
longest member of the n-tuple. If x = (x~, • .. , x~) is a word of length 
m in an n-fold script, x will be said to have m letters, the ith of which is 
x( i )  = (x l ( i ) ,  - . - ,  
where x~(i) is the ith letter of xi if xs has that many letters, and is other- 
wise the identity of S~. Thus, with x = ("c," "ca") as above, x has 
length 2, and its letters are x(1) = ("c," "c") and x(2) -~ (I, "a") .  
Under this definition of (n-fold) letter, a word can then be expressed 
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as the concatenation of its letters in one and only one way, in which the 
order of the letters is uniquely determined: x = x (1) x (2) . . .  x (m). 
The identity of an n-fold script S will be said to cover and to be covered 
by every word in S. If neither x nor y is the identity, then the (m-letter) 
word x covers y (and y is covered by x) if and only if the last letter of 
x contains a (linear) letter wherever the first letter of y does, i.e., if 
and only if we have 
x¢(m) = I ----> y¢(1) -- I 
for each i = 1, . . .  , n. Thus, ("cat,"  "dog," "c")  covers ("a,"  "a," I )  
and ("a,"  I ,  I )  but not (I, "a," "a"). I t  is only when the p-letter 
word y is covered by the m-letter word x that we have the useful rela- 
tionship, 
I x ( i )  if l <- i <- m, 
(xy)( i )  =[y ( i _m)  if m <i -<_mWp.  
Any member of a linear script covers any other, so that in such scripts 
the foregoing relationship always holds. 
A word z is said to be a prolongation of x if for some y, x covers y and 
z = xy. Every prolongation is an extension, but not conversely. 
A set K of words is said to be compatible if there is a single common 
extension of all words in K. Any such set must be finite, and there must 
be a unique "shortest" common extension, sup(K) ,  of all the members 
of K. sup (K) can be characterized as the common extension which 
begins all common extensions (of all members of K) .  Where K is a com- 
patible subset of a manifold script, sup (K) is the result of superimposing 
all members of K, in the following sense. If  z = sup(K)  and x E K then 
x~(i) begins zj(i), i.e., x~(i) = I if zi(i) = I, while if zj(i) is a letter, 
x~(i) is either I or that same letter. 
II. WORD TRANSFORMATIONS AND SEQUENTIAL MACHINES 
An n-input word transformation is a mapping T of an n-fold input 
script A into an arbitrary output script B. Any such transformation can 
be effected sequentially by a machine which is capable of being brought 
into any of a finite or infinite set z of states by some input word (word 
in A).  The machine is sequential in the sense that the output word, 
T(x) ,  is the concatenation of a sequence of members of B which are 
emitted in response to the successive l tters x(1 ), x (2), • • • of the input 
word, x. But the sequential machines considered here may have three 
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unusual features. First, the response to an input letter may be any 
word in B, including the identity word. Second, before any input letter 
is fed in, the machine may emit an initial output word, u, which is pre- 
fixed to the machine's responses to the letters of x, and which is the 
machine's response to the identity: T(I)  = u. Third, the machine 
may be capable of recognizing the last letter of the input word when it 
appears, and of adding a word in B as a "finishing touch," after its 
response to the last letter of the input word. 
Such a machine can be characterized by a quintuple 
= (u, t, ~, ~, ~) 
where u C B is the initial output word, t E ~ is the initial state, ~ is the 
state function, ~ is the output function, and • is the finishing function. 
If L is the set of letters in A, then ~ and ~ are mappings of z X L into 
and B, respectively. ~)is a mapping of ~ into B. Sequential machines of 
the usual sort are those for which A and B are linear, u = I, 4~(x) = I 
for all x, and all values of ~ are letters. The state, Et(x), to which an 
input word x takes ~l~, can be defined recursively: 
~,(/) = t,  
Z,(xy) = ~(Y.~(x), y) if x C A, 
y C L, and x covers y. 
The transformation, M, which effected by ~)~, is defined in two stages. 
Let ~TC be the unfinished form of ~T~, i.e., let O~ r be identical with 
except that (D' the finishing function for ~ ' ,  maps a onto I. The trans- 
formation M' which is effected by ~ '  is defined recursively: 
M'( I )  = u 
M'(xy) = M'(x)~(Zt(x) ,  y), if x E A, 
y E L, and x covers y. 
Now the transformation M which is effected by ~ is defined, 
M(x)  = M' (x )~(z~(z) ) .  
One and the same transformation may be effected by sequential 
machines which have different finishing functions. Thus, with A = B = 
{a, b} *, let T(x) be the result of dropping all b's from x and writing ab 
after what remains. T is effected by two different machines, each of 
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which has z = {t}: 97~1 = (I, t, x, ~, ml) and ~2 = (a, t, Z, ~, ¢2), 
whereZ(t ,  a) = ~(t, b) = t, ~(t, a) = a, ~(t, b) = I, ~i(t) = ab, 
and ¢2(t) = b. Given a word transformation T without any indication 
of what machine effects it, the problem arises of giving sense to the 
idea of a unique unfinished version, Ur, of T, and of the finish, Vr, 
of T, in such a way that for all x in A, 
T(x)  = U (x)rKx). 
The most useful course is to identify Ur(x) with the "longest" com- 
mon beginning of all transforms of prolongations of x. This can be ac- 
complished by stipulating that an output word begins Ur(x) if and only 
if it begins every word of form T(xz), where x covers z. For consider 
the set S of all words that begin every word of form T(xz) where x 
covers z, for fixed T and x. Since there is at least one word of form 
T(xz) where x covers z, S must be a compatible set and therefore sup(S) 
exists and will be the longest common beginning of all transforms of 
prolongations of x. Then Ur is a well-defined function, and since Ur(x) 
begins T(x) for every x, Vr is well defined by the equation, T(x) = 
A word transformation T is said to have the prolongation property 
if the transform of a prolongation of a word is always an extension of the 
transform of that word, i.e., if T(x) begins T(xz) whenever x covers z. 
I t  is immediate that Ur = T if T has the prolongation property, and 
that UT must have the prolongation property even if T lacks it: for 
each x, Ur(x) begins every word of form Ur(xz) where x covers z. 
Furthermore, the transformation, M', which is effected by a machine 
~ '  for which • is identically I, must have the prolongation property, 
i.e., M'(x) begins M'(xz) for all z which are covered by x. Proof is 
by induction on z. Basis: z = I. Then the claim is that M'(x) 
begins M'(x). Induction step: suppose that M'(x) begins M'(xz) for 
some z which is covered by x, and deduce that M'(x)beginsM'(xzy)  if 
UM(X) 
FIG. 1. Analysis of M(x) 
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y is a letter which is covered by xz, i.e., deduce that M'(x) begins 
M'(xz)~(Y.,t(xz), y). 
If 9r6 is a sequential machine, M'(x) begins U,(x)  for all x, i.e., 
M'(x) begins each word of form M(xz) where x covers z. By definition 
of M, this is an immediate consequence of the fact that M' has the 
prolongation property. Then an output word M(x),  represented by a 
rectangle, can be analyzed as in Fig. 1, where the word W(x), which is 
defined by the condition 
u~,(x) = M' (x )W(x) ,  
need not be I. 
If Y,t(x) = Y,t(y), then Y,t(xz) = Y,t(yz) for all z which are covered 
by both x and y. The proof consists essentially in showing that if Zt(x) = 
~t(Y) and if both x and y cover a letter z, then Zt(xz) = ~t(yz), i.e., 
Y-,(Y-,t(x), z) -- Z(Y-,t(y), z). 
If T has the prolongation property, we can define T(x; z), where x 
covers z, by the equation 
T(xz) = T(x)T(x;  z). 
If ~ is a sequential machine for which ~t(x) = Zt(Y), then 
M'(x; z) = M'(y; z) 
for any z which is covered by both x and y. The proof, by induction on 
z, consists essentially in observing that if x and y both cover a letter z, 
and if Y-,t(x) = Y-,t(y), then M'(x; z) = M'(y; z), i.e., 
~(Zt(x), z) = e(~t(y) ,  z). 
Now we can prove that W(x) of Fig. 1 is determined by ~t(x), i.e., 
that if Y.t(x) = Zt(y) then for all w, the conditions 
U~,(x) = M' (x)w 
and 
UM(y) = M'(y)w 
are equivalent. The proof uses the fact that two words are identical if 
and only if every beginning of either is a beginning of the other. Then 
by definition of U . ,  the first condition is that for all v, 
v begins M(xz) for every z which is covered by x 
if and only if v begins M'(x)w, 
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i.e., for all v, 
v begins M'(x)M'(x; z)O(Y,t(zz)) for every 
z which is covered by x if and only if 
v begins M'(x)w; 
and similarly the second condition is that for all v, 
v begins M'(y)M'(y; z)~(Y,t(yz)) for 
every z which is covered by y if and 
only if v begins M'(y)w. 
Apparently the two conditions both hold or both fail, accordingly as w 
is or is not Mr(x; z)~(~t(xz)), which is identical with M'(y; z)'~(Y,t(yz)) 
because ~(x)  = Y,t(y). 
Since W(x) and ¢(Z~(x)) are both determined by 2h(x), VM(X) 
has the same characteristic ( f. Fig. 1), i.e., VM(X) = VM(y) if ~(X) = 
Zt(y). 
If T is a word transformation on A, words x and y in A are said to 
be T-similar if the conditions 
Ur(x; w) -- Ur(y; w) 
and 
Vr(xw) ---- Vr(yw) 
both hold for every w which is covered by both x and y. If I is the only 
word which is covered by both x and y, the U condition reduces to 
I = I, and the V conditions reduces to Vr(x) = Vr(y). We have shown 
in effect that if ~ = (u, t, ~, ~, ~) effects M, then x and y are M- 
similar if ~t(x) = %t(y). 
Words are said to be T-equivalent if they are T-similar and cover the 
same words (so that either both words are I, or corresponding entries in 
the last letters of the two words are both I if either is. T-equivalence is 
clearly a reflexive, symmetric, transitive relation. With M as in the 
preceding paragraphs, x and y are M-equivalent if %t(x) -- Zt(y) and 
x and y cover the same words. 
For each x in A, the T-equivalence class of x, T[x], is the set of all 
words in A which are T-equivalent to x. By reflexivity of T-equivalence, 
each word x C A belongs to at least one T-equivalence class, viz., 
T[x]; and by symmetry and transitivity, each word in A belongs to at 
most one T-equivalence class, i.e., two such classes coincide if they 
52 J EFFREY 
overlap at all. C(T),  the set of all T-equivalence classes, thus consti- 
tutes a partitioning of T's input script. The index of T is the number of 
classes in C(T).  
T-similarity is right invariant in the sense that if both x and y cover z 
then xz and yz are T-similar if x and y are. For suppose that both x and 
y cover v and z, and that z covers w. If Vr(xv) = Vr(yv) for all such v, 
then clearly Vr(xzw) = Vr(yzw) for all such w. Now suppose that 
Ur(x; v) = Ur(y; v) for all such v. Since in general we have 
U~(x; zw) = U~(x; z)U~(xz; w) 
and 
Ur(y; zw) = Ur(y; z)Ur(yz; w), 
and by assumption we have 
Ur(x; zw) = Ur(y; zw) 
and 
U~(x; z) = U~(y; z), 
the left cancellation law can be applied to yield 
Ur(xz; w) = Ur(yz; w). 
Then T-similarity is right invariant. I t  follows immediately that T- 
equivalence is right invariant. 
III. A THEOREM ON FINITE STATE TRANSFORMATIONS 
A finite state transformation is one which is effected by some finite 
state machine, i.e., by some sequential machine, ~ ,  for which ~ is 
finite. 
THEOREM. A transformation is finite state if and only if it has finite 
index. 
The "only if" clause is an immediate consequence of
•EMMA I. I f  X and y cover the same words and Zt(x) = •t(Y), then 
x and y are M-equivalent. 
In Lemma I, t is the initial state and z is the state function of a ma- 
chine, 9~, which effects the transformation M. The "if', clause is an 
immediate consequence of
LEMMA II. Any word transformation T is effected by a sequential 
machine 9~T which has C(T)  as its set of states. 
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In particular, 
~T = (gr ( I ) ,  T[I], z ~, a ~, oJ), 
where if x covers the letter y, 
~r(T[x], y) = T[xyl, 
a~(T[x], y) = Ur(x; y), 
• ~(T[x]) = V~(x). 
Where x does not cover y, the values 2r(  T[x], y) and ftr( T[x], y) may be 
chosen arbitrarily, without influencing the transformation which NZ r 
effects; or 2r and ftr may be construed as partial functions, defined only 
for pairs (T[x], y) in which x covers y. 
Lemma I is a restatement of facts which were proved in Section II, 
and the existence and uniqueness of the functions y r, ftr, and ~r in 
the machine ~r  of Lemma II are guaranteed by the definition of T- 
equivalence, and by the right invarianee of that relation. To prove that 
9re r effects T, notice that 2t~'(x) = T[x], as can easily be proved by 
induction on x. Then ~Z r effects T, i.e., 
T(x) = M~' (x )~(Z/ (x ) ) ,  
where Mr'  is the function which is effected by the machine which is 
obtained from ~r  by replacing CT by the finishing function which takes 
only I as a value. Basis: Mr'(I)~r(T[[]) = Ur(I)VT,(I) = T( I ) .  
Induction step: if the output of ~)r~  is T(x) when its input is x, then 
if y is a letter which is covered by x, Mr'(xy)'I 'r(2tr(xy)) = 
MT'(x)Ur(x; y)Vr(xy) = Ur(x)Ur(x; y)Vr(xy) = T(xy). 
This proves the theorem. We have as a corollary that if T's input 
script is linear, T is effected by a machine, ~r ,  which has the index of 
T as the number of its states, and by no machine with fewer states. 
Where T's input script is n-fold with n > 1, i)~ r need not be minimal 
(in terms of number of states), but if not, a minimal machine can be 
obtained by identifying certain of Mr's states with each other. 
It is apparent that if T has the prolongation property, and only then, 
T is effected by some machine for which the finishing function takes only 
I as a value, and some such machine will be minimal in the sense that 
among all machines which effect T, none has fewer states. 
If in addition to the prolongation property, T has the property that 
T(x) always has the same length as x, and only then, some machine 
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which effects T is of the simple sort for which the initial output word 
is I, for which the finishing function assigns I to all states, and for which 
the output function takes only letters as values; and some such simple 
machine is minimal among all the machines which effect T. 
The Nerode-Myhill theory of sets of words on an alphabet a which 
are recognized by finite state machines 2 is subsumed by the present 
theory, and the following generalization of the Nerode-5~yhill theory is 
immediate. An n-place word relation is a subset K of an n-fold script A. 
A characteristic function of such a relation is a word transformation 
TK which maps A into a script B in such a way that TK(x) is u or v 
(u C B, V C B, u ~ v) accordingly as x does or does not belong to K. 
A finite state relation is a word relation, one (and therefore all) of 
whose characteristic functions has finite index. The 1-place relations of 
finite index are the sets which are recognized by finite state machines 
in the Nerode-Myhill theory. 
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