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In the present paper there is proposed a rank statistic for multivariate testing 
of randomness concerning some marginal distributions. The asymptotic distribu- 
tion of this statistic under hypothesis and “near” alternatives is treated. 
1. INTRODUCTION 
Let Xj = (X, ,..., XJ, j = I,..., IV, be independent p-dimensional random 
variables and letF,&, y) andFdj(x) denote the distribution function of (Xii , XV!) 
and X,, , respectively. Fi, is assumed continuous throughout the whole paper, 
i=l ,..., p,j = l,...) N. We are interested in testing hypothesis of randomness 
of the univariate marginal distributions: 
for all x, i = l,..., p, j = 1, . . . . N (1.1) 
against 
for all x, i = I,..., p, j = I ,..., N, (1.2) 
where $,, are unknown parameters. Or more generally, we are interested in 
testing hypothesis of randomness associated with some marginal distributions: 
against 
F,“(x”) = F”(X”), u = l,..., Y, j = l,..., N, (1.3) 
F,y(X”) = qx”; El;), Y = l,..., r, j = I,..., N, (1.4) 
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where FjV(xy) is the marginal distribution of the subvector Xy, Y = I,..., r, 
Xl ,***> x7, is a partition of the vector x, i.e., x’ = (xl’,..., xr’) and Oj’ = (0,” ,..., 0;‘) 
is a vector of unknown parameters. 
A normal-theory procedure for testing (1.3) against a shift alternative was 
proposed by Krfshnaiah and Jensen [3] and rank-order procedures for this 
problem were proposed again by Sen and Krishnaiah [9] and Jensen [4]. As a 
test statistic we suggest a vector of rank statistics the simultaneous asymptotic 
distribution of which is a multivariate x2-distribution depending on the variance 
matrix. The case r = 1 is the usual hypothesis of randomness (see, for example, 
[7, 81). Put 
sic = f (Cij - Ei) UNi(Rij), i = I,...,?, 
j=l 
with Rij being the rank of X, in the sequel Xi, ,. . . , X, ZN , Cfj regression constants, 
u&j) scores and & = (l/N) Cj”=, cij . For testing (1.3) with r = 1 we use the 
statistic 
where Zz; is the generalized inverse matrix (in the sense of Moore) of a con- 
ditional variance matrix of S, relative to the conditional probability measure 
generated by N! possible permutations of the columns of 
Under hypothesis (1.3) with Y = 1, all these permutations are equally likely but 
this need not be true under either hypothesis (1.1) or (1.3) with r > 1 and, 
indeed, to count C& is more difficult. In this case it seems to be suitable to 
replace the matrix “SO by a matrix which is a consistent nonparametric estimation 
of the unconditional variance matrix. Usually, we want the test statistic to 
satisfy an invariance principle. Therefore, we shall use as a test statistic 
Qe = S,‘qA , 
where EC is a generalized inverse matrix of CD, having elements 
U-6) 
if iruEIk, k = l,..., r, (1.7) 
RANK TESTS FOR RANDOMNESS 489 
and 
if iEIk, v$I,, k = l,..., r (1.8) 
(hereI, ,..., I, are the sets obtained by partition of the set I = (l,...,p} considered 
in hypothesis (1.3)). 
Test statistic (1.6) is not distribution-free under hypothesis but it is at least 
asymptotically distribution-free. The statistic proposed by Jensen is not 
distribution-free, not even asymptotically (it depends on the variance matrix). 
In the present paper, we investigate the asymptotic distribution of statistics 
(1.6) under hypothesis and near-alternatives. Asymptotic distribution under 
general alternatives can be obtained in the same way as in [2] so that it is dropped. 
For r = 1 we obtain the same results as in [7] but under more general conditions. 
With no difficulty the proposed procedure can be applied also to k-sample 
problem and the hypothesis of symmetry. 
2. ASYMPTOTIC DISTRIBUTION OF Qc UNDER HYPOTHESIS 
It is sufficient to investigate the asymptotic distribution of QO under the 
hypothesis given by (1.3), for hypothesis (1.1) is a special case of (1.3). 
We shall assume that regression constants cij satisfy Noether’s condition 
and that scores aNi are generated by a nonconstant square-integrable function, i.e., 
s ,I hvd(l + [UW) - d&4>” du - 0, for N* co, i = l,...,p. (2.2) 
It is known that the statistic Si, given by (1 S) satisfies, under hypothesis (1.3), 
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Denote 
Tic = f (cij - Ei) +dFi(Xij)), i = l,...,p 
j=l 
(2.3) 
Ti*, = Ti,(varH T&1/2, i = l,...,p, 
where varH denotes the variance under (1.3). 
First, we shall state the theorem concerning with the asymptotic distribution 
of&. 
THEOREM 1. Let X1 ,..., X, be p-dimekonal random variables with marginal 
distribution function satisjjirzg (1.3) and let (2.2) hold. Then under (2. l), 
P(/ Ti, - Sic j (varHT&1/2 3 6) -+ 0 for every E > 0, (2.4) 
and the statistic S, has asymptotically normal distribution with the mean vector 0 
and the variance matrix either var,, S, or var, T, , where var, S, and var, T, 
denote the covariance matrix of S, and T, , respectively. 
Proof. The first assertion (2.4) follows from [l, Section V.1.51. As for the 
second one, we shall be brief because the line of the proof is the same as, for 
example, that [2, Theorem 2.31. In view of (2.4) it suffices to prove that T,* 
is asymptotically normal (0, var, T,*). Assume the contrary; there exists a 
subsequence (T,*Y>,ci such that (c~}~~~ satisfy (2.1), 
varH T,*Y -+ C (2.5) 
and there exists E > 0 such that 
lim inf sup j P(Tc*, < x) - 4(x; 0, varH T,*Y)[ > 6, 
Y-f03 x (2.6) 
where x = (x1 ,..., x9)’ and 4(x; 0, varH Tc*,) denotes p-dimensional normal 
distribution with parameters 0 and var, Te*, . Similarly, as in proving [2, 
Theorem 2.11, we can show that Cr=i aiT,*, converges in distribution to 
CL, a&., where a, ,..., a, are arbitrary and (2, ,..., 2,)’ has normal distribution 
(0, C). Then, by (2.5) and (2.6), we have the contradiction, which proves our 
theorem. 1 
Next we consider the convergence in probability of the matrices D&D, , 
where D, is the diagonal matrix with elements (var, T&l/*, to the matrix 
var, T, . 
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LEMMA 2. Under the assumptions of Theorem 1, 
h’(D,Z,,D, - var,T,*)h --f 0 (2.7) 
in probability, for h = (A, ,.. , , A,) arbitrary. 
Proof. We show that each element of (D&D, - varHTC*) converges to 
zero in probability. The convergence of 
(varH Tic varH TV&l” 
x i (%(hn) - sNi)(aNv(Rvm) - aNv) - cov~(Tic > Tvc) 
m=1 1 -+ 0 
in probability, i, v E I, , k = l,..., r, follows in the same way as in [2, Lemma 2.21 
and thus it is sufficient to prove 
(varH Tic varH Tv,.)-1/2 
[ 
f (Cij - E~)(c,~ - E;) 
j=l 
X (aN&) - ~Ni>(aNv(Rvj) - @NY) - cov~(Tic > Tvc) 1 + 0, 
isI,, v$Ik, k = l,..., r. cw 
Without loss of generality we assume that 
i cij = 0, 
j=l 
.c 
,:+<(u) du = 0, 
(2.9) 
iz,i = 0, i=l p. . ..) 
This sum can be estimated as follows. 
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The first member on the right-hand side of the inequality is less or equal to 
This expression converges to zero in probability in view of [I, Theorem V. 1.51. 
Similarly, the second member of (2.10) converges to zero in probab$ity. 
The last member in (2.10) is the sum of independent random variables so that 
it remains to show that the conditions of the degenerate convergence criterion in 
[6, p. 3171 are satisfied. Denote &,(Fy(Xyj)) = Y, and 
Further, denote 
A,(E, ipj) = {Y,“, > E 1 CijC,j j--l - k, CijC,j # O> 
and &(E, i, j) the complement of &(E, i, j). To verify condition (i) of degenerate 
convergence we must estimate the sum 
Evidently, 
and 
{I CijCvj(YijY,j - EYijlI’,,)I 3 l } C A,(% i,j) U A(% v,i) 
Using the previous relations, we obtain 
< 5 P( Yv”i > E(c~~c,~)-~ - k) + P( Yi” > +ijcvi)-’ - k) 
j=l 
(2.11) 
< 2(~ - k max c:J’ max 
r,i ii s 
Yi” dP. 
ACkli.j) 
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The last expression converges to zero because of (2.11) and 
j YfjdP = jlcji2(u)d* < +aL 
0 
As for (ii), we shall proceed in a similar way and obtain 
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where B,l(i, v,j) = {I c~jcyj(Y~,Y~~ - EY,Yvj)I > r}, r > 0. Validity of (ii) 
follows from the facts 
It remains to verify condition (iii), i.e., 
5 cX5 [i,,, y 3) (YijYvj - EYtjYvj)2 dp 
j=l . .' 
- 
(S B,“(i,v,j) CYirYv5 - Eyi5y,i) dp)2] + OS 
which can be obtained in the following way. 
N 
< 6 1 I Cd,C”, I Cl &Yvj - EY*jYvj I dp 
j=l d 
. EYijYvj I dP. 
Using (ii), we find that the right-hand side of this relation is arbitrarily small for E 
small enough and notice that 
683/s/4-6 
max P(B,(i, v, j)) -+ 0. 
r,v,J 
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Thus according to the degenerate convergence criterion, 
i cijcvdMFv(xvi)) 4tiFdxij)) - E4v(Fv(xvj)) MFdxfj)>l + O 
in probability. The lemma is proved. 1 
To avoid difficulties with degenerate variance matrices we shall assume: 
If {DC, varH T, D,JK has a limit Z for v -+ co, 
where indices fulfil (2.1), then I: is regular. 
(2.12) 
The main theorem of this section follows. 
THEOREM 3. Let the assumptions of Theorem 1 and (2.12) be satisfied. Then 
the statistics QC have asymptotically &distribution with p degrees offreedom. 
Proof. The assertion follows immediately from the previous theorem and 
lemma and [l, Theorem V.2.11. 1 
3. DISTRIBUTION UNDER NEAR-ALTERNATIVES 
In this section we shall suppose that the distribution of X, depends on 
unknown parameters Bij and we shall denote this distribution by Fi(x, e,), the 
density of Xii by f&t, 19~~). The distribution function of (X, , XPj) will be 
denoted byFi,v,j(x, y; eij , t9,,). 
We shall consider conditions on the distribution of X1 ,..., X, such that the 
distribution of (Xi, ,,,., XiN) is contiguous relative to the distribution 
nIj”lFi(Xij , 0), i.e., 
(1) xi, 1**., Xi, are independent, 
(2) fi(x, 0) are absolutely continuous at t9 for almost all x, i = l,..., p. 
(fib w 
c3) 55 S ficx, e) dx = s dx = I(fd, 
where 
ji(x, e) = af(x, eyae, i = l,...,p. (3-l) 
(4) lii f (fi(x, 19) - fi(x, 0)) = f(x, 0) for almost all x, i = l,..., p. 
In addition to these conditions we shall assume only 
(5) the set of the distribution functions Fp,v:j(x, y; 0, q), j = l,..., N, is 
equicontinuous at e = 9 = 0 for all x, y, i = l,..., p. 
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Obviously, these conditions are weaker than those considered in [6] ensuring 
the contiguity of the joint distribution of vectors X1 ,..., X, . 
The covariance matrix of TO under (3.1) and (1.3) will be denoted by varA T, 
and var, T, . 
’ LEMMA 4. Let XI ,..., X, satisfy (3.1), let $I ,..., $, be bounded and continuous, 
and let 
max 0,"  -+ 0, 
1 <j&v 
gl ‘%4fi) < b2, i = I,...,p. (3.2) 
Then for (2.1) it holds that 
D,(var, T, - varH TJD, + O,,, , 
D&c r varH TcPc - Opx, y 
D,(ESc - ~lgc) - 0,x, > 
in probability, 
in probability, 
where members of C,, are given either by (1.7) or by (1.8) with aNi(Rij) = 
Wi(& 3 ON, 0,x, and 0,x, are null matrices p x p and p x 1, and 
Pet = (Pm P.S.9 I-%)‘, 
(3.3) 
Proof is dropped because it is similar to that of [2, Lemma 3.11. 
THEOREM 5. Let XI ,..., X, satisfy (3.1), $1 ,..., 4, be square-integrable 011 
(0, l), and var, T, satisfy (2.12). A ssume that (2.2) is fulf;lled for i = l,..., p. 
Thenfor(2.1), i = l,..., p. 
S;P I P(Bc < 4 - G&G I& VarH T,-Y~,) - 0, 
where pOc is given by (3.3) and where G,(x, 6) is the distribution of noncentral 
XQdistribution with p-degrees of freedom and noncentrality parameter 8. 
Proof is dropped because it is similar to that of [2, Theorem 3.21. 
Remark. If we drop the condition (3.15) in Theorem 5, then we can assert 
that for (2.2), i = l,..., p 
sup I p(Qc < x) - P(Z,‘c,-Z, < x) -+ 0, 
X 
where 2, has normal distribution ( pgC , var, T,) with pse given by (3.3). 
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