This paper is concerned with decentralized estimation of a Gaussian source using multiple sensors. We consider a diversity scheme where only the sensor with the best channel sends their measurements over a fading channel to a fusion center, using the analog amplify and forwarding technique. The fusion centre reconstructs a minimum mean squared error (MMSE) estimate of the source based on the received measurements. A distributed version of the diversity scheme where sensors decide whether to transmit based only on their local channel information is also considered. We derive asymptotic expressions for the expected distortion (of the MMSE estimate at the fusion centre) of these schemes as the number of sensors becomes large. For comparison, asymptotic expressions for the expected distortion for a coherent multiaccess scheme and an orthogonal access scheme are derived. It is seen that as opposed to the coherent multiaccess scheme and the orthogonal scheme (where the expected distortion decays as 1=M; M being the number of sensors), the expected distortion decays only as 1= ln(M ) for the diversity schemes. This reduction of the decay rate can be seen as a tradeoff between the simplicity of the diversity schemes and the strict synchronization and large bandwidth requirements for the coherent multiaccess and the orthogonal schemes, respectively. We study for the diversity schemes, the optimal power allocation for minimizing the expected distortion subject to average power constraints. The effect of optimizing the probability of transmission on the expected distortion in the distributed scenario is also studied. It is proved that for Rayleigh fading optimal sensor transmit power allocation achieves the same asymptotic scaling law as the constant power allocation scheme, whereas it is observed that optimizing the sensor transmission probability (with or without optimal power allocation) in the distributed case makes very little difference to the asymptotic scaling laws.
, [9] and orthogonal access [10] , with correlated data between sensors [11] , [12] , and different network topologies [13] , have also been studied.
The analog amplify and forward technique was motivated by results on the optimality of analog communications for certain situations in the point to point case, established in works such as [14] , and more recently [15] . In the context of joint source-channel communication for decentralized or multiterminal estimation [16] [17] [18] , specifically for sensor networks, asymptotic scaling laws of distortion or reconstruction error when the number of terminals measuring the source becomes large was provided in [7] , for sensors communicating to a fusion center over a multiaccess channel using the analog amplify and forward technique. The amplify and forward technique was shown to be asymptotically optimal in [7] , and exactly optimal in [19] for sensors communicating to a fusion center over a multiaccess channel, while separate source channel coding performs strictly worse. For orthogonal communications, scaling laws for the distortion have been derived in [10] . On the other hand, for orthogonal communications it has been shown in [20] that separate source channel coding performs strictly better than analog amplify and forward.
One issue with the analog amplify and forwarding technique, especially when the number of sensors is large, is that it appears to be hard to implement in practice. For example, the multiaccess scheme requires distributed beamforming to be implemented (perfect synchronization at the sensor transmitters), whereas in the orthogonal access scheme the bandwidth scales linearly with the number of sensors. This thus motivates the consideration of applying the analog forwarding technique to other multiple access schemes which may be easier to implement, and the limiting or asymptotic results that can be derived under practical implementation constraints. In this paper we will study the performance of schemes based on the concept of multiuser diversity [21] , [22] , where in order to maximize the sum throughput for a number of users over a multiple-access or broadcast fading channel, the user with the best channel at any given transmission block is chosen to transmit.
In this paper we will study the use of a similar diversity scheme in the decentralized estimation of a Gaussian source. In this scheme, which we will refer to as the multisensor diversity scheme, the sensor with the best channel at that time will amplify and forward its measurement to the fusion center, while the other sensors do not transmit. As this type of scheduling requires centralized coordination which can become onerous when the number of sensors becomes large, a distributed version of the multisensor diversity scheme, similar to a distributed version of the multiuser diversity scheme studied in [23] (see also [24] ) called the channel-aware ALOHA scheme, will also be considered. In the channel-aware ALOHA scheme, a sensor amplifies and forwards its measurement to the fusion center if its individual channel gain exceeds a given threshold , and does not transmit otherwise. If two or more sensors transmit at the same time, then a collision is assumed, similar to the ALOHA scheme [25] .
Motivated by wireless sensor network applications, in the context of decentralized estimation over wireless block-fading channels, a relevant performance measure is the expected distortion at the remote reconstruction point or fusion centre, where the expectation is taken over the randomness of the fading channels. In this paper we are interested in the asymptotic behavior of such schemes as the number of sensors goes to infinity. It is shown that in many cases the expected distortion decays to a nonzero limit at the rate . 1 Specifically, as the expected distortion of the multisensor diversity scheme behaves like 2 where is the distortion achieved by a single sensor (with no analog amplify and forward), and is a constant. For the channel-aware ALOHA scheme, the expected distortion behaves like as , where is the variance of the source and is Euler's number. As a comparison we will also derive the expected distortion of the multiaccess and orthogonal access schemes, which decay at the rate for large . These results are similar to the existing asymptotic results for the distortion in the multiaccess scheme [6] [7] [8] and orthogonal access scheme [10] , however the expected distortion is not considered explicitly in these works. Characterising the performance of estimation schemes over wireless fading channels via expectations has also been used in, for example, Kalman filtering with intermittent observations [26] , where the behavior of the expected error covariance was studied. Another related concept is the distortion exponent [27] , which relates the expected distortion with SNR under different source and channel encodings, as the SNR goes to infinity. Note that the above asymptotic scaling laws are derived explicitly in this paper assuming the channels between the sensors and the fusion centre undergo Rayleigh block-fading, but the results are not limited to Rayleigh fading only, and can be extended to other popular fading distributions such as the Nakagami-distribution. Indeed, we have included the asymptotic expressions for the expected distortion for Nakagami fading wherever possible, without providing the explicit proofs to avoid repetition and maintain readability.
We will also be interested in deriving the optimal power allocation to minimize the expected distortion subject to average power constraints. We will study this problem for the multisensor diversity and channel-aware ALOHA schemes. For the channel-aware ALOHA scheme, we will also consider the problem of optimizing the thresholds which determine when individual sensors will transmit. The effect of these optimal power allocation and/or optimal threshold selection schemes on the asymptotic scaling laws for the expected distortion will be studied in detail. It will be shown that with optimal power allocation, the asymptotic scaling law of expected distortion under Rayleigh fading remains the same as that with a constant power allocation policy. It is also observed via numerical studies that with the optimal threshold selection in the distributed case under Rayleigh fading (with or without optimal power allocation), the asymptotic scaling laws for expected distortion are very similar to that with an identical transmission probability of across all the sensors and some weaker theoretical results are proved. These particular asymptotic scaling results with optimal power allocation and/or optimal threshold selection seem to be specific to Rayleigh fading only.
The paper is organized as follows. Section II specifies our model and the different multiple access schemes used by the sensors to communicate to the fusion center. Section III derives for symmetric parameters the asymptotic behavior for the multisensor diversity, channel aware ALOHA, multiaccess, and orthogonal access schemes, followed by comparisons and discussions. We comment on whether the results for the symmetric case can be extended to general parameters in Section IV. Optimal power allocation for the multisensor and channel aware ALOHA schemes are considered in Section V. It turns out that under Rayleigh fading the performance of the simple constant power allocation of Section III is very close to that with optimal power allocation, and we will prove why this is the case. In Section VI we study the problem of optimal threshold selection under Rayleigh fading in the channel-aware ALOHA scheme and its effect on the asymptotic decay rate of the expected distortion. Finally, Section VII presents some concluding remarks and future research directions.
II. SYSTEM MODELS
We first specify the features common to all the different schemes considered, with features specific to individual transmission schemes given in later subsections.
Source: The source we wish to estimate is a discrete time scalar signal modelled as an i.i.d. bandlimited Gaussian source with zero mean and variance , with representing the time index.
Sensor measurements: The Gaussian source is measured by sensors with sensor having measurements with being i.i.d. Gaussian with zero mean and noise variance , with independent of for . Channel model: Let be the randomly time-varying channel power gains from sensor to the fusion center. We use the block fading model [28] so that the channel stays constant within each fading block, with and being independent and identically distributed for . We assume that the channel undergoes slow fading such that the phase of the complex channel can be estimated and compensated for at the fusion center, so that represents the real-valued envelope of the complex channel gains. We also assume that and are independent for . Amplify and forward scheme: In the amplify and forwarding scheme, each of the sensor measurements is amplified by a factor and then forwarded to a fusion center, which receives these scaled measurements in additive i.i.d. Gaussian noise. These measurements can be combined or utilized in different ways, and four such schemes are described in the subsections below.
Transmit powers: The transmit power of sensor at time , used to amplify and forward its measurement to the fusion center, is defined as Distortion measure: At the fusion center an estimate of is constructed, with a corresponding overall distortion measure . In this paper the distortion measure is taken to be the mean squared error . Estimator: The estimator used will be the linear minimum mean squared error (MMSE) estimator [29] such that .
A. Multisensor Diversity Scheme
Let , and the index of the corresponding sensor. In the multisensor diversity scheme, only the sensor with the best channel transmits its measurement to the fusion center, see Fig. 1 . The fusion center then receives where is i.i.d. Gaussian with zero mean and variance . Using the linear MMSE estimator, the distortion or mean squared error at time can be easily shown to be
B. Channel-Aware ALOHA Scheme
The multisensor diversity scheme requires knowledge of all the channel gains in order to determine the sensor with the best channel. In practice this could be achieved by having each sensor transmitting a pilot signal to the fusion center, which may then be used by the fusion center to estimate the individual channel gains. The fusion center can then determine and inform the sensor that it has the best channel. However, as the number of sensors increases, there is increasing overhead involved and the multisensor diversity scheme may be prohibitive for large networks, see for example [23] .
We consider now a scheme that we will call the channel-aware ALOHA scheme, that is based on a distributed scheme for multiuser diversity considered in [23] , see also [30] for a similar scheme in the distributed estimation of a constant parameter. In this scheme a sensor will forward its measurement to the fusion center only if for some threshold , see Fig. 2 . In [23] , choosing such that , was shown to be asymptotically optimal, in the sense that this gives the same rate of throughput scaling as in the multiuser diversity scheme, but with a fraction of throughput loss of (asymptotically). For much of this paper we will also use this choice of . We discuss in Section VI how the transmission threshold can be optimized and the effect of the optimal threshold on the expected distortion and its scaling law for large (assuming identical threshold for all sensors).
In this scheme, if more than one sensor transmits, then a collision is assumed (whereby the fusion centre does not receive anything) and
. Similarly if no sensor transmits then also . If only one sensor transmits, then the fusion center receives where is the index of the sensor that is transmitting. The distortion is then given by 
C. Multiaccess Scheme
In the coherent multiaccess scheme [7] , [9] , the sensors transmit their measurements to the fusion center using the amplify and forward technique over a multiaccess channel, so the fusion center receives the sum (1) See Fig. 3 for a block diagram. The distortion at time is given by
D. Orthogonal Access Scheme
In the orthogonal access scheme [10] , the sensors transmit their measurements to the fusion center via orthogonal channels, so that the fusion center receives where is i.i.d. Gaussian with zero mean and variance . See Fig. 4 for a block diagram. The distortion at time is given by III. ASYMPTOTIC ANALYSIS In this section, we will derive asymptotic expressions for as , where the expectation is over the random channel gains , for the different schemes of Section II.
Due to the i.i.d. (in time) nature of the models we will drop the subscript . For analytical tractability we will first analyze "symmetric" sensor networks with , with the 's being identically distributed, and simple power allocation policies such as constant power allocation. See Section IV for remarks on more general asymmetric situations, and Section V for optimal power allocation. In the multisensor diversity scheme we use and , which corresponds to a transmit power of . The amplification factors for the other schemes will then be appropriately chosen to result in the same long term average power usage as the multisensor diversity scheme (see the subsections below for details). Apart from the multiaccess scheme, for the other schemes we will need to assume a specific distribution in order to obtain precise asymptotic results. In these cases we will assume Rayleigh fading (i.e., the channel power gains are exponentially distributed), though the analytical methods in this section can be adapted to other popular fading distributions such as the Nakagami-distribution.
Notation: For two functions and , we will use the standard asymptotic notation (see, for example, [31] ) and say that as , if as . It is well known that the asymptotic relation is retained under addition, multiplication and division.
Notation: Extending the use of the symbol to functions of random variables, for functions and , we will also say that as , if as . For instance, if are i.i.d., then as , which follows from the definition and the strong law of large numbers.
A. Multisensor Diversity Scheme
Let us use , and . As stated above, this corresponds to a constant transmit power of for the sensor that is transmitting. Considering Rayleigh fading, we first have the following. Remark: The proof of Lemma 3.1 relies on determining the asymptotic behavior of the resulting expectation integral. This differs from the technique used in works such as [22] and [32] for determining the scaling behavior of the capacity in multiuser diversity type schemes, that replaces the probability distribution of the maximum with its asymptotic distribution [33] .
Remark: The expectation above can actually be evaluated exactly as (2) where is the exponential integral. However characterizing the behavior of as becomes large from the exact expression (2) does not appear obvious.
With the help of Lemma 3.1, one can now prove the following result. Remark: Consider the case of Nakagamifading, which is known to be a good fit for a wide range of fading scenarios such as land-mobile and indoor-mobile multipath propagation [34] . The Nakagami-distribution has probability density function where is a parameter depicting the severity of fading, is the mean, and is the gamma function. Note that corresponds to Rayleigh fading. We can find that for Nakagami fading, the expected distortion behaves like This result can be derived using similar techniques to the above.
B. Channel-Aware ALOHA Scheme
Recall that for this scheme, is chosen such that . Again, with constant power allocation, let us use if sensor transmits, which corresponds to a transmit power of . By the symmetry of the situation it is clear that . Note that by the choice of each sensor has probability of transmitting to the fusion center (some of which will result in collision), so the long term total (across all sensors) average power usage is the same as in the multisensor diversity scheme. Considering Rayleigh fading, we have the following result. (6) as , where we have used the asymptotic expansion and the fact that .
The expected distortion in this case goes to at the rate as .
Remark: Under Nakagami fading, the expected distortion can be shown by similar techniques to satisfy
C. Multiaccess Scheme
For fairness of comparison, let us use here the scaling , which corresponds to a transmit power of at each sensor, which will result in the same total long term average transmit power usage as the multisensor diversity and channel-aware ALOHA schemes. We have the following result.
Theorem 3.4: Let
. Then in the multiaccess scheme (7) Proof: We have provided the expectations and exist, where the last line comes from applying the strong law of large numbers and the definition and properties of . Since is always bounded, we can then use results on uniform integrability [35] , to conclude that Thus the expected distortion decays to zero at the rate as , similar to the scaling behavior for the distortion derived in [8] .
Remark: Under Rayleigh fading (with being exponentially distributed), we have and . Under Nakagami fading, we have and .
D. Orthogonal Access Scheme
For the orthogonal scheme we will use , which also corresponds to a transmit power of at each sensor. We have the following result. [36] , and the definition and properties of . Hence by uniform integrability
If we now assume all are exponentially distributed with mean , then
Hence which converges to at the rate .
The limit for as was also previously shown in [10] , though the rate of convergence to this value was not derived.
Remark: Under Nakagami-fading, the expected distortion can be shown to satisfy
E. Comparisons and Discussions
In Table I we summarize the limiting expected distortion values, scaling laws (or convergence rates) and bandwidth requirements of the various diversity schemes studied in the previous subsections, with more detailed discussions given here.
The limit in the multisensor diversity scheme corresponds to the distortion that can be achieved with a single sensor, with estimation performed at that sensor, i.e., no further analog forwarding to a fusion center. For the channel-aware ALOHA scheme, the limit is , which is clearly larger than the limit in the multisensor diversity scheme. It can be regarded as a weighted combination of the limiting value when there is a successful transmission, and the distortion when transmissions are unsuccessful, with being the asymptotic probability of successful transmission as (which also corresponds to the asymptotic throughput of a slotted ALOHA system [23] , [25] ). We note also that the limit in the orthogonal scheme using is different from the limit in the diversity scheme. Under the choices of in this paper, the expected distortion goes to zero only in the multiaccess scheme, 3 which from a degrees of freedom standpoint is not too surprising, since without beamforming gain or expected power gain that scales, no time-sharing scheme will work.
In terms of speed of convergence, the rate is achieved in the multiaccess and orthogonal schemes. On the other hand, we get a slower convergence rate of in the diversity schemes. A similar rate is achieved when sensor measurements are transmitted to a fusion center digitally using separate source/channel coding, for example as in the CEO problem [7] , [16] , [37] .
In regards to bandwidth usage, let be the bandwidth required for an individual sensor to transmit a measurement to the fusion center. Since orthogonal channels are required in the orthogonal access scheme the total bandwidth required if using for instance FDMA or TDMA, is . On the other hand, the multiaccess scheme requires total bandwidth of since the measurements add up coherently. The multisensor diversity and channel-aware ALOHA schemes also require total bandwidth of .
Finally, in regards to implementation, the multiaccess scheme requires that the measurements add up coherently as in (1) at the fusion center, which requires synchronization amongst all sensors (essentially, exact channel gain and phase information at the sensor transmitters) and may be difficult to achieve for large sensor networks. The orthogonal access scheme does not require synchronization between sensors [10] , but as mentioned above each sensor will require its own orthogonal channel which results in large bandwidth usage. The multisensor diversity scheme does not have these issues, though it will still require the fusion center to determine which sensor has the best channel, with this information then fed back to the sensors. The channel-aware ALOHA scheme is probably the easiest to implement in practice, however asymptotically it has larger expected distortion when compared to the multisensor diversity and multiaccess schemes. Whichever scheme is chosen will ultimately depend on the tradeoff between the availability of resources in implementing these schemes, and the desired estimation performance. In the case where synchronization amongst all sensors is possible, the multiaccess scheme would have the best performance, in achieving the smallest expected distortion with convergence rate . If synchronization is not possible but a large amount of bandwidth is available, then the orthogonal access scheme would be an appropriate choice, with the convergence rate of also achieved. If synchronization is not possible and we are also severely bandwidth limited, then either the multisensor diversity or channel-aware ALOHA schemes would be feasible options, with the multisensor diversity scheme requiring centralized coordination at the fusion centre (whereas the channel-aware ALOHA scheme is fully distributed), but achieving a smaller expected distortion than the channel-aware ALOHA scheme.
F. Numerical Studies
Consider an example with , and let be exponentially distributed with mean . Note that then , and . In Fig. 5 we compare between the simulated expected distortion (averaging over 100 000 channel realizations) and the asymptotic expression (3) for the multisensor diversity scheme, for different numbers of sensors . In Fig. 6 we compare between the simulated expected distortion and the asymptotic expression (4) for the channel-aware ALOHA scheme, for different numbers of sensors . In Fig. 7 we compare between the simulated expected distortion and the asymptotic expression (7) for the multiaccess scheme. In Fig. 8 we compare between the simulated expected distortion and the asymptotic expression (8) for the orthogonal access scheme. In each case, the validity of the respective asymptotic expressions for large is confirmed. We also see that in the channel-aware ALOHA scheme, the expected distortion is not necessarily monotonically decreasing with the number of sensors, though for large the decay will still occur. Referring to (5) which gives the exact expression for the expected distortion, a possible explanation for the nonmonotonic behavior is as follows. Note that the function is decreasing with (while converging to ), so the first term in (5) is increasing with and converges to the constant . On the other hand, the second term in (5) behaves asymptotically like which decreases at the rate . The sum of an increasing quantity and decreasing quantity thus gives rise to the nonmonotonic behavior of the expected distortion.
IV. GENERAL PARAMETERS
In this section we investigate how the results of Section III change when the sensor noise variances are not necessarily identical, and the fading channels are not necessarily identically distributed. The idea is to obtain upper and lower bounds on the expected distortion which asymptotically will have the same scaling behavior, using a method similar to [38] in the context of linear state estimation. We will see that in some cases the scaling behavior derived in Section III is still preserved, while in other cases not much can be said in general.
A. General Sensor Noise Variances
We consider here the case where the sensor noise variances are not necessarily identical, though the fading channels are still assumed to be i.i.d. across sensors. We assume that the sensor noise variances can be bounded from both above and below, i.e., Then we note in all the different schemes considered here, is an increasing function of for all . Hence, we can upper and lower bound with the symmetric results using and , respectively. Define the quantities and : (see the equation at the bottom of the page), which are the asymptotic expressions for the expected distortion for equal sensor noise variances derived in Section III.
In the multisensor diversity scheme, we then have for Rayleigh fading that Note that the upper and lower bounds do not converge to the same limit as , so for general sensor noise variances one cannot say much more about its asymptotic behavior. In fact, one can construct situations that can be shown to not converge to any limit, in a similar fashion as in [38] , and which we will also sketch here. Suppose there are two distinct sets of symmetric parameters, such that if all the sensors had the first set of parameters the expected distortion would converge to , and if all the sensors had the second set of parameters the expected distortion would converge to , with . Then let the first sensors have the first set of parameters, the next (with ) sensors the second set, the next (with ) sensors the first set, the next (with ) sensors the second set, etc. Then would alternate between approaching and , and will not converge to a limit as . For more details on this example, see [38] . In the channel-aware ALOHA scheme, for Rayleigh fading we have Similarly, little more can be said about the asymptotic behavior for the channel-aware ALOHA scheme in general. Again, we can construct situations that can be shown to not converge to any limit.
On the other hand, in the multiaccess scheme, we will have
Since the upper and lower bounds both converge to zero at the rate , the general situation will also have the same scaling behavior as the bounds.
In the orthogonal scheme, we have for Rayleigh fading Here, both the upper and lower bounds converge to at the rate , and so the general situation will also do so.
B. Nonidentically Distributed Fading Channels
In the previous subsection where the sensor noise variances were different but the fading channels were still i.i.d., we found that the asymptotic behavior was still preserved in the multiaccess and orthogonal access schemes. We now consider the situation where the sensor noise variances are identical , and the fading channels are independent but not necessarily identically distributed, though for tractability assuming that the fading distributions belong to the same "family." To be more specific, we make the following assumption. For example, if is exponentially distributed with mean , then we can take , and will be exponentially distributed with mean , satisfying Assumption 4.1.
Consider first the multisensor diversity scheme. We rewrite , and then we have
We may then obtain for Rayleigh fading the bound The upper and lower bounds both converge to at the rate . So for non-i.i.d. fading channels satisfying Assumption 4.1 and identical sensor noise variances, the scaling behavior of Section III is preserved in the multisensor diversity scheme.
For the channel-aware ALOHA scheme, we may similarly obtain for Rayleigh fading the bound shown in the first equation at the bottom of the page., which also preserves the scaling behavior of Section III.
For the multiaccess scheme, we will have and by similar calculations to Section III we may obtain the bound
The upper and lower bounds both converge to 0 at the rate , preserving the scaling behavior of Section III.
For the orthogonal scheme, we will have by making use of the fact that is an increasing function of . We may then obtain the bounds for Rayleigh fading as shown in the second equation at the bottom of the page. However, since the upper and lower bounds have different limits as , little more can be said in general. Once again, we can construct situations that can be shown to not converge to any limit.
C. General Sensor Noise Variances and Nonidentically Distributed Fading Channels
By combining the results in the previous two subsections, it is clear that if we allow for both general sensor noise variances and nonidentically distributed fading channels satisfying Assumption 4.1, then only the multiaccess scheme will preserve the scaling behavior of Section III.
V. OPTIMAL POWER ALLOCATION
In this section we consider optimal power allocation for the multisensor diversity and channel-aware ALOHA schemes. For notational simplicity, and since we are also interested in the performance using optimal power allocation for large numbers of sensors, we will consider symmetric sensor networks, although the results can be generalized to general parameters such as unequal sensor noise variances and/or nonidentical fading distributions as considered in the previous section. Numerical results will show that the difference in performance between optimal power allocation and the constant power allocation used in Section III is very small. Indeed, we will prove that for Rayleigh fading the expected distortions are asymptotically equivalent. Optimal power allocation for multiaccess and orthogonal access schemes, with slightly different objectives and constraints, has previously been studied in [9] and [10] respectively and will not be considered here.
A. Multisensor Diversity Scheme
We are interested in minimizing the expected distortion subject to an average power constraint at each sensor. By symmetry we can write the problem as (10) We have the following result.
Lemma 5.1: Consider the following problem:
The optimal solution is of the form (11) where the Lagrange multiplier satisfies (12) Proof: The derivation uses similar techniques to the capacity maximization problems for fading channels in [39] and [21] , and is omitted for brevity.
Using Lemma 5.1, the optimal power allocation for (10) is given by (11) , with . The expected distortion under optimal power allocation can be computed as (13) where satisfies (12) , and can be determined numerically.
B. Channel-Aware ALOHA Scheme
For the channel-aware ALOHA scheme, we again consider the problem of minimizing the expected distortion subject to an average power constraint at each sensor. By symmetry this can be written as the problem shown in (14) at the bottom of the page. Similar to the multisensor diversity scheme, we have the following result.
Lemma 5.2: Consider the following problem:
The optimal solution is of the form (15) where the Lagrange multiplier satisfies (16) Using Lemma 5.2, the optimal power allocation for (14) is given by (15) , with . The expected distortion under optimal power allocation can be computed as shown in (17) at the bottom of the page, where satisfies (16) .
Remark: The form of the optimal solutions to (10) and (14) presented here will hold for general fading distributions. (14) (17)
C. Asymptotic Behavior Under Optimal Power Allocation
Here, we will study the asymptotic behavior of the expected distortion under optimal power allocation. Indeed, we will prove that for Rayleigh fading the optimal power allocation and constant power allocation schemes achieve expected distortions that are asymptotically equivalent for large . The results and proofs in this subsection are specific to Rayleigh fading, and we will assume that are exponentially distributed with mean . We will also take . 1) Multisensor Diversity Scheme: Before we state and prove the main theorem, we first give a preliminary result.
Lemma 5.3:
For the multisensor diversity scheme under optimal power allocation, as , where satisfies (12) .
See Appendix B for the proof of Lemma 5.3. We will now prove the following.
Theorem 5.4: For the multisensor diversity scheme under optimal power allocation
Proof: First, by using similar techniques to Appendix A, we can derive that (18) and (19) By Lemma 5.3 and (18)- (19) is asymptotically
We can easily solve for to get (20) and so
We also note that Hence from (13) which is the same asymptotic expression as (3) of Section III.
2) Channel-Aware ALOHA Scheme: We again first give a preliminary result before stating and proving the main theorem.
Lemma 5.5: For the channel-aware ALOHA scheme under optimal power allocation, for sufficiently large, where and satisfies (16) . See Appendix C for the proof of Lemma 5.5. We will now prove the following.
Theorem 5.6: For the channel-aware ALOHA scheme under optimal power allocation Proof: Recall that . First note that we can compute the following integrals:
By Lemma 5.5 and (21)-(22) is asymptotically and so Fig. 9 . Multisensor diversity scheme. Comparison between constant and optimal power allocation. Fig. 10 . Channel-aware ALOHA scheme. Comparison between constant and optimal power allocation.
Then
Hence from (17) we have which is the same asymptotic expression as (4) of Section III.
D. Numerical Studies
We again consider a situation with , and let be exponentially distributed with mean . For a fair comparison with the results of Section III-F, when performing optimal power allocation we will take . In Fig. 9 we plot the expected distortion under constant (when the sensor is transmitting) and optimal power allocation, for the multisensor diversity scheme with different numbers of sensors. In Fig. 10 we plot the expected distortion under constant and optimal power allocation, for the channel-aware ALOHA scheme with different numbers of sensors. The performance using constant power allocation can be seen to be very close to the performance under optimal power allocation, particularly for large numbers of sensors. This is in agreement with the results of the previous subsection.
VI. OPTIMAL THRESHOLD SELECTION FOR CHANNEL-AWARE
ALOHA SCHEME So far in this paper we have used the choice of threshold in the channel-aware ALOHA scheme. In this section we will consider the optimal choice of threshold in the channel-aware ALOHA scheme for symmetric sensor networks. We consider both threshold optimization under constant power allocation, and a joint threshold/power optimization. The results in this section are also specific to Rayleigh fading, and we will assume that are exponentially distributed with mean .
A. Optimal Thresholds Under Constant Power Allocation
Recall that in the channel-aware ALOHA scheme each sensor transmits when . The problem we now consider is to determine the optimal choice of to minimize the expected distortion.
Note that under Rayleigh fading, . For a fair comparison with the model of Section II-B we will normalize the powers, and let be of the form
The expected distortion can then be derived similar to Section III-B as shown in (23) at the bottom of the page. The optimal threshold can then be found by numerically searching for the that satisfies and
B. Joint Threshold/Power Optimization
Here we wish to optimize both the threshold and determine the optimal power allocation that will minimize the expected distortion, subject to an average power constraint at each sensor. The problem can be written as (24) To solve (24), we note that for a given , it can be shown similar to Section V-B that the optimal power allocation has the form where satisfies
The expected distortion is given by (25) as shown at the bottom of the page. With this result, we may then again perform a line search to find the optimal that minimizes .
C. Numerical Studies
We again consider the situation with , and let be exponentially distributed with mean . In Figs. 11 and 12 , we plot the thresholds and expected distortion under constant power allocation, comparing the performance using optimal thresholds and the simple choice of threshold . The results can be seen to be very close to each other.
In Figs. 13 and 14 we plot the thresholds and expected distortion, comparing the performance using optimal power allocation with optimal thresholds, and constant power allocation with the simple threshold . The results can also be seen to be very close to each other. 
D. Optimal Thresholding for Large
From the numerical results in the previous subsection, it appears that the optimal thresholds (under both constant power and optimal power allocation) are asymptotically equal to . Indeed, we have the following result. Lemma 6.1: Under both constant power and optimal power allocation, the optimal thresholds satisfy as . Proof: Regard as a function of . Consider the term in both (23) and (25) . If the thresholds are chosen such that this term decays to zero as , then in both (23) and (25) we have , and hence However, we already know from Section III-B that the choice results in a lower expected distortion than this. Thus a necessary condition for the optimal choice of thresholds is that the term does not converge to zero as . Now for the term to not converge to zero, one needs . For the term to not converge to zero, one needs . Combining these two statements, one then gets that the optimal thresholds must have the form .
Intuitively, one could next attempt to substitute into (23) or (24) in order to obtain the asymptotic expression (4) for the expected distortion. This however is not a rigorous argument since performing the operation does not necessarily retain the asymptotic relation . We can prove however, the following weaker result: Constant power allocation and simple thresholding versus optimal power allocation and optimal thresholding. Lemma 6.2: Under both constant power and optimal power allocation, and optimal thresholding, we have as . Proof: The upper bound on comes from the fact that the suboptimal choice with constant power allocation gives the asymptotic behavior (4) in Section III-B. For the lower bound, consider the term in either (23) or (24) . One can easily show that this term is minimized by using , resulting in Hence from either (23) or (24), .
By Lemma 6.2, we see that will go to the same limiting value at a rate at least as fast as . However, showing that the rate is exactly , and that the exact asymptotic behavior is given by (7), remain open issues.
VII. CONCLUSION
The asymptotic behavior for decentralized estimation of an i.i.d Gaussian source, using the analog amplify and forwarding technique under a number of different multiple access schemes, has been studied. Focusing on the expected distortion, the rate of decay of has been shown for the multisensor diversity and channel-aware ALOHA schemes, while the coherent multiaccess and orthogonal access schemes have decay rates of . The optimal power allocation for the multisensor diversity schemes has also been derived, and we have found that for Rayleigh fading simple power allocation policies can actually approach the optimal results very closely as the number of sensors increases.
The diversity schemes considered here can obviously be made more sophisticated. For instance, instead of just the best sensor transmitting their measurement to the fusion center, we could have the best sensors transmitting, with . This could be useful in particular when the sensor measurements are spatially correlated. For another example, in the channel-aware ALOHA scheme, instead of assuming collision when more than one sensor transmits at the same time, we might be able to combine them by coherently adding up the sensor transmissions as in the multiaccess scheme. Analysis of these more complicated schemes could constitute possible areas of future investigation.
APPENDIX

A. Proof of Lemma 3.1
The maximum of i.i.d. exponential random variables with mean , has cumulative distribution function and hence the probability density function
We wish to find the large behavior of where in the second line we used the substitution . To determine the asymptotic behavior of the integral we will use a Tauberian theorem for the Laplace transform, see [40, p. 445] or [41, p. 248 ], which in our notation says that if , and is a slowly varying function at infinity, then each of the relations and implies the other.
Thus we can study first the asymptotic behavior of as . Using an integration by parts, we obtain Next, it may be verified that , and that is an increasing function of . Then and so as
. With (which can be easily shown to be slowly varying) and , we thus have by the Tauberian theorem that B. Proof of Lemma 5.3 Proof: The proof is by contradiction. Regard as a function of .
Suppose does not converge to 0 as . Then there exists a constant such that for infinitely many values of . In particular, there are infinitely many values of such that the equation at the top of the next page is true, where the last line comes from (18) . Since the condition thus cannot be satisfied for all , which is a contradiction.
C. Proof of Lemma 5.5
Proof: Call . Then
From (16) we obtain Now by definition of , we have , or . Hence Also note the inequality . Then
Thus for sufficiently large, which then proves Lemma 5.5.
