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1. INTRODUCTION 
Many kinetic discrete models of the Boltzmann equation have a diffusive scaling that leads to the 
Navier-Stokes type parabolic equations, such as the heat equation, the porous media equations, 
the advection-diffusion equation, and the viscous Burgers equation. This diffusive scaling permits 
to pass from a hyperbolic system (the relaxation system) towards the corresponding parabolic 
equilibrium limit equation. In recent years, this relaxation approximation has been investigated 
both theoretically and numerically. In [l] it has been proven that the mass solution to the 
generalized Carleman model converges to the solution of the porous media equation, while in [2] 
it has been shown that the mass solution to the Ruijgrook-Wu model converges to the solution 
of the viscous Burgers equation. The relaxation limit of these models has been subsequently 
investigated from a numerical point of view in [3-51. The main advantage of numerically solving 
the (kinetic) relaxation system over the original nonlinear diffusion equation lies in the localized 
lower-order term. This allows us to reduce a nonlinear second-order system to a semilinear first- 
order and to avoid the use of Riemann solvers. In [6], this idea has been extended to study the 
numerical passage from simple kinetic systems to one-dimensional convection-reaction-diffusion 
equations. 
The most popular and studied of these equations is certainly Fisher’s Equation. In 1937, 
Fisher [7] showed that under various assumptions the rate of increase in frequency p of an advan- 
tageous gene in a population is given by ~(1 - p). To study the effect of spatial inhomogeneity 
on the frequency p, Fisher proposed the following nonlinear equation: 
ap -La2P+p(l-p). 
dt - 2dx2 
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To study Fisher’s Equation, different numerical approaches have been proposed, including pseudo- 
spectral methods [8], Galerkin finite element method [9], and finite difference methods [lo-121. 
Recently, Carey and Shen [13] developed a least-squares finite element approximation with a 
particular interest in the numerical approximation of progressive wave solutions. 
The idea of [6] to use a relaxation approximation to develop a numerical approach will be here 
justified from a theoretical point of view. As it can be easily shown, many kinetic systems possess 
the same parabolic limit (cf. [1,4] for examples linked to advection-diffusion equations). So, we 
have a choice for the kinetic relaxing system. Our analysis will be developed for the following 
nonlinear hyperbolic system: 
g + fg = $ (w - u) + ?J(l - 221) ) 
dV 1 dv ----= 
at e ax 
; (u - v) + u (1 - 2u), 
where e > 0. System (2) models a fictitious gas composed of two kinds of particles that can 
move parallel to the x-axis with constant and equal speeds, either in the positive x-direction 
with a density u, or in the negative x-direction with a density v. To maintain positivity, these 
densities cannot cross the “saturation” level l/2. The right-hand side represents the variation 
of the densities due to encounters. We have here four types of encounters + --f - and - --f t, 
with coefficient l/c’, +- -+ + and -+ -+ - with coefficient 1. The second type of collision 
represents a source term for both densities. The structure of the collisional term implies that 
there is no local equilibrium. Of course, other collisional models can be constructed. For the sake 
of completeness, we remark that a completely different situation leading to Fisher’s Equation has 
been recently investigated in [14]. 
With respect to the previous studies of [1,2] on classical discrete kinetic models, the relaxation 
analysis of system (2) contains some remarkable differences. First of all, due to the source terms, 
there is no mass conservation. Second, there are no entropy principles. Both mass conservation 
and entropy decay have been at the basis of the analysis by Lions and Toscani [l]. Hence, their 
analysis is not directly applicable to the present situation. 
The rest of the paper is organized as follows. The next section is devoted to recover the main 
a priori estimates for the solution (u, w) to system (2). The initial-boundary value problem will 
be studied in Section 3. Next, in Section 4, we derive entropy bounds in order to obtain various 
compactness properties. In Section 5, we study the passage to the limit of the mass of (2) as E 
goes to zero and its convergence to the solution of Fisher’s Model. Finally, considering that 
there exist traveling wave solutions to Fisher’s Equation [7], in the last section, we will look for 
a traveling wave solution to system (2). 
2. A PRIORI ESTIMATES 
In this section, we discuss the initial-boundary value problem for system (2) in a bounded 
interval R = (--a,~), a E R+, with periodic boundary conditions. The periodicity hypothesis 
will be relaxed later on. The first step here is to prove a priori estimates for the solution of (2). 
Let us denote uo(x), us(x) the initial densities. We show the following estimates: 
(i) if the initial data are nonnegative functions in R, then the solution U, w is nonnegative, 
(ii) if uo(x),vc(z) E P(R), with 1 < p < oo, then (u,v) E U’(R) for t in a bounded interval. 
(i) We assume that ~0, wa are positive functions in R. Let us fix a point z E R; let p be a positive 
real number. 
Let us multiply the first equation of (2) by the function 
exp (2lv (Z+ t.s,a) ds+pt) . 
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If 
C(x,t) =u(z,t)exp 2 ( Jd’w (z+ $,s) ds+pt) , 
o(x,t) =v(z,t)exp 2 ( Jd’w (T+ ;s,s) dstpt) , 
we obtain 
~-v(2.(~+~t,t)+p)+~~=~(~-~)+B(1-2u). (3) 
Let us set 
G=ii x+h,t . 
( > E 
Then, we have 
Let us consider the point t = Z. If p > l/c2 and for all r < t, ~(2,r) and is(~‘,r) are 
nonnegative, then ti@, t) 2 0. 
Similarly, we have the same result for the function w(x, t). 
(ii) Let us multiply the first equation of (2) by pup-l and the second one by pvPV1. After 
integrating over R, taking the sum of the equations, we obtain 
If we assume that us, ~0 are nonnegative, using Young’s inequality, we have 
; J, (up + w”) dx L p/- (up + w”) dx. (6) 
cl 
If the function t - Jf2 up dx is absolutely continuous, making use of the Gronwall’s Lemma, we 
derive the following estimate: 
If ~0, vc E Loo (n), from the inequality (7), letting p go to +co, we obtain the following estimate: 
ma lI~ll~~(~), llvllLmtnj 5 etm= II”OII~-(n) 7 llvollk=-(W . 
( > ( > (8) 
3. GLOBAL EXISTENCE AND W1J’(f2) ESTIMATES 
The formal estimates derived in the previous section allow us to obtain global existence and 
uniqueness of the solution (u, w) to (2), for all E > 0. 
By a contraction argument in a closed subset of L”(R), we derive the following result. 
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PROPOSITION 3.1. Let us,vo E Loo(G?) be positive functions. Then the initial-boundary value 
problem for system (2), with periodic boundary conditions, has a unique global solution u, v E 
L”(Cl x (0, T)) n C([O, T]; LP(s2)), for all T > 0, 1 5 p < co. 
PROOF. Let us define for all T > 0 the following set: 
D = {u7 v E L” (fl x C&T)) : l141m~ II4I, 5 2eT WOII, + Ilv~ll,)} ’ 
D is a closed subset of Leo (0 x (0, T)). F or a given function f(z, t), let us denote 
(9) 
We discuss local existence and uniqueness of a mild solution in D; next, global existence in LM (R) 
will follow by the estimate (8) derived in the previous section. 
Let F be the operator acting on D x D whose components are 
Flu = uo (x) + 
T 1 I[ 0 -@7-ti)fti(1-2$ dr, 1 (11) 
Fzv = vo (x) + 
T 1 I[ $O-$)+&(I-25) dr. 1 (12) 0 
(We suppose T sufficiently small so that (X - (l/e)t, 2 + (l/e)t) C 52.) 
We have the following properties: 
(a) F maps D x D into D x D, 
(b) there exists a time T = T(E,u~,v~) such that when t _< T, F is a contraction mapping 
from D x D into D x D. 
(4 Let be C = eT(Ibollm + ll~~ll~), 
Pi4 I bol + 
T 1 I[ dT 0 ;z (14 + I4 f I4 (1 +=I 1 
5 2T 
[ ( 
2$+1+4C > 1 fl C. 
(13) 
If T 5 e2/(4 + 2e2 + 8Ce2), then Flu E D. 
(b) Let (u, v), (B,v) E D x D. We obtain the following estimate: 
JFIU - FIEI 
T 1 
5 I[ 2 (v - 5) + $ (E - u) + v (1 - 2U) - 77 (1 - 2z)] dr 
0 (Z+(lIE)T,T) 
~T[;jillU-~~~~+$/l”-“mC~Iv-~II,] + JT12U(~-v)+2~(~--U)1di (14) 
0 
> 
(lb - 4100 + lb - ~llcO>~ 
If T < e2/(1 + e2 + 4Ce2), F is a contraction mapping. Thanks to the a priori estimates there 
exists a unique global solution in L”(R). Moreover, the functions ~(z,t),v(z,t) are absolutely 
continuous with respect to t and U, v E C ([0, T] ; LP (Q)). I 
REMARK 3.1. Sinceu,v E C([O,T];LP(fl)), th e f ormal estimates derived in the previous section 
are valid for the solution U, v to the problem for system (2). 
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REMARK 3.2. If the imtial values uc, uc are positive and 
1 
11~011,~ Iboll, 5 -1 2 
because of inequalities (7) and (S), U, v are also positive and choosing an appropriate value for T, 
II4, 9 II4lm 2 f> 
for t E [O, 2’1, for all e > 0. Prom now on, let us assume such limitations on the initial values ~0, ve. 
Thanks to this assumption, we will derive in the next section useful entropy bounds. 
We look now for L* bounds on the derivatives. 
LEMMA 3.1. Let ~e(z),ve(z) 10 and ~0,210 E lV’+‘(fl), 1 5 p i 00. Then U,V E W’~P(R) and 
the following inequality holds: 
I141~P~n~ + II~zIIPLP~n~ I ept ( lla, II&~ + IIvoz IIPLp(nJ 7 (15) 
for all t E [O, T]. 
PROOF. We can state the result of Proposition 3.1 for initial values ue, ve E W’J’ (Q) to ob- 
tain u v E W1g* (0). Let us consider the first equation of system (2); let us take the derivatives > 
with respect to 5 and multiply by p]~~]*-~sgn uz. Integrating over R, we deduce 
J 
aIuzlPdx= 1 
n at 2 p(v,-u,)lu,l*-‘sgnu,dz.3% J [v, - 2 (uv),] Iu,Ip-‘sgn U, dx. (16) hl! J R 
Taking the sum with the second equation we have 
J n ; (b,lp + IvzI*) dx 
5 f 1 [lvzl Iu,(*-~ + lu,l Iv,Ip-’ - 2uv, Iu,I*-~ sgn uz. - 2vuz jv,l*-‘sgn vz] ds. 
(17) 
By the limitations of Remark 3.2 and by Young’s inequality we obtain 
J n ; (bzl* + Id*) dx 5 p/ R (bzIp + lvzl*) ds. 
By Gronwall’s Lemma we deduce inequality (15). 
(18) 
I 
4. ENTROPY BOUNDS 
In thii section, we derive further bounds for the solution to system (2), which are very useful 
to study the limit for #E ---) 0. Let us denote (u’, vE) the solution to (2). 
We define the following macroscopic quantities: 
Pe (xc1 t) = uE (5, t> + v’ (x, t) , mass density, (19) 
3E (x,t> = 
UE (x, t) - 21’ (x, t) 
7 resealed flux. E (20) 
Following the idea of (l] for entropy estimates, we prove that the sequence (J~)~ is relatively 
compact in L2 ((0, T) x 0). 
REMARK 4.1. Taking the sum of equations (2) and integrating over R, we have 
a 
si Q J p’ (x, t) dx = J R [v’ (1 - 2~‘) + u’ (1 - 2v’)] dx. (21) 
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Then the mass J, pE(x, t) dx depends on the time t. 
Let Ua,vo E Ll(R)nL”(R) b e such that the following properties hold. 
(9 
J 
R [‘LLO (x) (loguo (xl + vo (x) llogvo (x)1] dx = Cl -=c 00. 
(ii) Let us set W(X) = (1 + x~)~‘~; if 0 < /? < l/2, then ti E L2(R), 
w-4 
s 
w(x) (uo (x) + vo (x)) dx = C2 < +oo. 
R 
(23) 
Given y > 0 and /A > $1 + p), we set R, = [-l/cY, l/~~] and 
7.4: (x) = max {?, ‘1~0 (x)} , 
716 (x) = max {P, va (x)} . (24) 
For E > 0 we consider system (2) with periodic boundary conditions on the domain Q2, and initial 
values (24). Since p > ~(1 + p), u;, I$, satisfy bounds (22) and (23) with constants Cf, Cz’, which 
depend on e. Let us multiply the first equation of (2) by J(U) with 4(u) = ulogu (for the second 
one we take 4(v) = vlogv). Combining the two equations and integrating over fit,, we obtain 
d 
z R, (1 
(u’ log rP + vE log v’) dx 
> 
=- 
s 
7 log $ dx + 
s 
[v’ (1 - 2~‘) logu’ + ZP (1 - 2~‘) logv’] dx (25) 
a 0, 
+ J [v’ (1 - 2~‘) + ‘LL’ (1 - 2v’)] dx. Q, 
Now let us multiply both equations of (2) by w(x) and integrate over R,, 
d 
z R, J w(x) (u’ + v’) dx + 1 s E Q< w(x) $ (u’ - v’) dx 
ZZ 
s 
w (x) [v’ (1 - 2uE) + u’ (1 - 2vt)] dx. 
a 
P-3 
Taking the sum we obtain 
d 
z R, J [(u’ logu’ + vE logv”) + w (x) (u’ + vE)] dx 
+ J [v’ (1 - 22~~) + U’ (1 - 2v’)] dx 0, 7 log $ dx - J a 
- 
I 
(27) 
[d (1 - 2~‘) log U’ + ,uE (1 - 2~‘) log v’] dx 
a, 
- 
s 
w (x) [of (1 - 2~“) + ue (1 - 2w’)] dx < 1 
s 
;r Id - v’( dx. 
fL f R 
For 0 < 6 < 1 we obtain the following inequality: 
slogu’ - logvE Vlog$ ZJe ~ =I 2 1 
UC - ?F E 6% + (1 - 0)vc 
Since PE < 1 for all E > 0, 
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We have for u > 0 
s 
j- (LJ)~ dx + f s, 1jJ2 dx. w 
0, R. t 
Then, by (27) 
d 
z n, 
/- [(u’ logu’ + w’ logv”) + w (x) (u’ -t v’)] dx - s, [v” (1 - 22~“) + ZL’ (1 - 2v’)] dx 
E - s [w” (1 - 2~‘) log 2~’ + u” (1 - 2~‘) log v’] dx - n, s W(X) [w’ (1 - 22~~) + ZL’ (1 - ZV’)] dx Q 
+2 s n t bJ2 dx- f j- n, Id2 dx 5 &j (4’ dx. R 
In particular, for all t 2 0 
s 
[u’ (t) log u’ (t) + V” (t) logv’ (t) + w (x) (2~’ + TJ’)] dx 
0, 
Let us consider (26) 
d 
z cl, J 
w (x) (2~’ + we) dx 
I 
s Cl, 
w (x) (u’ + we) dx + & /- (~2)’ dx + ; s, 1~1~ dx, 
CL L 
(30) 
(31) 
for D > 0. 
The positive function t - &, w(x) (u’ + v’) dx is absolutely continuous. Using Gronwall’s 
Lemma, we have 
s w (x) (d + we) dx ne 
5 et w (x) (u; -t w;) dx + 
t 1 
s J 0 z cl, 
(ij)2dxdr+/f;/&12dx]. (32) 
Moreover, 
t 
IS w (x) (d + we) dxdT 0 R, 
t2 
(33) 
1. et 
s 
(jE12 dxdr. 
0, 
w (x) (~5 + ~8) dx + Get 
s i-L 
(~2)’ dx + T I’ s, 
c 
By the estimate (7) we have 
s (u” + we) dx I et (u: + wg) dz 0, s a 
Using inequalities (33) and (34)) by (30)) we obtain for all t 2 0 
s [(u.‘(t)logu’(t) + wE (t)!ogw’(t)) + w (x) (~8 (t) + w’(t))] dx Qe 
I (e” + 1) 
s 
w(x) (~6 + wg) dx + et 
s 
(u; + w;) dx 
a nt, 
(34) 
(35) 
+(;t:t+&)J,c ( (~2)~ dx + $t + f - 2) 1’ / ne1d2dxdT 
+ 
s 
(u; log u; + w; log w;) dx. 
Re 
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Let us choose V, 5 such that -2 + v/2 + e%/2 < 0. Because of assumptions (22) and (23) on the 
initial values I$, , ~6, by (35), we deduce 
J 
[(d (t) logu’ (t) + vE (t) logv’ (t)) + w (CC) (u’ (t) + v’ (t))] dx 
s-2, 
5 (et + 1) JR (UC, + wo)w (x) dx + et l (uo + vo) dx + (get + &) lR (ij)2 dx (36) 
L 
+ 
J 
(uo lloguol + vo llog~ol) dx + 0 (6). 
0, 
Let us denote by log- the negative part of the logarithm. Thus, 
S, w (u’ (t) + II’ (t)) dx 5 (et + 1) S, (~0 + wo) w (x) dx + et JR (uo + vo) dx 
t 
~(~e~~~)~(~)~dx+~(~o~loglls~+~ol~o~~ol~dx (37) 
+ 
J 
[u’ (t) log- ut (t) + II’ (t) log- v’ (t)] dx -t o (E) . 
a, 
The following inequality is easily verified: 
Let us set 
z1og- % 2 y - zlogy, 0 < z, y I 1. 
and z = u’ or v’. 
(38) 
By (38)) we have 
uc (x, t) log- U’ (x, t) 5 exp 
w (x> 
( > 
w (x) 
-- 
2 
+ UE (qt) --y-. 
Then 
i S, w (u’ (t) + uE (t)) dx 5 (e” + 1) JR (~0 + ~0) w (z) dx 
< 
+et 
J 
(uo+vo)dx+ (get+&) JR(G)2dx (39) 
R 
+ 
J 
(uo (loguol + 210 (logvol) ch + 2 
R 
kexp (-T) dx. 
By the previous inequality we have, for t 2 0 fixed 
J 
w (u’ (t) + vE (t)) dx < C (t, uo, vo) . 
0, 
Moreover, thanks to (40) and Remark 3.2, we obtain 
J 
R, (u’ (x, t) log- uE (x, t) + ,u’ (2, t) log- ve (4) dx 
5 2kexp (-T) dx+ ~C(t,~o,~o)s 
By (40) and (41), we obtain for all c > 0 
(40) 
(41) 
J 
[u’(t) IlogzL” (t)] + uE (t) llogv’(t)l + w (u’ (t) + wE (t))] dx < C(t,uo,vo). (42) 
0, 
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REMARK 4.2. For all c > 0, we have that the velocity of propagation of system (2) is l/c. In a 
fixed time interval [O,T], for all t < T the solution ~~(2, t),uE(x,t), where z E [-(l/c)(l + T), 
(l/~)(l +T)l ( w ic h’ h we suppose c Q2,) does not depend on the boundary conditions, but only on 
the initial values on the interval [-(l/~)(l + 2T), (l/6)(1 + 2T)]. Then we have that the solution 
is defined for x E R. 
In conclusion, we deduce the following estimate: 
t 
ifc > 0, 
ss 
l~el’ dxdr 5 c (t,uo,vo) < 00. (43) 
5. CONVERGEI&; TO FISHER’S EQUATION 
From system (2), we derive the following two equations for the macroscopic quantities pE and jf: 
(44) 
We are interested in studying the behaviour of system (44) and of the solution (pe,jE) as E goes 
to zero. We consider initial values for problem (2) satisfying conditions (22) and (23). We have 
the following results. 
(1) By the inequality (43), the sequence (je), is bounded in L2 ((0,T) x R); then it converges 
weakly to a function J E L2 ((0, T) x R). 
(2) The sequence c21e + 0 strongly in L2 ((0, T) x R). 
(3) From the first equation of system (44), we can deduce that (g)E is a bounded sequence 
in L2(0, T; HI;:(R)). 
Let R be a bounded interval of R. We suppose that ~0, ~0 satisfy the assumptions of 
Lemma 3.1. 
(4) Owing to inequality (15), the sequence (u’), is bounded in H1 (0, T; Q). By Rellich’s 
embedding theorem, the sequence (Us), is strongly relatively compact in L2 (0, T; 0). The 
same result holds for the sequence (v~)~. Then, there exists a subsequence of pe, which 
converges strongly to p E L2 (0, T; R). 
(5) By the dominated convergence theorem 
vv E C,-P x [O,TI) t ss ,o,cpdxdt - PP dx & for E -+ 0. 0 R (45) 
(6) Let us consider the second equation of system (44). Thus, $$ = -2~. Passing to the limit 
for E + 0 in the first equation of (44), 
T P 
- SJ cpzzpdx dt = (p-p2)cpdxdt. (46) 0 $2
REMARK 5.1. From the estimate (32), we obtain 
J w (x) (u” + ve) dx < et w (x) (~6 + ~5) dx + et R s R s s ot & R (c.LI)~ dx dT 
t - 
+et y 
s I 
(47) 
o 2 Rl~r12 da:&- I L(t,uo,vo). 
Then, pE E L2(R) and the sequence (pe), is bounded in L2(R). 
(7) As a consequence of the previous remark, equation (46) holds on the domain R x [O,T] 
for every cp E C?r (R x [0, T]). 
We can now state the following result. 
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THEOREM 5.1. Let us suppose ~0, vo satisfy the hypotheses of Lemma 3.1 and the inequali- 
ties (22),(23). Let (P~,J~) be the solution to the initial value problem for system (44) with E > 0. 
Then there exists p E L1(R) n LO”(R) such that pe(z, t) converges strongly to p(z, t) E L&.(R), 
for t E [0, T]. The limit function p is a weak solution to the Cauchy problem for Fisher’s Equa- 
tion (1) in L2(R x [0, T]) with initial value po = uo + VO. 
6. TRAVELING WAVES 
For Fisher’s Equation (1)) we have the following result [7]. 
THEOREM 6.1. Fisher’s Equation admits a traveling wave solution p(rc, t) = p(z + ct) = p(z) sa- 
tisfyingp(t)--+l as z++co, p(z)+0 a8 z+ -00, for every constant c such that c> c* = 4. 
In this section, we discuss the existence of traveling wave solutions to system (2); that is, 
solutions of the form 
(UC (2, t) ) vE (Lx, t)) = (21” (z + ct) , vE (Lr + ct)) ) such that 
UE (z) , vu’ (z) -+ 0, as z -+ -00, 
(48) 
u’(z),vB(z) -+ f, aS.Z++oO. 
We are interested in studying the following system: 
( > c + i ZL’ = $ (UC - u’) + 2)’ (1 - 2u’) ) 
( > 
-c + f + = $ (v’ - u’) - UC (1 - 2v’) ) 
(49) 
where c is a real number. We study (49) in the phase plane (u’, v’); the equilibrium points of 
the system are (0,O); (l/2,1/2). 
From now on, let us consider E such that c < l/c. 
Let us denote (a, b) c R the maximal interval where the solution to system (49) exists. 
LEMMA 6.1. Let us assume there is 0 E (a,b) such that zP(z),v’(z) > 0, for all z > 0. Then 
u’(e), v’(e) > 0. 
PROOF. Let us consider the second equation of (49) and multiply by the function 
Let us set 
B = fv, e = fu. 
We obtain 
1 
E(1 -CT) 
(50) 
(51) 
It follows that -v’(6) + T?(Z) < 0, v’(0) > 0. 
Similarly, after multiplying the first equation of (49) by the function 
we obtain that u”(0) > 0. I 
REMARK 6.1. Notice that if we multiply the second equation of (49) by the function 
(53) 
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where pB = l/[e(l - CC)] + e/(1 - CE), we have that 
w (z) F (z, u (z) , v (2)) = constant, 
as z 2 8. Similarly, let us consider the function 
(54) 
.=ex,(--~(‘+;)~z~ds+2~~iv’(s)ds+l\yl), (55) 
where A, = e/(1 + ce). If we multiply the first equation of (49) by G, we obtain 
u (2) G (z, u (z) , w (2)) = constant, (56) 
PROPOSITION 6.1. For all E > 0, fixed c 1 fi, there exists a solution (u”, w”) to system (21, 
defined for z E R, satisfying the limit conditions (48). 
PROOF. In a similar way to the proof of Theorem 6.1, let us linearize system (49) in a neigh- 
bourhood of (0,O). We find by linearisation the following eigenvalues: 
A= 
Cf Jc” - (62 + 2) (1 - CV) 
(1 - CV) (57) 
If c 2 fi, the eigenvalues are real and positive and (0,O) is an unstable node. By linearisation 
in a neighbourhood of (.1/2,1/2), we find the following real eigenvalues of opposite sign: 
x 
It 
= c (E2 + 1) f Jc2 (3 + 1)2 + (1 - CV) (3 + 2) 
(1 - CV) (58) 
(l/2,1/2) is a saddle point. Let us remark the nature of the critical points is the same as that, 
respectively, of the point,s (0,O) and (1,O) in the phase plane (p, p) for the Fisher Equation (1) [7]. 
Since (l/2,1/2) is a saddle point (15-171, there are exactly two trajectories which tend to it 
as z + +co, in the positive or negative direction of the eigenvector corresponding to the negative 
eigenvalue. This eigenvector is given by 
( 
1 + 152 + E c2 (3 + 1)2 + (1 - CV) (3 + 2) 
a- 
l + CE ?l , 
) 
a E R: (59) 
Hence, there is a unique solution to (49) tending to (l/2,1/2) in the halfplane U’ < uE, with 
u’, we < l/2. Let us denote I = (a, too) the maximal interval of existence for such solution 
to (49). 
We prove that for all z E I, w’ - U’ > 0 with u”, w’ < l/2. Let us suppose there exists E E I 
such that w’(E) = l/2 with U”(E) 5 l/2. Then w’ is monotone nondecreasing in a neighbourhood 
of Z, but it is not possible, since for z > Z, W’(Z) < l/2. 
Let us suppose now there exists .Z E I such that U’(Z) = w”(i); then, C’(i) < 0, k”(i) > 0 and 
for z < 2, zP(z) -we(,) < 0. Then, for z E 1, 0 < Us < w’(z) < l/2. Since the solution is 
in a compact subset of R2, then a = --oo. From the first equation of (49), we deduce that the 
function Us for all E > 0 is monotone nondecreasing; then there exists the limit of U’ for z + --00. 
Since $$ + 0 for z --+ -co, even the function wE admits a limit. In conclusion, (TP, wE) + (0,O) 
for z --+ -co. I 
From system (49), we derive the following equations for the macroscopic quantities Jo, pe: 
(60) 
We are interested now in studying the limit behaviour of (60) as E goes to zero. Let us fix c > $. 
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PROPOSITION 6.2. For all E > 0 we consider the solution (Us, vE) of system (49) satisfying the 
limit conditions (48). Then there exist J E Co(R), p E Co(R) such that pE -+ p and jE ---+ J 
as E -+ 0 uniformly on every compact interval 52 C R. Moreover, p is the traveling wave solution 
to Fisher’s Equation (1) and p(z) -+ 0 as z -+ -co, p(z) -+ 1 as z -+ +co. 
PROOF. From (60), we derive the following system: 
(1 - C2f2) 2 = CC2 (-pe + PC2 - &2) - (2 + 2) JE) 
(1 - C”E”) 2 = (2c + cc”) JE + 623; + pE - pc2. 
(61) 
Because of the previous proposition, we have that for all .S > 0 Jo -+ 0 as z --+ ktco. From the 
second equation of (61), we derive 
3.(n)=exp(~i)~N-~exp(-~“)(ZLt+~~-4gtZ..)d~ (62) 
+w (gz) jt (N)exp (-SN) , 
with z < N. F’rom the proof of the previous proposition, we have that 3c < 0. From (62), we 
derive the following estimate: 
-I 
(63) 
z 
(letting N -+ +co). 
Then we have for all z E R, for all E > 0, -(1/2c) < ~~(2) 5 0. By the second equation of (61), 
the functions (J~)~ are equiuniformly Lipschitz. By the Ascoli-Arzela Theorem, (jt) is relatively 
compact in Co (0), where R is a fixed compact interval in R. Let be J E Co (0) such that 3E -+ J 
in Co (Q) (up to subsequences) as E goes to 0. Since for every E > 0, 0 5 pt < 1, similarly, we 
deduce there exists a function p such that pE + p in Co (G). Moreover, pe(z) -+ p(z), Jo -+ J(Z) 
for all z E R and p, J E Co (R). Let us consider system (61). By the Ascoli-Arzela Theorem 
again, we obtain as E goes to zero, 
and 
dpc dp -+--- 
dz dz 
he 4 --+- 
dz dz’ 
(64 
uniformly in Co(Q). Therefore, on every compact interval R, we obtain from (60) the following 
limit system as E goes to zero: 
@ z= -2% 
dp 47 c;iF+z=p-p2. 
(66) 
Notice that from system (66) one can derive the traveling wave solution to the Fisher Equation [7]. 
Let us study now the behaviour of the function p as z -+ foe. Because of the previous 
estimates, we have that -1/2c 5 J(Z) IO, 0 I: p(z) < 1 for all z E R. By (66), the function p is 
monotone nondecreasing. The solution to (66) is contained in a compact subset of R2; p and J 
admit a limit for z -+ foe and the limit is an equilibrium point of (66). If we prove that p is not 
a constant function, then we can deduce p(z) --f 0 as z 4 -oo and p(z) --+ 1 as z --+ -too, since p 
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is monotone. Let us set R = R U {foe}. Let be C$ : [0, l] - R a monotone nondecreasing 
homeomorphism. We define the following functions: 
UC (4(s)) 7 s E (O,l) 7 
1 
72 : [O, l] - 0, - ; [ 1 0, s = 0, 2 ?ie (s) = (67) 1 
-1 2 
s = 1. 
Since the functions (u~)~ are equi-Lipschitz, in the interval (0,l) the functions (GC)E are equi- 
uniformly continuous. Therefore, (u’)E are equicontinuous in [0, l] and bounded. Moreover, 
G(s) -+ G(s) for s E [O, l] and ti is not constant and continuous. Then TY(.z) --) U(Z) for z E R. 
We obtain the same result for the sequence (we), in a similar way. Hence, p is not constant. 4 
We discuss now a stability result of traveling wave solution to system (2). Let us consider (2) 
with the following initial values: 
210 (x) = u (x) + zo (x> 1 
wo (x) = v (x) + wo (xl, (68) 
with ze,wc E L’(R) n L”(R) and (U,V) the traveling wave solution to (2). Let us denote 
u(z,t),v(z,t) the solution to the initial value problem, with periodic boundary conditions, for 
system (2). Let us set 
%(x,t)=U(x,t)-U(x+ct), 
w(x,t) =w(x,t) -+qx++). 
(69) 
We find the following system for the functions Z, w: 
8% 1 dz 
;z++,aa: 
=$(w-z)+w(l-22)-2Uw-2tV, 
dW 1 aw 
z- 
---= 
E dx 
&-w)+r(l-2w)-2Uw-2rK 
(70) 
LEMMA 6.2. Let us suppose ~(5) < 0 and WO(Z) > 0 a.e. in R. Then t(x, t) < 0 and W(Z, t) > 0 
a.e. in R fort E [O,T]. 
PROOF. Let us consider the first equation of (70) and multiply by the following function: 
f(t) =exp (2J1w(P,s) ds+p+h/‘wds), 
0 0 7 
u-1) 
where CL, X are constant and Z is a fixed point of R. Let us define 
.t (xc, t) = f (t) 2 (x7 t> , ?z(x,t) = f(t) w(x,t). 0% 
We obtain 
dZ -- 
at 
2 zu,+~+~~)+~~=;fi(~--)+~(~-2~)-2U~-21/4. 
( (73) 
Let us set Z(Z, t) = B (5 + (l/c)& t). Then 
X+f +1-2u iz )I dr. (74 (f+(l/e)rtT) 
Let us choose p > l/c2 + 1 and X < -l/c2 - 1. If Z(Z,r) < 0 and W(Z,T) > 0, for r E [0, t), 
then Z(Z, t) < 0. I 
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PROPOSITION 6.3. Let us suppose zo, wg satisfy the assumptions of the previous lemma. Then 
fort E [O,T] 
llzll L’(R) + IbIIL1(R) 5 1141L~(R) + lbdIL~(R) 
PROOF. By equations (70), we have 
g L (1~1 + 1~1) dx = i (sgnz - sgn w) + $ / (w - z) (sgn z - sgn W) dx 
R 
+ R(w-2 J zw - 2Uw - 2Vz) sgn z dx + J (Z - 2zw - 2Uw - 2V.z) sgn w dx 5 0. R 
Therefore, 
$ (llzliL1(R, + (/wllLl(R)) 5 ‘. 
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