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Abstract-In this paper, one approach is employed to investigate the existence and uniqueness 
of the equilibrium and the global attrsctivity of Hopfield neural network models. Without assuming 
the boundedness, monotonicity, and differentiability of the activation functions, by using M-matrix 
theory, Liapunov functions are constructed and employed to establish sufficient conditions for global 
asymptotic stability. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Neural network, Global asymptotic stability, M-matrix. 
1. INTRODUCTION 
Hopfield [l] proposed the Hopfield-type neural networks as follows: 
dW - = -h(t) + Ag(u(t)) + J, 
dt 
where u = (ui,uz, . . . , u,)~, B = diag(bi, bz,. . . , b,), the n x n irreducible connection matrix 
A = (aij), g(u) = (gl(udr . . . ,gn(2Ln)) T,andJ=(Ji ,..., Jn)T. 
In applications to parallel computation and signal processing involving the solution optimiza- 
tion problems, it is required that system (1) has a unique equilibrium point that is globally 
attractive. Thus, the global attractivity of systems is of great importance for both practical and 
theoretical purposes and has been the major concern of most authors dealing with (1) and their 
generalizations [2-61. 
Some results on global asymptotical stability previously quoted concern the case in which the 
neuron activations g(u) are assumed bounded and strictly increasing (sigmoidal activations). 
Unfortunately, these assumptions make the results inapplicable to some important engineering 
problems ]2,3,6]. In this paper, the conditions are relaxed to below. 
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ASSUMPTION (A). For each j E {1,2,. , n}, gj : R -+ R is globally Lipschitz with Lipschitz 
COIlStMlt Lj; i.e., Igj(Uj) - gj(Vj)l 5 LjlUj - ?lj[ for all Uj,Vj. 
In this paper, without assuming the boundedness, monotonicity, and differentiability of the 
activation functions, by using M-matrix theory, Liapunov functions are constructed and employed 
to establish sufficient conditions for global asymptotic stability. We present new conditions 
ensuring existence, uniqueness, and globally asymptotical stability of the equilibrium point for a 
large class of neural networks. 
For convenience, we introduce some notations. x = (~1,. . . ,x,)~ E Rn denotes a column 
vector (the symbol (T) denotes transpose). 1x1 d enotes the absolute-value vector given by 1x1 = 
(1~11,. . , Ix,I)~. For matrix A = (a<j)nxn, AT denotes the transpose of A, A-’ denotes the 
inverse of A, [A]” is defined as [A]” = (AT + A)/2, and IAl denotes absolute-value matrix given 
by 1-41 = (laijI)nxn. If A is a symmetric matrix, A > 0 (A 2 0) means that A is positive 
definite (positive semidefinite). If A, B are symmetric matrices, A > B (A 2 B) means that 
A - B is positive definite (positive semidefinite). By 11~11, we denote a vector norm defined by 
llxll = (XT + . . . + x:y2, while [[All denotes a matrix norm defined by [IA/l = (max{x : X is an 
eigenvalue of ATA})li2. v denotes time derivative of V. 
2. EXISTENCE AND UNIQUENESS OF THE EQUILIBRIUM 
It is known that the equilibria of (1) are the solutions of the nonlinear equations associated 
with (1) as follows: 
--Bu + Ag(u) + J = 0. (2) 
DEFINITION 1. A real n x n matrix A = (aij) is said to be an M-matrix if aij 5 0, i, j = 1,2, . . . , n, 
i # j, and all successive principal minors of A are positive. 
LEMMA 1. (See 151.) Let A = (aij) b e an n x n matrix with nonpositive off-diagonal elements. 
Then the following statements are true. 
(i) A is an M-matrix if and only if the real parts of all eigenvalues of A are positive. 
(ii) A is an M-matrix if and only if there exists a vector t > 0 such that ETA > 0. 
(iii) A is an M-matrix if and only if there exists a positive n x n diagonal matrix D such that 
matrix AD + DAT is positive definite. 
(iv) A is an M-matrix if and only if A is nonsingular and all elements of A-’ are nonnegative. 
To prove existence and uniqueness of the equilibrium point, we make use of these concepts 
from topology. 
DEFINITION 2. A map H : Rn -+ Rn is a homeomorphism of R” onto itself if H E Co, H is 
one-to-one, H is onto and the inverse map H-l E Co. 
LEMMA 2. (See (61.) If H(x) E Co satisfies the following conditions: 
(1) H(x) is injective on Rn, 
(2) limllztldoo IlfWI -+ 00, 
then H(x) is a homeomorphism of R”. 
From Lemma 1, it is easy to obtain the following result. 
LEMMA 3. Let Q = (qij),xn be an n x n matrix and B, L be n x n positive definite diagonal 
matrices; i.e., B = diag(br,. ,b,) (bi > 0, i = 1,. . . ,n), L = diag(Ll,. . ,L,) (Li > 0, 
i = l,... , n) . If Q + B L-l is an M-matrix, then for each diagonal matrix K = diag( k1, . , kn) 
such that 0 5 K 5 L, we have that QK + B is an M-matrix, and 
det(QK + B) # 0, (3) 
where 0 5 K 5 L implies 0 5 ki 5 Li (i = 1,2, . . . , n). 
Define the following map associated with (2): 
H(u) = -Bu + Ag(u) + J. (4) 
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LEMMA 4. If g satisfies Condition (A), and cr = BL-’ - IAl is an M-matrix, then for every 
input J, the map H defined by (4) is injective. 
PROOF. Suppose, for purposes of contradiction, that there exist x, y E Rn with x # y such that 
H(x) = H(y). From (4), we get 
-B(x - Y) +49(x) - s(y)) = 0 (5) 
or 
bib - Yi) = &jl9j(Xj) - 9j(Yj)] (i=1,2 ,.,.) n). 
j=l 
Taking absolute values for both sides of the above, we obtain 
hlXi - YilI2 l&j1 l9j(Zj) - gj(yj)l (i=1,2 )...) n). (6) 
j=l 
From Condition (A), there exist 0 5 kj < Lj such that lgj(xj) - gj(yj)l = kjlzj - yjl (j = 
1,2,. . . , n). So (6) becomes 
blxi - Y~I I 2 IaijI kj Ixj - Yjl (i=1,2 ,..., n). (7) 
j=l 
Equation (7) can be written as matrix form 
(B - I4Wlx - YI 5 0, (8) 
where K = diag(kr,. . . , k,). If (B - IAlK)lx - yI = 0, let Q = -[Al, from Lemma 3, when 
LY = BL-l - )A) is an M-matrix, det(B - IAlK) # 0, w h ere K is a diagonal matrix satisfying 
0 5 K 5 L. So lx - yI = 0, i.e., x = y, which is a contradiction. If (B - IAIK)lx - yI # 0, 
from (8), there exists vector c such that (B - IAlK)lx - y( = c # 0, where all elements of c are 
nonpositive. From Lemma 1, all elements of (B - IAlK)-’ are nonnegative, so all elements of 
lx - yJ = (B - jAIK)- lc are nonpositive and there exist some element of Jx - yJ is negative. But 
it is impossible. So map H is injective. The proof is completed. 
LEMMA 5. Suppose g satisfies Condition (A), and Q = BL-l - IAl is an M-matrix. Then, for 
every input J, map H is homeomorphism on R”. 
PROOF. Because of (Y = BL-’ - IAl being an M-matrix, from Lemma 4, H(u) is an injective 
map on Rn. From Lemma 2, if when /lull + +oo, IIH(u)II --) +oo, then H is a homeomorphism 
on R”. Let g(u) = Bu + A(g(u) - g(0)). To show that H is a homeomorphism, it suffices to 
show that a(u) is a homeomorphism. 
From Definition 1, it is easy to verify that B - )AlL is an M-matrix. From Lemma 1, there 
exists a positive definite diagonal matrix C = diag(cr, . . , k) such that 
[C(-B + [AIL)]’ 5 -&En < 0 (9) 
for sufficiently small E > 0. E, is the identity matrix. Calculating 
[CulTI? = [CuJT[-Bu + A(g(u) -g(O))] 
= -uTCBu + uTCA(g(u) - g(0)) 
5 -14TCBlul + /uTj WI 19(u) - dOI 
I -IuITCBIuI + luTl CIA1 Llul 
( 
= IuITIC(-B + IAl L)]“lul 
I -~11~l12. 
.O) 
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From (10) and using Schwartz inequality, we get 
When [lull # 0, we have 
So when /lull -+ +oo, @(u)II -+ +oo; i.e., IIH(u)ll + +oo. From Lemma 2, we know that for 
every input J, map H is a homeomorphism on R”. The proof is completed. 
From Lemma 5, we can obtain the sufficient condition for the existence and uniqueness of the 
equilibrium in Hopfield neural networks. 
THEOREM 1. Suppose g satisfies Condition (A), and o = BL-’ - )A) is an M-matrix. Then, for 
every input J, system (1) has a unique equilibrium u*. 
PROOF. Lemma 5 ensures that H is a homeomorphism on R*. Hence, there exists a unique 
point U* such that H(u*) = 0. The proof is completed. 
THEOREM 2. Suppose g satisfies Condition (A). If there exists a positive symmetric matrix P 
such that Q = - ( BT P + PB) 5 -pE,, (/J > 0) is negative definite, and 
then system (1) has a unique equilibrium u*. 
PROOF. It is only needed to prove that H is a homeomorphism on Rn. First, we will prove 
that H is injective on R”. Suppose, for purposes of contradiction, that there exist x, y E Rn with 
5 # y such that H(z) = H(y). From (4), we get 
-B(x - Y) + A(g(x) - s(y)) = 0, 03) 
or 
b&i - Yi) = &jbj(Xj) - Sj(Yj)] (i= 1,2 ,,“, 7%). (14) 
j=l 
From Condition (A), there exist -Lj 5 Ic, 5 Lj such that gj(xj) - gj(yj) = Icj(xj - yj) (J’ = 
1,2,... , n). So (14) becomes 
bi(Xi - Yi) = 2Chij kj(Zj - Yj) (i = 1,2 )‘.‘) n). (15) 
j=l 
Equation (15) can be written as matrix form 
(-B + AK)@ - y) = 0, V-3 
where K = diag(lcr,. . . , k,) . Now, we prove indirectly det ( - B + AK) # 0. Consider the following 
systems: 
i = (-B + AK)z. (17) 
Let V(z) = zTP.z, calculating and estimating the derivative of V(z) along (17) as follows: 
e(z) = zT(-BP - PB + 2PAK)z 
I (-cl + %n&=-4Il) 11412 
I (-P + %m4J’4) 11412 < 0, 
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where k,, = maxlljsn{kj}. By the Liapunov stability theorem [7], the trivial solution of (17) 
is asymptotically stable, so det(-B + AK) # 0 f or -L 5 K 5 L. Therefore, x = y, which is a 
contradiction. So map H is injective. 
In the following, we prove that when llz~ll -+ +cm, llH(u)II + +OCL Let B(z) = -Bu+A(g(u)- 
g(0)). Calculate 
2uTPIT = uTPl? + FITPzL 
= -uT (BTP + PB) ‘1~ + 2uPA(g(u) - g(0)) 
I -/41412 + 2 IIWIhnaxl1412 
= -6~~u~~2. 
Therefore, 
m412 5 2llull IIPII Ipw II 
Simplifying the above inequality, we get 
So when Ilull + +oo, Ilfi(u)II + +co; i.e., llH(~)Il -+ +oo. From Lemma 2, we know that for 
every input J, map H is a homeomorphism on R”. The proof is completed. 
3. GLOBAL ASYMPTOTIC STABILITY 
OF THE EQUILIBRIUM POINT 
THEOREM 3. Suppose (A) holds. If o = BL-I - IAl is an M-matrix, then for each J E R”, 
(1) has a unique equilibrium point, which is globally asymptotically stable. 
PROOF. Since cx = BL-’ - IAl is an M-matrix, from Theorem 1, system (1) has a unique 
equilibrium point u*. By means of coordinate translation x(t) = u(t) - u*, (1) can be written as 
- = -b&(t) + 2 aijfj(xj(t)) d4) dt (i=l,.*.,V&), 
j=l 
(18) 
where fj(xj) = gj(xj + u;) - gj(uT) (j = 1,. . . , n). System (18) has a unique equilibrium at 
x = 0. 
Clearly, u* is globally asymptotically stable for (1) if and only if the trivial solution of (18) is 
globally asymptotically stable. 
Due to cy = BL-’ - IAl being an M-matrix, from Lemma 1, there exist & > 0 (i = 1,2,. . . , n) 
such that 
-&bi + 2 SjlajilLi < 0 (i = 1,2, * . . ,n). (19) 
j=l 
Consider a Liapunov functional V(x) defined by 
(20) 
i=l 
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Calculating the upper right derivative D+V of V along the solutions of (18), 
D+V(x) = 2 & 
1 [ 
sgn xi -biXi + 2 &jfj(Xj) 
i=l j=l 
I) 
5 kti -hlXcil + 2 l&j, Ifj(Xj)l 
i=l i j=l 1 
I 26i -blXil + e l&j/ LjlXjl 
i=l 1 j=l 1 
= -hti+~lajil~i[j lZi[ <0 (II41 # 0). 
j=l 
(21) 
By the Liapunov stability theorem [7], the trivial solution of (18) is globally asymptotically stable, 
and therefore, u* is global asymptotically stable for (1). The proof is completed. 
Conditions in Theorem 3 are explicit form, and hence, are convenient to verify in practice. But 
they have the disadvantage of neglecting the signs of entries in the connection matrix A, and 
thus, differences between excitatory and inhibitory effects might be ignored. In general, this is 
overly restrictive. 
Now we use the above to establish the following result in terms of the spectral norm. 
THEOREM 4. Suppose g satisfies Condition (A). If there exists a positive symmetric matrix P 
such that Q = -(BP + PB) I -pEn (CL > 0) is negative definite, and 
6 = p - 2L,,IjPAII > 0, (22) 
then for every input J, system (1) has a unique equilibrium U* that is globally asymptotically 
stable. 
PROOF. From Theorem 2, for every input J, system (1) has a unique equilibrium u’. By means 
of coordinate translation z(t) = u(t) - u*, (1) can be written as 
dx(t) 
- = -Bz(t) + Al+), dt 
where F(x) = (h(x), . . . , I%(X)) T is defined by 
Fj(X) = gj (Xj(t) + U,t) - gj(UT). (24) 
Now, consider the Liapunov function Y(z) = xTPx. Then along (23) 
v(x) = -xT (BTP + PB) z + 2xPAF(z) 
5 -/41412 + 2llxlI IPAll llF(x>II~ 
(25) 
From (A), we obtain 
Thus, 
llfwl12 = c fj”(x, I p;x; I Lk,, l1412. 
j=l j=l 
+I I C-P + 2llP4 Lx) 11412 = --~ll4l~. 
By the Liapunov stability theorem [7], the trivial solution of (23) is globally asymptotically stable, 
and therefore, u* is globally asymptotically stable for (1). The proof is completed. 
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