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Wireless local area networks and cellular networks are increasingly being used for 
commercial and military applications. Wireless communications over multipath fading 
channels are increasingly important, especially for military operations, where the various 
wireless communication signals can suffer from fading due to multipath or/and from 
pulse-noise interference, either benign or hostile. The objective of this thesis is to 
investigate the performance of variable code rate signals transmitted over frequency-
nonselective, slowly fading channels in a worst case, pulse-noise interference 
environment.  
The performance of BPSK and NCBFSK in an AWGN only environment are 
examined in Chapters II and IV, respectively. Both non-coded and convolutionally coded 
signals transmitted over different types of channels (non-fading, Ricean fading, and 
Rayleigh fading) combined with either hard or soft decision Viterbi decoding are 
examined. Comparing the coding gains, we conclude that the performance of 
communications improves as the code rates decreases and/or as the number of memory 
elements increases. The exception is a NCBFSK modulated signal transmitted over a 
non-fading channel, where the optimum code rate is r = 1/2. In addition, for a non-fading 
channel, the coding gain obtained by implementing SDD is higher than that obtained by 
implementing HDD for the same conditions. 
The performance of BPSK and NCBFSK in an AWGN plus pulse-noise 
interference environment are examined in Chapters III and V, respectively. A signal 
which is affected by multipath fading and jammed by the enemy is assumed. The results 
for the probability of bit error for BPSK and NCBFSK modulated signals encoded with 
different code rates and number of memory elements, transmitted over either a non-
fading or a Rayleigh fading channel, jammed with fixed duty cycles, and decoded with 
either hard or soft Viterbi decision algorithms are analytically determined and plotted. 
The signal-to-interference ratio (SIR) vs. signal-to-noise ratio ( b oE N ) at the threshold 
probability of bit error of 510−  are plotted to visualize the areas of successful and 
 xvi
unsuccessful communication. The analysis of the soft Viterbi decision algorithm in a 
non-fading channel case involved two types of receivers: the linear combining receiver 
and the noise-normalized receiver. When using a linear combining receiver, the 
interference with 0.01ρ =  is the most efficient regardless of the number of memory 
elements. However, when using a noise-normalized receiver, the best performance is 
obtained from interference with 0.01ρ =  and the worst is obtained when ρ  approaches 





Wireless systems, including wireless local area networks (WLAN) and cellular 
networks, are increasingly being used for both commercial and military applications. 
Also, wireless communications over multipath fading channels are increasingly 
important, especially for military operations, which take place in many different types of 
environments, and the various wireless communication signals can suffer from fading due 
to multipath or/and from pulse-noise interference, either benign or hostile. Therefore, it is 
important to analyze the effect of interference and fading on wireless communications 
systems.  
B. OBJECTIVE 
The objective of this research is to investigate the performance of variable code 
rate signals transmitted over frequency-nonselective, slowly fading channels in a worst 
case, pulse-noise interference environment. The interference signal is assumed to be 
turned on and off systematically (i.e., pulsed) with constant mean power, which makes 
the instantaneous interference power inversely proportional to the interference duty cycle.  
Both binary phase-shift keying (BPSK) and noncoherently detected binary frequency-
shift keying (NCBFSK) are considered. System performance with both Viterbi hard 
decision decoding (HDD) and soft decision decoding (SDD) is analyzed, first in presence 
of additive white Gaussian noise (AWGN) alone and then in the presence of AWGN plus 
pulse-noise interference for various receiver types and conditions of channel fading. The 
amplitude of the signal power 2ca  is modeled as a random variable, and the channel is 
modeled as either Rayleigh fading or Ricean fading, depending on the modulation under 
consideration. 
C. RELATED RESEARCH 
A number of works have dealt with the performance of coherent receivers under 
different environments. The performance of the signal combined with FEC and SDD 
transmitted over a frequency-selective, Nakagami fading channel with AWGN and non-
fading interference was investigated in [1]. Then this work was extended in [2] which 
examined the performance of the signal transmitted over a Nakagami fading channel with 
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AWGN and interference for a range of fading conditions. Also, the performance of the 
IEEE 802.11a standard optimum and sub-optimum receiver in Nakagami fading channels 
with AWGN plus pulse-noise interference is examined in [3]. The performance of 
WLAN PSK signals transmitted over a Ricean fading channel with AWGN and 
interference (both non-fading and fading cases) was investigated in [4]. 
In this thesis, both coherent and noncoherent modulations are considered, and a 
number of different parameters are taken into account. A signal which is affected by 
multipath fading and jammed by the enemy is assumed. The results of probability of bit 
error ( bP ) for BPSK and NCBFSK modulated signals encoded with different code rates 
and number of memory elements and transmitted over either a Ricean or a Rayleigh 
fading channel, jammed with different duty cycles, and decoded with hard or soft Viterbi 
decision algorithms are analytically determined and plotted.  Also, for the case when 
interference is present, the signal-to-interference ratio (SIR) vs. signal-to-noise ratio 
( b oE N ) at the threshold bP  of 
510−  are plotted to visualize the areas of successful and 
unsuccessful communication. The results for the different circumstances are then 
compared. 
D. THESIS ORGANIZATION 
This thesis is divided into six chapters. After this introduction, the performance of 
BPSK in an AWGN only environment is evaluated in Chapter II. Both non-coded and 
convolutionally coded signals transmitted over different types of channels (non-fading, 
Ricean, and Rayleigh fading) combined with either hard or soft decision Viterbi decoding 
are examined. The performance of BPSK in an AWGN plus noise-like pulse interference 
environment is evaluated in Chapter III.  The same coded signals as in Chapter II, 
transmitted over non-fading and Rayleigh fading channels are examined. For hard 
decision decoding, the effects of pulse-noise interference with fixed pulse-noise 
interference as well as worst case are explored. For soft decision decoding, both the linear 
combining and noise-normalized receivers are evaluated.  In Chapters IV and V, instead 
of BPSK demodulation, NCBFSK for the same conditions as Chapters II and III are 
investigated. Finally, in Chapter VI the results are summarized with some 
recommendations for further research. 
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II. PERFORMANCE OF BPSK IN AN AWGN ENVIRONMENT 
A. INTRODUCTION 
The performance of a BPSK modulated signal in an AWGN environment 
transmitted over different types of channels is examined in this chapter. First, the case of 
no fading is examined and next, the effect of Ricean and Rayleigh fading channels. In all 
cases, the signals are coded prior to transmission with a convolutional code. In this thesis, 
we examine convolutional codes with different code rates and different constraint 
lengths. Prior to the analysis of different communication schemes, some important 
concepts related to forward error correction coding and multipath fading channels are 
introduced. 
B. FORWARD ERROR CORRECTION CODING 
Reliability is a primary concern in digital communications. It is measured in terms 
of probability of bit error ( bP ). Usually for data communications, the bP  is required to be 
approximately 510− . This is the target bP  throughout this thesis. In many cases, due to 
high levels of AWGN, jamming or multipath fading, the bP  can be large. As a result, 
FEC is necessary to obtain a reliable communication link. With FEC, redundancy is 
added to the transmitted signal by inserting extra bits. By exploiting this redundancy at 
the receiver, it is then possible to detect and correct errors. The specific codes analyzed in 
this thesis are convolutional codes.  For these codes, the encoding process involves the 
convolution of the data bits with the impulse response of the encoder. As a result of this 
process, n bits are transmitted from the encoder for every k data bits, where n k> . The 
code rate is defined as r k n= . Convolutional codes are further characterized by the 
constraint length v, which for practical reasons, can vary from three to nine depending on 
the structure of the encoder. As a general rule, increasing the constraint length decreases 
the bP , but the tradeoff is that the complexity of the decoder increases exponentially as v 
increases. Convolutional codes are designed to correct random errors. In an environment 
where the errors are bursty such as multipath fading environments, an interleaver must be 
used as shown in Figure 1. The interleaver is a device that mixes up the channel symbols 
so that sequential channel symbols are separated during transmission.  
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The Viterbi algorithm is the most popular decoding technique for convolutional 
codes. The decoding algorithm works by computing the various path metrics through the 
convolutional code trellis and choosing the sequence corresponding to the path with the 
best metric. There are two types of decoding, hard and soft decision decoding. Hard 
decision decoding implies that the demodulator makes a decision regarding what coded 
bit was received on a bit-by-bit basis prior to the decoding operation. Soft decision 
decoding implies that the decoder utilizes the analog outputs of the demodulator matched 
filters. Generally, soft decision decoding is more effective than hard decision decoding. 
True soft decision decoding requires no quantization (i.e., infinite quantization) of the 
matched filter outputs, but realistically the quantization is finite. This results in a slight 
degradation in performance. Nevertheless, it has been found that an 8-level quantization 
matched filter output is almost as good as when the matched filter output is un-quantized. 







Figure 1.   A simple communication system model. 
 
C. BPSK IN AWGN WITHOUT FADING 
1. Without Forward Error Correction Coding 
The performance of a BPSK modulated signal transmitted over a channel with 
AWGN and no fading is examined first. When FEC coding is not used, the probability of 
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bE  is the average energy per bit, oN  is the one-sided noise power spectral 
density, and b oE N is the signal-to-noise ratio. The performance of BPSK in an AWGN 
environment without fading or FEC coding is illustrated in Figure 2. 
 
 
Figure 2.   BPSK without FEC coding. 
 
2. With FEC – Using Convolutional Codes 
In order to determine performance when the signal is encoded with a 
convolutional code, it is necessary to specify the code rate, the constraint length of the 
code, and if the decoder uses hard or soft decision decoding.  









< ∑  (2.3) 
where freed  is the free distance of the code, the weight of the minimum-weight code 
sequence of any length produced by a nonzero information sequence, dB  is the total 
information weight of all code sequences of weight d and represents all possible bit errors 
that can occur when all-zero sequence is transmitted, and dP  is the probability of 
selecting a code sequence that differs from the correct sequence in d bits. [5] 
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a.  Hard Decision Decoding 
First, consider hard decision decoding (HDD). For hard decision decoding, 
the probability of selecting a code sequence that differs from the correct sequence in d 
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where ep  is the probability of coded bit error, which is given by the bP  appropriate to the 





 =    
 (2.5) 
Table 1 lists the information weight structure ( dB ) for the best (maximum 
free distance) rate 1/ 3r =  and 1/ 2r =  convolutional codes. 




freed  freedB 1freedB + 2freedB + 3freedB + 4freedB + 5freedB +  6freedB +  7freedB +
3ν =  8 3 0 15 0 58 0 201 0 
5ν =  12 12 0 12 0 56 0 320 0 1
3
 
7ν =  15 7 8 22 44 22 0 0 0 
3ν =  5 1 4 12 32 80 192 448 1024
5ν =  7 4 12 20 72 225 500 1324 3680




9ν =  12 33 0 281 0 2179 0 15035 0 
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Table 2 lists the information weight structure for the best rate 2 / 3r =  and 
3 / 4r =  convolutional codes. 
 




freed  freedB  1freedB +  2freedB +  3freedB +  4freedB +  
2K =  3 1 10 54 226 853 
4K =  5 25 112 357 1858 8406 




8K =  8 97 0 2863 0 56633 
2K =  3 15 104 540 2520 11048 
4K =  4 22 0 1687 0 66964 




8K =  6 12 342 1996 12296 78145 
 
For rate 1/n codes (i.e., when k = 1) implemented with K memory 
elements, the constraint length of the code is 1Kν = + . 
The probabilities of bit error of BPSK for different convolutional encoders 
in an AWGN environment without interference or fading are illustrated in Figures 3, 4, 5, 
and 6.  
The performance obtained by a convolutional encoder with a code rate of 
1/3 and for 2K = , 4K = , and 6K =  memory elements is illustrated in Figure 3. From 
this figure, we conclude that in order to get the target performance of 510− , the required 
/b oE N  for the three different cases ( 3ν = , 5ν =  , and 7ν = ) are 8.3, 7, and 5.9 dB, 
respectively. Without FEC coding, the required / 9.6b oE N = dB, and the resulting coding 




Figure 3.   BPSK HDD with 1/ 3r =  and different values of constraint length. 
 
The performance obtained by a convolutional encoder with a code rate of 
1/2 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 4. 
From this figure, the required /b oE N for the four different cases ( 3ν = , 5ν = , 7ν = , and 
9ν = ) are 8.1, 7.2, 6.5, and 5.8 dB, respectively, and the resulting coding gains for the 
four cases are 1.5, 2.4, 3.1, and 3.8 dB, respectively.  
 
 
Figure 4.   BPSK HDD with 1/ 2r =  and different values of constraint length. 
 
The performance obtained by a convolutional encoder with a code rate of 
2/3 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 5. 
Here, the required /b oE N for the four different cases are 8.8, 7.8, 6.9, and 6.5 dB, 




Figure 5.   BPSK HDD with 2 / 3r =  and different values of constraint length. 
 
The performance obtained by a convolutional encoder with a code rate of 
3/4 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 6. 
Here, the required /b oE N for the four different cases are 9, 8.4, 7.7, and 6.8 dB, 




Figure 6.   BPSK HDD with 3 / 4r =  and different values of constraint length. 
 
The coding gains for BPSK with convolutional coding and HDD for 
several different combinations of code rates and number of memory elements are 




Table 3. Summary of coding gains for BPSK HDD.  
 2K =  4K =  6K =  8K =  
1/ 3r =  1.3 dB 2.6 dB 3.7 dB N/A 
1/ 2r =  1.5 dB 2.4 dB 3.1 dB 3.8 dB 
2 / 3r =  0.8 dB 1.8 dB 2.7 dB 3.1 dB 
3 / 4r =  0.6 dB 1.2 dB 2.2 dB 2.8 dB 
 
From Table 3, we conclude that for a fixed code rate, the coding gain 
increases as the number of memory elements in the encoder increases. For a fixed 
number of memory elements, the coding gain increases as the code rate decreases expect 
for the case of K = 2. 
b.  Soft Decision Decoding 





 =    
 (2.6) 
The probabilities of bit error of BPSK for different convolutional encoders 
in an AWGN environment without interference or fading are illustrated in Figures 7, 8, 9, 
and 10.  
The performance obtained with a convolutional encoder with a code rate 
of 1/3 and for 2K = , 4K = , and 6K =  memory elements is illustrated in Figure 7. 
From this figure, the required /b oE N  for the three different cases ( 3ν = , 5ν = , and 
7ν = ) are 6, 4.6, and 3.8 dB, respectively, and the resulting coding gains for the three 




Figure 7.   BPSK SDD with 1/ 3r =  and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 1/2 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
8. Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 9ν = ) 
are 5.9, 5, 4.2, and 3.5 dB, respectively, and the resulting coding gains are 3.7, 4.6, 5.4, 
and 6.1 dB, respectively. 
 
Figure 8.   BPSK SDD with 1/ 2r =  and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 2/3 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
9. Here, the required /b oE N  for the four different cases are 6.4, 5.5, 4.6, and 4.1 dB, 
respectively, and the resulting coding gains are 3.2, 4.1, 5, and 5.5 dB, respectively. 
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Figure 9.   BPSK SDD with 2 / 3r =  and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 3/4 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
10. Here, the required /b oE N  for the four different cases are 6.8, 5.7, 5.2, and 4.4 dB, 
respectively, and the resulting coding gains are 2.8, 3.9, 4.4, and 5.2 dB, respectively. 
 
 
Figure 10.   BPSK SDD with 3 / 4r =  and different values of constraint length. 
 
The coding gains for BPSK with convolutional coding and SDD for 
several different combinations of code rates and number of memory elements are 




Table 4. Summary of coding gains for BPSK SDD. 
 2K =  4K =  6K =  8K =  
1/ 3r =  3.6 dB 5 dB 5.8 dB N/A 
1/ 2r =  3.7 dB 4.6 dB 5.4 dB 6.1 dB 
2 / 3r =  3.2 dB 4.1 dB 5 dB 5.5 dB 
3 / 4r =  2.8 dB 3.9 dB 4.4 dB 5.2 dB 
 
From Table 4, we see that for BPSK, the coding gain obtained with SDD 
has the same general trend as that obtained with HDD: for a fixed code rate, the coding 
gain increases as the number of memory elements in the encoder increases; for a fixed 
number of memory elements, the coding gain increases as the code rate decreases. 
A comparison of Tables 3 and 4 finds that the coding gain is 2.1 to 2.3 dB 
less if HDD is used instead of SDD. 
D. DESCRIPTION OF MULTIPATH FADING CHANNELS 
In wireless communications, the signal is carried by electromagnetic waves. In 
many cases, the electromagnetic waves reach the receiver through different paths. 
Destructive interference as a result of multipath propagation can create severe fading in 
the channel. Fading is caused by the interference of two or more components of the 
transmitted signal arriving at the receiver at different times and through different paths. 
The resultant received signal can vary widely in amplitude and phase. The number of 
paths and the attenuation and propagation delay associated with each of these paths differ 
from one multipath channel to another in an unpredictable manner, so the multipath 
fading channel is modeled as a random process.  
An important characteristic of the fading channel is that its frequency response is 
not flat over the bandwidth of the signal. Another characteristic is the time variation of 
the channel transfer function due to the possible motion of either the receiver or the 
transmitter. Consequently, a multipath channel is a time-varying channel. As a result, a 
signal transmitted over a fading channel is distorted both in the time and frequency 
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domains. Thus, a fading channel is characterized by two parameters, one for its time 
variations and the other for its frequency variations. [7] 
A multipath fading channel can be characterized by comparing the parameters of 
the channel to characteristics of the communication signal, specifically, the signal’s 
bandwidth and symbol duration.  
Channel frequency variations are characterized by the coherent bandwidth ( )cf∆  
of the channel. These variations cause the transmitted signal to experience either flat or 
frequency selective fading. If the channel has a constant gain and linear phase response 
over a bandwidth (BW), which is greater than the bandwidth of the transmitted signal 
(i.e., ( )cf BW∆ > ), the channel is said to be frequency-nonselective or flat fading. On the 
other hand, if ( )cf BW∆ < , significant distortion of the signal occurs, and the channel is 
said to be frequency-selective. [7] 
Channel time variations are characterized by the coherence time ( )ct∆ . 
Depending on how rapidly the transmitted signal changes as compared to the rate of 
change of the channel, a channel may be classified either as a fast fading or slow fading 
channel. If the symbol duration ( sT ) is smaller than the coherence time (i.e., ( )c st T∆ > ), 
then the received amplitude and phase are effectively constant for the duration of at least 
one symbol, and the channel is said to be slowly fading. On the other hand, if ( )c st T∆ < , 
the channel is said to be fast fading. [7] 
The Ricean and Rayleigh fading channels are the two widely used models of 
fading channels.  
1.  The Ricean Fading Channel 
The Ricean model is used to describe a multipath fading channel in which there is 
a line-of-sight (LOS) between transmitter and receiver, and some part of the received 
signal power is also due to multipath. A general representation of a passband signal is  
 ( ) ( )( ) 2 cos 2 .c is t a f t t tπ θ= +    (2.7) 
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For Ricean fading, the amplitude 2 ca  is modeled as a Ricean random variable 
with probability density function (pdf)  
 
( ) ( )2 2 02 2 2( ) exp 2c cc cA c c
aa af a I u a
α α
σ σ σ
 − +   =     
 (2.8) 
where 2α  is the power of the LOS signal, 22σ  is the power of the multipath components, 
2 2 2 22 ( )c ca E aα σ+ = =  is the average received signal power, ( )oI •  is the modified Bessel 
function of the first kind of order zero, and ( )cu a  is the unit step function. 





αζ σ=  (2.9) 
This parameter characterizes the strength of the multipath.  
2.  The Rayleigh Fading Channel 
The Rayleigh model is used to describe a multipath fading channel in which there 
is no LOS direct path between transmitter and receiver, so all the received signal power is 
due to multipath. This type of channel is a special case of the Ricean fading channel 
where ζ = 0.  
The stronger the multipath, the smaller ζ , and 0ζ →  (no LOS) corresponds to 
Rayleigh fading. When ζ →∞  (only LOS), there is no fading. 
For Rayleigh fading, there is no LOS, so 0α =  and 
 ( )22 2( ) exp .2c c cA c c
a af a u aσ σ
 −=   
 (2.10) 
Communication performance is better for Ricean fading than for Rayleigh.  
3.  Average Probability of Bit Error 
In the case of multipath fading environments, the average probability of bit error 
is the focal point, which is obtained by recognizing that ( )b cP a  is a function of the 
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random variable ca ,and the average probability of bit error is the expected value of 
( )b cP a : 
 
0
( ) ( ) .
cb b c A c c
P P a f a da
∞= ∫  (2.11) 
E. BPSK IN AWGN IN A FADING ENVIRONMENT 
1. Without Forward Error Correction Coding 
Using equation (2.11) for a Ricean fading channel and BPSK modulation, it can 
be shown that the average probability of bit error is given by [8] 












   −   +   ≈    + + + +      
 (2.12) 
where 1 0.1c ζ= +  for 10ζ ≤  and 2c =  for 10ζ > . 
For Rayleigh fading channel, the average probability of bit error is given by [7] 










   = − +  
 (2.13) 
Figure 11 is obtained by using (2.12) and (2.13), which shows the probability of 
bit error for BPSK in an AWGN without FEC coding and for different fading 
environments (i.e., for different values of ζ ). From Figure 11, we conclude that the 
effect of fading on performance is very severe as ζ  gets smaller. The results of the 
analysis show that in a non-fading environment, the required /b oE N  is 9.6 dB, while for 
Ricean channels with ζ = 20 and 10, the required /b oE N  are 12.6 and 17 dB, 
respectively. As for Rayleigh fading, the required /b oE N  jumps to the 44.5 dB! The need 
for FEC coding in a fading environment is evident. 
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Figure 11.   BPSK without FEC. 
 
2. With FEC Coding and HDD 
The performance of BPSK when using convolutional coding and implementing 
HDD is determined in this section. The probability of bit error is upper-bounded by (2.3), 
where dP  is given by (2.4), and ep  is the probability of coded bit error obtained by 
replacing b o b oE N r E N→  in (2.12) and (2.13).  
The probabilities of bit error of BPSK for different convolutional encoders in an 
AWGN environment with Rayleigh and Ricean fading are illustrated in Figures 12, 13, 
14, and 15. 
The performance obtained with a convolutional encoder for a code rate of 1/3 and 
constraint lengths 3ν = , 5ν = , and 7ν =  is illustrated in Figure 12. Three different 
fading environment cases are examined in this chapter: Rayleigh fading (ζ = 0) and 
Ricean fading with ζ = 10 and ζ = 20. 
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Figure 12.   BPSK with FEC and HDD when r = 1/3. 
 
From Figure 12, we can determine the /b oE N  required to achieve the target bP  of 
510− . For the three different cases ( 3ν = , 5ν = , and 7ν = ) and Rayleigh fading, the 
required /b oE N  is 16.9, 13.4, and 11 dB, respectively; for Ricean fading with ζ = 10, the 
required /b oE N  is 9.8, 7.9, and 6.4 dB, respectively; for Ricean fading with ζ = 20, the 
required /b oE N  is 8.8, 7.3, and 6 dB, respectively. The resulting coding gains are shown 
in Table 5. 
 
Table 5. Summary of coding gains for BPSK HDD with r = 1/3 in fading environment. 
 2K =  4K =  6K =  
Rayleigh fading 27.6 dB 31.1 dB 33.5 dB 
Ricean fading ζ = 10 7.2 dB 9.1 dB 10.6 dB 
Ricean fading ζ = 20 3.8 dB 5.3 dB 6.6 dB 
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The performance obtained with a convolutional encoder for a code rate of 1/2 and 
constraint lengths 3ν = , 5ν = , 7ν = , and 9ν =  is illustrated in Figure 13. 
 
 
Figure 13.   BPSK with FEC and HDD when r = 1/2. 
 
Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 
9ν = ) and Rayleigh fading is 20.2, 17, 14.9, and 13.1 dB, respectively; for Ricean fading 
with ζ = 10, the required /b oE N  is 10.2, 8.9, 7.9, and 7 dB, respectively; for Ricean 
fading with ζ = 20, the required /b oE N  is 9.4, 8.2, 7.4, and 6.6 dB, respectively. The 
resulting coding gains are shown in Table 6. 
 
Table 6. Summary of coding gains for BPSK HDD with r = 1/2 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 24.3 dB 27.5 dB 29.6 dB 31.4 dB 
Ricean fading ζ = 10 6.8 dB 8.1 dB 9.1 dB 10 dB 
Ricean fading ζ = 20 3.2 dB 4.4 dB 5.2 dB 6 dB 
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The performance obtained with a convolutional encoder for a code rate of 2/3 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 14. 
 
 
Figure 14.   BPSK with FEC and HDD when r = 2/3. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 27.4, 22.5, 18.9, and 17.6 dB, respectively; for Ricean 
fading with ζ = 10, the required /b oE N   is 12, 10.3, 8.9, and 8.4 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 9.4, 8.4, 7.5, and 7.1 dB, respectively. 
The resulting coding gains are shown in Table 7. 
 
Table 7. Summary of coding gains for BPSK HDD with r = 2/3 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 17.1 dB 22 dB 25.6 dB 26.9 dB 
Ricean fading ζ = 10 5 dB 6.7 dB 8.1 dB 8.6 dB 
Ricean fading ζ = 20 3.2 dB 4.2 dB 5.1 dB 5.5 dB 
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The performance obtained with a convolutional encoder for a code rate of 3/4 and 
memory elements 2K = , 4K = , 6K = , and 8K =  is illustrated in Figure 15. 
 
 
Figure 15.   BPSK with FEC and HDD when r = 3/4. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 31.2, 27.9, 24.2, and 20 dB, respectively; for Ricean 
fading with ζ  = 10, the required /b oE N  is 12.9, 11.7, 10.6, and 9.1 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 9.7, 9.1, 8.4, and 7.4 dB, respectively. 
The resulting coding gains are shown in Table 8. 
 
Table 8. Summary of coding gains for BPSK HDD with r = 3/4 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 13.3 dB 16.6 dB 20.3 dB 24.5 dB 
Ricean fading ζ = 10 4.1 dB 5.3 dB 6.4 dB 7.9 dB 
Ricean fading ζ = 20 2.9 dB 3.5 dB 4.2 dB 5.2 dB 
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The coding gains obtained with BPSK and HDD for different code rates and for 
the three different fading cases being examined are shown in Tables 9, 10, and 11.  
 
Table 9. Summary of coding gains for BPSK HDD in Rayleigh fading. 
 2K =  4K =  6K =  8K =  
1/ 3r =  27.6 dB 31.1 dB 33.5 dB N/A 
1/ 2r =  24.3 dB 27.5 dB 29.6 dB 31.4 dB 
2 / 3r =  17.1 dB 22 dB 25.6 dB 26.9 dB 
3 / 4r =  13.3 dB 16.6 dB 20.3 dB 24.5 dB 
 
Table 10. Summary of coding gains for BPSK HDD in Ricean fading with ζ = 10. 
 2K =  4K =  6K =  8K =  
1/ 3r =  7.2 dB 9.1 dB 10.6 dB N/A 
1/ 2r =  6.8 dB 8.1 dB 9.1 dB 10 dB 
2 / 3r =  5 dB 6.7 dB 8.1 dB 8.6 dB 
3 / 4r =  4.1 dB 5.3 dB 6.4 dB 7.9 dB 
 
Table 11. Summary of coding gains for BPSK HDD in Ricean fading with ζ = 20. 
 2K =  4K =  6K =  8K =  
1/ 3r =  3.8 dB 5.3 dB 6.6 dB N/A 
1/ 2r =  3.2 dB 4.4 dB 5.2 dB 6 dB 
2 / 3r =  3.2 dB 4.2 dB 5.1 dB 5.5 dB 
3 / 4r =  2.9 dB 3.5 dB 4.2 dB 5.2 dB 
 
From Tables 9, 10, and 11, it is then possible to conclude that for BPSK with 
HDD in fading channels, the coding gain increases as the number of memory element 
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increases or as the code rate decreases. The more severe the fading, the greater the coding 
gain achieved for a given code rate and number of memory elements. 
3. With FEC Coding and SDD 
The performance of BPSK with convolutional coding and SDD is determined in 
this section. The probability of bit error is upper-bounded by (2.3), where dP  is given by 
[8] 
  ( )
( ) ( )
2 11 exp       












   −   +   ≈    + + + +      
    (2.14) 
where 1 0.1   for 10   and  c= 2  for  > 10c ζ ζ ζ= + ≤ .  
The probabilities of bit error of BPSK for different convolutional encoders in an 
AWGN environment with Rayleigh and Ricean fading are illustrated in Figures 16, 17, 
18, and 19.  
The performance obtained with a convolutional encoder for a code rate of 1/3 and 
constraint lengths 3ν = , 5ν = , and 7ν =  is illustrated in Figure 16.  
 
 
Figure 16.   BPSK with FEC and SDD when r = 1/3. 
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From Figure 16, we can determine the /b oE N  required to achieve the target bP  of 
510− . For the three different cases ( 3ν = , 5ν = , and 7ν = ) and Rayleigh fading, the 
required /b oE N  is 13.3, 10.9, and 9.5 dB, respectively; for Ricean fading with ζ = 10, the 
required /b oE N  is 10.1, 8.6, and 7.6 dB, respectively; for Ricean fading with ζ = 20, the 
required /b oE N  is 9.8, 8.4, and 7.4 dB, respectively. The resulting coding gains are 
shown in Table 12. 
 
Table 12. Summary of coding gains for BPSK SDD with r = 1/3 in fading environment. 
 2K =  4K =  6K =  
Rayleigh fading 32.2 dB 33.6 dB 35 dB 
Ricean fading ζ = 10 6.9 dB 8.4 dB 9.4 dB 
Ricean fading ζ = 20 2.8 dB 4.2 dB 5.2 dB 
 
The performance obtained with a convolutional encoder for a code rate of 1/2 and 
constraint lengths 3ν = , 5ν = , 7ν = , and 9ν =  is illustrated in Figure 17. 
 
 
Figure 17.   BPSK with FEC and SDD when r = 1/2. 
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Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 
9ν = ) and Rayleigh fading is 15.1, 13, 11.2, and 10 dB, respectively; for Ricean fading 
with ζ = 10, the required /b oE N  is 10.2, 9.2, 8.1, and 7.4 dB, respectively; for Ricean 
fading with ζ = 20, the required /b oE N  is 9.8, 8.8, 7.8, and 7.1 dB, respectively. The 
resulting coding gains are shown in Table 13. 
 
Table 13. Summary of coding gains for BPSK SDD with r = 1/2 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 29.4 dB 31.5 dB 33.3 dB 34.5 dB 
Ricean fading ζ = 10 6.8 dB 7.8 dB 8.9 dB 9.6 dB 
Ricean fading ζ = 20 2.8 dB 3.8 dB 4.8 dB 5.5 dB 
 
The performance obtained with a convolutional encoder for a code rate of 2/3 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 18. 
  
 
Figure 18.   BPSK with FEC and SDD when r = 2/3. 
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Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 19.3, 16, 13.5, and 12.2 dB, respectively; for Ricean 
fading with ζ = 10, the required /b oE N  is 11.3, 10, 8.8, and 8.2 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 10.6, 9.5, 8.4, and 7.8 dB, 
respectively. The resulting coding gains are shown in Table 14. 
 
Table 14. Summary of coding gains for BPSK SDD with r = 2/3 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 25.2 dB 28.5 dB 31 dB 32.3 dB 
Ricean fading ζ = 10 5.7 dB 7 dB 8.2 dB 8.8 dB 
Ricean fading ζ = 20 2 dB 3.1 dB 4.2 dB 4.8 dB 
 
The performance obtained with a convolutional encoder for a code rate of 3/4 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 19. 
 
 
Figure 19.   BPSK with FEC and SDD when r = 3/4. 
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Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 21.7, 17.6, 15.7, and 13.8 dB, respectively; for Ricean 
fading with ζ  = 10, the required /b oE N  is 12, 10.5, 9.6, and 8.7 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 11.1, 9.8, 9.1, and 8.2 dB, 
respectively. The resulting coding gains are shown in Table 15. 
 
Table 15. Summary of coding gains for BPSK SDD with r = 3/4 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 22.8 dB 26.9 dB 28.8 dB 30.7 dB 
Ricean fading ζ = 10 5 dB 6.5 dB 7.4 dB 8.3 dB 
Ricean fading ζ = 20 1.5 dB 2.8 dB 3.5 dB 4.4 dB 
 
The coding gains obtained with BPSK and SDD for different code rates and for 
the three different fading cases being examined are shown in Tables 16, 17, and 18.  
 
Table 16. Summary of coding gains for BPSK SDD in Rayleigh fading. 
 2K =  4K =  6K =  8K =  
1/ 3r =  32.2 dB 33.6 dB 35 dB N/A 
1/ 2r =  29.4 dB 31.5 dB 33.3 dB 34.5 dB 
2 / 3r =  25.2 dB 28.5 dB 31 dB 32.3 dB 










Table 17. Summary of coding gains for BPSK SDD in Ricean fading with ζ = 10. 
 2K =  4K =  6K =  8K =  
1/ 3r =  6.9 dB 8.4 dB 9.4 dB N/A 
1/ 2r =  6.8 dB 7.8 dB 8.9 dB 9.6 dB 
2 / 3r =  5.7 dB 7 dB 8.2 dB 8.8 dB 
3 / 4r =  5 dB 6.5 dB 7.4 dB 8.3 dB 
 
Table 18. Summary of coding gains for BPSK SDD in Ricean fading with ζ = 20. 
 2K =  4K =  6K =  8K =  
1/ 3r =  2.8 dB 4.2 dB 5.2 dB N/A 
1/ 2r =  2.8 dB 3.8 dB 4.8 dB 5.5 dB 
2 / 3r =  2 dB 3.1 dB 4.2 dB 4.8 dB 
3 / 4r =  1.5 dB 2.8 dB 3.5 dB 4.4 dB 
 
From Tables 16, 17, and 18, we conclude that for BPSK transmitted over a fading 
channel with SDD, the coding gain increases as the number of memory elements 
increases or as the code rate decreases. 
Generally, the expectation is that decoding with SDD yields better performance 
than with HDD.  However, compare Tables 9, 10, and 11 with Tables 16, 17, and 18, 
respectively, and note that only for Rayleigh fading does SDD outperforms HDD for all 
code rates. For Ricean fading with ζ  = 10, SDD outperforms HDD when 2 / 3r = and 
3 / 4r = , but not for 1/ 3r =  and 1/ 2r = . For Ricean fading with ζ  = 20, SDD 
underperforms HDD for all code rates.  This discrepancy is attributed to equation (2.14), 
which is an approximation and not exact. Small errors generated by equation (2.14) are 




F. CHAPTER SUMMARY 
The performance of the BPSK modulation in AWGN, both with and without FEC 
convolutional coding and for different fading environments were analyzed in this chapter. 
A non-fading channel, a Rayleigh fading channel and two different types of Ricean 
fading channels were examined. Next, the same modulation scheme for different fading 



































III. PERFORMANCE OF BPSK IN AN PULSE-NOISE 
INTERFERENCE ENVIRONMENT 
A. INTRODUCTION 
The performance of a BPSK modulated signal in an AWGN plus pulse-noise 
interference environment transmitted over different types of fading channels is analyzed 
in this chapter. First, BPSK with FEC and HDD transmitted over a non-fading channel 
with fixed pulse-noise interference as well as a worst case scenario is examined, and the 
effect of a Rayleigh fading channel in a continuous jamming environment is researched. 
Next, BPSK with FEC and SDD using a linear combing receiver transmitted over both a 
non-fading channel and over a Rayleigh fading channel in a continuous jamming 
environment is studied. Lastly, the effect of the noise-normalized receiver with FEC and 
SDD for a non-fading channel is explored. 
B. PULSE-NOISE INTERFERENCE 
The AWGN and pulse-noise interference are both modeled as Gaussian 
independent random processes. Thus, for continuous interference, the total PSD ( tN ) is 
the sum of the PSD of AWGN ( oN ) and the PSD of the interference ( IN ). In short, 
t o IN N N= + . 
For pulsed interference, assume that the average interference power is constant, so 
the PSD of pulsed interference is inversely proportional to the duty cycle ρ  ( 0 1ρ< ≤ ), 
that is the fraction of the time the jammer is on. This means IN  is replaced by IN ρ , so 
when pulsed interference is present with AWGN, the average energy per symbol-to-noise 















C. WITH CONVOLUTIONAL CODING AND HDD  
1.  Without Fading  
The probability that a particular channel symbol is affected by the pulsed 
interference is ρ , and the probability that a particular symbol is affected by AWGN only 
is (1 ρ− ). As a result, the probability of channel bit error is given by  
 (interference and AWGN ) + (1- ) (AWGN only).e b bp P Pρ ρ=  (3.2) 
For BPSK with FEC and HDD in an AWGN plus jamming environment 
combined with a non-fading channel, the probability of bit error is upper-bounded by 
(2.3), where dP  is given by (2.4), and ep  is the probability of coded bit error obtained 
from (3.2) and is expressed as [7] 
 2 2 (1 ) .b be
I o
o
rE rEp Q QN NN
ρ ρ
ρ
     = + −      +  
 (3.3) 
In this section, the duty cycles 1ρ =  (continuous jamming), ρ = 0.3, ρ = 0.1, 
0.01ρ = , and the worst case wcρ  are examined.  
For the worst case, assuming 1b oE N   and I oN Nρ  , the duty cycle factor 








−   
  (3.4) 
The SIR vs. b oE N  for BPSK when the jammer uses different duty cycles, and 
when convolutional coding is used with HDD with different code rates and different 
numbers of memory elements at the target bP  of 
510−  are illustrated in Figures 20, 21, 22, 
and 23. Those plots show the areas of successful communications in the link ( 510bP
−< ), 
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which happen in the upper right areas of the curves. In the opposite areas, the bP  is 
greater than 510− .  
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 20 
.  
 
Figure 20.   BPSK with FEC and HDD when r = 1/3 in a jammed channel. 
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As expected, the greater the number of memory elements, the better the 
performance of the system. By examining Figure 20, we see that there are two limiting 
cases. First, if the interference power is low, the performance is limited by b oE N . On 
the other hand, if the AWGN power is low, the performance is limited by the interference 
power and the duty cycle factor. As K increases, the worst case value of ρ  approaches 
one. For K = 2, the duty cycle for the worst performance is ρ  = 0.1, while for K = 6, the 
duty cycle for the worst performance is ρ  = 1. In all cases, interference with ρ  = 0.01 is 
not efficient. The curve associated with the wcρ  does not always result in the worst 
performance as it is an approximation. 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 21. 
 
 
Figure 21.   BPSK with FEC and HDD when r = 1/2 in a jammed channel. 
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The results for r = 1/2 are similar to those for r = 1/3. The ρ  = 0.01 does not 
result in efficient jamming. For K = 2 and K = 4, the duty cycle for the worst performance 
is 0.1ρ = , while for K = 8, the duty cycle for the worst performance is 0.3ρ = . As K 
increases, the difference between worst case performance and performance with ρ  = 1 
decreases. 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 22. 
 
 
Figure 22.   BPSK with FEC and HDD when r = 2/3 in a jammed channel. 
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In this case, the duty cycle ρ = 0.01 results in the worst performance when the 
number of memory elements are K = 2 and K = 4 but gives poor interference when the 
number of memory elements are K = 6 and K = 8, when the duty cycle ρ = 0.1 results in 
the worst performance. Also, the approximate worst case duty cycle is accurate in this 
case. As with the lower code rates examined, as K increases, the value of ρ  leading to 
worst case performance increases. 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 23. 
  
 
Figure 23.   BPSK with FEC and HDD when r = 3/4 in a jammed channel. 
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In this case, the duty cycle ρ = 0.01 results in the worst performance for the 
number of memory elements K = 2, K = 4, and K = 6, while for K = 8, the duty cycle 
0.1ρ =  results in the worst performance. Also, the approximate worst case duty cycle is 
accurate in this case, and increasing K results in increasing ρ  for a worst case 
performance. 
Comparing Figures 20, 21, 22, and 23, we conclude that increasing the number of 
memory elements and/or decreasing the code rate not only makes the low-duty cycle 
pulse-noise interference less efficient but also reduces the difference between the worst  
case performance and the interference with ρ  = 1.  
2.  With Rayleigh Fading and Continuous Jamming  
The performance of BPSK transmitted over a Rayleigh fading channel with FEC 
and HDD in an AWGN plus continuous jamming environment is determined in this 
section. The probability of bit error is upper-bounded by (2.3), where dP  is given by 
(2.4), and ep  is the probability of coded bit error obtained by replacing 
( )b o b o IE N r E N N→ +  in (2.13). 
The SIR vs. b oE N  obtained with a convolutional encoder for different code rates 
and various numbers of memory elements in a Rayleigh fading channel and a continuous 
jammed environment is illustrated in Figure 24.  
From Figure 24, we conclude that for BPSK transmitted over a Rayleigh fading 
channel with FEC, HDD, and continuous jamming, the performance improves as the 
number of memory elements increases and/or as the code rate decreases. Also, it is 
evident that the target bP  of 
510−  is much more difficult to achieve in this case due to the 




Figure 24.   BPSK with FEC and HDD in a jammed channel with Rayleigh fading. 
 
D. WITH CONVOLUTIONAL CODING AND SDD  
1.  Using a Linear Combining Receiver in a Non-Fading Channel 
The performance of BPSK transmitted over a non-fading channel when using 
convolutional coding with SDD and different code rates in a jammed environment with 
different duty cycles is determined in this section.  
First, the case of a linear combing receiver is examined. Assume that only i bits 
are jammed of the d independent received bits. Thus, ( d i− ) bits are affected only by 
AWGN. As a result, the probability of bit error is upper-bounded by (2.3), where dP , the 
probability of selecting a path that is a Hamming distance d from the correct path when i 
of the d bits are jammed, is expressed by [7]  
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 (3.7) 
The SIR vs. b oE N  for BPSK obtained when using a linear combining receiver 
and when the jammer uses different duty cycles for convolutional coding with SDD with 
different code rates and different numbers of memory elements at the target bP  of 
510−  
are illustrated in Figures 25, 26, 27, and 28.  
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 25. 
From Figure 25, we conclude that for BPSK transmitted over a non-fading 
channel with FEC and SDD when using a linear combing receiver, the performance 
improves as the number of memory elements increases and/or as the duty cycle increases. 
Also, the interference with ρ  = 0.01 is the most efficient regardless of the number of 
memory elements. This is in direct contrast to the results obtained with HDD. 
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Figure 25.   BPSK with FEC and SDD using a linear combining receiver when r = 1/3. 
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The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 26. 
From Figure 26, we conclude that the performance improves as the number of 
memory elements increases and/or as the duty cycle increases. As a result, the 
interference with ρ  = 0.01 is the most efficient regardless of the number of memory 
elements. Again, this is in direct contrast to the results obtained with HDD. 
 
 
Figure 26.   BPSK with FEC and SDD using a linear combining receiver when r = 1/2. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 27. 
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From Figure 27, we reach the same conclusion as for the lower code rates. The 
performance improves as the number of memory elements increases and/or as the duty 
cycle increases. For K = 2 and K = 4, the result obtained with SDD has the same general 
trend as that obtained with HDD, but SDD has better performance than HDD. For K = 6 
and K = 8, the interference with ρ  = 0.01 is the most efficient, and this is in direct 
contrast to the results obtained with HDD. 
 
 
Figure 27.    BPSK with FEC and SDD using a linear combining receiver when r = 
2/3. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 28. 
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From Figure 28, we reach the same conclusion as for the lower code rates. The 
performance improves as the number of memory elements increases and/or as the duty 
cycle increases. For K = 2, K = 4, and K = 6, the result obtained with SDD has the same 
general trend as that obtained with HDD, but SDD has better performance than HDD. For 
K = 8, the most efficient interference is ρ  = 0.01 for SDD; while for HDD, the most 
efficient interference is ρ  = 0.1. 
 
Figure 28.   BPSK with FEC and SDD using a linear combining receiver when r = 3/4. 
 
From Figures 25, 26, 27, and 28, we conclude that for BPSK with linear 
combining, FEC, and SDD in a jammed environment but without fading, the performance 
worsens as ρ  decreases and the interference with ρ  = 0.01 is the most efficient. Also, 
increasing the number of memory elements and/or decreasing the code rate slightly 
reduces the difference between the worst and the best performance. 
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Comparing Figures 20, 21, 22, and 23 with Figures 25, 26, 27, and 28, 
respectively, we conclude that: 
• For code rates r = 1/2 and r = 1/3, when the jamming power is low, the 
coding gain obtained with SDD is higher than that obtained with HDD by 
approximately 1.5 to 3 dB, but as the jamming power increases and the 
duty cycle decreases, the difference between the coding gains decreases. 
When the jamming power is high and ρ = 0.01, the performance obtained 
with SDD is poorer than that obtained with HDD.  
• For code rates r = 2/3 and r = 3/4, when the jamming power is low, the 
coding gain obtained with SDD is higher than that obtained with HDD by 
approximately 2 to 3 dB; while, when the jamming power is high, the 
coding gain obtained with SDD is higher than that obtained with HDD by 
approximately 1 to 4 dB, except for the cases when ρ  = 0.01 for r = 2/3 
with K = 4, K = 6, and K = 8, and for r = 3/4 with K = 8, where the 
performance obtained with SDD is poorer than that obtained with HDD. 
• From above, we can conclude that HDD outperforms SDD when jamming 
power is high. 
2.  Using a Linear Combining Receiver in a Rayleigh Fading  
The performance of BPSK transmitted over Rayleigh fading channel with FEC 
and SDD in an AWGN plus continuous jamming environment when using a linear 
combining receiver is determined in this section. The probability of bit error is upper-
bounded by (2.3), where dP  is obtained by replacing o o IN N N→ +  in (2.14) and with 
ζ = 0. 
The SIR vs. b oE N  obtained with a convolutional encoder for different code rates 
and various numbers of memory elements in a Rayleigh fading channel and a continuous 
jammed environment is illustrated in Figure 29. 
From Figure 29, we conclude that for BPSK transmitted over a Rayleigh fading 
channel with FEC, SDD, and continuous jamming, there is better performance as the 
number of memory elements increases and/or as the code rate decreases. Also, it is clear 
that the nature of the fading channel makes communications more difficult since a much 




Figure 29.   BPSK with FEC and SDD using a linear combining receiver in Rayleigh 
fading. 
 
3.  Using a Noise-Normalized Receiver in a Non-Fading Channel 
The performance of BPSK transmitted over a non-fading channel with 
convolutional coding and SDD with different code rates in a jammed environment with 
different duty cycles when using a noise-normalized receiver is examined in this section.  
In this case, the probability of bit error is upper-bounded by (2.3), where dP  is 
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 (3.8) 
The SIR vs. b oE N  for BPSK obtained when using a noise-normalized receiver, 
when the jammer uses different duty cycles, and when convolutional coding is used with 
SDD with different code rates and different numbers of memory elements at the target bP  
of 510−  are illustrated in Figures 30, 31, 32, and 33.  
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 30.  
From Figure 30, we conclude that for BPSK transmitted over a non-fading 
channel with FEC, SDD and a code rate of 1/3 when using a noise-normalized receiver, 
the performance improves as the number of memory elements increases and/or as the 
duty cycle decreases. As a result, the interference with ρ  = 0.01 is not efficient 
regardless of the number of memory elements. This is analogous to the results obtained 
with HDD but in direct contrast to those obtained with SDD when using a linear 
combining receiver for the same conditions. Comparing Figures 25 and 30, we conclude 
that the use of noise-normalized receiver negates the effect of the pulse-noise 
interference. Also, the worst performance obtained when using a noise-normalized 
receiver is as good or better than the best performance obtained when using a linear 
combining receiver for the same conditions. Comparing Figures 20 and 30, we conclude 
that the results obtained with SDD when using a noise-normalized receiver are better than 




Figure 30.   BPSK with FEC and SDD using a noise-normalized receiver when r = 1/3. 
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The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 31. 
From Figure 31, we reach the same conclusion as for the lower code rates. 
Generally, the performance improves as the number of memory elements increases and/or 
as the duty cycle decreases. Also, the result obtained with SDD when using a noise-
normalized receiver is better than that obtained with HDD for the same conditions. 
 
 
Figure 31.   BPSK with FEC and SDD using a noise-normalized receiver when r = 1/2. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 32. 
From Figure 32, we conclude that for BPSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 2/3 when using a noise-normalized 
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receiver, the interference with ρ  = 0.01 is not efficient regardless of the number of 
memory elements, and that ρ  = 0.1 is not efficient when K = 6 or K = 8. Also, the worst 
case value of ρ  approaches one as K increases. The result obtained with SDD when 




Figure 32.   BPSK with FEC and SDD using a noise-normalized receiver when r = 2/3. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 33. 
From Figure 33, we conclude that for BPSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 3/4 when using a noise-normalized 
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receiver, the interference with ρ  = 0.01 is not efficient regardless of the number of 
memory elements, and ρ  = 0.1 is not efficient for K = 8. Also, the worst case value of ρ  
increases as K increases. The result obtained with SDD when using a noise-normalized 
receiver is better than that obtained with HDD for the same conditions 
 
 
Figure 33.   BPSK with FEC and SDD using a noise-normalized receiver when r = 3/4. 
 
Comparing Figures 25, 26, 27, and 28 to Figures 30, 31, 32, and 33, respectively, 
we conclude that when the jamming power is low, the coding gain obtained with SDD 
when a noise-normalized receiver is used is approximately equal to that obtained with 
SDD when a linear combining receiver is used, but as the jamming power increases, the 
coding gain obtained with the noise-normalized receiver is significantly better than that 
obtained with the linear combining receiver. Also, the performance obtained with SDD 
when the noise-normalized receiver is used is always better than that obtained with HDD, 
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with the difference in coding gain about 2 to 5 dB. As a result, we realize a great 
advantage when using the noise-normalized receiver.  
E. CHAPTER CONCLUSION  
In this chapter, the performance of a BPSK modulated signal in an AWGN plus 
pulse-noise interference environment transmitted over different types of fading channels 
was analyzed. First, BPSK with FEC and HDD transmitted over a non-fading channel, 
with different duty cycles as well as for the worst case was examined, and the effect of a 
Rayleigh fading channel in a continuous jamming environment was examined. Next, 
BPSK with FEC and SDD transmitted over a non-fading channel as well as a Rayleigh 
fading channel in a continuous jamming environment with a linear combing receiver was 
examined. Lastly, the effect of the noise-normalized receiver with FEC and SDD for a 
non-fading channel was examined. Next, we examine NCBFSK in an AWGN 
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IV. PERFORMANCE OF NCBFSK IN AN AWGN 
ENVIRONMENT 
A. INTRODUCTION 
The performance of a noncoherently detected binary frequency-shift keying 
(NCBFSK) modulated signal in an AWGN environment transmitted over different types 
of channels is analyzed in this chapter. The case of no fading as well as the effect of both 
Ricean and Rayleigh fading channels is examined. The signals are coded prior to 
transmission with a convolutional code with different code rates and different constraint 
lengths. 
B. NCBFSK IN AWGN WITHOUT FADING 
1.  Without Forward Error Correction Coding 
The performance of a NCBFSK modulated signal transmitted over a channel with 
AWGN and no fading is first examined. When FEC coding is not used, the probability of 
bit error is given by [6]  







 = −  
 (4.1) 
The performance of NCBFSK in an AWGN environment without fading or FEC 
coding is illustrated in Figure 34. 
 
 
Figure 34.   NCBFSK without FEC coding 
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2.  With FEC – Using Convolutional Codes 
a.  Hard Decision Decoding 
First, the performance of NCBFSK is determined when using 
convolutional coding and implementing HDD. The probability of bit error is upper-
bounded by (2.3), where dP  is given by (2.4), and ep  is the probability of coded bit error 
obtained by replacing b o b oE N r E N→  in (4.1). 
The probabilities of bit error of NCBFSK for different convolutional 
encoders in an AWGN environment without interference or fading are illustrated in 
Figures 35, 36, 37, and 38.  
The performance obtained by a convolutional encoder with a code rate of 
1/3 and for 2K = , 4K = , and 6K =  memory elements is illustrated in Figure 35.  From 
this figure, we conclude that in order to obtain the target bP  of 
510− , the required /b oE N  
for the three different cases ( 3ν = , 5ν = , and 7ν = ) are 13.1, 12, and 11.2 dB, 
respectively. Without FEC coding, the required / 13.3b oE N =  dB, and the resulting 
coding gains for the three cases are 0.2, 1.3, and 2.1 dB, respectively.  
 
 
Figure 35.   NCBFSK HDD with r = 1/3 and different values of constraint length. 
 
The performance obtained by a convolutional encoder with a code rate of 
1/2 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
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36. From this figure, the required /b oE N for the four different cases ( 3ν = , 5ν = , 7ν = , 
and 9ν = ) are 12.5, 11.8, 11.3, and 10.7 dB, respectively, and the resulting coding gains 
for the four cases are 0.8, 1.5, 2, 2.6 dB, respectively. 
 
 
Figure 36.   NCBFSK HDD with r = 1/2 and different values of constraint length. 
 
The performance obtained by a convolutional encoder with a code rate of 
2/3 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
37. Here, the required /b oE N  for the four different cases are 12.9, 12.1, 11.3, 11 dB, 




Figure 37.   NCBFSK HDD with r = 2/3 and different values of constraint length. 
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The performance obtained by a convolutional encoder with a code rate of 
3/4 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
38. Here, the required /b oE N for the four different cases are 13, 12.5, 12, 11.1 dB, 




Figure 38.   NCBFSK HDD with r = 3/4 and different values of constraint length. 
 
The coding gains for NCBFSK with convolutional coding and HDD for 
several different combinations of code rates and number of memory elements are 
summarized in Table 19. 
 
Table 19. Summary of coding gains for NCBFSK HDD. 
 2K =  4K =  6K =  8K =  
1/ 3r =  0.2 dB 1.3 dB 2.1 dB N/A 
1/ 2r =  0.8 dB 1.5 dB 2 dB 2.6 dB 
2 / 3r =  0.4 dB 1.2 dB 2 dB 2.3 dB 
3 / 4r =  0.3 dB 0.8 dB 1.3 dB 2.2 dB 
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From Table 19, we conclude that for NCBFSK with HDD, the optimum 
code rate is r = 1/2. Also, for a fixed code rate, the coding gain increases as the number of 
memory elements increases.  
Comparing Tables 3 and 19, we see that the coding gain obtained with 
NCBFSK is about 0.3 to 1.3 dB less than obtained with BPSK for the same conditions. 
b.  Soft Decision Decoding 
The performance of NCBFSK is determined when using convolutional 
coding and implementing SDD. The probability of bit error is upper-bounded by (2.3), 
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The probabilities of bit error for NCBFSK for different convolutional 
encoders in an AWGN environment without interference or fading are illustrated in 
Figures 39, 40, 41, and 42.  
The performance obtained with a convolutional encoder with a code rate 
of 1/3 and for 2K = , 4K = , and 6K =  memory elements is illustrated in Figure 39. 
From this figure, the required /b oE N  for the three different cases ( 3ν = , 5ν = , and 
7ν = ) are 11.4, 10.5, and 9.8 dB, respectively, and the resulting coding gains for the 




Figure 39.   NCBFSK SDD with r = 1/3 and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 1/2 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
40. Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 9ν = ) 
are 11, 10.3, 9.6, 9.2 dB, respectively, and the resulting coding gains are 2.3, 3, 3.7, and 
4.1 dB, respectively. 
 
 
Figure 40.   NCBFSK SDD with r = 1/2 and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 2/3 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
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41. Here, the required /b oE N  for the four different cases are 11.1, 10.4, 9.7, 9.3 dB, 
respectively, and the resulting coding gains are 2.2, 2.9, 3.6, and 4 dB, respectively. 
 
Figure 41.   NCBFSK SDD with r = 2/3 and different values of constraint length. 
 
The performance obtained with a convolutional encoder with a code rate 
of 3/4 and for 2K = , 4K = , 6K = , and 8K =  memory elements is illustrated in Figure 
42. Here, the required /b oE N  for the four different cases are 11.3, 10.5, 10, 9.5 dB, 
respectively, and the resulting coding gains are 2, 2.8, 3.3, 3.8 dB, respectively. 
 
 
Figure 42.   NCBFSK SDD with r = 3/4 and different values of constraint length. 
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The coding gains for NCBFSK with convolutional coding and SDD for 
several different combinations of code rates and number of memory elements are 
summarized in Table 20. 
 
Table 20. Summary of coding gains for NCBFSK SDD. 
 2K =  4K =  6K =  8K =  
1/ 3r =  1.9 dB 2.8 dB 3.5 dB N/A 
1/ 2r =  2.3 dB 3 dB 3.7 dB 4.1 dB 
2 / 3r =  2.2 dB 2.9 dB 3.6 dB 4 dB 
3 / 4r =  2 dB 2.8 dB 3.3 dB 3.8 dB 
 
From Table 20, we conclude that for NCBFSK with SDD, the optimum 
code rate is still r = 1/2. Also, for a fixed code rate, the coding gain increases as the 
number of memory elements increases.  
Comparing Tables 19 and 20, we see that for NCBFSK, the coding gain is 
1.4 to 2 dB less if HDD is used instead of SDD. Comparing Tables 4 and 20 finds that the 
coding gain obtained with NCBFSK is about 0.8 to 2.2 dB less than that obtained with 
BPSK for the same conditions. 
C. NCBFSK IN AWGN IN A FADING ENVIRONMENT  
1.  Without FEC Coding 
Using equation (2.11) for a Ricean fading channel and NCBFSK modulation, it 
can be shown that the average probability of bit error is given by [8] 
 1 exp .











 − +  =  + + + +  
 (4.4) 












Using (4.4) and (4.5), Figure 43 is obtained, which shows the probability of bit 
error for NCBFSK in an AWGN without FEC coding and for different fading 
environments. From Figure 29, we conclude that the effect of fading on performance is 
very severe as ζ  gets smaller. The results of the analysis show that in a non-fading 
environment, the required /b oE N  is 13.3 dB, while for Ricean channels with ζ = 20 and 
10, the required /b oE N  are 16.3 and 21.9 dB, respectively. As for Rayleigh fading, the 
required /b oE N  jumps to the 50 dB! As for BPSK, the need for FEC coding in a fading 
environment is evident for NCBFSK. 
  
 
Figure 43.   NCBFSK without FEC. 
 
2.  With FEC Coding and HDD    
The performance of NCBFSK when using convolutional coding and implement 
HDD is determined in this section. The probability of bit error is upper-bounded by (2.3), 
where dP  is given by (2.4), and ep  is the probability of coded bit error obtained by 
replacing b o b oE N r E N→  in either (4.4) or (4.5).  
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The probabilities of bit error of NCBFSK for different convolutional encoders in 
an AWGN environment with Rayleigh and Ricean fading are illustrated in Figures 44, 
45, 46, and 47. 
The performance obtained with a convolutional encoder for a code rate of 1/3 and 
constraint lengths 3ν = , 5ν = , and 7ν =  is illustrated in Figure 44. Three different 
fading environment cases are examined as in Chapter II: Rayleigh fading (ζ = 0) and 
Ricean fading with ζ = 10 and ζ = 20. 
 
 
Figure 44.   NCBFSK with FEC and HDD when r = 1/3. 
 
From Figure 44, we can determine the /b oE N  required to achieve the target bP  of 
510− . For the three different cases ( 3ν = , 5ν = , and 7ν = ) and Rayleigh fading, the 
required /b oE N  is 24.6, 20.7, and 18.5 dB, respectively; for Ricean fading with ζ = 10, 
the required /b oE N  is 15.4, 13.9, and 12.9 dB, respectively; for Ricean fading with ζ = 
20, the required /b oE N  is 14.5, 13.2, and 12.4 dB, respectively. The resulting coding 
gains are shown in Table 21. 
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Table 21. Summary of coding gains for NCBFSK HDD with r = 1/3 in fading environment. 
 2K =  4K =  6K =  
Rayleigh fading 25.4 dB 29.3 dB 31.5 dB 
Ricean fading ζ = 10 6.5 dB 8 dB 9 dB 
Ricean fading ζ = 20 1.8 dB 3.1 dB 3.9 dB 
 
The performance obtained with a convolutional encoder for a code rate of 1/2 and 
constraint lengths 3ν = , 5ν = , 7ν = , and 9ν =  is illustrated in Figure 45. 
 
 
Figure 45.   NCBFSK with FEC and HDD when r = 1/2. 
 
Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 
9ν = ) and Rayleigh fading is 29.7, 25.6, 22.3, and 20.2 dB, respectively; for Ricean 
fading with ζ = 10, the required /b oE N  is 16.1, 14.7, 13.5, and 12.7 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 14.7, 13.5, 12.6, and 11.9 dB, 




Table 22. Summary of coding gains for NCBFSK HDD with r = 1/2 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 20.3 dB 24.4 dB 27.7 dB 29.8 dB 
Ricean fading ζ = 10 5.8 dB 7.2 dB 8.4 dB 9.2 dB 
Ricean fading ζ = 20 1.6 dB 2.8 dB 3.7 dB 4.4 dB 
 
The performance obtained with a convolutional encoder for a code rate of 2/3 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 46. 
 
 
Figure 46.   NCBFSK with FEC and HDD when r = 2/3. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 39.8, 32.6, 27.4, and 25 dB, respectively; for Ricean 
fading with ζ = 10, the required /b oE N   is 18.7, 16.2, 14.5, and 13.7 dB, respectively; 
for Ricean fading with ζ = 20, the required /b oE N  is 15.9, 13.7, 13.1, and 12.5 dB, 




Table 23. Summary of coding gains for NCBFSK HDD with r = 2/3 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 10.2 dB 17.4 dB 22.6 dB 25 dB 
Ricean fading ζ = 10 3.2 dB 5.7 dB 7.4 dB 8.2 dB 
Ricean fading ζ = 20 0.4 dB 2.6 dB 3.2 dB 3.8 dB 
 
The performance obtained with a convolutional encoder for a code rate of 3/4 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 47. 
 
 
Figure 47.   NCBFSK with FEC and HDD when r = 3/4. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 45.5, 36.7, 32.3, and 28.4 dB, respectively; for Ricean 
fading with ζ  = 10, the required /b oE N  is 20.5, 17.3, 15.8, and 14.5 dB, respectively; 
for Ricean fading with ζ = 20, the required /b oE N  is 16.5, 14.8, 13.9, and 13 dB, 
respectively. The resulting coding gains are shown in Table 24. 
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Table 24. Summary of coding gains for NCBSK HDD with r = 3/4 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 4.5 dB 13.3 dB 17.7 dB 21.6 dB 
Ricean fading ζ = 10 1.4 dB 4.6 dB 6.1 dB 7.4 dB 
Ricean fading ζ = 20 -0.2 dB 1.5 dB 2.4 dB 3.3 dB 
 
The coding gains obtained with NCBFSK and HDD for different code rates and 
for the three different fading cases being examined are shown in Tables 25, 26, and 27. 
 
Table 25. Summary of coding gains for NCBFSK HDD in Rayleigh fading. 
 2K =  4K =  6K =  8K =  
1/ 3r =  25.4 dB 29.3 dB 31.5 dB N/A 
1/ 2r =  20.3 dB 24.4 dB 27.7 dB 29.8 dB 
2 / 3r =  10.2 dB 17.4 dB 22.6 dB 25 dB 
3 / 4r =  4.5 dB 13.3 dB 17.7 dB 21.6 dB 
 
Table 26. Summary of coding gains for NCBFSK HDD in Ricean fading with ζ = 10. 
 2K =  4K =  6K =  8K =  
1/ 3r =  6.5 dB 8 dB 9 dB N/A 
1/ 2r =  5.8 dB 7.2 dB 8.4 dB 9.2 dB 
2 / 3r =  3.2 dB 5.7 dB 7.4 dB 8.2 dB 







Table 27. Summary of coding gains for NCBFSK HDD in Ricean fading with ζ = 20. 
 2K =  4K =  6K =  8K =  
1/ 3r =  1.8 dB 3.1 dB 3.9 dB N/A 
1/ 2r =  1.6 dB 2.8 dB 3.7 dB 4.4 dB 
2 / 3r =  0.4 dB 2.6 dB 3.2 dB 3.8 dB 
3 / 4r =  -0.2 dB 1.5 dB 2.4 dB 3.3 dB 
 
From Tables 25, 26, and 27, we conclude that for NCBFSK transmitted over 
fading channels with HDD, the coding gain increases as the number of memory elements 
increases and/or as the code rate decreases. This is contrary to what was found for the 
non-fading channel, when r = 1/2 is optimum. As might be expected, this phenomenon is 
most pronounced for Rayleigh fading and lessens as ζ  increases. 
3.  With FEC Coding and SDD    
The performance of NCBFSK with convolutional coding and SDD is determined 
in this section. The probability of bit error is upper-bounded by (2.3), where dP  is given 
by [7]  
( ) ( )
( )
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1 exp
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      +   =    + + + +      
   + + +   +    × ∑ ∑      = =+ + + + +      
 (4.6) 
The probabilities of bit error of NCBFSK for different convolutional encoders in 
an AWGN environment with Rayleigh and Ricean fading are illustrated in Figures 48, 
49, 50, and 51.  
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The performance obtained with a convolutional encoder for a code rate of 1/3 and 
constraint lengths 3ν = , 5ν = , and 7ν =  is illustrated in Figure 48. 
 
 
Figure 48.   NCBFSK with FEC and SDD when r = 1/3. 
 
From Figure 48, we can determine the /b oE N  required to achieve the target bP  of 
510− . For the three different cases ( 3ν = , 5ν = , and 7ν = ) and Rayleigh fading, the 
required /b oE N  is 14.4, 10.8, and 8.4 dB, respectively; for Ricean fading with ζ = 10, the 
required /b oE N  is 11.5, 9.1, AND 7.3 dB, respectively; for Ricean fading with ζ = 20, 
the required /b oE N  is 11.1, 8.9, and 7.1 dB, respectively. The resulting coding gains are 
shown in Table 28. 
 
Table 28. Summary of coding gains for NCBFSK SDD with r = 1/3 in fading environment. 
 2K =  4K =  6K =  
Rayleigh fading 35.6 dB 39.2 dB 41.6 dB 
Ricean fading ζ = 10 10.4 dB 12.8 dB 14.6 dB 
Ricean fading ζ = 20 5.2 dB 7.4 dB 9.2 dB 
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The performance obtained with a convolutional encoder for a code rate of 1/2 and 
constraint lengths 3ν = , 5ν = , 7ν = , and 9ν =  is illustrated in Figure 49. 
 
Figure 49.   NCBFSK with FEC and SDD when r = 1/2. 
 
Here, the required /b oE N  for the four different cases ( 3ν = , 5ν = , 7ν = , and 
9ν = ) and Rayleigh fading is 16.6, 13.6, 10.9, and 9 dB, respectively; for Ricean fading 
with ζ = 10, the required /b oE N  is 11.8, 10, 8.3, and 7 dB, respectively; for Ricean 
fading with ζ = 20, the required /b oE N  is 11.1, 9.6, 8, and 6.7 dB, respectively. The 
resulting coding gains are shown in Table 29. 
 
Table 29. Summary of coding gains for NCBFSK SDD with r = 1/2 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 33.4 dB 36.4 dB 39.1 dB 41 dB 
Ricean fading ζ = 10 10.1 dB 11.9 dB 13.6 dB 14.9dB 
Ricean fading ζ = 20 5.2 dB 6.7 dB 8.3 dB 9.6 dB 
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The performance obtained with a convolutional encoder for a code rate of 2/3 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 50. 
 
Figure 50.   NCBFSK with FEC and SDD when r = 2/3. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 22.5, 18.4, 15, and 13.3 dB, respectively; for Ricean 
fading with ζ = 10, the required /b oE N  is 15, 12.8, 10.5, and 9.5 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 13.5, 11.5, 9.8, and 9 dB, respectively. 
The resulting coding gains are shown in Table 30. 
 
Table 30. Summary of coding gains for NCBFSK SDD with r = 2/3 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 27.5 dB 31.6 dB 35 dB 36.7 dB 
Ricean fading ζ = 10 6.9 dB 9.1 dB 11.4 dB 12.4 dB 
Ricean fading ζ = 20 2.8 dB 4.8 dB 6.5 dB 7.3 dB 
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The performance obtained with a convolutional encoder for a code rate of 3/4 and 
memory elements 2K = , 4K = , 6K = , and 8K = is illustrated in Figure 51. 
 
 
Figure 51.   NCBFSK with FEC and SDD when r = 3/4. 
 
Here, the required /b oE N  for the four different cases ( 2K = , 4K = , 6K = , and 
8K = ) and Rayleigh fading is 25.8, 21.2, 18.3, and 15.9 dB, respectively; for Ricean 
fading with ζ  = 10, the required /b oE N  is 16.7, 14.1, 12.2, and 11 dB, respectively; for 
Ricean fading with ζ = 20, the required /b oE N  is 14.6, 12.8, 11.2, and 10.2 dB, 
respectively. The resulting coding gains are shown in Table 31. 
 
Table 31. Summary of coding gains for NCBFSK SDD with r = 3/4 in fading environment. 
 2K =  4K =  6K =  8K =  
Rayleigh fading 24.2 dB 28.8 dB 31.7 dB 34.1 dB 
Ricean fading ζ = 10 5.2 dB 7.8 dB 9.7 dB 10.9 dB 
Ricean fading ζ = 20 1.7 dB 3.5 dB 5.1 dB 6.1 dB 
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The coding gains obtained with NCBFSK and SDD for different code rates and 
for the three different fading cases being examined are shown in Tables 32, 33, and 34. 
 
Table 32. Summary of coding gains for NCBFSK SDD in Rayleigh fading. 
 2K =  4K =  6K =  8K =  
1/ 3r =  35.6 dB 39.2 dB 41.6 dB N/A 
1/ 2r =  33.4 dB 36.4 dB 39.1 dB 41 dB 
2 / 3r =  27.5 dB 31.6 dB 35 dB 36.7 dB 
3 / 4r =  24.2 dB 28.8 dB 31.7 dB 34.1 dB 
 
Table 33. Summary of coding gains for NCBFSK SDD in Ricean fading with ζ = 10. 
 2K =  4K =  6K =  8K =  
1/ 3r =  10.4 dB 12.8 dB 14.6 dB N/A 
1/ 2r =  10.1 dB 11.9 dB 13.6 dB 14.9dB 
2 / 3r =  6.9 dB 9.1 dB 11.4 dB 12.4 dB 
3 / 4r =  5.2 dB 7.8 dB 9.7 dB 10.9 dB 
 
Table 34. Summary of coding gains for NCBFSK SDD in Ricean fading with ζ = 20. 
 2K =  4K =  6K =  8K =  
1/ 3r =  5.2 dB 7.4 dB 9.2 dB N/A 
1/ 2r =  5.2 dB 6.7 dB 8.3 dB 9.6 dB 
2 / 3r =  2.8 dB 4.8 dB 6.5 dB 7.3 dB 
3 / 4r =  1.7 dB 3.5 dB 5.1 dB 6.1 dB 
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From Tables 32, 33, and 34, we summarize that for NCBFSK transmitted over 
fading channels with SDD, the coding gain increases as the number of memory elements 
increases or as the code rate decreases. We also note that as with HDD, r = 1/2 is no 
longer the optimum code rate when channel fading is present. 
D. CHAPTER SUMMARY 
The performance of NCBFSK modulation in AWGN, both with and without FEC 
convolutional coding and for different fading environments was analyzed in this chapter. 
A non-fading channel, a Rayleigh fading channel, and two different types of Ricean 
fading channels were examined. Next, NCBFSK in different fading environments is 


























V. PERFORMANCE OF NCBFSK IN AN PULSE-NOISE 
INTERFERENCE ENVIRONMENT 
A. INTRODUCTION 
The performance of a NCBFSK modulated signal in an AWGN plus pulse-noise 
interference environment transmitted over different types of channels is analyzed in this 
chapter. First, the case with FEC and HDD in a non-fading channel with fixed pulse-
noise interference as well as worst case is examined, and then the effect of a Rayleigh 
fading channel in a continuous jamming environment is examined. Next, the case with 
FEC and SDD using a linear combing receiver in a non-fading channel is analyzed, and 
the effect of a Rayleigh fading channel in a continuous jamming environment is studied. 
Lastly, the case with FEC and SDD using a noise-normalized receiver in a non-fading 
channel is investigated. 
B. WITH CONVOLUTIONAL CODING AND HDD 
1. Without Fading  
For NCBFSK with FEC and HDD in an AWGN plus jamming environment 
combined with a non-fading channel, the probability of bit error is upper-bounded by 
(2.3), where dP  is given by (2.4), and ep  is the probability of coded bit error obtained 
from (3.2) and given by [7] 
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 (5.1) 
The cases with different duty cycles 1ρ = , ρ = 0.3, ρ = 0.1, ρ = 0.01, and worst 
case are examined in this section.  
To obtain worst case, assume 1b oE N   and I oN Nρ  , which results in the 
duty cycle factor for the worst case ( ) 12wc b Ir E Nρ − . Substituting wcρ  into (5.1), we 








−   
  (5.2) 
The SIR vs. b oE N  for NCBFSK when the jammer uses different duty cycles and 
when convolutional coding is used with HDD for different code rates and different 
numbers of memory elements at the target bP  of 
510−  are illustrated in Figures 52, 53, 54, 
and 55.  
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 52. 
In general, the greater the number of memory elements, the better the 
performance of the system. From Figure 52, we conclude that no general rule exists for 
the value of duty cycle ρ  that results in the most efficient jamming, but notice that 
increasing K reduces the difference between performance obtained with wcρ  and that 
obtained with ρ  = 1. Here, the performance obtained from the approximate wcρ  is close 
to the worst performance for all cases with different duty cycles. Also, the interference 
with ρ  = 0.01 is not efficient regardless of the number of memory elements; while for K 
= 6, the interference with ρ  = 0.1 is not efficient either. In addition, there are two 
limiting cases in the curves. When the interference power is low (vertical part of the 
curves), the interference with the higher duty cycle is more efficient for all cases. When 
the AWGN power is low (horizontal part of the curves), the interference with ρ = 0.l is 





Figure 52.   NCBFSK with FEC and HDD when r =1/3 in a jammed channel. 
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The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 53. 
From Figure 53, we conclude that the interference with ρ  = 0.01 is not efficient 
regardless of the number of memory elements. In addition, when the interference power 
is low, the interference with higher duty cycle is more efficient for all cases. When the 
AWGN power is low, the interference with ρ = 0.l is the most efficient for all cases. 
  
 
Figure 53.   NCBFSK with FEC and HDD when r =1/2 in a jammed channel. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 54. 
From Figure 54, we conclude that the interference with ρ  = 0.01 is the most 
efficient for K = 2 and K = 4, whose performance are close to those obtained from the 
( )wcρ . For K = 6 and K = 8, the interference with ρ  = 0.01 is not efficient, and when the 
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Figure 54.   NCBFSK with FEC and HDD when r =2/3 in a jammed channel. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and various numbers of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 55. 
From Figure 55, we conclude that the interference with ρ  = 0.01 is the most 
efficient regardless of the number of memory elements, whose performance are close to 
those obtained from the ( )wcρ . For K = 2, the SIR value obtained from ( )wcρ  is above 30 




Figure 55.   NCBFSK with FEC and HDD when r =3/4 in a jammed channel. 
 
Comparing Figures 52, 53, 54, and 55, we conclude that increasing the number of 
memory elements and/or decreasing the code rate not only makes the low-duty cycle 
pulse-noise interference less efficient but also reduces the difference between the worst  
case performance and the interference with ρ  = 1.  
2.  With Rayleigh Fading and Continuous Jamming ( 1ρ = ) 
The performance of NCBFSK transmitted over the Rayleigh fading channel with 
FEC and HDD in an AWGN plus continuous jamming environment is discussed in this 
subsection. The probability of bit error is upper-bounded by (2.3), where dP  is given by 
(2.4), and ep  is the probability of coded bit error obtained by replacing 
( )b o b o IE N r E N N→ +  in (4.5). 
The SIR vs. b oE N  obtained with a convolutional encoder for different code rates 
and various numbers of memory elements in a Rayleigh fading channel and a continuous 




Figure 56.   NCBFSK with FEC and HDD in a jammed channel with Rayleigh fading. 
 
From Figure 56, we conclude that for NCBFSK transmitted over a Rayleigh 
fading channel with FEC, HDD, and continuous jamming, better performance occurs as 
the number of memory elements increases and/or as the code rate decreases. Also, it is 
evident that the target bP  of 
510−  is much more difficult to achieve in this case due to the 
nature of the multipath fading channel. 
C. WITH CONVOLUTIONAL CODING AND SDD COMBINED WITH A 
LINEAR COMBINING RECEIVER 
1.  Using a Linear Combining Receiver in a Non-Fading Channel 
The performance of NCBFSK transmitted over a non-fading channel when using 
convolutional coding with SDD and different code rates in a jammed environment with 
different duty cycles is examined in this section.  
First, a linear combing receiver is examined. Assume that only i bits are jammed 
of the d independently received bits. The probability of bit error is upper-bounded by 
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(2.3), where dP  is given by (3.5). When there is no jamming, dP (i = 0) is given by (4.2). 
When there is continuous jamming, ( )dP i d=  is obtained by replacing o o IN N N→ +  in 
(4.2).  Analytically, it is difficult to estimate the value of ( )dP i  when 0i ≠  or i d≠ . 
Since ( ) ( )d dP i d P i= ≥  for all i, an upper bound on dP  is given by  
 0,
1
(1 ) ( 0)  (1 ) ( ).
0
d
d i d i
d u d d
i
d d
P P i P i d
i
ρ ρ ρ ρ −
=
   ≤ − = + − =      ∑  (5.3) 
The equality holds when 1ρ = .  
Only the upper bound is examined in this section since the analysis involves the 
worst case scenario for communications.  
The SIR vs. b oE N  for NCBFSK obtained when using a linear combining 
receiver when the jammer uses different duty cycles and when convolutional coding is 
used with SDD with different code rates and different numbers of memory elements at 
the target bP  of 
510−  are illustrated in Figures 57, 58, 59, and 60.  
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 57. 
From Figure 57, we conclude that for NCBFSK transmitted over a non-fading 
channel with FEC and SDD when using a linear combing receiver, the performance 
improves as the number of memory elements increases and/or as the duty cycle increases. 
In addition, the interference with ρ  = 0.01 is the most efficient regardless of the number 
of memory elements. 
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Figure 57.   NCBFSK with FEC and SDD combined with linear combining receiver 
when r = 1/3. 
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The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 58. 
From Figure 58, we conclude that the interference with ρ  = 0.01 is the most 
efficient regardless of the number of memory elements. The performance only improves 
slightly as the number of memory elements increases for small ρ . 
 
 
Figure 58.   NCBFSK with FEC and SDD combined with linear combining receiver 
when r = 1/2. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 59. 
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From Figure 59, we reach the same conclusions as those obtained for the rate 1/2 
code. The interference with ρ  = 0.01 is the most efficient regardless of the number of 
memory elements, and the performance only improves slightly as the number of memory 
elements increases for small ρ . 
 
 
Figure 59.   NCBFSK with FEC and SDD combined with linear combining receiver 
when r = 2/3. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 60. 
From Figure 60, we reach the same conclusions as those obtained for the lower 
code rates. The interference with ρ  = 0.01 is the most efficient regardless of the number 
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of memory elements, and the performance only improves slightly as the number of 
memory elements increases for small ρ . 
 
 
Figure 60.   NCBFSK with FEC and SDD combined with linear combining receiver 
when r = 3/4. 
 
From Figures 57, 58, 59, and 60, we conclude that for NCBFSK with FEC and 
SDD in a jammed environment but without fading when using a linear combining 
receiver, the performance degrades as ρ  decreases and that interference with ρ  = 0.01 is 
the most efficient. 
2.  Using a Linear Combining Receiver in a Rayleigh Fading Channel 
This section determines the performance of NCBFSK transmitted over a Rayleigh 
fading channel with FEC and SDD in an AWGN plus continuous jamming environment 
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when using a linear combining receiver. The probability of bit error is upper-bounded by 
(2.3), where dP  is obtained by replacing o o IN N N→ +  in (4.5) and with ζ = 0. 
The SIR vs. b oE N  obtained with a convolutional encoder for different code rates 
and various numbers of memory elements in a Rayleigh fading channel and a continuous 
jammed environment is illustrated in Figure 61. 
 
 
Figure 61.   NCBFSK with FEC and SDD combined with linear combining receiver in 
Rayleigh fading 
 
From Figure 61, we conclude that for NCBFSK transmitted over a Rayleigh 
fading channel with FEC, SDD, and continuous jamming, performance is improved as 
the number of memory elements increases and/or as the code rate decreases. Also, it is 
clear that the nature of the fading channel makes communications more difficult since a 
much stronger signal is needed to achieve the desired performance. 
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3.  Using a Noise-Normalized Receiver in a Non-Fading Channel 
The performance of NCBFSK transmitted over a non-fading channel with 
convolutional coding and SDD with different code rates in a jammed environment with 
different duty cycles and a noise-normalized receiver is examined in this section.  
In this case, the probability of bit error is upper-bounded by (2.3), where dP  is 
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∑  (5.4) 
where nc  is given by (4.3).  
The SIR vs. b oE N  for NCBFSK obtained when using a noise-normalized 
receiver, when the jammer uses different duty cycles, and when convolutional coding is 
used with SDD with different code rates and different numbers of memory elements at 
the target bP  of 
510−  are illustrated in Figures 62, 63, 64, and 65.   
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/3 
and the various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 62. 
From Figure 62, we conclude that for NCBFSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 1/3 when using a noise-normalized 
receiver, the performance improves as the number of memory elements increases or as 
the duty cycle decreases. For all cases, the worst performance obtained is for ρ  = 1. 
Recall that for the same conditions but with a linear combining receiver that the 
interference with 0.01ρ =  is the most efficient. The use of the noise-normalized receiver 






Figure 62.   NCBFSK with FEC and SDD combined with noise-normalized receiver 
when r = 1/3. 
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The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 1/2 
and the various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 63. 
From Figure 63, we conclude that for NCBFSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 1/2 when using a noise-normalized receiver 
that the interference with ρ  = 0.1 and ρ  = 0.01 are not efficient regardless of the 
number of memory elements. For K = 2 and K = 4, the interference with ρ  = 0.3 is the 




Figure 63.   NCBFSK with FEC and SDD combined with noise-normalized receiver 
when r = 1/2. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 2/3 
and the various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 64. 
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From Figure 64, we conclude that for NCBFSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 2/3 when using a noise-normalized receiver 
that the interference with ρ  = 0.01 is not efficient regardless of the number of memory 
elements, and that ρ  = 0.1 is not efficient for K = 6 and K = 8. Also, the interference 
with ρ  = 0.1 is the most effective for K = 2; while for K = 4, K = 6 and K = 8, the 
interference with ρ  = 0.3 is the most effective. 
 
 
Figure 64.   NCBFSK with FEC and SDD combined with noise-normalized receiver 
when r = 2/3. 
 
The SIR vs. b oE N  obtained with a convolutional encoder for a code rate of 3/4 
and the various number of memory elements in a non-fading channel but a jammed 
environment with different duty cycles is illustrated in Figure 65. 
From Figure 65, we conclude that for NCBFSK transmitted over a non-fading 
channel with FEC and SDD for a code rate of 3/4 when using a noise-normalized receiver 
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that the interference with ρ  = 0.01 is not efficient regardless of the number of memory 
elements. Also, the interference with ρ  = 0.1 is the most effective for K = 2, K = 4 and K 




Figure 65.   NCBFSK with FEC and SDD combined with noise-normalized receiver 
when r = 3/4. 
 
In general, as can be seen from Figures 62, 63, 64, and 65, as the code rate 
decreases, the effect of pulse-noise interference decreases (i.e., pulse-noise interference 
becomes inefficient). This fact is more evident for large K. Also, as the number of 
memory elements increases for a fixed code rate, pulse-noise jamming with low duty 
cycle (smaller than 0.1) becomes inefficient. As a result, the worst case performance for 
K = 6 and K = 8 occurs either for continuous jamming or for pulse-noise interference 
with ρ  = 0.3, depending on the code rate. For the lower code rates with K large, the 
effects of pulse-noise interference are essentially negated. 
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D. CHAPTER CONCLUSION  
The performance of NCBFSK modulation in an AWGN plus pulse-noise 
interference environment transmitted over different types of channels was examined in 
this chapter. First, NCBFSK with FEC and HDD for both a non-fading channel with 
different duty cycles as well as worst case as well as the effect of a Rayleigh fading 
channel in a continuous jamming environment was examined. Next, NCBFSK with FEC 
and SDD using a linear combing receiver in a non-fading channel and in a Rayleigh 
fading channel was examined. Lastly, the effect of the noise-normalized receiver in the 
































The performance of BPSK and NCBFSK modulated signals transmitted over 
frequency-nonselective, slowly fading channels in a worst case, pulse-noise interference 
environment was examined in this thesis. After developing the basic theoretical concepts 
related to fading channels and error correction coding, the analysis started with the case 
of only AWGN. The signals were assumed to be transmitted over different types of 
channels (non-fading, Ricean fading, and Rayleigh fading) combined with either hard or 
soft decision Viterbi decoding. The performance of convolutional codes for different 
code rates and different constraint lengths was evaluated.  Next, the analysis was 
extended to an environment where AWGN and noise-like pulse interference were both 
present. The SIR vs. b oE N  obtained for the different cases at a target bP  of 
510−  (which 
is considered the practical limit for successful digital communications) were shown. The 
plots are an illustration of where communications are successful ( 510bP
−< ), located in 
the upper right areas of the curves. In this case, the analysis involved either a non-fading 
or a Rayleigh fading channel. In the non-fading case, the interference with different duty 
cycles and the worst case were evaluated; while in the Rayleigh fading case, only 
continuous jamming was examined. Also, the effect of the noise-normalized receiver in a 
jammed environment and non-fading channel was evaluated. 
B. FINDINGS 
The results revealed some general trends for some receiver configurations, but for 
others, general trends were not evident. The key findings from this work are as follows: 
• In general, the performance of communications improves as the code rates 
decreases and/or as the number of memory elements increases. The 
exception is for NCBFSK in a non-fading channel where the optimum 
code rate is r = 1/2. 
• Generally, for a non-fading channel, the coding gain obtained by 
implementing SDD is higher than that obtained by implementing HDD for 
the same conditions when only AWGN is present.  
• For a non-fading channel, the coding gain obtained with BPSK is higher 
than that obtained with NCBFSK for the same conditions.  
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• The general trend for both BPSK and NCBFSK combined with HDD in an 
AWGN plus pulse-noise interference, non-fading channel is that the 
difference between the worst case and ρ  = 1 decreases, and the value of 
ρ  leading to the worst case performance increases, approaching unity as 
the code rate decreases and/or as K increases. 
• For both BPSK and NCBFSK combined with SDD in a non-fading 
channel but a jammed environment, the performance was obtained with 
two different receivers, the linear combining and the noise-normalized 
receiver. When using a linear combining receiver, the interference with 
small ρ  is the most efficient regardless of the number of memory 
elements or code rate. However, when using a noise-normalized receiver, 
the worst performance was obtained for a duty cycle approaching unity. In 
other words, the use of a noise-normalized receiver negates the effect of 
the pulse-noise interference. 
C. FUTURE WORK 
Some areas are recommended for follow-on research. The performance of BPSK 
and NCBFSK schemes in a pulse-noise interference environment with Ricean fading 
could be analyzed in future work. The performance for both the noncoherent linear 
combining receiver and the noncoherent noise-normalized receiver using SDD for fading 
channels and jammed environments could be analyzed as well. Finally, in some cases for 
this research, we used approximate formulas. For follow-on research, it will be useful to 
derive exact formulas for those cases. For example, for NCBFSK combined with SDD, 
an exact result should be developed for the linear combining receiver in an pulse-noise 
interference environment and compared with the bound developed in this thesis in order 
to determine how tight this bound is. 
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