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Abstract
We show that fully supported g-measures on a shift space AZ+ , |A| < ∞, remain g-measures under
single site renormalization transformations (1-block factors).
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1. Introduction
It is well known that functions (factors) of Markov processes are not necessarily Markov of
any finite order. Under very mild conditions, processes which are functions of Markov chains,
have regular conditional probabilities. More specifically, let {Xn} be a stationary finite state
Markov chain with a strictly positive transition probability matrix
P = (pi, j ) > 0
and Yn = π(Xn) be its factor process. Denote by Q the invariant measure of {Yn}, note that
Q = P ◦ π−1 where P is the invariant measure of {Xn}. Then
• the sequence of conditional probabilitiesQ(y0|y−1−n) converges uniformly (in y0−∞) as n →∞
to the limit denoted by Q(y0|y−1−∞);• there exist C > 0 and θ ∈ (0, 1) such that
βn := sup
y0−n
sup
y˜−n−1−∞ ,y¯−n−1−∞
Q(y0|y−1−n y˜−n−1−∞ )−Q(y0|y−1−n y¯−n−1−∞ ) ≤ Cθn (1.1)
for all n ∈ N.
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Despite the fact that the factor of a Markov chain can have infinite memory, the influence of past
values decays exponentially. This important result has been obtained independently in Statistics,
Information Theory, and Probability Theory, see [12] for references and discussion of various
approaches.
The previous result can also be interpreted as follows: invariant measures of functions of
Markov chains are g-measures, see below for the exact definition. The next natural question to
address is what are the properties of single-site factors of g-measures, and most importantly,
do they remain within the class of g-measures? Recently first results have been obtained in
[3,9,10] using various methods. In the present paper we prove that indeed factors of g-measures
are again g-measures, using a novel approach.
1.1. Notation
Suppose X = AZ+ for some finite set A with |A| > 1; T : X → X is a left shift. Denote
by C(X,R) the space of all real-valued continuous functions on X . A g-function on X is a
continuous positive function g such that for all x ∈ X ,−
x ′∈T−1x
g(x ′) =
−
a∈A
g(ax) = 1. (1.2)
A probability measure µ on X is called a g-measure if for µ-almost all x = (x0, x1, . . .) ∈ X ,
µ(x0|x1, x2, . . .) = g(x).
Equivalently (see e.g., [13]), µ is a g-measure if for all f ∈ C(X,R) one has∫
X
f (x)µ(dx) =
∫
X
 −
x ′∈T−1(x)
f (x ′)g(x ′)
µ(dx)
=
∫
X
−
a∈A
f (ax)g(ax)

µ(dx). (1.3)
Condition (1.3) can be viewed as a one-sided variant of the so-called Dobrushin–Lanford–Ruelle
equations which provide a definition of Gibbs states in Statistical Mechanics. In many cases
g-measures are also referred to as Gibbs measures.
For g ∈ C(X,R) and n ∈ Z+ let
varn(g) = sup
x,x˜ :xn0=x˜n0
|g(x)− g(x˜)|.
Since g is continuous, varn(g)→ 0 as n →∞. We say that g has summable variation if
Cg :=
−
n≥0
varn(g) <∞.
Walters [13] established that a g-function of summable variation admits a unique g-measure. If
g is continuous and positive on X , then log g is a continuous function on X . It is easy to verify
that
Cg =
−
n
varn(g) <∞ ⇐⇒ Clog g =
−
n
varn(log g) <∞.
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Suppose B is a finite set with 1 < |B| < |A|, and π is surjective map from A to B. Let
Y = BZ+ , and let π denote also the map from X onto Y given by
y = π(x), where yn = π(xn) ∀n ∈ Z+.
If µ is a Borel probability measure on X , let ν = π∗µ = µ ◦ π−1 be the push-forward of µ:
ν(C) = µ(π−1C) for all Borel C ⊆ Y (C ∈ B(Y )).
Theorem 1.1. Suppose µ is a g-measure on X for some continuous positive function g with
summable variation. Then ν = µ ◦ π−1 is a g˜-measure on Y for some continuous positive
function g˜ on Y .
Theorem 1.1 has been obtained earlier by Redig and Wang [10], and under stronger conditions
on the decay of variations of g by Chazottes and Ugalde [3], and Kempton and Pollicott [9].
In this paper we provide a proof of Theorem 1.1 using a novel method based on the
construction of a continuous disintegration of the original measures µ. Our approach relies
heavily on the theory of non-homogeneous equilibrium states of Fan and Pollicott [5]. In the
last section, we compare the estimates of the decay rates varn(g˜) obtained using methods of [3,9,
10] and of the present paper. It turns out that the present method provides suboptimal bounds. On
the other hand, the present approach should be useful in the study of the preservation of the Gibbs
property of random fields under renormalization transformations. For random fields, the general
picture is much more complex: even Markov random fields may lose the Gibbs property under
single-site transformations. Van Enter et al. proposed in [11] a criterion for the loss/preservation
of Gibbs property based on the absence of the so-called hidden phase transitions. Though the
criterion has not been established in complete generality, all known cases confirm the conjecture.
In the last section we will also discuss the relation between the criterion based on the hidden
phase transitions and the method of the present paper.
2. Disintegration of measures and criteria for Gibbsianity
For every y ∈ Y denote by X y the fiber over y:
X y = π−1(y) ⊂ X.
For every y, X y is a closed, but not necessarily translation invariant subset of X .
Definition 2.1. A family of measures µY = {µy}y∈Y is called a family of conditional measures
for µ on fibers X y if
(a) µy is a Borel probability measure on X y, µy(X y) = 1;
(b) for all f ∈ L1(X, µ), the map
y →
∫
X y
f (x)µy(dx)
is measurable and∫
X
f (x)µ(dx) =
∫
Y
∫
X y
f (x)µy(dx)ν(dy).
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Every measure µ admits at least one family of conditional measures on fibers (also known as
a disintegration of measure, [1, Section 1.0.8, p.9]). Note also that∫
X y
f (x)µy(dx) = Eµ

f |π−1B(Y )

,
where π−1B(Y ) is the σ -algebra of sets
π−1(C) : C ∈ B(Y )

.
Theorem 2.2. Suppose µ is a g-measure for some continuous positive function g. Suppose also
that π : X → Y is such that µ admits a family of conditional measures µY = {µy}y∈Y on fibers
{X y}y∈Y with an additional property that for every f ∈ C(X,R) the map
y →
∫
X y
f (x)µy(dx) (2.1)
is continuous on Y (in the product topology). Then ν = µ ◦ π−1 is a g˜-measure on Y , where
g˜ : Y → (0, 1) is given by
g˜(y) = g˜((y0, y1, y2, . . .)) =
∫
X y
 −
a∈π−1(y0)
g((a, x1, x2, . . .))
µy(dx).
Proof. It is sufficient to show that for all h ∈ C(Y,R) one has∫
Y
h(y)ν(dy) =
∫
Y
−
b∈B
h(by)g˜(by)

ν(dy).
Suppose h ∈ C(Y,R). Then∫
Y
h(y)ν(dy)
(a)=
∫
X
(h ◦ π)(x)µ(dx)
(b)=
∫
X
−
a∈A
(h ◦ π)(ax)g(ax)

µ(dx)
=
∫
X
−
b∈B
−
a∈π−1(b)
(h ◦ π)(ax)g(ax)
µ(dx)
(c)=
∫
Y
∫
X y
−
b∈B
−
a∈π−1(b)
(h ◦ π)(ax)g(ax)
µy(dx)ν(dy)
(d)=
∫
Y
−
b∈B
h(by)
∫
X y
 −
a∈π−1(b)
g(ax)
µy(dx)
 ν(dy)
(e)=
∫
Y
−
b∈B
h(by)g˜(by)ν(dy), (2.2)
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where equalities (a), (b), (c), (d), and (e) hold because ν = µ ◦ π−1, µ is a g-measure, {µy} is
a system of conditional probabilities for µ on fibers {X y}, (h ◦ π)(ax) = h(by) on fiber X y for
b = π(a), and by definition of g˜, respectively.
It is obvious that g˜ is continuous by (2.1). Moreover, g˜ is strictly positive, as an integral of a
strictly positive function. Since g satisfies the normalization condition (1.2), then so does g˜. 
Remark 2.1. A family of conditional measures on fibers is essentially unique: if {µy}, {µ˜y} are
two such families, then µy = µ˜y for ν-a.a. y. On the other hand, there is at most one family {µy}
such that the map
y →
∫
X y
f (x)µy(dx),
is continuous for every f ∈ C(X,R).
3. Conditional probabilities for g-measures of functions of summable variation
Suppose µ is a g-measure for some positive continuous function g with summable variation.
We will use the results of [5] to construct a family of conditional probabilities on fibers {X y}
satisfying the condition (2.1).
Fix y ∈ Y , then the fiber X y ,
X y = π−1(y) =
∞∏
n=0
π−1(yn)
is a non-homogeneous symbolic space in the sense of [5]. Recall also the following definition:
Definition 3.1 ([5]). A sequence G y = {gyn }n≥0 of non-negative functions on X y is called
a sequence of potentials if for any n ≥ 0, gyn (x) does not depend on the first n-coordinates
(x0, . . . , xn−1), i.e.,
gyn (x) = gyn (xn xn+1 · · ·).
Further, it is said to be normalized if for any n ≥ 0−
a∈π−1 yn
gyn (axn+1xn+2 · · ·) = 1.
For n ≥ 0, we denote by G yn the product of the first n + 1 functions gyk , k = 0, . . . , n,
G yn(x) =
n∏
j=0
gyj (x). (3.1)
For a given positive continuous function g on X , and y ∈ Y , we define the sequence of
potentials {gyn (x)} as follows. Firstly, define G yn(x) on X y as
G yn(x) =
n∏
k=0
g(xnk x
+∞
n+1)∑
x¯n0∈π−1 yn0
n∏
k=0
g(x¯nk x
+∞
n+1)
, (3.2)
where we use a shorthand notation xnk for xk xk+1 · · · xn and x+∞n+1 for xn+1xn+2 · · ·, respectively.
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Now we wish to define a sequence of potentials {gyn (x)}, such that ∏nj=0 gyj (x) = G yn(x),
with G yn(x) given by (3.2). For n = 0, one has
gy0 (x) := G y0(x) =
g(x0x
+∞
1 )∑
x¯0∈π−1 y0
g(x¯0x
+∞
1 )
, (3.3)
and for n ≥ 1,
gyn (x) := G
y
n(x)
G yn−1(x)
= g(xn xn+1, . . .)
∑
x¯n−10 ∈π−1 yn−10
n−1∏
k=0
g(x¯n−1k xn x
+∞
n+1)
∑
x¯n0∈π−1 yn0
n∏
k=0
g(x¯nk x
+∞
n+1)
. (3.4)
Clearly, gyn (x) depends only on xn, xn+1, . . . , and (3.1) holds automatically. We now have to
check that the sequence of potentials G y = {gyn } given by (3.3), (3.4) is normalized. Indeed, for
n = 0 the claim is immediate, and for n ≥ 1, one has
−
zn∈π−1 yn
gn(zn x
+∞
n+1) =
∑
x¯n−10 ∈π−1 yn−10
∑
zn∈π−1 yn
n−1∏
k=0
g(x¯n−1k zn x
+∞
n+1)g(zn xn+1, . . .)
∑
x¯n0∈π−1 yn0
n∏
k=0
g(x¯nk x
+∞
n+1)
= 1.
In conclusion, for every continuous g we presented a sequence of normalized potentials {gyn }.
In order to apply the results of [5], we have to validate a number of technical conditions related
to the behavior of families {gyn } on fibers X y .
Lemma 3.2. Suppose g is a positive continuous function on X with summable variation, π :
X → Y is a 1-block factor. For the normalized sequence of potentials G y = {gyn } given
by (3.3), (3.4), the following properties hold:
gymin = inf

gyn (x) | x ∈ X y, n ≥ 0
 ≥ inf g
sup g
e−Clog g
|A| > 0, (3.5)
V y = sup

G yn(x)
G yn(x˜)
| x, x˜ ∈ X y, xn0 = x˜n0 , n ≥ 0

≤ e2Clog g <∞. (3.6)
Proof. For every m ∈ Z+ and all x¯m0 , x, x˜ ∈ X one has
m∏
k=0
g(x¯mk x
+∞
m+1)
m∏
k=0
g(x¯mk x˜
+∞
m+1)
≤ exp

m−
k=0
| log g(x¯mk x+∞m+1)− log g(x¯mk x˜+∞m+1)|

≤ exp
+∞−
k=0
vark(log g)

=: eClog g <∞, (3.7)
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and therefore, for any n ≥ 0 and x , one has
gyn (x) ≥

inf
x˜∈X
g(x˜)

min
x¯n−10 ∈An
n−1∏
k=0
g(x¯n−1k xn x
+∞
n+1)
∑
x¯n∈π−1(yn)
n−1∏
k=0
g(x¯n−1k x¯n x
+∞
n+1)g(x¯n x
+∞
n+1)
≥ inf g
sup g
e−Clog g
|A| > 0.
Similarly, for x, x˜ ∈ X y with xn0 = x˜n0 , one has
G yn(x)
G yn(x˜)
≤
 sup
x,x˜ :xn0=x˜n0
n∏
k=0
g(xnk x
+∞
n+1)
n∏
k=0
g(xnk x˜
+∞
n+1)

2
≤ e2Clog g . 
Lemma 3.3 (Probabilistic Interpretation of Products G yn). For any n ∈ Z+, y ∈ Y , and x ∈ X y ,
the sequence
F yn,k(x) :=
µ(xn0 |xn+kn+1 )
µ(π−1(yn0 )|xn+kn+1 )
= µ(x
n
0 |xn+kn+1 )∑
x¯n0∈π−1 yn0
µ(x¯n0 |xn+kn+1 )
, k ∈ N,
converges to G yn(x) as k →∞ uniformly (in x, y and n):
sup
x,y
|G yn(x)− F yn,k(x)| ≤ e
2
∞∑
j=k
var j (log g) − 1.
Proof. If µ is a g-measure for g of summable variation, then µ(x0|xm1 ) → g(x) as m → ∞
uniformly in x . In fact,
sup
x
logµ(x0|xm1 )− log g(x) ≤ varm(log g),
and therefore
e−varm (log g) ≤ µ(x0|x
m
1 )
g(x)
≤ evarm (log g)
for all x . Thus for all k, n ∈ N, one has
µ(xn0 |xn+kn+1 )
n∏
m=0
g(x+∞m )
=
n∏
m=0
µ(xm |xn+km+1)
n∏
m=0
g(x+∞m )
≤ exp

n+k−
j=k
var j (log g)

≤ exp
+∞−
j=k
var j (log g)

=: eIk ,
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with Ik =∑+∞j=k var j (log g)→ 0 as k →∞. Similarly,
µ(xn0 |xn+kn+1 )
n∏
m=0
g(x+∞m )
≥ exp

−
+∞−
j=k
var j (log g)

= e−Ik .
Finally, one concludes that
e−2Ik ≤ F
y
n,k(x)
G yn(x)
≤ e2Ik
for all n, k, x, y with xn0 ∈ π−1 yn0 . Combining the last inequality with the fact that G yn(x) < 1,
we derive the result. 
3.1. Non-homogeneous equilibrium states
Define a sequence of averaging operators P yn : C(X y,R)→ C(X y,R), n ≥ 0, by
P yn f (x) =
−
an0∈π−1 yn0
G yn(a0, . . . , an xn+1, . . .) f (a0, . . . , an xn+1, . . .).
Operators P yn are positive and satisfy P
y
n 1 = 1 for all n ∈ Z+. A probability measure ρ on X y is
called a non-homogeneous equilibrium state associated to G y = {gyn } if P y∗n ρ = ρ, i.e.,∫
X y
P yn f (x)ρ(dx) =
∫
X y
f (x)ρ(dx)
for all f ∈ C(X y,R) and every n ≥ 0.
If g is a positive continuous function of summable variation, then the result of Lemma 3.2
(gymin > 0 and V
y < ∞), allows us to apply Theorem 1 [5, p. 102] to conclude that for every
y there is a unique non-homogeneous equilibrium state associated to G y . We denote this unique
equilibrium state by µy .
Moreover, again by the same theorem, we conclude that
P yn f (x)→
∫
X y
f (x)µy(dx)
for all continuous functions f ∈ C(X y,R). Finally, Theorem 2 [5] establishes that this
convergence is uniform in x on X y : namely,
sup
x∈X y
P yn f (x)−
∫
X y
f dµy
 ≤ varn0( f )+ 2‖ f ‖C(X y ,R)

k−
j=1
V yn j−1,n j + γ ky

,
for every k ∈ N and any choice 0 ≤ n0 < n1 < · · · < nk ≤ n, and where
γy = (V
y)2 − gymin
(V y)2 + gymin
< 1,
gymin, V
y are given by (3.5), (3.6), respectively, and for all s < t
V ys,t = sup

G ys (x)
G ys (x˜)
: x, x˜ ∈ X y, x t0 = x˜ t0

− 1.
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By arguments similar to that of the proof of Lemma 3.3, we obtain that
V ys,t ≤
 sup
xs0∈π−1 ys0
s∏
k=0
g(x¯ sk x
t
s+1x∞t+1)
s∏
k=0
g(x¯ sk x
t
s+1 x˜∞t+1)

2
− 1 ≤ exp

2
t−
j=t−s
var j (log g)

− 1.
Finally, since all bounds on gymin, V
y and V ys,t are uniform in y, for f ∈ C(X,R), we obtain the
following uniform bound
sup
y∈Y
sup
x∈X y
P yn f −
∫
X y
f dµy
 ≤ varn0( f )+ 2‖ f ‖C(X,R)

k−
j=1
Vn j−1,n j + γ k

,
where
γ = |A| exp

5Clog g

sup g − inf g
|A| exp 5Clog g sup g + inf g < 1, Vs,t = exp

2
t−
j=t−s
var j (log g)

− 1,
∀s < t,
again for any choice 0 ≤ n0 < n1 ≤ · · · < nk ≤ n.
Let
Bgn ( f ) = inf
k≥0,0≤n0<n2<···<nk≤n

varn0( f )+ 2‖ f ‖C(X,R)

k−
j=1
Vn j−1,n j + γ k

,
and hence
sup
y∈Y
sup
x∈X y
P yn f −
∫
X y
f dµy
 ≤ Bgn ( f ). (3.8)
We claim that Bgn ( f )→ 0 as n →∞. First of all, observe that since g has summable variation,∑∞
j=0 var j (g) = Clog g <∞, and thus there exists a constant C¯ such that for all s < t ,
Vs,t = exp

2
t−
j=t−s
var j (log g)

− 1 ≤ C¯
t−
j=t−s
var j (log g).
Choose some n0 ∈ N, and let n j+1 = 2n j + 1 for j = 0, . . . , k − 1, where k is a maximal
positive integer so that nk ≤ n. Then
k−
j=1
Vn j−1,n j ≤ C¯
k−
j=1
n j−
i=n j−n j−1
vari (g).
Since n j+1 > 2n j for all j , the intervals [n1 − n0, n1] , [n2 − n1, n2] , . . . , are disjoint, and
hence
k−
j=1
Vn j−1,n j ≤ C¯
∞−
i=n0
vari (g).
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Since n j = 2 j n0 + 2 j − 1 for all j, k satisfies 2k(n0 + 1) ≤ n + 1, and since k was chosen to be
maximal, one has
k =
[
log2
n + 1
n0 + 1
]
≥ log2
n + 1
n0 + 1 − 1 = log2
n + 1
2(n0 + 1) .
Thus for some positive constants c1, c2,
Bgn ( f ) ≤ varn0( f )+ c1
∞−
i=n0
vari (g)+ c2

n0 + 1
n + 1
log2 1γ
.
Since both varn0( f ) and
∑∞
i=n0 vari (g) tend to 0 as n0 → ∞, it is evident that we can always
choose n0 = n0(n), such that the right hand side of the previous inequality tends to 0 as n →∞.
For example, n0 = √n suffices. Thus, indeed,
Bgn ( f )→ 0 as n →∞.
Now we are ready to proceed with the proof of key lemma establishing the continuity of the
family of non-homogeneous equilibrium states {µy}.
Lemma 3.4. Suppose g is a positive continuous function with summable variation on X, π :
X → Y is a 1-block factor. For every y, let µy be the unique non-homogeneous equilibrium
state on X y associated to the sequence of potentials G y = {gyn }, given by (3.3)–(3.4). Then for
any f ∈ C(X,R), the map
y →
∫
X y
f (x)µy(dx)
is continuous on Y .
Proof. Consider y, y˜ ∈ Y such that yN0 = y˜N0 for some sufficiently large N . Select two points
x, x˜ satisfying:
x ∈ X y, x˜ ∈ X y˜, x N0 = x˜ N0 .
Finally, put n = [N/2]. By Eq. (3.8) one has
∫
X y
f (x)µy(dx)−
∫
X y˜
f (x)µy˜(dx)
 ≤ 2Bgn ( f )+ P yn f (x)− P y˜n f (x˜) .
To estimate the last term we proceed as follows:
|P yn f (x)− P y˜n f (x˜)|
≤

−
an0∈π−1 yn0
G yn(a
n
0 x
∞
n+1) f (an0 x
∞
n+1)−
−
an0∈π−1 yn0
G yn(a
n
0 x
∞
n+1) f (an0 x˜
∞
n+1)

+

−
an0∈π−1 yn0
G yn(a
n
0 x
∞
n+1) f (an0 x˜
∞
n+1)−
−
an0∈π−1 yn0
G y˜n(a
n
0 x˜
∞
n+1) f (an0 x˜
∞
n+1)

≤
−
an0∈π−1 yn0
G yn(a
n
0 x
∞
n+1)
 f (an0 x∞n+1)− f (an0 x˜∞n+1)
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+‖ f ‖C(X,R)
−
an0∈π−1 yn0
G y˜n(a
n
0 x˜
∞
n+1)
G
y
n(an0 x
∞
n+1)
G y˜n(an0 x˜
∞
n+1)
− 1

≤ varN ( f )+ ‖ f ‖C(X,R)Vn,N ,
where we have used thatG
y
n(an0 x
∞
n+1)
G y˜n(an0 x˜
∞
n+1)
− 1
 ≤ sup
an0 ,x
N
n+1,x∞N+1,x˜∞N+1

G yn(an0 x
N
n+1x∞N+1)
G y˜n(an0 x
N
n+1 x˜∞N+1)

− 1 ≤ Vn,N .
Hence, we conclude that for y, y˜ with yN0 = y˜N0
∫
X y
f (x)µy(dx)−
∫
X y˜
f (x)µy˜(dx)
 = o(1) as N →∞,
and hence the map y → X y f dµy is continuous. 
3.2. Disintegration into equilibrium states
Now we are ready to show that if {µy} is a family of non-homogeneous equilibrium states
associated to potentials {gyn }, then∫
X
f (x)µ(dx) =
∫
Y
∫
X y
f (x)µy(dx)ν(dy) (3.9)
for all f ∈ C(X,R). It is sufficient to check (3.9) for indicator functions of cylinders. Suppose
am0 ∈ Am+1 and let f (x) = I[am0 ](x) = 1 if xm0 = am0 and 0 otherwise. Suppose n ≥ m, then for
all y ∈ Y with ym0 = π(am0 ) we have
P yn f (x) =
−
a¯n0∈π−1 yn0
G yn(a¯
n
0 x
∞
n+1) f (a¯n0 x
∞
n+1) =
−
a¯nm+1∈π−1 ynm+1
G yn(a
m
0 a¯
n
m+1x
∞
n+1).
Suppose n ∈ N is sufficiently large, and let t = 2n. Then
I f :=
∫
Y
ν(dy)
∫
X y
f (x)µy(dx) =
−
bt0∈Bt+1
ν(bt0) sup
y∈[bt0]
∫
X y
f (x)µy(dx)+ αn, (3.10)
where by Lemma 3.4
|αn| ≤ 2Bgn ( f )+ var2n( f )+ ‖ f ‖C(X,R)Vn,2n = o(1) as n →∞.
Moreover,−
bt0∈Bt+1
ν(bt0) sup
y∈[bt0]
∫
X y
f (x)µy(dx) =
−
bt0∈Bt+1
ν(bt0) sup
y∈[bt0]
sup
x∈X y
P yn f (x)+ βn,
where by (3.8)
|βn| ≤ Bgn ( f ) = o(1) as n →∞.
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Hence, we conclude that
I f =
−
bt0∈Bt+1
ν(bt0) sup
y∈[bt0]
sup
x∈X y
Ibm0 =π(am0 ) −
a¯nm+1∈π−1 ynm+1
F yn,n(a
m
0 a¯
n
m+1x
+∞
n+1)

+αn + βn + γn (3.11)
where by Lemma 3.3
|γn| ≤ sup
y∈Y
sup
x∈X y
G yn(xn0 x∞n+1)− F yn,n(xn0 x∞n+1) ≤ e2
∞∑
j=n
var j (log g) − 1 = o(1) as n →∞.
Let δn = αn + βn + γn = o(1) as n → ∞. Taking into account that F yn,n(x) depends only on
x2n0 , we can continue (3.11) as follows:
I f =
−
b2nm+1∈B2n−m
ν

π(am0 )b
2n
m+1

sup
x2nn+1∈π−1b2nn+1
µ(am0 π
−1(bnm+1)|x2nn+1)
µ(π−1(πam0 )π−1(b
n
m+1)|x2nn+1)
+ δn .
(3.12)
Repeating now the argument (3.10)–(3.12) but now for the infimum, we similarly conclude that
I f =
−
b2nm+1∈B2n−m
ν

π(am0 )b
2n
m+1

inf
x2nn+1∈π−1b2nn+1
µ(am0 π
−1(bnm+1)|x2nn+1)
µ(π−1(πam0 )π−1(b
n
m+1)|x2nn+1)
+ δ˜n,
(3.13)
where again δ˜n = o(1).
Finally, since
min
i
ai
bi
≤
∑
i
ci ai∑
i
ci bi
≤ max
i
ai
bi
for non-negative sequences {ai }, {bi }, {ci }, we conclude thatI f −
−
b2nm+1∈B2n−m
ν

π(am0 )b
2n
m+1
 ∑x2nn+1∈π−1b2nn+1 µ(x2nn+1)µ(am0 π−1(bnm+1)|x2nn+1)∑
x2nn+1∈π−1b2nn+1
µ(x2nn+1)µ(π−1(πa
m
0 )π
−1(bnm+1)|x2nn+1)

= o(1).
On the other hand, the last sum equals−
b2nm+1∈B2n−m
ν

π(am0 )b
2n
m+1
 µ am0 π−1(b2nm+1)
µ

π−1(π(am0 )b
2n
m+1)

=
−
b2nm+1∈B2n−m
ν

π(am0 )b
2n
m+1
 µ am0 π−1(b2nm+1)
ν

π(am0 )b
2n
m+1

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=
−
b2nm+1∈B2n−m
µ

am0 π
−1(b2nm+1)

= µ(am0 ) =
∫
X
f (x)µ(dx).
Therefore, we have obtained the following result
Lemma 3.5. If for every y ∈ Y, µy is a non-homogeneous equilibrium state on X y associated to
G y , then for any f ∈ C(X,R)∫
X
f (x)µ(dx) =
∫
Y
∫
X y
f (x)µy(dx),
and hence {µy} is the family of conditional probabilities for µ on fibers X y .
Proof of Theorem 1.1. Theorem 1.1 is an immediate corollary of Lemmas 3.5 and 3.4 and
Theorem 2.2. 
4. Conclusions and final remarks
(a) Questions related to the preservation of the Gibbs property under single-site
renormalization transformations of random fields have been considered extensively in Statistical
Mechanics. As already mentioned in the introduction, for random fields the picture is much more
complex. The behavior of equilibrium (Gibbs) states on fibers have been brought in connection to
the Gibbs properties of the renormalized measures. The scenario for the loss of Gibbsianity has
been proposed by van Enter–Fernandez–Sokal in [11]: loss of Gibbsianity occurs when there is a
hidden phase transition in the original system conditioned on image spins. Theorem 2.2 remains
true in case of Gibbs measures on multidimensional lattices Zd . It will be very interesting to
understand the exact relation between the continuity of the family of conditional probabilities on
fibers and phase transitions in the families of Gibbs measures on fibers (hidden phase transition
of [11]).
(b) As we have seen, ν = µ ◦ π−1 is a g˜-measure for some continuous function g˜. Hence,
varn(g˜) → 0 as n → ∞. An interesting problem is to express the decay rate of varn(g˜) in
terms of the decay rate of varn(g). Let us recall the results of [3,9,10]. In [3,9], the result of
Theorem 2.2 was obtained under stronger conditions on the decay rate of varn(g): namely, the
authors of [3] require n2+ϵ · varn(g) to be summable for some ϵ > 0, and in [9], the summability
of n · varn(g) is required. In [10] the result is established under the condition of summability of
varn(g). Proofs in [3,9,10] employ different techniques.
Moreover, the estimates on the decay rate of varn(g) also vary. For Ho¨lder continuous g (i.e.,
varn(g) = O(e−αn)), [3,9] established a stretched exponential decay for varn(g):
varn(g˜) = O(e−β
√
n),
while exponential decay
varn(g˜) = O(e−βn)
was found in [10], but also in an earlier paper [4].
In [3,10] it was established that for g with polynomial decay, i.e., varn(g) = O(n−α), α > 0
is large enough,
varn(g˜) = O(n−α+2),
328 E. Verbitskiy / Indagationes Mathematicae 22 (2011) 315–329
while in [9] it was shown that
varn(g˜) = O(n−α+1).
The method of the present paper is less explicit in terms of identification of g˜ than the methods
used in [3,9,10]. Nevertheless, it is possible to derive some bounds on the decay rate of varn(g˜).
Using the expression for g˜ in Theorem 2.2
g˜(y) =
∫
X y
 −
x¯0∈π−1 y0
g(x¯0x1x2, . . .)
µy(dx),
one can relate varn(g˜) with the modulus of continuity of the map
y →
∫
X y
g(x)µy(dx).
Lemma 3.4 provides the following bound: for y, y¯ ∈ Y with y2n0 = y¯2n0 ,
∫
X y
g(x)µy(dx)−
∫
X y¯
g(x)µy¯(dx)
 ≤ Bgn (g)+ varn(g)+ ‖g‖Vn,2n .
From this expression it is evident that the estimate of varn(g˜) cannot be better than Vn,2n ,
and, e.g., Vn,2n = O(n−α+1) for g with varn(g) = O(n−α). Note that by the result of [9],
varn(g˜) = O(n−α+1). Nevertheless, in case of Ho¨lder continuous g, similarly to [3,9], we
are able to derive a stretched exponential bound on varn(g˜), which by the result of [4,10] is
suboptimal. Moreover, it also clear that a better bound cannot be derived with our method.
It is worth mentioning that there is definitely some room for improvement. Consider the
following situation: suppose π1 : X → Y , and π2 : Y → Z are 1-block factor maps. Then
π = π2 ◦ π1 : X → Z is still a 1-block factor map, and hence, for g with summable variation
and the corresponding g-measure µ, the measures λ = µ◦π−11 and ν = µ◦π−1 are g-measures.
However, the current results cannot always be applied to show that ν = λ ◦ π−12 is a g-measure,
because the estimates do not guarantee that the g-function for measure λ has summable variation.
At the present moment, we only know that the class of Ho¨lder continuous g-functions closed
under taking 1-block factors.
(c) In connection to the previous remark, a natural question is to identify the class of g-
functions closed under taking 1-block factors. A good candidate is the class of functions with
square summable variations:−
n
var2n(g) <∞.
Uniqueness of g-measures for g with square summable variations has been established in [6].
However, very little is known about the convergence rate of Ruelle–Perron–Frobenius operators
in this case, c.f., [7, Question 2, p. 1149]. Nevertheless, we conjecture that this class is indeed
closed. The scenario for the loss of Gibbsianity of van Enter–Fernandez–Sokal discussed above,
strongly suggests that this is the case. A plausible first step would be the extension of the results
of Fan and Pollicott [5] to g-functions of square summable variations.
(d) Another interesting question is to consider properties of factors of g-measures supported
on subshifts of finite type. In the past, this question has been considered by Chazottes and
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Ugalde [2], who identified a set of conditions sufficient to ensure the g-property of factor
measures. Recently, Kempton [8] and Yoo [14] found weaker sufficient conditions.
The approach proposed in the present paper potentially can be extended to address factors of
g-measures supported by subshifts of finite type. The theory of non-homogeneous equilibrium
states developed in [5] is suitable for treatment of g-measures concentrated on non-homogeneous
subshifts of finite type. Furthermore, one has to require that each fiber X y is a non-homogeneous
subshift of finite type. Tom Kempton has kindly informed us that under the conditions of [8], this
is indeed the case. Similarly to the present case, and possibly, under additional conditions, the
only remaining obstacle is to show the continuity of the family of conditional measures {µy}.
References
[1] Aaronson Jon, An Introduction to Infinite Ergodic Theory, in: Mathematical Surveys and Monographs, vol. 50,
American Mathematical Society, Providence, RI, ISBN: 0-8218-0494-4, 1997, xii+284. MR1450400 (99d:28025).
[2] J.-R. Chazottes, E. Ugalde, Projection of Markov measures may be Gibbsian, J. Stat. Phys. (ISSN: 0022-4715) 111
(5–6) (2003) 1245–1272. doi:10.1023/A:1023056317067. MR1975928 (2004d:37008).
[3] J.-R. Chazottes, E. Ugalde, On the preservation of Gibbsianness under amalgamation of symbols, in: Papers from
the Banff International Research Station Workshop on Entropy of Hidden Markov Processes and Connections to
Dynamical Systems, in: B. Markus, K. Petersen, T. Weissman (Eds.), London Mathematical Society, Lecture Note
Series, vol. 385, 2011, pp. 72–97.
[4] Manfred Denker, Mikhail Gordin, Gibbs measures for fibred systems, Adv. Math. (ISSN: 0001-8708) 148 (2) (1999)
161–192. MR1736956 (2001j:37061).
[5] Ai Hua Fan, Mark Pollicott, Non-homogeneous equilibrium states and convergence speeds of averaging operators,
Math. Proc. Cambridge Philos. Soc. (ISSN: 0305-0041) 129 (1) (2000) 99–115. MR1757782 (2001k:37010).
[6] Anders Johansson, Anders O¨berg, Square summability of variations of g-functions and uniqueness of g-measures,
Math. Res. Lett. (ISSN: 1073-2780) 10 (5–6) (2003) 587–601. MR2024717 (2004m:37003).
[7] Anders Johansson, Anders O¨berg, Square summability of variations and convergence of the transfer operator,
Ergodic Theory Dynam. Systems (ISSN: 0143-3857) 28 (4) (2008) 1145–1151. MR2437224.
[8] T. Kempton, Factors of Gibbs measures for subshifts of finite type, Bull. London Math. Soc. 43 (4) (2011) 751–764.
[9] T. Kempton, M. Pollicott, Factors of Gibbs measures for full shifts, in: Papers from the Banff International Research
Station Workshop on Entropy of Hidden Markov Processes and Connections to Dynamical Systems, in: B. Markus,
K. Petersen, T. Weissman (Eds.), London Mathematical Society, Lecture Note Series, vol. 385, 2011, pp. 246–257.
[10] F. Redig, F. Wang, Transformations of one-dimensional Gibbs measures with infinite range interaction, Markov
Process. Related Fields 16 (4) (2010) 737–752.
[11] Aernout C.D. van Enter, Roberto Ferna´ndez, Alan D. Sokal, Regularity properties and pathologies of position-space
renormalization-group transformations: scope and limitations of Gibbsian theory, J. Stat. Phys. (ISSN: 0022-4715)
72 (5–6) (1993) 879–1167. MR1241537 (94m:82012).
[12] E.A. Verbitskiy, Thermodynamics of hidden Markov processes, in: Papers from the Banff International Research
Station Workshop on Entropy of Hidden Markov Processes and Connections to Dynamical Systems, in: B. Markus,
K. Petersen, T. Weissman (Eds.), London Mathematical Society, Lecture Note Series, vol. 385, 2011, pp. 258–272.
[13] Peter Walters, Ruelle’s operator theorem and g-measures, Trans. Amer. Math. Soc. (ISSN: 0002-9947) 214 (1975)
375–387. MR0412389 (54 #515).
[14] Jisang Yoo, On factor maps that send Markov measures to Gibbs measures, J. Stat. Phys. 141 (6) (2010) 1055–1070.
