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Reinforcement learning : RL [18]
Markov 
Decision Processes : MDPs [13][16]
MDPs
Partially Observable Markov Decision Processes : POMDPs [9]









Classifier System : LCS [5]






ZCSM Zeroth level Classifier 
2 





Complex-Valued Classifier System CVCS Adjustment 





 2 POMDPs  3  4 
CVRL ZCSM  5 
 6 














































 3 Type 2




















































































??? ZCSM (Zeroth level 
Classifier System with Memory) 
POMDPs LCS ZCSM Zeroth level Classifier 









Genetic Algorithm : GA [3]
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Condition : IC Internal Action : IA
while (! end of iteration) 
while (! end of problem) 
state  recognizing an input from environment 
generate [M] [P] state
action   selecting the action from [M]
generate [A] [M] action, internal action
reward  execute action
parameter update [A], [M] Strength
end while 





























while (! end of iteration) 
while (! end of problem) 
state  recognizing an input from environment
generate [M] [P] state, internal state
action, internal action   selecting the action from [M]
generate [A] [M] action, internal action
reward   execute action and internal action
parameter update [A], [M] Strength
end while 
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while (! end of iteration) 
while (! end of problem) 
state  recognizing an input from environment
generate [M] [P] state
action   selecting the action from [M]
generate [A] [M] action
reward   execute action
parameter update [A] Strength
if (  average elapsed time ) 
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while (! end of problem) 
state  recognizing an input from environment
generate [M] [P] state
action   selecting the action from [M]
generate [A] [M] action
reward   execute action
parameter update [A] Strength
if (  < average elapsed time ) 
  run GA on [P] [P] GA
  if ( |[P]| < N & |[P]| > min. size ) 
N N  1 
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