In epidemiological studies the units of observation often consist of political entities such as countries, each of which has its own specific inner structure. When a multiple regression is performed it is therefore of particular interest to analyse not only the overall behaviour of the dataset, but in addition, to investigate how each individual country contributes to, and deviates from, this overall behaviour.
When a multiple regression is performed to analyse data, results and interpretations are usually based on summary statistics such as slopes, coefficient of determination and others. 1 In epidemiological studies, however, the units of observation often consist of countries or other political entities, each of which has its own specific inner structure. When a multiple regression is performed it is therefore of particular interest to analyse not only the overall behaviour of the dataset, but in addition, to investigate how each individual country contributes to, and deviates from, this overall behaviour. Similar deliberations apply to ecological or surveillance studies where the units of observation consist of groups of people such as occupations, social classes, communities, etc. Subsequently, an example is presented to illustrate some of the concepts underlying measures of influence: The relation between infant mortality and structural data of countries.
Several ways are described how each individual country may influence the regression model and therefore the conclusions about the relation between infant mortality and structural data. Firstly, we consider the potential influence of each country due to its values of the explanatory structural variables alone. Then the 'Biostatistical Center of the Medical Department, University of Zurich Plattenstrasse 54, CH-8032 Zurich, Switzerland. "Institut fur Sozial-und Praventivmediiin, Finkenhubelweg 11, CH-3012 Bern, Switzerland.
actual influence of each country is analysed by taking its values for explanatory variables and target variable simultaneously into account. This is done by means of case statistics, statistical measures which have been developed during the last years. 23 They are presented in the next section. These analyses will also point-to deviations of countries from the model, and suggest directions in which to search for explanation.
A further particularity of this kind of data is that the units of observation may differ strongly in 'size'. Approximately one-fifth of the world population lives in China. It seems therefore at first sight evident that China should receive a much larger weight than a 'small' country. This conclusion is, as will be shown, however, doubtful.
Subsequently the relation between infant mortality and structural data of 125 countries with more than one million inhabitants each is investigated. The data stem from the UN, the world bank and the OECD. A larger set of structural data may be found in the 'Weltalmanach ' 1986 . 4 In our example, infant mortality is the target variable and the explanatory variables are: number of inhabitants, density of population, gross domestic product per capita ($), food supply in per cent, imported area cultivated (%), number of inhabitants per physician and illiteracy (%). These data describe different characteristics of a country, like economic situation, educational standard of the population, medical supply etc. The regression is used to investi-gate which combination of these structural variables can best 'explain' infant mortality. For ease of reference the data 4 are presented in Table 1 . Several investigations about relations between infant mortality and explanatory variables have been published, all using overall statistics which arise from regression models. Since the main concern of the present study is the use of influence measures, we refer to the article of Woodhandler and Himmelstein 5 for a review of past work on these relationships.
STATISTICAL METHODS
Firstly, the different sources of the influence which the individual countries exert on the regression model are explained then the precise mathematical formulae are given, with graphs of the particular example given to assist interpretation.
Potential Influence
One aspect of influence is determined by the values of the explanatory variables. The case statistics describing this aspect are called leverage values. 6 The closer the values of the regressor variables lie to the border of the observed region, the larger are the corresponding leverage values (compare Figure 3 and its description in the next sections). Since the values of the target variable do not enter into these statistics, it is possible that a case with a large leverage value turns out to have no marked influence on the model. To emphasize this aspect, Cook and Weisberg 7 call them potential values. In order to give a mathematical formula to this concept, assume that the relation between the target variable and the p explanatory variables is represented by the regression model:
(l)y = Xp + e y is the vector of observed responses, X is the matrix of explanatory data and e is a random vector with mean O and covariance matrix a A helpful representation of h^ is given by: (3) h ;i = 1/n + (Jessys,"
1 (x-x) I (n-1), where S, is the covariance matrix of the explanatory variables. This case statistic has a useful geometric interpretation: If the term 1/n on the right side is dropped, remainder is proportional to the Mahalanobis distance from x-t to the centre x. Points lying on elliptical contours have the same Mahalanobis distance from the centre and therefore the same potential influence on the regression model. Cook's 8 eg proposed the use of weights inversely proportional to binomial variance. Pocock et aP performed a thorough statistical analysis of the problem. They found that the variation of mortality rates between political units is composed of three components: (i) explained variation; (ii) unexplained variation; (iii) binomial sampling variation.
Actual Influence
The explained variation (i) is of interest because it can contribute to a better understanding of a disease process and its possible causes. Since one can not expect to include all explanatory variables, the component (ii) is present. In each country the number of infants may be thought of as being a sample of a hypothetical population with an unknown 'true' mortality rate. This leads to component (iii); (ii) and (iii) together give the variation about regression.
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In order to give a precise formula to the above concepts, denote the number of infants in the country with index i (i=l, . . ., 125) by n.j. During a certain time interval d, of the infants died. The observed mortality rate is y> = d/n,. The 'true' unknown death rate is n r For the observed rate y t we may then write: 
RESULTS
In order to explain infant mortality rates, the following structural variables were used (see Table 1 ): Number of inhabitants, density of population (inhabitants per area), gross domestic product per capita ($), food supplies in per cent of imports, area cultivated (%), number of inhabitants per physician and illiteracy (% of population). Some of these variables, eg the gross domestic product, have a skewed distribution and hence were transformed logarithmically ('symmetrization').
First a stepwise multiple regression was performed without weighting the countries. From all available explanatory variables the regression showed up only two as significant: illiteracy (ILL-IT) and gross domestic product per capita (GDP). The relation between each of these variables and infant mortality is presented in Figures 1 and 2 .
In a second step the procedure proposed by Pocock et at was applied to estimate the binomial component of the variance about regression (compare last section). This binomial part was found to be only 0.64%o. The variation about regression is therefore dominated by the unexplained component: a regression with Pocock's method gives practically the same results as the unweighted regression.
With the two explanatory variables ILLIT and GDP, both methods gave the same coefficient of determination R 2 = 0.82. Additional explanatory variables did not increase R 2 significantly. The regression with binomial weights leads to a different result. The effect of weighting is illustrated in Figure 2 . The figure shows a marked negative correlation between infant mortality and GDP. In this picture the individual countries are not represented by points as usual, but rather by circles. The areas of the circles are proportional to the binomial weights of the corresponding countries. The two straight lines are calculated from simple regressions with and without weighting. The straight line of the weighted regression is markedly displaced downwards due to the large influence of China.
In order to find out which countries exert the strongest potential and actual influence on the regression model, leverage values and Cook's distances were calculated for each country (see earlier). Figure 3 shows the position of each country in the space of the two explanatory variables ILLIT and GDP ('Xspace'). In this figure, areas of circles are proportional to leverage values. The countries with the largest leverage values are Saudi Arabia, Oman, United Arab Emirates (UAE), Vietnam and Kuwait. These countries have the strongest potential influence on the regression. As the figure shows the position of these countries is on the border of the 'X-space'. Analogous to Figure 3 , Figure 4 shows the actual influence as measured by Cook's distance as areas of circles in 'X-space'. The countries with the largest Cook's distances are Somalia, Congo, Afghanistan, Iraq, Oman and Saudi Arabia. These countries have the strongest actual influence.
DISCUSSION
In the following discussion the problems due to the different 'sizes' of the countries are considered first. Subsequently the 'overall' results are described, and the potential and actual influences of the individual countries are discussed. Finally the stability of the identified regression model is investigated under inclusion and exclusion of the countries with the largest actual influence.
The differences in 'size' ie in number of births between the countries are very large. China eg has almost 600 times as many births per year than the UAE. This gave rise to the question of appropriately weighting the countries. The application of Pocock's 9 method to the present data showed that the proportion of residual variance due to sampling is almost zero and that therefore all countries should receive the same weight. This finding contradicts the intuitive impression which suggests that China should receive a much larger weight than eg Bhutan. China and Bhutan provide the same amount of information about the relation between infant mortality and explanatory variables. Their influence on the regression model due to size should therefore be the same.
Performing the appropriate unweighted ^stepwise regression the following 'overall' results were found: Out of all available explanatory variables the regression selected only two: illiteracy and GDP per capita. The variable illiteracy alone gave a coefficient of determination R 2 = 0.75, ie 75% of the variation in infant mortality is 'explained' by illiteracy (Figure 2 investigation about the relation between infant mortality, energy consumption and other variables they found that illiteracy had the largest coefficient of correlation with infant mortality. Figure 3 shows the potential influence which each country exerts on the model due to the values of the explanatory variables alone, ie to its position in 'X-space'. The areas of the circles are proportional to the potential values of the corresponding countries. One recognizes clearly that the closer a country lies towards the border of the 'X-space', the stronger is its potential influence.
The following countries have the largest 'distance' from the centre in X-space and therefore the largest potential influence: Saudi Arabia, Oman, UAE, Vietnam and Kuwait; four of these are oil-rich countries. As one can see from the figure, they have a common characteristic property: A high degree of illiteracy inspite of the relatively high GDP. Vietnam has the fourth largest potential influence. Its position in 'X-space' is just opposite to the oil-rich countries: Even though the GDP is relatively low, illiteracy is relatively low.
Analogous to Figure 3 , Figure 4 shows the actual influence of each country. Here the areas of the circles are proportional to Cook's distances. This case statistic combines information from the leverage values and from the residuals. It measures the actual influence of each unit on the regression. Comparing the potential influence of the four oil-rich countries (Figure 3 ) with their actual influence (Figure 4) , one sees that these countries split in two groups. While the actual influence of Saudi Arabia and Oman is strong, the influence of UAE and Kuwait is weak. UAE and Kuwait certainly have large potential values but their residuals are small. This means that even though they are far from the centre in X-space, their observed infant mortality corresponds to what one expects on the basis of the regression model. In contrast to this, Saudi Arabia and Oman also have large Cook's distances. Infant mortality in these countries is larger than one would expect from the model (positive residuals). Somalia has the largest Cook's distance. The observed rate is here larger than expected (positive residual). It is not obvious whether this observed result corresponds to a real effect or unreliable data. The same is found for Afghanistan (positive residual) and Congo and Iraq (negative residuals).
Saudi Arabia (6) In order to find out whether any country exerts an unduly large influence, the regression was performed with and without the country with the largest Cook's distance (Somalia). The differences in the estimates of the parameters were very small. The same was found for the other countries with large Cook's distances. This means that the above conclusions about the relation of infant mortality and structural variables are independent of the inclusion or exclusion of 'extreme' countries.
The above example demonstrates that when the observational units are countries, each of which has its own specific structure, it is of particular interest to detect what potential and actual influence each exerts on the regression and with that on the interpretation of the results. Similar applications of measures of influence may arise in many other epidemiological questions. In environmental epidemiology one is interested eg in the relation between respiratory diseases and air pollutants. If the observational units are towns, one can build a regression model which 'explains' the dependent variable in terms of independent variables. However, thereafter it might be equally important for purposes of the population surveillance to go back to the individual units and to make a statement about any particular town, based on its distance from the centre in X-space (potential influence) and on its overall influence on, and its deviations from the model.
