In this paper, a recurrent neural network based fuzzy inference system (RNFIS) 
Introduction
Over the last decade, nonlinear prediction of chaotic time series [1] has been a popular subject for many scientists. It is very troubling to deal with the nonlinear time series with a high degree of nonstationary. Time series is widely observed in many aspects of our lives. Weather conditions, stock market are two examples of time series. In a dynamic system, the output is a function of past inputs or past outputs or both. Identification and prediction of this kind of system is not as direct as a static system. Therefore, chaotic time series are considered as the outputs of nonlinear dynamic systems. If one cannot specify the initial condition with infinite precision, the long time future behavior of these time series is unpredictable. Most of the work on the prediction of chaotic behavior has been done in the context of time series analysis.
Time series prediction is an integral part of everyday life. Therefore, the prediction of future values based on past or/and present information is very useful. Basically, there are two main goals in prediction. First, identifying the nature of the phenomenon represented by the sequence of observations and secondly prediction future values [2] . Time series prediction can be considered as a modeling problem. The objective of modeling is to find a suitable mathematical model that can roughly explain the behavior of dynamic system. The first step is establishing a mapping between input(s) and output(s). Usually, the mapping is nonlinear and chaotic. After such a mapping is set up, then we can use it to predict future values based on past and current observations.
Meteorological conditions time series can be classified as a real world system characterized by the presence of non-linear relations. Modeling real world systems is a demanding task where many factors must be taken into account. Weather is a continuous, data-intensive, multidimensional, dynamic and chaotic process, and these properties make weather forecasting procedure a very difficult task [3] . The chaotic nature of the atmosphere implies the needs of the massive computational power required to solve the equations that describe the atmospheric conditions. Generally, two methods are used to time series prediction (a) the empirical approach and (b) the dynamical approach. The first approach is based upon the occurrence of analogs and empirical regularities derived from the experimental observations. The second approach is based upon equations and is often referred to as computer modeling. Most real world prediction systems use a combination of empirical and dynamical techniques. Recently intelligent systems using artificial intelligence (AI) have been used to time series prediction problems.
Fuzzy inference system (FIS) is an artificial intelligent approach which is a powerful universal estimator. Neural network based fuzzy inference system or neural fuzzy system (NFIS) is one of the main fuzzy modeling techniques, which combine benefits of fuzzy inference and neural learning to tune the parameters and structures of FIS to solve the problems of system modeling. Mamdani [4] is one of the first to propose self-learning NFISs. Hence, for nonlinear system prediction, the most commonly used model is the NFIS. If a feedforward network is adopted for this task, then we should know the number of delayed inputs and outputs in advance and feed these delayed inputs and outputs as a taped line into the network input [5] . Therefore, a major disadvantage of existing NFISs is that their application is limited to static problems as a result of their internal feedforward network structure. Recurrent neural network based fuzzy inference system (RNFIS) incorporates feedback in its topologies so it can overcome disadvantages of feedforward network and can be used to deal with temporal and dynamic problems such as time series prediction. Also, all the characteristics of the NFIS, fuzzy inference, universal approximation, and convergence properties are extended to the RNFIS. RNFIS could be divided into several classes based on the layer in which feedback loops have been added. The feedback loop can be put in the antecedent part [6] , in the consequence part [7] , [8] , or in the final output of fuzzy system [9] . If these feedback loops are added to membership functions (MFs), it is said that these networks are NFS with dynamic fuzzy rules. Since a recurrent neuron has an internal feedback loop, it captures the dynamic response of a system, thus the network model can be simplified.
There are different ways to train the fuzzy inference system using neural network learning algorithms [10] . Gradient descent (GD) is a supervised learning algorithm and can be used to tune the parameters of FIS, but gradient-based approaches are generally suffered from being entrapped at local optimum. Another drawback will be emerged while tuning the RNFIS parameters due to the high volume of connections may cause stability problems, moreover may be insensitive to long-term dependencies [11] . Global optimization methods like evolutionary algorithms and population-based algorithms can be used to train not only parameters of MFs but also the shape and quantity of them, fuzzy if-then rules, fuzzy operators, etc. These population-based methods provide derivative free exploration. Therefore without relying on gradient information, are capable of converging to global optimum but the online learning of these approaches is computationally expensive.
The bees algorithm is one of the newer optimization techniques [12] belonged to the swarm intelligent-based and population-based algorithms. As a guideline, swarm intelligence has become a research interest to many research scientists from various areas in recent years and refers to selforganizing behavior of species living in group where no leader can be identified [13] . The bees algorithm simulates the intelligent food foraging behavior of honey bee swarm. The algorithm is a search algorithm capable of locating good solutions efficiently and best suited for objective functions that are multimodal. Being a stochastic global optimization procedure, it is also robust to noisy fitness evaluations. In this paper, the bees algorithm is used to train antecedent parameters of RNFIS and GD is applied to tune the parameters of the conclusion part.
The aim of this study is to propose the most suitable model for time series prediction using RNFIS model. The model is trained using a modified version of bees algorithm and employed to solve a real problem (weather forecasting) and a benchmark time series (Mackey-Glass).
The rest of this article is organized as follows. Section 2 reviews the structure of RNFIS model. Section 3 presents basics of the bees algorithm. The modified version of bees algorithm is introduced in section 4. Section 5 describes the combination learning algorithm of the modified bees algorithm and GD for RNFIS model. In section 6, the performance of the modified bees learning algorithm is compared with that of GD, differential evolution (DE), particle swarm optimization (PSO) and the basic bees algorithm to train the RNFIS model for time series prediction. Finally, section 7 concludes paper.
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Recurrent Neural Network Based Fuzzy Inference System (RNFIS)
In this section, the proposed recurrent neural network based fuzzy inference system (RNFIS) model and corresponding learning algorithm are presented to show that the RNFIS is a system generalized from NFIS. The model uses Mamdani type FIS in which each fuzzy rule has an output fuzzy set in its conclusion part. The key aspects of the RNFIS are dynamic mapping capability, temporal information storage, and universal approximation. RNFIS possesses the same advantages over recurrent neural networks [14] and extend the application domain of the NFIS to temporal problems.
Structure of the RNFIS
This section presents a fuzzy modeling technique by neural learning called a RNFIS. The schematic diagram of the RNFIS structure is shown in Figure 1 , which is organized into N external inputs, P output nodes, D tapped delays of final output, i.e. internal inputs, J-term nodes for each input variable, and R Mamdani-type fuzzy rules.
This RNFIS system thus consists of six layers. Layer 1 accepts input variables and only transmits input values to the next layer directly. Layer 2 is used to Gaussian membership values. Thus performs the fuzzification process. Nodes in this layer represent the terms of the respective linguistic variables. Nodes at layer 3 represent the antecedent parts of fuzzy rules and refer to the "firing strength" of corresponding rule, so that "and" operation which connects MFs together, is represented by multiplication of corresponding MFs. The normalization of firing strength is performed in layer 4. Nodes in layer 5 represent the consequences of the rules. This node basically has two tasks. To combine the incoming rule antecedents and determine the degree to which they belong to the output linguistic label. The number of nodes in this layer will be equal to the number of rules [10] . Each node in layer 6 does the combination of all the rules consequents using a S-norm operator and finally computes the crisp output after defuzzification.
Layered Operation of the RNFIS
Next, we shall indicate the signal propagation and the operation functions of the nodes in each layer. In the following description ) (s O denotes the output of a node in the S-th layer.
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Layer 1: Input Layer: The nodes in this layer only transmit input values to the next layer and can be an external input (input signal) or an internal input (delayed output of model).
where
is the i-th external input and
 denotes the feedback unit of memory which stores the past information of MF at discrete time t.
 is the d-step delayed output of network and
is the previous value of its MF. The subscripts ij and dj refer to the jth term of the ith and dth input respectively which . ,..., 1 J j  ij  and dj  are the link weights of the feedback units. Layer 2: Membership Layer: In this layer, each node performs a membership function and acts as a unit of memory. The Gaussian function is adopted here as a membership function for both internal and external input. Thus, we have
where, (5):
where, subscript i={1,…,N,1,…,D}. These output signals of the third layer are input signals for the next layer.
Layer 4: Normalization Layer: Each node in this layer calculates the ratio of the i-th rule"s firing strength to the sum of rules firing strength.
Layer 5: Rule Consequent Layer: This node basically has two tasks. To combine the incoming rule antecedents and determine the degree to which they belong to the output linguistic label. The number of nodes in this layer will be equal to the number of rules.
where, l y is a fuzzy singleton and ]
can be considered as the constant weight.
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Fuzzy Reasoning
For a multi-input single-output RNFIS model, the l-th Mamdani fuzzy rule for the discrete time t is constructed as follows: (10) where
It is clear that the RNFIS model is a fuzzy logic system with memory elements. The memory terms make it possible to incorporate a priori knowledge in the selection of initial parameter values and constraints among parameter values. The rule number and the initial value of tuning parameters, center of MFs (m), standard deviation (STD) of MFs (  ), w, θ are given, where
there are no feedback units initially. As for parameter learning, we will develop a hybrid learning algorithm based on the modified bees algorithm and gradient method.
The Bees Algorithm
The bee algorithm is a population-based search algorithm, first developed in 2005 [12] . It mimics the food foraging behavior of swarms of honey bees to search for the best solution of a given optimization problem. In its basic version, the algorithm performs a kind of neighborhood search combined with random search and can be used for both combinatorial optimization [15] , [16] such as protein tertiary structure prediction [17] and functional optimization [18] . Figure 2 shows the pseudo code for the basic bees algorithm in its simplest form. A detailed description of bee algorithm is presented in [12] , [18] . Here we will give a short description of this algorithm. The algorithm requires a number of parameters to be set, namely: number of scout bees (n), number of sites selected for local search (out of n visited sites) (m), number of top-rated (elite) sites among m selected sites (e), number of bees recruited for the best e sites (nep), number of bees recruited for the other (m-e) selected sites (nsp), the initial size of each patch (ngh), (a patch is a region in the search space that includes the visited site and its neighborhood), and the stopping criterion.
The algorithm starts with n scout bees randomly distributed in the search space. In step 2, the m good sites based on their fitness are chosen as "selected sites" for neighborhood search. In steps 3, the algorithm searches around the selected sites, assigning more bees to search in the vicinity of the e sites of highest fitness. Together with the scouting, the differential recruitment is a key operation of the bee algorithm. In step 4, for each patch only the bee of highest fitness value is selected to form the next population. Therefore, at the end of each iteration, the honey bee colony will have two parts to its new population. The first group is composed of the bees associated with the best solution of each patch, and represents the results of the "local exploitative search". The second group is composed of the scout bees that have been sent out randomly and represents the results of the "global explorative search" [18] . 
Application of Evolutionary Approach into the Bees Algorithm
To improve the efficiency and accuracy of searching process, we aim to use global search ability together with a robust local search. Therefore crossover operator as an evolutionary operator interpolated in the bees algorithm, so it could aid the algorithm to get better at concentrating the search effort around the best solutions have been found so far by searching their neighborhoods to reach better solutions .i.e. the exchange of information between the best solutions to achieve a suitable area is the aim of this process. For this purpose, three kinds of arithmetic crossover consisting of convex crossover, affine crossover and linear crossover [19] applied to the best individuals of current population based on three decision criteria in the following steps: 1) Definition of arithmetic crossover: Arithmetic crossovers are defined as the combination of two vectors as follows [19] : . Figure 3 shows these crossovers in simple case in two-dimensional space. The offspring generated with convex crossover lie within the solid line, the offspring from affine crossover lie in both solid and dashed lines and offspring from linear crossover lie in the whole space.
2) Definition of the decision criteria: The first criterion which shows the normal epoch counter is denoted by: can be interpreted as the qualification of the current population. Near the end of the optimization process, this value is expected to move toward one. The third criterion is defined as the diversity or density measure which computed with the aid of Euclidean distances between all individuals and the best one. The related equation is given by (15) [20] : (16) where, 
(P(t)) Diversity
can be used as the measure of dispersion around the current optimum at t-th iteration. The smaller this measure, the less dispersion the population. On the other hand, if the diversity of current population is near to one, it means that the dispersion of individuals than current optimum is high. At the start of the optimization process, the large initial diversity is expected. At each time step, the state of the current population is obtained from (13) (14) (15) . If a particular state of the current population meets a particular condition, the related row of the decision table will be fired. After firing, a uniform random number in the range [0, 1] is selected. The corresponding crossover operator is then applied to the best individuals with its probability.
Neighborhood Shrinking and Site Abandonment
In order to increase the performance of the bees algorithm and avoid superfluous computations, two new procedures were recently introduced [21] .
The first new procedure is called henceforth "neighborhood shrinking". The size of the flower patches is initially set to a large value. For each patch, the initial size is kept unchanged as long as the local search procedure yields higher points of fitness. If the neighborhood search fails to bring any improvement of performance, the patch size is decreased. This strategy aims at making the local search more exploitative, searching more densely the area around the local optimum.
The second new procedure is applied when no fitness improvement is gained within a flower patch from shrinking the neighborhood. In this case, the local search procedure is assumed to have reached the top of a local fitness peak, and no further progress is possible. Consequently, the location of the peak is recorded and the exploration of the patch is terminated. This procedure is called henceforth "site abandonment".
Learning Algorithm for the RNFIS Model
In this section the learning algorithm for training the RNFIS model is discussed in which, both parameters of the antecedent and consequent part of the model are trained. A cost function used in this study is defined as follows: ( 
17)
y is the desired vector of the k-th sample. The learning process for the parameters of the antecedent part by GD is complex and cannot be early calculated. Therefore, in this study all of the parameters of antecedent part are trained by a derivative free optimization technique called bees algorithm, and GD is only used to train the parameters of consequent part in which the target of backpropagation algorithm is characterized to minimize the error function with respect to the consequence parameters, 1,...,R l l y   of the RNFIS model. Hence, according to the gradient descent method, the parameters are updated using the chain rule given by (18):
where, l y  is the output variable of the l-th Mamdani fuzzy rule and  is the learning rate. As already mentioned, each MF in the antecedent part of the RNFIS model has three parameters to be trained. These parameters are the centre of MFs ( m ), the STD of them (  ), and the weight (  ) which provides dynamic for the fuzzy MFs. Hence, the components of each individual in the bees population are the parameters of RNFIS. The update process performed via the modified bees algorithm presented in sections 4. In the first stage of the learning process of RNFIS, GD optimizer will use a sample of train data and its corresponding target value. After calculating its error, the consequent parameters will be updated. Then the modified bees algorithm will update the parameters of MFs. When all of the train samples used, one epoch is completed.
Experimental Tests
This section shows the data sets used for the experiments. We use a benchmark time series (Mackey-Glass) and a real problem (weather forecasting).
Example 1: Mackey-Glass time series prediction. The well-known chaos series Mackey-Glass differential delay equation [22] is utilized to verify the performance of the proposed RNFIS, which is defined as follows:
where 17 
 
.The mapping relationship of the RNFIS to model the chaos time series in (19) is given as follows: d(t) ) extracted from the series are given as follows:
for t=118-1117. The objective of the model is to exploit the obtained values to predict the output value in the future. We chose 600 training data for identification and 300 testing data for prediction. Example 2: Weather forecasting. The first stage of a modern weather forecasting system is data collection and selection of the features for application. Observations of temperature and relative humidity of four years, from 2006 to 2009 of Mehrabad station, Tehran, Iran, which are taken from Russia"s weather archive, have been used as training sets, and the first two month of 2010 used as test set of our proposed RNFIS model. The temperature parameter to be forecast can be estimated based on two features, temperature and relative humidity, obtained from the past data of same parameter and in some cases temperature feature exhibits a strong dependence on some past data of relative humidity which has been computed by correlating these features with the parameter to be estimated. Therefore, to forecast each parameter, input variables are decided in the form of trends established by them over a definite period.
The second stage after selection and preprocess of the input features, is using the proposed RNFIS model. The features extracted from weather data are applied as input samples and the target is taken as the parameter to be estimated during training operation.
Experimental Settings

General Settings
For both these problems, each input variable has two fuzzy sets (MFs) defined in (3) and (4), as an example, for Mackey-Glass system, we have 16 2 4  rules in which, 24 parameters of antecedent part and 16 parameters of consequent part should be trained. The algorithm is run 20 times with random initialization for Mackey-Glass time series and 5 runs for weather forecasting problem. The duration of the algorithm is set to 50 learning cycles. Initial population size is set to 20. In the RNFIS model 1-step delayed output of system is adopted. Table 1 lists the settings of the parameters of bees algorithm. 
Settings of Weather Forecasting Data
The weather data is collected at Mehrabad station situated in Tehran, Iran. Daily data sets of 2006 to 2009 (i.e. maximum temperature and relative humidity) were used as training set, and first two months of 2010 were used as test set of RNFIS model.
We use the maximum temperature and relative humidity of Tehran city using four years as training set. The training data set in this case uses the previous one day of temperature of the day we want to predict and some previous values of relative humidity which have been computed by correlating this feature with the maximum temperature to be estimated. Then we used the obtained model parameters to test the ability of this model to predict the maximum temperatures for the first two months in the next year (2010). Figure 4 (a) shows crosscorrelation function between relative humidity as an input and temperature as a parameter to be estimated. The peak at the second lag in negative part indicates that the delayed version of relative humidity by two samples can be used as an input of RNFIS model. Also, Figure 4(b) illustrates the crosscorrelation function between the delayed version of maximum temperature by one sample with the maximum temperature which should be estimated. The peak at the first lag as Prediction Using Recurrent Neural Network Based Fuzzy Inference system by the Modified Bees Algorithm Zahra Khanmirzaei, and Mohammad Teshnehlab illustrated in this plot refers to an efficient dynamic point which can be used to indicate the input signal of maximum temperature. 
Experimental Results
In this section the performance of the RNFIS model with proposed hybrid learning algorithm (modified bees algorithm and GD) is evaluated. In general, the Mean-Square-Error (MSE) is adopted to be the performance index.
For Mackey-Glass time series in example 1, the performance comparison (standard deviation and MSE of error) to other works is given in Tables 2 over 20 runs. In Figure 5 (a)-5(b), the curves that describe identification result and prediction result of example 1 are shown and the cost function value versus number of iterations averaged over 20 runs for the modified bees algorithm, basic bees algorithm, PSO, GD and DE presented by Figure 6 .
For weather forecasting problem, the performance comparison (standard deviation and MSE of error) to other works (the basic bees algorithm, PSO, DE and GD) is given in Table 3 over 5 runs. Figure 7 (a) shows the training target and output from trained RNFIS model for maximum temperature estimation. The result of the prediction is shown in Figure 7 (b). The cost function value versus number of iterations averaged over 5 runs for the modified bees algorithm, basic bees algorithm, PSO, GD and DE presented by Figure 8 . From all simulation results, we can conclude that RNFIS model trained with modified bees algorithm is the most suitable architecture for time series prediction such as weather forecasting. This is results from the local search ability of modified bees algorithm to reach a global minimum. Experimental results show that the modified bees learning algorithm for the RNFIS model has better prediction capability than other learning methods. It is also clear that fine tuning of the modified and basic bees algorithm is much better than other methods, due to their robust local search ability, and being simple and flexible.
Conclusion
In this paper, we propose a new hybrid learning algorithm for the RNFIS model to the problem of time series prediction. This hybrid method uses modified bees algorithm for training the values of recurrent Gaussian MFs; and GD algorithm to optimize the consequent parameters of the RNFIS. The strength of modified bees algorithm lies at its simplicity resulting in easy feasibility without the need of gradient information. Two examples have been used to demonstrate the capability of the proposed approach with good performance for prediction problem, a time series benchmark and a real problem which was about temperature forecasting. The good performance by the RNFIS is originated from crossover operator that embedded in the basic version of bees algorithm. Through the crossover operator, local search ability of the algorithm will be enhanced and better-performed individuals may produce offspring to replace those with poor performance. Another benefit of this RNFIS model is that this topology has a great recurrent. 
