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Abstract
An overview on the physics of spinor and dipolar Bose-Einstein condensates (BECs) is given.
Mean-field ground states, Bogoliubov spectra, and many-body ground and excited states of
spinor BECs are discussed. Properties of spin-polarized dipolar BECs and those of spinor-dipolar
BECs are reviewed. Some of the unique features of the vortices in spinor BECs such as fractional
vortices and non-Abelian vortices are delineated. The symmetry of the order parameter is classi-
fied using group theory, and various topological excitations are investigated based on homotopy
theory. Some of the more recent developments in a spinor BEC are discussed.
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symbol definition
ˆAFM(r, r′) annihilation operator for atomic pairs in |F ,M〉 state
A pair amplitude of the spin-singlet pair, 〈 ˆA00〉0
A,Φ geometric gauge potential
A electromagnetic four potential
aF s-wave scattering length of the total spin-F channel
B external magnetic field
c0, c1, c2, · · · interaction coefficients for the short-range interaction
cdd interaction coefficient for the dipole-dipole interaction
ˆd unit vector indicating the nematic director
F ,M total spin of two colliding atoms and its projection
f ,m atomic spin and its projection
f = (fx, fy, fz) vector of f × f spin matrices or spin operators
ˆF(r) = ∑mm′ ˆψ†mfmm′ ˆψm′ spin operator
F(r) = ∑mm′ ψ∗mfmm′ψm′ spin expectation value
f (r) = ∑mm′ ζ∗mfmm′ζm′ spin expectation value per atom
j, k indices for x, y, and z in the coordinate space
M atomic mass
Mz total longitudinal magnetization of the condensate
m,m′,m1,m2, · · · indices for the magnetic sublevel
ˆNνν′ nematic tensor operator
Nνν′ expectation value of the nematic tensor operator
n(r) = ∑m ψ∗mψm number density
p linear Zeeman energy
q quadratic Zeeman energy
Qνν′ kernel of the dipole-dipole interaction
R order-parameter manifold
sˆ = F/|F| unit vector spin along the spin expectation value
T Time-reversal operator
vmass superfluid velocity
v
spin
ν superfluid velocity for the ν = x, y, z component of spin
α, β, γ Euler angles describing the SO(3) spin rotation
ˆψm(r) field operator
ψm(r) order parameter
ζm ≡ ψm/
√
n normalized spinor order parameter
µ chemical potential
ν, ν′, ν1, ν2, · · · indices for x, y, and z in the spin space
Table 1: Table of symbols
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abbreviation definition
AF antiferromagnetic
BA broken axisymmetry
BEC Bose-Einstein condensate
BKT Berezinskii-Kosterlitz-Thouless
BN biaxial nematic
C cyclic
CSV chiral spin vortex
DDI dipole-dipole interaction
DW density wave
EdH Einstein-de Haas
F ferromagnetic
FL flower
GPE Gross-Pitaevskii equation
MI Mott insulator
P polar
PCV polar-core vortex
SF superfluid
SO spin-orbit
SS supersolid
UN uniaxial nematic
Table 2: Table of abbreviations
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1. Introduction
Gaseous Bose-Einstein condensate (BEC) was first created using atoms in a single spin state
of rubidium 87 (87Rb) [1] and later in single spin states of sodium 23 (23Na) [2] and lithium 7
(7Li) [3]. In these systems, only those atoms in a week-field seeking state were magnetically
trapped, and therefore, their spin degrees of freedom were frozen. A spinor Bose-Einstein con-
densate (BEC), namely a BEC with spin internal degrees of freedom, was first realized in a gas
of spin-1 23Na atoms confined in an optical dipole trap in 1998 [4], opening up a new research
arena of ultracold atomic systems. Confined in an optical trap, the direction of atomic spins can
change due to the interparticle interaction. Consequently, the order parameter of a spin- f BEC
has 2 f + 1 components that can vary over space and time, producing a very rich variety of spin
textures. In contradistinction to a spinor BEC, a BEC of atoms in a single spin state is referred
to as a scalar BEC. This article provides an overview of the physics of spinor BECs.
Bose-Einstein condensation is a genuinely quantum-mechanical phase transition in that it
occurs without the help of interaction. However, in the case of spinor BECs, several phases are
possible below the transition temperature TBEC, and which phase is realized at what temperature
does depend on the nature of the interaction. With the spin and gauge degrees of freedom, the
full symmetry of the system above TBEC is SO(3) × U(1). Below the transition temperature, the
symmetry is spontaneously broken in many different ways: The number of ground-state phases
in the absence of an external magnetic field is two for the spin-1 case [5, 6], three for the spin-2
case [7, 8], and eleven for the spin-3 case [9, 10]. The number of phases further increases under
the external magnetic field. Such a wealth of possible phases make a spinor BEC a fascinating
area of research for quantum gases. Another striking consequence of the spin degrees of freedom
is the spin dynamics: The initial population balance between each magnetic sublevel can change
via the spin-exchange collision. For example, in a spin-1 spinor BEC, two atoms in a magnetic
sublevel m = 0 can coherently and reversibly scatter into a pair of atoms in m = +1 and m = −1
states, and vice versa. So far, spin-exchange collision has been observed in systems of spin-1
87Rb [11], spin-1 23Na [12, 13], spin-2 87Rb [11, 14, 15], and spin-3 chromium 52 (52Cr) [16].
The basic properties of the mean-field spinor condensates, such as ground-state phase diagrams
and spin dynamics, are reviewed in Sec. 3, and the experimental achievements are summarized
in Sec. 4.
The BEC responds to an external perturbation in a very unique manner. Even if the pertur-
bation is weak, the response may be nonperturbative; for example, the phonon velocity depends
on the scattering length in a nonanalytic manner. The low-lying excitations of spinor BECs are
described by the Bogoliubov theory, as discussed in Sec. 5. A spinor BEC can be experimentally
prepared in an unstable stationary state. The dynamics starting from such an unstable state can
be understood in terms of a growth of unstable Bogoliubov modes or the dynamical instability
which may be triggered by quantum fluctuations. In Sec. 5 we discuss how topological defects
are nucleated after a quantum phase transition in the context of the dynamical instability.
The magnetic moment of the atom causes the magnetic dipole-dipole interaction (DDI). The
long-range and anisotropic nature of DDI leads to new phenomena even in a spin-polarized
BEC [17, 18]. Although the strength of the magnetic DDI is the smallest among all the energy
scales involved, it plays a pivotal role in a spinor BEC in producing the spin texture—the spatial
variation of the spin direction. In particular, the magnetic DDI couples spin and orbital angular
momenta under an ultralow magnetic field (below 10 µG), which spontaneously generates su-
perfluid flow of atoms. Properties of spin-polarized and spinor dipolar BECs are discussed in
Sec. 6.
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The dynamics of spinor BECs may be understood more intuitively if the equations of motion
are expressed in terms of physical quantities such as superfliud velocity, spin superfluid velocity,
magnetization, and nematic directors, as discussed in Sec. 7. We will see that the space and time
dependences of spin configurations naturally generate a geometric gauge field.
One of the hallmarks of superfluidity manifests itself in its response to an external rotation.
In a scalar BEC, the system hosts vortices that are characterized by the quantum of circulation,
κ = h/M, where h is the Planck constant and M is the mass of the atom. The origin of this
quantization is the single-valuedness of the order parameter. As mentioned above, however, in
spinor BECs, the gauge degree of freedom is coupled to the spin degrees of freedom. This spin-
gauge coupling gives rise to some of the unique features of the spinor BEC. For example, the
fundamental unit of circulation can be a rational fraction of κ, and when two vortices collide,
they may not reconnect unlike the case of the scalar BEC but form a rung vortex that bridges the
two vortices. Vortices of spinor BECs are discussed in Sec. 8.
In Sec. 9, we discuss symmetry properties of mean-field ground states. The ground-state
phases in spinor BECs differ from each other in gauge, spin-rotation, or combined symmetries.
For example, the ferromagnetic phase has the SO(2) spin-gauge coupled rotational symmetry,
whereas the spin-2 cyclic phase has the symmetry of tetrahedron. We will show that ground-
state order parameters can be found from the symmetry consideration without minimizing the
mean-field energy.
Once we know the symmetry property of the condensed phase under consideration, the ho-
motopy theory tells us possible types of topological excitations. In general, the direction of the
spin can vary rather flexibly over space and time. Nonetheless, the global configuration of the
spin texture must satisfy certain topological constraints. This is because the order parameter in
each phase belongs to a particular order-parameter manifold whose symmetry leads to a con-
served quantity called a topological charge. Such a topological constraint determines the nature
of topological excitations such as line defects, point defects, Skyrmions, and knots. Elements of
homotopy theory with applications to spinor BECs are reviewed in Sec. 10.
In the last part of this review, we discuss the ground states and spin dynamics beyond the
mean-field theory by exactly diagonalizing the many-body Hamiltonian. In some parameter
regions, the many-body spin correlations dramatically alter the ground states of spinor BECs and
fragmented ground states arise so as to recover the SO(3) spin rotational symmetry as discussed
in Sec. 11.
In view of these ongoing developments, it now seems appropriate to consolidate the knowl-
edge that has been accumulated over the past decade. In this paper, we provide an overview
of the basics and recent developments on the physics of spinor and dipolar BECs. Some topics
and related problems which we do not cover the main text, such as finite-temperature effects,
low-dimensional systems, optical lattice, and spin-orbit coupling are overviewed in Sec. 12.
One of the major topics that is not treated in this review is fictitious spin systems such as
a binary mixture of hyperfine spin states [19, 20]. Since the intra- and interspecies interactions
of this mixture are almost identical, this system has the SU(2) symmetry and is regarded as a
pseudo-spin-1/2 system. They have some intrinsic interest such as interlaced vortex lattices and
vortex molecules caused by the Josephson coupling. A comprehensive review of this subject is
given in Ref. [21].
This paper is organized as follows. Section 2 describes the fundamental Hamiltonian of the
spinor BEC. Section 3 develops the mean-field theory of spinor condensates and discusses the
ground-state properties and spin dynamics of the spin-1, 2, and 3 BECs. Section 4 summarizes
the experimental achievements so far. Section 5 develops the Bogoliubov theory of the spinor
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BEC. Section 6 provides an overview of the dipolar BEC and the spinor-dipolar BEC. Section 7
derives the hydrodynamic equations of motion of superfluid velocity and magnetization. Sec-
tion 8 discusses various types of vortices that can be created in spinor BECs. Section 9 classifies
the ground-state order parameters based on group theory and discuss the symmetry property of
each phase. Section 10 examines the topological aspects of spinor BECs. Possible topological
excitations such as non-Abelian vortices are investigated using homotopy theory. Section 11 re-
views the many-body aspects of spinor BECs. Section 12 summarizes the main results of this
paper and discusses possible future developments.
2. General theory
2.1. Single-particle Hamiltonian
The fundamental Hamiltonian of a spinor BEC can be constructed quite generally based on
the symmetry argument. We consider a system of identical bosons with mass M and spin f that
are described by the field operators ˆψm(r), where m = f , f − 1, · · · ,− f denotes the magnetic
quantum number. The field operators are assumed to satisfy the canonical commutation relations
[ ˆψm(r), ˆψ†m′ (r′)] = δmm′δ(r − r′),
[ ˆψm(r), ˆψm′ (r′)] = [ ˆψ†m(r), ˆψ†m′(r′)] = 0, (1)
where δmm′ is the Kronecker delta which takes the value 1 if m = m′ and 0 otherwise.
Here, f is the hyperfine spin of an atom, that is, the composition of the electron spin s, the
orbital angular momentum l, and the nuclear spin i, and it is a good quantum number when an
external magnetic field is so low that the Zeeman energy is much smaller than the hyperfine
energy splitting. The angular momenta for various atomic species are summarized in Table 3.
As of the writing of this article, spin 1, 2 and 3 spinor BECs have been realized utilizing 87Rb,
23Na, and 52Cr atoms.
atom s l j = s + l i f = j + i ∆Ehf/h (MHz)
1H 1/2 0 1/2 1/2 0, 1 1420
7Li 1/2 0 1/2 3/2 1, 2 804
23Na 1/2 0 1/2 3/2 1, 2 1772
39K 1/2 0 1/2 3/2 1, 2 462
41K 1/2 0 1/2 3/2 1, 2 254
52Cr 3 0 3 0 3 –
85Rb 1/2 0 1/2 5/2 2, 3 3036
87Rb 1/2 0 1/2 3/2 1, 2 6835
133Cs 1/2 0 1/2 7/2 3, 4 9193
164Dy 2 6 8 0 8 –
168Er 1 5 6 0 6 –
Table 3: The angular momenta for electric ground states of various atomic species. Here j = s + l is the electronic
total angular momentum and f = | j ± i| is the hyperfine spin, where s, l, and i are the electron spin, the orbital angular
momentum, and the nuclear spin, respectively. The rightmost column shows the hyperfine energy splitting. For alkali-
metal atoms listed in the table (namely, except for 52Cr, 164Dy, and 168Er), the hyperfine state with f = i− 1/2 lies lower
in energy than that with f = i + 1/2.
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The noninteracting part of the Hamiltonian comprises the kinetic term, trapping potential
Utrap(r), and linear and quadratic Zeeman terms:
ˆH0 =
∫
dr
f∑
m,m′=− f
ˆψ†m
[
−~
2∇2
2M
+ Utrap(r) − p(fz)mm′ + q(f2z )mm′
]
ˆψm′ , (2)
where fz is the z-component of the spin matrix whose matrix elements are given by (fz)mm′ =
mδmm′ , and hence, (f2z )mm′ = m2δmm′ ; and p = −gµBB is the product of the Lande´ hyperfine g-
factor g, the Bohr magneton µB = e~/2me (me is the electron mass, and e > 0 is the elementary
charge), and an external magnetic field B that is assumed to be applied in the z direction. For
atoms with i = 0, g is the the Lande´ g-factor for an electron:
g j =
3
2
+
s(s + 1) − l(l + 1)
2 j( j + 1) , (3)
whereas for atoms with i , 0, g is given by
g = g j
f ( f + 1) + j( j + 1) − i(i + 1)
2 f ( f + 1) . (4)
(See, e.g., § 113 and § 121 of Ref. [22].) In particular, the Lande´ hyperfine g-factor for an
alkali-metal atom (i.e., for s = 1/2, l = 0, and j = 1/2) is given by
g =

− 1
i + 1/2 for f = i +
1
2 ,
1
i + 1/2
for f = i − 12 .
(5)
The coefficient q of the quadratic Zeeman term is contributed from an external field (qB)
and from a microwave or light field (qMW). The former is calculated by using the second-order
perturbation theory as
qB =
(gµBB)2
∆Ehf
, (6)
where ∆Ehf = Em − Ei is the hyperfine energy splitting and it is given by the difference between
the initial (Ei) and intermediate (Em) energies. For example, for the case of 87Rb, g = −1/2 and
Ehf ≃ 6.8 GHz for the f = 1 hyperfine manifold and g = 1/2 and Ehf ≃ −6.8 GHz for the f = 2
hyperfine manifold. For the case of 52Cr, 164Dy, and 168Er, qB = 0 due to the absence of the
hyperfine structure. The value of qMW can be tuned independently of qB by employing a linearly
polarized microwave field which is off-resonant with the other hyperfine state [23, 24]. For the
case of 52Cr, a similar effect can be realized by using a quasi-resonant light field which couples
the ground state of 52Cr (7S3) to different excited P-states (7P2,3,4) [25].
2.2. Interaction Hamiltonian
2.2.1. Symmetry considerations and irreducible operators
Next, we consider the interaction Hamiltonian. We discuss the case of the magnetic dipole-
dipole interaction later as it does not conserve the total spin of the system, and hence, it requires
a separate treatment. Because the system is very dilute, we consider only the binary interaction.
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Upon the exchange of two identical particles of spin f , the many-body wave function changes
by the phase factor (−1)2 f . By the same operation, the spin and orbital parts of the wave function
change by (−1)F+2 f and (−1)L, respectively, where F is the total spin of the two particles and L
is their relative orbital angular momentum. To be consistent, (−1)2 f must be equal to (−1)F+2 f ×
(−1)L; hence, (−1)F+L = 1. Thus, F +Lmust be even, regardless of the statistics of the particles.
In the following, we consider only the s-wave scattering (L = 0), and, therefore, the total spin
of two interacting particles must be even. Moreover, since the total spin F is conserved in the
binary collision, the interaction Hamiltonian can be divided according to the spin channel F as
ˆV =
∑
F =0,2,··· ,2 f
ˆV (F ), (7)
where ˆV (F ) is the interaction Hamiltonian between two bosons whose total spin is F .
The interaction ˆV (F ) in Eq. (7) can be constructed from the irreducible operator ˆAFM(r, r′)
that annihilates a pair of bosons at positions r and r′. The irreducible operator is related to a pair
of field operators via the Clebsch-Gordan coefficients 〈F ,M| f ,m; f ,m′〉 as follows:
ˆAFM(r, r′) =
f∑
m,m′=− f
〈F ,M| f ,m; f ,m′〉 ˆψm(r) ˆψm′(r′). (8)
Because the boson field operators ˆψm(r) and ˆψm′ (r′) commute, ˆAFM(r) vanishes identically for
odd F . In fact, when F = 1 and f = 1, the Clebsch-Gordan coefficient is given by
〈1,M|1,m; 1,m′〉 = (−1)
1−m
√
2
δm+m′,M
× [δM,1(δm,1 + δm,0) + δM,0 m − δM,−1(δm,0 + δm,−1)]. (9)
Substituting this into Eq. (8), we find that ˆA1M(r) = 0. Similarly, we can show that ˆAFM(r) = 0
if F is odd. Incidentally, for the case of fermions, we obtain ˆAFM(r) = 0 for even F because the
fermion field operators anticommute.
Because the interaction Hamiltonian is a scalar operator, it must take the following form:
ˆV (F ) =
1
2
∫
dr
∫
dr′v(F )(r, r′)
F∑
M=−F
ˆA†FM(r, r′) ˆAFM(r, r′), (10)
where v(F )(r, r′) is a scalar function that describes the dependence of the interaction on the po-
sitions of the particles. When the system is dilute and the range of interaction is negligible
compared with the interparticle spacing, the interaction kernel v(F ) may be approximated by a
delta function with an effective coupling constant gF :
v(F )(r, r′) = gF δ(r − r′), (11)
where gF is related to the s-wave scattering length of the total spin-F channel, aF , as
gF =
4π~2
M
aF . (12)
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The scattering lengths of 23Na, 87Rb, and 52Cr atoms are summarized in Table 4. According
to the high resolution photoassociation spectroscopy of spin-1 87Rb BEC [26], ∆a ≡ a2 − a0 is
predicted to greatly change by means of the optical Feshbach resonance, whose sign determines
the magnetism of the system [see Eq. (46) and Sec. 3.3]. However, since the lifetime of the
condensate also becomes shorter due to the photoassociation laser light, it is still challenging to
change the magnetic nature of the condensate. Another possibility to tune the spin-dependent
interaction is using the microwave-induced Feshbach resonance proposed in Ref. [27]. Different
from optical Feshbach resonances, microwave Feshbach resonances do not suffer from the asso-
ciated atomic losses because all relevant states correspond to the electronic ground level of the
atoms.
Using Eqs. (8) and (10)–(12), Eq. (7) can also be written as
ˆV =
1
2
∫
dr
∑
m1m2m
′
1m
′
2
Cm1m2
m′1m
′
2
ˆψ†m1 (r) ˆψ†m2 (r) ˆψm′2 (r) ˆψm′1 (r), (13)
where
Cm1m2
m′1m
′
2
≡ 4π~
2
M
∑
F =0,2,··· ,2 f
aF 〈 f ,m1; f ,m2| ˆPF | f ,m′1; f ,m′2〉, (14)
with ˆPF being the projection operator onto a two-body state with the total spin angular momen-
tum F :
ˆPF ≡
F∑
M=−F
|F ,M〉〈F ,M|. (15)
2.2.2. Operator relations
We derive some useful operator relations which relate irreducible operators ˆAFM(r, r′) to
physical observables such as the total density operator
nˆ(r) ≡
f∑
m=− f
ˆψ†m(r) ˆψm(r), (16)
the singlet-pair operator
ˆA00(r, r′) = 1√
2 f + 1
f∑
m=− f
(−1) f−m ˆψm(r) ˆψ−m(r′), (17)
the spin density operator
ˆFν(r) =
f∑
m,m′=− f
(fν)mm′ ˆψ†m(r) ˆψm′ (r) (ν = x, y, z), (18)
and the rank-k (k = 2, 3, · · · ) spin nematic tensor operator
ˆN (k)ν1ν2···νk (r) =
f∑
m,m′= f
(fν1fν2 · · · fνk )mn ˆψ†m(r) ˆψm′ (r) (ν1, ν2, · · · νk = x, y, z), (19)
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spin atom scattering length (a.u.) method reference
1 23Na a2 = 52.98 ± 0.40, a0 = 47.36 ± 0.80 MS Ref. [28]
a2 − a0 = 3.5 ± 1.5 SD Ref. [12]
a2 − a0 = 2.47 ± 0.27 SMD Ref. [13]
87Rb a2 = 100.4 ± 0.1, a0 = 101.8 ± 0.2 MS Ref. [29]
a2 − a0 = −1.45 ± 0.32 SMD Ref. [30]
a2 − a0 = −1.07 ± 0.09 SMD in MI Ref. [31]
2 23Na a4 = 62.51 ± 0.50 MS Ref. [28]
a4 = 64.5 ± 1.3, a2 = 45.8 ± 1.1, a0 = 34.9 ± 1.0 – Ref. [32]
87Rb a2 − a0 = 3.51 ± 0.54, a4 − a2 = 6.95 ± 0.35 SMD in MI Ref. [31]
3 52Cr a6 = 112 ± 14, a4 = 58 ± 6, a2 = −7 ± 20 MS Ref. [33]
a6 = 102.5 ± 0.4 DR + MS Ref. [34]
Table 4: Scattering lengths of 23Na, 87Rb, and 52Cr atoms in units of the Bohr radius (aB = 0.0529 nm), where MS,
SD, SMD (in MI), and DR denote molecular spectroscopy, spin domain, spin-mixing dynamics (in the Mott insulator
state), and dipolar relaxation, respectively (see Sec. 4). For 52Cr, the scattering length of total spin 0 channel (a0) is not
determined in the experiment but theoretically predicted to be positive and around 30aB–50aB [35].
where the Clebsch-Gordan coefficient for F =M = 0,
〈0, 0| f ,m; f ,m′〉 = δm+m′,0 (−1)
f−m√
2 f + 1
, (20)
is used to obtain Eq. (17), and (fν)mm′ (ν = x, y, z) in Eqs. (18) and (19) are the (m,m′)-components
of spin matrices fν:
(fx)mm′ = 12
[ √
( f − m + 1)( f + m)δm−1,m′ +
√
( f + m + 1)( f − m)δm+1,m′
]
, (21)
(fy)mm′ = 12i
[ √
( f − m + 1)( f + m)δm−1,m′ −
√
( f + m + 1)( f − m)δm+1,m′
]
, (22)
(fz)mm′ = mδmm′ . (23)
We start from the completeness relation
ˆ1 =
∑
F
ˆPF , (24)
where ˆPF is defined in Eq. (15). By applying ˆψ†m1 (r) ˆψ†m2 (r′)〈 f ,m1; f ,m2| from the left and
| f ,m′1; f ,m′2〉 ˆψm′2 (r′) ˆψm′1 (r) from the right of Eq. (24), and taking the summation with respect
to m1,m2,m′1 and m
′
2, we obtain
: nˆ(r)nˆ(r′) :=
∑
F =0,2,··· ,2 f
F∑
M=−F
ˆA†FM(r, r′) ˆAFM(r, r′), (25)
where : : denotes normal ordering that places annihilation operators to the right of creation
operators. Here, F in the summation on the right-hand side of Eq. (25) takes only even values
since ˆAF ,M(r) = 0 if F is odd.
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Another useful relation can be derived from the composition law of the angular momentum:
f1 · f2 = 12
[
(f1 + f2)2 − f21 − f22
]
=
1
2
f2tot − f ( f + 1), (26)
where ftot = f1+f2 is the total spin angular momentum vector. Operating this on the completeness
relation (24), we obtain
f1 · f2 =
∑
F
[
1
2
F (F + 1) − f ( f + 1)
]
ˆPF . (27)
By calculating ∑
m1m2m
′
1m
′
2
ˆψ†m1 (r) ˆψ†m2 (r′)〈 f ,m1; f ,m2| · · · | f ,m′1; f ,m′2〉 ˆψm′2 (r′) ˆψm′1 (r) (28)
for Eq. (27), the following operator relation is obtained:
: ˆF(r) · ˆF(r′) :=
∑
F =0,2,··· ,2 f
[
1
2F (F + 1) − f ( f + 1)
] F∑
M=−F
ˆA†FM(r, r′) ˆAFM(r, r′), (29)
where we have used 〈 f ,m1; f ,m2|f1 · f2| f ,m′1; f ,m′2〉 =
∑
ν=x,y,z(fν)m1m′1 · (fν)m2m′2 . In a similar
manner, using the relations
(f1 · f2)k =
∑
F
[
1
2
F (F + 1) − f ( f + 1)
]k
ˆPF (k = 1, 2, · · · ), (30)
〈 f ,m1; f ,m2|(f1 · f2)k | f ,m′1; f ,m′2〉
=
∑
ν1ν2···νk=x,y,z
〈 f ,m1; f ,m2|f1ν1f2ν1f1ν2 f2ν2 · · · f1νk f2νk | f ,m′1; f ,m′2〉
=
∑
ν1ν2···νk=x,y,z
(fν1fν2 · · · fνk )m1m′1 (fν1fν2 · · · fνk )m2m′2 , (31)
and Eq. (19), we obtain∑
ν1ν2···νk=x,y,z
: ˆN (k)ν1ν2···νk (r) ˆN (k)ν1ν2···νk (r′) :
=
∑
F =0,2,··· ,2 f
[
1
2
F (F + 1) − f ( f + 1)
]k F∑
M=−F
ˆA†FM(r, r′) ˆAFM(r, r′). (32)
Equation (29) is the spacial case of Eq. (32) with k = 1.
Applying Eqs. (25) and (29) to the case of f = 1, we obtain
: nˆ(r) · nˆ(r′) : =
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) + ˆA†00(r, r′) ˆA00(r, r′), (33)
: ˆF(r) · ˆF(r′) : =
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) − 2 ˆA†00(r, r′) ˆA00(r, r′), (34)
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which lead to the following operator identity:
: ˆF(r) · ˆF(r′) : +3 ˆA†00(r, r′) ˆA00(r, r′) =: nˆ(r)nˆ(r′) : . (35)
Thus, the spin density operator and the spin singlet-pair operator are not independent of each
other but related by Eq. (35).
For the case of f = 2, Eqs. (25) and (29) respectively give
: nˆ(r) · nˆ(r′) : =
∑
M
ˆA†4M(r, r′) ˆA4M(r, r′) +
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) + ˆA†00(r, r′) ˆA00(r, r′),
(36)
: ˆF(r) · ˆF(r′) : = 4
∑
M
ˆA†4M(r, r′) ˆA4M(r, r′) − 3
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) − 6 ˆA†00(r, r′) ˆA00(r, r′).
(37)
It follows from these results that
: ˆF(r) · ˆF(r′) : +7
2∑
M=−2
ˆA†2M(r, r′) ˆA2M(r, r′) + 10 ˆA†00(r, r′) ˆA00(r, r′) = 4 : nˆ(r)nˆ(r′) : . (38)
Hence, for f = 2, there are three independent operators : nˆ(r)nˆ(r′) :, ˆA†00(r, r′) ˆA00(r, r′), and
: ˆF(r) · ˆF(r′) :.
For the case of f = 3, Eqs. (25), (29), and (32) with k = 2, respectively, give
: nˆ(r) · nˆ(r′) :=
∑
M
ˆA†6M(r, r′) ˆA6M(r, r′) +
∑
M
ˆA†4M(r, r′) ˆA4M(r, r′)
+
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) + ˆA†00(r, r′) ˆA00(r, r′), (39)
: ˆF(r) · ˆF(r′) :=9
∑
M
ˆA†6M(r, r′) ˆA6M(r, r′) − 2
∑
M
ˆA†4M(r, r′) ˆA4M(r, r′)
− 9
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) − 12 ˆA†00(r, r′) ˆA00(r, r′), (40)∑
νν′
: ˆN (2)νν′ (r) ˆN (2)νν′ (r′) :=81
∑
M
ˆA†6M(r, r′) ˆA6M(r, r′) + 4
∑
M
ˆA†4M(r, r′) ˆA4M(r, r′)
+ 81
∑
M
ˆA†2M(r, r′) ˆA2M(r, r′) + 144 ˆA†00(r, r′) ˆA00(r, r′). (41)
Thus, four of the seven operators appearing in Eqs (39)-(41) [namely, ∑M ˆA†FM(r, r′) ˆAFM(r, r′)
(F = 0, 2, 4, and 6), : nˆ(r)nˆ(r′) :, : ˆF(r) · ˆF(r′) :, and ∑νν′ : ˆN (2)νν′ (r) ˆN (2)νν′ (r′) :] are independent of
each other.
In a similar manner, in general, the operator
∑F
M=−F ˆA
†
F ,M(r, r′) ˆAF ,M(r, r′) for spin f ≥ 2
can be expressed in terms of f + 1 operators: the total density operator, the spin-singlet pair
operator, the spin density operator, and rank-k (2 ≤ k ≤ f − 1) spin nematic tensor operators.
The nematic tensor of rank higher than f − 1 are written with these f + 1 operators.
15
2.2.3. Interaction Hamiltonian of spin-1 BECs
We derive the interaction Hamiltonians for the f = 1 case, which was first derived by Ohmi
and Machida [5] and Ho [6]. For f = 1, the total spin F of two colliding bosons must be 0 or 2,
and the corresponding interaction Hamiltonian (10) gives
ˆV (0) =
g0
2
∫
dr ˆA†00(r) ˆA00(r) (42)
ˆV (2) =
g2
2
∫
dr
2∑
M=−2
ˆA†2M(r) ˆA2M(r)
=
g2
2
∫
dr
[
: nˆ2(r) : − ˆA†00(r) ˆA00(r)
]
, (43)
where ˆAFM(r) ≡ ˆAFM(r, r), and Eq. (33) is used to derive the last equality. Combining Eqs. (42)
and (43), we obtain
ˆV =
∫
dr
[g2
2
: nˆ2(r) : +g0 − g2
2
ˆA†00(r) ˆA00(r)
]
. (44)
We use the operator identity (35) to rewrite Eq. (44) as
ˆV =
1
2
∫
dr
[
c0 : nˆ
2(r) : +c1 : ˆF2(r) :
]
, (45)
where
c0 =
g0 + 2g2
3 , c1 =
g2 − g0
3 . (46)
2.2.4. Interaction Hamiltonian of spin-2 BECs
For f = 2, F must be 0, 2, or 4, and the interaction Hamiltonian (7) is given by
ˆV = ˆV (0) + ˆV (2) + ˆV (4)
=
1
2
∫
dr
g0 ˆA†00(r) ˆA00(r) + g2
2∑
M=−2
ˆA†2M(r) ˆA2M(r) + g4
4∑
M=−4
ˆA†4M(r) ˆA4M(r)
 . (47)
We can eliminate the second and third terms in the right-hand side of Eq. (47) by using the
operator identities (36) and (37), obtaining
ˆV =
1
2
∫
dr
[
c0 : nˆ
2(r) : +c1 : ˆF2(r) : +c2 ˆA†00(r) ˆA00(r)
]
, (48)
where
c0 =
4g2 + 3g4
7
, c1 =
g4 − g2
7
, c2 =
7g0 − 10g2 + 3g4
7
. (49)
We use the same notations c0 and c1 for both spin-1 and spin-2 cases because there is no fear of
confusion.
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2.2.5. Interaction Hamiltonian of spin-3 BECs
In a similar manner, by using the operator identities (39) and (40), the interaction Hamiltonian
of the spin-3 spinor BEC is given by [9, 36]
ˆV =
1
2
∫
dr
c0 : nˆ2(r) : +c1 : ˆF2(r) : +c2 ˆA†00(r) ˆA00(r) + c3
2∑
M=−2
ˆA†2M(r) ˆA2M(r)
 , (50)
where
c0 =
9g4 + 2g6
11
, c1 =
g6 − g4
11
, c2 =
11g0 − 21g4 + 10g6
11
, c3 =
11g2 − 18g4 + 7g6
11
. (51)
When we use the identity (41), the interaction Hamiltonian is also written as
ˆV =
1
2
∫
dr
{
c˜0 : nˆ
2(r) : +c˜1 : ˆF2(r) : +c˜2 ˆA†00(r) ˆA00(r) + c˜3 : Tr[ ˆN2(r)] :
}
, (52)
where ˆN is the symmetrized rank-2 tensor:
ˆNν1ν2 ≡
ˆN (2)ν1ν2 + ˆN (2)ν2ν1
2
= ˆN (2)ν1ν2 −
i
2
∑
ν3=x,y,z
ǫν1ν2ν3
ˆfν3 , (53)
and the coefficients are given by
c˜0 = c0 − c37 , c˜1 = c1 −
5c3
84 , c˜2 = c2 −
5c3
3 , c˜3 =
c3
126 . (54)
Here, the commutation relation of spin matrices, [fν1 , fν2] = i
∑
ν3=x,y,z ǫν1ν2ν3 fν3 , is used to obtain
the last equality of Eq. (53).
3. Mean-field theory of spinor condensates
3.1. Number-conserving theory
The mean-field theory is usually obtained by replacing the field operator with its expectation
value 〈 ˆψm〉. This recipe, though widely used and technically convenient, has one conceptual
difficulty; that is, it breaks the global U(1) gauge invariance, which implies that the number of
atoms is not conserved. However, in reality, the number of atoms is strictly conserved, as are the
baryon (proton and neutron) and lepton (electron) numbers. In fact, it is possible to construct the
mean-field theory without breaking the U(1) gauge symmetry [37, 8].
To construct a number-conserving mean-field theory, we first expand the field operator in
terms of a complete orthonormal set of basis functions {ϕmi(r)}:
ˆψm(r) =
∑
i
aˆmiϕmi(r) (m = f , f − 1, · · · ,− f ), (55)
where ϕmi(r) describes the basis function for the magnetic quantum number m and spatial mode
i, and aˆmi’s are the corresponding annihilation operators that satisfy the canonical commutation
relations
[aˆmi, aˆ†m′ j] = δmm′δi j, [aˆmi, aˆm′ j] = [aˆ†mi, aˆ†m′ j] = 0. (56)
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The basis functions are assumed to satisfy the orthonormality conditions∫
dr ϕ∗mi(r) ϕm j(r) = δi j, (57)
and the completeness relation ∑
i
ϕmi(r)ϕ∗mi(r′) = δ(r − r′). (58)
Then, the field operators (55) satisfy the field commutation relations (1).
In the mean-field approximation, it is assumed that all Bose-condensed bosons occupy a
single spatial mode, say i = 0, and a single spin state specified by a linear superposition of
magnetic sublevels. Then, the state vector is given by
|ζ〉 = 1√
N!

f∑
m=− f
ζmaˆ
†
m0

N
|vac〉, (59)
where |vac〉 denotes the particle vacuum and ζm’s are assumed to satisfy the following normal-
ization condition:
f∑
m=− f
|ζm|2 = 1. (60)
It is straightforward to show that
〈 ˆψm(r)〉0 = 〈 ˆψ†m(r)〉0 = 0, (61)
〈 ˆψ†m(r) ˆψm′(r′)〉0 = ψ∗m(r)ψm′ (r′), (62)
〈 ˆψ†m1 (r) ˆψ†m2 (r′) ˆψm′2 (r′′) ˆψm′1 (r′′′)〉0 =
(
1 − 1
N
)
ψ∗m1 (r)ψ∗m2 (r′)ψm′2 (r′′)ψm′1 (r′′′), (63)
where 〈· · · ·〉0 ≡ 〈ζ | · · · · |ζ〉 and
ψm(r) =
√
Nζmϕm0(r). (64)
As shown in Eq. (61), the expectation value of the field operator vanishes as it should in a number-
conserving theory. Nevertheless, all experimentally observable physical quantities, which are
expressed in terms of the correlation function of the field operators such as (62) and (63), can
have nonzero values. These values agree with those obtained by the U(1) symmetry-breaking
approach except for the factor of 1/N in Eq. (63).
3.2. Graphical representation of a mean-field state
In the spin- f system, the mean-field state can be described with a (2 f + 1)-component order
parameter:
ψ(r) ≡ (ψ f (r), ψ f−1(r), . . . , ψ− f (r))T. (65)
Before discussing the detail of the mean-field theory, we introduce two methods to visualize the
mean-field spinor state, which help us identify the symmetry structure of a spin- f condensate.
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3.2.1. Spherical-harmonic representation
Because an integer-spin state can be described in terms of the spherical harmonics Ymf (sˆ),
where sˆ is a unit vector in spin space, the order parameter for a spin- f system can be expressed
in terms of a complex wave function given by
Ψ(sˆ) =
∑
m
ψmYmf (sˆ). (66)
Figure 1 illustrates examples of spin-1 and spin-2 order parameters, where the surface plot of
|Ψ(sˆ)|2 is shown with a gray scale representing argΨ(sˆ). The order parameters of Figs. 1 (b)
(0, 1, 0) and (c) (1, 0, 1)/√2 are different, but they transform into each other via a rotation in spin
space. Similar situations hold in Figs. 1 (g) and (h), and Figs. 1 (i) and (j). On the other hand,
(0, 0, 1, 0, 0) [Fig. 1 (f)] and (1, 0, 0, 0, 1)/√2 [Fig. 1 (g)] are different in their symmetries, as is
obvious from the figures.
Figure 1: Spherical-harmonic representation for (a)–(c) f = 1 and (d)–(j) f = 2 spinor order parameters. Shown are the
surface plots of |Ψ(sˆ)|2 defined in Eq. (66), where the gray scale on the surface represents argΨ(sˆ).
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3.2.2. Majorana representation
Another method is a geometrical representation invented by Majorana [38, 39, 40]. A state
of the spin- f system can be specified by providing a symmetric configuration of 2 f spin-1/2
systems, except for an overall phase. Since the state of a spin-1/2 system can be described by the
unit-sphere Bloch vector, the state of a spin- f system can be described by 2 f vertices on the unit
sphere.
We consider a polynomial of degree 2 f for a given order parameter ψ:
P( f )
ψ
(z) =
2F∑
α=0
√(
2F
α
)
ψ∗F−αz
α. (67)
Then, the 2 f complex roots of P( f )
ψ
(z) = 0 give 2 f vertices on the unit sphere through the stere-
ographic mapping z = tan(θ/2)eiφ. For the cases of spin f = 1, 2 and 3, the polynomials P( f )
ψ
(z)
are given, respectively, by
P(1)
ψ
(z) =ψ∗1z2 +
√
2ψ∗0z + ψ
∗
−1, (68)
P(2)
ψ
(z) =ψ∗2z4 + 2ψ∗1z3 +
√
6ψ∗0z
2 + 2ψ∗−1z + ψ
∗
−2, (69)
P(3)
ψ
(z) =ψ∗3z6 +
√
6ψ∗2z
5 +
√
15ψ∗1z4 +
√
20ψ∗0z
3 +
√
15ψ∗−1z2 +
√
6ψ∗−2z + ψ
∗
−3. (70)
Note that if z = z0 is a root of P( f )ψ (z) = 0, then z = −1/z∗0 is a root of the polynomial for the
time-reversed state, P( f )Tψ(z) = 0, which corresponds to the antipole of z0 on the unit sphere. Here,
the time-reversal operator T is defined by
(Tψ)m = (−1)mψ∗−m. (71)
Hence, the time-reversed state is described with the antipoles of vertices of the original state.
The Majorana representations for the same order parameters as in Fig. 1 are shown in Fig. 2. The
symmetry in spin space is clearer in the Majorana representation than the spherical-harmonic
representation, whereas the information on the condensate phase is left out in the Majorana
representation [41, 42].
3.3. Mean-field theory of spin-1 BECs
3.3.1. Gross-Pitaevskii equations
We use Eqs. (62) and (63) to evaluate the expectation value of the Hamiltonian ˆH = ˆH0 + V
over the state (59) with f = 1, where ˆH0 and ˆV are given in Eqs. (2) and (45), respectively. By
neglecting the terms of the order of 1/N in Eq. (63), we obtain
E[ψ] ≡ 〈 ˆH〉0 =
∫
dr
{ 1∑
m=−1
ψ∗m
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm +
c0
2
n2 +
c1
2
|F|2
}
, (72)
where
n(r) ≡ 〈nˆ(r)〉0 =
1∑
m=−1
|ψm(r)|2 (73)
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Figure 2: Majorana representation for (a)–(c) f = 1 and (d)–(j) f = 2 spinor order parameters. The color of the points
shows the value of cos θ = (1−|z|2)/(1+ |z|2) according to the color gauge. When the polynomial P( f )
ψ
(z) has an n-multiple
root, the root is indicated with ×n. The time-reversal symmetry is broken in (a), (d), (e), (i) and (j), since the antipodal
map does not leave the configurations of vertices unaltered.
is the particle density and F = (Fx, Fy, Fz) is the spin density vector defined by
Fν(r) ≡ 〈 ˆFν(r)〉0 =
1∑
m,m′=−1
ψ∗m(r)(fν)mm′ψm′ (r) (ν = x, y, z). (74)
Because the spin-1 matrices are given in the irreducible representation by
fx =
1√
2

0 1 0
1 0 1
0 1 0
 , fy = i√2

0 −1 0
1 0 −1
0 1 0
 , fz =

1 0 0
0 0 0
0 0 −1
 , (75)
the components of the spin vector F are expressed as
Fx =
1√
2
[
ψ∗1ψ0 + ψ
∗
0(ψ1 + ψ−1) + ψ∗−1ψ0
]
, (76)
Fy =
i√
2
[
−ψ∗1ψ0 + ψ∗0(ψ1 − ψ−1) + ψ∗−1ψ0
]
, (77)
Fz = |ψ1|2 − |ψ−1|2. (78)
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From the energy functional in Eq. (72), we find that c0 must be nonnegative; otherwise, the
system collapses. This condition also guarantees that the Bogoliubov excitation energy corre-
sponding to density fluctuations is real, as shown in Sec. 5.
The time evolution of the mean field is governed by
i~
∂ψm(r)
∂t
=
δE
δψ∗m(r)
. (79)
Substituting Eq. (72) in the right-hand side of Eq. (79) gives
i~
∂ψm
∂t
=
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm
+ c0nψm + c1
1∑
m′=−1
F · fmm′ψm′ (m = 1, 0,−1), (80)
which are the multi-component Gross-Pitaevskii equations (GPEs) that describe the mean-field
dynamics of spin-1 Bose-Einstein condensates [5, 6]. In a stationary state, we substitute
ψm(r, t) = ψm(r) e−iµt/~ (81)
in Eq. (80), where µ is the chemical potential, obtaining
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm + c0nψm + c1
1∑
m′=−1
F · fmm′ψm′ = µψm. (82)
Writing down the three components m = 1, 0,−1 explicitly, we obtain[
−~
2∇2
2M
+ Utrap(r) − p + q + c0n + c1Fz − µ
]
ψ1 +
c1√
2
F−ψ0 = 0, (83)
c1√
2
F+ψ1 +
[
−~
2∇2
2M
+ Utrap(r) + c0n − µ
]
ψ0 +
c1√
2
F−ψ−1 = 0, (84)
c1√
2
F+ψ0 +
[
−~
2∇2
2M
+ Utrap(r) + p + q + c0n − c1Fz − µ
]
ψ−1 = 0, (85)
where F± ≡ Fx± iFy. By solving the set of equations (83)–(85), we can investigate the properties
of the ground and excited states of spin-1 condensates.
3.3.2. Ground states in a uniform system
When we consider a uniform system with a fixed number density n, we rewrite the order
parameter with a normalized spinor ζm as
ψm =
√
nζm, (86)
and define the spin expectation value per particle
f =
∑
mm′
ζ∗mfmm′ζm′ , (87)
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which is related to F through F = n f .
It is straightforward to identify the ground-state magnetism of a uniform system when the
Zeeman terms are negligible (p = q = 0). From the energy functional (72), one can see that the
ground state is ferromagnetic (| f | = 1) when c1 < 0 and antiferromagnetic or polar (| f | = 0) when
c1 > 0. Here, the order parameter of the antiferromagnetic phase [5] is given by ζ = (1, 0, 1)T/
√
2
and that of the polar state [6] is (0, 1, 0)T. The former state is obtained by rotating the latter about
the y axis by π/2 [see Figs. 1(b) and 1(c)], and therefore, these two states are equivalent and
degenerate in the absence of an external magnetic field.
Note that because the system is suspended in a vacuum chamber, the projected spin angular
momentum in the direction of the magnetic field is conserved for a long time (≥ 1 s) [11].
Because the atomic interaction given by Eq. (10) conserves the total spin of two colliding atoms,
the spin dynamics obeying the GPEs conserves the total magnetization. Therefore, when we
search for the ground state for a given magnetization Mz =
∫
drFz(r), we should replace E in
Eq. (79) with E − λMz, where λ is a Lagrange multiplier. Then, p in Eqs. (83)–(85) is replaced
by p˜ = p + λ, which is determined as a function of Mz.
Here, we solve Eqs. (83)–(85) and investigate the ground-state phase diagram [12, 43, 44] in
a parameter space of (q, p). We assume a uniform system for a given number density n and solve
Eqs. (83)–(85) by setting the kinetic energy and Utrap(r) to be zero. The ground state is obtained
by comparing the energy per particle which is given by
ǫ =
∑
m
(−pm + qm2)|ζm|2 + 12c0n +
1
2
c1n| f |2. (88)
Note that we may assume fy = 0 without loss of generality, because the system is symmetric
about the z axis. Then, if we choose the overall phase so that ζ0 is real, ζ±1 satisfy Im(ζ1) =
Im(ζ−1). Rewriting ζ±1 as ζ±1 = ζRe±1 + iδ, we obtain
(−p + q + c1n fz − µ˜)ζ1 + c1n(ζRe1 + ζRe−1)ζ20 = 0, (89)
[µ˜ − c1n(ζRe1 + ζRe−1)(ζRe1 + ζRe−1 + 2iδ)]ζ0 = 0, (90)
c1n(ζRe1 + ζRe−1)ζ20 + (p + q − c1n fz − µ˜)ζ−1 = 0, (91)
where µ˜ ≡ µ − c0n.
From Eq. (90), we have either (i) ζ0 = 0 or (ii) µ˜ = c1n(ζRe1 + ζRe−1)(ζRe1 + ζRe−1 + 2iδ). In case
(i), we have three stationary states:
I :
(
eiχ1 , 0, 0
)T
, ǫI = −p + q + 12c0n +
1
2
c1n, (92)
II :
(
0, 0, eiχ−1
)T
, ǫII = p + q +
1
2
c0n +
1
2
c1n, (93)
III :
eiχ1
√
1
2
(
1 + p
c1n
)
, 0, eiχ−1
√
1
2
(
1 − p
c1n
)
T
, ǫIII = q +
1
2
c0n − p
2
2c1n
, (94)
where χ±1 are arbitrary real numbers. States I and II are fully polarized, giving fz = 1 and −1,
respectively, and therefore, ferromagnetic, whereas state III has a longitudinal magnetization that
depends on p such that fz = p/(c1n).
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In case (ii), we have δ = 0, since µ˜ should be real. By solving Eqs. (89) and (91), together
with the normalization condition ∑1m=−1 |ζm|2 = 1, the following two stationary states are ob-
tained: one, referred to as a polar state, is given by
IV :
(
0, eiχ0 , 0
)T
, ǫIV =
1
2
c0n, (95)
which has no magnetization in any direction; the other is given by [44]
V : ζ±1 = ei(χ0∓χz)
q ± p
2q
√
−p2 + q2 + 2c1nq
2c1nq
, (96)
ζ0 = e
iχ0
√
(q2 − p2)(−p2 − q2 + 2c1nq)
4c1nq3
, (97)
ǫV =
(−p2 + q2 + 2qc1n)2
8c1nq2
+
1
2
c0n. (98)
This state exists only when the argument of the square root is nonnegative for every ζm. In
Eqs. (95)–(97), we have recovered the phases of the order parameter by performing a gauge
transformation eiχ0 and spin rotation e−ifzχz about the z axis. By comparing Eqs. (95) and (98),
we find that theV state can be the ground state only for c1 < 0. The magnetization for the V state
tilts against the external magnetic field:
fz = p(−p
2 + q2 + 2qc1n)
2c1nq2
, f+ = eiχz
√
(q2 − p2){(p2 − 2c1nq)2 − q4}
2|c1|nq2
. (99)
The polar angle [arctan(| f+|/ fz)] is determined by the interaction and the magnetic field, whereas
the azimuthal angle (χz) is spontaneously chosen in each realization of the system. Because
the axial symmetry with respect to the applied magnetic field axis is spontaneously broken, this
phase is referred to as the broken-axisymmetry phase [44].
Comparing the energies of Eqs. (92)–(95) and (98), we obtain the phase diagram in a param-
eter space of (q, p), as shown in Fig. 3 [12]. When c1 is positive, the spin exchange interaction
favors a state with no spontaneous magnetization, i.e., ζ = (0, 1, 0)T or (1, 0, 1)T/√2 (or the state
which is obtained by rotating these states in spin space). The former (latter) state is stable for
p = 0 and q > 0 (q < 0). When p is nonzero, the condensate tends to be magnetized along the z
axis. When q < 0 and p , 0, the magnetization gradually increases as a function of p by chang-
ing the population balance in the m = 1 and −1 states. This is the state III, which eventually goes
to the ferromagnetic phase (I and II). When q is positive, however, as |p| increases, |ζ0|2 discretely
changes from 1 to 0 and the magnetization jumps from zero to a nonzero value. This is because
the order parameter in the form of (δ,
√
1 − |δ|2, 0) (δ ∈ C, |δ| ≪ 1) always leads to the transverse
magnetization | f+| ∼
√
2|δ|, which is unfavorable for the antiferromagnetic interaction. On the
other hand, when c1 is negative, the system tends to be magnetized. When q < 0, both linear and
quadratic Zeeman interactions are compatible with the ferromagnetic interaction, and the direc-
tion of the spontaneous magnetization is determined by the linear Zeeman term. When q > 0,
however, the quadratic Zeeman interaction competes with the ferromagnetic interaction because
the quadratic Zeeman term favors the m = 0 state. For p = 0, for example, the condensate is
magnetized perpendicular to the external field, and its amplitude monotonically decreases as a
function of q, until finally the BEC enters the polar (IV) phase.
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phase order parameter ζT fz µ˜ = µ − c0n ǫ˜ = ǫ − 12 c0n
(I) F (eiχ1 , 0, 0) 1 −p + q + c1n −p + q + 12 c1n
(II) F (0, 0, eiχ−1) −1 p + q + c1n p + q + 12 c1n
(III) AF (eiχ1
√
1+p/(c1n)
2 , 0, e
iχ−1
√
1−p/(c1n)
2 ) pc1n q q −
p2
2c1n
(IV) P (0, eiχ0 , 0) 0 0 0
(V) BA Eqs. (96), (97) p(−p2+q2+2qc1n)2c1nq2
q
2 + c1n − p
2
2q
(−p2+q2+2qc1n)2
8c1nq2
Table 5: Possible ground-state phases of spin-1 Bose-Einstein condensates, where F, AF, P, and BA denote ferromagnetic,
antiferromagnetic, polar, and broken-axisymmetry phases, respectively.
The phase diagram in a parameter space of (q, fz) is investigated in Ref. [43], in which state
V appears also for c1 ≥ 0 due to conservation of the magnetization, whereas phase separation
occurs for c1 ≤ 0 and q < 0 if the system size is larger than the spin healing length, ~/
√
2M|c1|n.
Figure 3: Phase diagrams of spin-1 Bose-Einstein condensates for (a) c1 > 0, (b) c1 = 0, and (c) c1 < 0. The SO(2)
rotational symmetry about the magnetic field is broken in the shaded region. The yellow (light-colored) boundaries
indicate second-order phase boundaries across which the derivatives of ǫ with respect to p and q change continuously.
Note that the rotational symmetry about the magnetic-field axis is also broken in state III,
despite the fact that the magnetization is parallel to the magnetic field in this phase. To understand
the underlying physics, we introduce the spin nematic tensor defined as the expectation value of
the rank-2 symmetric nematic tensor operator [defined in Eq. (53)]:
Nνν′(r) ≡
〈
ˆNνν′(r)
〉
0
=
∑
m,m′
ψ∗m(r)
(
fνfν′ + fν′fν
2
)
mm′
ψm′ (r) (ν, ν′ = x, y, z). (100)
The spin nematic tensor describes an anisotropy of spin fluctuations. We also define the same
quantity per particle as
¯Nνν′ ≡ Nνν
′
n
=
∑
m,m′
ζ∗m
(
fνfν′ + fν′fν
2
)
mm′
ζm′ (ν, ν′ = x, y, z). (101)
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The nematic tensors for the ferromagnetic (I, II) and polar (IV) phases are independent of χ±1
and χ0 and given by
¯N I,II =

1
2 0 0
0 12 0
0 0 1
 , ¯N IV =

1 0 0
0 1 0
0 0 0
 , (102)
respectively. Here, ˜Nxx = ˜Nyy indicates that the order parameter has rotational symmetry about
the z axis. On the other hand, the nematic tensor for state III for χ1 = χ−1 is given by
¯N III =

1
2 (1 + α) 0 0
0 12 (1 − α) 0
0 0 1
 , α =
√
1 −
(
p
c1n
)2
. (103)
Since ¯Nxx , ¯Nyy, the spin fluctuation is anisotropic on the xy plane. This is the physical origin of
the axisymmetry breaking of state III. In fact, it can be shown that off-diagonal elements such as
Nxy appear when χ1 , χ−1. Figure 4 shows the spherical-harmonic representations of the order
parameters for states I–V. From Fig. 4, one can see that the order parameters for states III and V
have the same morphology and that they differ in their orientations with respect to the magnetic
field. Additional symmetry properties are discussed in Sec. 9.
Figure 4: Spherical-harmonic representation of the order parameters for spin-1 stationary states.
3.3.3. Representation in the Cartesian basis
It is often convenient to represent the spinor order parameter in the Cartesian basis [5] which
is defined as
fν|ν〉 = 0 (ν = x, y, z). (104)
The order parameter in the Cartesian representation transforms as a three-dimensional complex
vector in spin space. To relate the Cartesian basis to the irreducible one |m〉 which is defined as
an eigenstate of fz (fz|m〉 = |m〉), we note that |z〉 = |0〉, where we choose an arbitrary phase factor
to be unity. Then, |x〉 and |y〉 are obtained by rotating |z〉 as follows:
|x〉 = e−ifyπ/2|z〉 = 1√
2
(−|1〉 + | − 1〉), (105)
|y〉 = eifxπ/2|z〉 = i√
2
(|1〉 + | − 1〉), (106)
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where we have used the matrix representation of fν in the irreducible basis given in Eq. (75). The
transformation from the Cartesian basis to the irreducible one is given in the matrix form as
|m〉 =
∑
ν=x,y,z
Umν |ν〉, (107)
where
Umν =

−1/
√
2 −i/
√
2 0
0 0 1
1/
√
2 −i/
√
2 0
 . (108)
Let ην be the normalized order parameter in the Cartesian basis and ζm be the corresponding order
parameter in the irreducible one. Since they both describe the same state, we have ∑ν=x,y,z ην|ν〉 =∑
m=0,±1 ζm|m〉. Since the two bases are related through Eq. (107), the unitary transformation
between two bases is given by

ηx
ηy
ηz
 = UT

ζ1
ζ0
ζ−1
 =

−1/
√
2 0 1/
√
2
−i/
√
2 0 −i/
√
2
0 1 0


ζ1
ζ0
ζ−1
 . (109)
For example, the order parameter for the polar phase is given by η = (0, 0, 1)T, while that for the
ferromagnetic phase is η = −(1, i, 0)T.
The spin matrix in the Cartesian basis is given by (fν1)ν2ν3 = −iǫν1ν2ν3 (ν1, ν2, ν3 = x, y, z). The
expectation value of the spin vector is therefore expressed as
f (r) =
∑
νν′
(f)νν′η∗ν(r)ην′(r) = −iη∗(r) × η(r). (110)
Thus, the expectation value vanishes when η∗//η, i.e., when the order parameter is real except
for an overal phase factor.
3.4. Mean-field theory of spin-2 BECs
3.4.1. Gross-Pitaevskii equations
The expectation value of the Hamiltonian ˆH = ˆH0 + ˆV over the state in Eq. (59) with f = 2,
where ˆH0 and ˆV are given in Eqs. (2) and (48), is given as
E[ψ] ≡ 〈 ˆH〉0
=
∫
dr
{ 2∑
m=−2
ψ∗m
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm +
c0
2
n2 +
c1
2
|F|2 + c2
2
|A00|2
}
.
(111)
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Here, the spin-2 matrices are given by
fx =

0 1 0 0 0
1 0
√
3
2 0 0
0
√
3
2 0
√
3
2 0
0 0
√
3
2 0 1
0 0 0 1 0

, fy =

0 −i 0 0 0
i 0 −i
√
3
2 0 0
0 i
√
3
2 0 −i
√
3
2 0
0 0 i
√
3
2 0 −i
0 0 0 i 0

,
fz =

2 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 −1 0
0 0 0 0 −2

. (112)
In comparison with the energy functional (72) of the spin-1 BEC, the new term c2|A|2/2 appears
in Eq. (111), where
A00(r) ≡ 〈 ˆA00(r)〉0 = 1√
5
[
2ψ2(r)ψ−2(r) − 2ψ1(r)ψ−1(r) + ψ20(r)
]
(113)
is the amplitude of the spin-singlet pair.
The time-dependent GPEs for the spin-2 case can be obtained by substituting Eq. (111) in
Eq. (79):
i~
∂ψ±2
∂t
=
[
−~
2∇2
2M
+ Utrap(r) ∓ 2p + 4q + c0n ± 2c1Fz − µ
]
ψ±2
+ c1F∓ψ±1 +
c2√
5
A00ψ∗∓2, (114)
i~
∂ψ±1
∂t
=
[
−~
2∇2
2M
+ Utrap(r) ∓ p + q + c0n ± c1Fz − µ
]
ψ±1
+ c1

√
6
2
F∓ψ0 + F±ψ±2
 − c2√
5
A00ψ∗∓1, (115)
i~
∂ψ0
∂t
=
[
−~
2∇2
2M
+ Utrap(r) + c0n − µ
]
ψ0 +
√
6
2
c1 (F+ψ1 + F−ψ−1) + c2√
5
A00ψ∗0, (116)
where
F+ = F∗− = 2
(
ψ∗2ψ1 + ψ
∗
−1ψ−2
)
+
√
6
(
ψ∗1ψ0 + ψ
∗
0ψ−1
)
, (117)
Fz = 2
(
|ψ2|2 − |ψ−2|2
)
+ |ψ1|2 − |ψ−1|2. (118)
The time-independent GPEs can be obtained by substitutingψm(r, t) = ψm(r)e−iµt/~ in Eqs. (114)–
(116).
3.4.2. Ground states in a uniform system
For the spin-1 case, the spin-singlet amplitude is uniquely related to the magnetization by
relation (35), and only one of them can change independently in the energy functional. However,
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for the spin-2 case, they can change independently in a certain region of the (|F|, |A00|) space,
giving rise to new ground-state phases. This can be best illustrated at zero magnetic field.
Here, we consider a uniform system with a fixed density n and rewrite the order parameter as
ψm =
√
nζm, where ζ†ζ = 1. The expectation values of the spin and spin-singlet pair amplitude
per particle are defined by
f ≡ F
n
=
∑
mm′
ζ∗m(f)mm′ζm′ , (119)
a00 ≡ A00
n
=
1√
5
(
2ζ2ζ−2 − 2ζ1ζ−1 + ζ20
)
. (120)
Then, the ground-state magnetism is determined by the last two terms in Eq. (111), i.e., c1n| f |2
and c2n|a00|2.
Clearly, | f | can vary within 0 ≤ | f | ≤ 2 for the f = 2 system. Note that |a00| is proportional
to the inner product of the order parameter and its time reversal: |a00| = (T ζ)†ζ/
√
5, where the
time-reversal operator T is defined in Eq. (71). It takes the maximum value of 1/√5 when the
order parameter is invariant under time reversal, while it should vanish for the ferromagnetic
state. Then, the ground-state magnetism is determined as follows:
• When c1 < 0 and c2 > 0, the energy of the system is lowered as magnetization increases
and time-reversal symmetry is broken. Therefore, the ground state is ferromagnetic, and
the order parameter is given by ζferro = (1, 0, 0, 0, 0)T or its rotated state in the spin space.
• When c1 > 0 and c2 < 0, the energy of the system becomes lowest when magnetization
vanishes and the system possesses time-reversal symmetry. Therefore, the ground state is
nematic, and the order parameter is given by ζuniax = (0, 0, 1, 0, 0)T (uniaxial nematic, UN)
or ζbiax = (1, 0, 0, 0, 1)T/√2 (biaxial nematic, BN). While these states are often referred
to as polar or antiferromagnetic [37, 32, 8], here, we adopt the liquid-crystal terminology
which implies an inversion symmetric nature of the order parameter (see the insets in
Fig. 5). The order parameter (0, 1, 0, 1, 0)T/√2 also represents the BN state, which is
obtained from ζbiax via a rotation as ie−ifyπ/2e−ifzπ/4ζbiax, while ζuniax cannot be obtained by
a rotation of ζbiax since the symmetries of the order parameters are different [see Figs. 1(f),
1(g), and 1(h)]. Note that the symmetries of the UN and BN states differ; however, the
two states are degenerate at the mean-field level. Moreover, the superposition of these
two states (cos ξ, 0, √2 sin ξ, 0, cos ξ)T/√2, where ξ is an arbitrary real number, is also
degenerate. The same degeneracy is pointed out to appear in a d-wave superconductor [45].
The degeneracy between the UN and BN phases has been shown to be lifted by quantum
or thermal fluctuations [46, 47] (see Sec. 5). In the many-body ground state corresponding
to the nematic phase, spin-singlet pairs of atoms undergo Bose-Einstein condensation (see
Sec. 11).
The uniaxial and biaxial nematic phases are also referred to as the antiferromagnetic phase
in Refs. [37, 8] and the polar phase in Ref. [32].
• When both c1 and c2 are negative, the competition between energies associated with spon-
taneous magnetization (4c1n for the ferromagnetic phase and 0 for the nematic phase) and
spin-singlet pairing (0 for the ferromagnetic phase and c2n/5 for the nematic phase) leads
to the phase boundary at c2n = 20c1n.
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• When both c1 and c2 are positive, neither the ferromagnetic nor nematic phase is en-
ergetically favorable and frustration arises, resulting in a new phase called the cyclic
phase [37, 32, 8]. In this phase, time-reversal symmetry is broken even though there is no
spontaneous magnetization. The order parameter is given by ζcyclic = (1, 0, i√2, 0, 1)T/2,
which possesses tetrahedral symmetry, as shown in Fig. 1(i). In the many-body state cor-
responding to the cyclic phase, three bosons form a spin-singlet trimer and the boson
trimmers undergo Bose-Einstein condensation (see Sec. 11).
Figure 5: Phase diagram of spin-2 Bose-Einstein condensates at zero magnetic field. In each phase, the spherical-
harmonic representation of the order parameter is shown. All phase boundaries are first order.
Next, we investigate the ground-state phases in the presence of an external magnetic field. In
this case, the mean-field energy per particle is given by
ǫ =
2∑
m=−2
(−pm + qm2) |ζm|2 + c0n2 +
c1n
2
| f |2 + c2n
2
|a00|2. (121)
Substituting ψm(r, t) =
√
nζme
−iµt/~ in Eqs. (114)–(116), and assuming that the system is uniform
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(i.e., Utrap(r) = 0), Eqs. (114)–(116) reduce to
(4q + 2γ˜0 − µ˜) ζ2 + aζ∗−2 = −γ−ζ1, (122)
a∗ζ2 + (4q − 2γ˜0 − µ˜) ζ∗−2 = −γ−ζ∗−1, (123)
γ+ζ2 + (q + γ˜0 − µ˜) ζ1 − aζ∗−1 = −
√
6
2
γ−ζ0, (124)
−a∗ζ1 + (q − γ˜0 − µ˜) ζ∗−1 + γ+ζ∗−2 = −
√
6
2
γ−ζ∗0 , (125)
µ˜ζ0 − aζ∗0 =
√
6
2
(r+ζ1 + γ−ζ−1), (126)
where µ˜ ≡ µ − c0n, γ± ≡ c1n f±, γ0 ≡ c1n fz, γ˜0 ≡ γ0 − p, and a ≡ c2na00/
√
5. We use the degree
of gauge transformation (i.e., the global U(1) phase) to make ζ0 real. Furthermore, because of
the SO(2) rotational symmetry about the direction of the magnetic field (i.e., the z axis), we may
choose the coordinate system to make fy = 0 such that γ+ = γ− ≡ γ. A mean-field ground state
can be obtained as a solution of Eqs. (122)–(126) under such a simplification.
Here, we consider the case of γ = 0, i.e., the case of zero transverse magnetization. This
assumption is valid as long as q < 0, because the quadratic Zeeman energy and ferromagnetic
interaction are compatible for q < 0. Then, Eqs. (122)–(126) reduce to
(4q + 2γ˜0 − µ˜) ζ2 + aζ∗−2 = 0, (127)
a∗ζ2 + (4q − 2γ˜0 − µ˜) ζ∗−2 = 0, (128)
(q + γ˜0 − µ˜) ζ1 − aζ∗−1 = 0, (129)
−a∗ζ1 + (q − γ˜0 − µ˜) ζ∗−1 = 0, (130)
(µ˜ − a) ζ0 = 0. (131)
Because Eqs. (127)–(131) are decoupled into three parts, the solutions can be classified ac-
cording to the determinant of the coefficient matrix of Eqs. (127) and (128),
D2 ≡ (4q − µ˜)2 − 4γ˜20 − |a|2, (132)
and the determinant of the coefficient matrix of Eqs. (129) and (130),
D1 ≡ (q − µ˜)2 − γ˜20 − |a|2. (133)
• If D1 , 0 and D2 , 0, then we have ζ1 = ζ−1 = 0 and ζ2 = ζ−2 = 0, so that the solution is
the UN state with the order parameter given by
UN: (0, 0, 1, 0, 0)T. (134)
The chemical potential is determined from Eq. (131) to be µ˜ = 15 c2n and fz = 0. The
energy per particle is found from Eq. (121) to be ǫ = 12 (c0 + 15 c2)n.
• If D1 = 0 and D2 , 0, then we have ζ2 = ζ−2 = 0. From the assumption that there is no
transverse magnetization, ζ±1 , 0 leads to either (i) ζ0 = 0 or (ii) ζ∗1 = ζ−1.
For case (i),
F1+ : (0, eiχ1 , 0, 0, 0)T (135)
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and
F1− : (0, 0, 0, eiχ−1 , 0)T (136)
are clearly the solutions of Eqs. (129) and (130) with fz = 1, µ˜ = −p + q + c1n, ǫ =
−p + q + 12 (c0 + c1)n for F1+, and fz = −1, µ˜ = p + q + c1n, ǫ = p + q + 12 (c0 + c1)n for
F1−. A solution with nonzero ζ±1 is written as
C2 :
0, eiχ1
√
1 + fz
2
, 0, eiχ−1
√
1 − fz
2
, 0

T
. (137)
Substituting this in Eqs. (129), (130), andD1 = 0, we obtain fz = p/[(c1n−c2/5)n] and µ˜ =
q+c2n/5. The energy per particle is obtained as ǫ = q+(c0+c2/5)n/2− p2/[2(c1−c2/5)n].
This state exists for |p| < |c1 − c2/5|n and continuously becomes the BN state at p = 0.
For case (ii), the order parameter is written in the following form:
0, eiχ
√
1 − ζ20
2
, ζ0,−e−iχ
√
1 − ζ20
2
, 0

T
, (138)
where ζ0 is a real number from the assumption. However, by substituting this order param-
eter in Eqs. (129)–(131), we find that this state becomes stationary only when p = q = 0.
This state is the superposition of the UN and BN states.
• If D1 , 0 and D2 = 0, then we have ζ1 = ζ−1 = 0. Moreover, if µ˜ , a, we have ζ0 = 0. In
a manner similar to the previous case, Eqs. (127) and (128) have three solutions. Two of
them are ferromagnetic and given by
F2+ : (eiχ2 , 0, 0, 0, 0)T (139)
with fz = 2, µ˜ = −2p + 4q + 4c1n, and ǫ = −2p + 4q + 12 (c0 + 4c1)n, and by
F2− : (0, 0, 0, 0, eiχ−2)T (140)
with fz = −2, µ˜ = 2p+4q+4c1n, and ǫ = 2p+4q+(c0+4c1)n/2. When |p| < |2c1−c2/10|n,
the other solution is given by
C4 :
eiχ2
√
1 + fz/2
2
, 0, 0, 0, eiχ−2
√
1 − fz/2
2

T
, (141)
where fz = p/[(c1 − c2/20)n], µ˜ = 4q + c2n/5 and ǫ = 4q + (c0 + 15 c2)n/2 − p2/[2(c1 −
c2/20)n]. This state becomes the BN state at p = 0.
• If D1 , 0 and D2 = 0 and µ˜ = a, we have ζ1 = ζ−1 = 0; however, ζ±2 and ζ0 can be
nonzero. They obey |ζ2|2 + |ζ−2|2 + |ζ0|2 = 1 and |ζ2|2 − |ζ−2|2 = fz/2, and hence,
C′2 :
eiχ2
√
1 − ζ20 + fz/2
2
, 0, ζ0, 0, eiχ−2
√
1 − ζ20 − fz/2
2

T
. (142)
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Because a = (c2n/5)
[
ei(χ2+χ−2)
√
(1 − ζ0)2 − f 2z /4 + ζ20
]
= µ˜ is real, we have χ2 + χ−2 = 0
or π. Here, µ˜ and fz are determined from Eqs. (127) and (128) to be µ˜ = 2q − γ˜20/(2q) andfz = (γ˜0 + p)/(c1n), respectively, where γ˜0 is a real solution to the following equation:
γ˜30 + pγ˜
2
0 + 4q[q + 2c1n(1 − ζ20 )]γ˜0 + 4pq2 = 0, (143)
and ζ0 is determined so as to minimize the energy per particle given by
ǫ = 4q
(
1 − ζ20
)
+
1
2
c0n +
γ˜0
2 − p2
2c1n
+
c2n
10
∣∣∣∣∣∣∣∣
√
(1 − ζ20 )2 −
f 2z
4
e−i(χ2+χ−2) + ζ20
∣∣∣∣∣∣∣∣
2
. (144)
In particular, when p = 0 and |q| > 2c1n(1−ζ20), γ˜0 is determined to be zero, leading to fz =
0. Moreover, when c2 > 0, Eq. (144) is minimized at χ2 + χ−2 = π and ζ20 = 12 + 5q/(c2n),
with the result ǫ = 2q+ 12 c0n− 10q2/(c2n). The corresponding order parameter is given by
D′2 :
ieiχ
√
1 − 10q/(c2n)
2
, 0,
√
1 + 10q/(c2n)
2
, 0, ie−iχ
√
1 − 10q/(c2n)
2

T
, (145)
where we set χ±2 = π2 ± χ. This state continuously becomes the cyclic state at q = 0. On
the other hand, when c2 < 0, Eq. (144) is minimized at χ2 + χ−2 = 0 and the state is the
UN state for q > 0 and the BN state for q < 0.
• If D1 = D2 = 0, we solve the simultaneous equations D1 = 0 and D2 = 0, obtaining
µ˜ =
5q2 − γ˜20
2q
= ±
√
4q2 + |a|2. (146)
When q , 0, µ˜ , a, we find from Eq. (131) that ζ0 = 0. Then, γ = 2c1n(ζ∗2ζ1 + ζ∗−1ζ−2) = 0
by assumption. We may use Eqs. (127)–(130) and (146) to show that
γ = 2c1ζ∗2ζ1
(
1− γ˜0 + 3q
γ˜0 − 3q
)
= 2c1ζ∗−1ζ−2
(
1− γ˜0 − 3q
γ˜0 + 3q
)
=0. (147)
Thus, we must, in general, have ζ2ζ1 = ζ−1ζ−2 = 0. To be consistent with Eqs. (127)–(130),
we find that either ζ1 = ζ−2 = 0 or ζ2 = ζ−1 = 0 should hold. In the former case, the order
parameter is given by
C3+ :
eiχ2
√
1 + fz
3 , 0, 0, e
iχ−1
√
2 − fz
3 , 0

T
(148)
with fz = (p−q)/(c1n) and ǫ = 2q− c0n/2− (p−q)2/(2c1n). In the latter case, the solution
is given by
C3− :
0, eiχ1
√
2 + fz
3 , 0, 0, e
iχ−2
√
1 − fz
3

T
(149)
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with fz = (p + q)/(c1n) and ǫ = 2q − c0n/2 − (p + q)2/(2c1n). At zero magnetic field
(i.e., p = q = 0), both of these two states are cyclic states which are related to ζcyclic =
(1, 0, i√2, 0, 1)T/2 via rotations as
1√
3

1
0
0√
2
0

= −i exp
(
ifz
π
4
)
exp
[
−i fx − fy√
2
arccos
(
1√
3
)]
ζcyclic, (150)
1√
3

0√
2
0
0
1

= −i exp
(
ifz
3π
4
)
exp
[
−i fx + fy√
2
arccos
(
1√
3
)]
ζcyclic. (151)
These relations are also understood from the spherical-harmonic representation of the or-
der parameters [Figs. 1(i) and 1(j)].
The above results are summarized in Table 6. By comparing the energy of the obtained state,
we find the ground-state phase diagram of a spin-2 BEC. Figure 6 shows the special case of p = 0
and q < 0 [48]. By comparing Figs. 5 and 6, we find that the quadratic Zeeman energy lifts the
degeneracy of UN and BN states and fixes the cloverleaf shape of the BN state perpendicular to
the external field. Moreover, it shrinks the region of the cyclic phase in the phase diagram and
divides it into two phases: C3 and D2′. The orientation of the undirected triad of the cyclic order
parameter is fixed in these states and its shape is deformed along the z direction.
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state order parameter ζT fz µ˜ = µ − c0n ǫ˜ = ǫ − 12 c0n
F2+ (eiχ2 , 0, 0, 0, 0) 2 −2p + 4q + 4c1n −2p + 4q + 2c1n
F2− (0, 0, 0, 0, eiχ−2) −2 2p + 4q + 4c1n 2p + 4q + 2c1n
F1+ (0, eiχ1 , 0, 0, 0) 1 −p + q + c1n −p + q + 12 c1n
F1− (0, 0, 0, eiχ−1 , 0) −1 p + q + c1n p + q + 12 c1n
UN (0, 0, eiχ0 , 0, 0) 0 15 c2n 110 c2n
C4
(
eiχ2
√
1+ fz/2
2 , 0, 0, 0, e
iχ−2
√
1− fz/2
2
)
p
(c1−c2/20)n 4q +
1
5 c2n 4q +
1
10 c2n − p
2
2(c1−c2/20)n
C3+
(
eiχ2
√
1+ fz
3 , 0, 0, e
iχ−1
√
2− fz
3 , 0
)
p−q
c1n
2q 2q − (p−q)22c1n
C3−
(
0, eiχ1
√
2+ fz
3 , 0, 0, e
iχ−2
√
1− fz
3
)
p+q
c1n
2q 2q − (p+q)22c1n
C2
(
0, eiχ1
√
1+ fz
2 , 0, e
iχ−1
√
1− fz
2 , 0
)
p
(c1−c2/5)n q +
1
5 c2n q +
1
10 c2n − p
2
2(c1−c2/5)n
C′2
(
eiχ2
√
1−ζ20+ fz/2
2 , 0, e
iχ0ζ0, 0, eiχ−2
√
1−ζ20− fz/2
2
)
p+γ˜0
c1n
2q − γ˜
2
0
2q 4q(1 −
ζ20
n
) + γ˜20−p22c1n
+
c2
10n
∣∣∣∣∣
√
(n − ζ20 )2 −
F2z
4 e
i(χ2+χ−2−2χ0) + ζ20
∣∣∣∣∣2
D′2
(
iei(χ0+χ)
√
1−10q/(c2n)
2 , 0, e
iχ0
√
1+10q/(c2n)
2 , 0, ie
i(χ0−χ)
√
1−10q/(c2n)
2
)
0 2q 2q − 10q2/(c2n)
Table 6: Possible ground states of spin-2 Bose-Einstein condensates. Each state is associated with a particular symmetry, as identified in Sec. 9. In the C′2 state, γ˜0 is a real
solution of Eq. (143), and χ2 + χ−2 − 2χ0 = π for c2 > 0 and χ2 + χ−2 − 2χ0 = 0 for c2 < 0. At p = 0 the C4 and C2 states continuously become the BN state, while the C3±
states become the cyclic state. For c2 > 0, the C′2 state becomes the D
′
2 state at p = 0 and the cyclic state at p = q = 0.
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Figure 6: Ground-state phase diagram of spin-2 Bose-Einstein condensates for p = 0 and q < 0, where the F2± states and
the C3± states are degenerate in the region of F2 and C3, respectively, while the order parameter in the region of BN is
given by that of C4 state in Table 6 with p = 0 ( fz = 0). The C3–F2 and D′2–BN phase boundaries are second order across
which the derivatives of the mean-field energy ǫ with respect to c1 and c2 , respectively, change continuously. The other
phase boundaries are first order. The M state and C state in Ref. [48] correspond to C3 and D′2 in this phase diagram,
respectively.
3.4.3. Representation in the Cartesian basis
The order parameter for the spin-2 system is a rank-2 tensor [49] and described with a 5-
component spinor in the irreducible basis, while the order parameter is represented by a 3 × 3
traceless symmetric tensor in the Cartesian basis. To identify the relationship between these
bases, we first construct a spin-2 state from two spin-1 states:
| f = 2,m〉 =
∑
m1,m2=0,±1
〈1,m1; 1,m2|2,m〉| f = 1,m1; f = 1,m2〉. (152)
Using the unitary transformation defined in Eq. (107), we expand the above state in terms of the
Cartesian basis |ν1〉 ⊗ |ν2〉 (ν1, ν2 = x, y, z) as
| f = 2,m〉 =
∑
ν1,ν2=x,y,z
∑
m1,m2=0,±1
〈1,m1; 1,m2|2,m〉Um1ν1Um2ν2 |ν1〉 ⊗ |ν2〉, (153)
where the matrix elements of U is given in Eq. (108). Then, the order parameter χ in the
Cartesian basis is defined as ∑m ζm| f = 2,m〉 = ∑ν1,ν2=x,y,z χν1ν2 |ν1〉 ⊗ |ν2〉, resulting in a traceless
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symmetric tensor:
χν1ν2 =
2∑
m=−2
∑
m1,m2=0,±1
〈1,m1; 1,m2|2,m〉Um1ν1Um2ν2ζm (154)
=
1
2

ζ2 −
√
2
3ζ0 + ζ−2 i(ζ2 − ζ−2) −ζ1 + ζ−1
i(ζ2 − ζ−2) −ζ2 −
√
2
3ζ0 − ζ−2 −i(ζ1 + ζ−1)
−ζ1 + ζ−1 −i(ζ1 + ζ−1) 2
√
2
3ζ0

. (155)
In particular, the order parameter for the cyclic state ζ = (1, 0, i√2, 0, 1)T/2 is transformed as
χ =
i√
3

ei4π/3 0 0
0 ei2π/3 0
0 0 1
 , (156)
indicating that this state is highly symmetric in the spin space. Indeed, the cyclic state has the
symmetry of the tetrahedron, as shown in the inset of Fig. 5, where the (relative) phase of each
lobe is 0, 2π/3 and 4π/3 as can be seen from the diagonal elements in the above cyclic order
parameter.
3.5. Mean-field theory of spin-3 BECs
For the case of f = 3, we use Eq. (50) for ˆV and take the expectation value of the Hamiltonian
ˆH = ˆH0 + ˆV over the state in Eq. (59):
E[ψ] ≡〈 ˆH〉0
=
∫
dr
{ 3∑
m=−3
ψ∗m
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm
+
c0
2
n2 +
c1
2
|F|2 + c2
2
|A00|2 + c32
2∑
M=−2
|A2M|2
}
. (157)
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Here, the spin-3 matrices are given by
fx =

0
√
3/2 0 0 0 0 0√
3/2 0
√
5/2 0 0 0 0
0
√
5/2 0
√
3 0 0 0
0 0
√
3 0
√
3 0 0
0 0 0
√
3 0
√
5/2 0
0 0 0 0
√
5/2 0
√
3/2
0 0 0 0 0
√
3/2 0

, (158)
fy =

0 −i√3/2 0 0 0 0 0
i
√
3/2 0 −i√5/2 0 0 0 0
0 i
√
5/2 0 −i√3 0 0 0
0 0 i
√
3 0 −i
√
3 0 0
0 0 0 i
√
3 0 −i√5/2 0
0 0 0 0 i
√
5/2 0 −i√3/2
0 0 0 0 0 i
√
3/2 0

, (159)
fz =

3 0 0 0 0 0 0
0 2 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 −2 0
0 0 0 0 0 0 −3

, (160)
and the components of the spin density vector F are given by
F+ = Fx + iFy
=
√
6ψ∗3ψ2 +
√
10ψ∗2ψ1 + 2
√
3ψ∗1ψ0 + 2
√
3ψ∗0ψ−1 +
√
10ψ∗−1ψ−2 +
√
6ψ∗−2ψ−3, (161)
Fz = 3|ψ3|2 + 2|ψ2|2 + |ψ1|2 − |ψ−1|2 − 2|ψ−2|2 − 3|ψ−3|2. (162)
The spin-singlet (A00) and spin-quintet (A2M) pair amplitudes are written in terms of the order
parameter as follows:
A00 ≡ 〈 ˆA00(r)〉0 = 1√
7
(
2ψ3ψ−3 − 2ψ2ψ−2 + 2ψ1ψ−1 − ψ20
)
, (163)
A20 ≡ 〈 ˆA20(r)〉0 = 1√
7
 5√3ψ3ψ−3 −
√
3ψ1ψ−1 +
√
2
3ψ
2
0
 , (164)
A2±1 ≡ 〈 ˆA2±1(r)〉0 = 1√
7
 5√3ψ±3ψ∓2 −
√
5ψ±2ψ∓1 +
√
2
3ψ±1ψ0
 , (165)
A2±2 ≡ 〈 ˆA2±2(r)〉0 = 1√
7

√
10
3 ψ±3ψ∓1 −
√
20
3 ψ±2ψ0 +
√
2ψ2±1
 . (166)
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If we use Eq. (52) instead of Eq. (50), the energy functional is written as
E[ψ] ≡〈 ˆH〉0
=
∫
dr
{ 3∑
m=−3
ψ∗m
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm
+
c˜0
2 n
2 +
c˜1
2 |F|
2 +
c˜2
2 |A00|
2 +
c˜3
2 TrN
2
}
, (167)
where N is a 3 × 3 real symmetric tensor defined by Eq. (100), and c˜i and ci (i = 0, 1, 2, 3)
are related with each other through Eq. (54). The time-dependent GPEs for the spin-3 case is
obtained by substituting Eq. (157) in Eq. (79).
Since the order parameter has seven components, it is very involved to solve the GPEs even
for the case of p = q = 0. Here, we show only the result for p = q = 0 in a uniform system. In
this case, the ground state is obtained by exploiting the symmetry property of the system [10],
which will be discussed in Sec. 9. Figures 7(a) and (b) show the phase diagram for c1 > 0 and
c1 < 0, respectively, in the parameter space of (c3/|c1|, c2/|c1|) [9, 10], whereas Figs. 7(c) and (d)
are the same phase diagrams shown in the parameter space of (c˜3/|c˜1|, c˜2/|c˜1|) [50, 10].
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Figure 7: Ground-state phase diagram of spin-3 Bose-Einstein condensates for p = q = 0 in the parameter space of (a)
(c3/|c1 |, c2/|c1 |) for c1 > 0, (b) (c3/|c1 |, c2/|c1 |) for c1 < 0, (c) (c˜3/|c˜1 |, c˜2/|c˜1 |) for c˜1 > 0, and (d) (c˜3/|c˜1 |, c˜2/|c˜1 |) for
c˜1 < 0. For case (c), phase J exists in the region of large c2/|c1 | and large c3/|c1 |, as shown in the inset of (c). The phase
boundaries in (a) and (b) are given by B-C: y = −3x/(21 − 2x), E-J: y = (1764x − 25x2)/[12(19x − 252))], and G-H:
y = 7(168 + 5x)/(5x2 + 168x + 1764), where x = c3/|c1 | and y = c2/|c1 |. The phase boundaries in (c) are given by B-C:
y˜ = 168x˜(4−15x˜)/(21x˜−2), G-H: y˜ = 252x˜(5x˜−2)/(45x˜2 +12x˜+4), and E-J: y˜ = 567x˜/(4x˜−2), where x˜ = c˜3/|c˜1 | and
y˜ = c˜2/|c˜1 |. In the region indicated by “H, I degenerate”, the order parameters H and I, which have different symmetries,
are degenerate. The yellow (light-colored) lines in (b) and (c) indicate second-order phase boundaries, while others are
first-order.
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phase order parameter ζT | f | |a00| Tr ¯N2
A (1, 0, 0, 0, 0, 0, 1)/√2 0 1/√7 171/2
B (0,
√
1−η
4 , 0, i
√
1+η
2 , 0,
√
1−η
4 , 0) 0 |η|/
√
7 6(9 + 2η + η2)
η = − cβ3cα−4cβ
C (a, 0, b, 0, c, 0, d) numerically calculated
a, b, c, d ∈ R, a, b, d > 0, c < 0
D (0, 1, 0, 0, 0, 1, 0)/√2 0 1/√7 48
E (
√
1−η
4 , 0, 0,
√
1+η
2 , 0, 0,
√
1−η
4 ) 0 |η|/
√
7 98 (43 − 6η + 27η2)
η =
9cβ
48cα+cβ
FF (1, 0, 0, 0, 0, 0, 0) 3 0 171/2
F (0, 1, 0, 0, 0, 0, 0) 2 0 48
G (0,
√
1−η−ξ
2 +
√
ξ
2 , 0,
√
η, 0,
√
1−η−ξ
2 −
√
ξ
2 , 0) 4
√
ξ(1 − η − ξ) |2ξ − 1|/√7 24[2 − 4η2 + 5η(1 − ξ)]
η =
(5cβ−6cγ)(cα−4cγ)
8(cαcβ−4cβcγ+3c2γ) , ξ =
cβ(2cα−3cγ)
4(cαcβ−4cβcγ+3c2γ)
H (
√
2+η
5 , 0, 0, 0, 0,
√
3−η
5 , 0) η 0 32 (36 + 4η + η2)
η =
cβ
2(cβ−3cγ)
I(HH) (0,
√
1+η
3 , 0, 0,
√
2−η
3 , 0, 0) η 0 32 (36 − 4η + η2)
η =
cβ
2(3cγ−cβ)
J (
√
1+η
4 , 0, 0, 0,
√
3−η
4 , 0, 0) η 0 992 − 6η + 6η2
η =
2cβ
12cγ−cβ
Table 7: Order parameter, magnetization | f |, singlet-pair amplitude |a00 |, and Tr ¯N2 for the ground state phases of spin-3 Bose-Einstein condensates at p = q = 0.
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The phase diagram for a uniform system with a fixed density is determined by the terms
c˜1n| f |2, c˜2n|a00|2, and c˜3nTr ¯N2, where f , a00, and ¯N are defined in a manner similar to Eqs. (119),
(120), and (101), respectively. Here, the magnetization and the singlet-pair amplitude can vary
between 0 ≤ | f | ≤ 3 and 0 ≤ |a00| ≤ 1/
√
7, respectively. As explained in Sec. 3.4.2, |a00| takes its
maximum when the order parameter is invariant under time reversal. As for the nematic tensor,
since ¯N is a 3×3 real symmetric tensor, it has three real eigenvalues λi (i = 1, 2, 3). By definition
[Eq. (101)], Tr ¯N = 〈f2x + f2y + f2z 〉0 = f ( f + 1). Hence, for f = 3, we have Tr ¯N =
∑3
i=1 λi = 12.
Under this constraint, Tr ¯N2 = ∑3i=1 λ2i can vary between 48 and 171/2; it takes the minimum
at (λ1, λ2, λ3) = (4, 4, 4) and the maximum at (λ1, λ2, λ3) = (9, 3/2, 3/2) (note that 0 ≤ λi ≤ 9).
In the obtained phase diagram [Figs. 7 (c) and (d)], A, D, and FF phases arise for both c˜1 > 0
and c˜1 < 0 and occupy considerably large parameter spaces. For these three phases, | f |2, |a00|2,
and Tr ¯N2 take their maxima or minima as summarized in Table 8. Hence, phase A minimizes
the mean-field energy for c˜2/|c˜1| → −∞ and c˜3/|c˜1| → −∞; phase D minimizes the mean-field
energy for c˜2/|c˜1| → −∞ and c˜3/|c˜1| → +∞; phase FF minimizes the mean-field energy for
c˜2/|c˜1| → +∞ and c˜3/|c˜1| → −∞. Phase FF also becomes the ground state for c˜1 < 0 and
|c˜2,3/c˜1| ≪ 1. These results agree with Figs. 7(c) and (d). In the region of c˜2/|c˜1| → +∞ and
c˜3/|c˜1| → +∞ for c˜1 < 0, phase F appears since this phase has the second largest magnetization
among the possible configurations of the order parameter and minimizes both |a00|2 and Tr ¯N2.
Since there is no order parameter that minimizes all | f |2, |a00|, and Tr ¯N2 simultaneously, many
phases arise in the phase diagram for c˜1 > 0.
phase | f |2 |a00|2 Tr ¯N2
A min max max
D min max min
FF max min max
F 2nd max min min
Table 8: Comparison of the terms that appear in the interaction Hamiltonia in Eq. (167) for A, D, FF, and F phases.
For f = 3, the phase diagram for p , 0 and q = 0 is investigated in Refs. [36, 9], in which
the effect of the magnetic dipole-dipole interactions are taken into account within the single-
mode approximation (SMA, see Sec. 3.6.1). The phase diagram under a fixed magnetization
is investigated in Ref. [50], and that for p , 0 and q , 0 is discussed in Ref. [25]. All these
references assume that the order parameter is uniform or has a single spatial mode. He and Yi
investigate the phase diagram of a spin-3 system beyond SMA for p , 0 and predicts phase
separation in a certain parameter region due to the magnetic dipole-dipole interaction [51].
3.6. Spin-mixing dynamics
One of the salient feature that distinguishes a spinor BEC from a binary mixture of BECs is
the spin-mixing dynamics. The initial population balance can change in a spinor BEC via the
spin exchange collision, whereas it is fixed in a mixture. For example, in a spin-1 spinor BEC,
two atoms in a magnetic sublevel m = 0 can coherently and reversibly scatter into a pair of atoms
in the m = +1 and m = −1 states, and vice versa. In this section, we describe the spin-mixing dy-
namics by assuming that all spin states share the same spatial dependence. Such an assumption
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is called the single-mode approximation (SMA). The spin-mixing dynamics observed in exper-
iments [30, 52, 13] are well described with the SMA. The spin dynamics beyond the SMA is
discussed in Sec. 5.
3.6.1. Single-mode approximation
So far, we have considered the ground-state phase diagram in a uniform system. In experi-
ments, however, condensates are trapped in an optical trap. For a trapped system, the single-mode
approximation (SMA) is often adopted for the studies of spin dynamics and many-body physics,
where all spin components are assumed to share the same spatial dependence and only the spin
components vary in time:
ψm(r, t) =
√
Nζm(t)ψSMA(r)e−iµt/~. (168)
Here, ζm(t) is a space-independent normalized spinor, and ψSMA(r) is determined from the fol-
lowing equation: [
− ~
2
2M
∇2 + Utrap(r) + c0N|ψSMA(r)|2
]
ψSMA(r) = µψSMA(r). (169)
Under the SMA, the ground-state phase diagrams are the same as those obtained in Secs. 3.3–
3.5, the only change being that the number density n is replaced with N/Veff , where Veff ≡(∫
dr|ψSMA |4
)−1
is an effective volume of the system.
The SMA can capture the physics of spinor condensates if all spin-dependent interaction
energies, |ci|N/Veff (i = 1, 2, 3, · · · ), are much smaller than the spin-independent interaction
c0N/Veff and the kinetic energy Ekin ∼ ~2/(2MR2), where R is the radius of the condensate.
Note, however, that the SMA is not exact even in the ground state, if the quadratic Zeeman
effect and the spin-conservation law (or the linear Zeeman effect) are not compatible with the
magnetism determined by the spin-dependent interactions [53]. This fact can be understood if
we consider, for example, a spin-1 ferromagnetic BEC (c1 < 0) at q > 0. In this region, the
broken-axisymmetry phase emerges due to the interplay between the quadratic Zeeman effect
and ferromagnetic interaction, in which the polarization of the magnetization (| f | = |F|/n) is
determined as functions of p/(|c1|n) and q/(|c1|n) [see Eq. (99)]. In a trapped system with the
SMA, however, the number density varies in space as n(r) = |ψSMA(r)|2, and therefore, the
polarization also varies in space. The energy cost for such deformation of | f (r)| is much smaller
than Ekin. Another example is a spin-1 antiferromagnetic BEC (c1 > 0) with q > 0. When the
total magnetization Mz =
∫
drFz(r) is fixed, the polarization | f | = Mz/N is constant in the SMA,
while it varies in realistic systems, since the interaction energy can be lowered by decreasing the
polarization in the high-density region of the central part in the trap.
We should also emphasize that spin-orbit coupling interactions, such as the magnetic dipole-
dipole interaction and the spin-orbit coupling, can generate spatial spin structures even in the
ground state (see Secs. 6.3 and 12). Therefore, these interactions must be smaller than Ekin in
order for the SMA to be valid.
3.6.2. Spin-mixing dynamics in a spin-1 BEC within the SMA
Within the SMA, the out-of-equilibrium dynamics of a spin-1 condensate corresponds to that
of a nonrigid pendulum, which can be characterized using semi-classical trajectories in the phase
space [54]. This is because the system is integrable as a consequence of the conservation of the
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total number of atoms and the total magnetization [55]. The spin-mixing dynamics is analogous
to Josephson oscillations in weakly connected superconductors and represents a certain type of
matter-wave four-wave mixing.
Substituting the order parameter (168) to the spin-1 GPE (80), we obtain the equation of
motion of ζm:
i~ ˙ζ±1 = (∓p + q)ζ±1 + c˜1[(ρ±1 + ρ0 − ρ∓1)ζ±1 + ζ20ζ∗∓1], (170)
i~ ˙ζ0 = c˜1[(ρ1 + ρ−1)ζ0 + 2ζ1ζ−1ζ∗0], (171)
where c˜1 ≡ c1N/Veff and ρm ≡ |ζm|2. With the above set of equations of motion, the total
longitudinal magnetization fz = |ζ1|2−|ζ−1|2 is conserved, and the p dependence can be eliminated
by transforming the order parameter as
ζm =
√
ρme
−iθm eipmt/~. (172)
From the normalization condition, ∑m |ζm|2 = 1, and the conservation of the total magnetization,
|ζ1|2 − |ζ−1|2 = fz, the population in the m = ±1 states are given in terms of ρ0 as ρ±1 = (1 − ρ0 ±
fz)/2. Then, after some algebraic manipulation, we obtain the following equations of motion for
ρ0 and θ ≡ θ1 + θ−1 − 2θ0:
~ρ˙0 = 2c˜1ρ0
√
(1 − ρ0)2 − f 2z sin θ, (173)
~˙θ = −2q + 2c˜1(1 − 2ρ0) + 2c˜1
(1 − 2ρ0)(1 − ρ0) − f 2z√
(1 − ρ0)2 − f 2z
cos θ. (174)
Note that the only the relative phase θ appears in the equations of motion because the system
has the U(1) gauge symmetry and SO(2) spin rotational symmetry about the z axis. The above
two coupled equations give rise to a classical dynamics of a nonrigid pendulum. The same set of
equations are also obtained from the mean-field energy (72) with the SMA
E(θ, ρ0) = q(1 − ρ0) + c˜1ρ0
[
1 − ρ0 +
√
(1 − ρ0)2 − f 2z cos θ
]
, (175)
by using the relations ρ˙0 = −(2/~)∂E/∂θ and ˙θ = (2/~)∂E/∂ρ0. Figure 8 shows the contour plot
of E in the phase space of (θ, ρ0) for (a)–(c) c˜1 > 0 and fz = 0.3, and (d)–(f) c˜1 < 0 and fz = 0.
The system traces a constant-energy contour in the phase space. When we start from the same
initial state, say (ρ0, θ) = (0.5, 0) which is indicated by the solid circle in each panel in Fig. 8,
the trajectory changes depending on the value of q: from the running-phase [Figs. 8(a) and (d)]
to periodic-phase [Figs. 8 (c) and (f)] regime. The q-dependence of the spin-mixing dynamics is
also pointed out in Ref. [56].
Using Eq. (175), Eq. (173) can be rewritten as follows:
(ρ˙0)2 = g(ρ0), (176)
g(ρ0) ≡ − 4
~2
{
[q(1 − ρ0) − E][(2c˜1ρ0 + q)(1 − ρ0) − E] + (c˜1ρ0 fz)2
}
(177)
= −8c˜1q
~2
(ρ0 − x1)(ρ0 − x2)(ρ0 − x3), (178)
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Figure 8: Contour plot of the mean-field energy (175) for (a) c˜1 > 0 and fz = 0.25, and (b) c˜1 < 0 and fz = 0. The color
scale shows the energy which is scaled by |c˜1 |. In each panel, the dashed curve indicates the contour at E(θ = 0, ρ0 = 1/2),
and the solid curves show the separatrix given by Eq. (183) [(a)–(c)] and Eq. (184) [(d)–(f)]. In (b) and (e), these two
contours coincide with each other.
where xi=1,2,3 (x1 ≤ x2 ≤ x3) are the roots of g(x) = 0, and E is the mean-field energy (175) for the
initial state. Note that g(0) and g(1) are both negative, while Eq. (176) is meaningful only when
0 ≤ ρ0 ≤ 1 and g(ρ0) ≥ 0. It follows that xi’s satisfy the relation x1 ≤ 0 ≤ x2 ≤ ρ0(t) ≤ x3 ≤ 1
for c˜1q > 0 and 0 ≤ x1 ≤ ρ0(t) ≤ x2 ≤ 1 ≤ x3 for c˜1q < 0 [see Figs. 9(a) and (b)]. Then, the time
evolution of ρ0 can be expressed in terms of the Jacobi elliptic function cn(z, k2) as
ρ0(t) = x2 + (x3 − x2)cn2

√
2c˜1q(x3 − x1)
~
t + γ+,
x3 − x2
x3 − x1
 for c˜1q > 0, (179)
ρ0(t) = x2 − (x2 − x1)cn2

√
2|c˜1q|(x3 − x1)
~
t + γ−,
x2 − x1
x3 − x1
 for c˜1q < 0, (180)
where cn2(γ+, (x3 − x2)/(x3 − x1)) = [ρ0(0) − x2]/(x3 − x2) and cn2(γ−, (x2 − x1)/(x3 − x1)) =
[x2 − ρ0(0)]/(x2 − x1). Hence, ρ0(t) oscillates between x2 and x3 for c˜1q > 0 and between x1 and
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x2 for c˜1q < 0, and the oscillation periods are given by
T =
√
2~2
c˜1q(x3 − x1) K
(
x3 − x2
x3 − x1
)
for c˜1q > 0, (181)
T =
√
2~2
|c˜1q|(x3 − x1) K
(
x2 − x1
x3 − x1
)
for c˜1q < 0, (182)
where K(k2) is the elliptic integral of the first kind. Figure 9(c) shows the q dependence of the os-
cillation period starting from (θ(0), ρ0(0)) = (0, 1/2) and fz = 0. In this case, T is analytically ob-
tained as a function of q˜ = q/|c˜1| as T = (2~/|c˜1|)K(q˜2) for 0 < q˜ < 1 and T = (2~/|c˜1|)K(q˜−2)/q˜
for q˜ > 1 for both c˜1 > 0 and c˜1 < 0, and there is a resonance peak at q = c˜1.
Figure 9: (a), (b) ρ0 dependence of g(ρ0) defined in Eq. (177) for (a) qc˜1 > 0 and (b) qc˜1 < 0. ρ0(t) oscillates between x2
and x3 in (a) and between x1 and x2 in (b). (c) q-dependence of the oscillation period T starting from ρ0 = 0.5, fz = 0,
and θ = 0.
For the case of c˜1q > 0, the period diverges when x1 = x2 = 0, at which ρ0(t) converges
to 0 (= x2) at t → ∞. Substituting ρ0(t → ∞) = 0 in Eq. (175), we obtain E = q, which is
equivalent to
q = c˜1
[
1 − ρ0(0) +
√
[1 − ρ0(0)]2 − f 2z cos θ(0)
]
. (183)
Equation (183) gives the separatrix between the running-phase and periodic-phase regimes in
the (θ, ρ0) space which is indicated by a solid curve in Fig. 8(a)–(c). For a fixed q, Eq. (183)
also gives the critical value of the quadratic Zeeman energy qc for an initial state (θ(0), ρ0(0)):
θ(t) monotonically increases or decreases for q > qc [Fig. 8(a)], while it is periodic for q < qc
[Fig. 8(c)].
For the case of c˜1q < 0, the period diverges when x2 = x3 = 1, at which ρ0(t) converges to
1 (= x2) at t → ∞. This solution can be achieved only when fz = 0 since ρ0 is bounded above by
1 − fz. When fz = 0, by substituting ρ0(t → ∞) = 1 in Eq. (175), we obtain E = 0, i.e.,
q = −c˜1ρ0(0)[1 + cos θ(0)]. (184)
Equation (184) gives the separatrix in the (θ, ρ0) plane, as indicated by a solid curve in Fig. 8(d)–
(f). Temporal modulation of the spin-exchange interaction is predicted to localize the spin-
mixing dynamics [57].
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3.6.3. Spin-mixing dynamics in a spin-2 BEC within the SMA
For the case of f = 2, there are two types of spin-dependent interaction. The c1 term consists
of elementary processes such as m1 +m2 ↔ (m1 + 1)+ (m2 − 1). The elementary processes in the
spin-singlet channel (c2 term) are 0+0 ↔ 1+(−1), 0+0 ↔ 2+(−2), and 1+(−1) ↔ 2+(−2). The
spin-independent interaction does not flip the spin. Thus the elementary process 0+0 ↔ 2+ (−2)
appears only in the c2 term.
In order to focus on the process in the spin-singlet channel, we consider the initial state of
the form
ζ =
(
eiθ2
√
ρ2, 0, eiθ0
√
ρ0, 0, eiθ−2
√
ρ−2
)
. (185)
If ζ±1 are exactly zero in the initial state as in Eq. (185), we find from Eq. (115) that ζ±1(t) will
remain zero within the mean-field approximation. Then, the equations of motion can be solved
in the same manner as in the case of f = 1. Here, the equations of motion are given by
~ρ˙0 =
2c˜2
5 ρ0
√
(1 − ρ0)2 − f 2z sin θ, (186)
~˙θ = −8q − 2c˜25 (1 − 2ρ0) +
2c˜2
5
(1 − ρ0)(1 − 2ρ0) − f 2z√
(1 − ρ0)2 − f 2z
cos θ, (187)
where θ ≡ θ2 + θ−2 − 2θ0 and c˜2 ≡ c2N/Veff . Note that the sign of c˜2 is diagnozed from the
qualitative behavior of the spin-mixing dynamics [48]. Suppose that θ = 0 and fz = 0 in the
initial state and q < −|c˜2|/10 < 0. (Note that the quadratic Zeeman energy is negative for spin-
2 BECs of 87Rb and 23Na atoms in the absence of the off-resonant microwave field.) Then, θ
monotonically increases as a function of time, and hence, ρ0 increases (decreases) for c˜2 > 0
(c˜2 < 0) at the beginning of the dynamics.
On the other hand, when ζ±1 , 0 in the initial state, the spin dynamics via the c1 term
becomes dominant in a 87Rb BEC since c1 ≫ |c2|. For example, when we prepare a BEC in the
m = 0 state with small fluctuations in the other spin states, the m = ±1 components first grow,
and then the m = ±2 components increase via the c1 process [11].
4. Experiments on spinor Bose-Einstein condensates
A spinor condensate was first realized by Stamper-Kurn et al. [4] by using a spin-1 23Na
condensate confined in an optical dipole trap, and the spin-dependent interaction coefficient c1
was estimated from the domain size [12]. The ground-state phase diagram in the space of linear
(p) and quadratic (q) Zeeman energies (see Fig. 3) was theoretically predicted and experimen-
tally verified for c1 > 0 from an analysis of spin-domain structures subject to a magnetic field
gradient [12]. By changing the magnetic field linearly across the condensate, one can determine
the p dependence of the phase diagram from a single sample. The quadratic Zeeman coefficient
q can be controlled independently by application of a uniform magnetic field [12]. The phase
diagram of a spin-1 BEC of 23Na atoms at a fixed longitudinal magnetization was experimentally
verified in Ref. [13]. Miesner et al. observed a long-lived metastable state in which the conden-
sate was segmentalized into many spin domains [58], and Stamper-Kurn et al. investigated the
decay toward the ground state via quantum tunneling [59]. Spin-1 spinor condensates of 87Rb
were first created in 2001 with an all-optical scheme [60]. The equilibrium spin configurations
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of 87Rb atoms in the spin-1 manifold were measured for different magnetic fields and found to
show ferromagnetic behavior [11].
The stretched state (| f = 2,m = −2〉) of the spin-2 23Na condensate was observed to have
a lifetime of several seconds [61], but the m = 0 state has a very short lifetime of the oder of
milliseconds due to hyperfine-changing interactions which render two atoms in the | f = 2,m = 0〉
states decay into other states such as | f = 1,m = 0〉 and | f = 1,m = 1〉 + | f = 2,m = −1〉.
The spin-2 87Rb spinor condensate has a relatively long lifetime of the order of a few hundreds
of milliseconds [11, 14, 15] because inelastic collisions are suppressed due to a fortuitous near
coincidence of singlet and triplet scattering lengths [62]. The spin-dependent two-body loss rates
of 87Rb atoms were investigated in Ref. [63].
The spin-3 52Cr BEC was first realized in an optical dipole trap by Griesmaier et al. [64].
Because of the large magnetic dipole-dipole interaction of 52Cr atoms, only atoms in the low-
est Zeeman sublevel can be stable in the presence of an external magnetic field above a few
milli gauss; atoms in other magnetic sublevels would decay into lower ones and become ther-
malized [65, 34]. Recently, Pasquiou et al. successfully created a spin-3 spinor condensate of
52Cr by active stabilization of magnetic field fluctuations at the level of 100 µG and lowering an
ambient mangetic field below 1 mG [16, 66]. Because the magnetic dipole-dipole interaction is
significant in this atomic species, the spinor 52Cr condensate also possesses dipolar characters as
discussed in Sec. 6.
4.1. Spin-mixing dynamics in a spin-1 BEC
The spin-mixing dynamics in spin-1 spinor condensates was discussed in Sec. 3.6 and ob-
served in 87Rb [30, 52] and 23Na [13, 67]. In these experiments, the magnetic field dependence
(i.e., q-dependence) of the oscillation period was investigated, and the transition between the
running-phase and periodic-phase regimes was observed, in good agreement with the theoreti-
cal prediction [54]. The spin-dependent interaction coefficient c1 can be determined from the
period of these oscillations. The results are summarized in Table 4. The total longitudinal mag-
netization was observed to be conserved during the spin-mixing dynamics [11]. In long-time
evolution, however, the spatial domain formation and the damped oscillations [30, 52] show that
the single-mode approximation (SMA) is no longer valid. The domain-formation mechanism
was explained by the dynamical instability of the SMA solution [68] (see also Secs. 5.5–5.7). In
the presence of energy dissipation, the system changes from the periodic-phase to running-phase
regime as the energy decreases, crossing the separatrix in the (θ, ρ0) phase space. Liu et al. ob-
served this dynamics in a 23Na BEC and found that the fluctuation in each spin population shows
a peak when the system crosses the separatrix [69].
4.2. Spin-mixing dynamics in a spin-2 BEC
The spin-mixing dynamics in spin-2 spinor condensates was investigated using 87Rb atoms [11,
14, 15]. Starting from a condensate in the | f = 2,m = 0〉 state, first the m = ±1 components
and then the m = ±2 components were observed to grow, which implies that |c2| ≪ |c1| because
the process of 0 + 0 ↔ 2 + (−2) is caused only by the c2 term. This is in agreement with the
theoretical calculations of the scattering lengths [70]. Starting from a spin-polarized condensate
in the direction perpendicular to an external magnetic field, the periodic oscillations of the m = 0
population and their magnetic-field dependence were observed [71, 72]. Since |c2| ≪ |c1| for
87Rb, the spin-mixing dynamics is caused mainly by the c1 term. In this case, the spin-mixing
dynamics can be described analytically in the limit of q ≪ c˜1 and q ≫ c˜1, where c˜1 is defined
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below Eq. (171). The observed oscillation period and amplitude found good agreement with the
predictions in the SMA [71, 72]. The same group also observed spontaneous pattern formation of
spins in an elongated trap [73]. The observed q-dependence of the spatial pattern and its growth
rate are well described by the Bogoliubov theory [73].
4.3. Spin dynamics in the Mott-insulator state
In the Mott-insulator state, a pair of atoms confined in each site of an optical lattice undergo
oscillations due to spin-exchange interactions between Zeeman states having the same total mag-
netization. Because the number of atoms can be controlled precisely in the Mott-insulator state
and probed by observing the oscillating amplitude [74], the oscillations are long-lived and hence
allow precise determination of the scattering lengths [75, 31]. The scattering lengths are deter-
mined from the magnetic-field dependence of the oscillation frequency, with the results summa-
rized in Table 4.
4.4. Thermalization dynamics
Spinor condensates provide a unique platform for studying magnetic relaxation and thermal-
ization in superfluid systems. Erhard et al. [76] and Schmaljohann et al. [56] observed such
thermalization dynamics in a spin-1 87Rb BEC. When atoms reside initially in the m = 1 and
−1 states, they can collide into the m = 0 state with an excess kinetic energy equal to twice the
quadratic Zeeman energy 2q. Since the spin-dependent interaction (c1) is very small for spin-
1 87Rb atoms, the spin-mixing dynamics proceeds on the time scale of ∼ 1 s (for the atomic
density in Refs. [76, 56]) which is much longer than the time scale for thermalization ∼ 50 ms,
which is proportional to the density of the thermal cloud. Hence, the spin-flipped atoms quickly
thermalize, and the condensate in the m = 0 state emerges only after the accumulated thermal
fraction becomes large enough to undergo Bose-Einstein condensation. On the other hand, for a
spin-2 87Rb BEC, the spin dynamics caused by the c1 term (∼ 10 ms) proceeds faster than the
process of thermalization (∼ 50 ms), and hence the condensate first appears, followed by kinetic
thermalization [14]. The same group also observed that the spin-mixing dynamics is enhanced
at high temperature [52].
When a thermal gas of 87Rb atoms is cooled down and reaches Bose-Einstein condensation,
small magnetic domains were observed to develop [77]. Similar magnetic domains were also
observed to form from an initial spin helix at low temperatures, suggesting the presence of the
dipole-dipole interaction [78]. However, the small magnetic domains were found to disappear
in the long-time evolution [79]. The origin of this domain formation and dissolution has not yet
been fully understood.
Thermodynamics of a 52Cr BEC was experimentally studied in Ref. [66]. For the case of a
52Cr BEC, the longitudinal magnetization is not conserved due to a large magnetic dipole-dipole
interaction [65, 34, 80, 16]. Hence, it is possible in this system to investigate thermalization
dynamics which is free from the constraint of the conservation of magnetization.
4.5. Parametric amplification
A stationary solution of the GPE is stable within mean-field theory, if it lies at a local maxi-
mum of the energy functional. In reality, however, such a state cannot be stable because thermal,
quantum, and extrinsic fluctuations cause dynamical or energetic instabilities of the system. For
example, if we prepare a BEC in the m = 0 state, atoms in the m = ±1 states will be created
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via the process 0 + 0 ↔ 1 + (−1) and will grow exponentially if the initial state is dynami-
cally unstable. This is an example of parametric amplification of vacuum fluctuations for matter
waves.
Sadler et al. used an in-situ phase-contrast imaging [81] to observe the magnetization dy-
namics of a spin-1 87Rb BEC [82]. In this experiment, the system was initially prepared in the
m = 0 state, which is the ground state when q > 2|c1|n, and then, the external magnetic field was
quenched to q < 2|c1|n so that the initial state becomes dynamically unstable. They then observed
that the populations of m = ±1 states spontaneously grow and the relative phase between each
spin component, which corresponds to the direction of the transverse magnetization, fluctuates
in space. In a subsequent paper, they found it consistent to consider that the magnitude and spa-
tial distribution of magnetization fluctuations in the initial state are due to quantum noise [24].
In a similar experimental situation, Bookjans et al. observed sub-Poissonian fluctuations in the
relative atom numbers in the m = 1 and −1 states [83].
Klempt et al. investigated the parametric amplification starting from the m = 0 state of a
spin-2 BEC of 87Rb atoms under a magnetic field. The initial state is dynamically unstable and
the fluctuations in the m = ±1 components are amplified because q < 0 for the f = 2 manifold
(in the absence of an off-resonant microwave). They pointed out that compared with a uniform
system the trapping potential qualitatively changes the q dependence of the growth rate [84]. By
investigating the q dependence of the growth rate, they confirmed that the quantum noise, rather
than the classical one, is amplified in the experiment [85]. The same group also observed the
parametric amplification of fluctuations with a finite orbital angular momentum in a cylindrically
symmetric trap [86].
4.6. Spin correlations
As for beyond-mean-field effects, the spin correlations, that is, population fluctuations in
each spin component, have been studied in experiments: Super-Poissonian fluctuations have
been observed in the spin-mixing dynamics [69] and in parametric amplification [24, 85], while
sub-Poissonian fluctuations in parametric amplification were demonstrated in Ref. [83]. Very re-
cently, quadrature squeezing of the spin and nematic variables below the standard quantum limit
was observed [87]. By observing the time evolution in the number of atoms in each magnetic
sublevel after quenching the quadratic Zeeman energy q, the first-order quantum phase transition
of a spin-1 23Na BEC crossing q = 0 was investigated in Ref. [88].
4.7. Topological excitations
Due to the rich variety of phases, spinor condensates are considered to be an ideal testing
ground for investigating topological excitations (see Secs. 8 and 10). The first experimental study
on topological excitations in spinor condensates was the creation of vortices with the winding
number two and four in spin-1 and 2 23Na BEC, respectively [89]. The same scheme has also
been applied for a 87Rb BEC [90]. In these experiments, the orbital angular momentum was im-
printed by using the Berry phase associated with a spatial spin configuration. Using this scheme,
Leanhardt et al. created a coreless vortex state, in which each spin component has a different
phase winding [91]. A similar structure was created in a spin-2 87Rb BEC by transferring the
orbital angular momentum from a Laguerre-Gaussian beam to the condensate [24]. Using two-
photon Raman process with Laguerre-Gaussian beams, the coherent superposition of a vortex
and antivortex was created in spinor condensates [92, 93] in a manner similar to scalar conden-
sates [94].
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5. Bogoliubov theory
5.1. Bogoliubov Hamiltonian and its diagonalization
Quantum and thermal fluctuations as well as external perturbations induce excitations from
the mean-field ground state. When the excitations are weak, they can be described by the Bo-
goliubov theory. We express the field operator ˆψm as a sum of its mean-field value ψm and the
deviation from it, δ ˆψm:
ˆψm = ψm + δ ˆψm (m = f , f − 1, · · · ,− f ). (188)
Here, the mean-field part can be calculated from the Gross-Pitaevskii theory described in Sec. 3.
The basic idea of the Bogoliubov theory is to substitute Eq. (188) in the second-quantized Hamil-
tonian and retain the terms up to the second order in δ ˆψm. The resulting Hamiltonian can be
diagonalized by means of the Bogoliubov transformations. The Bogoliubov transformations are
canonical transformations that couple particle-like excitations with hole-like ones via a Bose-
Einstein condensate, and they are non-perturbative. The resultant dispersion relation therefore
may depend on the coupling constant in a non-analytic manner.
We consider a spatially uniform system [Utrap(r) = 0]. In this case, it is convenient to analyze
the system in momentum space. We expand the field operator in plane waves as
ˆψm =
1√
Ω
∑
k
aˆk,me
ik·r, (189)
where Ω is the volume of the system and aˆk,m is the annihilation operator of a boson with wave
vector k and magnetic quantum number m. Then, the noninteracting and interacting parts of the
Hamiltonian, which are defined in Eqs. (2) and (13), are written as
ˆH0 =
∑
km
(ǫk − pm + qm2)nˆk,m, (190)
ˆV =
1
2Ω
∑
m1m2m
′
1m
′
2
∑
k1 k2 k3 k4
Cm1m2
m′1m
′
2
δk1+k2,k3+k4 aˆ
†
k1,m1 aˆ
†
k2,m2 aˆk3,m
′
2
aˆk4,m′1 , (191)
respectively, where ǫk = ~2 k2/2M, nˆk,m = aˆ†k,maˆk,m, and C
m1m2
m′1m
′
2
is defined in Eq. (14). For the
case of spin-1 and 2, Cm1m2
m′1m
′
2
are simply written as follows:
f = 1 : Cm1m2
m′1m
′
2
= c0δm1m′1δm2m
′
2
+ c1
∑
ν=x,y,z
(fν)m1m′1 (fν)m2m′2 , (192)
f = 2 : Cm1m2
m′1m
′
2
= c0δm1m′1δm2m
′
2
+ c1
∑
ν=x,y,z
(fν)m1m′1 (fν)m2m′2 + c2(P0)m1m2 (P0)m′1m′2 , (193)
where
(P0)m1m2 ≡ 〈0, 0| f ,m1; f ,m2〉 =
1√
5

0 0 0 0 1
0 0 0 −1 0
0 0 1 0 0
0 −1 0 0 0
1 0 0 0 0

. (194)
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Note that Cm1m2
m′1m
′
2
is symmetric under the following permutation of spin indices:
Cm1m2
m′1m
′
2
= Cm
′
1m
′
2
m1m2 = C
m2m1
m′2m
′
1
= Cm
′
2m
′
1
m2m1 . (195)
In the Bogoliubov theory, we assume that the Bose-Einstein condensation occurs in the k = 0
state and expand the Hamiltonian up to the second order in aˆk,0,m, obtaining
ˆH0 =
∑
m
(−pm + qm2)nˆ0,m +
∑
k,0,m
(ǫk − pm + qm2)nˆk,m, (196)
ˆV ≃ 1
2Ω
∑
m1m2m
′
1m
′
2
Cm1m2
m′1m
′
2
aˆ
†
0,m1 aˆ
†
0,m2 aˆ0,m
′
2
aˆ0,m′1
+
1
Ω
∑
m1m2m
′
1m
′
2
∑
k,0
Cm1m2
m′1m
′
2
(
aˆ
†
0,m1 aˆ
†
k,m2 aˆ0,m
′
2
aˆk,m′1 + aˆ
†
0,m1 aˆ
†
k,m2 aˆk,m
′
2
aˆ0,m′1
)
+
1
2Ω
∑
m1m2m
′
1m
′
2
∑
k,0
Cm1m2
m′1m
′
2
(
aˆ
†
0,m1 aˆ
†
0,m2 aˆ−k,m′2 aˆk,m′1 + aˆ
†
k,m1 aˆ
†
−k,m2 aˆ0,m′2 aˆ0,m′1
)
. (197)
We furthermore assume that the spinor part of the condensate is described by the order param-
eter ζm, that is a stationary solution of the GPE for a uniform system, and make the following
replacements:
aˆ
†
0,maˆ0,m′ → ˆN0ζ∗mζm′ , (198)
aˆ
†
0,m1 aˆ
†
0,m2 aˆ0,m
′
2
aˆ0,m′1 → ˆN0( ˆN0 − 1)ζ∗m1ζ∗m2ζm′2ζm′1 , (199)
where
ˆN0 ≡ ˆN −
∑
k,0,m
nˆk,m (200)
is the number operator for the condensate atoms. For a system with a fixed number of atoms, ˆN
can be replaced with a scalar quantity N. By subtracting the last term in Eq. (200) from ˆN, we can
construct a number-conserving Bogoliubov theory without introducing the chemical potential.
Then, we obtain the Bogoliubov Hamiltonian given by
ˆHB =E0 +
∑
k,0
Dcorr
4ǫk
+
∑
k,0,m
(ǫk − pm + qm2 − µ)nˆk,m
+
N
Ω
∑
m1m2m
′
1m
′
2
∑
k,0
(
Cm1m
′
2
m′1m2
+Cm1m
′
2
m2m
′
1
)
ζm′1ζ
∗
m′2
aˆ
†
k,m1 aˆk,m2
+
N
2Ω
∑
m1m2m
′
1m
′
2
∑
k,0
Cm1m2
m′1m
′
2
(
ζ∗m1ζ
∗
m2
aˆ−k,m′2 aˆk,m′1 + ζm′2ζm′1 aˆ
†
k,m1 aˆ
†
−k,m2
)
, (201)
where we have used the symmetry property (195), and E0 and µ originate from the first terms on
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the right-hand sides of Eqs. (196) and (197), and are given by
E0 ≡ N

∑
m
(−pm + qm2)|ζm|2 + N − 12Ω
∑
m1m2m
′
1m
′
2
Cm1m2
m′1m
′
2
ζ∗m1ζ
∗
m2
ζm′2ζm
′
1
 , (202)
µ ≡
∑
m
(−pm + qm2)|ζm|2 + 2N − 12Ω
∑
m1m2m
′
1m
′
2
Cm1m2
m′1m
′
2
ζ∗m1ζ
∗
m2
ζm′2ζm
′
1
. (203)
The second term in Eq. (201) arises also from the first term on the right-hand side of Eqs. (197).
Note that the third and fourth lines of Eq. (201) are of the order of the five-halves power of the in-
teraction strength, because the number of excited atoms is proportional to the three-halves power
of the scattering length [see, e.g., Eq. (253)]. On the other hand, the interaction potential that
we have defined in Eqs. (11) and (12) is correct only within the first-order Born approximation.
According to the higher-order perturbation theory (see, e.g., §130 of Ref. [22]), gF in Eq. (11)
should be replaced with
g˜F = gF +
g2F
Ω
∑
k,0
1
2ǫk
, (204)
where gF = 4π~2aF /M. The last term in Eq. (204) leads to Dcorr in Eq. (201), given by
Dcorr =
N(N − 1)
Ω2
˜Cm1m2
m′1m
′
2
ζ∗m1ζ
∗
m2
ζm′2ζm
′
1
, (205)
where ˜Cm1m2
m′1m
′
2
for f = 1 and 2 are defined as follows:
f = 1 : ˜Cm1m2
m′1m
′
2
=(c20 + 2c21)δm1m′1δm2m′2 + c1(2c0 − c1)
∑
ν=x,y,z
(fν)m1m′1 (fν)m2m′2 , (206)
f = 2 : ˜Cm1m2
m′1m
′
2
=(c20 + 12c21)δm1m′1δm2m′2 + c1(2c0 + c1)
∑
ν=x,y,z
(fν)m1m′1 (fν)m2m′2
+ [30c21 − 12c1c2 + c2(2c0 + c2)](P0)m1m2 (P0)m′1m′2 . (207)
Next, we define (2 f + 1) × (2 f + 1) matrices:
H(0)k = (ǫk − µ)1 − pfz + qf2z , (208)
H(1)m1m2 =
N
Ω
∑
m′1m
′
2
(
Cm1m
′
2
m′1m2
+Cm1m
′
2
m2m
′
1
)
ζm′1ζ
∗
m′2
, (209)
H(2)m1m2 =
N
Ω
∑
m′1m
′
2
Cm1m2
m′1m
′
2
ζm′1ζm
′
2
, (210)
where 1 is the identity matrix. Here, H(0)k and H
(1) are Hermitian matrices, whereas H(2) is a
symmetric matrix. Using these matrices, Eq. (201) is rewritten in a matrix form as
ˆHB =E0 +
1
2
∑
k,0
(
¯aˆ†k ¯aˆ−k
) (H(0)k + H(1) H(2)
[H(2)]∗ [H(0)−k + H(1)]∗
) (
aˆk
aˆ†−k
)
− 1
2
∑
k,0
{
Tr[H(0)−k + H(1)] −
Dcorr
2ǫk
}
. (211)
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Here, Tr denotes the trace of the (2 f + 1) × (2 f + 1) matrix, and aˆ†k and aˆk are the vectors of the
creation and annihilation operators:
aˆk =

aˆk, f
aˆk, f−1
...
aˆk,− f
 ,
¯aˆk =
(
aˆk, f , aˆk, f−1, · · · , aˆk,− f
)
, (212)
aˆ†k =

aˆ
†
k, f
aˆ
†
k, f−1
...
aˆ
†
k,− f

, ¯aˆ†k =
(
aˆ
†
k, f , aˆ
†
k, f−1, · · · , aˆ†k,− f
)
. (213)
Although H(0)k = H
(0)
−k from Eq. (208) in the preent situation, we keep H(0)−k in the second line
of Eq. (211) so that we can apply the following discussions to situations in which the space
inversion symmetry is broken (e.g., a condensate is in a spin helix state [95]).
We diagonalize Eq. (211) by means of the Bogoliubov transformation:
aˆk,m =
f∑
m′=− f
(Uk,mm′ ˆbk,m′ + V∗−k,mm′ ˆb†−k,m′), (214)
aˆ
†
−k,m =
f∑
m′=− f
(U∗−k,mm′ ˆb†−k,m′ + Vk,mm′ ˆbk,m′), (215)
which is written in the matrix form as(
aˆk
aˆ†−k
)
=
(
Uk V∗−k
Vk U∗−k
) (
ˆbk
ˆb†−k
)
. (216)
Here, we impose the canonical commutation relations for the Bogoliubov quasi-particle operator
ˆbk,m. Note that the index m in ˆbk,m means not the magnetic sublevel but a label that distinguishes
spin modes. Substituting Eqs. (214) and (215) into the canonical commutation relations for aˆ-
particles, we obtain (
UkU†k − V∗−kVT−k
)
mm′
= δmm′ , (217)(
UkV†k − V∗−kUT−k
)
mm′
= 0. (218)
These relations can be used to invert Eq. (216) as(
ˆbk
ˆb†−k
)
=
 U†k −V†k−VT−k UT−k

(
aˆk
aˆ†−k
)
. (219)
Substituting Eq. (219) into the canonical commutation relations for ˆb-particles, we obtain(
U†kUk − V†kVk
)
mm′
= δmm′ , (220)(
UTk V−k − VTk U−k
)
mm′
= 0. (221)
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Under the Bogoliubov transformation (216), the Bogoliubov Hamiltonian (211) is written in
terms of ˆb-particles as
ˆHB =E0 − 12
∑
k,0
{
Tr[H(0)k + H(1)] −
Dcorr
2ǫk
}
+
1
2
∑
k,0
(
¯
ˆb†k
¯
ˆb−k
)  U†k V†kVT−k UT−k

(
H(0)k + H
(1) H(2)
[H(2)]∗ [H(0)−k + H(1)]∗
) (
Uk V∗−k
Vk U∗−k
) (
ˆbk
ˆb†−k
)
. (222)
Note that, using the orthonormal conditions (220) and (221), ˆHB is diagonalized if Uk and Vk
satisfy the following equation:(
H(0)k + H
(1) H(2)
[H(2)]∗ [H(0)−k + H(1)]∗
) (
Uk
Vk
)
=
(
Uk Ek
−Vk Ek
)
, (223)
where Ek is a (2 f + 1) × (2 f + 1) diagonal matrix. Expressing Uk and Vk in terms of column
vectors uk,m and vk,m as
Uk =
(
uk, f , uk, f−1, · · · , uk,− f
)
, (224)
Vk =
(
vk, f , vk, f−1, · · · , vk,− f
)
, (225)
the eigenvalue matrix (223) reduces to
σz MBk
(
uk,m
vk,m
)
= Ek,m
(
uk,m
vk,m
)
, (226)
where Ek,m is the diagonal element of Ek, and
MBk ≡
(
H(0)k + H
(1) H(2)
[H(2)]∗ [H(0)−k + H(1)]∗
)
, (227)
σz =
(
1 0
0 −1
)
, (228)
are (4 f + 2) × (4 f + 2) matrices with 1 and 0 being the (2 f + 1) × (2 f + 1) identity and zero
matrices, respectively. It follows from Eq. (220) that uk,m and vk,m satisfy the orthonormality
relation:
u†k,muk,n − v†k,mvk,n = δmn. (229)
Note that if
(
uk,m
vk,m
)
is an eigenvector of σz MBk with an eigenvalue Ek,m, then
(
v∗k,m
u∗k,m
)
is an eigen-
vector of σz MB−k with an eigenvalue−E∗k,m. Hence, althoughσz MBk has 4 f +2 eigenvectors, only
the half of them satisfy the normalization condition. Note also that the eigenvalues of σz MBk are
not necessarily real because it is not Hermitian. (MBk is Hermitian.) When σz MBk has complex
eigenvalues, the system is dynamically unstable as discussed in Sec. 5.5. When all eigenval-
ues are real, on the other hand, the Bogoliubov Hamiltonian can be diagonalized with canonical
commutation relations, resulting in
ˆHB =E0 +
1
2
∑
k,0
{
Tr[Ek − H(0)k − H(1)] +
Dcorr
2ǫk
}
+
∑
k,0,m
Ek,m ˆb†k,m ˆbk,m. (230)
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The second term on the right-hand side of Eq. (230)
Eqntm ≡ 1
2
∑
k,0
{
Tr[Ek − H(0)k − H(1)] +
Dcorr
2ǫk
}
(231)
gives the zero-point energy. If Ek,m < 0 for certain k and m, the mean-field state (ζm) is not
the ground state of the system because the energy of the system can be lowered by creating the
corresponding quasi-particles ˆb†k,m. This is called the Landau instability. In order for the system
to be stable, all eigenvalues of σz MBk under the normalization condition of Eq. (229) have to be
real and semi-positive definite.
The ground state |vacB〉 of the Bogoliubov Hamiltonian is defined as the vacuum of the Bo-
goliubov quasi-particles:
ˆbk,m|vacB〉 = 0. (232)
This Bogoliubov ground state is not the vacuum of the original aˆ-particles (real particles), but
involves pairs of aˆ-particles that are virtually excited by the interparticle interaction. In fact, the
fraction of virtually excited particles is calculated to be
Nqntm ≡
∑
k,0
〈vacB| ¯aˆ†k aˆk|vacB〉
=
∑
k,0
〈vacB|( ¯ˆb†kU†k + ¯ˆb−kVT−k)(Uk ˆbk + V∗−k ˆb†−k)|vacB〉
=
∑
k,0
Tr(V†kVk)
=
∑
k,0,m
|vk,m|2. (233)
Due to the virtual pair excitations, the properties of the Bogoliubov ground state are very
different from those of the mean field. We see this point for the case of a scalar BEC with
scattering length a. A mean-field ground state is
(
aˆ
†
0
)N
√
N!
|vac〉, (234)
where |vac〉 is the vacuum of the real particles, i.e., aˆk|vac〉 = 0. On the other hand, the Bogoli-
ubov ground state is described in terms of aˆk as
|vacB〉 = 1√N
exp
φ0aˆ†0 +∑
k
′
αkaˆ
†
kaˆ
†
−k
 |vac〉, (235)
where |φ0|2 = N
[
1 − (8/3)
√
na3/π
]
with n being the number density, αk = vk/uk with uk and
vk being defined in a manner similar to Uk and Vk for the case of spinless particles, and N =
e|φ0 |
2∏
k
′1/(1− |αk|2). Here, the prime on the summation and product means that we sum or take
a product over a half momentum space excluding k = 0, in order to count each pair (k,−k) only
once.
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In contrast to the single-particle state in Eq. (234), the Bogoliubov ground state is a pair-
correlated state. In momentum space, the Bogoliubov ground state exhibits pair correlation hav-
ing opposite momenta; in real space, it describes the pairwise repulsive interaction. To show this,
let us write down the many-body wave function in the coordinate representation:
Ψ(r1, r2, · · · , rN) = 〈r1, r2, · · · , rN |vacB〉 = 〈vac| ˆψ(r1) · · · ˆψ(rN)|vacB〉. (236)
Substituting Eq. (235) into Eq. (236) and ignoring the terms of the order of 1/N, we obtain [96]
Ψ(r1, r2, · · · , rN) ≃
exp
(
− 49 (3π − 8)N
√
na3/π
)
(2πNΩ2N)1/4 exp
−∑
i< j
a
ri j
e−ri j/ξ
 , (237)
where ri j ≡ |ri − r j| and ξ ≡ (8πan)−1/2 is the correlation (or healing) length. Thus, the many-
body wave function decays exponentially whenever any two of the particles come closer than the
scattering length and the correlation length.
The Bogoliubov spectra were first calculated for f = 1 in Refs. [5, 6, 44], and for f = 2
in Refs. [97, 8]. For f = 3, Barnett et al. obtained the Bogoliubov spectra by linearizing the
hydrodynamic equations of motion for the vertices which appear in Majorana representation (see
Sec. 3.2.2) [98].
5.2. Spin-1 BECs
Defining matrices ρ and ρ˜ as
(ρ)mm′ ≡ ζmζ∗m′ , (ρ˜)mm′ ≡ ζmζm′ , (238)
and using Eq. (192), we obtain
H(1) = n
c0(ρ + 1) + c1 ∑
ν=x,y,z
(fνρfν + fνfν)
 , (239)
H(2) = n
c0ρ˜ + c1 ∑
ν=x,y,z
fνρ˜fTν
 , (240)
where n = N/Ω, fν = ∑mm′ (fν)mm′ζ∗mζm′ , and T denotes the matrix transpose. Note that fνρfν
and fνρ˜fTν in Eqs. (239) and (240) are products of three matrices, whereas fνfν in Eq. (239) is a
product of scalar quantity fν and matrix fν. We also have
E0 = N
[
−p fz + q(|ζ1|2 + |ζ−1|2) + n2(c0 + c1| f |
2)
]
, (241)
µ = −p fz + q(|ζ1|2 + |ζ−1|2) + n(c0 + c1| f |2), (242)
Dcorr = n2
[
c20 + 2c
2
1 + c1(2c0 − c1)| f |2
]
, (243)
where we have neglected the terms on the order of 1/N. Here, E0/N corresponds to the mean-
field energy per particle defined by Eq. (88), while for the stationary solution of GPE µ agrees
with the chemical potential obtained in Sec. 3.3.
In the following subsections, we calculate the energy spectrum for each phases in Fig. 3. The
eigenmodes are calculated under an assumption of Im(Ek,m) = 0. The energy spectra and the
corresponding eigenmodes are summarized in Table 9.
57
phase order parameter ζT energy spectrum Ek,m uTk,m v
T
k,m quasi-particle ˆbk,m
F (1, 0, 0) √ǫk[ǫk + 2(c0 + c1)n] (u, 0, 0) (v, 0, 0) Eq. (247)
ǫk + p − q (0, 1, 0) (0, 0, 0) Eq. (250)
ǫk + 2p − 2c1n (0, 0, 1) (0, 0, 0) Eq. (252)
P (0, 1, 0) √ǫk(ǫk + 2c0n) (0, u, 0) (0, v, 0) Eq. (260)√(ǫk + q)(ǫk + q + 2c1n) − p (u, 0, 0) (0, 0, v) Eq. (262)√(ǫk + q)(ǫk + q + 2c1n) + p (0, 0, u) (v, 0, 0) Eq. (262)
AF
(√
1+ fz
2 , 0,
√
1− fz
2
) √
(ǫk − q)2 + 2c1n(ǫk − q) + c21 f 2z (0, u, 0) (0, v, 0) Eq. (273)√
ǫk
[
ǫk + c0 + c1 ±
√
(c0 − c1)2 + 4c0c1 f 2z
]
(u, 0, u′) (v, 0, v′) Eqs. (275) and (277) at p = 0
BA
( √
1−q˜
2 ,
√
1+q˜
2 ,
√
1−q˜
2
) √
ǫk(ǫk + q) (u, 0,−u) (v, 0,−v) Eq. (282)
Eqs. (283) and (284) (u, u′, u) (v, v′, v)
Table 9: Bogoliubov excitation spectra for spin-1 BECs, where F, P, AF, and BA denote ferromagnetic, polar, antiferromagnetic, and broken-axisymmetry phases, respectively.
The mean-field order parameter ζT, energy spectrum Ek,m , and eigenmodes uTk,m and v
T
k,m are listed. Here, fz in the AF phase and q˜ in the BA phase are defined as functions of p
and q as fz = p/(c1n) and q˜ = −q/(2c1n). The order parameter of the BA phase is for p = 0. The second and third to last columns show the spin dependence of the eigenmode:
for example, uTk,m = (u, 0, 0) and vTk,m = (0, 0, v) show that the corresponding quasi-particle is given by ˆbk,m = uaˆk,1 + vaˆ†−k,−1 .
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5.2.1. Ferromagnetic phase
The order parameter for the ferromagnetic phase is ζ = (1, 0, 0)T, which leads to
H(0)k + H
(1) =

ǫk + (c0 + c1)n 0 0
0 ǫk + p − q 0
0 0 ǫk + 2p − 2c1n
 , (244)
H(2) =

(c0 + c1)n 0 0
0 0 0
0 0 0
 , (245)
where we have used µ = −p + q + (c0 + c1)n. Since both Eqs. (244) and (245) are diagonal, all
spin components are decoupled. For the m = 1 mode, the matrix σz MBk has nonzero off-diagonal
parts, and the energy spectrum and the corresponding eigenmode are given by
Ek,1 =
√
ǫk[ǫk + 2(c0 + c1)n], (246)
ˆbk,1 = sgn(c0 + c1)
√
ǫk + (c0 + c1)n + Ek,1
2Ek,1
aˆk,1 +
√
ǫk + (c0 + c1)n − Ek,1
2Ek,1
aˆ
†
−k,1, (247)
which are the same as those of the scalar BEC [99]. Here, sgn(x) = 1 for x > 0 and sgn(x) = −1
for x < 0. This mode describes the phonon (density) excitation, which also fluctuates the longi-
tudinal magnetization since the condensate is fully magnetized in the longitudinal direction. For
the system to be mechanically stable, the Bogoliubov excitation spectrum (246) for the phonon
mode must be real. This implies that the s-wave scattering length for the total spin-2 channel
must be positive [see Eq. (46)]:
c0 + c1 = g2 =
4π~2
M
a2 > 0. (248)
We also note that the Bogoliubov spectrum (246) is independent of the applied magnetic field
and remains gapless in its presence. This Nambu-Goldstone mode is a consequence of the global
U(1) gauge invariance due to the conservation of the total number of bosons.
On the other hand, the other two modes are single-particle like:
Ek,0 = ǫk + p − q, (249)
ˆbk,0 = aˆk,0, (250)
Ek,−1 = ǫk + 2p − 2c1n, (251)
ˆbk,−1 = aˆk,−1. (252)
For the system to be stable, the single-particle excitation energies must be real and semi-positive
definite. This implies that p ≥ q and p ≥ c1n; these conditions are satisfied when the system is
in the ferromagnetic phase (see Fig. 3). The m = 0 and −1 modes describe the fluctuations in the
direction and the amplitude of the polarization, respectively. At p = q = 0, Ek,0 becomes gapless
because it is the Nambu-Goldstone mode associated with the spin rotational [SO(3)] symmetry
of the Hamiltonian [100]. Moreover, the energy spectrum Ek,0 becomes quadratic, indicating that
the critical velocity vanishes in a ferromagnetic BEC. This is because the spin-gauge symmetry
of the ferromagnetic phase allows the decay of superfluid currents through development of spin
textures (see Sec. 8.2.1).
59
Only the m = 1 mode contributes to Nqntm and Eqntm, resulting in
Nqntm
N
=
1
N
∑
k,0
ǫk + g2n −
√
ǫk(ǫk + 2g2n)
2
√
ǫk(ǫk + 2g2n)
=
8
3
√
na32
π
, (253)
Eqntm =
1
2
∑
k
[ √
ǫk(ǫk + 2g2n) − ǫk − g2n + (g2n)
2
2ǫk
]
=
64
15g2n
√
na32
π
N, (254)
where we have used Dcorr = (c0 + c1)2n2 = (g2n)2. Thus, the ground-state energy of the system is
EF0 = E0 + E
qntm =
g2nN
2
1 + 12815
√
na32
π
 − (p − q)N. (255)
It follows from this expression that the sound velocity is given by
c =
√
Ω2
MN
∂2EF0
∂Ω2
=
√
g2n
M
1 + 8
√
na32
π
 , (256)
where the leading-order term gives the Bogoliubov phonon velocity and the last term is the so-
called Lee-Huang-Yang correction to it.
5.2.2. Polar phase
The order parameter for the polar phase is ζ = (0, 1, 0)T, which leads to
H(0)k + H
(1) =

ǫk − p + q + c1n 0 0
0 ǫk + c0n 0
0 0 ǫk + p + q + c1n
 , (257)
H(2) =

0 0 c1n
0 c0n 0
c1n 0 0
 , (258)
where we have used µ = c0n. In the matrix σz MBk , the m = 0 mode is decoupled from other two
modes and describes the phonon mode with its spectrum and eigenmode given by
Ek,0 =
√
ǫk(ǫk + 2c0n), (259)
ˆbk,0 = sgn(c0)
√
ǫk + c0n + Ek,0
2Ek,0
aˆk,0 +
√
ǫk + c0n − Ek,0
2Ek,0
aˆ
†
−k,0. (260)
The Bogoliubov spectrum (259) is gapless, independent of the applied magnetic field, because
this is the Nambu-Goldstone phonon associated with the global U(1) symmetry breaking. The
other two mode arises from the elementary process of (0, 0) + (0, 0) ↔ (k,±1) + (−k,∓1), with
the eigenspectra and the corresponding eigenmodes given by
Ek,±1 =
√
(ǫk + q)(ǫk + q + 2c1n) ∓ p, (261)
ˆbk,±1 = sgn(c1)
√
ǫk + q + c1n + (Ek,±1 ± p)
2(Ek,±1 ± p) aˆk,±1 +
√
ǫk + q + c1n − (Ek,±1 ± p)
2(Ek,±1 ± p) aˆ
†
−k,∓1. (262)
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These two modes are degenerate at p = 0 and the linear combinations of ˆbk,1+ˆbk,−1 and ˆbk,1−ˆbk,−1
describe magnetic fluctuations in the x and y directions, respectively. These modes become
gapless at p = q = 0, because they are the Nambu-Goldstone modes associated with the spin
rotational symmetry. For the system to be stable, we must have c0 > 0, q > min(0,−2c1n), and
p2 < q(q + 2c1n); these conditions are satisfied when the system is in the polar phase.
The quantum depletion for the polar phase is given by
Nqntm =
∑
k,0
 ǫk + c0n −
√
ǫk(ǫk + 2c0n)
2
√
ǫk(ǫk + 2c0n)
+
ǫk + q + c1n −
√(ǫk + q)(ǫk + q + 2c1n)√(ǫk + q)(ǫk + q + 2c1n)
 , (263)
which is analytically calculated only at q = 0 as
Nqntm
N
=
8
3
√
n
π
(
a˜
3/2
0 + 2a˜
3/2
1
)
. (264)
Here, a˜0 and a˜1 are defined so as to be the scattering length corresponding to c0 and c1, respec-
tively:
a˜0 ≡ M4π~2 c0 =
a0 + 2a2
3 , a˜1 ≡
M
4π~2
c1 =
a2 − a0
3 . (265)
From Dcorr = (c20 + 2c21)n2, Eqntm is calculated as
Eqntm =
1
2
∑
k
[ √
ǫk(ǫk + 2c0n) − ǫk − c0n + (c0n)
2
2ǫk
]
+
∑
k
[ √
(ǫk + q)(ǫk + q + 2c1n) − (ǫk + q + c1n) + (c1n)
2
2ǫk
]
→ 256π~
2
15M N
√
n3
π
(
a˜
5/2
0 + 2a˜
5/2
1
)
at q = 0. (266)
Together with E0 = c0nN/2, the sound velocity at q = 0 is given by
c =
√
c0n
M
1 + 8
√
na˜30
π
+ 16 a˜1
a˜0
√
na˜31
π
 . (267)
The q-dependences of Nqntm and Eqntum are investigated in Ref. [100].
5.2.3. Antiferromagnetic phase
The order parameter for the antiferromagnetic phase is given by
ζ±1 =
√
1 ± fz
2
, ζ0 = 0, (268)
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where fz = p/c1. The chemical potential is given by µ = q + c0n. The matrix elements of σz MBk
are calculated as follows:
H(0)k + H
(1) =

ǫk +
n
2
(c0 + c1)(1 + fz) 0 n2 (c0 − c1)
√
1 − f 2z
0 ǫk − q + c1n 0
n
2
(c0 − c1)
√
1 − f 2z 0 ǫk +
n
2
(c0 + c1)(1 − fz)
 , (269)
H(2) =
n
2

(c0 + c1)(1 + fz) 0 (c0 − c1)
√
1 − f 2z
0 2c1
√
1 − f 2z 0
(c0 − c1)
√
1 − f 2z 0 (c0 + c1)(1 − fz)

. (270)
By diagonalizing the matrix σz MBk , we obtain the following eigenvalues:
Ek,0 =
√
(ǫk − q)2 + 2c1n(ǫk − q) + c21 f 2z , (271)
Ek,±1 =
√
ǫk
[
ǫk + c0 + c1 ±
√
(c0 − c1)2 + 4c0c1 f 2z
]
. (272)
The spectrum (271) becomes quadratic and gapful in the presence of an external field, with the
corresponding quasi-particle given by
ˆbk,0 = sgn(c1)
√
ǫk − q + c1n + Ek,0
2Ek,0
aˆk,0 +
√
ǫk − q + c1n − Ek,0
2Ek,0
aˆ
†
−k,0. (273)
On the other hand, the spectrum (272) is always gapless and linear in k, independent of the
external field. The corresponding eigenmodes are described with linear combinations of aˆk,±1
and aˆ†−k,±1. Phonon and magnon excitations are coupled in these modes. At p = 0, Eq. (272)
reduces to the excitation spectra of the uncoupled phonon and magnon modes:
Ek,1 =
√
ǫk(ǫk + 2c0n), (274)
ˆbk,1 = sgn(c0)
√
ǫk + c0n + Ek,1
2Ek,1
aˆk,1 + aˆk,−1√
2
+
√
ǫk + c0n − Ek,1
2Ek,1
aˆ
†
k,1 + aˆ
†
−k,−1√
2
, (275)
Ek,−1 =
√
ǫk(ǫk + 2c1n), (276)
ˆbk,−1 = sgn(c1)
√
ǫk + c1n + Ek,−1
2Ek,−1
aˆk,1 − aˆk,−1√
2
+
√
ǫk + c1n − Ek,−1
2Ek,−1
aˆ
†
k,1 − aˆ†−k,−1√
2
. (277)
In the absence of an external field (p = q = 0), the energy spectra, and hence the quantum deple-
tion and the zero-point fluctuation energy, coincide with those of the polar phase, in agreement
with the fact that the order parameters (0, 1, 0)T and (1, 0, 1)T/√2 are transformed to each other
by a spin rotation.
5.2.4. Broken-axisymmetry phase
Here we consider the case of p = 0. The case of p , 0 is discussed in Ref. [44]. The order
parameter for the BA phase with p = 0 is given by
ζ±1 =
√
1 − q˜
2
, ζ0 =
√
1 + q˜
2
, (278)
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where q˜ = −q/(2c1n). The chemical potential is given by µ = c0n + c1n(1 + q˜). In this case,
the condensate is polarized along the x direction with the polarization fx =
√
1 − q˜2. Hence,
the energy spectra should coincide with those of the ferromagnetic (or polar) phase at q = 0 (or
q = −2c1n).
The matrix elements of σz MBk for this case are given by
H(0)k + H
(1)
= ǫk1 +
n
4

(c0 − c1) − (c0 − 3c1)q˜ (c0 + 3c1)
√
2(1 − q˜2) (c0 − c1)(1 − q˜)
(c0 + 3c1)
√
2(1 − q˜2) 2(c0 − c1) + 2(c0 + c1)q˜ (c0 + 3c1)
√
2(1 − q˜2)
(c0 − c1)(1 − q˜) (c0 + 3c1)
√
2(1 − q˜2) (c0 − c1) − (c0 − 3c1)q˜
 , (279)
H(2) =
n
4

(c0 + c1)(1 − q˜) (c0 + c1)
√
2(1 − q˜2) (c0 + c1) − (c0 − 3c1)q˜
(c0 + c1)
√
2(1 − q˜2) 2(c0 + c1) + 2(c0 − c1)q˜ (c0 + c1)
√
2(1 − q˜2)
(c0 + c1) − (c0 − 3c1)q˜ (c0 + c1)
√
2(1 − q˜2) (c0 + c1)(1 − q˜)
 . (280)
Since H(0)k + H
(1) and H(2) are symmetric under exchange of m = 1 and −1, the following mode
is decoupled from the other two modes:
Ek,0 =
√
ǫk(ǫk + q), (281)
ˆbk,0 = sgn(q)
√
ǫk + q/2 + Ek,0
2Ek,0
aˆk,1 − aˆk,−1√
2
+
√
ǫk + q/2 − Ek,0
2Ek,0
aˆ
†
k,1 − aˆ†−k,−1√
2
. (282)
This energy spectrum coincides with that in Eq. (249) at p = q = 0 and that in Eq. (261) at p = 0
and q = −2c1n. The other two modes are given by
Ek,±1 =
√
ǫ2k + (c0 − c1)nǫk + 2(c1n)2(1 − q˜2) ± Λk, (283)
Λk =
√
[(c0 + 3c1)nǫk + 2(c1n)2(1 − q˜2)]2 − 4c1(c0 + 2c1)n2q˜2ǫ2k. (284)
The q-dependence of Nqntm and Eqntm are investigated in Ref. [100].
5.3. Spin-2 BECs
Substituting Eq. (193) in Eqs. (209) and (210), we obtain
H(1) = n
c0(ρ + 1) + c1 ∑
ν=x,y,z
(fνρfν + fνfν) + 2c2P0ρP0
 , (285)
H(2) = n
c0ρ˜ + c1 ∑
ν=x,y,z
fνρ˜fTν + c2a00P0
 , (286)
where n = N/Ω, fν = ∑mm′ (fν)mm′ζ∗mζm′ , a00 = ∑mm′(P0)mm′ζmζm′ , and ρ and ρ˜ are defined in the
same manner as in Eq. (238). E0, µ, and Dcorr for a spin-2 system are given by
E0 = N
[
−p fz + q(|ζ1|2 + |ζ−1|2) + n2(c0 + c1| f |
2 + c2|a00|2)
]
, (287)
µ = −p fz + q(|ζ1|2 + |ζ−1|2) + n(c0 + c1| f |2 + c2|a00|2), (288)
Dcorr = n2
{
c20 + 12c
2
1 + c1(2c0 + c1)| f |2 + [30c21 − 12c1c2 + c2(2c0 + c2)]|a00|2
}
, (289)
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where we have neglected the terms on the order of 1/N. Here, E0/N agrees with the mean-
field energy defined in Eq. (121), while µ for the stationary solution of the GPE agrees with the
chemical potential.
In the following subsections, we calculate the energy spectrum for several stationary states
obtained in Sec. 3.4 (see Table 6). The eigenmodes are calculated under the assumption of
Im(Ek,m) = 0. The obtained energy spectra and the corresponding eigenmodes are summarized
in Table 10.
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phase order parameter ζT energy spectrum Ek,m uTk,m v
T
k,m quasi-particle
F2 (1, 0, 0, 0, 0)
√
ǫk[ǫk + 2(c0 + 4c1)n] (u, 0, 0, 0, 0) (v, 0, 0, 0, 0) Eq. (293)
ǫk + p − 3q (0, 1, 0, 0, 0) (0, 0, 0, 0, 0)
ǫk + 2p − 4q − 4c1n (0, 0, 1, 0, 0) (0, 0, 0, 0, 0)
ǫk + 3p − 3q − 6c1n (0, 0, 0, 1, 0) (0, 0, 0, 0, 0)
ǫk + 4p − (8c1 − 2c2/5)n (0, 0, 0, 0, 1) (0, 0, 0, 0, 0)
UN (0, 0, 1, 0, 0) √ǫk[ǫk + 2(c0 + c2/5)n] (0, 0, u, 0, 0) (0, 0, v, 0, 0) Eq. (305)√(ǫk + q)[ǫk + q + 2(3c1 − c2/5)n] − p (0, u, 0, 0, 0) (0, 0, 0, v, 0) Eq. (306)√(ǫk + q)[ǫk + q + 2(3c1 − c2/5)n] + p (0, 0, 0, u, 0) (0, v, 0, 0, 0) Eq. (306)√(ǫk + 4q)(ǫk + 4q − 2c2n/5) − 2p (u, 0, 0, 0, 0) (0, 0, 0, 0, v) Eq. (307)√(ǫk + 4q)(ǫk + 4q − 2c2n/5) + 2p (0, 0, 0, 0, u) (v, 0, 0, 0, 0) Eq. (307)
C4
(√
1+ fz/2
2 , 0, 0, 0,
√
1− fz/2
2
) √
(ǫk − 4q)2 − 2c2n5 (ǫk − 4q) + ( fzc2n)
2
100 (0, 0, u, 0, 0) (0, 0, v, 0, 0) Eq. (322)
Eq. (319) with + sign for the last term (0, u, 0, 0, 0) (0, 0, 0, v, 0) Eq. (320)
Eq. (319) with − sign for the last term (0, 0, 0, u, 0) (0, v, 0, 0, 0) Eq. (320)
Eq. (314) (u, 0, 0, 0, u′) (v, 0, 0, 0, v′) Eqs. (317) and (318) at p = 0
C (1, 0, √2, 0,−1)/2 √ǫk(ǫk + 2c0) (u, 0,
√
2u, 0,−u) (v, 0, √2v, 0,−v) Eq. (328)√
ǫk(ǫk + 4c1) (u, 0, 0, 0, u) (v, 0, 0, 0, v) Eq. (330)
ǫk + 2c2n/5 (−1, 0,
√
2, 0, 1) (0, 0, 0, 0, 0) Eq. (332)√
ǫk(ǫk + 4c1) (0,
√
3u, 0, u, 0) (0, v, 0, 0, 0) Eq. (334)√
ǫk(ǫk + 4c1) (0,−u, 0,
√
3u, 0) (0, 0, 0, v, 0) Eq. (334)
Table 10: Bogoliubov excitation spectra for spin-2 BECs, where F2, UN, and C denote ferromagnetic, uniaxial nematic, and cyclic phases, respectively, where fz = p/(c1n −
c2n/20) in the C4 phase. The C4 state reduces to the biaxial nematic state at p = 0. The cyclic order parameter becomes a stationary solution of the GPE only at p = q = 0. The
second and third to last columns show the spin dependence of the eigenmode as in Table 9.
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5.3.1. Ferromagnetic state
The order parameter for the ferromagnetic state is given by ζ = (1, 0, 0, 0, 0)T, which leads to
H(0)k + H
(1) =Diag[ǫk + (c0 + 4c1)n, ǫk + p − 3q, ǫk + 2p − 4q − 4c1n,
ǫk + 3p − 3q − 6c1n, ǫk + 4p −
(
8c1 − 2c25
)
n], (290)
H(2) =Diag[(c0 + 4c1)n, 0, 0, 0, 0], (291)
where µ = −2p+ 4q+ (c0 + 4c1)n, and Diag denotes the diagonal matrix. Since both H(0)k + H(1)
and H(2) are diagonal matrices, all spin components are decoupled from each other. Moreover,
only the m = 2 mode has a linear dispersion:
Ek,2 =
√
ǫk(ǫk + 2g4n), (292)
ˆbk,2 = sgn(g4)
√
ǫk + g4n + Ek,2
2Ek,2
aˆk,2 +
√
ǫk + g4n − Ek,2
2Ek,2
aˆ
†
−k,2, (293)
where we have used c0 + 4c1 = g4 = (4π~2/M)a4 [Eq. (49)]. For the system to be stable, the
Bogoliubov excitation energy (292) must be real, implying that the s-wave scattering length for
the total spin-4 channel must be positive: a4 > 0. As in the case of the spin-1 ferromagnetic
phase, Ek,2 is independent of an applied magnetic field and remains gapless in its presence, since
this is the Nambu-Goldstone mode associated with the global U(1) gauge invariance.
On the other hand, all the other modes give single-particle spectra:
Ek,1 = ǫk + p − 3q, (294)
Ek,0 = ǫk + 2p − 4q − 4c1n, (295)
Ek,−1 = ǫk + 3p − 3q − 6c1n, (296)
Ek,−2 = ǫk + 4p −
(
8c1 − 2c25
)
n. (297)
For the system to be stable, the single-particle excitation energies must be positive.
The quantum depletion and the zero-point fluctuation energy for the ferromagnetic phase are
calculated as follows:
Nqntm
N
=
1
N
∑
k,0
ǫk + g4n −
√
ǫk(ǫk + 2g4n)
2
√
ǫk(ǫk + 2g4n)
=
8
3
√
na34
π
, (298)
Eqntm =
1
2
∑
k
[ √
ǫk(ǫk + 2g4n) − ǫk − g4n + (g4n)
2
2ǫk
]
=
64
15g4n
√
na34
π
N (299)
where we have used Dcorr = (c0 + 4c1)2n2 = (g4n)2.
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5.3.2. Uniaxial-nematic state
The order parameter for the UN state is given by ζ = (0, 0, 1, 0, 0)T with the chemical poten-
tial µ = c2n/5. Substituting ζ and µ in Eqs. (285) and (286), we obtain
H(0)k + H
(1) =Diag[ǫk − 2p + 4q − c2n5 , ǫk − p + q +
(
3c1 − c25
)
n, ǫk +
(
c0 +
c2
5
)
n,
ǫk + p + q +
(
3c1 − c25
)
n, ǫk + 2p + 4q − c2n5 ], (300)
H(2) =

0 0 0 0 c2n/5
0 0 0 (3c1 − c2/5)n 0
0 0 (c0 + c2/5)n 0 0
0 (3c1 − c2/5)n 0 0 0
c2n/5 0 0 0 0

. (301)
The eigenvalues of the matrix σz MBk are calculated to be
Ek,0 =
√
ǫk[ǫk + 2(c0 + c2/5)n], (302)
Ek,±1 =
√
(ǫk + q)[ǫk + q + 2(3c1 − c2/5)n] ∓ p, (303)
Ek,±2 =
√
(ǫk + 4q)(ǫk + 4q − 2c2n/5) ∓ 2p, (304)
with the corresponding eigenmodes given respectively by
ˆbk,0 = sgn(c0 + c2/5)
√
ǫk + (c0 + c2/5)n + Ek,0
2Ek,0
aˆk,0 +
√
ǫk + (c0 + c2/5)n − Ek,0
2Ek,0
aˆ
†
−k,0,
(305)
ˆbk,±1 = sgn(3c1 − c2/5)
√
ǫk + q + (3c1 − c2/5)n + (Ek,±1 ± p)
2(Ek,±1 ± p) aˆk,±1
+
√
ǫk + q + (3c1 − c2/5)n − (Ek,±2 ± p)
2(Ek,±2 ± p) aˆ
†
−k,∓1, (306)
ˆbk,±2 = sgn(−c2)
√
ǫk + 4q − c2n/5 + (Ek,±2 ± 2p)
2(Ek,±1 ± 2p) aˆk,±2
+
√
ǫk + 4q − c2n/5 − (Ek,±2 ± 2p)
2(Ek,±2 ± 2p) aˆ
†
−k,∓2. (307)
The spectrum (302) is massless (linear dispersion) and gapless regardless of an external field,
describing the phonon excitation mode, whereas other spectra become massive (quadratic in k)
and gapped in an presence of the external field. When p = q = 0, all spectra becomes mass-
less and gapless: Ek,±1 is the Nambu-Goldstone mode associated with the SO(3) spin rotational
symmetry, whereas Ek,±2 is the quasi-Nambu-Goldstone mode arising from the hidden SO(5)
symmetry (see Sec. 5.4).
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The quantum depletion at p = q = 0 is calculated as
Nqntm
N
=
1
N
∑
k,0
ǫk + (c0 + c2/5)n −
√
ǫk[ǫk + 2(c0 + c2/5)n]
2
√
ǫk[ǫk + 2(c0 + c2/5)n]
+
1
N
∑
k,0
ǫk + (3c1 − c2/5)n −
√
ǫk[ǫk + 2(3c1 − c2/5)n]√
ǫk[ǫk + 2(3c1 − c2/5)n]
+
1
N
∑
k,0
ǫk − c2n/5 −
√
ǫk(ǫk − 2c2n/5)√
ǫk(ǫk − 2c2n/5)
=
8
3
√
n
π
[(
a˜0 +
a˜2
5
)3/2
+ 2
(
3a˜1 − a˜25
)3/2
+ 2
(
− a˜25
)3/2]
, (308)
where a˜0,1,2 are defined as a˜0,1,2 ≡ M/(4π~2)c0,1,2 and written in terms of aF=0,2,4 as
a˜0 =
4a2 + 3a4
7
, a˜1 =
a4 − a2
7
, a˜2 =
7a0 − 10a2 + 3a4
7
. (309)
For the system to be stable, the energy spectra (302)–(304) should be semi-positive real, implying
that a˜0 + a˜2/5 > 0, 3a˜1 − a˜2/5 > 0, and −a˜2/5 > 0 for p = q = 0. In a manner similar to the case
of the spin-1 polar phase, Eqntm at p = q = 0 is calculated as
Eqntm =
256π~2
15M N
√
n3
π
[(
a˜0 +
a˜2
5
)5/2
+ 2
(
3a˜1 − a˜25
)5/2
+ 2
(
− a˜25
)5/2]
. (310)
5.3.3. C4 state
The order parameter for the C4 state is given by
ζ =

√
1 + fz/2
2
, 0, 0, 0,
√
1 − fz/2
2

T
, (311)
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where fz = p/(c1n− c2n/20). Substituting Eq. (311) and µ = 4q+ (c0 + c2)n/5 in Eqs. (285) and
(286), we obtain
H(0)k + H
(1) =Diag
[
ǫk +
2 + fz
4
(c0 + 4c1)n, ǫk − 3q + 2 + fz2 c1n −
4 − fz
20 c2n, ǫk − 4q −
c2n
5 ,
ǫk − 3q + 2 − fz2 c1n −
4 + fz
20 c2n, ǫk +
2 − fz
4
(c0 + 4c1)n
]
+
√
4 − f 2z
20 (5c0 − 4c1 + 2c2)n

0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 0

, (312)
H(2) =Diag
[
2 + fz
4
(c0 + 4c1)n, 0, 0, 0, 2 − fz4 (c0 + 4c1)
]
+
√
4 − f 2z
20

0 0 0 0 5c0 − 20c1 + 2c2
0 0 0 10c1 − 2c2 0
0 0 2c2 0 0
0 10c1 − 2c2 0 0 0
5c0 − 20c1 + 2c2 0 0 0 0

,
(313)
from which we can decouple the eigenvalue equation (226) for the modes of (uk,2, uk,−2, vk,2, vk,−2)T,
(uk,±1, vk,∓1)T, and (uk,0, vk,0)T.
The energy spectra for the m = ±2 components are given by
Ek,±2 =
√
ǫk
[
ǫk + (c0 + 4c1)n ± n5
√
(5c0 − 20c1 + 2c2)2 + (20c1 − c2)(3c0 + c2) f 2z
]
. (314)
The spectra (314) are massless (linear dispersion) and gapless regardless of the presence of the
external field. This is because they are the Nambu-Goldstone modes associated with the U(1)
gauge symmetry and the relative gauge symmetry, which is the rotational symmetry about the
direction of the applied field. When p = 0 or fz = 0, Eq. (314) reduces to the decoupled density
and spin waves:
Ek,2 =
√
ǫk[ǫk + 2(c0 + c2/5)n], (315)
Ek,−2 =
√
ǫk[ǫk + 2(4c1 − c2/5)n], (316)
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whose eigenmodes are given by
ˆbk,2 =sgn(c0 + c2/5)
√
ǫk + (c0 + c2/5)n + Ek,2
2Ek,2
aˆk,2 + aˆk,−2√
2
+
√
ǫk + (c0 + c2/5)n − Ek,2
2Ek,2
aˆ
†
−k,2 + aˆ
†
−k,−2√
2
, (317)
ˆbk,−2 =sgn(4c1 − c2/5)
√
ǫk + (4c1 − c2/5)n + Ek,−2
2Ek,−2
aˆk,2 − aˆk,−2√
2
+
√
ǫk + (4c1 − c2/5)n − Ek,−2
2Ek,−2
aˆ
†
−k,2 − aˆ†−k,−2√
2
. (318)
The energy spectra and the corresponding eigenmodes for the m = ±1 modes are given by
Ek,±1 =
√
(ǫk − 3q)2 + 2
(
c1 − c25
)
n(ǫk − 3q) + 14
[
fz
(
c1 − c25
)
n
]2
± fz
2
(
c1 +
c2
10
)
n, (319)
ˆbk,±1 =sgn(c1 − c2/5)
√
ǫk − 3q + (c1 − c2/5)n + [Ek,±1 ∓ fz2 (c1 + c2/10)n]
2[Ek,±1 ∓ fz2 (c1 + c2/10)n]
aˆk,±1
+
√
ǫk − 3q + (c1 − c2/5)n − [Ek,±1 ∓ fz2 (c1 + c2/10)n]
2[Ek,±1 ∓ fz2 (c1 + c2/10)n]
aˆ
†
−k,∓1, (320)
whereas those for the m = 0 mode are given by
Ek,0 =
√
(ǫk − 4q)2 − 2c2n5 (ǫk − 4q) +
( fzc2n)2
100 , (321)
ˆbk,0 = sgn(−c2)
√
ǫk − 4q − c2n/5 + Ek,0
2Ek,0
aˆk0 +
√
ǫk − 4q − c2n/5 − Ek,0
2Ek,0
aˆ
†
−k,0. (322)
These spectra become massive (quadratic in k) and gapful in the presence of an external field.
At p = q = 0, all five dispersion relations in Eqs. (314), (319), and (321) become gapless and
linear, reflecting the fact that in the absence of the magnetic field, the ground state is degenerate
with respect to five continuous variables (see Sec. 5.4). Note, however, that only the first four are
the Nambu-Goldstone modes, and the last one is the quasi-Nambu-Goldstone mode arising from
the hidden SO(5) symmetry (see Sec. 5.4).
For the BN state, i.e., C4 state at p = q = 0, the quantum depletion and the zero-point
fluctuation energy are calculated as
Nqntm
N
=
8
3
√
n
π
[(
a˜0 +
a˜2
5
)3/2
+ 2
(
a˜1 − a˜25
)3/2
+
(
− a˜25
)3/2
+
(
4a˜1 − a˜25
)3/2]
, (323)
Eqntm =
256π~2
15M N
√
n3
π
[(
a˜0 +
a˜2
5
)5/2
+ 2
(
a˜1 − a˜25
)5/2
+
(
− a˜25
)5/2
+
(
4a˜1 − a˜25
)5/2]
. (324)
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Although the mean-field energy for the BN and UN states are degenerate (see Sec. 3.4.2), the
degeneracy is lifted by zero-point fluctuations. From Eqs. (310) and (324), the energy difference
between the BN and UN states is given by
∆E = EUN − EBN ∝ 2
(
3a˜1 − a˜25
)5/2
+
(
− a˜25
)5/2
− 2
(
a˜1 − a˜25
)5/2
−
(
4a˜1 − a˜25
)5/2
. (325)
In the region of the nematic phase, i.e., when a˜2 < 0 and a˜2 < 20a˜1 (see Fig. 5), ∆E is a
monotonically decreasing function of a˜1 satisfying ∆E < 0 (∆E > 0) for a˜1 > 0 (a˜1 < 0). Hence,
the BN state is the ground state for a˜1 < 0 and a˜2 < 20a˜1, while the UN state is the ground state
for a˜1 > 0 and a˜2 < 0.
5.3.4. Cyclic state
In the absence of an external field (i.e., p = q = 0) the C3± and D2’ states reduce to the cyclic
state3:
ζ =
(
1
2
, 0, 1√
2
, 0,−1
2
)T
, (326)
with the chemical potential given by µ = c0n. By solving the eigenvalue equation (226), we
obtain the energy spectra and quasi-particles as follows.
1. Phonon mode describing the density fluctuation:
Ek,0 =
√
ǫk(ǫk + 2c0n), (327)
ˆbk,0 =sgn(c0)
√
ǫk + c0n + Ek,0
2Ek,0
aˆk,2 +
√
2aˆk,0 − aˆk,−2
2
+
√
ǫk + c0n − Ek,0
2Ek,0
aˆ
†
k,2 +
√
2aˆ†k,0 − aˆ†k,−2
2
. (328)
2. Spin mode describing the rotation about the z axis:
Ek,2 =
√
ǫk(ǫk + 4c1n), (329)
ˆbk,2 =sgn(c1)
√
ǫk + 2c1n + Ek,2
2Ek,2
aˆk,2 + aˆk,−2√
2
+
√
ǫk + 2c1n − Ek,2
2Ek,2
aˆ
†
k,2 + aˆ
†
k,−2√
2
. (330)
3. Fluctuations in the singlet-pair amplitude due to the coupling between the m = 0 and
m = ±2 states via the c2 term:
Ek,−2 =ǫk +
2c2
5 , (331)
ˆbk,−2 =
−aˆk,2 +
√
2aˆk,0 + aˆk,−2
2
. (332)
3The spinor in Eq. (326) is related to ˜ζ ≡ (1, 0, i√2, 0, 1)T/2 by ζ = e−iπ/2eifzπ/4 ˜ζ.
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4. Spin mode describing the rotation about an axis perpendicular to the z axis:
Ek,±1 =
√
ǫk(ǫk + 4c1n), (333)
ˆbk,±1 =sgn(c1)
√
ǫk + 2c1n + Ek,±1
2Ek,±1
√
3aˆk,±1 ± aˆk,∓1
2
±
√
ǫk,±1 + 2c1n − Ek,±1
2Ek,±1
aˆ
†
k,±1.
(334)
Since the first two modes are the Nambu-Goldstone modes associated with the U(1) gauge
symmetry and the SO(2) spin rotational symmetry about the z axis, they remain gapless in the
D2’ state, which appears continuously from the order parameter (326) in the presence of an
external magnetic field (applied in the z direction). On the other hand, the energy spectrum (333)
describes a gapless Nambu-Goldstone mode associated with the SO(3) spin rotational symmetry
in the absence of an external field; however, it becomes gapful in the D2’ state.
The quantum depletion and the zero-point fluctuation energy of the cyclic phase (i.e., at
p = q = 0) are given by
Nqntm =
8
3
√
n
π
(
a˜
3/2
0 + 3a˜
3/2
1
)
, (335)
Eqntm =
256π~2
15M N
√
n3
π
[
a˜
5/2
0 + 3(2a˜1)5/2
]
. (336)
5.4. Quasi Nambu-Goldstone mode
As discussed in Sec. 3.4.2, the mean-field ground-state energy is degenerate with respect to
the uniaxial nematic (UN) and biaxial nematic (BN) phases at zero magnetic field; in this case,
there is a gapless excitation that does not belong to the Nambu-Goldstone mode. In fact, the total
number of spontaneously broken symmetry generators is three for the UN phase and four for the
BN phase [100], whereas five gapless Bogoliubov modes exist in the nematic phase [8]. The
physical origin of this phenomenon may be understood as follows. The nematic phase is char-
acterized with a maximum spin-singlet pair amplitude (|a00| = 1/
√
5) and zero magnetization
(| f | = 0). Since the magnetization is kept zero as long as the spin-singlet pair amplitude takes
on its maximum [see the discussion below Eq. (120)], the mean-field energy is degenerate for
the states that are obtained from the UN or BN order parameter by SO(5) transformations which
make the spin-singlet pair amplitude invariant [100]. Consequently, the order parameter mani-
fold is enlarged with a dimensionality of five, which is equal to the number of gapless modes
predicted by the Bogoliubov theory. Therefore, the number of extra gapless modes is equal
to the dimensionality of the enlarged manifold minus the dimensionality of the original order-
parameter manifold. The difference is two for the UN phase and one for the BN phases. These
extra gapless modes behave as soft modes and correspond to quasi-Nambu-Goldstone modes in
elementary particle physics (see, e.g., p. 489 of Ref. [101]); however, their experimental realiza-
tion has been elusive. The nematic phase of a spin-2 BEC may provide the first experimental
manifestation of a quasi-Nambu-Goldstone mode [102].
Concretely speaking, one of the modes in Eq. (304) is the quasi Nambu-Goldstone mode
for the UN phase, and the modes in Eq. (321) are the quasi Nambu-Goldstone modes in the
BN phase. The continuous symmetries concerning these modes reflect not the symmetry of the
Hamiltonian but the hidden SO(5) symmetry due to the degeneracy in the mean-field solution
ζ = (cos ξ/√2, 0, sin ξ, 0, cos ξ/√2)T for ∀ξ ∈ R [100, 102]. This degeneracy is lifted when we
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take into account the zero-point energy [see Eq. (325)]. Since the beyond-mean-field correction
lifts the degeneracy between UN and BN states, the excitation spectra (304) and (321) should
become gapful even at zero magnetic field in such higher-order approximations with which the
spin-singlet pair amplitude is quantum-mechanically depleted.
5.5. Dynamical instability
Since the Bogoliubov equation (226) is an eigenvalue equation of a non-Hermitian matrix,
it may have a complex eigenvalue. In such cases, we cannot diagonalize the effective Hamil-
tonian (201) as in the form of Eq. (230), and the number of the quasi-particles increases even
when we start from a vacuum of the quasi-particles |vacB〉. Such an instability is referred to
as the dynamical instability. The dynamical instability may arise for a state which is stationary
in the mean-field approximation but not the real ground state of the system, such as a multiply
quantized vortex state [103, 104, 105, 106], a state with a nonzero current velocity in an optical
lattice [107], and spinor BECs in non-ground-state spin configurations [108, 109, 82].
On the other hand, the Bogoliubov equation may also have a negative real eigenvalue, which
is called the Landau instability. In the presence of the Landau instability, the system can lower its
energy by exciting a negative-eigenvalue mode, which is possible only when there is an energy
dissipation. In experiments of cold atomic gases, the energy dissipation is small because the
system is isolated in vacuum. Therefore, the dynamical rather than Landau instability is crucial
for describing the instability in cold atomic systems.
Mathematically speaking, the Bogoliubov Hamiltonian (201) cannot be diagonalized because
the orthonormal relation (229) is violated for the eigenmode with a complex eigenvalue. To see
this, we rewrite Eq. (226) as
MBk
(
uk,m
vk,m
)
= Ek,mσz
(
uk,m
vk,m
)
. (337)
Taking the Hermitian conjugate of Eq. (337), we obtain(
u†k,m′ , v
†
k,m′
)
MBk = E
∗
k,m′
(
u†k,m′ , v
†
k,m′
)
σz, (338)
where we have used the fact that MBk is Hermitian. Multiplying
(
u†k,m′ , v
†
k,m′
)
to Eq. (337) from
the left and
(
uk,m
vk,m
)
to Eq. (338) from the right, and subtracting them, we obtain
(E∗k,m′ − Ek,m)(u†k,m′uk,m − v†k,m′vk,m) = 0. (339)
Equation (339) with m = m′ is consistent with the orthonormal condition (229), if the eigenvalue
Ek,m is a real number. However, if Ek,m has a nonzero imaginary part, Eq. (339) leads to
u†k,muk,m − v†k,mvk,m = 0, (340)
and Eq. (229) is no longer satisfied. Instead, for a set of complex conjugate eigenvalues, Ek,m′ =
E∗k,m, we can impose the following normalization condition for the corresponding eigenmodes:
u†k,m′uk,m − v†k,m′vk,m = 1. (341)
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In other words, to define the Bogoliubov quasi-particles that satisfy the canonical commutation
relations, the complex eigenvalues appear in complex conjugate pairs. In such a case, the Bo-
goliubov quasi-particles can be defined as follows. Suppose that σz MBk has a pair of complex
conjugate eigenvalues Ea and Eb = E∗a with the respective eigenmodes
(
ua
va
)
and
(
ub
vb
)
. From
Eqs. (340) and (341), these modes satisfy the following equations:
u†aua − v†ava = u†bub − v†bvb = 0, (342)
u†bua − v†bva = u†aub − v†avb = 1. (343)
Because
(
v∗a
u∗a
)
and
(
v∗b
u∗b
)
are the eigenmodes of σz MB−k with the eigenvalues −E∗a and −E∗b = −Ea,
a pair of quasi-particles with momenta k and −k should be constructed from the above two
eigenmodes. Indeed, when we define(
uk,m
vk,m
)
=
1√
2
(
ua + ub
va + vb
)
, (344)(
u−k,m
v−k,m
)
=
i√
2
(
v∗a − v∗b
u∗a − u∗b
)
, (345)
we can confirm from Eqs. (342) and (343) that
(
u±k,m
v±k,m
)
satisfy the conventional orthonormal
conditions [see Eqs. (220) and (221)]:
u†k,muk,m − v†k,mvk,m = 1, (346)
u†−k,mu−k,m − v†−k,mv−k,m = 1, (347)
uTk,mv−k,m − vTk,mu−k,m = 0. (348)
Hence, the Bogoliubov quasi-particles for the complex modes are defined by
ˆbk,m =
u†a + u
†
b√
2
aˆk −
v†a + v
†
b√
2
aˆ†−k, (349)
ˆb−k,m = −i
vTa − vTb√
2
aˆ−k + i
uTa − uTb√
2
aˆ†k. (350)
Finally, defining Ek,m = Ea and E−k,m = −E∗a = −E∗k,m for the complex modes, Eq (230) is
modified as
ˆHB =E0 +
1
2
∑
k,0
{
−Tr[H(0)k + H(1)] +
Dcorr
2ǫk
}
+
∑
k,0,m
Re(Ek,m)
(
ˆb†k,m ˆbk,m +
1
2
)
+
∑
k,0,m
′
Im(Ek,m)
(
ˆbk,m ˆb−k,m + ˆb†k,m ˆb
†
−k,m
)
, (351)
where the prime in
∑′ indicates that except for k = 0 we sum over a half momentum space
to count each pair (k,−k) only once. The Hamiltonian (351) clearly shows that a pair of ˆbk,m
74
and ˆb−k,m quasi-particles are generated even from a vacuum |vacB〉 of the Bogoliubov quasi-
particles. Actually, from the Heisenberg equations of operators ˆA = ˆb†k,m ˆbk,m + ˆb
†
−k,m ˆb−k,m and
ˆB = −ˆbk,m ˆb−k,m + ˆb†k,m ˆb†−k,m,
i~
d
dt
ˆA = 2Im(Ek,m) ˆB, (352)
i~
d
dt
ˆB = −2Im(Ek,m)( ˆA + 1), (353)
we obtain
〈vacB| ˆA(t)|vacB〉 = e
2γt + e−2γt
2
− 1 = 2 sinh2(γt), (354)
where γ ≡ Im(Ek,m)/~ and we have used 〈vacB| ˆA(0)|vacB〉 = 〈vacB| ˆB(0)|vacB〉 = 0. Since ˆbk,m
and ˆb−k,m particles are created pairwise, the number of these particles increases as
〈ˆb†±k,m ˆb±k,m〉 = sinh2
[
Im(Ek,m)
~
t
]
. (355)
The above discussions can straightforwardly be generalized to a nonuniform system by writing
down the Bogoliubov eigenvalue equation in the coordinate space.
5.6. Mean-field description
In the mean-field theory, the collective motion of the condensate is described with the Bo-
goliubov spectrum. The GPE of a spin- f system is generally written in the following form:
i~
∂
∂t
ψm =
[
− ~
2
2M∇
2 + Utrap(r) + pm + qm2
]
ψm +
∑
nm′n′
Cm1m2
m′1m
′
2
ψ∗nψn′ψm′ , (356)
where Cm1m2
m′1m
′
2
is defined in Eq. (14). We expand the order parameter as
ψm(r, t) = [ψ(0)m (r) + δψm(r, t)]e−iµt/~, (357)
where ψ(0)m is a stationary solution of the GPE with the chemical potential µ, i.e.,
µψ(0)m =
[
− ~
2
2M
∇2 + Utrap(r) + pm + qm2
]
ψ(0)m +
∑
nm′n′
Cm1m2
m′1m
′
2
ψ(0)∗n ψ
(0)
n′ ψ
(0)
m′ . (358)
Substituting Eq. (357) to the GPE (356) and keeping only the terms linear in δψ, we obtain
i~
∂
∂t
δψm =
[
− ~
2
2M
∇2 + Utrap(r) − µ − pm + qm2
]
δψm
+
∑
nm′n′
Cm1m2
m′1m
′
2
[
ψ(0)∗n ψ
(0)
n′ δψm′ + ψ
(0)∗
n δψn′ψ
(0)
m′ + δψ
∗
nψ
(0)
n′ ψ
(0)
m′
]
. (359)
We consider a mode with eigen frequency E/~, and substitute
δψm(r, t) = e−iEt/~ u˜m(r) + eiE∗ t/~v˜∗m(r) (360)
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in Eq. (359). Then we obtain the following eigenvalue equation:
E
(
u˜(r)
v˜(r)
)
=
(
˜H(0)(r) + ˜H(1)(r) ˜H(2)(r)
−[ ˜H(2)(r)]∗ −[ ˜H(0)(r) + ˜H(1)(r)]∗
) (
u˜(r)
v˜(r)
)
, (361)
where ˜H(0,1,2) are (2 f + 1) × (2 f + 1) matrices defined by
˜H(0)(r) =
[
− ~
2
2M
∇2 + Utrap(r) − µ
]
1 − pfz + qf2z , (362)
˜H(1)mn(r) =
∑
m′n′
(Cmn′nm′ +Cmn
′
m′n)ψ(0)m′ (r)ψ(0)∗n′ (r), (363)
˜H(2)mn(r) =
∑
m′n′
Cm1m2
m′1m
′
2
ψ
(0)
m′ (r)ψ(0)n′ (r). (364)
For the case of a uniform system [Utrap(r) = 0] with ψ(0)m =
√
nζm, ˜H(1) and ˜H(2) are exactly the
same as H(1) and H(2) defined in Eqs. (209) and (210). Moreover, expanding u˜(r) and v˜(r) in
terms of plane waves as
u˜(r) = 1√
Ω
∑
k
uke
ik·r, (365)
v˜(r) = 1√
Ω
∑
k
vke
ik·r, (366)
we obtain Eq. (226).
The above results can be summarized as follows. If Ek,m is real for any k and m, the time
evolution of the order parameter can be approximated as
ψ(r, t) = √nζe−iµt/~ + 1√
Ω
∑
k,m
Λk,m
[
uk,me
−i(Ek,m t/~−k·r) + v∗k,me
i(Ek,m t/~−k·r)
]
e−iµt/~. (367)
Here, index m identifies the eigenmode and Λk,m is the amplitude of each eigenmode at t = 0,
which is calculated using the orthonormal condition of uk,m and vk,m as
Λk,m ≡
∫
dre−ik·r
[
u†k,mψ(r, 0) − v†k,mψ∗(r, 0)
]
. (368)
Equation (367) shows that the Bogoliubov mode with a real eigenvalue Ek,m describes a steady
oscillation of the order parameter with a fixed amplitude Λk,m. On the other hand, if there are
complex conjugate pairs of eigenmodes, their contributions to Eq. (367) are given by
Λa
[
uae
−i(Ea t/~−k·r) + v∗ae
i(E∗a t/~−k·r)
]
+ Λb
[
ube
−i(Eb t/~−k·r) + v∗be
i(E∗b t/~−k·r)
]
, (369)
which indicates an exponential growth or decay of the order parameter, depending on the imag-
inary part of the eigenvalues, where ua,b, va,b and Ea = E∗b are the same as those defined in the
previous subsection (Sec. 5.5) and the amplitudesΛa,b are obtained by using Eqs. (342) and (343)
as
Λa ≡
∫
dre−ik·r
[
u†bψ(r, 0) − v†bψ∗(r, 0)
]
, (370)
Λb ≡
∫
dre−ik·r
[
u†aψ(r, 0) − v†aψ∗(r, 0)
]
. (371)
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5.7. Domain formation
To see how the system evolves in the presence of dynamical instability, let us consider a
spin-1 polar state: ζ = (0, 1, 0). The Bogoliubov spectra for the polar state are given by [see
Eqs. (259) and (261)]
Ek,ph =
√
ǫk(ǫk + 2c0n), Ek,sp =
√
(ǫk + q)(ǫk + q + 2c1n), (372)
where Ek,ph and Ek,sp correspond to the density (phonon) and spin waves, respectively, and we
have chosen p to be zero since the total longitudinal magnetization is conserved and remains zero
in the subsequent dynamics. When the spin-dependent interaction is ferromagnetic (c1 < 0), the
polar state becomes the ground state at q > 2|c1|n, and the Bogoliubov spectra are always real
and positive in this region. Then, consider what happens if we suddenly quench the value of q
to below 2|c1|n. This is what Sadler et al. have done in their experiment [82]. At q < 2|c1|n, the
spin mode with a momentum lying in the range
Max(0,−q) < ǫk < 2|c1|n − q (373)
becomes pure imaginary and the number of atoms in the m = ±1 states grows according to
Eqs. (355) or (369). For q = 0, the imaginary part of Ek,sp becomes maximal at ǫk = |c1|n, which
means that the spin wave with the wavelength
λc =
√
3π
2|a2 − a0|n (374)
grows fastest, resulting in a formation of magnetic patterns with the characteristic wavelength
λc [109, 110]. For the parameters of the experiment [82], n ∼ 2.8×1020 m−3 and |a2−a0| = 1.07aB
with aB the Bohr radius, we obtain λc ∼ 17 µm, in good agreement with the observed domain
size (which corresponds to λc/2) of about 10 µm [82].
Another example of the dynamical instability is the formation of metastable spin domains [58].
In Ref. [58, 111, 112, 97], Miesner et al. first prepared 23Na atoms in the m = 1 state and trans-
ferred half of them to the m = 0 state by irradiating an rf field. Then, letting the system evolve
freely in time while applying a uniform magnetic field to prevent the m = −1 component from
appearing due to the quadratic Zeeman effect, they found that spin domains develop with the two
components being aligned alternatively. The experimental conditions in effect amount to setting
ζ1 = ζ0 =
1√
2
, ζ−1 = 0. (375)
With this initial state, µ defined in Eq. (203) is given by µ = (q− p)/2+(c0+3c1/4)n. Because the
m = −1 component does not appear due to the large quadratic Zeeman energy, we can neglect
the elements H(1,2)
m,−1 and H
(1,2)
−1,m and choose p = q = 0. Then, M
B
k in the Bogoliubov equation
reduces to a 4 × 4 matrix constructed from
H(0)k + H
(1) = ǫk1 +
n
4
(
2c0 + 3c1 2c0 + 2c1
2c0 + 2c1 2c0 − c1
)
, (376)
H(2) =
n
2
(
c0 + c1 c0 + c1
c0 + c1 c0
)
. (377)
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The eigenvalues of MBk are given by
Ek =
√
ǫ2k +
(
c0 +
c1
2
)
nǫk +
3(c1n)2
16 ± Λk, (378)
Λk =
√
(c20 + 2c0c1 + 2c21)n2ǫ2k +
1
4
(2c0 + c1)c21n3ǫk −
1
64(4c0 + 3c1)c
3
1n
4. (379)
Since c0 ≫ c1(> 0) for 23Na atoms (see Table 4), by ignoring higher-order powers of c1/c0, we
obtain
Ek =
√
ǫ2k +
(
c0n +
c1n
2
)
ǫk ± (c0n + c1n)ǫk,
where the plus (minus) sign corresponds to the density (spin) wave. We see that the energy of
the spin wave becomes pure imaginary for ǫk < c1n/2, implying the formation of spin domains.
The wavelength for the most unstable mode, that is, the wavelength at which the imaginary part
of Ek takes its maximum, is [112, 97]
λc =
√
6π
(a2 − a0)n . (380)
For the parameters of the experiment [58], n ∼ 1020 m−3 and a2 − a0 = 2.47aB (the latest data
measured in Ref. [13]), we obtain λc ∼ 38 µm; this is in reasonable agreement with the observed
value (λc/2) of approximately about 40 µm [58].
The dynamical instability and pattern-formation dynamics in a spinor BEC have also been
discussed in various situations such as a non-stationary state [68], a spin helix [113], a system
confined in a two-dimensional harmonic trap [114, 86], and a coreless-vortex state [115, 116].
The effects of the magnetic dipole-dipole interactions for the experiment [82] are discussed in
Refs. [117, 118, 119], and those for different setups are discussed in Refs. [120, 121, 95, 122] (see
also Sec. 6.3.5). The vortex-formation dynamics via the Kibble-Zurek mechanism is discussed
in Refs. [123, 124, 125, 126] (see also Sec. 5.9).
5.8. Parametric amplification
We see in the previous subsections that when the system is dynamically unstable, the unsta-
ble modes, that is, the Bogoliubov modes that have complex eigenvalues, exponentially grow,
leading to a formation of magnetic domains. Now, a question arises as to what is the initial seed
that triggers the instability. In the mean-field description, Eqs. (367) and (369) indicates that the
condensate ζ is stable if there is no fluctuations that triggers the instability in the initial state,
i.e., if Λa,b = 0. In reality, however, such a state cannot be stable even at absolute zero because
quantum fluctuations trigger the instability. This fact can be understood from Hamiltonian (351);
the number of the unstable quasi-particles increases no matter how they distribute in the initial
state.
To quantify the effects of quantum and classical fluctuations, let us consider again the first
example in the previous subsection [82]. We consider a ferromagnetically interacting gas (c1 < 0)
and prepare the initial state in the polar phase, ζ = (0, 1, 0)T. The Bogoliubov Hamiltonian (201)
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for this state is given by
ˆHB =E0 +
∑
k,0
Dcorr
4ǫk
+
∑
k,0
[
(ǫk + q + c1n)(aˆ†k,1aˆk,1 + aˆ†k,−1aˆk,−1) + (ǫk + q + c0n)aˆ†k,0aˆk,0
]
+
∑
k,0
(
c0n
2
aˆk,0aˆ−k,0 + c1naˆk,1aˆ−k,−1 + H.c.
)
. (381)
The Bogoliubov mode that becomes unstable at p = 0 and q < 2|c1|n excites the atoms in the
m = ±1 states [see Eqs. (261) and (262)]. The Heisenberg equations of motion for these atoms
are [123, 125]
i~
d
dt aˆ±k,±1 = (ǫk + q + c1n)aˆ±k,±1 + c1naˆ
†
∓k,∓1, (382)
with the solutions given by
aˆk,±1(t) =
(
cos
Ek,spt
~
− i ǫk + q + c1n
Ek,sp
sin
Ek,spt
~
)
aˆk,±1(0)
− i c1n
Ek,sp
sin
Ek,spt
~
aˆ
†
−k,∓1(0), (383)
where Ek,sp is the Bogoliubov spectrum defined in Eq. (372). When c1 < 0 and q < 2|c1|n, Ek,sp
becomes pure imaginary. Rewriting Ek,sp = i~γk for the unstable mode, the number of atoms in
these modes increases as
〈nˆk,±1(t)〉 =〈aˆ†k,±1(t)aˆk,±1(t)〉
=
cosh2(γkt) +
(
ǫk + q + c1n
~γk
)2
sinh2(γkt)
 〈nˆk,±1(0)〉
+
(
c1n
~γk
)2
sinh2(γkt) (〈nˆ−k,∓1(0)〉 + 1) , (384)
where we have assumed 〈aˆk,±1(0)aˆ−k,∓1(0)〉 = 〈aˆ†k,±1(0)aˆ†−k,∓1(0)〉 = 0. Equation (384) clearly
shows that even when all atoms are prepared exactly in the m = 0 state, i.e., 〈nˆ±k,±1(0)〉 = 0,
the number of atoms in the m = ±1 states increases as [c1n/(~γk)]2 sinh2(γkt). This is the am-
plification of quantum fluctuations. In addition, classical fluctuations, that is, the atoms initially
populated in the m = ±1 states, are also amplified. The amplification of quantum fluctuations
is investigated both experimentally and theoretically in Refs. [24, 117] in which the truncated
Wigner approximation is used to let classical spin fluctuations numerically evolve in time. The
theoretical results, under the assumption that the observed amplification of spin fluctuations is
quantum limited, are consistent with the growth rate observed in the experiment within the er-
ror bar of the scattering length a2 − a0 (see Table 4). The number fluctuations in each spin
component during the parametric amplification are discussed in Ref. [127]. Similar experiments
were performed for spin-2 87Rb condensates in Refs. [84, 85, 86], where the effects of quantum
fluctuations are more prominent due to strong confinement of the trapping potential.
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5.9. Kibble-Zurek mechanism
The dynamical instability and the parametric amplification discussed above predict how the
quantum phase transition is triggered. Actually, the example in the previous subsection describes
the phase transition triggered by a sudden change in a magnetic field (magnetic field quench) [82,
110, 125, 123, 124, 126, 128]. The ground-state phase of a spin-1 ferromagnetic BEC is shown in
Fig. 3, where p and q are the coefficients of the linear and quadratic Zeeman effects, respectively.
When we consider a type of magnetic-field quench for which the total magnetization of the
system is conserved, the quench occurs along a constant-p line of the phase diagram. As in
the experiment described in Ref. [82], we consider the case of p = 0 which implies that the
total longitudinal magnetization of the system is kept to be zero. Then, when we decrease q
across the critical value qc = 2|c1|n, the ground state changes from the polar phase to the broken-
axisymmetry (BA) phase:
ψpolar =
√
n

0
1
0
 → ψBA = √n

e−iα
√
1 − q˜/2√(1 + q˜)/2
eiα
√
1 − q˜/2
 , (385)
where q˜ ≡ q/qc and α is an arbitrary real number. As we can see from Eq. (385), the populations
in the m = ±1 components grow from zero in this phase transition, and Eq. (384) describes their
time evolution.
Note here that the BA phase has transverse magnetization F+ ≡ Fx + iFy = eiα
√
1 − q˜2
which breaks the SO(2) symmetry corresponding to the direction of the transverse magnetization,
whereas the polar phase has no magnetization and preserves the SO(2) symmetry. Therefore,
this is the SO(2)-symmetry-breaking phase transition. By rapidly quenching the magnetic field
from above to below qc, α in Eq. (385) is randomly chosen at each spatial point, which implies
that local transverse magnetizations develop in random directions, and thus, spin vortices are
spontaneously created.
Such a mechanism for topological defect formation associated with a phase transition is
known as the Kibble-Zurek (KZ) mechanism. The basic idea of the KZ mechanism is as follows.
After the phase transition domains of the new phase emerge at causally disconnected places,
and the order parameters of the new phase at different locations are not correlated. When the
order parameters grow to overlap, they may be able to adjust dynamically so that they are con-
nected smoothly; if they cannot, singularities develop in the order parameter space, giving rise
to topological excitations. Such a scenario of topological defect formation was first discussed
by Kibble [129] in the context of cosmic-string and monopole formation in the early Universe,
and an experimental test for the Kibble scenario in condensed matter systems was proposed by
Zurek [130] (see Ref. [131] for a review).
Bose-Einstein condensates of dilute atomic vapor offer an ideal testbed for studying the KZ
mechanism because the temperature, strength of interaction, and external parameters such as
magnetic field and trapping potentials can be changed in a time shorter than the characteristic
time scale of topological defect formation. In fact, scalar vortices [132, 133] and spin vor-
tices [82, 78] have been observed to emerge spontaneously upon either temperature or magnetic-
field quench. In this subsection, we discuss the KZ mechanism for a quantum phase transition,
which is induced by a magnetic-field quench, from the viewpoint of dynamical instability.
5.9.1. Instantaneous quench
We first consider the situation in which the condensate is prepared in the polar phase ψpolar at
q > qc and then q is suddenly quenched to below qc. We can use solution (383) to investigate how
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the transverse magnetization develops with time. Because ˆψ0 ≃
√
n, the magnetization operator
ˆF+ = ˆF†− = ˆFx + i ˆFy is written as
ˆF+ =
√
2n[ ˆψ†1(r) + ˆψ−1(r)]. (386)
Using ˆψ±1(r) = 1/
√
Ω
∑
k aˆk,±1eik·r and Eq. (383), the correlation function of the transverse
magnetization is given by
〈 ˆF+(r, t) ˆF−(r′, t)〉 ≃ n2Ω
∑
k,|k|<kc
qc
qc − q − ǫk exp
[
2
~
|Ek,sp|t + ik · (r − r′)
]
, (387)
where Ek,sp is given in Eq. (372) as
Ek,sp =
√
(ǫk + q)(ǫk + q + 2c1n), (388)
which becomes pure imaginary for k satisfying |k| < kc ≡
√
2M(qc − q)/~. The exponential
terms in Eq. (387) describe dynamical instabilities, the dominant term of which is the one for
which the imaginary part of Ek is maximal. Let kmu be the “most unstable” wave number for
which |ImEk| is maximal. It follows from Eq. (388) that kmu = 0 for qc/2 < q < qc and
kmu =
√
2M
~2
(qc
2
− q
)
(389)
for q < qc/2. We then expand 2|Ek,sp|t/~ in the exponent around kmu as
2|Ek,sp|t
~
=
t
τ
(
1 − 1
4
ξ2corr∆k2
)
+ O(∆k4), (390)
where ∆k = k − kmu. It is clear that τ sets the time scale for exponential growth. Magnetization
can be observed when it has grown sufficiently, i.e., after time t ∼ τ has elapsed. Replacing the
summation with the Gaussian integral in Eq. (387), we find that ξcorr represents the correlation
length. For qc/2 < q < qc, kmu = 0 and
τ =
~
2
√
q(qc − q)
, ξcorr =
√
~2
M
2q − qc
q(qc − q) . (391)
In this case, ξcorr gives the typical size of magnetic domains. For q < qc/2, kmu is given by
Eq. (389) and
τ =
~
qc
, ξcorr =
√
8~2
M
qc − 2q
q2c
. (392)
Since kmu , 0, the factor eik·(r−r
′) in Eq. (387) creates additional spin winding within the correla-
tion length ξcorr, namely, magnetic domains in the region of ∆x < ξcorr are correlated.
We consider the Kibble scenario in a two-dimensional (2D) system. The number of generated
spin vortices, or the spin winding number w, is obtained from the algebraic relation
w =
1
2π
∮
C(R)
F−∇F+ − F+∇F−
2i|F+|2
· dℓ = 1
2π
∮
∇α · dℓ, (393)
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where C(R) is a circle of radius R and w gives the number of rotations of the spin vector in the
2D plane along C(R). The ensemble average of the winding number, 〈w〉avg, vanishes due to
the random nature of the initial noise (vacuum fluctuations), and the standard deviation, 〈w2〉1/2avg,
should be regarded as a typical winding number. For qc/2 < q < qc, 〈w2〉avg is proportional
to the number of random domains ∼ R/ξcorr on the boundary C(R). For qc/2 < q < qc, an
additional spin winding within the correlated region should be multiplied to the winding number.
In particular for kmuξcorr ≫ 1, 〈w2〉avg ∝ (kmuξcorr)2R/ξcorr. In both cases, the number of vortices
increases linearly with
√
R and monotonically decreases with the final value of q.
5.9.2. Finite-time quench
Next, we consider the case in which q is quenched linearly in a finite time τQ [123, 125, 126]:
q(t) = qc
(
1 − t
τQ
)
. (394)
In this case, the Bogoliubov excitation energy (388) changes in time and the spin correlation
function is estimated to be
〈 ˆF+(r, t) ˆF−(r′, t)〉 ∝
∫
dk exp
[
2
~
∫ t
0
|Ek(t′)|t′dt′ + ik · (r − r′)
]
∝ exp
[
f (t) − |r − r′|2/ξ2Q
]
, (395)
where since we are interested in the vicinity of the critical point, we expanded |Ek(t)| around
kmu = 0, and ξQ and f (t) are given by [125]
ξQ =
[
16~2
M2
t(τQ − t)
]1/4
, (396)
f (t) = τQqc
2~
tan−1
√
t
τQ − t −
√
t
τQ
(
1 − t
τQ
) (
1 − 2t
τQ
) . (397)
The time scale for magnetization is determined by f (t) = 1. Solving this equation by assuming
t ≪ τQ, we obtain
tQ ∼
(
~2τQ
q2c
)1/3
. (398)
Substituting this into Eq. (396), we obtain
ξQ ∼
(
~4
M3qc
)1/6
τ
1/3
Q . (399)
The same power law was obtained in Refs. [123, 126]. Because ξQ is the spin correlation length
in the present case, 〈w2〉 is proportional to R/ξQ ∝ Rτ−1/3Q .
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5.9.3. Numerical simulations
The topological defect formation caused by a quantum phase transition can be illustrated
by numerical simulations. Figure 10 shows the time evolution of transverse magnetization of
a two-dimensional spin-1 BEC following an instantaneous quench of the magnetic field from
q > qc to (a) q = 0 and (b) q = qc/2. Here, we assume that the system is a 2D disk with a
hard wall at radius 100 µm and the potential is assumed to be flat inside the wall. The initial
state is considered to be a stationary state of the GPEs and the following quench dynamics is
obtained by using the time-dependent GPEs. To trigger the dynamical instabilities that lead to
defect formation, we introduce small fluctuations in the initial amplitudes of the m = ±1 spin
components according to
ak,±1(0) = αrnd + iβrnd, (400)
where αrnd and βrnd are random variables whose amplitudes x follow the normal distribution
p(x) = √2/π exp(−2x2).
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Figure 10: Spontaneous magnetization following the instantaneous quench from q > qc to q < qc. Shown are the time
developments of the magnetization |F+ | (upper) and its direction arg |F+ | (lower) for (a) q = 0 and (b) q = qc/2. The
black circles in (b) indicate a topological defect. Reprinted from Ref. [125].
Figure 10 shows snapshots of the amplitude |F+(r)| and the phase argF+(r) of the transverse
magnetization after the instantaneous quench. We observe that many holes emerge spontaneously
after 100 ms. These holes represent topological excitations called polar-core vortices in which
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the m = ±1 components have vortices with the cores filled by the m = 0 components. Figure 11
shows the R dependence of the ensemble average of w2(R). We note that 〈w2(R)〉avg is propor-
tional to R for large R in agreement with the KZ theory, whereas it is proportional to R2 for small
R.
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Figure 11: R dependence of the variance of the spin winding number w(R) for instantaneous quench of the magnetic
field to q = 0 and to q = qc/2. The dashed and dotted lines are respectively proportional to R and R2. Reprinted from
Ref. [125].
If spin vortices can be generated randomly, 〈w2(R)〉avg should be proportional to the area of
the system and hence to R2. The KZ scaling law 〈w2(R)〉 ∝ R that we find for large R results
from the fact that the number of vortices matches that of anti-vortices inside the disk due to spin
conservation. In other words, for small q, magnetic domains are aligned in such a manner as to
cancel the local spin when averaged over the spin correlation length. Thus, over a larger length
scale, the magnetic domains can be created independently. This is the underlying physics that
makes the spin conservation compatible with the KZ postulate of independent defect creation at
long distance and the KZ scaling law valid for 2D systems. For the case of slow quench, the τQ
dependence of the winding number in numerical simulation also shows good agreement with the
KZ scaling law as detailed in Ref. [125].
6. Dipolar Bose-Einstein condensates
In this section, we consider the dipole-dipole interaction (DDI) that, unlike the s-wave con-
tact interaction, is long-range and anisotropic. The DDI between alkali atoms is thousand times
smaller than the short-range interaction for the background scattering length. However, recent
experimental developments, such as the realization of BECs of 52Cr atoms [64, 134], 164Dy
atoms [135], and 168Er atoms [136], creation of ultracold molecules [137, 138, 139, 140], and pre-
cision measurements [78, 141] and control [142], have enabled us to study several consequences
of the DDI. Here, we introduce the general properties of the DDIs in ultracold gases (Sec. 6.1),
and discuss two important cases: spin-polarized dipolar gases (Sec. 6.2) and spinor dipolar gases
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(Sec. 6.3). Excellent reviews on dipolar gases have been published by Baranov [143, 17] and by
Lahaye et al. [18].
6.1. Dipole–dipole interaction
6.1.1. Scattering properties of dipole interaction
The DDI between two dipole moments with relative position r [see Fig. 12 (a)] is given by
Vdd(r) = cdd
ˆd1 · ˆd2 − 3( ˆd1 · rˆ)( ˆd2 · rˆ)
r3
= cdd
∑
ν,ν′=x,y,z
ˆd1νQνν′(r) ˆd2ν′ , (401)
where ˆd1,2 are unit vectors for the directions of dipole moments, r = |r|, rˆ = r/r, and Qνν′(r) (ν, ν′ =
x, y, z) is a rank-2 traceless symmetric tensor that can be expressed in terms of rank-2 spherical
harmonics Ym2 (rˆ) as
Qνν′(r) ≡ δνν
′ − 3rˆνrˆν′
r3
(402)
=
√
6π
5
1
r3

√
2
3 Y
0
2 (rˆ) − Y22 (rˆ) − Y−22 (rˆ) iY22 (rˆ) − iY−22 (rˆ) Y12 (rˆ) − Y−12 (rˆ)
iY22 (rˆ) − iY−22 (rˆ)
√
2
3 Y
0
2 (rˆ) + Y22 (rˆ) + Y−22 (rˆ) −iY12 (rˆ) − iY−12 (rˆ)
Y12 (rˆ) − Y−12 (rˆ) −iY12 (rˆ) − iY−12 (rˆ) −2
√
2
3 Y
0
2 (rˆ)

.
(403)
In the special case in which the dipole moments are polarized under an external field, the DDI
takes a simple form:
Vdd(r) = cddQzz(r) = cdd 1 − 3 cos
2 θ
r3
= −
√
16π
5 cdd
Y02 (rˆ)
r3
, (404)
where θ is the angle between the direction of the polarization and the relative position r [see
Fig. 12(b)]. Because Vdd is negative (positive) for θ = 0 (π/2), the DDI favors a “head-to-tail”
[Fig. 12 (c)] rather than “side-by-side” [Fig. 12 (d)] configuration. The long-range character
(∼ 1/r3) of the DDI becomes prominent in low-energy scattering. When a potential decreases as
1/rn for large r, the phase shift δl behaves in the zero-energy limit as k2l+1 if l < (n− 3)/2 and as
kn−2 otherwise (see, e.g., §132 of Ref. [22]). For a potential with n > 3, such as van der Waals
potential (n = 6), the main contribution at k → 0 is an s-wave channel with δ0 ∼ k, and therefore,
the potential can be described with a single parameter, namely, the s-wave scattering length. On
the other hand, when n = 3, the scattering amplitude logarithmically diverges at the low-energy
limit, and therefore, the scattering process is no longer described with a single parameter such
as the s-wave scattering length. Moreover, the anisotropy of the DDI induces coupling between
different partial waves. Because the dipole interaction is described by rank-2 spherical harmonics
and it therefore has d-wave symmetry, a partial wave of angular momentum (l,m) is coupled to
(l,m+∆m f ) and (l±2,m+∆m f ), where ∆m f is the change in the projected total spin of colliding
particles and ∆m f = 0 for the polarized case. Although there is no diagonal term for the l = 0
channel, i.e., 〈l = 0,m = 0|Vdd(r)|l = 0,m = 0〉 = 0, the second-order perturbation induces an
effective potential for l = 0 that behaves as r−6 at large distances. Hence, this part of the dipole
interaction can be described with a short-range interaction, and it is important to keep in mind
that the s-wave scattering length may be altered when we change the strength of the DDI by an
applied electric field.
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Figure 12: Interaction between two dipole moments for (a) an unpolarized case and (b) a polarized case. The DDI is
most attractive for (c) the head-to-tail configuration and most repulsive for (d) the side-by-side configuration. The bottom
figures below (c) and (d) show the associated characteristic spin textures.
6.1.2. Dipolar systems
There are several systems that undergo long-range and anisotropic DDIs. The coefficient cdd
in Eq. (401) is given by cdd = d2/(4πǫ0) and cdd = µ0d2/(4π) for electric and magnetic dipole
moments, respectively, where ǫ0 and µ0 are the dielectric constant and magnetic permeability
of vacuum, respectively, and d is the magnitude of the dipole moment. The typical order of
magnitude of the electric dipole moment is the product of the elementary charge e and the Bohr
radius a0, whereas the magnetic dipole moment of an alkali atom is of the order of the Bohr
magneton µB. Therefore, the ratio of the energy of the magnetic DDI to that of the electric DDI
is given by
µ0µ
2
B
(ea0)/ǫ0 ∼ α
2 ∼ 10−4, (405)
where α = e2/(4πǫ~c) ≃ 1/137 is the fine structure constant.
Due to the strong electric dipole moments, gases of polar molecules are ideal candidates for
dipole-dominant systems. The permanent dipole moments of the lowest 1,3Σ+ states of heteronu-
clear alkali dimers are calculated to be of the order of 1 Debye (≃ 3.335 × 10−30 Cm) [144].
However, because the ground state of the molecule is rotationally symmetric and the dipole mo-
ment averages to zero, we need to apply a strong electric field, typically of the order of 104 V/cm,
to polarize the dipole moments. Several research groups are now trying to cool molecules using
techniques such as buffer-gas cooling [137, 145, 146] and Stark deceleration (see [138] for a
review). Direct laser cooling of SrF molecules was experimentally demonstrated [140]. Another
way to achieve quantum degeneracy of heteronuclear molecules is to create weakly bound Fesh-
bach molecules or photoassociative molecules from cold atoms and to transfer the molecules
to the tightly bound rovibrational ground state. To our knowledge, heteronuclear Feshbach
resonance have been observed in 6Li23Na [147], 6Li40K [148], 6Li87Rb [149], 40K85Rb [150],
and 87Rb133Cs [151], while photoassociative molecules have been produced in 7Li133Cs [152],
6Li40K [153], 23Na133Cs [154], 39K85Rb [155], 40K87Rb [139], 41K87Rb [156], 85Rb133Cs [157],
174Yb87Rb [158], and 176Yb87Rb [158]. Among them, the rovibrational ground state is achieved
in 7Li133Cs [152], 40K87Rb [139], 41K87Rb [156], and 85Rb133Cs [157]. In the quantum degener-
ate regime, however, the lifetime of the trapped 40K87Rb (fermionic) molecules was found to be
limited by atom-exchange chemical reactions [139], whose dependence on the magnitude of the
electric dipole moment was experimentally investigated in Ref. [159]. Heteronuclear molecules
involving Li are also unstable against chemical reactions, whereas NaK, NaRb, NaCs, KCs, and
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RbCs are stable against chemical reactions. A strong electric DDI has also been realized in BECs
with Rydberg excitations [160]
The magnetic DDI has been observed directly and indirectly in several systems. Griesmaier et
al. have achieved a BEC of 52Cr atoms [64]. The Cr atom has a magnetic dipole moment of 6µB,
which is six times as large as that of alkali-metal atoms, and therefore, the DDI is 36 times larger
than that of alkali-metal atoms. Moreover, by quenching the s-wave scattering length of 52Cr by
means of Feshbach resonance [33], a DDI-dominated BEC was realized in a 52Cr system in which
magnetostriction [161, 162, 163] and anisotropic collapse [164, 165] were observed. On the other
hand, Bismut et al. observed a modification of collective excitation frequencies due to DDIs in a
regime where DDIs are relatively small compared with contact interactions [166]. Because of the
large dipole moment, Cr atoms are unstable against the dipolar relaxation [65]. Pasquiou et al.
observed that the dipolar relaxation is resonantly suppressed under a nonzero magnetic field [34]
and that it is enhanced in a 2D optical lattice [34, 80]. Subsequently, they created a BEC of
52Cr atoms in an ambient magnetic field below 1mG, opening up the possibility to investigate
the spinor dipolar nature of the system [16, 66]. Recently, BECs of 164Dy atoms [135] and
168Er atoms [136] were realized, where due to its large magnetic dipole moment (10µB and 7µB,
respectively) combined with a large atomic mass, a very strong dipolar effect was observed.
A dipole-dominant BEC, albeit a very weak one, has also been realized in a BEC of 7Li by
quenching the s-wave contact interaction using Feshbach resonance [142]. Fattori et al. observed
the decoherence of the interferometer of 39K due to the dipole interaction [141]. Vengalattore et
al. observed formation of spin domains in a BEC of 87Rb [78, 77], the origin of which is still
under controversy (see Sec. 6.3.5).
6.1.3. Tuning of dipole-dipole interaction
Tunability of the DDI is crucial for systematically investigating the properties of dipolar
BECs. The strength of the electric dipole moments can be manipulated by an external electric
field with the magnetic dipole moment kept constant. Giovanazzi et al. [167] proposed a method
to control the sign of the dipole interaction as well as its strength by using a rotating field. This
method is applicable to both electric and magnetic dipole interactions. Consider a magnetic
dipole moment under a rotating magnetic field described by
B(t) = B

sin ϕ cosΩt
sin ϕ sinΩt
cosϕ
 , (406)
where ϕ is the angle between the rotating axis and the dipole moments (see Fig. 13). The angular
frequency Ω is set to be much smaller than the Larmor frequency so that the magnetic dipole
moment adiabatically follows the direction of B. WhenΩ is much larger than the trap frequency,
the effective dipole interaction is time-averaged over 2π/Ω. Substituting ˆd = B/|B| in Eq. (401)
and taking its time-average, we obtain the following effective interaction:
〈Vdd〉 = cdd 1 − 3 cos
2 θ
r3
3 cos2 ϕ − 1
2
. (407)
The last factor on the right-hand side of Eq. (407) can take any value between −1/2 to 1. Hence,
one can change the sign of the dipole interaction as well as its strength by varying the angle ϕ.
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Figure 13: Two parallel dipoles adiabatically following an external magnetic field (406) that rotates with angular fre-
quency Ω. The sign and strength of the dipole-dipole interaction (407) can be controlled by varying the angle ϕ.
6.1.4. Numerical method
In the mean-field treatment, we need to calculate the effective potential induced by the distri-
bution of the dipole moments d(r), which includes an integral of the form∑
ν′
∫
d3r′Qνν′(r − r′)dν′(r′). (408)
While this integral converges, the 1/r divergence of the integrand makes it difficult to numerically
carry out the integration in real space. We therefore use the convolution theorem to rewrite (408)
in momentum space as [168] ∑
ν′
∑
k
˜Qνν′ (k) ˜dν′(k)eik·r, (409)
where ˜Qνν′ (k) ≡
∫
dre−ik·rQνν′(r) and ˜dν(k) ≡
∫
dre−ik·rdν(r). Here, the Fourier components
of the kernel Qνν′ can be found as follows. First, we note that the spherical harmonics is the
eigenstate of the three-dimensional Fourier transformation, i.e.,∫
eik·rYml (rˆ)dΩr = 4πil jl(kr)Yml ( ˆk), (410)
where k = |k|, ˆk = k/k, jl(x) is the lth spherical Bessel function and dΩr denotes the integration
of the angular part of r. Because the radial integration is then carried out as∫ ∞
0
j2(kr)
r3
r2dr = 13 , (411)
we obtain
˜Qνν′ (k) ≡
∫
dreik·rQνν′(r) = −4π3
(
δνν′ − 3ˆkνˆkν′
)
. (412)
For spin-polarized gases, we only need
˜Qzz(k) = −4π3 (1 − 3 cos
2 θk), (413)
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where θk is the angle between the direction of the polarization and the momentum k.
In the numerical calculation, we evaluate ˜dν′(k) from dν′(r) by the standard fast Fourier trans-
form algorithm—we multiply ˜dν′ (k) by ˜Qνν′ (k), sum the result over ν′, and perform the inverse
Fourier transform. The result is not sensitive to the grid size ∆r in the coordinate space as long
as ˜dν(1/∆r) is negligible. However, a small numerical error arises, depending on the system size
R, because the discrete Fourier transform presupposes a 3D periodic lattice with a unit cell of
linear dimension R. If the Fourier transform is performed in a cubic region of R3, the accuracy
improves if we introduce an infrared cutoff to calculate the Fourier transform of the integration
kernel as ˜Qcutνν′(k) =
∫
|r|<R/2 drQνν′ (r)e−ik·r [169].
6.2. Spin-polarized dipolar BEC
When the dipole moment of every atom is polarized in the direction of an external field, say
in the z-direction, the condensate is described with a single-component order parameter ψ(r) that
obeys the non-local GPE:
i~
∂
∂t
ψ(r, t) =
[
− ~
2
2M
∇2 + Vtrap(r) + g|ψ(r, t)|2 + Φdd(r, t)
]
ψ(r, t), (414)
where Vtrap(r) is a trapping potential, g = 4π~2a/M with a being the scattering length for this
component, and
Φdd(r, t) = cdd
∫
dr′ 1 − 3 cos
2 θ
|r − r′|3 |ψ(r
′, t)|2 (415)
is a mean-field effective potential due to the DDI. Here, we assume a repulsive short-range inter-
action a > 0 so that the condensate is always stable in the absence of the DDI, whereas cdd can
be either positive or negative due to the tunability discussed in Sec. 6.1.3.
6.2.1. Equilibrium shape and instability
Due to the anisotropy of the interaction, the equilibrium shape of a dipolar BEC is highly
nontrivial [170, 171, 169]. The dipole interaction works attractively along the direction of dipole
moments and repulsively in the perpendicular direction (see Fig. 12). The attractive part makes
a dipole-dominant BEC unstable in a homogeneous system. This instability can be qualitatively
understood from the Bogoliubov spectrum in a homogeneous system [170]:
Ek =
√
ǫk
[
ǫk + 2ng
{
1 + ǫdd(3 cos2 θk − 1)}], (416)
where n is the number density of atoms and
ǫdd ≡ 4πcdd3g (417)
is a parameter that characterizes the relative strength of the DDI against the short-range interac-
tion. Equation (416) shows that for ǫdd > 1, the BEC becomes dynamically unstable because Ek
is imaginary for wave numbers below kc =
√
4gnM(ǫdd − 1)/~.
When the system is confined in a trapping potential, the quantum pressure due to the confine-
ment can stabilize the condensate against the attractive interaction. Santos et al. [172] numeri-
cally investigated the equilibrium shapes of pure dipolar gases with a = 0. They considered an
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axisymmetric trap with trap frequencies ωr and ωz in the radial and axial directions, respectively.
When the trapping potential is prolate, i.e., when the aspect ratio l =
√
ωr/ωz > 1, the dipole
interaction is always attractive. Therefore, as in the case of attractive s-wave interaction, there
exists a critical number of atoms above which the BEC becomes unstable. On the other hand,
if the trap potential is sufficiently oblate so that l < l∗ ≃ 0.4 and if the DDI is not too strong
(see the last paragraph of this subsection), the dipole interaction is always positive and the BEC
is stable. In the region of l∗ < l < 1, the condensate for a small number of atoms is oblate
and the DDI is positive. However, as the number of atoms increases, the aspect ratio increases
due to the DDI, which turns to attraction, and finally, the condensate becomes unstable. Yi and
You [173, 174] investigated the stability including the effect of repulsive short-range interaction
using a Gaussian variational ansatz, and obtained results consistent with those of Ref. [172].
In Refs. [174, 168], the low-energy excitation spectrum is calculated using a time-dependent
Gaussian variational method. It is shown that the instabilities of dipolar BECs in prolate (l >
1.29) and oblate (l∗ < l < 0.75) traps originate from dynamical instabilities of the breathing
and quadrupole modes, respectively. For an intermediate region, the lowest excitation frequency
corresponds to a breathing mode far below the above mentioned critical number of atoms, and to
a quadrupolar one near the critical value.
In the Thomas-Fermi limit, gn ≫ 1, the GPE (414) has an exact solution [175]. Using the
relationship (δνν′ − 3rˆνrˆν′ )/r3 = −∇ν∇ν′ (1/r) − 4πδνν′δ(r)/3, the mean-field dipolar potential
defined in Eq. (415) can be rewritten as
Φdd(r) = −cdd
[
∂2
∂z2
φ(r) + 4π3 n(r)
]
, (418)
where φ(r) ≡
∫
dr′n(r′)/|r − r′|, and therefore, φ(r) obeys Poisson’s equation: ∇2φ = −4πn(r).
Because n(r) = |ψ(r)|2 is parabolic in the Thomas-Fermi limit, Poisson’s equation is satisfied by
φ = a0 + a1x
2 + a2y2 + a3z2 + a4x2y2 + a5y2z2 + a6z2 x2 + a7x4 + a8y4 + a9z4, and hence, Φdd is
also quadratic. Therefore, for a harmonically trapped BEC, all terms appearing in the GPE (414)
are quadratic, and as in the simple s-wave case, an inverted parabola for the density profile gives
a self-consistent solution of the dipolar hydrodynamic equations. (For an analytic form of the
solution, see Refs. [175, 176].)
Eberlein et al. [176] pointed out that the potential seen by atoms exhibits a local minimum
immediately outside the condensate, i.e., the sum of the trapping and dipole potentials is locally
smaller than the chemical potential, causing an instability that brings atoms out from the central
part of the condensate to fill the dip in the potential. The presence of this instability leads to a bi-
concave shape of a condensate pointed out by Ronen et al. [177]. By developing a high-precision
numerical code for dipolar BECs, Ronen et al. [177] have shown that the same instability causes
a dipolar condensate to become unstable in the limit of strong dipole interaction, even though the
trap is strongly oblate, in disagreement with the result of Refs. [172, 173, 174]. They have also
shown that the instability of a strongly oblate dipolar BEC is analogous to the “roton-maxon”
instability reported for 2D dipolar gases (see Sec. 6.2.3). Interestingly, in a strongly oblate trap,
the condensate just before collapse becomes biconcave, with its maximum density away from
the center of the gas. Such biconcave-shaped condensates were also shown to be stabe at finite
temperature [178].
6.2.2. Dipolar collapse
Lahaye et al. observed magnetostriction of a 52Cr BEC, where ǫdd = 0.16 for the background
scattering length. By reducing the s-wave scattering length using a Feshbach resonance, they
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observed a change in the aspect ratio of the condensate [163].
They also observed a collapse dynamics due to the DDI [165]. In the experiment, the s-wave
scattering length was adiabatically decreased to 30% of the background value, and it was then
suddenly decreased below the critical value of the collapse. After a certain hold time, the BEC
was released from the trap and the TOF image was taken after expansion.
The collapse dynamics proceeds as follows. After a sudden decrease in the scattering length,
atoms begin to gather at the center of the trap due to the attractive interaction; with an increase in
the atomic density at the trap center, the three-body recombination losses become predominant;
as a consequence of the atom loss, the attractive interaction weakens, and the atoms are ejected
outward due to the quantum pressure. The crucial observation here is that due to the d-wave
nature of the DDI, the atomic ejection is expected to be not spherical but highly anisotropic as
experimentally observed and numerically demonstrated [165].
Figure 14 (a) shows the measured TOF image (upper panels) together with the results of
numerical simulations (lower ones). We have numerically solved the GPE that involves the three-
body loss with the loss rate coefficient determined so as to best fit the measured loss curve (Fig. 3
of Ref. [165]). The excellent agreement between the experiment and the theory demonstrates the
validity of the mean-field description even for dipole-dominant BECs. Moreover, the numerical
simulation revealed that the cloverleaf pattern in the TOF image arises due to the creation of a
pair of vortex rings, as indicated in Fig. 14 (b). When collapse occurs, the atoms were ejected in
the x-y plane (vertical direction to the dipole moments), whereas atoms still flow inward along
the z direction, giving rise to the circulation. The velocity field shown in Fig. 14 (c) clearly shows
the d-wave nature of the collapse dynamics.
6.2.3. Roton-maxon excitation
Santos et al. [179] have shown that the Bogoliubov excitation spectrum exhibits roton-maxon
behavior, i.e., the excitation energy has a local maximum and minimum as a function of the
momentum k, in a system that is harmonically confined in the direction of the dipole moments
(i.e., the z direction) and free in the x and y directions. If the in-plane momentum k are much
smaller than the inverse size L−1 of the condensate in the z direction, excitations have a 2D
character. Because the dipoles are perpendicular to the plane of the trap, particles efficiently
repel each other and the in-plane excitations are phonons. Then, the DDI increases the sound
velocity. For k ≫ 2π/L, excitations acquire a 3D character and the interparticle repulsion is
reduced due to the attractive force in the z direction. This decreases the excitation energy with
an increase in k. When ǫdd > 1, the excitation energy reaches a minimum (roton) and then
begins increasing, and the nature of the excitations continuously become single-particle like. As
the dipole interaction becomes stronger, the energy at the roton minimum decreases and as it
touches zero, an instability arises. The 3D character is essential for the appearance of the roton
minimum, which does not appear in the quasi-2D system where the confining potential in the z
direction is strong and the BEC has no degrees of freedom in this direction [180]. The roton-
maxon spectrum is also predicted for a 1D system with laser-induced DDI [181].
6.2.4. Two-dimensional solitons
It is known that a nonlinear Schro¨dinger equation with short-range interactions admits stable
soliton solutions in one dimension, but it does not in higher dimensions. However, Pedri and
Santos [182] showed that with a nonlocal DDI, a 2D BEC can have a stable soliton.
We consider a dipolar BEC polarized in the z direction, and assume that the system is confined
only in the z direction by a harmonic potential Vtrap(r) = 12 Mω2z z2, and that it is free in the x-y
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Figure 14: (a) Snapshots of absorption images of the collapsing condensates for different values of the hold time (top) and
the corresponding results of the numerical simulations obtained without adjustable parameters (bottom). (b) Isodensity
surface of an in-trap condensate. The locations of a pair of vortex rings are indicated by the red rings. (c) Velocity field
of the atomic flow in the x = 0 plane. The red color shows the region where the velocity field is larger. Reprinted from
Ref. [165].
plane. Then, the DDI is isotropic in the x-y plane. Let us consider a Gaussian variational ansatz
ψ(x, y, z) = N
1/2
π3/4l3/20 LρL
1/2
z
exp
− x2 + y22l20L2ρ −
z2
2l20L2z
 , (419)
where l0 ≡
√
~/(Mωz) and Lρ and Lz are dimensionless variational parameters that characterize
the widths in the x-y plane and the z direction, respectively, and N is the total number of atoms.
Using this ansatz, the mean-field energy is evaluated to give
E(Lρ, Lz) = N~ωz2
 1L2ρ +
1
2L2z
+
L2z
2
 + 1√
2πL2ρLzl30
gN2
4π
[
1 + ǫdd f (κ)] , (420)
where κ ≡ Lρ/Lz is the aspect ratio and
f (κ) ≡ 2κ
2 + 1
κ2 − 1 −
3κ2
(κ2 − 1)
arctan
√
κ2 − 1√
κ2 − 1
. (421)
For fixed Lz and in the absence of the DDI (ǫdd = 0), E(Lρ, Lz) monotonically increases or
decreases as a function of Lρ, resulting in collapse or expansion. (Here, we assume that g can take
both positive and negative values.) However, in the presence of the DDI, f (κ) is a monotonically
92
increasing function of κ with f (0) = −1 and f (κ → ∞) = 2, and therefore E(Lρ, Lz) may have a
minimum. When the trapping potential is strong and Lz = 1, for simplicity, the Lρ-dependence
of the mean-field energy is given by
E(Lρ, 1) = N~ωz2
1
L2ρ
[
1 + g˜ + g˜ǫdd f (Lρ)
]
+ const., (422)
where g˜ ≡ gN/[(√2πl0)3~ωz] =
√
2/π aN/l0 with a being the s-wave scattering length. This
function has a minimum when 1 + g˜ + g˜ǫdd f (0) > 0 and 1 + g˜ + g˜ǫdd f (∞) < 0, that is,
ǫdd < 1 +
√
π
2
l0
aN
< −2ǫdd for a > 0, (423)
ǫdd > 1 +
√
π
2
l0
aN
> −2ǫdd for a < 0. (424)
The condition (423) holds only for ǫdd < 0, which can be achieved using a rotational field. In this
case, the repulsive contact interaction and attractive DDI (in the 2D plane) balance and stabilize
2D solitons. On the other hand, when a < 0, the condition (424) requires ǫdd > 0, which means
that the repulsive DDI balances the attractive contact interaction and stabilizes 2D solitons. The
case in which dipole moments are polarized in the 2D plane is discussed in Ref. [183]. In this
case, stable 2D soliton waves can be stabilized for a > 0 and ǫdd > 0, and the solitons are
anisotropic and elongated along the direction of polarization.
Because a 2D bright soliton in a dipolar gas is stable, the roton instability discussed in the
preceding subsection does not cause a collapse of the BEC but creates 2D solitons [184]. If the
dipole moments are polarized perpendicular to the 2D plane, these solitons are stable as long as
the gas remains 2D. However, if the dipoles are parallel to the 2D plane, the (anisotropic) solitons
may become unstable even in 2D if the number of particles per soliton exceeds a critical value.
6.2.5. Supersolid
The Bose-Hubbard model with long-range interactions exhibits a rich variety of phases such
as the density wave (DW), supersolid (SS), and superfluid (SF) phases [185, 186, 187, 188].
While SF and SS phases have a nonzero superfluid density, DW and SS phases have a nontrivial
crystalline order in which the particle density modulates with a periodicity that is different from
that of the external potential. Thus, in the SS phase, both diagonal and off-diagonal long-range
orders coexist [189, 190, 191].
A dipolar gas in an optical lattice is an ideal system to realize such exotic phases, because the
interaction parameters can be experimentally controlled. Go´ral et al. [192] showed that DW and
SS phases, as well as SF and Mott insulator (MI) phases, can be accomplished in dipolar gases in
a 2D optical lattice, and Yi et al. [193] discussed detailed phase diagrams in 2D and 3D optical
lattices. A dipolar gas in an optical lattice can be described with an extended Bose-Hubbard
model given by
HEBH = −t
∑
〈i, j〉
(ˆb+i ˆb j + ˆb+j ˆbi) +
1
2
U0
∑
i
nˆi(nˆi − 1) + 12
∑
i
U iiddnˆi(nˆi − 1) +
1
2
∑
i, j
U i jddnˆinˆ j, (425)
where ˆbi is the annihilation operator of a particle at the lattice site i, nˆi = ˆb+i ˆbi is the corresponding
particle-number operator, t is the hopping matrix element between the nearest neighbors, and
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U0 > 0 is the on-site Hubbard repulsion due to the s-wave scattering. Here, t and U0 can
be expressed in terms of the Wannier function w(r − ri) of the lowest energy band as U0 =
4πa~2/M
∫
dr|w(r)|4 and t =
∫
drw∗(r − ri)[− ~22M∇2 + V0(r)]w(r − r j), where V0 is the optical
lattice potential [194]. The last two terms in Eq. (425) describe the on-side and inter-site DDIs
with coupling parameters given by
U i jdd = cdd
∫
dr
∫
dr′|w(r − ri)|2 1 − 3 cos
2 θ
|r − r′|3 |w(r
′ − r j)|2, (426)
where θ is the angle between the dipole moment and vector r − ri. Here, cdd can take both
positive and negative values by using a fast rotating field (see Sec. 6.1.3). Furthermore, t, U0,
and {U i jdd} can be tuned independently by changing the depth of an optical lattice, the longitudinal
confinement (for a 2D lattice), and the orientation of the dipoles.
Let us begin by reviewing the case of U i jdd = 0, i.e., the on-site Bose-Hubbard model. At
t = 0 and commensurate filling, i.e., the average number of particles per site is an integer n, the
interaction energy is minimized by populating every lattice site with exactly n atoms; therefore,
the Mott insulator (MI) phase is realized. The energy cost required to create a particle-hole
excitation in the MI phase is U0 (on-site interaction energy), and therefore, the MI state is gapped
and incompressible. On the other hand, for nonzero t, the kinetic energy favors particle hopping.
When t is sufficiently large to overcome the interaction-energy cost (∼ U0), the system undergoes
a phase transition to the superfluid (SF) phase that is gapless and compressible.
In the presence of the long-range interaction, the ground state of the extended Bose-Hubbard
Hamiltonian (425) in a 2D optical lattice is investigated in Refs. [192, 193] using a variational
approach based on the Gutzwiller ansatz |Ψ〉 = Πi ∑∞n=0 f in|n〉i, where |n〉i denotes the state with
n particles at lattice site i. The coefficients f in can be found by minimizing the expectation value
〈Ψ|HEBH − µ∑i ni|Ψ〉 under the constraint of a fixed chemical potential µ.
When dipole moments are polarized perpendicular to the 2D lattice plane, the dipole inter-
action is repulsive (attractive) for cdd > 0 (cdd < 0). If site i is occupied, it is energetically
favorable that its neighboring sites are equally populated for negative cdd and less populated for
positive cdd. Therefore, for negative cdd, only MI and SF phases can appear as in the case of
the on-site Bose-Hubbard model, and a local collapse occurs for large |cdd| due to the strong at-
tractive interaction. On the other hand, for positive cdd, the DW phase emerges as an insulating
state. According to the Landau theory of the second-order phase transition, phases with distinct
symmetry breaking patterns cannot be continuously connected with each other. Therefore, as the
hopping increases, the DW state first changes to the SS state which then turns to the SF phase.
When dipole moments are polarized along the 2D lattice, say in the y-axis, the DDI is
anisotropic. The inter-site interaction for cdd > 0 (cdd < 0) is attractive (repulsive) in the y
direction and repulsive (attractive) in the x direction. In this case, the particle density along the
repulsive direction becomes periodically modulated, whereas it remains constant along the at-
tractive direction, resulting in striped DW and striped SS states. A local collapse occurs for large
|cdd| for either sign of cdd.
In Ref. [193], the phase diagram in a 3D lattice is also investigated, where dipole moments are
polarized along the z-axis. For cdd > 0, the DDI is attractive in the z direction and repulsive in the
x-y direction. Hence, the DW phase forms a checkerboard-type pattern on the x-y plane and it is
uniform in the z direction. The density pattern in the SS phase reflects the same symmetry as the
DW phase. On the other hand, for cdd < 0, layers of high-density sites align along the z direction
due to the repulsive interaction. Hence, layered DW and SS phases emerge perpendicular to the
z-axis.
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Menotti et al. [195] studied a polarized dipolar gas in a 2D optical lattice beyond the ground
state. They have shown that there exist many metastable states in the insulator region. The
number of metastable states and pattern variations increases rapidly with the number of lattice
sites. Metastable states also appear in magnetic domains in solid-state ferromagnets, classical
ferrofulids, and quantum ferrofluids, an analogue of which is discussed in the next subsection.
6.2.6. Ferrofluid
In classical ferrofluids, that is, colloidal liquids made of nanoscale ferromagnetic particles
suspended in a carrier fluid, the strong magnetic DDIs modulate the surface of the fluids to form
a regular hexagonal pattern of peaks and valleys, which is called a Rosensweig pattern. A similar
phenomenon is expected to occur also in spin-polarized dipolar BECs, i.e., a quantum version
of the Rosensweig pattern. However, as we have discussed in Sec. 6.2.1, the density profile of
a BEC becomes biconcave just before the collapse, and the condensate cannot sustain the short-
wavelength density modulations. To prevent the condensate from collapsing, we here consider
a repulsively interacting two-component BEC, in which atoms in component 1 have parallel
magnetic dipole moments, whereas those in component 2 are nonmagnetic. The m = −3 and 0
states of 52Cr can be a candidate for such a binary system. We apply a magnetic-field gradient in
the z direction, so that the two components phase-separate as shown in Fig. 15.
interface
component 2 without magnetic dipole
component 1 with magnetic dipole
x
z
B
Figure 15: Schematic illustration of a two-component BEC system in which atoms in component 1 have parallel magnetic
dipole moments and those in component 2 are nonmagnetic. The magnetic dipoles are polarized in the z direction by an
external magnetic field. The two components phase-separate due to a field gradient B′(z) < 0. Reprinted from Ref. [196].
The equilibrium configuration of this system can be found by solving the two-component
GPE in imaginary time [196]. We find a stable hexagonal pattern, which is called a Rosensweig
pattern, of the density distribution of component 1 as shown in Figs. 16 (a) and (b). We also
find several metastable states starting from different initial states, such as stripe, concentric, and
deformed hexagonal patterns, as shown in Figs. 16 (c)–(e). The energies for these patterns are
almost degenerate; however, each pattern is robust against small perturbations.
A striking difference between the present system and magnetic liquids (classical ferroflu-
ids) is that the present system is a superfluid that supports a persistent current. We also find a
metastable state with a nonzero circulation in component 1 and zero circulation in component 2
in a stationary trap. Remarkably, the Rosensweig pattern emerges even in the presence of a super-
flow, indicating that the system simultaneously exhibits a diagonal and off-diagonal long-range
order, although the latter is embedded as a fundamental postulate of the GP theory.
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Figure 16: (a) Isodensity surface of a hexagonal pattern formed in component 1 at B′ = −1 G/cm. (b) Column densities
for component 1 (left), component 2 (center), and the total system (right). (c)–(e) Metastable configurations found at
B′ = −0.3 G/cm, where the isodensity surface (top) and column density (bottom) for component 1 are shown. Reprinted
from Ref. [196].
6.3. Spinor dipolar BEC
Let us now consider a dipolar BEC with spin degrees of freedom. By “spinor dipolar,” we
imply that the direction of the atomic spin or the magnetization of the condensate is not polarized
by an external field but can vary in space. In such a situation, the system develops a nontrivial
spin texture due to the DDI and self-organized magnetic patters may emerge. The length scale
of the dipole-induced magnetic structure is on the order of the dipole healing length:
ξdd =
~√
2Mcddn
. (427)
Different from spin-polarized BECs, in which DDIs are detectable in experiments only when
it is stronger than or comparable to the density-density contact interaction (c0 term), DDIs in
spinor BECs can induce a significant change if only it is comparable with the spin-dependent
interactions (c1, c2, and c3 terms), which is usually much weaker than the density-density contact
interaction. In particular, when the contact interaction favors the ferromagnetic state, the DDI
is compatible with the ferromagnetic interaction, and the spin texture can be formed even when
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DDI is weaker than the spin-dependent interactions if the system size is comparable or larger
than the diple healing length ξdd [197].
In the second-quantized form, the magnetic DDI for a spinor BEC is given by
ˆVdd =
cdd
2
∫
dr
∫
dr′
∑
νν′
: ˆFν(r)Qνν′(r − r′) ˆFν′(r′) :, (428)
where ˆFν(r) is defined by Eq. (18) and cdd = µ0(gµB)2/(4π), with g being the Lande´ g-factor for
the atom. The dipole interaction yields a non-local term in the GPEs. In fact, the GPEs in the
presence of the DDIs for a spin-1 BEC [Eq. (80)] are given by
i~
∂ψm
∂t
=
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm
+ c0nψm + c1
1∑
m′=−1
F · fmm′ψm′ + cdd
1∑
m′=−1
b · fmm′ψm′ , (429)
and those for spin-2 BEC [Eqs. (114)–(116)] are given by
i~
∂ψm
∂t
=
[
−~
2∇2
2M
+ Utrap(r) − pm + qm2
]
ψm
+ c0nψm + c1
2∑
m′=−2
F · fmm′ψm′ + c2√
5
Aψ∗−m + cdd
2∑
m′=−2
b · fmm′ψm′ (430)
Here, b is the effective dipole field defined by
bν ≡
∫
dr′
∑
νν′
Qνν′ (r − r′)Fν′(r′), (431)
which is nonlocal, and Bdd = cdd b/(gµB) works as an effective magnetic field. Early studies
on spin ordering and spin waves in an array of spinor BECs trapped in deep 1D and 2D optical
lattices were made in Refs. [198, 199, 200].
6.3.1. Einstein-de Haas effect
We first consider the dynamics of a spinor dipolar BEC at zero external magnetic field. Sup-
pose that we prepare a spin polarized BEC in an external field. We consider what happens if we
suddenly turn off the external field. In the absence of the DDI, a spin polarized BEC is stable
because the total spin of the system will then be conserved. However, in the presence of the DDI,
the situation drastically changes because the DDI does not conserve the spin angular momentum;
it only conserves the total (i.e., spin plus orbital) angular momentum. This can be understood
from the fact that the DDI [see Eq. (401)] is not invariant under a rotation in spin space due to
the spin-orbit coupling term (d · r). On the other hand, because Vdd(r) is invariant under simul-
taneous rotations in spin and coordinate spaces, the DDI conserves the total angular momentum
of the system. Therefore, the DDI causes spin relaxation to occur by transferring the angular
momentum from the spin to the orbital part; as a consequence, the BEC starts to rotate as the
spin angular momentum relaxes. This is the Einstein-de Haas (EdH) effect in atomic BECs.
Such dynamics are discussed in Refs. [201, 36] for a BEC of 52Cr atoms. Figure 17 (a)
shows the time evolution of the spin angular momentum Mz =
∫
dr∑3m=−3 m|ψm(r)|2 and the
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orbital angular momentum Lz =
∫
dr∑3m=−3 ψ∗m(r) (−i ∂∂ϕ )ψm(r), where ϕ is the azimuthal angle
around the z axis. The initial state is assumed to be spin-polarized in the magnetic sublevel
m = −3. As time progresses, the spin angular momentum decreases with a concomitant increase
in the orbital angular momentum, so that the total angular momentum of the system is conserved.
In the dynamics, the order parameter is given by
ψm(r, ϕ, z) = ei(Jz−m)ϕηm(r, z), (432)
where (r, ϕ, z) are the cylindrical coordinates, ηm is a complex function of r and z, and Jz is
the projected total angular momentum on the z axis (Jz = −3 in the present case). The order
parameter (432) is the eigenstate of the projected total angular momentum that satisfies
(fz + ℓz)ψm(r) =
(
m − i ∂
∂ϕ
)
ψm(r) = Jzψm(r). (433)
The order parameters for magnetic sublevels m = −3, −2, and −1 at ωt = 2 are shown in Fig. 17
(b)–(d). Each spin component except the m = −3 state is a vortex state with the winding number
Jz − m, and the BEC as a whole forms a coreless vortex.
Figure 17: (a) Time evolution of spin and orbital angular momenta due to the EdH effect, calculated for a 52Cr BEC in a
spherical trap with trap frequency ω = 2π×820 Hz. (b)–(d) Isopycnic surfaces of (b) ψ−3, (c) ψ−2, and (d) ψ−1 at ωt = 2,
where the color on the surface represents the phase of the order parameter. Reprinted from Ref. [201].
The physical origin of the spin relaxation is the Larmor precision of atomic spins around the
dipole field given by Eq. (431). Hence, the time scale for the spin relaxation is determined by the
DDI and is on the order of h/(cddn) with n is the atomic density. Figure 18 (a) shows the dipole
field induced by a spin-polarized BEC in a spherical trap, and Figs. 18 (b) and (c) show the spin
textures at ωt = 2. The whirling patterns in the upper and lower hemispheres exhibit opposite
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Figure 18: (a) Dipole field induced by a spin-polarized BEC in a spherical trap, where the color of each arrow denotes
the field strength according to the left color gauge, and the solid curve indicates the periphery of the condensate. (b),(c)
Spin textures on the (b) z = 2 µm plane and (c) z = −2 µm plane at ωt = 2. The length of the arrows represents the
magnitude of the spin vector projected on the x-y plane, and the color indicates |F|a3ho/N according to the right color
gauge, where aho is the harmonic oscillator length and N is the total number of atoms. Reprinted from Ref. [201].
directions, reflecting the fact that the x-y components of the dipole field are antisymmetric with
respect to the z = 0 plane.
In the case of a 52Cr BEC, the energy gain due to the DDI compensates for the kinetic energy
cost to form the spin texture. As discussed in the next section, a spin-1 87Rb BEC is ferromag-
netic, and therefore a spin-polarized state is rather stable. In such a case, an external magnetic
field applied in the direction opposite to the polarization causes a resonance between the rota-
tional kinetic energy and the linear Zeeman energy via the DDI, leading to the EdH effect [202].
Furthermore, the EdH effect in spin-1 87Rb BEC was predicted to be resonantly enhanced us-
ing an oscillating magnetic field [203]. In contrast, when a condensate favors a non-magnetic
state (e.g., a BEC of spin-1 23Na atoms and that of spin-3 52Cr atoms), a spin-polarized state
will be intrinsically unstable. Therefore, the EdH effect is expected to occur significantly at low
magnetic field.
Spin relaxation due to the DDI was observed to lead to thermalization both in a thermal
gas [65] and in a condensate [34] of 52Cr atoms. The thremalization is suppressed in an optical
lattice [80] or in an ultralow magnetic field [16].
6.3.2. Ground-state spin textures at zero magnetic field
Next, we consider ground-state spin structures in the absence of an external magnetic field.
The DDI is known to create magnetic domains in solid-state ferromagnets. Similar structures are
expected to appear in ferromagnetic BECs.
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The mean-field energy for the DDI can be rewritten as
〈 ˆVdd〉 = cdd2
∫
dr
∫
dr′
∑
νν′
Fν(r)Qνν′ (r − r′)Fν′(r′)
=
cdd
2
∑
k
∑
νν′
˜Fν(k) ˜Qνν′(k) ˜Fν′(−k)
=
cdd
2
4π
3
∑
k
[
3| ˆk · ˜F(k)|2 − | ˜F(k)|2
]
, (434)
where ˜F(k) is the Fourier transformation of F(r) and ˜Qνν′(k) is given by Eq. (412). When
the BEC is fully magnetized, i.e., when |F(r)| = f n(r) with f being the atomic spin angular
momentum and n(r) the number density, the last term in Eq. (434) makes a constant contribution
determined by the density distribution. Then, the DDI favors the configuration that satisfies
ˆk · ˜F(k) = 0 for all k, or in real space, ∇ · F(r) = 0. This condition is the same as that for
solid-state ferromagnets [204], and the corresponding stable domain structure is known as a
flux-closure structure. In solid-state ferromagnets, the magnitude of magnetization is constant
and the domain structure is constrained by the boundary conditions such that the magnetization
is parallel to the surface. In trapped condensates, on the other hand, a spatial variation of |F(r)|,
which is proportional to the particle density, yields a spin texture.
As compared with solid-state ferromagnets, a unique feature of ferromagnetic BECs is that
they exhibit the spin-gauge symmetry that generate a supercurrent by developing spin textures
(see Sec. 8.2.1). The supercurrent, defined by Eq. (508), is generated by a spatial variation of the
direction of magnetization. Therefore, even in the ground state in a stationary trap, a supercurrent
can flow due to a DDI-induced spin texture.
Figure 19 (a) shows the numerically determined phase diagram for a spin-1 ferromagnetic
BEC [197] as a function of RTF/ξsp and RTF/ξdd, where RTF is the Thomas-Fermi radius, ξsp =
~/
√
2M|c1|n is the spin healing length, and ξdd is the dipole healing length defined in Eq. (427).
There are three phases—flower (FL), chiral spin-vortex (CSV), and polar-core vortex (PCV)—
whose spin configurations are shown in Fig. 19 (b), (c), and (d), respectively. The FL and CSV
phases are eigenstates of the projected total angular momentum Jz = 1, whose order parameter
is given by Eq. (432). The orbital angular momentum for the order parameter (432) is calculated
as
Lz =
∫
dr
∑
m=0,±1
ψ∗m(r)
(
−i ∂
∂ϕ
)
ψm(r) =
∫
dr
∑
m=0,±1
(Jz − m)|ψm(r)|2, (435)
which may take a nonzero value depending on the population in each magnetic sublevel. When
the system size is smaller than ξdd, the kinetic energy, which hinders the spin texture from devel-
oping, is dominant, and the spin is almost polarized. Most of the atoms therefore reside in the
magnetic sublevel m = 1 and the orbital angular momentum is quite small. As the size of the
BEC becomes larger, the spin texture develops to form a flux-closure structure. Consequently,
the number of atoms in the m = 0 and −1 magnetic sublevels increases, leading to an increase in
the orbital angular momentum. The difference between FL and CSV phases is the symmetry of
spin textures: The spin texture has chirality in the latter phase. Furthermore, an increase in the
size of the BEC results in the phase transition to the polar-core vortex state with Jz = 0, in which
magnetizations lie in the x-y plane to form a whirling pattern and vanish on the z axis. This is
because the Jz = 1 state costs a large kinetic energy when the population in the m = −1 state
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increases. In the Jz = 0 phase, the order parameter becomes polar on the symmetry axis, and
hence, that structure is called a polar-core vortex (see Sec. 8).
(c) FL phase (d) CSV phase(b) PCV phase
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Figure 19: (a) Phase diagram of a ferromagnetic BEC in a spherical trap. The state of a BEC of spin-1 87Rb atoms traces
along the dotted line. (b)–(d) Cross sections of spin textures in the x-y (upper) and x-z (bottom) planes in the (b) flower
phase, (c) chiral spin-vortex phase, and (d) polar-core vortex phase, where the color and length of each arrow indicate
|F|a3ho/N and the spin projection onto the planes. Reprinted from Ref. [197].
All three phases in Fig. 19 can be realized in spin-1 87Rb BECs, the state of which traces along
the dotted line shown in Fig. 19 (a). The orbital angular momentum along this line is plotted in
Fig. 20 as a function of the total number of atoms N and trap frequency ω. The orbital angular
momentum in the ground state has a significant value, and it increases up to approximately 0.4~
per atom in the CSV phase.
For higher-spin BECs, similar spin textures are expected to appear in the ferromagnetic
phase, although the mass current depends on the value of the atomic spin and the core structure in
the polar-core vortex region is nontrivial. Spin textures in the limit of a strong ferromagnetic in-
teraction are discussed in Ref. [205]. On the other hand, even in the case of a non-ferromagnetic
phase such as a spin-1 23Na BEC, a spin texture may appear if the dipole interaction is effectively
enhanced in a pancake trap with a large aspect ratio [206].
6.3.3. Dipole-dipole interaction under a magnetic field
Suppose that a homogeneous external magnetic field B = Bzˆ is applied in the z direction.
Because the linear Zeeman term gµBBFz rotates the atomic spin around the z axis at the Larmor
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Figure 20: Orbital angular momentum for a spin-1 87 Rb BEC in a spherical trap with trap frequency ω. Reprinted from
Ref. [197].
frequency ωL = gµBB/~, the DDI is time-averaged over the Larmor precession period when
the Larmor precession is much faster than the spin dynamics induced by the DDI, i.e., when
~ωL ≫ cddn.
To derive an effective (time-averaged) DDI, it is convenient to describe the system in the
rotating frame of reference with the Larmor frequency in spin space. The spin vector operators
ˆF(rot) in the rotating frame are related to those in the laboratory frame by ˆF(rot)± ≡ ˆF(rot)x ± i ˆF(rot)y =
e±iωLt ˆF± and ˆF(rot)z = ˆFz. Then, ˆVdd defined in Eq. (428) can be rewritten in terms of ˆF(rot) as
ˆVdd = −
√
6π
5
cdd
2
∫
dr
∫
dr′ 1|r − r′|3
× :
[Y02 (e)√
6
{
4 ˆF(rot)z (r) ˆF(rot)z (r′) − ˆF(rot)+ (r) ˆF(rot)− (r′) − ˆF(rot)− (r) ˆF(rot)+ (r′)
}
+ e−iωLtY−12 (e)
{
ˆF(rot)+ (r) ˆF(rot)z (r′) + ˆF(rot)z (r) ˆF(rot)+ (r′)
}
− eiωLtY12 (e)
{
ˆF(rot)− (r) ˆF(rot)z (r′) + ˆF(rot)z (r) ˆF(rot)− (r′)
}
+ e−2iωLtY−22 (e) ˆF(rot)+ (r) ˆF(rot)+ (r′) + e2iωLtY22 (e) ˆF(rot)− (r) ˆF(rot)− (r′)
]
:, (436)
where e ≡ (r − r′)/|r − r′|. In a large magnetic field (~ωL ≫ cddn), we may use an effective DDI
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that is time-averaged over the Larmor precession period 2π/ωL:
¯
ˆVdd = −
√
π
5
cdd
2
∫
dr
∫
dr′
Y02 (e)
|r − r′|3
× :
{
4 ˆF(rot)z (r) ˆF(rot)z (r′) − ˆF(rot)+ (r) ˆF(rot)− (r′) − ˆF(rot)− (r) ˆF(rot)+ (r′)
}
:
= − cdd
4
∫
dr
∫
dr′ |r − r
′|2 − 3(z − z′)2
|r − r′|5
× :
{
ˆF(rot)(r) · ˆF(rot)(r′) − 3 ˆF(rot)z (r) ˆF(rot)z (r′)
}
:
=
cdd
2
∑
νν′
∫
dr
∫
dr′ : ˆF(rot)(r)Q(rot)νν′ (r − r′) ˆF(rot)(r′) :, (437)
where Q(rot)νν′ (r) is the time-averaged integration kernel in the rotating frame of reference defined
by
Q(rot)νν′ (r) = −
1 − 3rˆ2z
r3
δνν′ − 3δνzδν′z
2
, (438)
whose Fourier transform is given by
˜Q(rot)νν′ (k) =
2π
3 (1 − 3
ˆk2z )(δνν′ − 3δνzδν′z). (439)
In contrast to Eq. (428), the time-averaged interaction (437) separately conserves the projected
total spin angular momentum and the projected relative orbital angular momentum. However, the
long-range and anisotropic nature of the dipolar interaction is still maintained in Eq. (437). While
the total longitudinal magnetization is conserved in the presence of an external magnetic field,
the anisotropic dipole interaction can induce spin textures in the transverse magnetization [207].
Equation (438) tells us how the dipole moments tend to align in the ground state. When the
condensate magnetizations mostly point in the longitudinal direction, the last factor in Eq. (438)
gives −1. Then, ˆF(rot)(r) and ˆF(rot)(r′) (assumed to be parallel or antiparallel to zˆ) become parallel
for r − r′||B and antiparallel for r − r′ ⊥ B [Figs. 21 (a) and (b)]. On the other hand, when the
condensate magnetizations lie in the transverse direction, the last factor in Eq. (438) reduces to
δνν′/2, resulting in ˆF(rot)(r)|| ˆF(rot)(r′) for r− r′ ⊥ B and ˆF(rot)(r)|| − ˆF(rot)(r′) for r− r′||B [Figs. 21
(c) and (d)] (see also Ref. [95]). The stable configuration shown in Fig. 21 (d) is different from
that expected for the bare DDI (428) [see Fig. 12]. This is because two transverse spins positioned
in the transverse direction (r− r′ ⊥ B) take both the head-to-tail and side-by-side configurations
in the course of the Larmor precession, resulting in attractive interaction on average.
6.3.4. Dipole-dipole interaction in quasi-one- and two-dimensional systems
Because the magnetic DDIs in atomic BECs are, in general, much smaller than the density-
density contact interaction, it is possible to realize a system that is three-dimensional (3D) with
respect to density waves and quasi-one-dimensional (quasi-1D) or quasi-two-dimensional (quasi-
2D) with respect to spin waves. Consider, for example, a BEC confined in a strong potential along
the z direction. If the size of the BEC in the z direction is smaller than the dipole healing length
ξdd and the spin healing lengths ξsp,i = ~/
√
2M|ci|n (for i = 1, 2, 3, · · · ), neither the DDI nor the
spin-dependent interactions can excite spatial spin modes along the z direction. This is a quasi
2D system with respect to spin degrees of freedom. Here, “quasi” means that the condensate
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Figure 21: Alignments of (a)(b) longitudinal and (c)(d) transverse magnetizations that are favored by the time-averaged
dipole interaction. Due to the Larmor precession, transverse magnetizations tend to be anti-parallel along the magnetic
field and parallel perpendicular to the magnetic field.
itself is 3D in the sense that the atoms can occupy the excited states of the 3D trapping potential.
In such a situation, we can describe the spin dynamics with 1D or 2D GPEs by introducing an
integrated dipole kernel over the strong confining direction.
Let us first consider a quasi 2D system. We choose the spin quantization axis in the z direction
and apply an external magnetic field in the z direction. Let eˆ1, eˆ2 and eˆ3 be the unit vectors along
the trap axes. Assuming that eˆ3 is the direction of strong confinement, the field operator is
decomposed as
ˆψ(r) = h1(x3) ˆψ(2D)(x⊥), (440)
where xi = eˆi · r, x⊥ = (x1, x2), and h1(x3) is assumed to be normalized to unity:∫ ∞
−∞
|h1(x3)|2dx3 = 1. (441)
Using Eq. (440), the contact interaction Hamiltonian (13) is written as
ˆV =
1
2
∫
dx⊥
∑
m1m2m
′
1m
′
2
[C(2D)]m1m2
m′1m
′
2
ˆψ(2D)∗m1 (x⊥) ˆψ(2D)∗m2 (x⊥) ˆψ(2D)m′2 (x⊥) ˆψ
(2D)
m′1
(x⊥), (442)
where
[C(2D)]m1m2
m′1m
′
2
≡ Cm1m2
m′1n
′
2
∫ ∞
−∞
dx3|h1(x3)|4. (443)
It follows that the contact interactions for spin-1, 2, and 3 systems can be written in the same
form as Eqs. (45), (48), and (50), respectively, if we replace ci, nˆ(r), ˆFν(r), and ˆAF ,M(r) with
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those defined for a 2D system:
c
(2D)
i ≡ ci
∫ ∞
−∞
dx3|h1(x3)|4, (444)
nˆ(2D)(x⊥) ≡
f∑
m=− f
ˆψ(2D)†m (x⊥) ˆψ(2D)m (x⊥), (445)
ˆF(2D)ν (x⊥) ≡
f∑
mm′=− f
(fν)mm′ ˆψ(2D)†m (x⊥) ˆψ(2D)m′ (x⊥), (446)
ˆA(2D)F ,M(x⊥) ≡
f∑
mm′=− f
〈F ,M| f ,m; f ,m′〉 ˆψ(2D)m (x⊥) ˆψ(2D)m′ (x⊥). (447)
As for the DDI, Eq. (428) is rewritten as
ˆVdd =
c
(2D)
dd
2
∫
dx⊥
∫
dx′⊥
∑
νν′
: ˆF(2D)ν (x⊥)Q(2D)νν′ (x⊥ − x′⊥) ˆF(2D)ν′ (x′⊥) :, (448)
where c(2D)dd ≡ cdd
∫ ∞
−∞ dx3|h1(x3)|4 and Q
(2D)
νν′ (x⊥ − x′⊥) is the 2D dipole kernel which is related to
the 3D one as
Q(2D)νν′ (x⊥ − x′⊥) =
1∫ ∞
−∞ dx3|h1(x3)|4
∫ ∞
−∞
dx3
∫ ∞
−∞
dx′3|h1(x3)|2|h1(x′3)|2Qνν′(r − r′). (449)
Equivalently, the Fourier transform is given by
˜Q(2D)νν′ (k⊥) =
∑
k3
∣∣∣∫ ∞−∞ dx3eik3 x3 |h1(x3)|2∣∣∣2∫ ∞
−∞ dx3|h1(x3)|4
˜Qνν′ (k), (450)
where k = (kx, ky, kz), ki = eˆi · k, and k⊥ = (k1, k2). Equations (449) and (450) also hold for the
time-averaged dipole kernels Q(rot)νν′ (r) and ˜Q(rot)νν′ (k).
Assuming a Gaussian profile along the eˆ3 direction, i.e.,
h1(x3) = 1(2πd)1/4 exp
− x234d2
 , (451)
we obtain c(2D)i = ci/
√
4πd2 (i = 0, 1, · · · ) and c(2D)dd = cdd/
√
4πd2, and Eq. (450) reduces to
˜Q(2D)νν′ (k⊥) =
d√
π
∫ ∞
−∞
dk3e−d
2k23 ˜Qνν′ (k). (452)
By expanding kν=x,y,z as kν =
∑3
i=1 ki(eˆi)ν with (eˆi)ν being the ν-component of the unit vector eˆi,
and using the integral
d√
π
∫ ∞
−∞
dk3e−d
2k23
kik j
k21 + k22 + k23
=

G1(k⊥d)( ˆk⊥)i( ˆk⊥) j (i, j = 1, 2),
1 −G1(k⊥d) (i = j = 3),
0 (otherwise),
(453)
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with k⊥ = |k⊥|, ˆk⊥ = k⊥/k⊥, ( ˆk⊥)i = eˆi · ˆk⊥, and
G1(x) ≡ 2xex2
∫ ∞
x
e−t
2 dt, (454)
we obtain
˜Q(2D)νν′ (k⊥) = −
4π
3 [δνν′ − 3(eˆ3)ν(eˆ3)ν′] + 4πG1(k⊥d)[(
ˆk⊥)ν(ˆk⊥)ν′ − (eˆ3)ν(eˆ3)ν′ ], (455)
˜Q(2D,rot)νν′ (k⊥) =
2π
3 (δνν′ − 3δνzδν′z)
{
1 − 3(eˆ3)2z − 3G1(k⊥d)[( ˆk⊥)2z − (eˆ3)2z ]
}
, (456)
where ( ˆk⊥)ν = ∑i=1,2( ˆk⊥)i(eˆi)ν is the ν-component of the unit vector along the wave vector k⊥ in
the 2D plane. Substituting (eˆ1, eˆ2, eˆ3) = (xˆ, yˆ, zˆ), Eq. (455) reduces to
˜Q(2D)(kx, ky) = −4π3

1 0 0
0 1 0
0 0 −2
 + 4πG1(k⊥d)k2⊥

k2x kxky 0
kxky k2y 0
0 0 −k2⊥
 , (457)
where k⊥ =
√
k2x + k2y . Contrary to the 3D dipole kernel (412) which is symmetric in the mo-
mentum space, an anisotropy arises in ˜Q(2D)(kx, ky) due to the confinement. On the other hand,
the dipole kernel for the rotating frame depends on the relative angle between the 2D plane and
the external field. For the case in which an external field is applied perpendicular to the 2D plane
[Fig. 22(a)], we substitute (eˆ1, eˆ2, eˆ3) = (xˆ, yˆ, zˆ) in Eq. (456), obtaining
˜Q(2D,rot⊥)(kx, ky) = 2π3 [−2 + 3G1(k⊥d)]

1 0 0
0 1 0
0 0 −2
 , (458)
whereas when an external field is parallel to the 2D plane [Fig. 22(b)], we take (eˆ1, eˆ2, eˆ3) =
(zˆ, xˆ, yˆ), obtaining
˜Q(2D,rot||)(kx, kz) = 2π3
[
1 − 3 k
2
z
k2⊥
G1(k⊥d)
] 
1 0 0
0 1 0
0 0 −2
 , (459)
where k⊥ =
√
k2x + k2y and
√
k2x + k2z for Eqs. (458) and (459), respectively.
The dipole kernel in the quasi-1D system is defined in a similar manner. Suppose that the
potential is tightly confined in the e1 and e2 directions so that spin structures can develop only
along the e3 direction. In this case, we can approximate the field operator as
ˆψ(r) = h2(x⊥) ˆψ(1D)(x3), (460)
where h2(x⊥) is assumed to be normalized to unity:∫
dx⊥|h2(x⊥)|2 = 1. (461)
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The contact interactions for spin-1, 2, and 3 systems are written in the same form as Eqs. (45),
(48), and (50), respectively, if we replace ci, nˆ(r), ˆFν(r), and ˆAF ,M(r) with those defined for a 1D
system:
c
(1D)
i ≡ ci
∫
dx⊥|h2(x⊥)|4, (462)
nˆ(1D)(x3) ≡
f∑
m=− f
ˆψ(1D)†m (x3) ˆψ(1D)m (x3), (463)
ˆF(1D)ν (x3) ≡
f∑
mm′=− f
(fν)mm′ ˆψ(1D)†m (x3) ˆψ(1D)m′ (x3), (464)
ˆA(1D)F ,M(x3) ≡
f∑
mm′=− f
〈F ,M| f ,m; f ,m′〉 ˆψ(1D)m (x3) ˆψ(1D)m′ (x3). (465)
The Hamiltonian for the DDI (428) is rewritten for a quasi 1D system as
ˆVdd =
c
(1D)
dd
2
∫ ∞
−∞
dx3
∫ ∞
−∞
dx′3
∑
νν′
: ˆF(1D)ν (x3)Q(1D)νν′ (x3 − x′3) ˆF(1D)ν′ (x′3) : (466)
where c(1D)dd ≡ cdd
∫
dx⊥|h2(x⊥)|4 and
Q(1D)νν′ (x3 − x′3) =
1∫
dx⊥|h2(x⊥)|4
∫
dx⊥
∫
dx′⊥|h2(x⊥)|2|h2(x′⊥)|2Qνν′ (r − r′) (467)
is the 1D dipole kernel. The Fourier transform of Eq. (467) is given by
˜Q(1D)νν′ (k3) =
∑
k⊥
∣∣∣∫ dx⊥eik⊥ ·x⊥ |h2(x⊥)|2∣∣∣2∫
dx⊥|h2(x⊥)|4
˜Qνν′(k). (468)
Assuming a Gaussian profile for h2(x⊥):
h2(x⊥) = 1√
2πd
exp
− x21 + x224d2
 , (469)
we obtain c(1D)i = ci/(4πd2) (i = 0, 1, 2, · · · ) and c(1D)dd = cdd/(4πd2), and Eq. (468) reduces to
˜Q(1D)νν′ (k3) =
d2
π
∫ ∞
−∞
dk1
∫ ∞
−∞
dk2e−d
2(k21+k22) ˜Qνν′ (k). (470)
By using the integral
d2
π
∫ ∞
−∞
dk1
∫ ∞
−∞
dk2e−d
2(k21+k22) kik j
k21 + k22 + k23
=

1
2
[1 −G2(k3d)] (i = j = 1 or 2),
G2(k3d) (i = j = 3),
0 (otherwise),
(471)
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with
G2(x) ≡ x2ex2
∫ ∞
x2
e−t
t
dt, (472)
we obtain
˜Q(1D)νν′ (k3) = −
4π
3 δνν
′ + 2π[(eˆ1)ν(eˆ1)ν′ + (eˆ2)ν(eˆ2)ν′]
+ 2πG2(k3d)[2(eˆ3)ν(eˆ3)ν′ − (eˆ1)ν(eˆ1)ν′ − (eˆ2)ν(eˆ2)ν′], (473)
˜Q(1D,rot)νν′ (k3) =
2π
3 (δνν′ − 3δνzδν′z)
{
1 − 3
2
[(eˆ1)2z + (eˆ2)2z ] −
3
2
G2(k3d)[2(eˆ3)2z − (eˆ1)2z − (eˆ2)2z ]
}
.
(474)
Taking (eˆ1, eˆ2, eˆ3) = (xˆ, yˆ, zˆ), Eq. (473) reduces to
˜Q(1D)(kz) =2π3 [1 − 3G2(kzd)]

1 0 0
0 1 0
0 0 −2
 . (475)
The facts that the kz dependence is factorized in Eq. (475) and that the matrix part is diagonal
mean that the spin angular momentum along the 1D direction (z direction) is conserved. This is
because the spin angular momentum cannot be transfered to the orbital one due to the strong con-
finement. As for ˜Q(1D,rot)νν′ , when an external field is applied along the 1D condensate [Fig. 22(c)],
we substitute (eˆ1, eˆ2, eˆ3) = (xˆ, yˆ, zˆ) to Eq. (474) and obtain
˜Q(1D,rot||)(kz) = 2π3 [1 − 3G2(kzd)]

1 0 0
0 1 0
0 0 −2
 , (476)
whereas when an external field is perpendicular to the 1D axis [Fig. 22(d)], we take (eˆ1, eˆ2, eˆ3) =
(yˆ, zˆ, xˆ), obtaining
˜Q(1D,rot⊥)(kx) = −π3 [1 − 3G2(kxd)]

1 0 0
0 1 0
0 0 −2
 . (477)
To summarize the above results, the DDI Hamiltonian for the ℓ-dimensional system is written
in a general form:
ˆVdd =
c
(ℓD)
dd
2
∫
dℓr
∫
dℓr′
∑
ν,ν′=x,y,z
: ˆF(ℓD)ν (r)Q(ℓD)νν′ (r − r′) ˆF(ℓD)ν′ (r′) :, (478)
and only the dipole kernel Q(ℓD)νν′ (r− r′) changes depending on the dimension and the presence or
absence of an external field (i.e., whether we take time average): Eqs. (455) and (457) are the bare
dipole kernel for a 2D system, Eqs. (456), (458), and (459) are the time-averaged dipole kernel
for a 2D system, Eqs. (473) and (475) are the bare dipole kernel for a 1D system, and Eqs. (474),
(476), and (477) are the time-averaged dipole kernel for a 1D system. The functions G1(x) and
G2(x) appearing in the dipole kernels are monotonically increasing functions satisfying G1(0) =
G2(0) = 0 and G1(∞) = G2(∞) = 1 [see Fig. 22(e)]. The contact interaction Hamiltonian is
written in the same form as that for a 3D system by replacing the interaction coefficients etc.
according to Eqs. (444)–(447) for a 2D system, and Eqs. (462)–(465) for a 1D system.
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Figure 22: (a)–(d) Configurations of the trap geometry and an external magnetic field for (a) ˜Q(2D,rot⊥) [Eq. (458)], (b)
˜Q(2D,rot||) [Eq. (459)], (c) ˜Q(1D,rot||) [Eq. (476)], and (d) ˜Q(1D,rot⊥) [Eq. (477)]. (e) Plots of G1(x) and G2(x) defined in
Eqs. (454) and (472), respectively.
6.3.5. Bogoliubov analysis
In this subsection, we extend the Bogoliubov theory discussed in Sec. 5 so as to include the
DDI. In the presence of long-range interactions, the Bogoliubov equation becomes a complicated
integral equation. However, when atoms are condensed in the zero-momentum state, which is not
always the ground state in the presence of the DDI, a simple extension of the Bogoliubov theory
gives an analytic form of the excitation spectrum, from which we can investigate the Landau and
dynamical instabilities.
We start from the general form of the DDI given in Eq. (478) where the dimension ℓ takes 1,
2, or 3, and we use either the bare or time-averaged dipole kernel. Using the Fourier expansion
of the field operator given by Eq. (189), the Hamiltonian for the DDI is written as
ˆVdd =
1
2Ω
∑
m1m2m
′
1m
′
2
∑
k1 k2 k3 k4
[Cdd(k4 − k1)]m1m2m′1m′2δk1+k2,k3+k4 aˆ
†
k1,m1 aˆ
†
k2,m2 aˆk3,m
′
2
aˆk4,m′1 , (479)
where [Cdd(k)]m1m2m′1m′2 is defined by
[Cdd(k)]m1m2m′1m′2 = cdd
∑
νν′
˜Qνν′(k)(fν)m1m′1 (fν′)m2m′2 . (480)
Here, [Cdd(k)]m1m2m′1m′2 satisfies the following symmetry property:
[Cdd(k)]m1m2m′1m′2 = [Cdd(−k)]
m1m2
m′1m
′
2
= [Cdd(k)]m2m1m′2m′1 = [C
∗
dd(k)]
m′1m
′
2
m1m2 = [C∗dd(k)]
m′2m
′
1
m2m1 , (481)
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where we have used ˜Qνν′ (k) = ˜Qνν′(−k) = ˜Qν′ν(k) and fTν = f∗ν . As in the conventional Bogoli-
ubov theory, when the Bose-Einstein condensation occurs in the k = 0 state, we expand Eq. (479)
up to the second order of aˆk,0,m obtaining
ˆVdd ≃ 12Ω
∑
m1m2m
′
1m
′
2
[Cdd(0)]m1m2m′1m′2 aˆ
†
0,m1 aˆ
†
0,m2 aˆ0,m
′
2
aˆ0,m′1
+
1
Ω
∑
m1m2m
′
1m
′
2
∑
k,0
{
[Cdd(k)]m1m2m′1m′2 aˆ
†
0,m1 aˆ
†
k,m2 aˆ0,m
′
2
aˆk,m′1 + [Cdd(0)]m1m2m′1m′2 aˆ
†
0,m1 aˆ
†
k,m2 aˆk,m
′
2
aˆ0,m′1
}
+
1
2Ω
∑
m1m2m
′
1m
′
2
∑
k,0
[Cdd(k)]m1m2m′1m′2
(
aˆ
†
0,m1 aˆ
†
0,m2 aˆ−k,m′2 aˆk,m′1 + aˆ
†
k,m1 aˆ
†
−k,m2 aˆ0,m′2 aˆ0,m′1
)
. (482)
By replacing aˆ0,m’s according to Eqs. (198)–(200), the dipolar interacting part the Bogoliubov
Hamiltonian is given by
ˆHBdd =
N(N − 1)
2Ω
∑
m1m2m
′
1m
′
2
[Cdd(0)]m1m2m′1m′2ζ
∗
m1
ζ∗m2ζm′2ζm′1
− 2N − 1
2Ω
∑
m1m2m
′
1m
′
2
[Cdd(0)]m1m2m′1m′2ζ
∗
m1
ζ∗m2ζm′2ζm′1
∑
k,0,m′′
nˆkm′′
+
N
Ω
∑
m1m2m
′
1m
′
2
∑
k,0
{
[Cdd(k)]m1m
′
2
m′1m2
+ [Cdd(0)]m1m
′
2
m2m
′
1
}
ζm′1ζ
∗
m′2
aˆ
†
k,m1 aˆk,m2
+
N
2Ω
∑
m1m2m
′
1m
′
2
∑
k,0
{
[C∗dd(k)]m1m2m′1m′2ζ
∗
m′1
ζ∗m′2 aˆ−k,m2 aˆk,m1 + [Cdd(k)]
m1m2
m′1m
′
2
ζm′2ζm
′
1
aˆ
†
k,m1 aˆ
†
−k,m2
}
.
(483)
Comparing Eqs. (201) and (483), we can rewrite the Hamiltonian ˆHB + ˆHBdd in the same form as
Eq. (211):
ˆHB + ˆHBdd =E0 + Edd −
1
2
∑
k,0
{
Tr[H(0)−k + H(1) + H
(1,dd)
−k ] −
Dcorr
2ǫk
}
+
1
2
∑
k,0
(
¯aˆ†k ¯aˆ−k
) (H(0)k + H(1) + H(1,dd)k H(2) + H(2,dd)k
[H(2) + H(2,dd)−k ]∗ [H
(0)
−k + H
(1) + H(1,dd)−k ]∗
) (
aˆk
aˆ†−k
)
, (484)
where
H(1,dd)k,m1m2 =
N
Ω
∑
m′1m
′
2
{
[Cdd(k)]m1m
′
2
m′1m2
+ [Cdd(0)]m1m
′
2
m2m
′
1
}
ζm′1ζ
∗
m′2
, (485)
H(2,dd)k,m1m2 =
N
Ω
∑
m′1m
′
2
[Cdd(k)]m1m2m′1m′2ζm′1ζm′2 , (486)
Edd =
N(N − 1)
2Ω
∑
m1m2m
′
1m
′
2
[Cdd(0)]m1m2m′1m′2ζ
∗
m1
ζ∗m2ζm′2ζm′1 , (487)
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and µ in the definition of H(0)k [see Eq. (208)] is replaced by µ − µdd with
µdd =
2N − 1
2Ω
∑
m1m2m
′
1m
′
2
[Cdd(0)]m1m2m′1m′2ζ
∗
m1
ζ∗m2ζm′2ζm′1 . (488)
Using Eqs. (238) and (480), H(1,dd)k and H(2,dd)k are written in matrix forms as
H(1,dd)k =cddn
∑
νν′
[
˜Qνν′(k) fνρfν′ + ˜Qνν′ (0) fνfν′
]
, (489)
H(2,dd)k =cddn
∑
νν′
˜Qνν′ (k) fνρ˜fTν′ . (490)
Then, the Bogoliubov analysis proceeds in the same manner as discussed in Sec. 5 with MBk
replaced by
MB,ddk ≡
(
H(0)k + H
(1) + H(1,dd)k H
(2) + H(2,dd)k
[H(2) + H(2,dd)−k ]∗ [H
(0)
−k + H
(1) + H(1,dd)−k ]∗
)
. (491)
An interesting example of the Bogoliubov analysis is the situation of Refs. [78, 77]. In
Refs. [78, 77], Vengalattore et al. observed that a periodic magnetic pattern emerges in an f = 1
BEC of 87Rb atoms in a quasi 2D system. An external magnetic field was applied parallel to the
2D plane, and the longitudinal magnetization of the BEC was zero during the dynamics. For this
system, as we shall show below, one of the Bogoliubov spectra exhibits Landau and dynamical
instabilities, which implies that the uniform spin configuration is unstable in this system.
We take the y and z axes in the direction of the strong confinement and that of an external
magnetic field, respectively. In this situation, the dipole kernel is given by Eq. (459), which, for
convenience, is rewritten as follows:
˜Q(2D,rot||)(k) = Q(k)

1 0 0
0 1 0
0 0 −2
 , (492)
Q(k) = 2π3
[
1 − 3 k
2
z
k2
G1(kd)
]
. (493)
Here and hereafter we omit the index ⊥ and define k = (kx, kz) and k =
√
k2x + k2z . For a
ferromagnetic interaction (c1 < 0) and for a positive quadratic Zeeman energy satisfying 0 < q <
2|c1|n, there is a uniform stationary solution of GPE (429) given by [120, 95]
ζ =

√
1 − q˜/2√(1 + q˜)/2√
1 − q˜/2
 , (494)
where
q˜ =
q
2n
[
|c(2D)1 | + c(2D)dd Q(0)
] . (495)
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The expectation value of the spin vector for this spinor is nonvanishing only for the x-component:
fν =
∑
mm′
ζ∗m(fν)mm′ζm′ =
√
1 − q˜2 δνx. (496)
Although all the matrix elements of MB,ddk are nonzero for the order parameter (494), it is simpli-
fied if we use the Cartesian spin basis (see Sec. 3.3.3), in which the eigenmatrix of the Bogoliubov
equation is given by
σz
(U†[H(0)k + H(1) + H(1,dd)k ]U U†[H(2) + H(2,dd)k ]U
UT[H(2) + H(2,dd)−k ]∗U∗ UT[H(0)−k + H(1) + H(1,dd)−k ]∗U∗
)
, (497)
where U is defined in Eq.(108). In this basis, the x mode is decoupled from the other two (y and
z) modes, and the spectrum is analytically obtained as [95]
E2k,x =
{
ǫk + q − c(2D)dd n(1 − q˜)[2Q(k) + Q(0)]
} {
ǫk + c
(2D)
dd n(1 + q˜)[Q(k) − Q(0)]
}
. (498)
Note here that when c(2D)dd , 0, the right-hand side of Eq. (498) can be negative, implying that an
uniform initial state (494) is dynamically unstable [120, 95]. Figures 23 (a)–(c) show the distri-
butions of |Im Ek,x|/h (red) and −Re Ek,x/h (blue) which correspond to the dynamical instability
and Landau instability, respectively, calculated for parameters in Ref. [78]. When E2k,x > 0, the
sign of Ek,x is determined so that the corresponding eigenmode satisfies the normalization con-
dition (229). The anisotropic distribution of the instability suggests the existence of the periodic
pattern in real space. However, the minimum wave length of the unstable modes (∼ 30 µm) is
about 3 times larger than that of the observed magnetic pattern (∼ 10 µm), and the origin of
the observed magnetic pattern is under controversy [120, 57, 208, 95]. References [208, 95]
investigate stable spin textures in this system, showing that the length scale of the stable pat-
tern is larger than the unstable wavelength. The equilibrium spin configuration achieved after a
long-time evolution [79] seems to be consistent with the theoretical calculations.
Figure 23: Real and imaginary parts of Ek,x in Eq. (498) for the case of d = 1 µm and n = 2.3 × 1014 cm−3. Shown are
|Im Ek,x | (red) and −Re Ek,x (blue) which correspond to the dynamical and Landau instabilities, respectively. Reprinted
from Ref. [95].
In the context of the Bogoliubov analysis for spinor dipolar BECs, the effects of the magnetic
dipole-dipole interactions for the quench experiment [82] are investigated in Refs. [117, 118,
119], and the energy spectra for spin textures appearing in the ground states (see Sec. 6.3.2) were
numerically calculated [209]. Other related works include the study on possible quantum phases
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due to the DDI based on the single-mode approximation [210, 211], the investigation of effects
of the DDI on the spin dynamics in a Mott Insulator state (see Sec. 4.3) by using a variational
approach [212], and the renormalization-group study on the phase transition in a 3D uniform
spin-1 dipolar gas [213].
7. Hydrodynamic equations
In this section, we discuss basic properties of mass current and spin current of spinor con-
densates by deriving the hydrodynamic equations of motion for supercurrent and magnetization.
7.1. Equations of motion for the superfluid velocity
A spinor order parameter can, in general, be decomposed into a scalar part ˜ψ and a normalized
spinor ζ as
ψ(r, t) = ˜ψ(r, t)ζ(r, t). (499)
We first show that the time and space dependences of ζ act as scalar and vector potentials for the
scalar field ˜ψ. We start with the Lagrangian density:
L = L0 − V, (500)
L0 =
∑
m
[
i~ψ∗m
∂
∂t
ψm − ~
2
2M
∇ψ∗m · ∇ψm
]
, (501)
V =
∑
m
[
Utrap(r) + pm + qm2
]
|ψm|2 + 12
∑
m1m2m
′
1m
′
2
Cm1m2
m′1m
′
2
ψ∗m1ψ
∗
m2
ψm′2ψm
′
1
, (502)
where Utrap(r) is the trapping potential, p and q are the linear and quadratic Zeeman energies, and
Cm1m2
m′1m
′
2
is defined in Eq. (14). The GPEs are obtained from δL/δψ∗m = 0. Substituting Eq. (499)
in Eq. (501), L0 is expressed in terms of ˜ψ and ζ as
L0 = i~ ˜ψ∗ ∂
∂t
˜ψ − ~
2
2M
(∇ + iA) ˜ψ∗ · (∇ − iA) ˜ψ −
(
~2
2M
Λ + ~Φ
)
| ˜ψ|2, (503)
where
Φ = −iζ† ∂
∂t
ζ, (504)
A = iζ†∇ζ, (505)
Λ = (∇ζ†) · (∇ζ) − A2. (506)
Here, Φ and A are real because ζ†ζ = 1. The Lagrangian density (503) shows that ~Φ and ~A
work as a scalar potential and a vector potential for a scalar field ˜ψ (with charge 1), respectively.
The additional term Λ gives the kinetic energy of ζ. Defining the electromagnetic four-potential
as A j = (~Φ, ~A) ( j = 0, 1, 2, 3), the electromagnetic field tensor is given by
F jk ≡ ∂ jAk − ∂kA j
= i~
[
(∂ jζ†)(∂kζ) − (∂kζ†)(∂ jζ)
]
( j, k = 0, 1, 2, 3), (507)
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where we have used the metric η jk = Diag[−1, 1, 1, 1].
The physical meaning of A is the superfluid velocity. The superfluid velocity v(mass) for a
spinor BEC is defined as the sum of currents in all spin components:
nv(mass) =
~
2Mi
f∑
m=− f
[
ψ∗m(∇ψm) − (∇ψ∗m)ψm
]
. (508)
where n =
∑
m |ψm|2 is the number density. Substituting Eq. (499) in Eq. (508) and rewriting the
scalar wavefunction as
˜ψ(r, t) =
√
n(r, t)eiφ(r,t), (509)
we obtain
v(mass) =
~
M
(∇φ − A) . (510)
Hence, different from scalar BECs, the rotation of the superfluid velocity, in general, does not
vanish in spinor BECs, and the vorticity corresponds to the magnetic field B ≡ ∇ × (~A):
ω ≡ ∇ × v(mass) = −B
M
. (511)
On the other hand, the scalar potential ~Φ works as an additional (local) chemical potential.
To see this, we rewrite the GPEs as
i~
f∑
m=− f
ψ∗m
∂
∂t
ψm =
f∑
m=− f
ψ∗m
(
− ~
2
2M
∇2ψm + δV
δψ∗m
)
, (512)
and substitute Eqs. (499) and (509) in Eq. (512). Then, the imaginary part reduces to the conti-
nuity equation for the particles:
∂n
∂t
+ ∇ · [nv(mass)] = 0, (513)
where we have used the identity ζ†∇2ζ = −i∇ · A − A2 − Λ. On the other hand, the real part of
Eq. (512) is rewritten as
~
(
∂φ
∂t
+ Φ
)
+ µlocal +
1
2
M[v(mass)]2 = 0, (514)
where
µlocal(r, t) = − ~
2
2M
∇2 √n√
n
+
~2
2M
Λ +
1
n
f∑
m=− f
ψ∗m
δV
δψ∗m
(515)
is the local chemical potential. The gradient of Eq. (514) gives the equation of motion for v(mass):
∂
∂t
[Mv(mass)] + ∇
{
µlocal +
1
2
M[v(mass)]2
}
= E, (516)
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where E = ~(−∇Φ − ∂A/∂t) is the electric field due to A and Φ. Moreover, introducing the
material derivative
D
Dt
≡ ∂
∂t
+ [v(mass) · ∇], (517)
and using the vector calculus formula
∇(v2) = 2v × (∇ × v) + 2(v · ∇)v, (518)
Eq. (516) reduces to the equation of motion which is analogous to that for a charged particle:
D
Dt
[Mv(mass)] = E + v(mass) ×B − ∇µlocal. (519)
7.2. Spin supercurrent
Spinor condensates also support the non-dissipative flow of spins. As in the case of the
superfluid velocity [see Eq. (508)], the velocity field v(spin)ν for the ν component of spin is defined
as follows:
nv
(spin)
ν =
~
2Mi
f∑
m,m′=− f
(fν)mm′ [ψ∗m(∇ψm′ ) − (∇ψ∗m)ψm′ ] (ν = x, y, z). (520)
From the GPEs at zero magnetic field, we obtain the continuity equation for spin:
∂
∂t
Fν + ∇ · [nv(spin)ν ] = 0, (521)
where Fν(r) = ∑mm′(fν)mm′ψ∗m(r)ψm′ (r). In the presence of an external magnetic field, the spin
angular momentum perpendicular to it is not conserved, and the torque term appears in the equa-
tion of motion:
∂
∂t
Fν + ∇ · [nv(spin)ν ] =
p
~
[
ˆB × F
]
ν
+
2q
~
[
ˆB × N ˆB
]
ν
, (522)
where ˆB is a unit vector in the direction of the magnetic field, N is the 3 × 3 symmetric nematic
tensor defined in Eq. (100), and ( ˆB×N ˆB)ν = ∑ν1ν2ν3 ǫνν1ν2 ˆBν1Nν2ν3 ˆBν3 [122]. The magnetic DDI
induces an effective magnetic field and therefore modifies the first term on the right-hand side of
Eq. (522).
7.3. Long-wavelength limit
In the long-wavelength limit, i.e., when the length scale of interest is much larger than the
healing lengths ξi ≡ ~/
√
2M|ci|n (i = 0, 1, · · · ), we can assume that the order parameter at
every point belongs to the same phase. Here we consider the case for p = q = 0. Then, the
spin-dependent part of the order parameter is written as
ζ(r, t) = U(α(r, t), β(r, t), γ(r, t))ζ0, (523)
where
U(α, β, γ) ≡ e−ifzαe−ifyβe−ifzγ (524)
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is the Euler rotation with α, β and γ being Euler angles, and ζ0 is a representative order parameter
that minimizes the interaction energy. Since the interatomic interaction is invariant under SO(3)
spin rotations, the order parameter (523) for arbitrary Euler angles minimizes the interaction
energy.
Using Eq. (523), the electromagnetic four-potential is calculated as follows:
A j ≡i~ζ†0 U†(∂ jU)ζ0
=~ζ
†
0
[
(∂ jα)eifzγeifyβfze−ifyβe−ifzγ + (∂ jβ)eifzγfye−ifzγ + (∂ jγ)fz
]
ζ0
=~[−(∂ jα) sin β cos γ + (∂ jβ) sin γ]〈fx〉0
+ [(∂ jα) sin β sin γ + (∂ jβ) cosγ]〈fy〉0 + [(∂ jα) cos β + ∂ jγ]〈fz〉0, (525)
where 〈fν〉0 ≡ ζ†0 fνζ0. Without loss of generality, we can choose the representative order param-
eter ζ0 so that the spontaneous magnetization, if it exists, becomes parallel to the z axis. Then,
we obtain
A j = ~| f |[(∂ jα) cos β + ∂ jγ], (526)
where | f | is the amplitude of the spontaneous magnetization, which is a constant by assumption.
Equation (526) implies that the scalar and vector potentials arise only when the condensate has
spontaneous magnetization. Moreover, noting that the Euler angles α and β describe the direction
of the local magnetization:
f =

ζ
†
0 U
†fxUζ0
ζ
†
0 U
†fyUζ0
ζ
†
0 U
†fzUζ0
 = | f |

cosα sin β
sinα sin β
cos β
 , (527)
the electromagnetic field tensor defined in Eq. (507) is written in terms of a unit vector sˆ ≡ f/| f |
as
F jk = ~| f | sin β[(∂ jα)(∂kβ) − (∂kα)(∂ jβ)]
= −~| f |
∑
ν1ν2ν3
ǫν1ν2ν3 sˆν1 (∂ j sˆν2 )(∂k sˆν3 ). (528)
In particular, Eq. (528) for j, k , 0 gives the vorticity [see Eq. (511)]:
∇ × v(mass) = ~| f |
M
∑
ν1ν2ν3
ǫν1ν2ν3 sˆν1 (∇sˆν2 × ∇sˆν3 ), (529)
which is non-vanishing for | f | , 0. Equation (529) is known as the Mermin-Ho relation [214].
As a special case of interest, we consider the ferromagnetic phase in which the condensate
is fully polarized at every point and only the direction of the magnetization varies in space and
time. Using Eq. (528), the equation of motion of v(mass) [Eq. (516)] for a spin- f system is given
by [98, 215]
∂
∂t
[Mv(mass)] = ~ f
∑
ν1ν2ν3
ǫν1ν2ν3 sˆν1
∂sˆν2
∂t
∇sˆν3 − ∇
{
µlocal +
1
2
M[v(mass)]2
}
, (530)
µlocal = − ~
2
2M
∇2 √n√
n
+
~2 f
4M
(∇sˆ)2 + Utrap(r) + 4π~
2
M
a2 f n, (531)
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where a2 f is the scattering length for the spin polarized atoms, and we have used Λ = f (∇sˆ)2/2.
On the other hand, the spin superfluid velocity (520) for a spin- f system is written in terms of sˆ
as [121, 98, 122]
v
(spin,F)
ν = f
sˆνv(mass,F) − ~2M
∑
ν1ν2
ǫνν1ν2 sˆν1∇sˆν2
 . (532)
The first term on the right-hand side of Eq. (532) is the flow of spins carried by the particle, and
the second term originates from the spin flow induced by the gradient of spins that is perpen-
dicular to sˆ. Since the energy scale of spin waves is much smaller than that of density waves
(|ci|n ≪ c0n), spin dynamics does not affect the density profile of the condensate, especially in
the long-wavelength limit. We then take the incompressible limit: ∂n/∂t = −∇ · (nv(mass)) = 0
[see Eq. (513)]. Substituting Eq. (532) in Eq. (521), we obtain the equation of motion for the
magnetization [121]
Dsˆ
Dt
= −sˆ × Beff , (533)
where
Beff = − ~
2
2M
[(
∇n
n
· ∇
)
sˆ + ∇2 sˆ
]
. (534)
We note that Eq. (533) has the same form as the Landau-Lifshits equation (LLE), which is widely
used to describe the magnetization dynamics in ferromagnets, if the partial time derivative in the
LLE is replaced by the material derivative (517). An external field merely changes the effective
field Beff to [122]
B′eff = −
~2
2M
[(
∇n
n
· ∇
)
sˆ + ∇2 sˆ
]
+
p
~
ˆB +
q
~
( ˆB · sˆ) ˆB. (535)
When we introduce a phenomenological energy dissipation to the GPE by replacing i(∂/∂t) with
(i − Γ)(∂/∂t), the dissipative hydrodynamic equation, which is obtained in a manner similar to
Eq. (533), includes the so-called Girbart damping Γsˆ × ∂sˆ/∂t and takes the same form as the
Landau-Lifshits-Girbart equation [215]. Equations (530) and (533), together with the Mermin-
Ho relation (529) with | f | = f , provide a complete set of equations of motion that describe a
general ferromagnetic condensate. The above set of equations of motion is used to analyze the
stable Skyrmion lattice configurations [216, 217]. The hydrodynamic equation for a general state
is discussed in Refs. [98, 218]: In Ref. [98], the equations of motion for the vertices which appear
in Majorana representation (see Sec. 3.2.2) are derived, whereas Ref. [218] gives the equations
of motion for the SO(3) rotation matrix (∼ U†∂ jU).
8. Vortices and hydrodynamic properties
A scalar BEC can host only one type of vortex, that is, a U(1) vortex or a gauge vortex.
However, a spinor BEC can host many different types of vortices. The properties of a vortex can
be characterized by looking at how the order parameter changes along a loop that encircles the
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vortex. For the case of a scalar BEC, the order parameter is a single complex function which can
be written as
ψ(r) =
√
n(r)eiφ(r), (536)
where n(r) is the particle number density. The corresponding superfluid velocity vs is defined by
nvs =
~
2Mi
[ψ∗∇ψ − (∇ψ∗)ψ]. (537)
Substituting Eq. (536) in Eq. (537), we obtain
vs =
~
M
∇φ. (538)
Because the order parameter must be single-valued, the phase φ can change only by an integer
multiple of 2π when we make a complete circuit of a vortex. Hence, the mass circulation along
a closed path is quantized in units of κ ≡ h/M:∮
C
vs · dℓ = ~M
∮
C
dφ = nwκ, (539)
where
∮
C dℓ is the line integral along a closed path C, and 2πnw is the phase change along the
path with nw being an integer (winding number). When the vortex lies on the z axis and the
system is axisymmetric about the vortex line, the order parameter is described in the cylindrical
coordinate (r, ϕ, z) by
ψ(r, ϕ, z) =
√
n(r) einwϕ. (540)
If nw , 0, the density at the vortex core must vanish so as to avoid the phase singularity.
The situation changes drastically for spinor BECs. To see this, we consider how the spinor
order parameter changes along a loop encircling a vortex. When the distance of the loop from
the vortex core is larger than the healing lengths ~/
√
2Mcin (i = 0, 1, · · · ), the order parameter
changes slowly along the loop, and therefore, the kinetic energy density associated with the
spatial variation of the order parameter is negligible. In such a case, the order parameter takes
the form that minimizes the interaction energy. Because the spinor system has the U(1) global
gauge symmetry and the SO(3) spin rotational symmetry (in the absence of an external field), the
order parameter far from the vortex core is generally described using gauge-transformation and
spin-rotation operators by
ψ(t) =
√
n(t) eiφ(t)U(α(t), β(t), γ(t))ζ0, (541)
where 0 ≤ t < 1 is a parameter describing a closed contour, φ is an overall gauge, U(α, β, γ)
is an SO(3) rotation defined in Eq. (524), and ζ0 is a representative spinor which minimizes the
interaction energy. The single-valuedness condition for the order parameter (541) is given by
eiφ(0)U(α(0), β(0), γ(0))ζ0 = eiφ(1)U(α(1), β(1), γ(1))ζ0, (542)
whereas the number density n(t) may fluctuate but should satisfy n(0) = n(1). The condition for
φ, α, β, and γ depends on the symmetry of ζ0. For example, as we shall see below, φ(1) − φ(0)
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may take integer multiples of π or 2π/3, depending on how α, β and γ vary. In such cases, the
circulation of the velocity field becomes fractional in units of κ.
As we shrink the loop, the kinetic energy density increases, and becomes comparable with
the interaction energy density. In such a situation, the order parameter on the loop is no longer
described by Eq. (541). It does not mean, however, that the number density n(r) should vanish at
the vortex core: the vortex core can be filled with particles that show different magnetism from
those far from the vortex. This is also a feature of vortices in spinor BECs that is different from
scalar ones [219, 220].
In the following sections, we first discuss general properties of the mass circulation in Sec. 8.1,
and then investigate what types of vortices are allowed in each phase of spin-1 and spin-2 BECs
in Secs. 8.2 and 8.3, respectively, which are followed by discussions on rotating spinor BECs
(Sec. 8.4) and dipolar gases (Sec. 8.5). In Secs. 8.2 and 8.3, we consider vortices in a homo-
geneous system in the absence of an external magnetic field, and do not take into account the
particle and spin conservations, unless otherwise noted. We shall discuss vortices in Sec. 10
from the viewpoint of topology after reviewing homotopy theory.
8.1. Mass circulation
As we have seen in the previous section, the superfluid velocity in a spinor BEC is defined in
Eq. (508) and given by
v(mass) =
~
M
[
∇φ − | f |(cos β∇α + ∇γ)] (543)
for the order parameter (541) [see Eqs. (510) and (526)].
Equation (543) shows that when | f | = 0 the superfluid velocity is, as in the case of a scalar
BEC, proportional to the gradient of the gauge angle: vs = (~/M)∇φ. Therefore, spinor BECs
with zero magnetization is irrotational (∇ × vs = 0) and the circulation is quantized, though the
unit of the quantization is not necessarily equal to κ but can be a fraction of it. (See the examples
in the following subsections.)
On the other hand, if | f | , 0, the vorticity ∇ × v(mass) does not vanish because of the term
cos β∇α, and hence, the circulation is no longer quantized. This is due to the contribution from
the Berry phase associated with spin textures. To see this, we use the Mermin-Ho relation (529).
If there is no singularity inside a loop under consideration, i.e., if the order parameter at every
point inside the loop is described by Eq. (541), the mass circulation along the loop is calculated
as follows: ∮
C
v(mass) · dℓ =
∫
S
(∇ × v(mass)) · dS
=
~| f |
M
∫
S
sin β (∇β × ∇α) · dS
=
~| f |
M
∫∫
sin βdβdα
=
~| f |
M
S in(sˆ), (544)
where
∫
S dS is the surface integral over a surface S enclosed by C, and
S in(sˆ) ≡
∫∫
sin βdβdα (545)
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represents the surface area of the region on a unit sphere on which sˆ(r) (r ∈ S ) moves. Here,
S in(sˆ) agrees modulo 4π with the Berry phase S (sˆ) that is defined as the surface area of the region
on a unit sphere enclosed by the trajectory of sˆ(r) (r ∈ C) [see Eq. (550)]. Hence, Eq. (544) shows
that the mass circulation of a ferromagnetic condensate is directly related to the Berry phase of
the magnetization. For a general case, we rewrite Eq. (543) as
v(mass) − ~
M
| f |(1 − cos β)∇α = ~
M
∇[φ − | f |(α + γ)], (546)
and integrate both sides along a closed contour C, obtaining∮
C
v(mass) · dℓ − ~
M
| f |
∮
C
(1 − cos β)∇α · dℓ = ~
M
[∮
C
dφ − | f |
∮
C
(dα + dγ)
]
. (547)
Since α and β specify the direction of the local magnetization, the single-valuedness condition
for the order parameter requires that∮
C
dα = 2πnα (nα : integer), (548)∮
C
dβ = 0. (549)
The same condition also dictates that
∮
C dφ and
∮
C dγ on the right-hand side of Eq. (547) be
integer multiples or fractions of 2π. On the other hand, the second term on the left-hand side is
proportional to the Berry phase:∮
C
(1 − cos β)∇α · dℓ =
∫ α(0)+2πnα
α(0)
dα
∫ β(α)
0
dβ sin β ≡ S (sˆ). (550)
Equation (547) therefore shows that the difference between the circulation and the Berry phase:∮
C v
(mass) · dℓ − (~/M)| f |S ( f ) is quantized.
8.2. Spin-1 BEC
The rotation matrix for the order parameter of a spin-1 BEC is given by
U(α, β, γ) =

e−i(α+γ) cos2 β2 − e
−iα√
2
sin β e−i(α−γ) sin2 β2
e−iγ√
2
sin β cos β − eiγ√
2
sin β
ei(α−γ) sin2 β2
eiα√
2
sin β ei(α+γ) cos2 β2
 . (551)
The spin-1 BEC in the absence of an external magnetic field has two phases: ferromagnetic and
polar. Below, we discuss characteristic vortices in each phase.
8.2.1. Ferromagnetic phase
A representative order parameter of a spin-1 ferromagnetic BEC is ζferro0 = (1, 0, 0)T. Substi-
tuting this and Eq. (551) in Eq. (541), we obtain a general order parameter of a spin-1 ferromag-
netic BEC far away from the vortex core:
ψferro =
√
neiφU(α, β, γ)ζferro0 =
√
nei(φ−γ)

e−iα cos2 β2
1√
2
sin β
eiα sin2 β2
 . (552)
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The linear combination φ − γ in Eq. (552) reflects the spin-gauge symmetry which implies that
the rotation in spin space through angle γ is equivalent to the gauge transformation by φ = −γ.
For simplicity of notation, we set φ′ = φ − γ.
Because | f | , 0, the mass circulation is not quantized in the ferromagnetic BEC. Instead,
substituting | f | = 1 in Eq. (547), we obtain∮
C
v(mass) · dℓ − ~
M
S (sˆ) = h
M
nw (nw : integer), (553)
where we have used the following condition for φ′:∮
C
dφ′ = 2πnφ′ (nφ′ : integer), (554)
which is derived from the single-valuedness condition (542) together with Eqs. (548), (549) and
(552), and nw in Eq. (553) is defined by nw ≡ nφ′ − nα.
Equation (553) implies that the mass circulation can change continuously by manipulating
spin textures, i.e. spatial spin configurations. As a special case, let us consider the order param-
eter (552) with α = −nαϕ and φ′ = nαϕ where ϕ denotes an azimuthal angle in the cylindrical
coordinate. Then, Eq. (552) changes from ζ = (ei2nαϕ, 0, 0)T to (0, 0, 1)T as β changes from 0 to π.
This implies that the vortex with the winding number 2nα is topologically unstable. On the other
hand, if we take α = −nαϕ and φ′ = (nα + 1)ϕ, then Eq. (552) changes from ζ = (ei(2nα+1)ϕ, 0, 0)T
to (0, 0, eiϕ)T as β changes from 0 to π. Thus, the vortex with the winding number 2nα + 1 is
unstable against the decay into the singly quantized vortex which is stable [6].
We can utilize these properties to create a doubly quantized vortex from a vortex-free state
by changing β from 0 to π while keeping α = ϕ and φ′ = −ϕ [221, 222, 223, 224]. Such a
scheme is realized if a spin polarized BEC is prepared in the m = 1 state under a quadrupole
field B(r, ϕ, z) = (B⊥(r, z) cos(−ϕ), B⊥(r, z) sin(−ϕ), Bz(r, z))T, where (r, ϕ, z) are the cylindrical
coordinates and B⊥ > 0. At t = 0, Bz is set to be positive and much greater than B⊥. As Bz is
changed adiabatically from Bz ≫ B⊥ to Bz ≪ −B⊥, the atomic spins follow the direction of the
local magnetic field as α = ϕ and β = arctan(B⊥/Bz), resulting in the transformation of the order
parameter from (1, 0, 0)T to (0, 0, e−2iϕ)T; thus, a doubly quantized vortex is imprinted. Using this
method, Leanhardt et al. [89] and Kumakura et al. [90] observed multiply quantized vortices.
From the above argument, any cylindrical configuration of ψ is homotopic to one of the
following two types of vortices: a coreless vortex [Fig. 24 (c)] and a polar-core vortex [Fig. 24
(b)]. When φ′ = ±α, the vortex is coreless; in particular, the order parameter for the case of
φ′ = α = ϕ is given by
ψcoreless =
√
n

cos2
β
2
eiϕ√
2
sin β
e2iϕ sin2 β2
 , (555)
in which the singularity can be removed by choosing β = 0 at r = 0 with the number density n
held fixed. Let us consider the configuration in which β(r = 0, ϕ, z) = 0 and β(r = r0, ϕ, z) = π,
where r0 is the radius at the (cylindrical) boundary of the system. Then, the spinor (1, 0, 0)T at
the origin with no vortex singularity gradually changes to (0, 0, e2iϕ)T at the boundary with a dou-
bly quantized vortex attached to the inverted spin configuration. The corresponding superfluid
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velocity is nonsingular at the origin; in fact,
v(mass,F) =
~
Mr
(1 − cos β) ϕˆ, (556)
where ϕˆ is the unit vector in the azimuthal direction. Mizushima et al. [225] investigated the
thermodynamical stability of the coreless vortex under rotation with a conserved magnetization.
Based on the Bogoliubov-de Gennes theory, Ref. [115] discusses the energetical (Landau) and
dynamical stabilities of the nonsingular structure of Eq. (555) in a condensate subject to a Ioffe-
Pritchard field without an external rotation, whereas the dynamical instability against the splitting
of the doubly quantized vortex in the m = −1 component of Eq. (555) were investigated in
Ref. [116]. The coreless vortex was observed by Leanhardt et al. [91], where a vortex was
imprinted using a quadrupole field.
On the other hand, when φ′ = 0 and α = ϕ, the vortex core has a singularity in the ferromag-
netic order, where the order parameter at r → ∞ is given by
ψpolar−core =
√
n

e−iϕ cos2 β2
1√
2
sin β
eiϕ sin2 β2
 . (557)
Because the m = ±1 components have nonzero vorticities at r = 0, the populations in these
components must vanish at the center of the vortex. However, the number density n can be
non-vanishing even at r = 0 by increasing the population in the m = 0 state. Actually, because
c0 ≫ |c1|, the condensate tends to keep the number density constant and depress only the spin
density f in the vortex core [see Eq. (88)]. Since the core is filled by a polar state, this vortex
is called a polar-core vortex. A variational order parameter that describes the system both inside
and outside the core is given by
ψpolar−core
′
=
√
n

e−iϕg1(r) cos2 β2√
1 − g21(r) cos4 β2 − g22(r) sin4 β2
eiϕg2(r) sin2 β2
 , (558)
where g1(r) and g2(r) are the variational functions subject to g1(0) = g2(0) = 0 and g1(∞) =
g2(∞) = 1 and it can be obtained so as to minimize the mean-field energy functional. The
spontaneous formation of the polar-core vortices was observed by Sadler et al. [82].
The spin superfluid velocity for the ferromagnetic phase is given by (532) and for f = 1 we
have
v
(spin,F)
ν = sˆνv
(mass,F) − ~
2M
∑
ν1ν2
ǫνν1ν2 sˆν1∇sˆν2 , (559)
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Figure 24: (a) Spherical-harmonic representation of the order parameter for the spin-1 ferromagnetic phase, where the
arrow indicates the direction of the local magnetization. (b) Polar-core vortex given by Eq. (557), where the ferromagnetic
order parameter has a singularity at the vortex core which is filled by a polar state. (c) Coreless vortex given by Eq. (555)
with β(r = 0) = 0 and β(r = r0) = π/2.
which satisfies the following relations:
∇ · v(spin,F)ν = sˆν∇ · v(mass,F) + v(mass,F) · ∇sˆν −
~
2M
(sˆ × ∇2 sˆ)ν, (560)∑
ν
sˆν∇ · v(spin,F)ν = ∇ · v(mass,F), (561)
∇ × v(spin,F)ν = ∇sˆν × v(mass,F) +
~
2M
∑
ν1ν2ν3
(sˆν sˆν1 − δνν1 )ǫν1ν2ν3∇sˆν2 × ∇sˆν3 , (562)∑
ν
sˆν
[
∇ × v(spin,F)ν
]
= 0, (563)
where we have used the Mermin-Ho relation (529) to derive Eq. (562).
8.2.2. Polar phase
We next consider the order parameter of a spin-1 polar BEC for which the representative
order parameter is given by ζ0 = (0, 1, 0)T. The hydrodynamic properties, vortices, and topolog-
ical excitations, together with the beyond mean-field properties, in polar BECs are reviewed in
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Ref. [226]. A general order parameter of the polar state is given by
ψpolar =
√
neiφU(α, β, γ)

0
1
0
 = √neiφ

− e−iα√
2
sin β
cos β
eiα√
2
sin β
 . (564)
The fact that ψpolar does not depend on γ reflects the SO(2) symmetry around the quantization
axis ˆd = (sin β cosα, sin β sinα, cos β): exp(−if · ˆd)ψpolar = ψpolar. Since magnetization vanishes
in the polar phase, we obtain from Eq. (543) that
v(mass,P) =
~
M
∇φ. (565)
Thus, unlike the ferromagnetic case, the circulation is quantized. However, the unit of quantiza-
tion is half of κ = h/M. To understand this, let us consider a loop that encircles a vortex with a
fixed radius. Then, each point on the loop is specified by the azimuthal angle ϕ. We note that the
single-valuedness of the order parameter (564) is met if we take, for example, α = φ = nwϕ/2
and β = π/2. Then, the order parameter at r → ∞ is given by
ψhalf−vortex =
√
n
2

−1
0
einwϕ
 , (566)
where nw is an integer. It follows that the circulation is quantized in units of κ/2 rather than the
usual κ = h/M: ∮
C
v(mass,P) · dℓ = κ
2
nw. (567)
The underlying physics for the half quantum number is theZ2 symmetry of the order parameter of
the polar phase; Eq. (564) is invariant under the gauge transformation by π (φ→ φ+π) combined
with a spin rotation through π about an axis perpendicular to ˆd: ˆd → − ˆd. More generally, the
single-valuedness of the order parameter is satisfied if φ changes by nwπ along the closed loop
C, where nw is even if ˆd(ϕ = 2π) = ˆd(ϕ = 0), and odd if ˆd(ϕ = 2π) = − ˆd(ϕ = 0). Thus, the
polar phase of a spin-1 BEC can host a half-quantum vortex [39], which is also referred to as an
Alice vortex or Alice string [227]. The dynamic creation of half-quantum vortices is discussed
in Ref. [228]. As in the case of the polar-core vortex in the ferromagnetic phase, the atomic
density can be finite at the vortex core of the half-quantum vortex by filling the ferromagnetic
state [(1, 0, 0)T for the case of Eq. (566)] in the core.
To calculate v(spin)ν , it is convenient to use the order parameter η = (ηx, ηy, ηz)T in the Cartesian
basis (see Sec. 3.3.3). Using Eq. (109), the polar order parameter ηpolar that corresponds to
Eq. (564) is given by ηpolar = eiφ ˆd. Then, the spin superfluid velocity is calculated as follows:
v
(spin,P)
ν =
~
2Mi
[
η†UTfνU∗(∇η) − (∇η†)UTfνU∗η
]
= − ~
M
∑
ν1,ν2=x,y,z
ǫνν1ν2
ˆdν1∇ ˆdν2 , (568)
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Figure 25: (a) Spherical-harmonic representation of the order parameter for the polar state, which is invariant under a
π rotation about the C2 axis together with the π gauge transformation. (b) Half-quantum vortex of the polar phase of a
spin-1 BEC. The order parameter rotates through an angle π about the C2 axis defined in (a) as one makes a complete
circuit around the vortex. To satisfy the single-valuedness of the order parameter, this round trip must be accompanied
by a phase change by π (phase difference between A and B), resulting in a half-quantum vortex.
where U is defined in Eq. (108), and we have used (UTfνU∗)ν1ν2 = −iǫνν1ν2 . If ˆd is restricted in
a two-dimensional plane perpendicular to a unit vector aˆ (in the spin space), the circulation of∑
ν aˆνv
(spin,P)
ν is quantized:∮ ∑
ν
aˆνv
(spin,P)
ν · dℓ = −
κ
2
nw (nw : integer). (569)
Here, the unit of quantization is κ/2 again due to the spin-gauge Z2 symmetry. However, in
general, the circulation of v(spin,P)ν is not quantized. The rotation and divergence of v(spin,P)ν are
calculated to be
∇ × v(spin,P)ν = −
~
M
∑
ν1,ν2=x,y,z
ǫνν1ν2 (∇ ˆdν1) × (∇ ˆdν2), (570)
∇ · v(spin,P)ν = −
~
M
( ˆd × ∇2 ˆd)ν. (571)
Note that at zero magnetic field, the continuity equation (521) becomes
∂Fν
∂t
= −∇ ·
(
nv
(spin,P)
ν
)
=
~
M
∑
i=x,y,z
∑
ν1,ν2=x,y,z
ǫνν1ν2
[
(∂in) ˆdν1(∂i ˆdν2 ) + n ˆdν1(∂i∂i ˆdν2)
]
=
~
M
∑
i=x,y,z
∑
ν1,ν2=x,y,z
ǫνν1ν2
ˆdν1∂i(n∂i ˆdν2), (572)
or, in vector notation, it is written as
∂F
∂t
=
~
M
∑
i=x,y,z
ˆd × ∂i(n∂i ˆd). (573)
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This result implies that
∑
i ∂i(n∂i ˆd) has to be either zero or parallel to ˆd in a stationary ˆd texture.
Otherwise, the local magnetization would develop with time and the order parameter would no
longer belong to a manifold for the polar state. The ˆd-field around the half-quantum vortex of
Eq. (566) is ˆd = (cos nwϕ/2, sin nwϕ/2, 0), which satisfies ∑i ∂i(n∂i ˆd) = −n2w ˆd/(4r2) if n(r, ϕ) is
axisymmetric, i.e., eˆϕ · ∇n = 0, where eˆϕ is the unit vector in the azimuthal direction. Therefore,
the half-quantum vortex can be a stationary state.
8.2.3. Stability of vortex states
The above discussions can be rephrased in the parlance of homotopy theory. We first consider
an order-parameter manifold, that is, how the order parameter can vary while keeping the nature
of the ferromagnetic or polar phases [Eqs. (552) and (564)], and construct a vortex state so
that the order parameter remains in the manifold (for more details, see Sec. 10). However, such
configurations are not always stable in realistic situations because total magnetization are usually
conserved in ultracold atomic systems. Here, we discuss the stability of vortex states from the
point of view of multi-component order parameter.
Suppose that the order parameter for each spin component is axisymmetric about the vortex.
Then, the single-valuedness condition for the spinor order parameter must be met for each ψm,
and each spin component accommodates a vortex with an individual quantum number. However,
this leaves relative phases between spinor components arbitrary, and they are determined from
the energetics point of view. From Eq. (72), we find that only the term c1|F|2/2 depends explicitly
on the relative phases. Expressing the term in terms of components, we have
c1
2
|F|2 = c1
2
[
(|ψ1|2 − |ψ−1|2)2 + 2|ψ0|2(|ψ1|2 + |ψ−1|2)
+4|ψ20ψ1ψ−1| cos (χ1 + χ−1 − 2χ0)
]
, (574)
where χm ≡ arg(ψm). To minimize the energy, χ1 + χ−1 − 2χ0 must be πnw, where nw is even if
c1 < 0 and odd if c1 > 0. Substituting χm = χ′m + χ′′mϕ, where ϕ is the azimuthal angle, we have
χ′1 + χ
′
−1 − 2χ′0 = πnw and χ′′1 + χ′′−1 − 2χ′′0 = 0. Assuming that the maximum vorticity is 1, we
find that the following three vortex states are allowed [229]:
(χ′′1 , χ′′0 , χ′′−1) = (1, 1, 1), (1, 0,−1), (1, 1/2, 0), (575)
where the last state is allowed only if ψ0 = 0, and therefore, it is described as (1, none, 0).
The (1, 1, 1) state is the usual singly quantized vortex state with an empty vortex core, where
the order parameter is given by
eiϕ(|ψ1|eiχ′1 , |ψ0|eiχ′0 , |ψ−1|eiχ′−1 )T. (576)
The (1, 0,−1) state has a vortex in the m = 1 component and an anti-vortex in the m = −1
component with the vortex core filled by the m = 0 state, where the order parameter of this state
is given by
(|ψ1|ei(χ′1+ϕ), |ψ0|eiχ′0 , |ψ−1|ei(χ′−1−ϕ))T. (577)
The polar-core vortex in the ferromagnetic phase and an integer spin vortex in the polar phase
belong to this case. The (1, none, 0) state corresponds to the Alice vortex [Eq. (566)] whose
order parameter is given by
(|ψ1|ei(χ′1+ϕ), 0, |ψ−1|eiχ′−1 )T, (578)
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where the vortex core is filled by the m = −1 component. Except for the (1,1,1) state, the vortex
core is filled by a non-vortex component which plays the role of a pinning potential, stabilizing
the vortex state in the absence of an external potential [229].
8.3. Spin-2 BEC
The rotation matrix of the spin-2 BEC is given by
U(α, β, γ) =
e−2i(α+γ)C4 −2e−i(2α+γ)C3S
√
6e−2iαC2S 2 −2e−i(2α−γ)CS 3 e−2i(α−γ)S 4
2e−i(α+2γ)C3S e−i(α+γ)C2(C2 − 3S 2) −
√
3
8 e
−iα sin 2β −e−i(α−γ)S 2(S 2 − 3C2) −2e−i(α−2γ)CS 3
√
6e−2iγC2S 2
√
3
8 e
−iγ sin 2β 14 (1 + 3 cos 2β) −
√
3
8 e
iγ sin 2β
√
6e2iγC2S 2
2ei(α−2γ)CS 3 −ei(α−γ)S 2(S 2 − 3C2)
√
3
8 e
iα sin 2β ei(α+γ)C2(C2 − 3S 2) −2ei(α+2γ)C3S
e2i(α−γ)S 4 2ei(2α−γ)CS 3
√
6e2iαC2S 2 2ei(2α+γ)C3S e2i(α+γ)C4

,
(579)
where C ≡ cos β2 and S ≡ sin β2 . The spin-2 BEC has four mean-field ground-state phases in the
absence of the magnetic field: ferromagnetic, uniaxial nematic, biaxial nematic, and cyclic. The
uniaxial and biaxial nematic phases are degenerate at the mean-field level (see Sec. 3.4.2).
8.3.1. Ferromagnetic phase
The representative order parameter for the ferromagnetic phase is ζferro0 = (1, 0, 0, 0, 0)T.
Substituting this and Eq. (579) in Eq. (541), we obtain
ψferro =
√
nei(φ−2γ)

e−2iα cos4 β2
2e−iα cos3 β2 sin
β
2√
6 cos2 β2 sin
2 β
2
2eiα cos β2 sin
3 β
2
e2iα sin4 β2

. (580)
Similar to the spin-1 case [see Eq. (552)], the order parameter has the spin-gauge symmetry with
γ now replaced by 2γ because the spin is 2 rather than 1. From Eq. (543), the superfluid velocity
is similarly obtained as
v(mass,F) =
~
M
[∇(φ − 2γ) − 2 cos β∇α], (581)
whose circulation is not quantized as in the case of the spin-1 ferromagnetic BEC. Applying the
discussions about the stability of the vortex states for the ferromagnetic spin-1 BEC, it can be
shown that the 4nw + mw vortex (mw = 0, 1, 2, 3) is unstable against the decay to the mw vortex.
As for the spin superfluid velocity, Eq. (532) for f = 2 reduces to
v
(spin,F)
ν = 2sˆνv(mass,F) −
~
M
∑
ν1ν2
ǫνν1ν2 sˆν1∇sˆν2 . (582)
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Then, the relationships for the spin superfluid velocity corresponding to Eqs. (560)–(563) are
given by
∇ · v(spin,F)ν = 2
[
sˆν∇ · v(mass,F) + v(mass,F) · ∇sˆν − ~2M (sˆ × ∇
2 sˆ)ν
]
, (583)∑
ν
sˆν∇ · v(spin,F)ν = 2∇ · v(mass,F), (584)
∇ × v(spin,F)ν = 2∇sˆν × v(mass,F) +
~
M
∑
ν1ν2ν3
(2sˆν sˆν1 − δνν1)ǫν1ν2ν3 (∇sˆν2 × ∇sˆν3 ), (585)
∑
ν
sˆν
[
∇ × v(spin,F)ν
]
=
~
M
∑
ν1ν2ν3
ǫν1ν2ν3 sˆν1 (∇sˆν2 × ∇sˆν3 ) = ∇ × v(mass,F), (586)
where we have used the Mermin-Ho relation (529) to derive Eqs. (585) and (586).
8.3.2. Uniaxial nematic phase
The representative order parameter for the spin-2 uniaxial nematic phase is ζuniax0 = (0, 0, 1, 0, 0)T.
Substituting this and Eq. (579) in Eq. (541), we obtain the general order parameter of this phase:
ψuniax =
√
6n
4
eiφ

e−2iα sin2 β
−2e−iα sin β cos β√
2
3 (3 cos2 β − 1)
2eiα sin β cos β
e2iα sin2 β

. (587)
Similar to the case of the spin-1 polar phase, the spin degrees of freedom do not contribute
to the superfluid velocity that only depends on the spatial variation of the gauge angle:
v(mass,uniax) =
~
M
∇φ. (588)
This is a general property for the non-magnetized phase in spinor BECs [see Eq. (543)].
The shape of the uniaxial order parameter in the spin space is shown in Fig. 26 (a). As one
can see from Fig. 26 (a), the uniaxial nematic phase has an SO(2) symmetry around the direction
of ˆd = (cosα sin β, sinα sin β, cos β). The uniaxial nematic phase also has the Z2 symmetry as in
the case of the spin-1 polar phase. However, in the present case, the Z2 symmetry is not coupled
to the gauge angle φ: ψuniax is invariant under a π rotation around an axis perpendicular to ˆd.
Hence, although the uniaxial nematic phase can accommodate a vortex, as shown in Fig. 26 (b),
the mass circulation for this vortex is zero. It is a spin vortex which may also be called a 0–1/2
vortex, where 0 and 1/2 indicate the gauge transformation and rotation angle in spin space around
the vortex, respectively. An example of the order parameter around the 0–1/2 vortex (far from
the vortex core) is given as
ψspin−vortex =
√
6n
4

eiϕ
0√
2/3
0
e−iϕ

, (589)
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where ϕ is an azimuthal angle around the vortex.
The spin superfluid velocity for the uniaxial nematic phase is calculated to be
v
(spin,uniax)
ν = −
3~
M
∑
ν1,ν2=x,y,z
ǫνν1ν2
ˆdν1∇ ˆdν2 . (590)
Hence, if ˆd is restricted in a plane perpendicular to aˆ, the circulation of the spin superfluid veloc-
ity
∑
ν aˆνv
(spin,uniax)
ν is quantized in units of 3κ; however, in general, the circulation of v(spin,uniax)ν is
not quantized. The rotation and divergence of the v(spin,uniax)ν are the same as Eqs. (570) and (571)
except for the factor 3 [see Eqs. (590) and (568)].
Because the spin and gauge is completely decoupled in this phase, the mass circulation is
quantized in terms of units of κ. An example of a vortex that has nonzero mass circulation is
(0, 0, eiϕ, 0, 0)T.
Figure 26: (a) Order parameter for the spin-2 uniaxial nematic phase, which has an SO(2) symmetry corresponding to
rotations about ˆd. The uniaxial nematic phase is also invariant under a π rotation about the C2 axis, i.e., this phase has a
Z2 symmetry. (b) The order parameter configuration for the 0–1/2 vortex, around which the order parameter rotates by π
about the C2 axis in (a).
8.3.3. Biaxial nematic phase
The representative order parameter for the spin-2 biaxial nematic phase is ζbiax0 = (1/
√
2, 0, 0, 0, 1/
√
2)T
and substituting this and Eq. (579) in Eq. (541), we obtain the general order parameter of this
phase:
ψbiax =
√
n
2
eiφ

e−2iα
[(
1 − 12 sin2 β
)
cos 2γ − i cos β sin 2γ
]
e−iα sin β(cos β cos 2γ − i sin 2γ)√
3
2 sin
2 β cos 2γ
−eiα sin β(cos β cos 2γ + i sin 2γ)
e2iα
[(
1 − 12 sin2 β
)
cos 2γ + i cos β sin 2γ
]

. (591)
The superfluid velocity only depends on the spatial variation of the gauge angle:
v(mass,biax) =
~
M
∇φ. (592)
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The profile of ψbiax is depicted in Fig. 27 (a).
When we rotate the order parameter by π/2 about the C4 axis in Fig. 27 (a) as we circum-
navigate a vortex, the order parameter changes its sign, as shown in Fig. 27 (b) (see, the phase
difference between A and B). Therefore, this vortex has a mass circulation of κ/2. We call this
vortex a 1/2–1/4 vortex, where 1/2 and 1/4 denote the gauge transformation and the spin-rotation
angle, respectively, around the vortex. If we rotate the order parameter by π about the C2 axis
around a vortex, then it goes back to the initial state, as shown in Fig. 27 (c). In this case, the
vortex has no mass circulation and it is referred to as a 0–1/2 vortex. On the other hand, if we
rotate the order parameter by π about the C′2 axis, the sign of the order parameter is reversed
[Fig. 27 (d)]. This vortex has a mass circulation of κ/2, and it is called a 1/2–1/2 vortex. Because
the rotations about C4, C2, and C′2 are non-commutable, these vortices obey the non-Abelian
algebra, which is discussed in Sec. 10.2.2.
The vortices shown in Fig. 27 are some of the simplest examples. In general, the order
parameter can vary in a more complex manner. However, in order to meet the single-valuedness
condition for the order parameter, the mass circulation in the biaxial nematic phase must be
quantized in units of κ/2. The structure of the order parameter inside the vortex core is discussed
in Ref. [219].
Figure 27: (a) Order parameter for the spin-2 biaxial nematic phase, which has one symmetry axis of the fourth order
(C4) and two axes of the second order (C2 and C′2). (b)–(d) The configuration of the order parameter around (b) a 1/2–1/4
vortex, (c) a 0–1/2 vortex, and (d) a 1/2–1/2 vortex.
8.3.4. Cyclic phase
A representative order parameter for the spin-2 cyclic phase is ζcyclic0 = (1/2, 0, i/
√
2, 0, 1/2).
Figure 28 (a) shows the profile of the order parameter of the cyclic phase. One can clearly see
that it has a three-fold symmetry about the (1, 1, 1) axis [C3 axis in Fig. 28 (a)]. This suggests
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that the mass circulation in a cyclic BEC is quantized in units of κ/3 [230, 231]. Under a rotation
about the (1, 1, 1) axis through angle θ together with the gauge transformation by φ, the oder
parameter ζcyclic0 transforms into
eiφe
−i fx+fy+fz√
3
θ
ζ
cyclic
0 . (593)
For θ = −2π/3, Eq. (593) reduces to e−2πi/3eiφζcyclic0 ; the single-valuedness of the order parameter
is met by the gauge transformation by φ = 2π/3. Because this is one-third of the usual 2π, the
cyclic phase can possess a one-third vortex. Similarly, for θ = −4π/3, Eq. (593) reduces to
e−4πi/3eiφζcyclic0 ; the single-valuedness of the order parameter is met by the choice of φ = 4π/3.
Thus, the cyclic phase also has a two-third vortex. The cyclic phase can also accommodate the 0–
1/2 vortex, around which the order parameter rotates by π about the direction of one of the lobes
[Fig. 28 (c)]. The vortices in the cyclic phase obey the non-Abelian algebra (see Sec. 10.2.2).
The same types of vortices as the cyclic phase were also predicted to exist in d-wave Fermi
condensates [232].
Figure 28: Spherical-harmonic representation of the order parameter for the cyclic phase (1, 0, i/√2, 0, 1)T , where the
blue, yellow, and green colors denote arg[∑m Ym2 ψcyclicm ] = 0, 2π/3, and 4π/3, respectively. The order parameter has a
two-fold symmetry about the x, y, and z axes and a three-fold symmetry about the (±1,±1,±1) axes. (b) The 1/3–1/3
vortex, where the order parameter is rotated by −2π/3 about the C3 axis from A to B in a clockwise direction, results
in the gauge transformation of −2π/3. (c) The 0–1/2 vortex, around which the order parameter is rotated by π about the
y-axis.
8.4. Rotating spinor BEC
The stationary state of a rotating BEC can be obtained by minimizing F = E − ΩLz, where
the rotation axis is assumed to be in the z-direction. In the case of a spin-1 BEC, we have
F =
∫
dr
∑
m
ψ∗m
(
−~
2∇2
2M
+ U(r) −Ωℓz
)
ψm +
c0
2
n2 +
c1
2
|F|2
 , (594)
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where ℓz = −i~∂/∂ϕ. The stationary state is obtained by requiring that
δ(F − µN)
δψ∗m
= 0, (595)
where µ is the chemical potential which is determined so as to conserve the total number of
particles N =
∫
dr∑m |ψm|2 .
The vortex lattice structures in a multi-component BEC was observed for a pseudo-spin-
1/2 system [233], where the quantized vortices in each component form a square lattice struc-
ture [234, 235]. There are a number of theoretical studies on vortex structures in spin-1 and
2 BECs under rotation. When the total magnetization is conserved in a trapped system, the
spin configuration of a single vortex is strongly dependent on the total magnetization as well
as the rotation frequency [229, 225, 236]. For a spin-1 ferromagnetic BEC, a lattice of two-
dimensional Skyrmions (Mermin-Ho vortices) was predicted to appear [237]. The dependence
on the total magnetization and rotation frequency of the vortex lattices was also investigated in
Ref. [237]. The dynamic creation of half-quantum vortices in a rotating 23Na BEC was dis-
cussed in Ref. [228]. In this system, the dynamical instabilities for creation of integer vortices
occur almost at the same frequencies as those for half-quantum vortices. Ji et al. [228] pointed
out that additional pulsed magnetic potentials trigger an instability toward the square lattice of
half-quantum vortices, where the vortices in the m = 1 and −1 are located at the grid point
of the nested sublattices. When spinor gases are rapidly cooled under external rotation, a two-
dimensional Skyrmion lattice and a lattice of half-quantum virtices are predicted to arise in equi-
librium states of 87Rb and 23Na condensates, respectively [238]. For a spin-2 cyclic BEC, Barnett
et al. predicted that the triangular lattice of integer spin vortices dissociates to the honeycomb
structure of 1/3 and 2/3 vortices when the external magnetic field becomes lower than the criti-
cal value [239]. They also pointed out that the honeycomb lattice structure deforms depending
on temperature since the ratio of the stiffnesses of spin and superfluid phase depends on tem-
perature [239]. The experimental scheme to create a 1/3-vortex is proposed in Ref. [240]: it is
nucleated by simply rotating the cyclic BEC initially prepared in the magnetic sublevels m = 2
and −1.
Since all the above mentioned vortices have nonzero mass circulation, they can be nucleated
by an external rotation. However, the vortices that have no mass circulation, such as a 0–1/2
vortex in the spin-2 uniaxial nematic phase and that in the spin-2 cyclic phase, do not response
to an external rotation. In such cases, a spin-dependent rotating potential created by means of
near-resonant circularly polarized laser beams [241] may be used to create a vortex state.
In a rapidly rotating system, the lowest-Landau-level approximation becomes relevant. In this
regime, strongly correlated states of a spin-1 Bose gase is discussed in the context of quantum
Hall states [242, 243, 244, 245].
8.5. Rotating dipolar BEC
The dipole-dipole interaction (DDI) is long-range and anisotropic, and it significantly affects
the ground states of rotating BECs [246, 247, 248, 249, 250, 251]. Let us assume that all the
dipoles of the atoms are polarized in the same direction. Then, the interaction is described by
V(r) = c0δ(r) + cdd 1 − 3 cos
2 θ
r3
, (596)
where the first and second terms on the right-hand side are the s-wave contact interaction and the
DDI, respectively, and θ is the angle between the dipole moment and the relative coordinate r
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between two atoms. Thus, depending on the direction of the polarization, the DDI can be either
attractive or repulsive. This anisotropy of the interaction leads to the deformation of the vortex
core and the structure of the vortex lattice.
Yi and Pu [249] considered a situation in which a system in an axisymmetric harmonic trap
is rotated about the z-direction, and the dipoles are polarized in the x-direction in the frame of
reference co-rotating with the system, and found that the vortex core is deformed into an elliptic
shape. This is because the dipoles undergo repulsive and attractive interaction in the x- and
y-directions, respectively. On the other hand, Cooper et al. [246] and Zhang and Zhai [248]
considered a dipolar gas polarized along the rotation axis in which the interparticle interaction
is so weak that the lowest Landau level approximation holds, and found that with an increase in
the strength of the DDI, the vortex lattice undergoes structural changes from triangular to square
and to stripe configurations.
The rotating spinor dipolar BEC was investigated by Simula et al. [251] who calculated
the ground state spin textures for a spin-1 BEC for various rotation frequencies, spin-exchange
interaction, and magnetic DDI. Even for a fixed rotation frequency, the configurational structure
of vortices changes depending on the strength of the DDI, as in the case discussed in Sec. 6.3. In
particular, for the polar phase, the magnetization localized at the cores of half quantum vortices
aligns due to the DDI. They also have pointed out that a nontrivial density pattern appears in
the limit of strong DDI and rapid rotation: In this limit, the DDI, which effectively works as
an attraction, tends to collapse the condensate, whereas the centrifugal potential of the rapid
rotation (slower than the trapping frequency) extends the condensate. The balance between these
two forces results in a ring or a figure-of-eight distribution of atoms. Their result suggests the
possibility of entering quantum-Hall like states for which the DDI and centrifugal effect would
be counterbalanced.
In the aforementioned work, the dipole interaction is treated as a perturbation to the s-wave
contact interaction. Recently, Pollack et al. [142] used a shallow zero crossing in the wing of a
Feshbach resonance of 7Li in the | f = 1,m = 1〉 state to decrease the scattering length to as low
as 0.01aB. This opens up several new possibilities on the dipole-interaction-dominated BEC. An
interesting question is how the degeneracy of a fast rotating BEC is lifted by a weak but genuine
dipole interaction and what is the corresponding many-body ground state.
9. Symmetry classification
When a system undergoes Bose-Einstein condensation, certain symmetries of the original
Hamiltonian are spontaneously broken. The classification of symmetry breaking can be carried
out systematically using a group-theoretic method, and the resulting symmetry of the order pa-
rameter determines the types of possible topological excitations, as discussed in the next section.
In this section, we introduce the concept of the order-parameter manifold R and present a brief
overview of some basic notions and theoretical tools for investigating symmetries of the order
parameter.
9.1. Order-parameter manifold
The order parameter for a spin- f BEC is described with a set of 2 f + 1 complex amplitudes
ψ = (ψ− f , ψ− f+1, · · · , ψ f )T, that moves in the space of M = C2 f+1 = R4 f+2. In this section,
we assume that the number density is nonzero everywhere and treat a normalized spinor ζ =
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ψ/
√
ψ†ψ. The space of ζ is isomorphic to the (4 f + 1)-dimensional sphere:
M = S 4 f+1. (597)
Consider a group G of transformations that act on M while leaving the mean-field energy
functional invariant. We assume that the total spin and total number of particles in the system
of our concern are conserved. Then, the energy functional in the absence of an external field is
invariant under SO(3) rotations in spin space and U(1) gauge transformations. The full symmetry
group G for a spinor BEC is therefore given by4
G = SO(3)f × U(1)φ, (598)
where subscripts f and φ denote the spin and gauge degrees of freedom, respectively. Any ele-
ment g of G defined in Eq. (598) can be represented as g = eiφe−ifzαe−ifyβe−ifzγ, where α, β, and
γ are Euler angles [see Fig. 29 (a)] and fx,y,z are the x, y, z-components of spin- f matrices. Note
that Eq. (598) is the symmetry for a general set of scattering lengths: For some special cases, the
symmetry of the system becomes larger, for example, it is G = U(2 f + 1) if all scattering lengths
are the same.
In the presence of the linear Zeeman effect (i.e., p , 0), G reduces to
GB1 = SO(2)fz × U(1)φ, (599)
because the system will remain invariant only under rotations about the z axis (the direction of
the magnetic field) apart from the gauge transformation. Any element g′ ∈ GB1 is represented as
g′ = eiφe−ifzα. On the other hand, when p = 0 and q , 0, the Hamiltonian is invariant under a
π-rotation about an axis in the x–y plane, resulting in
GB2 = (D∞)fz × U(1)φ, (600)
where D∞ = SO(2) ⋊ Z2 with Z2  {1, e−ifxπ}. Here, the symbol ⋊ is the semi-direct product
which implies that the action of elements of SO(2) is affected by elements of Z2. To see this,
let us consider an element of D∞ which is described by gα,n = e−ifzαe−ifxnπ with 0 ≤ α < 2π and
n = 0 or 1. When we consider a product of two elements gα,n1 and gβ,n2 , we have
gα,n1 ◦ gβ,n2 = e−ifzαe−ifxn1πe−ifzβe−ifxn2π
= e−ifzαe−ifxn1πe−ifzβeifxn1πe−ifx(n1+n2)π
=
{
gα+β,n1+n2 for n1 = 0,
gα−β,n1+n2 for n1 = 1,
(601)
Because the composition rule for the first indices (α and β) is affected by the second one (n1),
D∞ is not a direct product of SO(2) and Z2 but a semi-direct product of them.
For each ζ ∈ M, the isotropy group (or the little group) Hζ is defined as the subgroup of G
that leaves ζ invariant:
Hζ = {g ∈ G | gζ = ζ} ⊂ G. (602)
4Strictly speaking, the Hamiltonian is also invariant under the inversion of spins, that is, the system has the time-
reversal symmetry. However, we will ignore the time-reversal symmetry because it does not affect the discussions in this
section. For more detail, see Ref. [10].
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We also define the orbit MO(ζ) of ζ by
MO(ζ) = {gζ | g ∈ G} ⊂M, (603)
i.e., MO(ζ) is the set of all points that are obtained by letting all transformations in G act on
ζ. Because elements of G do not change the mean-field energy, the orbit MO(ζ) constitutes
a degenerate space in M. For the case of a spin-1 polar BEC, a general element of the orbit
MO(ζpolar) for the ground state is given by [6]
gζpolar = eiφe−ifzαe−ifyβe−ifzγ

0
1
0
 = eiφ

− e−iα√
2
sin β
cos β
eiα√
2
sin β
 . (604)
The orbit is thus parametrized by φ and ˆd ≡ (cosα sin β, sinα sin β, cos β) that specifies the
anisotropic direction of the nematic tensor [see Eq. (102)]. The manifold of ˆd (a three-dimensional
unit vector) is a unit sphere which is referred to as S 2, the two-sphere [see Fig. 29 (b)], whereas
the manifold of φ is U(1). Therefore, we conclude that the order-parameter manifold for the
spin-1 polar state is given by Rpolar  S 2f × U(1)φ. [Strictly speaking, we need to consider the
discrete symmetries, see Eq. (606)].
Figure 29: (a) Euler rotation with Euler angles α, β, and γ. (b) Two-sphere S 2 which is the manifold of a topological
space of a three-dimensional unit vector ˆd.
Mathematically, such a manifold is defined as a left coset of Hζ . For a subgroup H ⊂ G, the
left cosets of H are defined as G/H = {gH | g ∈ G}. The coset space is identical to the orbit of
H, and it forms a group if H is a normal subgroup of G, i.e., if gHg−1 = H for ∀g ∈ G. The
coset space G/H is equivalent to G/H′ if and only if H and H′ are conjugate: H′ = gHg−1. On
the other hand, the isotropy groups of all points on the same orbit are conjugate to each other:
Hgζ = gHζg−1 for ∀g ∈ G. Therefore, the coset space does not depend on the location in the
orbit. We use H as a representation of the conjugate class of the isotropy groups gHζg−1, and
define the order-parameter manifold as
R = G/H. (605)
Here, because H represents the remaining symmetry of the ordered state, R describes the broken
symmetry, or a manifold of the degenerate space.
We also need to take into account the discrete symmetry of the order parameter [39]. The
spin-1 polar phase has a spin-gauge coupled discrete symmetry. In fact, the polar order parameter
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ζpolar = (0, 1, 0)T is invariant under a π-rotation about an axis in the x–y plane followed by the
gauge transformation eiπ. This can also be understood from the fact that Eq. (604) is invariant
under the transformations of ( ˆd, φ) → (− ˆd, φ + π). A group for such an operation {1, eiπe−ifxπ}
is isomorphic to Z2 = {−1, 1} because (eiπe−ifxπ)2 = 1. Therefore, the correct isotropy group
of ζpolar is the dihedral group (D∞)fz,φ  SO(2)fz ⋊ (Z2)f,φ, and the order-parameter manifold is
given by
R
polar =
SO(3)f × U(1)φ
SO(2)fz ⋊ (Z2)f,φ

S 2f × U(1)φ
(Z2)f,φ . (606)
For the case of the spin-1 ferromagnetic phase, the order parameter ζferro = (1, 0, 0)T is
invariant under a spin rotation about the z axis followed by a gauge transformation by the same
amount as the rotation angle: eiφe−ifzφζferro = ζferro. This is a spin-gauge coupled SO(2) symmetry
which is denoted as H = SO(2)fz+φ, where the subscript fz + φ is shown to indicate the nature of
the coupling. A general form of the spin-1 ferromagnetic order parameter is given by [6]
gζferro = eiφe−ifzαe−ifyβe−ifzγ

1
0
0
 = ei(φ−γ)

e−iα cos2 β2
1√
2
sin β
eiα sin2 β2
 . (607)
Note that the linear combination φ−γ in Eq. (607) manifestly exhibits the spin-gauge symmetry,
i.e., the equivalence between phase change and spin rotation. Individual configurations of ζferro
are completely specified by the entire range of Euler angles (α, β, γ−φ), and therefore, the order-
parameter manifold is given by
R
ferro =
SO(3)f × U(1)φ
SO(2)fz+φ
 SO(3)f,φ. (608)
9.2. Finding ground states from symmetry consideration
The symmetry consideration gives further clues for finding the ground-state order parame-
ters [252, 253, 254, 255, 10]. We first note that two order parameters on different orbits may
share the same isotropy group. The orbits of two such points are considered to be of the same
type, and we classify the types of orbits according to the conjugacy classes of subgroups of G.
In other words, for each conjugacy class of a subgroup of G, we obtain a set of orbits, the union
of which is called a stratum and denoted by MS(ζ) in this review; ζ and ζ′ ∈ M belong to the
same stratum, if and only if their isotropy groups are conjugate to each other. Clearly, we have
MO(ζ) ⊆MS(ζ) ⊂M.
It is proved by Michel [252, 253] that the gradient of the energy functional with respect to
the order parameter is tangent to the stratum MS(ζ). In other words, the gradient of the energy
functional vanishes in the direction along which the order parameter changes its symmetry, or
changes the stratum. Moreover, since the energy functional is a G-invariant function, its gradient
is perpendicular to the tangential plane of MO(ζ). Then, we obtain the following theorems known
as Michel’s theorems:
Theorem 1 (inert state). If an orbit is isolated in the stratum, the orbit is stationary.
Theorem 2 (non-inert state). If an orbit is not isolated in the stratum, we define a submanifold
MH ⊂M such that
MH = {ζ ∈M|hζ = ζ for ∀h ∈ H}, (609)
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where H is a subgroup of G that characterizes the stratum under consideration. Let ǫH[ζ] be a
real function which is the same as the energy functional ǫ[ζ] but the domain of which is restricted
to MH. Then, the stationary point of ǫH[ζ] on MH is always a stationary point of ǫ[ζ] on M.
As an illustration of Michel’s theorems, we consider a smooth real function f on a three-
dimensional Euclidean space (x, y, z) and assume that f is invariant under SO(2) rotations about
the z axis and under the inversion with respect to the x–y plane, namely, M = R3 and G =
SO(2) × Z2. In this case, there are four strata: (i) the origin x = y = z = 0 with isotropy group
SO(2) × Z2, (ii) the z axis with isotropy group SO(2), (iii) the x–y plane with isotropy group Z2,
and (iv) all other points, the isotropy group of which has only the identity element. From the
symmetry consideration, it is clear that ∂ f /∂x = ∂ f /∂y = ∂ f /∂z = 0 on (i), ∂ f /∂x = ∂ f /∂y = 0
on (ii), and ∂ f /∂z = 0 on (iii). It follows that the function f always takes its extremum (mini-
mum, maximum, or saddle point) at the origin, that there exists at least one extremum along the
z axis (although it might coincide with the origin), and that there exists at least one extremum
on the x axis, the orbit of which (a circle on the x–y plane) also gives the extremum. Michel’s
theorem is the generalization of this example.
It follows from Theorem 1 that all G-invariant functions on a manifold M have a common
stationary orbit. The corresponding state is called an inert state. The order parameter for an inert
state is independent of the interaction parameters in the Hamiltonian. Examples include the polar
and ferromagnetic phases in a spin-1 BEC, whose order parameters are given by (0, 1, 0)T and
(1, 0, 0)T, respectively. Based on Theorem 1, inert states have been obtained for p- and d-wave
superconductors [256, 257], superfluid helium three [258], and spinor BECs [254, 255]. On
the other hand, Theorem 2 is instrumental in finding non-inert states, whose order parameter is
dependent on the interaction parameters. An example of a non-inert state is the AF phase in a
spin-1 BEC, which appears in the presence of an external magnetic field. For the case of spin-3
BECs, non-inert states arise even in the absence of an external field (see Table 7) [10].
Based on Michel’s theorems, the procedure for finding the ground state is summarized as
follows:
1. Classify all subgroups of G according to conjugacy classes.
2. Let H be a subgroup of G. Find such ζ ∈M that it is invariant under H.
3. (inert state) If ζ is uniquely determined, then ζ is a stationary point of the energy functional,
and the corresponding orbit MO(ζ) is a stationary orbit.
4. (non-inert state) If ζ is not uniquely determined, then find the minimum of the energy
functional in the submanifold MH ≡ {ζ ∈ M|hζ = ζ for ∀h ∈ H}. A stationary point
ζ ∈MH is also a stationary point of the energy functional in the whole space of M.
5. Finally, compare the energies for the obtained stationary states and find the lowest one.
Here, we present a list of the subgroups of SO(3) and show how to carry out step 2 of the
above procedure for the case when G is given by Eq. (598). The subgroups of SO(3) are well
known and they are classified into continuous and discrete groups, as listed below.
• Continuous symmetries
The only continuous subgroup of SO(3) is SO(2). Let us choose the z axis as the symmetry
axis. An infinitesimal transformation h ∈ H can be expressed as a combination of spin
rotation and gauge transformation:
h = eiδφe−ifzδz ≃ 1 + iδφ − ifzδz, (610)
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where δz and δφ are infinitesimal real values. The order parameter that is invariant under h
is an eigenstate of fz. Conversely, the eigenstate of fz with eigenvalue m has SO(2) symme-
try and it is invariant under a spin rotation e−ifzφ accompanied with gauge transformation
eimφ. For a spin- f system, there are 2 f + 1 states that have the SO(2) symmetry. We de-
note this symmetry as SO(2)fz+mφ, where the subscript is shown to explicitly indicate the
symmetry between the spin and the gauge degrees of freedom. The combined symmetry
for the m , 0 states is called continuous spin-gauge symmetry, and it relates spin textures
to the superfluid current, as discussed in Sec. 7. On the other hand, when m = 0, the order
parameter ζm = δm0 has an additional Z2 symmetry: exp(−ifxπ)ζ = (−1) fζ, where the spin
and gauge degrees of freedom are coupled for odd f and decoupled for even f . In this
case, the isotropy group is given by D∞  SO(2)⋊ Z2.
• Discrete symmetries
The elements of the point groups of SO(3) can be described with a combination of the
following generators (see, e.g., §93 of Ref. [22]):
Cn : the cyclic group of rotations about the z axis through angle 2πk/n with k = 1, · · · , n−
1. The group is isomorphic to Zn and it has generators {Cn,z}.
Dn : the dihedral group generated by Cn,z and an additional rotation through π about an
orthogonal axis. The group is isomorphic to Zn⋊Z2 and it has generators {Cn,z,C2,x}.
T : the point group of the tetrahedron composed of four three-fold axes and three two-
fold axes. The generators of this group are given by {C3,z,C2,√2x+z}.
O : the point group of the octahedron composed of three four-fold axes, four three-fold
axes, and six two-fold axes. The generators of this group are given by {C4,z,C2,x+z}.
Y : the point group of the icosahedron composed of six five-fold axes, ten three-fold axes,
and 15 two-fold axes. The generators of this group are given by {C5,z,C2,2x+(1+√5)z}.
Here, for the sake of simplicity of description, we choose the symmetry axis such that the
highest symmetry axis is parallel to the z axis. The generator Cn,Ωx x+Ωyy+Ωzz performs an
action of a 2π/n rotation about the direction Ω = (Ωx,Ωy,Ωz), and can be expressed in
terms of the spin operator vector f as
Cn,Ωx x+Ωyy+Ωzz ≡ exp
[
−i fxΩx + fyΩy + fzΩz|Ω|
2π
n
]
, (611)
which is described by a (2 f + 1) × (2 f + 1) matrix when acting on ζ. Combined with
a gauge transformation, the state invariant under the transformation h = Cn,Ωx x+Ωyy+Ωzzeiφ
can be obtained by solving the eigenvalue equation
Cn,Ωx x+Ωyy+Ωzzζ = e−iφζ. (612)
If the eigenvalue is 1, the invariance of the eigenstate is satisfied by a spin rotation alone,
and therefore, the gauge symmetry is completely broken. On the other hand, the eigenstate
with an eigenvalue e−iφ , 1 is invariant under a simultaneous discrete transformation in
spin and gauge. Such a symmetry is called discrete spin-gauge symmetry. Our task here is
to find simultaneous eigenstates of a set of generators for all discrete symmetry groups.
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It should be noted that although there exist an infinite number of discrete subgroups of SO(3),
only a finite number of subgroups appear as isotropy groups of spin- f system. This can be
understood from the Majorana representation of the order parameter (see Sec. 3.2.2): A spin- f
order parameter can be described with 2 f vertices on a unit sphere; the point group that includes
more than 2 f vertices does not appear as an isotropy group of a spin- f system. For example, the
icosahedral group includes 12 vertices, and hence, it does not appear as an isotropy group for
f < 5 [254, 255].
In the presence of the quadratic Zeeman effect, the full symmetry of the system reduces to
that in Eq. (600). Therefore, the tetrahedron, octahedron, and icosahedron groups cannot be
isotropy groups. In the presence of the linear Zeeman effect, the full symmetry further reduces
to Eq. (599), and only the cyclic groups can be the isotropy group.
We emphasize that the above procedure works well for the case in which stationary states
have a certain symmetry. If no symmetry remains (i.e., if H = 1), the above procedure amounts
to solving the GPEs directly. We therefore do not consider the case of H = 1. In the absence of
an external field, all ground states of spinor BECs with spin f = 1, 2 and 3, superfluid 3He, and
p- and d-wave superconductors have nontrivial remaining symmetries, whereas in the presence
of an external field, the symmetry of the system is sometimes completely broken, as in the case
of the spin-1 broken-axisymmetry (BA) phase (see next subsection).
9.3. Symmetry property of spin-1 BECs
We apply the above procedure to spin-1 BECs. Clearly, there are three inert states whose
isotropy groups are continuous:
F+ : ζ(F+) = (1, 0, 0)T, H(F+) = SO(2)fz+φ = {eiαe−ifzα| 0 ≤ α < 2π}, (613)
F− : ζ(F−) = (0, 0, 1)T, H(F−) = SO(2)fz−φ = {e−iαe−ifzα| 0 ≤ α < 2π}, (614)
P : ζ(P) = (0, 1, 0)T, H(P) = (D∞)fz,φ = {e−ifzα, eiπUγ2 | 0 ≤ α, γ < 2π}, (615)
where Uγ2 ≡ e−ifzγC2,xeifzγ is a π-rotation about an axis in the x–y plane. The isotropy groups
of the above states are the subgroups of all G, GB1, and GB2, and therefore, these states are
stationary, independently of the presence of an external magnetic field. (The isotropy group of
the polar state reduces to SO(2)fz in the presence of the linear Zeeman effect.) In the absence
of an external field, F± states are transformed to each other by a spin rotation, and therefore,
describe the same phase.
As for the discrete symmetry, only the C2 symmetry can be an isotropy group of a spin-1
system, because the spin-1 order parameter is described by two vertices in the Majorana repre-
sentation. The matrix form of C2,z in the spin-1 representation is given by
C2,z = Diag[−1, 1,−1], (616)
where Diag denotes the diagonal matrix. An eigenstate of C2,z that has more than two nonzero
components is given by
C2 : ζ(C2) = (
√
1 − η, 0, √η)T, (617)
where 0 < η < 1 and the isotropy group is given by
H(C2) = {1,C2,zeiπ}. (618)
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Here, different values of η lead to different orbits, whereas the relative phase between ζ±1 and
the global phase may vary in each orbit. According to Theorem 2, we need to minimize the
mean-field energy [see Eq. (88)] for ζ(C2) with respect to η. In the absence of an external field, it
ends up with the ferromagnetic (η = 0, 1) or polar (η = 1/2) phases, whereas in the presence of
an external field, we obtain a nontrivial solution:
ζ(AF) =
1√
2
(√
1 − p
c1n
, 0,
√
1 + p
c1n
)T
,
∣∣∣∣∣ pc1n
∣∣∣∣∣ < 1, (619)
which is identical to the antiferromagnetic state in Table 5. The morphology of the order pa-
rameters in Eqs. (613), (615) and (617) are depicted in Fig. 30 (a), together with the symmetry
axes.
Comparing the energies for the order parameters in Eqs. (613)–(615) and (619), we obtain
the phase diagram shown in Fig. 3, except for the region V (the BA phase). The morphology of
the order parameter for the BA phase is the same as the C2 state (617) [see Figs. 4 and 30 (a)(iii)
]. However, the two-fold symmetry axis is not parallel to the z axis (the symmetry axis of the
system) in the BA phase, and the symmetry GB1 or GB2 of the system is completely broken. Such
a state cannot be obtained from symmetry considerations.
9.4. Symmetry property of spin-2 BECs
Since the spin-2 order parameter is described with four vertices, the possible isotropy groups
are SO(2), T, D4,C4, D3,C3, D2, and C2.
• Continuous group SO(2):
There are five states that have continuous symmetries:
F2+ : ζ(F2+) = (1, 0, 0, 0, 0)T, H(F2+) = SO(2)fz+2φ = {ei2αe−ifzα|0 ≤ α < 2π}, (620)
F2− : ζ(F2−) = (0, 0, 0, 0, 1)T, H(F2−) = SO(2)fz−2φ = {e−i2αe−ifzα|0 ≤ α < 2π}, (621)
F1+ : ζ(F1+) = (0, 1, 0, 0, 0)T, H(F1+) = SO(2)fz+φ = {eiαe−ifzα|0 ≤ α < 2π}, (622)
F1− : ζ(F1−) = (0, 0, 0, 1, 0)T, H(F1−) = SO(2)fz−φ = {e−iαe−ifzα|0 ≤ α < 2π}, (623)
UN : ζ(UN) = (0, 0, 1, 0, 0)T, H(UN) = (D∞)fz = {e−ifzα,Uγ2 | 0 ≤ α, γ < 2π}. (624)
The isotropy groups of the above states are the subgroups of all G,GB1 and GB2, and
therefore, these states are stationary independently of the presence of an external magnetic
field. The isotropy group of the UN state reduces to SO(2)fz in the presence of the linear
Zeeman effect. The above all states are inert states.
• Tetrahedron group T :
The largest discrete group that can be an isotropy group of the spin-2 system is the sym-
metry of the tetrahedron. We solve the simultaneous eigenstate of C3,z and C2,√2x+z, whose
matrix representations are given by
C3,z = Diag[ei2π/3, ei4π/3, 1, ei2π/3, ei4π/3], (625)
C2,√2x+z =
1
9

1 2
√
2 2
√
6 4
√
2 4
2
√
2 5 2
√
3 −2 −4
√
2
2
√
6 2
√
3 −3 −2√3 2
√
6
4
√
2 −2 −2√3 5 −2
√
2
4 −4
√
2 2
√
6 −2
√
2 1

. (626)
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Figure 30: Spherical-harmonic representation of the order parameters for (a) f = 1 and (b) f = 2 BECs. The continuous
and discrete symmetry axes are indicated along with the exponential factors of the gauge transformation.
The only solution (up to the overall phase factor) is
T (cyclic) : ζ(T ) = (1/
√
3, 0, 0,
√
2/3, 0)T, (627)
or its time reversal (0, √2/3, 0, 0, 1/√3)T. This is the cyclic phase that arises for c1 > 0
and c2 > 0 in the absence of an external magnetic field (see Sec. 3.4). Since ζ(T ) satisfies
C3,zζ(T ) = ei2π/3ζ(T ) and C2,√2x+zζ(T ) = ζ(T ), the isotropy group is generated by
¯H(T ) = {e−i2π/3C3,z,C2,√2x+z}. (628)
Here and henceforth, we denote a set of generators of H by ¯H. The cyclic phase is not
necessarily stationary in the presence of a magnetic field, because T 1 GB1,GB2. In fact,
the tetrahedron symmetry reduces to C3, D2, or C2 in the presence of a magnetic field (see
below and Sec. 3.4).
• Dihedral-four group D4:
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We solve the simultaneous eigenstate of C4,z and C2,x, whose matrix forms are given by
C4,z = Diag[−1,−i, 1, i,−1], (629)
C2,x =

0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0
1 0 0 0 0

, (630)
obtaining
D4 (BN) : ζ(D4) = 1√
2
(1, 0, 0, 0, 1)T. (631)
Since ζ(D4) satisfies C4,zζ(D4) = eiπζ(D4) and C2,xζ(D4) = ζ(D4), the isotropy group is gener-
ated by
¯H(D4) = {e−iπC4,z,C2,x}. (632)
This is the biaxial nematic (BN) state that appears for p = 0.
• Cyclic group C4:
In the presence of the linear Zeeman effect, the D4 symmetry of the BN state reduces to
C4. An eigenstate of C4,z with the eigenvalue eiπ is written as
1√
2
(√
1 + η, 0, 0, 0,
√
1 − η
)T
, (633)
where −1 < η < 1. We substitute Eq. (633) in the mean-field energy of a spin-2 BEC
[Eq. (121)] and minimize it with respect to η. Then, for p = 0, we obtain the F2± states
(η = ±1) or the BN state (η = 0). On the other hand, for a nonzero p, there is a non-inert
state given by
C4 : ζ(C4) =
1√
2

√
1 + p/2(c1 − c2/20)n , 0, 0, 0,
√
1 − p/2(c1 − c2/20)n

T
. (634)
The isotropy group of ζ(C4) is generated by
¯H(C4) = {e−iπC4,z}. (635)
• Dihedral-three group D3:
There is no state that has the D3 symmetry, because there is no simultaneous eigenstate of
C3,z and C2,x, the matrix forms of which are given by Eqs. (625) and (630), respectively.
• Cyclic group C3:
The eigenstates of C3,z are given by
1√
3
(√
1 − η, 0, 0,
√
2 + η, 0
)T
, (636)
1√
3
(
0,
√
2 + η, 0, 0,
√
1 − η
)T
, (637)
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where −2 < η < 1. Substituting the order parameters in the mean-field energy and mini-
mizing with respect to η, we obtain the following non-inert state:
C3+ : ζ(C3+) =
1√
3
(√
1 + p − q
c1n
, 0, 0,
√
2 − p − q
c1n
, 0
)T
, (638)
C3− : ζ(C3−) =
1√
3
(
0,
√
2 +
p + q
c1n
, 0, 0,
√
1 − p + q
c1n
)T
, (639)
whose isotropy groups are respectively generated by
¯H(C3+) = {e−i2π/3C3,z}, (640)
¯H(C3−) = {ei2π/3C3,z}. (641)
For p = q = 0, both ζ(C3+) and ζ(C3−) reduce to the cyclic state (627). In this case, ζ(C3+) and
ζ(C3−) are transfered to each other by a rotation in spin space, i.e., they belong to the same
orbit.
• Dihedral-two group D2:
The matrix representation of C2,z is given by
C2,z = Diag[1,−1, 1,−1, 1]. (642)
There are two simultaneous eigenstates of C2,z and C2,x.
Case (i): The order parameter
1√
2
(0, 1, 0, 1, 0)T (643)
is the simultaneous eigenstate of C2,z and C2,x with eigenvalues −1 and 1, respectively.
However, this state has the same symmetry as that of the biaxial nematic (D4) state. This
fact can be understood if we visualize the order parameter using the spherical-harmonic
representation [Fig. 1 (g) and (h)] or the Majorana representation [Fig. 2 (g) and (h)]. Both
states in Eqs. (631) and (643), survive even in the presence of the quadratic Zeeman effect.
The linear Zeeman term breaks the D2 symmetry of the order parameter (643) to C2.
Case (ii): The other simultaneous eigenstate can be written as
1
2
( √
1 − η, 0, eiδ
√
2(1 + η), 0,
√
1 − η
)T
, (644)
where −1 < η < 1, 0 ≤ δ < 2π, and the eigenvalues of C2,z and C2,x are both equal to 1.
(Note that we can always choose the m = ±2 components to be real by applying a spin ro-
tation about the z axis and a gauge transformation.) Substituting the order parameter (644)
in the expression of the mean-field energy, we find that in the absence of an external field
(i.e., p = q = 0) the stationary points of the mean-field energy exist at δ = 0 and arbitrary
η, and at δ = π and η = 0: The former is the nematic state, the order parameter of which is
given by a superposition of the UN and BN states:
D2 (nematic) : ζ(D2) =
(
cosχ√
2
, 0, sinχ, 0, cosχ√
2
)T
(0 ≤ χ ≤ π/2), (645)
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whereas the latter describes the cyclic state. Here, the mean-field energy for ζ(D2) does not
depend on χ, implying that there is an additional symmetry in the nematic phase, i.e., the
SO(5) symmetry (see also Sec. 5.4). When we turn on the quadratic Zeeman effect, the
degeneracy in the nematic state is lifted and the UN (η = 0) and BN (η = −1) states arise,
which have the symmetry of D∞ and D4, respectively. Which state appears depends on the
sign of q. On the other hand, the tetrahedral symmetry of the cyclic state is broken into D2
and the order parameter deforms as
D′2 : ζ
(D′2) =
1
2

√
1 − 10q
c2n
, 0, i
√
2
(
1 + 10q
c2n
)
, 0,
√
1 − 10q
c2n

T
. (646)
While the isotropy groups for ζ(D2) and ζ(D′2) are the same and is given by
¯H(D2,D
′
2) = {C2,z,C2,x}, (647)
they differ in the time reversal symmetry: The time reversal symmetry is preserved in ζ(D2),
and it is broken in ζ(D′2).
• Cyclic group C2:
In the presence of the linear Zeeman effect, the D2 symmetry of Eq. (643) is broken and
the symmetry reduces to C2, where the order parameter is given by
C2 : ζ(C2)
1√
2
(
0,
√
1 + p(c1 − c2/5)n , 0,
√
1 − p(c1 − c2/5)n , 0
)T
, (648)
and the corresponding isotropy group is given by
H(C2) = {1, eiπC2,z}. (649)
On the other hand, the linear Zeeman deforms the order parameters ζ(D2) and ζ(D′2) to
C′2 : ζ
(C′2) =
(
a, 0, beiδ, 0, c
)T (a, b, c ∈ R, a2 + b2 + c2 = 1, δ = 0, π/2). (650)
The isotropy group for ζ(C′2) is given by
H(C
′
2) = {1,C2,z}. (651)
Since the time reversal symmetry is broken for both δ = 0 and π/2, we cannot distinguish
the corresponding states based on the symmetry classification alone.
The obtained results are the same as those listed in Table 6. The structure of each order
parameter is shown in Fig. 30 (b).
9.5. Symmetry and order parameter structure of spin-3 spinor BECs
It is straightforward to carry out the procedure for spin-3 BECs but it is rather involved. For
the case of zero external field, the ground states obtained in the above procedure is summarized
in Table 7. Here, we just show the the isotropy group of each ground-state phase in Table 11.
The detailed discussion is given in Ref. [10].
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phase symmetry H, ¯H
A D6 {eiπC6,z, eiπC2,x}
B D2 {C2,z, eiπC2,x}
C C2 {eiπC2,z}
D O {eiπC4,z, eiπC2,x+z}
E D3 {C3,z, eiπC2,x}
FF SO(2) {e−ifzαei3α|0 ≤ α < 2π}
F SO(2) {e−ifzαei2α|0 ≤ α < 2π}
G C2 {C2,z}
H C5 {e−i4π/5C5,z}
I(HH) C3 {e−i2π/3C3,z}
J C4 {eiπ/2C4,z}
Table 11: Isotropy group for each phase of a spin-3 spinor BEC given in Table 7. The right column represents the isotropy
groups for phase F and FF, and the generators of the isotropy groups for other phases [10].
10. Topological excitations
Bose-Einstein condensates can accommodate topological excitations such as vortices, monopoles,
and Skyrmions. These topological excitations are diverse in their physical properties but have
one thing in common; they can move freely in space and time without changing their charac-
teristics that are distinguished by topological charges. The topological charges take on discrete
values and have very distinct characteristics independently of the material properties. It is these
material-independent universal characteristics and robustness to external perturbations that make
topological excitations unique.
In the following subsections, we first briefly review the homotopy theory in Sec. 10.1, which
gives mathematical classification of topological excitations, and then show some examples of
topological excitations in spinor BECs in Secs. 10.2–10.4.
10.1. Homotopy theory
10.1.1. Classification of topological excitations
The classification of topological excitations is best made by homotopy theory [259, 260].
This theory describes what types of topological excitations are allowed in what order-parameter
manifold. For example, π2(U(1)) = 0 implies that monopoles, which are characterized by the
second homotopy group π2, are not topologically stable in systems described by scalar order
parameters. This theory also describes what happens if two defects coexist and how they coalesce
or disintegrate.
By way of introduction, we first consider a BEC described by a scalar order parameter ψ(r) =
|ψ(r)|eiφ(r). To classify line defects such as vortices, we take a loop in the condensate and consider
a map from every point r on the loop to the phase φ(r) of the order parameter ψ:
r 7→ φ(r) ≡ argψ(r). (652)
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If the loop encircles no vortex (e.g., loop A in Fig. 31), the image of the map covers only a part
of the unit circle, as shown on the right-hand side of Fig. 31. If the loop encircles a vortex (e.g.,
loop B), the image covers the entire unit circle at least once. If it covers the circle nw times, it is
said that the winding number of the vortex is nw. The crucial observation here is that the winding
number does not change if the loop deforms or moves in space as long as it does not cross the
vortex line. This property can be used to classify loops according to their winding number.
Figure 31: Mapping from a loop in real space onto the order-parameter manifold S 1 (unit circle) according to the
correspondence φ(r) : r → argψ(r). This mapping defines the first homotopy group π1(S 1).
For general cases, we assume that the kinetic energy density associated with the topological
excitation is small enough (at least on the loop under consideration) so that the order parameter
is restricted to the order-parameter manifold R of a certain phase. Then, a loop ℓ ∈ R can be
defined as an image of a map from a loop in real space to the order-parameter manifold. If two
loops ℓa and ℓb are continuously transformable within the order-parameter manifold R, they are
said to be homotopic to each other and written as ℓa ∼ ℓb. The homotopic relationship is an
equivalent one in that it is symmetric (i.e., ℓa ∼ ℓa), reflexive (i.e., if ℓa ∼ ℓb, then ℓb ∼ ℓa), and
transitive (i.e., if ℓa ∼ ℓb and ℓb ∼ ℓc, then ℓa ∼ ℓc). By this equivalence relationship, all loops in
R are classified into equivalent classes called homotopy classes:
[ℓ1], [ℓ2], [ℓ3], · · · , (653)
where ℓi (i = 1, 2, 3, · · · ) is an arbitrarily chosen loop from the homotopy class [ℓi] because all
loops belonging to the same class are equivalent and continuously deformable to each other.
Mathematically, a loop ℓ is defined as a mapping from I = [0, 1] to a topological space such
that ℓ(0) = ℓ(1) = x0, where x0 ∈ R is called a base point. If two loops ℓa and ℓb share the same
base point x0 and they are continuously deformable to each other, they are said to be homotopic
at x0. If the base point is not shared, they are said to be freely homotopic. The constant loop
c is defined as the one such that c(t) = x0 for ∀t ∈ [0, 1]. The inverse of loop ℓ is defined as
ℓ−1(t) ≡ ℓ(1 − t) for ∀t ∈ [0, 1].
The product of two homotopy classes [ℓ1] and [ℓ2] is defined as
[ℓ1] · [ℓ2] = [ℓ1 · ℓ2], (654)
where ℓ1 ·ℓ2 denotes the product of two loops in which ℓ1 is first traversed and then ℓ2 is traversed.
Members of [ℓ1 · ℓ2] that are homotopic to ℓ1 · ℓ2 need not return to the base point x0 en route to
the terminal point (see the dashed curve in Fig. 32).
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Figure 32: The product of two loops ℓ1 · ℓ2 in which ℓ1 is first traversed and then ℓ2 is traversed. Loops homotopic to
ℓ1 · ℓ2 need not return to x0 en route to the terminal point, as shown in the dashed curve.
With the definition of the product (654), a set of homotopy classes form a group. In fact, they
satisfy the associative law
([ℓ1] · [ℓ2]) · [ℓ3] = [ℓ1] · ([ℓ2] · [ℓ3]); (655)
those loops that are homotopic to the constant loop c constitute the identity element [c] such that
[c] · [ℓ] = [ℓ] · [c] for any [ℓ]; (656)
finally, the inverse [ℓ−1] of [ℓ] is the homotopy class that consists of inverse loops of [ℓ] so that
[ℓ−1] · [ℓ] = [ℓ] · [ℓ−1] = [c]. (657)
The group defined above is called the fundamental group or the first homotopy group and it is
defined as π1(R, x0), where x0 is the base point of all loops. Since the choice of the base point is
not important in many situations in physics, we shall omit it and write π1(R, x0) simply as π1(R).
The fundamental group is said to be Abelian if any two elements commute (i.e., [ℓ] · [ℓ′] =
[ℓ′] · [ℓ] for ∀[ℓ],∀ [ℓ′] ∈ R) and non-Abelian if some elements do not commute. For example, for
the case of R = U(1)  S 1, the fundamental group is isomorphic to the additive group of integers
π1(S 1)  Z, (658)
and hence, the fundamental group is Abelian. Here, each integer of Z describes the number of
times the loop ℓ encircles the unit circle on the right-hand side of Fig. 32, corresponding to the
winding number, or the quantization number of mass circulation. In this case, the product “ · ”
simply means the addition of the winding numbers; if two singly quantized vortices coalesce, a
doubly quantized vortex results.
Point defects such as monopoles can be characterized by considering a closed surface Σ that
covers the object (see Fig. 33). We consider a map from each point r on Σ to a point ψ in the
order-parameter manifold R:
ψ : Σ→ R, (659)
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and classify elements of such a map by regarding as equivalent any two elements that can trans-
form into each other in a continuous manner. For the case when R is isomorphic to a two-
dimensional sphere or 2-sphere S 2, as shown on the right-hand side of Fig. 33, the map (659) is
classified by the number of times the image of Σ wraps S 2. In this case, we have π2(S 2)  Z.
An example of a monopole (with the winding number 1) in the spin-1 polar phase is depicted in
Fig. 34 (a).
Figure 33: Mapping from a closed surface in real space onto the order-parameter manifold R = S 2 according to the
correspondence mˆ(r) : r → R. This mapping defines the second homotopy group π2(R).
The mathematical definition for the nth homotopy group πn(R, x0) [which is also written as
πn(R) when the choice of the base point x0 is not important] is a group of homotopy equivalent
classes of maps from an n-dimensional cube In = {(t1, t2, · · · , tn)|0 ≤ ti ≤ 1(1 ≤ i ≤ n)} to a
manifold R:
α : In → R, (660)
such that the boundary of In, ∂In = {(t1, t2, · · · , tn) ∈ In|some ti = 0 or 1}, is mapped to the
base point x0 ∈ R. If In/∂In denotes the cube In whose boundary ∂In is shrunk to a point, we
have In/∂In  S n. An example for n = 2 is depicted in Fig. 34 (b) where I2 is compactified
to S 2. It follows from the above definition that the second homotopy group classifies not only
point defects (monopoles) but also two-dimensional (2D) nonsingular structures under a fixed
boundary condition. Figure 34(c) describes an example of a nonsingular structure on the 2D
plane, which has the same charge as Fig. 34(a). Such a 2D nonsingular structure is called a 2D
Skyrmion.
In a similar manner, we can construct a three-dimensional (3D) nonsingular structure, Skyrmions
and knots, which are classified by the third homotopy group. In this case, we assume that the
order parameter becomes uniform at the boundary of a 3D cube (which is sometimes taken at
spatial infinity). Then, the three-dimensional space is compactified into a three-dimensional
sphere S 3. On the other hand, the zeroth homotopy π0(R) indicates the number of disconnected
pieces in R, classifying domain walls; in particular, π0(R) = 0 means that the order-parameter
manifold is a connected space, implying no topologically stable domain. Table 12 summarizes
the topological objects, with and without defects, classified by homotopy groups. Here defects
mean the regions in which the order parameter does not belong to the order-parameter manifold
under consideration.
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Figure 34: (a) Monopole with charge 1 in the spin-1 polar phase. (b) 2D plane I2 is compactified into a unit sphere S 2
by identifying all infinite points. (c) 2D Skyrmion in the spin-1 polar phase, having the same charge as (a).
πn defects solitons
π0 domain walls dark solitons
π1 vortices nonsingular domain walls
π2 monopoles 2D Skyrmions
π3 Skyrmions, knots
π4 instantons
Table 12: Topological objects (defects and solitons) described by homotopy groups.
Using homotopy theory, one can elicit insights into the topology of complicated structures,
which is difficult to obtain intuitively. Here, we list some useful formulas of homotopy the-
ory [261]:
πn(S m) 

Z if m = n ≥ 1;
0 if m ≥ n ≥ 1;
0 if m = 1 and n ≥ 2;
Z if n = 3 and n = 2 (Hopf charge);
Z2 if n = m + 1 ≥ 4 or n = m + 2 ≥ 4,
(661)
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where 0 implies that there exist only the trivial configurations (i.e., those contractible to a point
in R) and Z2 = {0, 1} is the two-element group.
The following formulas are also useful. Let G be a Lie group and H be its subgroup. If G is
connected (i.e., π0(G) = 0) and simply connected (i.e., π1(G) = 0), the following isomorphism
holds:
π1(G/H)  π0(H). (662)
Similarly, if π2(G) = π1(G) = 0, then
π2(G/H)  π1(H). (663)
As a corollary, when G = SU(2) and H = U(1), we obtain
π2(SU(2)/U(1))  π1(U(1))  Z. (664)
For the case of spinor BECs, we have R = G/H where G = SO(3)f × U(1)φ and H is
an isotropy group of the phase under consideration. Because G is not simply connected, we
introduce the universal covering space of G, which is denoted by ˜G:
˜G = SU(2)f × Rφ. (665)
We call ˜G a lift of G. We can reconstruct an element of G from that of ˜G as follows:
(e−iσzα/2e−iσyβ/2e−iσzγ/2, φ
2π
) 7→ eiφe−ifzαe−ifyβe−ifzγ (666)
where σx,y,z are the Pauli matrices. We define a lift ˜H of H such that G/H  ˜G/ ˜H. Then,
according to Eq. (662), the fundamental group for the order-parameter manifold R = G/H is
given by
π1(R)  π0( ˜H). (667)
If ˜H is a discrete group, we have π0( ˜H)  ˜H.
Using the above formulas, the first, second, and third homotopy groups of some order-
parameter manifolds are obtained as summarized in Table 13 (for more details, see Refs. [259,
261]). For example, in the case of spin-1 ferromagnetic BECs, π1(SO(3))  Z2 implies that
there exist two types of line structures that are singular and nonsingular; π2(SO(3))  0 implies
the absence of point defects and 2D Skyrmions; and π3(SO(3))  Z implies the presence of a
nonsingular soliton-like object or a (3D) Skyrmion [262, 263].
10.1.2. Relative homotopy groups
To fully understand broken-symmetry systems, it is important to take into account not only
the global boundary conditions but also various constraints imposed on the order-parameter
field. Relative homotopy groups provide a useful tool for characterizing effects when the order-
parameter manifold changes its character on a surface or when it is constrained by boundary
conditions. Relative homotopy groups can also be used to discuss properties of a defect that is
itself regarded as a singularity in the order-parameter field in ordinary homotopy theory. The
relative homotopy group is also useful to calculate the absolute homotopy group via the exact
sequence of homomorphisms.
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system R π1 π2 π3
scalar BEC U(1) Z 0 0
Heisenberg spin S 2 0 Z Z
uniaxial nematics RP2  S 2/Z2 Z2 Z Z
biaxial nematics SU(2)/Q Q 0 Z
spin-1 ferromagnetic BEC SO(3)f,φ  RP3f,φ Z2 0 Z
spin-1 polar BEC [S 2f × U(1)φ]/(Z2)f,φ Z Z Z
cyclic BEC [SO(3)f × U(1)φ]/Tf,φ Z ×h T ∗f,φ 0 Z
Table 13: List of homotopy groups. Subscripts f and φ denote the manifolds for the spin and gauge degrees of freedom,
respectively. The symbol RPn  S n/Z2 is a projective space, and Q and T ∗ respectively denote the quaternion group and
the binary tetrahedral group, the latter being a lift of T . The h-product ×h stipulates a special product rule of the group
elements in which spin and gauge degrees of freedom are coupled [264] (see the text for detail).
As an illustrative example, let us consider a spin-1 ferromagnetic BEC. Suppose that the
system is contained in a cylinder of radius r0 and the order parameter on every point inside the
cylinder belongs to the order-parameter manifold Rferro = SO(3) of the ferromagnetic phase. We
then impose a boundary condition that the spin points outward (sˆ = rˆ) or downward (sˆ = −zˆ) on
the wall at r = r0, where r is the radial coordinate. Then, the spin texture would look like
ψcoreless(r, ϕ, z) = √n

cos2
β(r)
2
eiϕ√
2
sin β(r)
e2iϕ sin2 β(r)2
 . (668)
where we have chosen φ − γ = α = ϕ in Eq. (607) so as to eliminate the singularity in the
ferromagnetic order. Because the direction of spin is sˆ(r, ϕ, z) = (eˆx cosϕ + eˆy sin ϕ) sin β(r) +
eˆz cos β(r), the above boundary conditions are met if we choose β(0) = 0 and β(r0) = π/2 or
β(r0) = π. The topological objects corresponding to β(r0) = π/2 and β(r0) = π are referred to as
the Mermin-Ho (MH) vortex and the Anderson-Toulouse (AT) vortex, respectively [265]. It can
be shown that the circulation at the wall is 1 for the MH vortex and 2 for the AT vortex. Both of
them are not stable in free space because they belong to the trivial element of the fundamental
group, whereas there is no non-trivial 2D structure due to π2(Rferro) = 0. They are classified
in terms of the second relative homotopy group π2(Rferro, S 1), and can be stabilized only if the
boundary conditions on the wall are imposed by some means.
In general, the nth relative homotopy group πn(R, ˜R) is constructed out of maps from n-
dimensional cube In to R:
α : In → R, (669)
under which the boundary ∂In, which is an (n− 1)-dimensional sphere or an (n− 1)-dimensional
cube with the boundary condition, is mapped to ˜R ⊂ R. If ˜R includes only a point x0, the relative
homotopy group πn(R, ˜R) reduces to the absolute one πn(R, x0). For general cases, structures
on the boundary are classified with πn−1( ˜R). Moreover, since the inside of the n cube should be
mapped to R, only the elements of πn−1( ˜R) that are mapped to the trivial element of πn−1(R) under
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an inclusion map ˜R → R can appear on the boundary. The set of such elements corresponds to
the kernel of the map πn−1( ˜R) → πn−1(R), which is denoted as
Kn = Ker[πn−1( ˜R) → πn−1(R)]. (670)
On the other hand, the structures inside the n-dimensional cube is classified by πn(R). Note
that, however, if the image of α [Eq. (669)] can be continuously deformed to a subspace of ˜R,
it can then be deformed to a point in ˜R. Such structures should belong to the trivial element of
πn(R, ˜R). Hence, πn(R, ˜R) includes the structure of a quotient group given by
In = πn(R)
Im[πn( ˜R) → πn(R)]
, (671)
where the map πn( ˜R) → πn(R) is a homomorphism induced by an inclusion map ˜R → R, and
Im denotes the image.
Mathematically, it can be proved using the exact sequence and the homomorphism theorem
that the relative homotopy group satisfies [259, 260]
πn(R, ˜R)/In  Kn, (672)
indicating that an element of πn(R, ˜R) is characterized by a set of two elements: one in In and
the other in Kn. For the case of above examples on a spin-1 ferromagnetic BEC, we have I2 = 0
(where 0 means a group that includes only the trivial element), and the MH and AT vortices differ
in the elements of K2  Z [266].
An example for n = 1 is a planar soliton (Maki domain wall) in the 3He A phase, where the
order-parameter manifold is R = (S 2×SO(3))/Z2 within a dipole healing length from the domain
wall and ˜R = SO(3) outside this layer due to dipole locking [266]. We take the axis perpendicular
to the domain wall as the z-axis. Then, the order-parameter field defines a mapping from the z-
axis into the contour in R whose end points belong to ˜R. Because ˜R is a connected space, that
is π0( ˜R) = 0, we have K1 = 0. On the other hand, the image of the map from π1( ˜R) = Z2 to
π1(R) = Z4 is Z2, resulting in π1(R, ˜R)  I1 = Z4/Z2 = Z2 [266]. Note that in general π1(R, ˜R)
need not even be a group; it becomes a group when ˜R is a connected space, or when R is a group
and ˜R is a subgroup of R.
An example for n = 2 is a nonsingular vortex state discussed above. The second relative ho-
motopy group can also classify point defects stuck on the boundary, which is called a boojum; the
relative homotopy group is constructed out of a map from hemisphere that encloses the defect on
the boundary to the order-parameter manifold, together with the boundary condition at the edge
of the hemisphere [266]. Topological structures at the interface of two phases of spinor BECs
were discussed in Refs. [267, 268]. The relative homotopy group is also used to classify vortex
core structures [266], and deformation of topological excitations under a phase transition [269].
10.2. Line defects
10.2.1. Homotopy theory analysis of vortex structures
Line defects or vortices are characterized by the fundamental group π1(R). In Sec. 8 we
have examined vortex structures in spinor BECs. Here, we analyze these structures in terms of
the homotopy theory. For the case of s-wave superconductors, liquid 4He, and spin-polarized or
spinless gaseous BECs, the mass circulation around a vortex line is quantized and vortices are
classified by the quantum number nw as in Eq. (539). In this case, the order-parameter manifold
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for a scalar order parameter is given by R = U(1). The fundamental group is therefore the
additive group of integers:
π1(U(1))  Z. (673)
There is a one-to-one correspondence between an element of π1(U(1)) and a particular value of
the winding number nw.
For the case of a spin-1 ferromagnetic BEC, the order-parameter manifold is SO(3) and the
fundamental group is given by π1(SO(3)) = Z2 = {0, 1}which is the two-element group. The spin
configuration that corresponds to class 0 is continuously transformable to a uniform configuration
[see Eq. (555)], whereas the spin configuration that corresponds to class 1 describes a polar-core
vortex that is topologically stable [see Eq. (557)]. Because 1 + 1 = 0 in Z2, the coalescence of
two singly quantized vortices is homotopic to a uniform configuration. The fact that there are
only two topologically distinguishable structures is confirmed by the discussion below Eq. (554).
For the case of a spin-1 polar BEC, the order-parameter manifold is Rpolar = [S 2f×U(1)φ]/(Z2)f,φ.
To calculate the fundamental group of this order parameter manifold, we use Eq. (662) as follows.
As we have discussed in Sec. 9.1, the Z2 symmetry arises from the fact that the order parame-
ter given by Eq. (604) is invariant under the transformation of ( ˆd, φ) → (− ˆd, φ + π). Because
G = S 2×U(1) is not simply connected, to calculate π1(Rpolar), we lift G to ˜G = S 2×R. With this
lift, the points ( ˆd, φ) and (− ˆd, φ+π) in G are mapped to ( ˆd, φ+2n′wπ) and (− ˆd, φ+ (2n′w+1)π), re-
spectively, in ˜G where n′w is an integer. These identical points are simply labeled with an integer
nw (= 2n′w or 2n′w + 1), implying ˜H = Z. Hence, from Eq. (662), we obtain
π1(Rpolar)  Zf,φ. (674)
As in the case of a scalar BEC, vortices in the polar phase are classified by integers. However,
due to the Z2 discrete symmetry, the minimum unit of circulation is one-half of the usual value
of h/M, as discussed in Sec. 8.2.2.
In a similar manner, we can calculate the fundamental groups of the order-parameter man-
ifolds for the uniaxial nematic, biaxial nematic, and cyclic phases of spin-2 spinor BECs. The
obtained fundamental groups indicate the existence of various types of vortices due to the dis-
crete symmetry [230, 270]. Some of them have fractional circulations, and some others have
no mass circulation. The classification of vortices in spin-3 BECs using the homotopy theory
is given in Ref. [271]. Different from spin-1 BECs, some phases in spin-2 and 3 BECs support
non-Abelian vortices as discussed in the next subsection.
10.2.2. Non-Abelian vortices
We consider vortices in the spin-2 cyclic phase, which are non-Abelian in the sense that
the fundamental group of the cyclic order-parameter manifold is non-Abelian5. As shown in
Sec. 9.4, the cyclic order parameter has the symmetry of tetrahedron, which is a non-Abelian
group. The isotropy group is generated by ¯H(T ) defined in Eq. (628). To make the following
discussion simple, we change the symmetry axis and choose the two-fold symmetry axis in the
5In literature, three different definitions of non-Abelian vortices are used: (i) G is non-Abelian, (ii) H is non-Abelian,
and (iii) π1(G/H) is non-Abelian, where G/H is the order parameter manifold for the system under consideration. Here,
we adopt the definition (iii).
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z direction and the three-fold symmetry axis in the (1,1,1) direction. Then, the isotropy group,
which is generated by Iz ≡ C2,z and ¯C ≡ e−i2π/3C3,x+y+z, is given by [230, 231, 272],
H(T ) = {1, Ix, Iy, Iz, ¯C, Ix ¯C, Iy ¯C, Iz ¯C, ¯C2, Ix ¯C2, Iy ¯C2, Iz ¯C2}, (675)
where Ix ≡ C2,x, Iy ≡ C2,y, and we have used ¯CIz ¯C−1 = Ix and ¯C2Iz ¯C−2 = Iy. The order parameter
that is invariant under all elements of Eq. (675) is ζcyclic0 = (1/2, 0, i/
√
2, 0, 1/2). Since the gauge
transformation is coupled with the spin rotation in ¯C, this is the spin-gauge coupled tetrahedral
symmetry, and the order-parameter manifold for this phase is written as
R
cyclic =
SO(3)f × U(1)φ
Tf,φ
. (676)
To calculate the fundamental group of Rcyclic, we first lift G = SO(3)f ×U(1)φ to its universal
covering space ˜G = SU(2)f × Rφ. The elements in ˜G are mapped to the ones in G according to
Eq. (666). Under this lift, the elements of H(T ) change as follows:
1 → {(±1, nw) | nw ∈ Z}, (677a)
Ix,y,z → {(±iσx,y,z, nw) | nw ∈ Z}, (677b)
¯C →
{
(±σ˜, nw + 13)
∣∣∣∣∣ nw ∈ Z
}
, (677c)
Ix,y,z ¯C →
{
(±iσx,y,zσ˜, nw + 13)
∣∣∣∣∣ nw ∈ Z
}
, (677d)
¯C2 →
{
(±σ˜2, nw + 23)
∣∣∣∣∣ nw ∈ Z
}
, (677e)
Ix,y,z ¯C2 →
{
(±iσx,y,zσ˜2, nw + 23)
∣∣∣∣∣ nw ∈ Z
}
, (677f)
where
1 ≡
(
1 0
0 1
)
, σ˜ ≡ 1
2
(1 + iσx + iσy + iσz), (678)
with σx,y,z being the Pauli matrices. Hence, an element of the lifted isotropy group ˜H(T ) is written
as (σ, x) where σ ∈ T ∗ = {±1,±iσx,y,z,±σ˜,±iσx,y,zσ˜,±σ˜2,±iσx,y,zσ˜2} and x = nw for σ = ±1
and ±iσx,y,z, x = nw + 1/3 for σ = ±σ˜ and ±iσx,y,zσ˜, and x = nw + 2/3 for σ = ±σ˜2 and
±iσx,y,zσ˜2 with nw being an arbitrary integer. These elements represent how the order parameter
changes around the vortex under consideration. The composition of two elements (σ1, x1) and
(σ2, x2) in ˜H(T ) is defined by (σ1σ2, x1 + x2). Note, however, that ˜H(T ) is not a direct product
of T ∗ and Z because the choice of x depends on the element of T ∗ 6. Since π0( ˜H) = ˜H if ˜H is
6Writing the elements of ˜H(T ) as (eiθσ, nw) where
θ =

0 for σ = ±1,±iσx,y,z ,
2π/3 for σ = ±σ˜,±iσx,y,zσ˜,
4π/3 for σ = ±σ˜,±iσx,y,zσ˜2,
we find that they obey the following composition low:
(eiθ1 σ1, n1) · (eiθ2σ2, n2) = (ei[θ1+θ2−2πh(σ1,σ2)]σ1σ2, n1 + n2 + h(σ1, σ2)), (679)
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a discrete group [261], Eq. (662) leads to π1(Rcyclic) = ˜H(T ), implying that vortices in the cyclic
phase is labeled as (σ, x). These vortices are non-Abelian because ˜H(T ) is non-Abelian. The
mass circulation of a vortex labeled with σ = ±I or ±iσx,y,z is quantized in units of κ = h/M,
whereas the mass circulation of a vortex labeled with σ = ±σ˜ or ±iσx,y,zσ˜ is quantized in units
of (nw + 1/3)κ, and that with σ = ±σ˜2 or ±iσx,y,zσ˜2 is quantized in units of (nw + 2/3)κ.
A single vortex can be classified in terms of conjugacy classes of the fundamental group.
Let us consider a vortex labeled with (iσx, nw). This vortex can be continuously deformed by
globally applying an operator g ∈ ˜H(T ) as g(iσx, nw)g−1. If we choose g = (σ˜, n′w), we obtain
g(iσx, nw)g−1 = (iσz, nw) which belongs to a different element of the fundamental group. The
classes of the elements obtained in such a manner are called conjugacy classes. For the present
case, there are seven classes for each nw [231]:
(1){(1, nw)}, (681a)
(2){(−1, nw)}, (681b)
(3){(iσx, nw), (−iσx, nw), (iσy, nw), (−iσy, nw), (iσz, nw), (−iσz, nw)}, (681c)
(4){(σ˜, nw + 1/3), (−iσxσ˜, nw + 1/3), (−iσyσ˜, nw + 1/3), (−iσzσ˜, nw + 1/3)}, (681d)
(5){(−σ˜, nw + 1/3), (iσxσ˜, nw + 1/3), (iσyσ˜, nw + 1/3), (iσzσ˜, nw + 1/3)}, (681e)
(6){(σ˜2, nw + 2/3), (−iσxσ˜2, nw + 2/3), (−iσyσ˜2, nw + 2/3), (−iσzσ˜2, nw + 2/3)}, (681f)
(7){(−σ˜2, nw + 2/3), (iσxσ˜2, nw + 2/3), (iσyσ˜2, nw + 2/3), (iσzσ˜2, nw + 2/3)}. (681g)
In the presence of more than two vortices, however, the conjugacy class of the fundamental
group cannot completely characterize individual vortices, because, for example, two vortices
described by two different elements of the same conjugacy class cannot be transformed under a
global transformation to those described by a single element. The non-Abelian characteristics
of the vortices manifest themselves most dramatically in such a situation, namely, the collision
dynamics of two vortices. In general, when two vortices collide, they reconnect themselves, pass
through [Fig. 35(d)], or form a rung that bridges the two vortices [Fig. 35(b),(c)]. When two
Abelian vortices collide, all these three cases are possible, and one of them occurs depending
on the kinematic and initial conditions. However, when two non-Abelian vortices collide, the
only possibility is the formation of a rung. Reconnection and passing through are topologically
forbidden because the corresponding generators do not commute with each other. Figure 36
illustrates a typical rung formation which is obtained numerically for the cyclic BEC. When the
core of a 1/3 vortex in the cyclic phase is filled with the ferromagnetic state, which is possible
under certain conditions, it is possible to observe such dynamics of vortex lines by using a phase-
contrast imaging technique that is sensitive to local magnetization.
10.3. Point defects
Point defects are characterized by the second homotopy group. Because π2(U(1)) = 0, scalar
BECs have no topologically stable point defects. When the order-parameter manifold is S 2, it
can host monopoles because π2(S 2)  Z.
where
h(σ1 , σ2) =
{
0 ifθ1 + θ2 < 2π,
1 ifθ1 + θ2 ≥ 2π, (680)
which we call an h product. For more details, see Ref. [264].
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Figure 35: Collision dynamics of two vortices. (a) Initial configuration, where A or B represents an operation that
characterizes the corresponding vortex (a set of spin rotations and gauge transformations for the case of a cyclic BEC).
The vortex on the right end, which is connected to B, is identified as ABA−1. The configuration in (a) is topologically
equivalent to (b) or (c), where a rung AB or BA−1 is formed. If the vortices are a pair of vortex and anti-vortex, i.e.,
A = B−1, the rung in (b) disappears, giving rise to reconnection, whereas the rung in (c) corresponds to a doubly
quantized vortex that costs a large kinetic energy. If A and B are commutative, passing through is also possible because
the configurations of (a) and (d) will then be topologically equivalent. However, when A and B are not commutative, the
collision always results in the formation of a rung.
Figure 36: Numerical simulation for the collision dynamics of non-Abelian vortices, where ¯C, Iy, Ix ¯C, and Iy ¯C represents
the elements of H(T ) which are related to the elements of the fundamental group according to Eq. (677).
10.3.1. Monopole charge
Here, we consider the situation shown in Fig. 33, where the order parameter mˆ(r) is in-
terpreted as a mapping from S 2 to S 2. The topological charge N2 of the point defect can be
calculated as follows. By definition, N2 gives the number of times the order parameter mˆ(r)
shown in Fig. 33 wraps its manifold S 2. Expressing the components of this vector in spherical
coordinate as mx = sinα cos β, my = sinα sin β, and mz = cosα, we can express N2 as
N2 =
1
4π
∫
Σ
dΩ
∣∣∣∣∣∂(α, β)∂(θ, ϕ)
∣∣∣∣∣ , (682)
where dΩ ≡ sin θdθdϕ, with θ and ϕ are the spherical coordinates of r, and the last term on
the right-hand side is the Jacobian of the transformation of the coordinates. The fact that the
integrand is the Jacobian explicitly indicates that N2 gives the degree of mapping from S 2 in real
space to S 2 in order-parameter space. The right-hand side of Eq. (682) can be directly expressed
in terms of mˆ as
N2 =
1
4π
∫
Σ
dθdφmˆ ·
(
∂mˆ
∂θ
× ∂mˆ
∂ϕ
)
=
1
4π
∫
Σ
dS · j, (683)
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where
j = 12
∑
ν1ν2ν3=x,y,z
ǫν1ν2ν3 mν1 (∇mν2 × ∇mν3 ), (684)
and dS represents an areal element perpendicular to Σ. We can use Gauss’ law to rewrite the
right-hand side of Eq. (683) as a volume integral:
N2 =
∫
VΣ
dr nm, (685)
where VΣ is the region enclosed by the surface Σ, and
nm(r) = 14π∇ · j(r) (686)
gives the density distribution of point singularities.
10.3.2. ’t-Hooft-Polyakov monopole (hedgehog)
As an example of monopoles we consider the spin-1 polar phase. The second homotopy
group of the polar order-parameter manifold is given by π2(Rpolar) = Z, and therefore, it can
accommodate point defects. To investigate their properties, we write the order parameter in the
following form:
ψpolar =
√
n
2
eiφ

−dx + idy√
2dz
dx + idy
 . (687)
When we write ˆd ≡ (dx, dy, dz) = (sin β cosα, sin β sinα, cos β), Eq. (687) reduces to Eq. (604).
By setting φ = 0, we obtain the spherical monopole which is called a ’t-Hooft-Polyakov monopole
or a hedgehog:
ˆd(r) = r|r| . (688)
It follows from Eq. (683) that the topological charge of the hedgehog is N2 = 1. Moreover, j
defined in Eq. (684) is related to the circulation of spin currents given by Eq. (570) as∑
ν=x,y,z
ˆdν
(
∇ × v(spin,P)ν
)
= −2~
M
j, (689)
which implies that the surface integral of the spin circulation is quantized in terms of 4h/M;∫ ∑
ν=x,y,z
ˆdν
(
∇ × v(spin,P)ν
)
· dS = −4h
M
N2. (690)
Although a monopole is topologically stable in the spin-1 polar phase, it is energetically
unstable against deformation into a ring of a half-quantum vortex, which is called an Alice
ring [273]. The Alice ring is a combined object that possesses two topological charges π1 and π2
(see Fig. 37). Viewed far from the origin, it appears to be a point defect (N2 = 1); however, this
monopole field is created by a ring of the Alice vortex (N1 = 1), which is located on C in Fig. 37.
Since the monopole and the Alice ring have the same π2 charge, they can be continuously de-
formed to each other. While the monopole is always accompanied with the density singularity,
the core of the Alice vortex can be filled with a ferromagnetic state. As a result, the Alice ring is
energetically favored because |c1| ≪ c0 for the 23Na BEC [273].
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Figure 37: Alice ring which is a vortex ring of a half-quantum vortex located on C. Far from the origin, it appears to be
a monopole.
10.3.3. Dirac monopole
The magnetic monopole was originally envisaged as a magnetic analogue of the quantized
electric charge:
∇ · B = 4πgδ(r), (691)
where g denotes the strength of the magnetic monopole. The solution to this equation is found
to be B = gr/r3 and the corresponding vector potential is given by
A = − g
r(r − z) (−y, x, 0) = −
g(1 + cos θ)
r sin θ
eˆϕ, (692)
where (r, θ, ϕ) are the polar coordinates and eˆϕ is the unit vector in the ϕ-direction. The vector
potential (692) reproduces the magnetic field (691), except on the positive z-axis along which the
magnetic field exhibits a singularity called the Dirac string. In fact, taking the rotation of (692),
we obtain
rotA = g r
r3
− 4πgδ(x)δ(y)Θ(z)eˆz, (693)
where eˆz is the unit vector along the z-direction, and Θ(z) is the Heaviside unit step function.
The Dirac monopole can be created in the ferromagnetic phase of a spin-1 BEC [274]. Sub-
stituting φ = −ϕ, α = ϕ, and β = θ in Eq. (607), we obtain
ζDirac =

e−2iϕ cos2 θ2
e−iϕ√
2
sin θ
sin2 θ2
 . (694)
The corresponding superfluid velocity v(mass) = (~/M)Im(ζ†∇ζ) [defined in Eq. (508)] is the
same as the vector potential (692) of the Dirac monopole with identification g = ~/M [see also
Eq. (511)].
We note that the order parameter (694) exhibits a doubly quantized vortex only along the
positive z-axis (θ = 0) and that it has no singularity along the negative z-axis (θ = π). We also
note that since the fundamental group of SO(3) is Z2, the only topologically stable vortex is a
singly quantized vortex which is called a polar-core vortex. In fact, the singular Dirac monopole
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can deform continuously to a nonsingular spin texture if we take the following parametrization:
ζDirac =

e−2iϕ cos2 β2
e−iϕ√
2
sin β
sin2 β2
 , β(r, θ, ϕ, t) = Θ(1 − t) + πt. (695)
As t increases from 0 to 1, the order parameter continuously changes from the Dirac monopole
at t = 0 to a nonsingular texture ζ = (0, 0, 1)T at t = 1. An experimental method for the creation
of the Dirac monopole was discussed in Ref. [275]. Topologically stable monopoles under a
non-Abelian gauge field are discussed in Refs. [276, 277].
10.4. Skyrmions
10.4.1. Shankar Skyrmion
The third homotopy group characterizes topological objects called Skyrmions that extend
over the entire three-dimensional space. A prime example of this is the so-called Shankar
monopole in the 3He-A phase [262, 263], although it is actually not a monopole but a Skyrmion.
The topology of the Shankar Skyrmion is π3(SO(3))  Z, which is also supported by the ferro-
magnetic phase of a spin-1 BEC. The order parameter of the ferromagnetic BEC is characterized
by the direction of the local spin sˆ and the superfluid phase
An example of a topological object corresponding to an element of π3(SO(3))  Z may be
realized by rotating the order parameter at position r about the directionΩ = r/r through an angle
f (r)N3, where f (0) = 2π, f (∞) = 0, and N3 ∈ Z is the Skyrmion charge [263, 262, 278, 279]. It
follows from the condition f (∞) = 0 that the order parameter is uniform at spatial infinity, and
thus, the three-dimensional space is compactified to S 3. The case of N3 = 1 is shown in Fig. 38.
The topological charge of the third homotopy group can be introduced in a manner similar to
that of the second homotopy group. Now, the mapped vector has a four-component vector that is
normalized to unity. One such representation is
mˆ =
(
x
r
sin f (r)
2
,
y
r
sin f (r)
2
,
z
r
sin f (r)
2
, cos
f (r)
2
)
. (696)
The invariant of such a mapping is again given by the Jacobian of the transformations:
N3 =
1
12π2
∫
dr
∑
α,β,γ,δ=1,2,3,4
∑
i, j,k=x,y,z
ǫαβγδǫi jkmα∂imβ∂ jmγ∂kmδ, (697)
where ǫi jk and ǫαβγδ are the completely antisymmetric tensors of rank 3 and 4, respectively.
10.4.2. Knot soliton
The third homotopy group also classifies knot solitons. Knots are characterized by the linking
number and differ from other topological excitations such as vortices, monopoles, and Skyrmions
which are classified by winding numbers. Knot solitons have attracted considerable interest since
Faddeev and Niemi suggested that knots might exist as stable solitons in a three-dimensional
classical field theory [280].
Knots are characterized by mappings from a three-dimensional sphere S 3 to S 2. As in the
case of Skyrmions, the S 3 domain is prepared by imposing a boundary condition that the or-
der parameter takes on the same value in every direction at spatial infinity. Here, we consider
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Figure 38: Shankar Skyrmion with charge one, where the arrows represent the direction of the local magnetization sˆ,
whereas the sold and double lines on each disk indicate the direction of phase 0 and π/2 in the spherical-harmonic
representation, respectively.
the spin-1 polar phase [281]. The order parameter manifold of the polar phase is given by
Rpolar  (S 2f×U(1)φ)/(Z2)f,φ, of which neither U(1) norZ2 symmetry contributes to the homotopy
groups in spaces higher than one dimension; hence, we find that π3(Rpolar)  π3(S 2)  Z. The
corresponding topological charge Q ∈ Z is known as the Hopf charge. Note that the domain (r)
is three-dimensional, while the target space ( ˆd) is two-dimensional7. Consequently, the preimage
of a point on the target S 2 constitutes a closed loop in S 3, and the Hopf charge is interpreted as
the linking number of these loops: if the ˆd field has Hopf charge Q, two loops corresponding to
the preimages of any two distinct points on the target S 2 will be linked Q times [see Fig. 39 (a)].
Figure 39 (b) shows an example of the ˆd field of a polar BEC with Hopf charge 18.
The Hopf charge is defined as follows [280, 281]. For an areal element in the order-parameter
manifold
Fi j = ˆd · (∂i ˆd × ∂ j ˆd), (698)
we introduceAi such that
Fi j = ∂iA j − ∂ jAi. (699)
Then, the charge Q is defined as
Q = 1
4π2
∫
d3x ǫi jkFi jAk. (700)
7The unit vector ˆd is defined as n in Ref. [281]
8Technically speaking, the configuration in Fig. 39 (b) is an unknot of a pair of rings with linking number 1, because
the preimage of one point on S 2 forms a simple unknotted ring.
160
Figure 39: (a) Preimages of two distinct points on S 2 form a link. (b) Spin configuration of a knot with Hopf charge 1
in a polar BEC, where arrows indicate the ˆd field of the polar phase. The solid and dashed loops trace the point where ˆd
points to x and −z, respectively, and form a link. Reprinted from Ref. [281].
In the practical calculation of Q, we first consider a four-dimensional unit vector mˆ(r) on R3
which can be written as a two-dimensional complex vector
Z ≡
(
Z1(r)
Z2(r)
)
=
(
m1(r) + im2(r)
m3(r) + im4(r)
)
, (701)
where |Z1|2 + |Z2|2 = ∑ j=1,2,3,4 m2j = 1. We then introduce the Hopf map, which is a map from S 3
to S 2, as
ˆd = Z†σZ, (702)
where σ = (σx, σy, σz) is the vector of Pauli matrices. The components of ˆd are given in terms
of Z1 and Z2 as follows:
dx = Z∗1Z2 + Z
∗
2Z1, (703)
dy = −i(Z∗1Z2 − Z∗2Z1), (704)
dz = |Z1|2 + |Z2|2. (705)
Substituting Eq. (702) to Eq. (699), we obtain
F jk = i
[
(∂ jZ†)(∂kZ) − (∂kZ†)(∂ jZ)
]
, (706)
from which A j is obtained as
A j = i2
[
Z†(∂ jZ) − (∂ jZ†)Z
]
. (707)
Note that ˆd is invariant under the U(1) gauge transformation of Z, i.e., Z → eiφZ. Under this
transformation F jk is also invariant, whereas A j is gauge dependent: A j → A j + ∂ jφ. However,
by taking the summation in terms of i, j and k, the charge Q defined in Eq. (700) becomes
independent on φ. Hence, Q is determined only by the configuration of ˆd(r), and classifies the ˆd
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textures. Writing down Eq. (700) in terms of m j(r), we have the same form as Eq. (697), which
defines the charge for the mapping S 3 → S 3.
Knots can be created in a spin-1 polar BEC by manipulating an external magnetic field [281].
In the presence of an external magnetic field, the linear Zeeman effect causes the Larmor pre-
cession of ˆd, whereas ˆd tends to become parallel to the magnetic field because of the quadratic
Zeeman effect. Suppose that we prepare an optically trapped BEC in the magnetic sublevel
m = 0, i.e., ˆd = (0, 0, 1)T, by applying a uniform magnetic field in the z-direction. Then, we
suddenly turn off the uniform field and switch on a quadrupole field. Due to the linear Zeeman
effect, ˆd starts rotating around the local magnetic field, and therefore, the ˆd field winds as a
function of time, resulting in the formation of knots.
Figure 40 shows the dynamics of the creation of knots in an optical trap subject to a quadrupole
field, where the upper panels show the snapshots of the preimages of ˆd = −zˆ and ˆd = zˆ and the
bottom panels show the cross sections of the density for m = −1 (bottom) components on the x–y
plane. The density pattern in the m = −1 components is characteristic of knots; a double-ring
pattern appears corresponding to each knot. As the ˆd field winds in the dynamics, the number
of rings increases. This prediction can be tested by the Stern-Gerlach experiment. However,
the knot created in the above method is unstable because the right-hand side of Eq. (573) is
non-vanishing for the ˆd texture, and therefore, the order parameter goes out of Rpolar [281].
Figure 40: Dynamics of the creation of knots in a spherical optical trap under a quadrupole magnetic field. Snapshots of
the preimages of ˆd = (0, 0,−1)T and ˆd = (1, 0, 0)T (top), and the cross sections of the density for the m = −1 components
on the x − −y plane (bottom). Reprinted from Ref. [281].
10.5. Action of vortices on another topological excitation
As we have seen above, topological excitations are classified by the nth homotopy group πn,
if they are isolated. However, for topological excitations that coexist with vortices, there are cases
in which an element of πn alone cannot properly describe the charge of a topological excitation
due to the influence of the vortices. This is because an element of πn corresponding to the
charge of a topological excitation may change when the topological excitation circumnavigates a
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vortex. This phenomenon is referred to as the action of π1 on πn. As an example, let us consider
a spin-1 polar phase in which a monopole and a half-quantum vortex (Alice vortex) coexist. As
a monopole makes a complete circuit around the half-quantum vortex, the configuration of the
ˆd-vector undergoes the transformation of ˆd → − ˆd, giving rise to the sign change of the monopole
charge defined in Eq. (683) (see Fig. 41). In such a case, the homotopy groups no longer classify
the topological excitations. Instead, topological excitations coexisting with vortices are classified
by the Abe homotopy group κn which is defined as a semi-direct product of π1 and πn [282]. See
Ref. [264] for detail.
Figure 41: Influence of a vortex on a monopole. As a monopole with charge +1 makes a complete circuit around the
vortex, it changes to a monopole with charge −1. Reprinted from Ref. [264].
11. Many-Body Theory
In this section, we examine the many-body spin states of spin-1 and 2 BECs by assuming
that a single spatial wave function is shared by all spin states, namely, with the single-mode
approximation (SMA, see Sec. 3.6.1). According to the discussion in Sec. 3.6.1, the field operator
of a spin- f BEC in the SMA can be expressed as
ˆψm(r) = aˆmψSMA(r) (m = f , f − 1, · · · ,− f ). (708)
We describe the Hamiltonian in terms of aˆm and investigate the many-body states.
11.1. Many-body states of spin-1 BECs
11.1.1. Eigenspectrum and eigenstates
For the sake of simplicity, we consider the case of zero magnetic field (i.e., p = q = 0).
Substituting Eq. (708) in Eqs. (2) and (45) and replacing ∑m aˆ†maˆm and ∑m,m′ aˆ†maˆ†m′ aˆm′ aˆm with ˆN
and ˆN( ˆN − 1), respectively, we obtain [283, 37, 284]
ˆH = ˆN
∫
dr ψ∗SMA
[
−~
2∇2
2M
+ Utrap(r) + c02 (
ˆN − 1)|ψSMA|2
]
ψSMA +
c1
2Veff
: ˆF2 :, (709)
where
ˆF =
1∑
m,m′=−1
fmm′ aˆ†maˆm′ , (710)
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Veff =
(∫
dr|ψSMA|4
)−1
, and ψSMA is determined by[
− ~
2
2M∇
2 + Utrap(r) + c0(N − 1)|ψSMA(r)|2
]
ψSMA(r) = µψSMA(r) (711)
subject to the normalization condition∫
|ψSMA|2dr = 1. (712)
Substituting the solution of Eq. (711) in Eq. (709), we obtain
ˆH = µ ˆN − c0
2Veff
ˆN( ˆN − 1) + c1
2Veff
: ˆF2 : . (713)
From Eq. (35), we find that the total spin operator ˆF satisfies
: ˆF2 := ˆN( ˆN − 1) − 3 ˆS † ˆS , (714)
where
ˆS ≡ 1√
3
(aˆ20 − 2aˆ1aˆ−1) (715)
is the spin-singlet pair operator. We use Eq. (714) to rewrite Eq. (713) as
ˆH = µ ˆN − c0
2Veff
ˆN( ˆN − 1) + c1
2Veff
[
ˆN( ˆN − 1) − 3 ˆS † ˆS
]
. (716)
Because ˆN and ˆS † ˆS commute with each other, the eigenvalue problem reduces to finding their
simultaneous eigenstates.
The simultaneous eigenstate of ˆN and ˆS † ˆS is characterized with the number of particles and
the number of spin-singlet pairs. Let |N, 0〉 be the N-particle state in which there is no spin-singlet
pair, i.e., ˆN|N, 0〉 = N|N, 0〉 and ˆS |N, 0〉 = 0. Using the commutation relation
[
ˆS , ( ˆS †)k
]
=
2
3k (2
ˆN − 2k + 5)( ˆS †)k−1, (717)
we obtain
ˆS † ˆS ( ˆS †)k|N, 0〉 = 23k (2
ˆN − 2k + 1)( ˆS †)k|N, 0〉. (718)
Noting that ( ˆS †)k |N, 0〉 describes the N + 2k particle state, namely,
ˆN( ˆS †)k |N, 0〉 =
{
[ ˆN, ( ˆS †)k] + ( ˆS †)k ˆN
}
|N, 0〉
= 2k( ˆS †)k |N, 0〉 + ( ˆS †)kN|N, 0〉
= (N + 2k)( ˆS †)k |N, 0〉, (719)
we define the N-particle k-singlet-pair state |N, k〉 as
|N, k〉 ≡ (
ˆS †)k |N − 2k, 0〉√
〈N − 2k, 0| ˆS k( ˆS †)k|N − 2k, 0〉
. (720)
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It follows from Eqs. (718) and (719) that |N, k〉 is the simultaneous eigenstate of ˆS † ˆS and ˆN
satisfying
ˆS † ˆS |N, k〉 = 23k (2N − 2k + 1)|N, k〉, (721)
ˆN|N, k〉 = N|N, k〉. (722)
Now the question arises: what is the spin state of the remaining N − 2k atoms that do not
form spin-singlet pairs? By definition in Eq. (710), ˆF satisfies
: ˆF2 := ˆF2 − 2 ˆN, (723)
from which Eq. (713) is rewritten as [283]
ˆH = µ ˆN − c0
2Veff
ˆN( ˆN − 1) + c1
2Veff
( ˆF2 − 2 ˆN). (724)
Since ˆFx,y,z obey the angular momentum commutation relations, the eigenstate of the system is
also specified with the eigenvalues of ˆN, ˆF2, and ˆFz. Moreover, because ˆF2 and ˆS † ˆS commute
[see Eqs. (714) and (723)], |N, k〉 defined in Eq. (720) is also the simultaneous eigenstate of ˆF2
and ˆFz. In fact, using Eqs. (714) and (721)–(723), we obtain
ˆF2|N, k〉 = [ ˆN( ˆN + 1) − 3 ˆS † ˆS ]|N, k〉,
= (N − 2k)(N − 2k + 1)|N, k〉. (725)
indicating that the residual N − 2k atoms form a total spin F = N − 2k state. The eigenvalue
Fz of ˆFz takes Fz = N − 2k, N − 2k − 1, · · · ,−(N − 2k). Hence, specifying the eigenstate with
F = N − 2k and Fz instead of N, the eigenstate and eigenenergy of the Hamiltonian (713) are
given by
|k, F, Fz〉 = Z−1/2( ˆS †)k( ˆF−)F−Fz (aˆ†1)F |vac〉, (726)
Ek = µN − c02Veff N(N−1) +
c1
2Veff
[N(N−1)−2k(2N−2k+ 1)] , (727)
= µN − c0
2Veff
N(N−1) + c1
2Veff
[F(F + 1) − 2N] , (728)
where |vac〉 is the vacuum of atoms, Z is the normalization constant, and
ˆF− ≡ ˆFx − i ˆFy =
√
2(aˆ†0aˆ1 + aˆ†−1aˆ0) (729)
is the lowering operator of the magnetic quantum number (Fz). It follows from Eq. (727) or
Eq. (728) that the many-body ground state for c1 > 0 is |k = N/2, F = 0, Fz = 0〉 for even N and
|k = (N − 1)/2, F = 1, Fz = 1, 0,−1〉 for odd N, whereas the many-body ground state for c1 < 0
is |k = 0, F = N, Fz = N, N − 1, · · · ,−N〉.
11.1.2. Fragmentation
We consider the state given in Eq. (726) with Fz = F, and calculate the number of the atoms
in the m = 0 sublevel, i.e., 〈aˆ†0aˆ0〉. We introduce the basis state |n1, n0, n−1〉 in which the magnetic
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sublevels m = 1, 0,−1 are occupied by n1, n0, and n−1 atoms, respectively. Then, |vac〉 = |0, 0, 0〉
and
〈aˆ†0aˆ0〉 =
〈vac|aˆF1 ˆS kaˆ†0aˆ0( ˆS †)k(aˆ†1)F |vac〉
〈vac|aˆF1 ˆS k( ˆS †)k(aˆ†1)F |vac〉
=
〈F, 0, 0| ˆS kaˆ†0aˆ0( ˆS †)k|F, 0, 0〉
〈F, 0, 0| ˆS k( ˆS †)k |F, 0, 0〉 . (730)
Substituting aˆ†0aˆ0 = aˆ0aˆ
†
0 − 1 and using the fact that aˆ†0 commutes with ˆS †, we have
〈aˆ†0aˆ0〉 =
〈F, 1, 0| ˆS k( ˆS †)k|F, 1, 0〉
〈F, 0, 0| ˆS k( ˆS †)k|F, 0, 0〉 − 1. (731)
We use Eq. (717) to rewrite
ˆS ( ˆS †)k = [ ˆS , ( ˆS †)k] + ( ˆS †)k ˆS
=
2
3 k (2
ˆN − 2k + 5)( ˆS †)k−1 + ( ˆS †)k ˆS . (732)
Noting that ˆS |F, 1, 0〉 = ˆS |F, 0, 0〉 = 0 and ˆN|F, 1, 0〉 = (F + 1)|F, 1, 0〉, we have
〈aˆ†0aˆ0〉 =
(2F + 2k + 3)〈F, 1, 0| ˆS k−1( ˆS †)k−1|F, 1, 0〉
(2F + 2k + 1)〈F, 0, 0| ˆS k−1( ˆS †)k−1|F, 0, 0〉 − 1 (733)
=
(2F + 2k + 3)(2F + 2k + 1) · · · · (2F + 5)
(2F + 2k + 1)(2F + 2k − 1) · · · · (2F + 3) − 1 (734)
=
2k
2F + 3 =
N − F
2F + 3 . (735)
Because 〈 ˆFz〉 = 〈aˆ†1aˆ1〉 − 〈aˆ†−1aˆ−1〉 = F and
∑1
m=−1〈aˆ†maˆm〉 = N, we obtain
n¯1 ≡ 〈aˆ†1aˆ1〉 =
NF + F2 + N + 2F
2F + 3 , (736)
n¯0 ≡ 〈aˆ†0aˆ0〉 =
N − F
2F + 3 , (737)
n¯−1 ≡ 〈aˆ†−1aˆ−1〉 =
(N − F)(F + 1)
2F + 3 . (738)
On the other hand, the off-diagonal elements of the one-body density matrix 〈aˆ†maˆm′〉 can be
shown to vanish for Fz = F with arbitrary k.
When all atoms form spin-singlet pairs, i.e., F = 0, Eqs. (736)–(738) show that all magnetic
sublevels are equally populated
〈aˆ†1aˆ1〉 = 〈aˆ†0aˆ0〉 = 〈aˆ†−1aˆ−1〉 =
N
3 , (739)
and that there is no spin coherence between different components: 〈aˆ†1aˆ0〉 = 〈aˆ†0aˆ−1〉 = 〈aˆ†−1aˆ1〉 =
0. That is, the condensate is fragmented in the sense that more than one single-particle state is
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macroscopically occupied [285, 283, 37, 284, 286]. This is in sharp contrast with the mean-field
result which dictates by assumption that there exists one and only one BEC, that is, the one-body
density matrix 〈aˆ†maˆm′〉 is always diagonalized to Diag[N, 0, 0]. However, such an assumption
cannot be justified when the system possesses certain exact symmetries such as spin rotational
symmetry in the present case. Equation (737) shows that n¯0 decreases rapidly with an increase
in F (see also Ref. [284]). In fact, when F = O(√N), we have n¯0 = O(
√
N). This implies that
although mean-field results break down at zero magnetic field, the validity of mean-field theory
quickly recovers as the magnetic field increases. This affords an example of why fragmented
BECs are fragile against symmetry-breaking perturbations.
We also note an interesting relationship between a mean-field state and the many-body spin-
singlet state. For c1 > 0, a mean-field ground state is polar in which all particles occupy the same
single-particle state:
| ˆd〉 =
(
aˆ
†
ˆd
)N
√
N!
|vac〉, (740)
where
aˆ
ˆd ≡ dxaˆx + dyaˆy + dzaˆz
= −dx + idy√
2
aˆ1 + dzaˆ0 +
dx − idy√
2
aˆ−1 (741)
annihilates a particle in the m = 0 state along the ˆd direction (| ˆd| = 1). Substituting dx =
sin θ cos φ, dy = sin θ sinφ, and dz = cos θ in Eq. (741), we obtain
| ˆd〉 = 1√
N!
− aˆ
†
1√
2
sin θeiφ + aˆ†0 cos θ +
aˆ
†
−1√
2
sin θe−iφ

N
|vac〉. (742)
We calculate the equal-weighted superposition state of | ˆd〉 over all solid angles dΩ
ˆd = sin θdθdφ:
|sym〉 = 1
4π
∫ π
0
sin θ dθ
∫ 2π
0
dφ |θ, φ〉
=

0 if N is odd;
1
(N + 1)√N!
(a†20 − 2a†1a†−1)N/2|vac〉 if N is even.
(743)
This result shows that the spin-singlet state is the superposition state of a polar state | ˆd〉 over all
directions of ˆd. Conversely, the mean-field state | ˆd〉 may be interpreted as a broken symmetry
state of the spin-singlet state with respect to the direction of quantization ˆd.
It is natural to ask how the system evolves when all atoms are prepared in the m = 0 state, i.e.,
| ˆd = zˆ〉. Although such an initial state is stationary in the mean-field theory, the population in the
m = 0 state decreases, due to the many-body effect, with the characteristic time scale of
√
Nτ1
where τ1 = ~/(c1N/Veff) is the time scale for the (mean-field) spin-mixing process [283, 287, 39].
Hence, such many-body spin-mixing dynamics becomes relevant for small N. The many-body
spin-mixing dynamics beyond the SMA is discussed in Ref. [287], and the effect the quadratic
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Zeeman shift is examined in Refs. [288, 289, 290]. The correspondence between spin-1 polar
condensates and quantum rotors is studied in Refs. [289, 290].
As for related works, it is pointed out in Refs. [291, 292, 293] that macroscopic entangled
states can be generated from a BEC of m = 0 atoms via the spin-exchanging collisions (i.e.,
|m = 0〉 + |m = 0〉 → |m = 1〉 + |m = −1〉). Quantum phase diffusions in a ferromagnetic BEC
is discussed in Refs. [294, 295]. The effects of the magnetic dipole-dipole interaction (DDI)
on the many-body ground state are discussed in Refs. [210, 211]: The DDI with the single-
mode approximation breaks the spin-rotational symmetry of the Hamiltonian, and therefore, the
spin-singlet-pair condensation is destabilized. The many-body correction for the spin-mixing
dynamics (see Sec. 3.6) is discussed in Refs. [296, 297]. The number fluctuation in each spin
component during the parametric amplification (see Sec. 5.8) is discussed in Ref. [127]. The
linear and quadratic Zeeman-energy dependences on the energy spectra for a ferromagnetic BEC
are investigated in Ref. [298]. Strongly correlated states in a rotating spin-1 Bose gase is dis-
cussed in the context of quantum Hall states [242, 243, 244, 245].
11.2. Many-body states of spin-2 BECs
Next, we discuss the many-body states of spin-2 BECs in the single-mode approximation.
Here, we consider the case of q = 0 and p , 0. Substituting ˆψm(r) = aˆmψSMA(r) in Eq. (48), we
obtain the spin-dependent part of the Hamiltonian as
ˆHsp =
c1
2Veff
: ˆF2 : +
2c2
5Veff
ˆS+ ˆS− − p ˆFz, (744)
where
ˆF ≡
2∑
mm′=−2
fmm′ aˆ†maˆm′ (745)
is the spin vector operator,
ˆFz ≡
∑
m
maˆ†maˆm (746)
is its z-component, and
ˆS− = ( ˆS+)† ≡ 12
∑
m
(−1)maˆmaˆ−m (747)
are the creation ( ˆS+) and annihilation ( ˆS−) operators of a spin-singlet pair.
While the operator ˆS+, when applied to a vacuum, creates a pair of bosons in the spin-singlet
state, the pair should not be regarded as a single composite boson because ˆS+ does not satisfy
the commutation relations of bosons. In fact, the operators ˆS± together with ˆSz ≡ (2 ˆN + 5)/4
satisfy the S U(1, 1) commutation relations:
[ ˆSz, ˆS±] = ± ˆS±, [ ˆS+, ˆS−] = −2 ˆSz. (748)
Here, the minus sign in the last equation is the only difference from the usual spin commutation
relations. This difference, however, leads to some important consequences. In particular, the
Casimir operator ˆS2, which commutes with ˆS± and ˆSz, does not take the usual form of the
squared sum of spin components but instead takes the form
ˆS2 ≡ − ˆS+ ˆS− + ˆS2z − ˆSz. (749)
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11.2.1. Eigenspectrum and eigenstates
The eigenstates are classified according to the eigenvalues of the Casimir operator (749).
Because ˆS+ ˆS− = ˆS2z − ˆSz − ˆS2 is positive semidefinite, ˆSz must have a minimum value Sminz .
Recalling that ˆSz ≡ (2 ˆN + 5)/4, Sminz can be expressed in terms of a non-negative integer N0 as
Sminz = (2N0 + 5)/4. Let |φ〉 be the eigenvector corresponding to this minimum eigenvalue; then,
ˆS− |φ〉 = 0. It follows that
ˆS2|φ〉 = Sminz (Sminz − 1)|φ〉; (750)
hence, the eigenvalue of ˆS2 is given by ν = S (S − 1) with S = (2N0 + 5)/4.
The operation of ˆS+ on |φ〉 increases the eigenvalue of ˆSz by 1 and that of ˆN increases by
2, as observed from the commutation relations (748). Therefore, the allowed combinations of
eigenvalues S (S − 1) and S z for ˆS2 and ˆSz, respectively, are given by
S = (2N0 + 5)/4 (N0 = 0, 1, 2, . . .) (751)
and
S z = S + NS (NS = 0, 1, 2, . . .), (752)
where N0 and NS satisfy
N = 2NS + N0, (753)
and we may therefore interpret NS as the number of spin-singlet “pairs” and N0 the number of
remaining bosons.
To find the exact energy eigenvalues of Hamiltonian (744), we first note that ˆS± and ˆSz
commute with ˆF:
[ ˆS±, ˆF] = 0, [ ˆSz, ˆF] = 0. (754)
The energy eigenstates can be classified according to quantum numbers N0 and NS, total spin
F, and magnetic quantum number Fz. We denote the eigenstates as |N0, NS, F, Fz; λ〉, where
λ = 1, 2, . . . , gN0,F labels orthonormal degenerate states with gN0,F provided in Ref. [8].
The first commutator in Eq. (748) implies that ˆS± plays the role of changing the eigenvalue
of ˆSz by ±1 by creating or annihilating a spin-singlet pair. The eigenstate can be constructed by
first preparing the eigenstates that do not involve spin-singlet pairs,
|N0, 0, F, Fz; λ〉, (755)
and then, by generating new eigenstates through successive operations of ˆSNS+ on it:
|N0, NS, F, Fz; λ〉 =
ˆSNS+ |N0, 0, F, Fz; λ〉
‖ ˆSNS+ |N0, 0, F, Fz; λ〉 ‖
, (756)
where ‖ |ψ〉 ‖≡ √〈ψ|ψ〉, and the orthnormality condition is
〈N0, NS, F, Fz; λ′|N0, NS, F, Fz; λ〉 = δλ′,λ. (757)
To write down the eigenstates (756) explicitly, we need to find the matrix elements of ˆS+, of
which only the nonvanishing ones are
〈N0, NS + 1, F, Fz; λ| ˆS+|N0, NS, F, Fz; λ〉 =
√
(NS + 1)(NS + N0 + 5/2). (758)
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Finally, the energy eigenvalue for the state |N0, NS, F, Fz; λ〉 is given by
E =
c1
2Veff
[F(F + 1) − 6N] + c2
5Veff
NS(N + N0 + 3) − pFz, (759)
where the relationship 2NS + N0 = N is used.
The total spin F can, in general, take integer values in the range 0 ≤ F ≤ 2N0. However, there
are some forbidden values [8]. That is, F = 1, 2, 5, 2N0−1 are not allowed when N0 = 3k (k ∈ Z),
and F = 0, 1, 3, 2N0 − 1 are forbidden when N0 = 3k ± 1. We prove this at the end of this
subsection.
To gain a physical insight into the nature of the energy eigenstates |N0, NS, F, Fz; λ〉, it is
useful to express them in terms of some building blocks. In fact, we can express them in terms of
one-, two-, and three-boson creation operators. Let ˆA(n)f
† be the operator such that when applied
to the vacuum state, it creates n bosons that have a total spin F = f and magnetic quantum
number Fz = f . While the choice of a complete set of operators for the building blocks is not
unique, we choose the following five operators for constructing the eigenstates:
ˆA(1)†2 = aˆ
†
2 (760)
ˆA(2)†0 =
1√
10
[(aˆ†0)2 − 2aˆ†1aˆ†−1 + 2aˆ†2aˆ†−2] =
√
2
5
ˆS+ (761)
ˆA(2)†2 =
1√
14
[2
√
2aˆ†2aˆ
†
0 −
√
3(aˆ†1)2] (762)
ˆA(3)†0 =
1√
210
[
√
2(aˆ†0)3 − 3
√
2aˆ†1aˆ
†
0aˆ
†
−1 + 3
√
3(aˆ†1)2aˆ†−2
+3
√
3aˆ†2(aˆ†−1)2 − 6
√
2aˆ†2aˆ
†
0aˆ
†
−2] (763)
ˆA(3)†3 =
1√
20
[(aˆ†1)3 −
√
6aˆ†2aˆ
†
1aˆ
†
0 + 2(aˆ†2)2aˆ†−1]. (764)
Note that ˆA(2)†1 and ˆA
(3)†
1 vanish identically due to Bose symmetry, and that the operators ˆA
(n)†
f
commute with ˆF+.
We next consider a set B of unnormalized states:
|n12, n20, n22, n30, n33〉 ≡ (aˆ†2)n12 ( ˆA(2)†0 )n20 ( ˆA(2)†2 )n22 ( ˆA(3)†0 )n30 ( ˆA(3)†3 )n33 |vac〉, (765)
with n12, n20, n22, n30 = 0, 1, 2, . . . ,∞ and n33 = 0, 1. Note that the value of n33 can restricted to
0 or 1 because ( ˆA(3)†3 )2 is decomposed as follows:
( ˆA(3)†3 )2 =
√
7
15(aˆ
†
2)2 ˆA(2)†2 ˆA(2)†0 +
√
14
45(aˆ
†
2)3 ˆA(3)†0 −
1
20

√
14
3
ˆA(2)†2

3
. (766)
The total number of bosons and the total spin of the state (765) are N = n12 + 2(n20 + n22) +
3(n30 + n33) and F = Fz = 2(n12 + n22) + 3n33, respectively. For given N and F, n33 is uniquely
determined by the parity of F:
n33 = F mod 2. (767)
170
It can be shown [8] that B forms a nonorthogonal complete basis set of the subspace H(Fz=F) in
which the magnetic quantum number Fz is equal to the total spin F. It can also be shown [8] that
the energy eigenstates can be represented as
( ˆF−)∆F ( ˆA(2)†0 )n20 ˆP(NS=0)(aˆ†2)n12 ( ˆA(2)†2 )n22 ( ˆA(3)†0 )n30 ( ˆA(3)†3 )n33 |vac〉, (768)
where ˆP(NS=0) is the projection onto the subspace with NS = 0 (the kernel of ˆS−), n12, n20, n22, n30 =
0, 1, 2, . . . ,∞, n33 = 0, 1, and ∆F = 0, 1, . . . , 2F. These parameters are related to {N0, NS, F, Fz}
as
N0 = n12 + 2n22 + 3n30 + 3n33, (769)
NS = n20, (770)
F = 2n12 + 2n22 + 3n33, (771)
Fz = F − ∆F, (772)
and the corresponding eigenenergy is given by Eq. (759). Note that the states defined in (768)
are unnormalized, and the states having the same energy (i.e., those belonging to the same set of
parameter values {N0, NS, F, Fz}) are nonorthogonal.
It might be tempting to envisage a physical picture that the system, as in the case of 4He, to
be made up of nn f composite bosons whose creation operator is given by ˆA(n)†f . However, this is
an oversimplification because the operator ˆA(n)f does not obey the boson commutation relation.
Moreover, the projection operator ˆP(NS=0) in (768) imposes many-body spin correlations such
that the spin correlation between any two bosons must have a vanishing spin-singlet component.
Note that two bosons with independently fluctuating spins generally have a nonzero overlap with
the spin-singlet state. The many-body spin correlations of the energy eigenstates are thus far
more complicated than what a naive picture of composite bosons suggests. On the other hand, as
long as quantities such as the number of bosons, magnetization, and energy are concerned, the
above simplified picture is quite helpful. As an illustration, we provide an explanation for the
existence of forbidden values for the total spin F. For example, to construct a state with F = 0 or
F = 3, composite particles with total spin 2 must be avoided, namely, n12 = n22 = 0. Then, we
have N0 = 3(n30 + n33), implying that F = 0 or F = 3 is only possible when N0 = 3k (k ∈ Z). For
a state with F = 2 or F = 5, we have n12 + n22 = 1 and N0 = 1+ n22 + 3(n30 + n33), implying that
N0 , 3k (k ∈ Z). The above simplified picture is also helpful when we consider the magnetic
response discussed below.
11.2.2. Magnetic response
Here, we consider how the ground state and the magnetization Fz respond to an applied
magnetic field p. From Eq. (759), we see that the minimum energy states always satisfy Fz = F
when p > 0. The problem thus reduces to minimizing the function
E(Fz, Ns) = c12Veff [Fz(Fz + 1) − 6N] +
c2
5Veff NS(N + N0 + 3) − pFz. (773)
Here, we only consider the case of c2 < 0. Detailed investigations of this problem can be
found in Ref. [8]. In this case, it is convenient to introduce a new parameter
c′1 ≡ c1 −
c2
20 , (774)
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and consider the energy as a function of Fz and l ≡ 2N0 − Fz:
E(Fz, l) =
c′1
2Veff
[
Fz − V
eff
c′1
(
p +
c2
8Veff
)
+
1
2
]2
− c2
40Veff
l(l + 2Fz + 6) + const. (775)
For c2 < 0, the second term in the right-hand side of Eq. (775) is minimized at l = 0. Then, the
ground-state magnetization is given by
Fz =

0 for 0 < p ≤ |c2| + 4c
′
1
8Veff
;
Veff
c′1
(
p − |c2| + 4c
′
1
8Veff
)
for p >
|c2| + 4c′1
8Veff
.
(776)
While the averaged slope ∆Fz/∆p ∼ Veff/c′1 coincides with the mean-field result [see below
Eq. (141)], the offset term (|c2| + 4c′1)/(8Veff) in Eq. (776) makes a qualitative distinction from
the mean-field theory, that is, the onset of the magnetization displaces from p = 0 to p = (|c2| +
4c′1)/(8Veff). A typical behavior of the magnetic response for |c2| ≫ c′1 is shown in Fig. 42.
Figure 42: Typical dependence of the ground-state magnetization on the applied magnetic-field strength, for c2 < 0,
c′1 > 0 and |c2 | ≫ c′1 .
We now calculate the Zeeman-level populations of the ground states for c2 < 0. In the
mean-field theory, the lowest-energy states for c1 > 0, c2 < 0, q = 0 and small positive p have
vanishing population in the m = 0,±1 levels (C4 state in Table 6). In contrast, the exact ground
states derived in the preceding subsection, ( ˆA(2)†0 )NS (aˆ†2)n12 ( ˆA(2)†2 )n22 ( ˆA(3)†3 )n33 |vac〉 with n22 = 0, 1
and n33 = 0, 1 have nonzero populations in the m = 0,±1 levels. The exact forms for the
averaged population 〈aˆ†maˆm〉 are calculated as follows. The above ground states have the form
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( ˆA(2)†0 )NS |φ〉 ∝ ( ˆS+)NS |φ〉, with |φ〉 being a state with a fixed number (s ≡ n12 + 2n22 + 3n33) of
bosons satisfying ˆS− |φ〉 = 0. The average Zeeman population for the ground states,
〈aˆ†maˆm〉 ≡
〈φ|( ˆS−)NS aˆ†maˆm( ˆS+)NS |φ〉
〈φ|( ˆS−)NS ( ˆS+)NS |φ〉
, (777)
is then simply related to the average Zeeman populations for the state |φ〉 as
〈aˆ†maˆm〉 = 〈aˆ†maˆm〉0 +
NS
s + 5/2(〈aˆ
†
maˆm〉0 + 〈aˆ†−maˆ−m〉0 + 1), (778)
where 〈aˆ†maˆm〉0 ≡ 〈φ|aˆ†maˆm|φ〉/〈φ|φ〉. This formula implies that when NS ≫ s, the Zeeman popu-
lations of the ground states are sensitive to the form of |φ〉.
With this formula, it is a straightforward task to calculate the average Zeeman-level popula-
tions for the state
( ˆA(2)†0 )NS (aˆ†2)n12( ˆA(2)†2 )n22( ˆA(3)†3 )n33 |vac〉 (779)
with n22 = 0, 1 and n33 = 0, 1. A striking feature appears in the leading terms under the condition
1 ≪ n12 ≪ NS. The results are summarized as
〈aˆ†1aˆ1〉 ∼ 〈aˆ†−1aˆ−1〉 ∼ NS(1 + n33)/n12 (780)
and
〈aˆ†0aˆ0〉 ∼ NS(1 + 2n22)/n12. (781)
These results show that the population of each magnetic sublevel depends very sensitively on the
spin correlations. As a consequence, a minor change in the magnetization might lead to a major
change in the population. Such dramatic changes originate from bosonic stimulations caused by
the term aˆ†2aˆ
†
0 in ˆA
(2)†
2 or the term (aˆ†2)2aˆ†−1 in ˆA(3)†3 .
11.2.3. Symmetry considerations on possible phases
The possible ground states of spinor BECs can be inferred based on symmetry arguments
without solving the GPEs. Let us consider the eigenvalues of the order parameter matrix χ
introduced in Sec. 3.4.3:
det
(
E ˆ1 −
√
3χ
)
= E3 − 3S E + T
2
√
3
= 0, (782)
where
√
3 is added in front of the matrix for the sake of convenience, and S and T are the
amplitudes of the spin-singlet pair and the spin-singlet trio, respectively:
S =
1
2
∑
i, j
χ2i j =
1
2ψ
2
0 − ψ1ψ−1 + ψ2ψ−2, (783)
T = −18
∑
i, j,k
ǫi jkχxiχy jχzk
= −9(ψ2ψ2−1 + ψ21ψ−2) +
√
6ψ0(−ψ20 + 3ψ1ψ−1 + 6ψ2ψ−2). (784)
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Substituting S = xy and T = 2
√
3(x3 + y3), Eq. (782) reduces to
E3 + x3 + y3 − 3Exy = 0, (785)
and hence, the solutions are
E = −(x + y),−(ωx + ω2y),−(ω2x + ωy), (786)
where ω = e2πi/3 and
x =
S
y
=
1
48 16
(
T +
√
T 2 − 48S 3
) 1
3
. (787)
We can infer from this that the spin-singlet pair and the spin-singlet trio of atoms form building
blocks of the ground state of the spin-2 BEC. It is noteworthy that this fact arises solely from the
fact that the order parameter matrix of the spin-2 BEC is traceless symmetric.
12. Summary and Future Prospects
In the present paper, we have reviewed the basic knowledge concerning spinor Bose-Einstein
condensates (BECs) that has been accumulated thus far. The fundamental characteristics of
spinor BECs are rotational invariance, coupling between the spin and the gauge degrees of free-
dom, and magnetism arising from the magnetic moment of the spin.
The rotational invariance and gauge invariance alone uniquely determine the microscopic
Hamiltonian of the spinor BEC, as discussed in Sec. 2. The mean-field theory introduced in
Sec. 3 describes the ground-state phases and spin dynamics in spinor BECs. A number of exper-
iments have been performed to examine spinor physics as explained in Sec. 4. In a scalar BEC,
the measurements of the collective modes are found to agree with the theoretical values with an
accuracy better than 1% (see Ref. [299] for a comprehensive review). For a spinor BEC, experi-
ments on parametric amplification via dynamical instability show qualitative agreement with the
Bogoliubov theory described in Sec. 5. In the near future, experimental tasks to be carried out
include investigating the extent to which the predictions of the Bogoliubov theory can be verified
experimentally.
The magnetic dipole-dipole interaction of alkali atoms is so weak that it is negligible in
a scalar BEC. However, in a spinor BEC, it makes a significant contribution to creating spatial
spin structures as discussed in Sec. 6. Recently, spin polarized BECs of dysprosium [135] and er-
bium [136], both having large magnetic moments, were realized, and a spinor BEC of chromium
atoms were created in an ultralow magnetic field [16, 66], opening up a new paradigm of spinor
dipolar physics.
In the low-energy limit, the hydrodynamic equations derived in Sec. 7 give a simple descrip-
tion of the spin dynamics in terms of physical quantities such as superfluid velocity, magneti-
zation, and nematic director. As discussed in Sec. 8, there are many different types of vortices
depending on the symmetry of the ground-state order parameter. In particular, the circulation of
the superfluid velocity is not always quantized in units of h/M but can take its rational fraction
or even continuous values in spinor condensates. Properties of vortices and other topological
excitations are categorized based on the symmetry of each phase (Sec. 9) and by application of
homotopy theory to the order parameter manifold (Sec. 10).
When we take into account many-body quantum correlations in a spinor BEC, some of mean-
field ground states are no longer stable: Rather than condensation into a single-particle state,
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spin-singlet pairs (spin-1 and 2) and spin-singlet trios (spin-2) undergo Bose-Einstein condensa-
tion, as discussed in Sec. 11. Such states are fragmented in the sense that atoms are condensed
in several single-particle states. Fragmented condensates are fragile against external perturba-
tions such as an external magnetic field. The many-body quantum correlations are expected to
be prominent in systems of small number of atoms.
While we have discussed spinor BECs at absolute zero in this review, finite-temperature
effects were investigated in a number of articles: Isoshima et al. [300] investigated the finite-
temperature phase diagram for a spin-1 BEC at a fixed magnetization by means of the first-order
perturbation method (so called “Hartree-Fock-Bogoliubov-Popov” approximation [301]). They
predicted that a Bose gas with antiferromagnetic interaction (c1 > 0) undergoes two-step phase
transitions from a single component BEC to a multiple component BEC, whereas for ferro-
magnetic interactions (c1 < 0) phase separation occurs at low temperature [300]. Zhang et al.
investigated the same system and argued that three-step phase transitions occur in a ferromag-
netic gas, where the lowest temperature phase is not phase-separated but uniform with nonzero
transverse magnetization [302]. However, the latter paper ignores coherence between thermal
atoms in different magnetic sublevels, which is not an adequate approximation in the present
situation. Actually, when the condensate has nonzero magnetization in the transverse direction,
it create spin coherence in thermal components via collisions with the condensate [303, 304].
This property is crucial in determining the phase diagram, in particular, in the presence of the
quadratic Zeeman effect [304].
The BEC transition temperature, TBEC, of a spinor gas is suppressed compared with a scalar
gas with the same number of atoms. This is because atoms distribute in several internal states
and the phase space density for each spin state is always smaller than that of a scalar gas [222].
The mean-field shift of the BEC transition temperature in a harmonic trap was investigated in
Ref. [305]. Several papers discuss magnetic ordering above TBEC: Gu and Klemm predicted from
a simple mean-field calculation (Hartree approximation) that when the spin exchange interaction
is ferromagnetic (c1 < 0), a ferromagnetic phase transition always occurs above TBEC no matter
how small the interaction is [306]. However, when we take into account the Fock terms of
both spin-dependent and spin-independent interactions, which are neglected in Ref. [306], the
condition (within the Hartree-Fock approximation) for the appearance of the ferromagnetic order
above TBEC is given by c1 < −c0/3 < 0. Natu and Mueller calculated the spin susceptibility using
a random phase approximation, and obtained the interaction dependence of the ferromagnetic
transition temperature [307]. They also pointed out that for an antiferromagnetic interaction
(c1 > 0), the instability against a formation of spin-singlet pairs occurs above TBEC if the spin-
dependent interaction is strong enough (c1 > c0/2).
The finite-temperature effect on the spin dynamics is also important to understand exper-
iments. For example, in the quench dynamics discussed in Sec. 5.7 [82, 79], the excess en-
ergy of an initial non-ground state is expected to thermalize the system so as to increase the
entropy [308, 309, 310]. However, the investigation of the spin correlation function revealed
that this system does not reach thermal equilibrium within a realistic time scale [311]; the
authors of Ref. [311] implied that this is due to the low Landau-damping rate. On the other
hand, for a pseudo-spin-1/2 system, a collective spin dynamics is observed even well above
TBEC [312, 313, 314, 315, 316]. The condensate spin dynamics was observed to be enhanced
in the presence of a thermal gas in a spin-1/2 BEC [317] and a spin-1 BEC [52]. Motivated
by these experiments, properties of spin waves such as sound velocity and damping above and
around TBEC were discussed in spin-1 gases [318, 319, 320, 321, 322]. However, the magnetic
property of the normal component and its effect on the condensate are yet to be understood. In
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particular, to fully understand the spin dynamics at finite temperature, the spin conservation law
for the entire system must be taken into account.
Beyond the mean-field treatment, the diagrammatic method was applied for spin-1 BECs
both for absolute zero and finite temperatures [323, 324, 325, 326]. On the other hand, a per-
turbative method in terms of noncondensate fraction reveals that the quadratic Zeeman energy
dependence of the ground-state phase diagram significantly deviates from that in the mean-field
theory due to the existence of quantum-depleted atoms [303]. The true phase diagram even at
zero temperature is still yet to be understood. Finite-temperature phase diagrams were obtained
phenomenologically by means of low-energy effective field theories [327]. The renormalization-
group approach was applied for low-dimensional systems [328], 4 − ǫ(ǫ < 1) dimensions [329],
and a three-dimensional system in the presence of a magnetic dipole-dipole interaction [213]. It
is suggested in Ref. [213] that polar and ferromagnetic condensates are unstable when thermal
fluctuations dominate quantum fluctuations, and the possibility of a first-order phase transition
in the unstable regime was discussed.
Two-dimensional (2D) spinor BECs exhibit a rich variety of Berezinskii-Kosterlitz-Thouless
(BKT) transitions [330], because spinor BECs can accommodate various types of vortices. Muk-
erjee et al. pointed out that the universal jump in the renormalized stiffness for a polar gas in a
2D system is four times larger than that in a scalar 2D Bose gas [331]. The underlying physics
is as follows. In the absence of an external magnetic field, the nematic director can point in an
arbitrary direction in the three-dimensional spin space, resulting in no spin (nematic) ordering
in 2D [330]. Hence, only the superfluid phase exhibits quasi-long-range order in a 2D polar
gas. However, since the smallest unit of vortices in the polar phase is a half-quantum vortex,
around which both the superfluid phase and the direction of nematic director ˆd change by π (see
Sec. 8.2.2), the vortices in the superfluid phase carry half the normal quantum of vorticity, result-
ing in four-times-larger universal jump. This result also indicates that the quasi-long-range order
arises not in the phase of each spin component ψm (m = 0,±1), but in the phase of a spin-singlet
pair ψ20 − 2ψ1ψ−1. Song and Zhou numerically showed that even though there is no quasi-long-
range order in nematic directors, the π-disclination of nematic directors is correlated with a half
winding of superfluid phase, implying that fluctuations of disclination-antidisclination pairs are
strongly suppressed [332]. The thermal activation of half-quantum vortices and the BKT-type of
crossover to the superfluid state in a quasi-2D condensate is discussed in Ref. [333] by means of
the c-field methods [334].
The effect of the quadratic Zeeman shift on the BKT transition is also investigated [335, 336].
For q < 0, the nematic director is confined in a 2D plane perpendicular to the external magnetic
field, and exhibits a quasi-long-range order. Hence, there are three distinct types of vortices
which undergo binding-unbinding transition: phase vortices, integer nematic vortices, and half-
quantum vortices. However, the conditions for defect unbinding cannot always be treated in-
dependently of one another. Podolsky et al. [335] showed that in a certain parameter region,
unbinding of phase or nematic vortices leads to unbinding of half-quantum vortices. This phase
transition is distinct from the conventional BKT transition because it involves two types of vor-
tices [335]. On the other hand, for q > 0, the Ising-type transition is predicted to occur in
addition to the BKT transition [336]. For q > 0, the direction of the nematic director ˆd tends to
be parallel or antiparallel to the external magnetic field. Then, the π-disclination in the nematic
directors around a half-quantum vortex is deformed to a sine-Gordon domain wall attached to
the half-quantum vortex, which terminates at another half-quantum vortex. At the onset of the
BKT transition temperature, the domain wall, starting from and ending up with a bound vortex
pair, is still fluctuating. This situation is equivalent to the 2D Ising model and undergoes phase
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transition at a lower temperature. As q increases, the tension of the domain wall increases, and
the Ising and BKT transitions meet for sufficiently large q [336].
Spinor BECs in a double well potential exhibit the external Josephson effect. In contrast,
the spin exchange dynamics in a single well is regarded as an internal Josephson effect, where
atoms undergo periodic oscillations between internal states (see Sec. 3.6). An interesting result
for a spinor Josephson junction is the macroscopic oscillation and self-trapping of the conden-
sate magnetization without any net change of total atom numbers within each well [337, 338].
Moreover, in such dynamics, atoms in different internal states can tunnel as pairs through the po-
tential barrier between the two wells in opposite directions, leading to the generation of quantum
entanglement between condensates in the two wells [339, 340]. The Josephson effect in spin-2
BECs was investigated in Ref. [341].
A spinor gas loaded in an optical lattice can be described with the spinor Bose-Hubbard
Hamiltonian in which the spinor interactions are possible at each lattice site. The new con-
trol parameters introduced in this system are the ratio of the transfer amplitude t to the on-site
spin-independentinteraction U0 and filling fraction. For the ferromagnetic case, the system is
expected to show the Mott-insulator-superfluid (MI-SF) transition similar to the scalar case. For
the antiferromagnetic case, Mott lobes are expected to be a nematic insulator or a spin-singlet
insulator [342, 343] and feature an even-odd parity effect in which even fillings stabilize the MI
state due to the spin gap associated with spin-singlet pair formation [342, 344].
In one dimension, antiferromagnetic spin-1 systems with odd fillings and small t/U0 are
predicted to be dimerized with an excitation gap [342, 345, 226, 346]. Since each atom can be
dimerized with one of the two nearest neighbors, the dimer phase has two-fold degeneracy and
breaks lattice translational symmetry. A renormalization-group method confirms the dimerized
insulating phase for odd fillings [347], while quantum Monte Carlo calculations show that the
entire first Mott lobe has the dimerized ground state up to a relatively large t/U0 [348]. A
Monte Carlo study also shows that the SF-MI transition is first order for even fillings due to the
spin gap of spin-singlet pairs, whereas it is second order for odd fillings as in the ferromagnetic
case [349]. In higher dimensions, insulating states with an odd number of atoms per site are
predicted to be nematic, whereas those with an even number are either nematic or singlet with a
first-order transition between them [343]. A further survey of this subject is found in Ref. [350].
As discussed in Sec. 6.2.5, dipolar gases in optical lattices exhibit supersolid behavior, where
we assumed that dipole moments are polarized. For the case of polar molecules in a Mott state,
if we liberate the polarization direction and take into account the molecular rotational degrees
of freedom as well as the electric spin degrees of freedom, the system can be mapped onto a
lattice spin model [351, 352]. The mixing of different rotational states is tunable by means of a
microwave field, indicating that a system of polar molecules serves as an excellent playground
for simulating lattice-spin models. More recently, the same system proves to be a highly tunable
generalization of the t-J model [353, 354].
From the viewpoint of AMO (atomic, molecular, and optical) physics, spinor BECs coupled
with a single-mode cavity have received much attention, motivated by the realization of cavity
optomechanics with a scalar BEC [355]. The bistability of spinor BECs in a single-mode cavity
was discussed in Refs. [356, 357]. It has been pointed out that cavity transmission spectra can
serve as a probe to detect quantum spin dynamics [288] and quantum ground states [358]. As
a direct analog of cavity optomechanics, Brahms and Stamper-Kurn proposed to utilize a spinor
BEC as a macroscopic counterpart in optomechanics, showing spin cooling and amplification
and spin optodynamic squeezing of light [359]. Moreover, by utilizing a dissipative process in
a cavity, polar condensates can be cooled down to a many-body ground state [360]. In such a
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quantum region, the measurement backaction should also be took into consideration [361, 362].
Finally, we make a brief overview of the subjects related to the spin-orbit (SO) interaction
in ultracold atomic systems. The implementation of the synthetic gauge field [363] and the SO
coupling interaction [364] are among the most important experimental achievements in recent
years. Rotating atomic gases expand due to the centrifugal force, which makes it difficult to
reach the fast-rotating regime of the quantum Hall effect. As a breakthrough to such a situa-
tion, Lin et al. realized a vector potential, corresponding to a uniform magnetic field by uti-
lizing a pair of counter-propagating Raman lasers and a magnetic field gradient [363]. Here, a
pair of Raman lasers couple atoms in magnetic sublevels ∆m = ±1 and momentum difference
∆k = ∓2kL, where 2kL is the momentum difference between two lasers [365]. In the absence of
a magnetic field gradient, atoms in the dressed states that diagonalize the single-particle Hamil-
tonian experience a uniform vector gauge field [366], whereas a magnetic field gradient creates
a position-dependent effective vector potential that mimics the one for a charged particle in a
uniform magnetic field [365, 363]. Note that the gauge field created in Ref. [363] is completely
determined by the external parameters of Raman lasers and field gradient, and does not possess
dynamical degrees of freedom unlike the ordinary gauge fields. However, this synthetic gauge
field is not accompanied by the centrifugal potential, and moreover, the high tunability of this
technique could greatly expand the scope in ultracold atomic physics, enabling the investigation
of the quantum-Hall and SO-coupling phenomena, both of which are hot topics also in condensed
matter physics.
By applying this technique to multicomponent systems, we can make the gauge potential
spin-dependent, thereby engineering a non-Abelian gauge field. The SO-coupling interaction
is a special type of the non-Abelian gauge field: When the spin-dependent vector potential is
written in terms of spin matrices, say A ∝ (fy, 0, 0), the single-particle Hamiltonian includes
the SO-coupling term kxFy. Such a SO-coupling interaction was realized experimentally using
a pseudo-spin-1/2 BEC [364]. Several theoretical papers discuss how to create a Rashba (∝
fxky−fykx) and Dresselhaus (∝ fxky+fykx) type of SO couplings, three-dimensional SO couplings
(∝ fxkx+fyky+fzkz), and SO couplings in integer-spin systems [367, 368, 369, 370, 371]. As in the
case of the dipolar interaction, the SO coupling is expected to generate a spatial spin structures in
the ground state. As an example, we here consider a 2D spinor BEC with SO-coupling interaction
VSO = fxkx + fyky, which is equivalent to the pure Rashba-type interaction if we rotate the spin
by π/2 about the z axis. When the SO-coupling interaction is sufficiently strong, the spin of an
atom moving with momentum k = (kx, ky) should be antiparallel to k so as to minimize VSO. For
the case of spin-1 atoms, such an order parameter is given by ψk(ρ) = 12 eik·ρ(−e−iϕk ,
√
2,−eiϕk )T,
where ρ ≡ (x, y) and ϕk ≡ arg(kx + iky) [372]. The interatomic interaction determines in which
plane-wave state the condensation occurs: The ferromagnetic interaction favors a single-plane-
wave state whose momentum is spontaneously chosen; the polar and nematic interactions in
spin-1 and 2 systems, respectively, favor stripe structures which are superposition states of a pair
of counter-propagating plane waves so as to minimize the spontaneous magnetization; the cyclic
interaction in spin-2 systems leads to triangular and square lattice structures composed of three
and four plane waves [372, 373, 374]. Inclusion of the trapping potential changes the energy
balance among SO-coupling interactions and interatomic interactions, and more exotic lattice
structures are predicted to appear [375, 376, 377]. For a 3D SO-coupling, a Skyrmion structure
is predicted to appear [378]. For a review on SO-coupled systems, we suggest Ref. [379].
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