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Abstract
Regression curves for studying trait relationships are developed herein. The adaptive evolu-
tion model is considered an Ornstein-Uhlenbeck system whose parameters are estimated by
a novel engagement of generalized least-squares and optimization. Our algorithm is imple-
mented to ecological data.
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1. Introduction
Phylogenetic comparative methods are statistical methods for analyzing data of groups
of related species, called comparative data in the ecology and evolution literature (Beaulieu
et al., 2012; Butler and King, 2004; Felsenstein, 1985; Hansen and Martins, 1996).
Since the species are related by shared evolutionary history, it may not be reasonable
to view such data as independent, identically distributed realizations of the same stochastic
process. Instead, information about the shared evolutionary history, explained by the phy-
logeny of the species, is often incorporated into the analysis. A partial list of such studies is
in Felsenstein (2004); Harvey and Pagel (1991) and references therein.
While the phylogenetic tree describes the evolutionary relationship, the trait evolution
of n species is considered as the n-tuple of random variables which evolves as a continuous
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Markovian process whose statistical dependency is described by the phylogenetic tree. For a
species, let yt denote its trait value at time t. A trait value could be the body or brain mass.
In this paper, similarly to Hansen et al. (2008), we consider that the response trait evolves
toward an optimum, θ. More precisely, the trait, yt, is a solution of a pertinent Ornstein-
Uhlenbeck (OU) stochastic differential equation (SDE) (Oksendal, 2000) given below,
dyt = −α1(yt − θt)dt+ σydW yt , (1)
where α1 measures the rate of adaptation toward an optimum θ, W
y
t is a white noise with
mean zero and appropriate covariance, and σy is the standard deviation of the random change
in the evolutionary process. Considering the OU dynamics of evolution expressed in (1), we
note that the deterministic part is responsible for a linearly increasing pull of the trait toward
the primary optimum and the stochastic part expresses an indirect change. Furthermore, we
consider that the optimum θt is a solution of an OU stochastic process as well,
dθt = −α2θtdt+ σθdW θt , (2)
where α2 measures the forces for pulling the optimum process θt back to its own optimum
which is assumed to be zero. The noise W θt is correlated with the noise W
y
t with correlation
ρ. Because of the presence of the two OU processes which drive the evolution, we call it
an OUOU model. Butler and King (2004) studied a model where the optimum θ remained
constant and Hansen et al. (2008) extended the results by studying an OUBM model where
the trait evolved according to an OU process and the optimum was a Brownian motion (BM).
Considering the optimum as a BM lacks the ability to describe its own central tendency. The
novel OUOU model is developed precisely to remedy this matter.
Based on eqs. (1) and (2) and taking into account that the optimum θt is linearly
dependent on the predictor xt (Hansen et al., 2008), we establish an evolutionary regression
curve between the predictor and the response yt (see Theorem 1). The key step for finding the
regression curve is Lemma 1 which demonstrates the relationship between the trait values,
yt, and the optimal, θt. To estimate the regression parameters, generalized least squares
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estimates (GLS) (Norman and Smith, 1998) are employed. Towards this end, we develop
an algorithm that identifies the maximum likelihood estimators using the Powell’s method
(Press et al., 2007) which relies on derivative-free univariate line optimization techniques,
making the computations feasible. To the best of our knowledge this blending of GLS and
Powell’s optimization technique and the corresponding computational scheme are novel in
the framework of phylogenetic statistics.
Our methodology is in turn applied to an ecological data set of the evolution of the
woodcreepers (see Figure 2). Woodcreepers use their tail for supporting their body. Adopting
the OUOU model, we examine how the tip width (the width of the rachis at the base of
the medial rectrix) would adapt to the base width (the width of the rachis at the tip of
the rectrix). The algorithmic implementation agrees with the overall pattern based on the
OUBM model of Hansen et al. (2008), however, the OUOU model suggests a better fit for
the woodcreepers data set.
Our paper is organized in the following way. Section 2 describes the establishment of the
OUOU regression curves. Section 3 provides an algorithmic implementation for estimating
the various parameters of the regression curves of Section 2 and Section 3.1 employs the
algorithmic implementation of the OUOU model and applies it in an ecological data set
of woodcreepers. Finally, Section 4 summarizes our findings and suggests future research
directions on the topic.
2. Methodology
This section displays the theoretical foundation which sets the foundation for estimating
the parameters of the regression curve.
Let the response trait, yt, be a solution of the SDE given in (1). We further assume that
the optimum is linearly changing according to the predictor x, i.e. θt = b0 + b1xt (Hansen
et al., 2008). Given this linear dependency between θt and xt, the predictor variable xt
is also a solution of an appropriate OU SDE (see Appendix), and σθ = b1σx, where σx is
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the diffusion for the predictor x. Without loss of generality we assume that the rates of
adaptation in (1) and (2), respectively, are equal, i.e. α1 = α2 = α. This assumption is
not essential, however, it decreases the implementation cost of the algorithm presented in
Section 3 since one less parameter is estimated. Below, it is the key lemma where the main
theorem of this paper, Theorem 1, is based.
Lemma 1. Let consider that the trait, yt, and its optimum, θt, evolve via the OU dynamics
described in eqs. (1) and (2), with initial conditions y0 and θ0 (trait values at the root),
respectively, and equal adaptation rates (α1 = α2 = α). The regression of the trait on the
optimum is given by
E[yt|θt] = βˆ0(t) + βˆ1(t)θt, (3)
where
βˆ1(t) =
(1 + 2ρ)(1− exp(−2αt))− 2αt exp(−2αt)
2(1− exp(−2αt)) , (4)
βˆ0(t) = αθ0t exp(−αt) + y0 exp(−αt)− βˆ1(t) exp(−αt)θ0. (5)
Proof. Given the pair of dynamics of the trait and its corresponding optimum, Zt = (yt, θt)
T ,
where T denotes transpose, we can summarize the eqs. (1) and (2) in a multivariate OU
process
dZt = AZtdt+DdWt, (6)
where A =
−α α
0 −α
, D is diffusion matrix satisfying DDT =
 σ2y ρσyσθ
ρσyσθ σ
2
θ
 and Wt
is a bivariate Wiener process. Employing arguments of the multivariate OU processes, see
eg. Gardiner (2004, p. 109), the solution of eq. (6) is given by the following equation,
Zt = Z0 exp(−At) +
∫ t
0
exp(−A(t− s))DdWs. (7)
The solution of the OU system based on the expression in eq. (7) yields the mean, the
variance of the trait and its optimum, respectively, and their covariance. The reader may
refer to Gardiner (2004, Section 4.4.4.) for a detailed treatment on the subject.
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E[θt] = θ0 exp(−αt) (8)
Var[θt] = σ
2
θ
1− exp(−2αt)
2α
(9)
E[yt] = αθ0t exp(−αt) + y0 exp(−αt) (10)
Cov[yt, θt] = σ
2
θ{
(1 + 2ρ)(1− exp(−2αt))
4α
− t
2
exp(−2αt)} (11)
Var[yt] = (
σ2y
2α
+
(1 + 2ρ)σ2θ
4α
)(1− exp(−2αt))− σ2θ
(1 + 2ρ+ αt)t
2
exp(−2αt) (12)
Considering the estimates of the involved parameter in eqs. (8)-(11) and based on standard
regression arguments, the result follows.
The central theorem of this paper, presented below, establishes the evolutionary regres-
sion curve when the trait and the predictor evolve according to OU dynamics.
Theorem 1. (Evolutionary Regression Curve) Let consider that the trait value yt and its
optimum are solutions of the OU SDEs (1) and (2), respectively. Furthermore, the optimum
process θt is related to the predictor xt via a linear regression of the form, θt = b0 + b1xt.
Then the evolutionary regression curve of the trait yt on xt is given by,
E(yt|xt) = βˆ0(t) + b0βˆ1(t) + b1βˆ1(t)xt, (13)
where the parameters, βˆ0(t) and βˆ1(t), are defined in Lemma 1.
Proof. By Lemma 1 the regression line is E[yt|θt] = βˆ0(t) + βˆ1(t)θt. Since the optimum θt
depends linearly on xt, i.e. b0 + b1xt, the result yields.
Next, let consider a species whose pair of the ancestral trait and its corresponding opti-
mum is (ya, θa) at time ta. The time ta can be regarded as the branch length (evolutionary
time) from the root of the phylogeny to the most recent common ancestor of the species i and
j. Also, let assume that the speciation occurs at time ta, and it takes ti, tj time for species
i, j, respectively to evolve until the current time. It is considered herein that ti = tj =
tij
2
,
where tij = ti + tj (see Figure 1).
5
Figure 1: Evolutionary scheme for two species i and j with traits yi and yj , respectively.
In what follows, the time index t is the evolutionary time tij for the phylogenetic data
analysis. Furthermore, for the sake of presentation, we suppress the time index unless
otherwise. Based on eq. (10), the conditional expectation of the trait yi given its ancestral
value ya at time t = ta, E[yi|ya], equals to
E[yi|ya] = αθa tij
2
exp(−αtij/2) + ya exp(−αtij/2). (14)
According to eq. (14) and the result of Hansen and Martins (1996) that the covariance
between traits is given by Cov[yi, yj] = Cov[[E[yi|ya],E[yj|ya]], one can deduce that the
covariance between two species yi, yj with a common ancestor ya equals to
Cov[yi, yj] = V ar[
αtij
2
exp(−αtij/2)θa + exp(−αtij/2)ya]
=
α2t2ij
4
exp(−αtij)V ar[θa] + exp(−αtij)V ar[ya] + αtij exp(−αtij)Cov[ya, θa], (15)
where V ar[θa], Cov[ya, θa] and V ar[ya] are determined by eqs. (9), (11) and (12), respectively,
by replacing t with ta. Our aim is to estimate the regression parameters βˆ1, βˆ0 and b0, b1
since they are involved in the regression of Theorem 1. Generalized least squares methods
are used and thus we need to compute the variance and the covariance of the residuals. Let
denote ri = yi − E[yi|θi] to be the ith residual associated with the ith prediction from the
regression curve of Lemma 1. The covariance between a pair of residuals, Cov(ri, rj), equals
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to
vij = Cov[ri, rj] = Cov[yi − E[yi|θi], yj − E[yj|θj]] (16)
= Cov[yi, yj]− Cov[yi,E[yj|θj]]− Cov[yj,E[yi|θi]] + Cov[E[yi|θi],E[yj|θj]],
where the covariance Cov[yi, yj] between two traits is given in eq. (15). Based on eq. (3),
the rest of covariances in eq. (16) are equal to, Cov[yi,E[yj|θj]] = βˆ1(tj)Cov[ya, θa] and
Cov[E[yi|θi],E[yj|θj]] = βˆ1(ti)βˆ1(tj)V ar[θa], where βˆ1(ti) and βˆ1(tj) are the regression slopes
of eq. (4) by replacing the time t with ti, and tj, respectively.
3. The algorithm
The construction of the algorithm while adopting the framework of Section 2 is presented
in this section. Our algorithm with input comparative data and a phylogenetic tree estab-
lishes the regression curve of Theorem 1 by identifying the maximum likelihood estimators
(MLEs) for the adaptation rate αˆ, the variances σˆ2y and the regressors’ vector bˆ via a novel
engagement of GLS and Powell’s method (Press et al., 2007).
Let x = (x1, x2, · · · , xn)T be the observed value of the predictor variable for the n species.
Consider the model y = Xb + , where the response variable y ∈ Rn×1 represents the mean
trait value of species, X ∈ Rn×2 is the design matrix such that X = (1, x), and 1 ∈ Rn×1
is the column vector with one in its entries and x represents the predictor variable after
a pertinent phylogenetic correction, and b = (b0, b1)
T the regressors’ vector. Furthermore,
the error structure  follows a normal distribution,  ∼ N(0, V ), where each entry vij in V
equals to Cov[ri, rj] in eq. (16). We observe that the covariance matrix V depends on the
parameter b1 and further the square of the diffusion coefficient of the optimum σ
2
θ = b
2
1σ
2
x.
Therefore we do not have a closed form for the estimates. Consequently we need to estimate
first the mean and variance-covariance of the predictor x and then we can use the regular
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GLS estimates given by
bˆ = (XTV −1X)−1XTV −1y (17)
in order to approximate b. Since the trait of each species is a continuous Markov process
(an OU process in our case), the covariance between the trait for a pair of species can be
derived by incorporating the time and the nature of the Markov process. Relying on an OU
process, the covariance between two predictors xi, xj enjoys the closed form
Cov[xi, xj] = σ
2
xAα[i, j] = σ
2
x
[
exp(−αtij)1− exp(−2αta)
2α
]
. (18)
The derivation of the covariance is similar to Butler and King (2004) and Jhwueng (2013)
and thus it is delegated to the Appendix. Note that the matrix Aα can be evaluated directly
when the phylogenetic tree with known branch lengths is given (Beaulieu et al., 2012; Butler
and King, 2004). In addition, according to Jhwueng (2013), the estimated mean, µˆx, and
the corresponding estimated variance, σˆ2x, of the predictor x depend on α and are as follows
µˆx = (1
TAα1)
−11TA−1α x and σˆ
2
x =
(x− µˆx1)TA−1α (x− µˆx1)
n
, (19)
Since the optimum is linearly dependent with the observed predictor xt, i.e. θt = b0+b1xt, it
follows immediately that σ2θ = b
2
1σ
2
x. Therefore the remaining parameters to be estimated in
the covariance matrix V are the regressors’ vector b, the adaptation rate α, the correlation ρ,
and the variance of the traits σ2y. However the GLS of eq. (17) is not feasible to work since
it depends on V . Thus, we initialize our algorithm incorporating an ordinary least-squares
(OLS) estimate instead, bˆ0 = (XTX)−1XTy which is independent of the covariance matrix
V . Subsequently, plugging bˆ0 into the log-likelihood function, `, defined below in eq. (20),
`(b, α, σ2y, ρ) = −
n
2
log(2pi)− 1
2
log(det(V ))− 1
2
(y −Xb)V −1(y −Xb), (20)
the MLE triplet (αˆ, σˆ2y , ρˆ) is estimated by optimizing the log-likelihood ` on an appropriate
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domain for (α, σ2y , ρ) through Powell’s method. The constraints of the optimization are weak,
i.e. the upper bound for α > 0 is arbitrary, and the variation of data should not exceed
a range as much as the difference between the maximum and the minimum observation, in
other words we set the domain of σ2y to be [0, y(n)−y(1)] where y(n) and y(1) are the largest and
smallest value of observation, respectively, and the domain for correlation ρ is by definition
[−1, 1]. After establishing the MLEs (αˆ, σˆy, ρˆ), we estimate the regressor bˆ by eq. (17). The
process is iterative until the discrepancy, ||bˆ − bˆ0||, is less than some threshold δ. Once the
estimation converges, the evolutionary regression curve is propagated according to eq. (13).
Our computational implementation is summarized in Algorithm 1.
Remark 1. Note that given the observed response traits y = (y1, y2, · · · , yn)T , the basal
ancestral species is the fixed starting point of the phylogenetic tree. Thus we can estimate
y0 and θ0 by y0 = θ0 = (1
TAα1)
−11TA−1α y. Therefore, the estimates of βˆ1, βˆ0 in eqs. (4) and
(5), respectively, are searched after the MLE of α is found.
Algorithm 1 Estimation of the phylogenetic evolutionary regression curve
Require: Phylogenetic tree with known branch length and comparative data.
Ensure: Phylogenetic evolutionary regression curve under OUOU model.
1: Given data y, set bˆ0 = (bˆ00, bˆ
0
1)
T = (XTX)−1XT y;
2: Given data x, compute the corresponding MLEs of predictor as functions of α relying on eq.
(19).
3: Use the estimates µˆx, σˆ
2
x, bˆ
0 as an input for the covariance matrix V in eq. (16). The log-
likelihood function ` of eq. (20) depends only on α, σ2y , and ρ;
4: Search the MLEs (αˆ, σˆ2y , ρˆ) by optimizing `(α, σ
2
y , ρ) through Powell’s method;
5: Incorporate the MLEs into the design matrix and covariance matrix to obtain Xˆ and Vˆ and
approximate the regression estimate by bˆ = (XˆT Vˆ −1Xˆ)−1XˆT Vˆ −1y;
6: Set δ = ||bˆ− bˆ0||;
7: if δ < err then
8: return bˆ and (αˆ, σˆ2y , ρˆ);
9: else
10: Set bˆ0 = bˆ and go back to Step 2;
11: end if
12: Use MLEs (αˆ, ρˆ) and optimal regression estimates bˆ of Step 7 to obtain the phylogenetic evo-
lutionary regression curve E[yt|xt] = βˆ0 + bˆ0βˆ1 + bˆ1βˆ1xt given in Theorem 1.
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D. Bridgesii
N. Longirostris
D. Tyrannina
D. Anabatina
D. Stictolaema
D. Longicauda
S. Griseicapillus
G. Spirurus
X. Picus
X. Elegans
X. Eytoni
X. Flavigaster
X. Triangularis
X. Pardalotus
X. Guttatus
L. Fuscus
X. Obsoletus
X. Lachrymosus
X. Spixii
X. Ocellatus
D. Rufigula
C. Trochilirostris
C. Pusillus
C. Procurvoides
L. Affinis
L. Squamatus
L. Albolineatus
L. Leucogaster
L. Angustirostris
X. Erythropygius
H. Perrotii
X. Promeropirhynchus
X. Major
X. Albicollis
D. Platyrostris
D. Picumnus
D. Certhia
D. Hoffinannsi
D. Concolor
Figure 2: The phylogenetic tree of the 39 woodcreeper species as in Tubaro et al. (2002) using the algorithm
of construction of a phylogenetic tree from Paradis et al. (2004).
Remark 2. This algorithm is different from the approach in Hansen et al. (2008) where the
regressors bˆ are first estimated though GLS. Then bˆ is entered into the covariance matrix
V . The search of MLE (αˆ, σˆ2y) for the log-likelihood function ` is conducted under the
grid base method which is an exhaustive search through a manually specified subset of
the hyperparameter space of a learning algorithm. It is very computational expensive for a
higher dimensional search (Bergstra and Bengio, 2012). Powell’s method in contrast searches
MLEs based on the notion of conjugate directions without considering derivatives and thus
the function needs not to be differentiable.
3.1. Data Analysis
Using Algorithm 1 of the OUOU model, we establish the evolutionary regression curve
for the woodcreepers data set of n = 39 species (Tubaro et al., 2002). The explanatory
variable x is considered the rachis width at the base and the corresponding response, y, the
rachis width at the tip. For this particular problem, the predictor and the response variables
do not necessarily evolve in a correlated environment and thus the noise correlation, ρ, is
10
Model Method Regression Line r2 AICc
M1: OUOU Sections 2 & 3 y = 0.08 + 0.24x 23.68% -31.83
M2: OUBM Hansen et al. (2008) y = 0.06 + 0.28x 22.19% -32.72
Table 1: Comparison of regression curves
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Figure 3: Evolutionary regression curves for OUBM model (dash line) and OUOU (solid line).
set equal to 0. Furthermore, note that the predictor indirectly influences the trait through
its influence on the fitness optimum θ of the response which evolves under the OU scheme.
We set the threshold for the error, err, not to exceed δ = 10−5 (Step 6 in Algorithm1)
for identifying the convergent regressors. The regression output and the results from the
regression comparison are given in the Table 1. Both OUBM of (Hansen et al., 2008) and
our OUOU model suggest a similar increasing pattern between the tip and the base width.
On the other hand, the values of r2 and AICc of our method suggest a better fit for the data.
Figure 3 displays the two evolutionary curves along with the data. The R source code and
data set are available in www.tonyjhwueng.info/OUreg.
4. Conclusion
A novel approach to the phylogenetic regression analysis was presented by considering
that a trait of species evolved according to OU dynamics and the trait’s optimum also prop-
agated according to a pertinent OU SDE. The OUOU model generalizes the models studied
11
by Butler and King (2004) and Hansen et al. (2008) and it was implemented algorithmically
using a novel blending in phylogenetic statistics of Powell’s optimization technique and gen-
eralized least squares methods. This algorithm was then applied to a real ecological data
set. Our results yielded a better fit than the existing approach. A further research direc-
tion is that one could focus on the rate of adaptation and assumes that it also evolves as a
continuous Markov process. In this case a highly correlated system of three equations, one
for the evolution of the trait, one for its optimum and one for the rate of adaptation should
be considered. Furthermore, the OUOU model treated the optimum of the response trait
as a linear combination with the predictor. It is interesting to examine whether there exists
in some cases a meaningful nonlinear relationship and if it yields accurate results. We will
investigate such models in the future, however, it is of paramount importance to maintain
the algorithmic complexity of these models when their implementation is considered.
Appendix
The variance-covariance structure for predictor x = (x1, x2, · · · , xn)T given in eq. (18)
is derived herein. The optimum θt is the solution of the OU-SDE, given in eq. (2). Since
θt = b0 + b1xt, it implies that the predictor satisfies an appropriate OU SDE as well. The
constant term b0
b1
does not affect the computation of the variance covariance structure of the
predictor x, and for ease of presentation, one may easily deduce that xt is the solution of
the OU-SDE dxt = −αxtdt+ σxdW xt , where σx is the diffusion parameter that measures the
intensity of the random fluctuation in the evolutionary process. Assuming that x(0) = x0 at
the initial time t = 0, the solution is given by xt = x0 exp(−αt)+σx exp(−αt)
∫ t
0
exp(αs)dW xs
and its corresponding expected value is E[xt|x(0) = x0] = x0 exp(−αt). Let suppress the
conditionals for the sake of presentation, i.e. we write E[xt] = E[xt|x(0) = x0], and determine
the covariance between a pair of species xi and xj of the ith and jth species, respectively,
which are solutions of the OU-SDE. Given the phylogeny as shown in Figure 1, the covariance
for xi and xj, Cov[xi(ti + ta), xj(tj + ta)] = Cov[xi(ti + ta), xj(tj + ta)|xi(0) = xj(0) = x0],
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is derived
E[xi(ti + ta)xj(tj + ta)]− E[xi(ti + ta)]E[xj(tj + ta)]
= σ2x exp(−α(tij + ta))E
[(∫ ti+ta
0
eαsdW xs
)(∫ tj+ta
0
eαsdW xs
)]
= K · E
[(∫ ta
0
eαsdW xs +
∫ ti+ta
ta
eαsdW xs
)
·
(∫ ta
0
eαsdW xs +
∫ tj+ta
ta
eαsdW xs
)]
, (21)
where K = σ2x exp(−α(tij + ta)) and tij = ti + tj. However, the traits evolved independently
after time ta and thus E
[∫ ta+ti
ta
eαsdW xs ·
∫ ta+tj
ta
eαsdW xs
]
= 0. Moreover, due to independence
and properties of Ito¯ integrals during successive increments, E
[∫ ta
0
eαsdW xs ·
∫ ta+ti
ta
eαsdW xs
]
=
E
[∫ ta
0
eαsdW xs ·
∫ ta+tj
ta
eαsdW xs
]
= 0. Therefore, taking into consideration these arguments
and Ito¯ isometry, the covariance expressed in eq. (21) equals to: Cov[xi, xj] =
σ2x
2α
exp(−α(ti+
tj + 2ta))(exp(2αta)− 1) = σ2x2α exp(−αtij)(1− exp(−2αta)) = σ2xAα[i, j].
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