This paper proposes a novel consensus-based distributed control algorithm for solving the economic dispatch problem of distributed generators. A legacy central controller can be eliminated in order to avoid a single point of failure, relieve computational burden, maintain data privacy, and support plug-and-play functionalities. The optimal economic dispatch is achieved by allowing the iterative coordination of local agents (consumers and distributed generators). As coordination information, the local estimation of power mismatch is shared among distributed generators through communication networks and does not contain any private information, ultimately contributing to a fair electricity market. Additionally, the proposed distributed algorithm is particularly designed for easy implementation and configuration of a large number of agents in which the distributed decision making can be implemented in a simple proportional-integral (PI) or integral (I) controller. In MATLAB/Simulink simulation, the accuracy of the proposed distributed algorithm is demonstrated in a 29-node system in comparison with the centralized algorithm. Scalability and a fast convergence rate are also demonstrated in a 1400-node case study. Further, the experimental test demonstrates the practical performance of the proposed distributed algorithm using the VOLTTRON TM platform and a cluster of low-cost credit-card-size single-board PCs.
I. INTRODUCTION
Future power systems are equipped with a great number of distributed generators (DGs), distributed energy storage devices, dispatchable loads and advanced communication networks, which increases the customer participation in the electricity market. As a result, the optimal economic dispatch (ED) of future power systems is becoming much more challenging. A sophisticated control is needed to fully address the increasing customer participation at the edge of the electric power system and the inability of existing practices to accommodate these changes [1] , [2] , [3] , [4] . and reduce computational time while solving for a large-scale ED problem. The proposed approach need to share minimum information (Power mismatch) among different agents in a multi-agent network, thus, the privacy of all agents will definitely be improved. In other words, the parameter of cost function, utility function, incremental cost (λ) and output power etc. will not be shared among agents and, also, third-party are not at all able to access to these parameters. In addition, computational cost will be decreased that make the scalability possible for enormous multi-agent system. Figure 2 shows a general view of the communication network for the proposed method. The main features of the proposed distributed algorithm are as follows: 1) Accuracy: The ED problem is solved in a fully distributed manner without relying on a central controller. The solution accuracy is validated by the benchmark results achieved by traditional centralized methods. 2) Privacy: DGs and consumers do not need to disclose any private information (e.g., cost functions and utility functions) with others. The estimated power mismatch between the total generation and the total demand is the only information to be shared among all DGs. In addition, consumers are not required to have a communication channel between one another or to exchange information with all DGs. They only need to connect to local DGs. 3) Fast Convergence: The proposed algorithm outperforms some existing distributed methods in terms of number of iteration and computational time. 4) Scalability: The proposed distributed algorithm is particularly suitable for solving large-scale optimization problems (e.g., ¿1,000 agents) within a short period of time. 5) Easy Implementation: This salient feature makes it possible to deploy the proposed distributed methods in the field at scale. The structure for the rest of this paper is organized as follows: Section II formulates the ED problem as a global objective function, considering cost functions, utility functions and constraints. Section III discusses graph theory, consensus-based distributed protocols, optimality and convergence analysis of proposed algorithm . Section IV evaluates the solution performance using software simulation and experimental testing. Section V summarizes this paper and presents the concluding remarks.
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II. SYSTEM MODELING AND PROBLEM DESCRIPTION
The ED problem is a short-term resource allocation of a number of DGs to meet the load requirement in a most cost-effective way. The utility function of consumers, the cost function of DGs and their surplus function are defined in this section. Then, the overall optimization problem is formulated based on the defined model of economic players in an electricity market.
A. Utility Function, Marginal Benefit and Consumer's Surplus
Each consumer in an electricity market has its own preferences for energy consumption during different times of a day. These preferences cause various levels of requested demand within an operation period. There are some factors affecting the preferences of consumers in an electricity market such as the instantaneous or average price of electricity, temperature changes, the type of user and comfort level. The different demand levels requested by consumers in response to these diverse factors can be modeled by utility functions for mathematical purposes [16] , [26] , [33] . In other words, the utility function measures the satisfaction level or welfare of consumers as a function of different types of performance (i.e., demand level) to represent a consumer's preferences. In a typical electricity market, the utility function U j (P Load j ) shows the level of satisfaction of the j − th energy consumer, where P Load j is the demand of j − th consumer. Marginal benefit is an additional utility that an electrical consumer will gain by getting one more unit (MW) of electrical energy. The consumption of more power increases the utility function if the marginal benefit has a positive value; however; the consumption of more power decreases the level of satisfaction if the marginal benefit has a negative value [34] . The common utility functions are non-decreasing functions; thus, the marginal benefit is a non-negative function. It means [35] , [36] :
It is evidently proven that the marginal benefit of electrical consumers is a non-increasing function because the marginal benefit will normally decrease as users consume more energy. Thus, we have [35] , [36] :
There are various types of utility function for single and multiple goods, such as: Cobb-Douglas Utility Function, Perfect Substitutes, Perfect Complements and Quasilinear [37] . In this paper, a quadratic mathematical model satisfying (1) and (2) is used in Equation (3) as a utility function of the consumers. This utility function is customized for different consumers based on parameters b $ /kWh 2 and ω $ /kWh. The larger ω is, the higher the utility function [26] .
Consumer's surplus measures the welfare on the consumers' side; hence, it is a measurement of the benefit, derived from the electricity market, of an economic player on the consumption side [23] . A consumer's surplus will be represented by (4) , if the j − th consumer pays λ $ /kWh for P Load j kW of the electrical energy.
Consumers attempt to maximize their own welfare in the market. Therefore, they consume power at the maximum value of their concave surplus function. Figure 3 shows the graphical representation of equations (3) and (4).
B. Cost Function and DG's Surplus
Generally speaking, a multiple piecewise linear or quadratic function, known as cost function, is used to estimate the total cost of the output-power of the energy providers, such as DGs. Using a proper cost function is the best way to pre-evaluate the performance of a DG and to solve an ED problem [15] , [33] . Here, we consider a quadratic mathematical equation to model a typical DG. α $ /kWh 2 , β $ /kWh and γ $ /h are coefficients that customize the cost function for each DG and P
Gen i
is power generated by the i − th DG.
A DG's surplus (commonly known as profit) measures the welfare of a DG. In other words, it is a benefit gained by DG, when the sale price of energy is more than the costs spent to produce the energy. If the i − th DG sells P kW of electrical energy at λ $ /kWh, the DG's profit is expressed as in (6) .
Unlike consumers, DGs tend to produce as much electricity as possible. Figure 4 shows the surplus curve of a DG. The more power DGs produce, the higher surplus they obtain. 
C. Global Optimization Problem
The objective function in this paper is to maximize the welfare of all consumers and DGs. In other words, the objective function is to maximize the summation of the utility functions (3) and minimize the summation of the cost functions (5). Thus, the overall objective function can be written as:
Note that the current version of the proposed distributed algorithm does not consider the power losses and the maximum capacity of the power lines. This objective function is also subject to constraints of power balance between the aggregated generations (
) and consumption (
) as in (8) .
In addition, the output-power of each DG and the consumption of each consumer cannot go beyond their maximum capacity. These two constraints can be applied to the optimization problem as in (9) .
III. DISTRIBUTED ALGORITHM FOR ECONOMIC DISPATCH As previously mentioned, consensus-based distributed approaches offer a great solution for solving optimization problems such as economic dispatch. In this section, we review the conception of the graph theory and elaborate on the proposed distributed algorithm in details. 
A. Graph Theory
We can model the agents' interaction through the communication network by (un)directed graphs denoted by G(V, ξ). Consider a network of n connected agents in which nodes are designated by V = {v 1 , v 2 , . . . v p } and ξ ⊆ V × V shows a set of edge. The directed edge e ij = (v i , v j ) shows that agent i share it's information state with agent j. Also, undirected edge e ij = (v i , v j ) indicates that agents i and j can share information with each other. Two matrices will commonly be used to represent the communication topology of a multiple-agents network. The adjacency matrix denoted by A = {[a ij ] |a ij ∈ R P×P } of an undirected graph G is symmetric. The entry a ij of an adjacency matrix is a positive value if e ij ∈ ξ and a ij = 0 for e ij / ∈ ξ. Otherwise, the entry a ii is assumed to be zero. The second matrix is Laplacian matrix
and l ij = −a ij for i = j . Equation (10) shows matrices A and L [18] , [20] , [6] .
B. Consensus-based Distributed Protocols
In consensus-based distributed approaches, a network of agents shares information via communication channels between agents to reach a consensus. Node i and node j have reached a consensus if and only if the value of the state of the i − th node (x i ) and the state of the j − th node (x j ) are equal [8] , [6] . Thus, multiple agents reach a consensus when all of them agree on the coordination information or variable. The Laplacian potential for a graph is delineated by (11) which represents a kind of virtual energy stored in a graph [38] .
In other words, the Laplacian potential could be used as a measure that shows the total disagreement among all agents in a network. If the agents of a network tend to reach a consensus, they should at least interact with their neighbors to minimize Laplacian potential (L P ) as a disagreement [6] . In fact, a general consensus for a multi-agent system will be reached if and only if L P = 0 or x i = x j .
The "consensus" being used for the proposed method is defined as zero-power-mismatch. Based on the definition of Laplacian potential, the whole power mismatch is a virtual energy stored in the network that must be minimized. Consensus is reached by converging towards
where ∆P T i is a power mismatch of the whole system estimated by the i − th DG. Considering that all agents have single-integrator dynamics [6] , [38] , a standard linear consensus protocol is defined as (13) .
Equation (13) can be written for all agents as a vector:ẋ(t) = −Lx, which is equivalent to the gradient of the Laplacian potential of a graph as shown in Equation (14) . It represents a gradient-descent algorithm that is able to find the minimum of the Laplacian potential function. As previously discussed, the minimum Laplacian potential happens at ∆P i = 0, ∀i.
A discrete-time version of the linear consensus protocol of a first-order integrator can be represented by (15)
where u i (k) depends on the information state of neighbors of i − th agent (i.e., u i = f i (x 1 , x 2 , ..., x j )) and can be shown by (16) .
Equation (17) is obtained from (15) and (16), where I is unit matrix.
Given that the sum of row of adjacency matrix A is one (i.e., A is a stochastic matrix), Equation (18) can be derived from (17) . Equation (18) explicitly indicates that the next state of each agent depends on the current states of other agents.
Now, we consider ∆P as information coordination that needs to be shared among agents. Equation (19) shows that ∆P of each agent is calculated by the current estimated ∆P of other neighbors. It is worth mentioning that ∆P , the only information shared among different agents, does not include any private information. The consumers do not need to launch any communication link among themselves for information coordination. Thus, the elements associated with the connectivity between any pair of consumers are zero in "Matrix A". Moreover, consumers do not have to establish a communication channel with more than one DG. They are connected to a local or nearest DG if there is a physical connection (transmission and distribution line). Since the power mismatch is the only shared information among DGs, a DG and its associated loads/consumers can be viewed as an aggregate node. The "Reduced Matrix A" being used in Equation (19) is only an adjacency matrix of DGs' communication network. In sum, the A matrix has many zero elements that most of them could be ignored for the sake of simplicity. The A matrix that used in Equation (19) is only an adjacency matrix of DGs' communication network without zero elements of consumers' network and communication channel among consumers and DGs. Thus, we omitted zero elements. The A matrix is reduced by dimension in comparison with A matrix of the entire system.
Each DG uses its own estimated power mismatch as a feedback. By adding the vector P L (k) − P Gen (k) to Equation (19) , Equation (20) is obtained as a consensus protocol for this paper.
Where P L i is the summation of all local loads connected to i − th DGs. Every iteration, the DGs need to go through a simple process to update incremental cost λ internally. This λ does not need to be shared with neighbors. Once gain, the only information that will be shared through the communication network is ∆P .
The discrete-time equation (21) shows proposed protocol for λ in this paper, where ∆x > 0 shows the interval of discrete-time integration, and K I is the controller coefficient.
The incremental cost λ is used to calculate output-power (P
Gen i
) of a DG, The parameters of cost function (5) such as α, β and the calculated λ inside the controller of each agent are used to estimate output-power using Equation (22) . In fact, other agents and third-parties are not at all able to access these parameters.
When a DG estimates its output-power, it can determine the estimated power mismatch by Equation (23), and share this estimate with its neighbors at each iteration.
When a DG determines its λ in accordance with its output-power, it shares λ with the local consumers. Then the consumers calculate their demands based on the λ offered by the DG. It is not, however, necessary to share λ among consumers; in other words, each consumer just needs to receive λ from one DG. Then, the consumer can determine its best and most cost-effective demand based on the maximum level of the consumer's surplus function represented by (4) . The maximum of consumer's surplus can be achieved by ∂S Load j ∂P Load j = 0, which is shown in (24) . The utility function of consumers in Equation (3) and Figure   3 show that if a consumer uses power more than ωj /2bj , its level of satisfaction will not be increased. Thus, the maximum load of j − th consumer is considered as P Load j,max = ωj /2bj.
The consumer sends the amount of estimated demand to a local DG if there is a physical connection (i.e., distribution lines) between them. The consumers do not need to disclose any properties of its utility function. In addition, consumers do not need to establish any communication channel among themselves to coordinate any information state or with more than one DG. The above-mentioned features significantly reduce the computing complexity and the upfront cost of new communication infrastructure Figure 5 illustrates the interaction between a specific DG and other agents (DGs and consumers). 
( 1)
. Distributed decision making for a DG at every iteration.
The optimality and convergence analysis of the proposed distributed algorithm will be discussed in the rest of this section. 
Finally, the power mismatch ∆P i (k + 1) calculated by i − th DG is achieved by (27) where, ϕ
T i of i − th agent for k = 0 can be calculated by (20) , (23) and (25) .
By continuing this process for k = 1, 2, · · · , equations (31), (32) will be obtained.
In Equation (31), ||∆ k+1 || merges to zero i.e.;
where where ε is a positive number. Then, we have
i || is, the faster the power mismatch will converge to 0. K I is the parameter that can control/change the size of ||1 − i K I ϕ c i || to be less than 1. Finally, Equation (33) indicates that λ i for all DG (∀i) will be same and ∆P T i (k + 1) of i − th of DG will converge to zero for ∀i S G . We consider all λ i ∀i as λ because they are identical. In the next step, we will show (33) will satisfy the KKT conditions.
Assumption 1: All local cost functions utility functions (3) and (5) are strictly concave and convex, respectively. Accordingly, the total objective function (7) is strictly convex.
Assumption 2: In addition, all equality and inequality constraint functions, represented by (8) and (9), are affine.
Lemma 1:
The optimization problem represented in this paper through (3)- (9) is a convex optimization problem with differentiable objective and constraint functions satisfying Slater's condition (assumption 1 and 2 guarantee Slater's condition), thus the KKT conditions provide necessary and sufficient conditions for optimality [39] .
The remaining of this section makes certain that the fixed-point of proposed iterative consensus algorithm obtained by (20) - (24) is a global optimal solution of (7) if it is satisfying the following KKT conditions [21] . Lagrangian:
Lagrangian stationarity (∇ P L(P, λ, µ, ζ)=0):
Complementary slackness:
Dual feasibility:
All local constraints presented by (9) for generation and consumption level of DGs and loads are considered as the primal feasibility.
Let consider fixed point of the proposed iterative consensus algorithm as optimal point, ∆P
= 0 satisfies the equality constraint, as the load balance of the entire system, to ensure that the demand will be supported. As mentioned before, there is only one equality constraint (8) ; thus, all agents should reach the same λ and (25)- (33) guarantee the identical λ for all agents.
If the optimal solution of the objective function does not violate local constraints (inequality functions) represented by (9), then these constraints will never play any role in changing the minimum compared with the problem without the inequality constraints. The DG's profit is maximized when ∂S ; ∀i S G and µ i = ζ i = 0, ∀i. Thus, λ obtained by algorithm is λ opt because it satisfies the KKT condition.
The local constraints can affect the optimal solution in two ways:
• If the optimal points are greater than maximum limitation, P Gen i,opt ≥ P Gen i,max , in this case, the maximum level is considered as an optimal solution, hence P and ζ i = 0, ∀i.
• If the optimal points are less than minimum limitation, P Gen i,opt ≤ 0, in this case, the minimum level is considered as optimal solution, hence P The same procedure could be considered for consumers' side. If all local constraints (inequality functions) represented by (9) are ignored, the consumer surplus is maximized when ∂S ; ∀j S D and µ j = ζ j = 0, ∀i. Thus, λ obtained by algorithm is λ opt because it satisfies the KKT condition.
• If the optimal points are greater than maximum limitation, P Load j,opt ≥ P Load j,max , in this case, the maximum level is considered as an optimal solution, hence P −λ opt and ζ j = 0, ∀j.
• If the optimal points are less than minimum limitation, P Load j,opt ≤ 0, in this case, the minimum level is considered as optimal solution, hence P Load j,opt = 0 and ∂Uj /∂P Load j | 0 − λ opt ≤ 0. Thus, the Lagrangian stationarity (35) , complementary slackness (36) and dual feasibility (37) are satisfied by taking λ = λ opt ; ∀i, j, ζ j = λ opt − ∂Uj /∂P Load j | 0 and µ j = 0, ∀j. Lemma 2: The optimal solution found by the proposed iterative consensus algorithm is unique.
It is proved that the fixed point of the proposed iterative consensus algorithm satisfies the KKT conditions while objective and constraint functions are both strictly convex and differentiable. Thus, the satisfaction of Slater's condition provides an absolute assurance about global optimality [40] .
IV. PERFORMANCE ASSESSMENT
In this section, we conduct a performance evaluation of the proposed distributed method through three case studies using software simulations and experimental test. All software simulations are conducted in the MATLAB 2015a environment on an ordinary desktop PC with an Intel(R) Core(TM)i3 CPU @ 2.13 GHz, 4-GB RAM memory. The experiment test is performed using the VOLTTRON TM platform and a cluster of low-cost credit-card-size single-board PCs. In the first case study, we provide a numerical example to evaluate the algorithm performance (i.e., accuracy) in a relatively small-scale system. The numerical results are compared with the benchmark results found by a traditional centralized economic dispatch. The centralized method is implemented using YALMIP toolbox [41] and MATLAB.
In the second case study, we demonstrate the scalability and fast convergence rate of the proposed distributed algorithm in a large-scale network with 1,400 agents.
In the third case study, we set up an experimental testbed to verify the practical performance of the proposed distributed algorithm using the VOLTTRON TM platform and a group of low-cost credit-card-size single-board PCs.
A. Case Study I (Evaluation of Accuracy)
In this case study, an IEEE 39-bus test system with 29 agents (10 DGs and 19 consumers) is considered. Their cost functions and utility functions are formulated using Equations (5) and (3), respectively. Table I summarizes the parameters of the cost functions and utility functions of the agents [23] . The initial values of the λs are randomly selected. The controller parameters (K I and K P ) are obtained by trial-and-error. K I and K P can be randomly set in the range of zero to one. Figure 6 shows the evolution of DG power output and load demand, respectively. Figure 6 (a) contains 19 consumer demand curves and Figure 6 (b) includes 10 DG output-power curves. As can be seen in 6, the economic dispatch solution converges at the 36-th iteration. The corresponding execution time is about 1.69 seconds. The accuracy of the proposed distributed solution algorithm is validated by the benchmark results found by a centralized method. As shown in Tables II and III , the solution mismatch between the distributed and centralized methods is less than 0.00201% of the average. As the distributed algorithm proceeds, the incremental cost converges to 8.175 $ /kwh, as shown in Figure 7 . The evolution of power mismatch, the evolution of total generation and the evolution of total load demand are shown in Figure 8 . Power mismatch (∆P ) serves as coordination information and gradually converges to a consensus (i.e., 0 kW ). The power tolerance is set to be 0.001 kW in our case studies. As the incremental cost and power mismatch settle down, the optimal value of social welfare is found to be 5, 211.5 $ /hr. It is important to note that the proposed distributed algorithm is able to converge to the near-optima much faster than other distributed methods [22] , [20] , [23] . For example, one of the published works [23] showed that the same economic dispatch problem was solved after 500 iterations, while our distributed control algorithm is able to find the same results at the 36-th iteration. In order to demonstrate the scalability, we then apply the proposed solution algorithm to a large-scale system, including 1,000 consumers and 400 DGs. The initial conditions of the1,400 agents are randomly selected.
As shown in Figure 9 , the incremental costs reach consensus within approximately 40 iterations, which is considered a fast convergence rate for a 1,400-agent system. The corresponding execution time is 192.579 seconds. Some simulation for different numbers of agents, 29 (10 DGs and 19 Consumers), 350 (150 DGs and 200 Consumers), 700 (300 DGs and 400 Consumers), 1050 (350 DGs and 700 Consumers), 1400 (400 DGs and 1000 Consumers), are performed to study the trend in number of iteration for convergence. The Figure 10 shows that as the number of agents increase from 29 (case study I) to 1,400 (case study II), the number of iteration is almost constant, demonstrating that the proposed distributed algorithm is particularly suitable for solving large-scale economic dispatch problems. The minimum error criteria for power mismatch tolerance is set to be ∆P = 0.001 kW in our case studies used in Figure 10 .
As previously emphasized, the power mismatch is the only shared information between agents. It reduces the computational cost because the proposed algorithm only needs a simple updating process on the power mismatch. Besides, consumers do not need to establish any communication channel among themselves to coordinate any information state or with more than one DG. The above-mentioned features contribute to a significantly reduction on the computing complexity.
C. Case Study III (Evaluation of Practical Performance)
The proposed distributed algorithm is particularly designed for easy implementation and configuration of local agents by using a simple proportional-integral (PI) or integral (I) controller. Equations (20)- (23) controller to update the estimated power mismatch iteratively and exchange information (i.e., ∆P ) with other agents. Figure  11 (a) shows a simple PI controller for a DG. A PI controller is used for each consumer to adjust its own demand based on ∆λ between the current and previous iteration. Figure 11 (b) shows a simple controller for a consumer. As ∆λ becomes zero, the consumer's surplus is maximized. as resource management, agent code verification and directory services allowing to manage different assets within the power system. In the large scale, VOLTTRON TM can manage assets within smart grids, facilitate demand response, support energy trading and record grid data.
The VOLTTRON TM platform is implemented on an ordinary Linux desktop with an FX-4100 CPU @ 3.6 GHz, 8-GB RAM memory. The control platform is substantiated into a cluster of low-cost credit-card-size single board PCs (Cubieboard A20). The Cubieboard A20 processor is based on a dual-core ARM Cortec-A7 CPU architecture. We use the Python programming language to implement the proposed consensus-based distributed control algorithms for each agent. In this proof-of-concept implementation, every Cubieboard is emulated as a distributed controller for local agents (DGs and consumers), while the PC with the VOLTTRON TM platform is regarded as an information exchange bus. The decision making process is conducted in a fully distributed fashion. Figure 12 shows the overall system set up. For the demonstration purpose, the proposed distributed algorithm is applied to a relatively small-scale distribution system including 6 DGs and 10 consumers. As shown in figure 12 , DGs are labeled as G1, G2, ..., G6 while consumers are labeled as L1, L2, ..., L10. The coefficients of DGs' cost functions and consumers' utility functions are randomly selected. Figure 13 shows the detailed experimental test results. The output-power of DG3 and DG5 and the demand of L4 are zero. The experimental test results are validated using the benchmark results achieved by a centralized approach. As figure 13 shows, the total generation is about 421 kW that satisfies the total load demand. The incremental cost converges to 7.371 $ /kwh at the 42-th iteration, which is considered as a fast convergence rate. 
V. CONCLUSIONS
In this paper, we proposed a novel consensus-based distributed algorithm to solve an optimal dispatch problem of distributed generators. First, we formulated the social welfare problem considering the cost functions of DGs and the utility functions of consumers. Second, we developed the distributed algorithm to find the global optima by allowing the iterative coordination of agents (consumers and DGs) with each other. Agents only share their estimated power mismatch, which does not contain any private information, ultimately contributing to a fair electricity market. Third, we performed software simulation and experimental test to demonstrate the accuracy, privacy, effectiveness, fast-convergence, scalability, and easy-implementation of the proposed distributed algorithm under various conditions.
