Abstract. We propose a principled approach to supervised learning of facial landmarks detector based on the Deformable Part Models (DPM). We treat the task of landmarks detection as an instance of the structured output classification. To learn the parameters of the detector we use the Structured Output Support Vector Machines algorithm. The objective function of the learning algorithm is directly related to the performance of the detector and controlled by the userdefined loss function, in contrast to the previous works. Our proposed detector is real-time on a standard computer, simple to implement and easily modifiable for detection of various set of landmarks. We evaluate the performance of our detector on a challenging "Labeled Faces in the Wild" (LFW) database. The empirical results show that our detector consistently outperforms two public domain implementations based on the Active Appearance Models and the DPM. We are releasing open-source code implementing our proposed detector along with the manual annotation of seven facial landmarks for nearly all images in the LFW database.
Introduction
The detection of facial landmarks like canthi nose and mouth corners (see Fig. 1 ) is an essential part of face recognition systems. The accuracy of the detection significantly influences its final performance [1] [2] [3] . The problem of the precise and robust detection of facial landmarks has received a lot of attention in the past decade. We briefly review only the approaches relevant to the method proposed in this paper.
Among the most popular are detectors based on the Active Appearance Models (AAM) [4] which use a joint statistical model of appearance and shape. Detectors build on AAM provide a dense set of facial features, allowing to extract whole contours of facial parts like eyes, etc. However high resolution images are required for both training and testing stage and the detection leads to solving a non-convex optimization problem susceptible to local optima unless a good initial guess of the landmark positions is available.
A straightforward approach to landmark detection is based on using independently trained detectors for each facial landmark. For instance the AdaBoost based detectors and its modifications have been frequently used [5] . If applied independently, the individual detectors often fail to provide a robust estimate of the landmark positions. The weakness of the local evidence can be compensated by using a prior on the geometrical configuration of landmarks. The detection is typically carried out in two consecutive steps. In the first step, the individual detectors are used to find a set of candidate positions for each landmark separately. In the second step, the best landmark configuration with the highest support from the geometrical prior is selected. The landmark detectors based on this approach were proposed for example in [6] [7] [8] [9] .
The Deformable Part Models (DPM) [10-13] go one step further by fusing the local appearance model and the geometrical constraints into a single model. The DPM is given by a set of parts along with a set of connections between certain pairs of parts arranged in a deformable configuration. A natural way how to describe the DPM is an undirected graph with vertices corresponding to the parts and edges representing the connections between the pairs of connected parts. The DPM detector estimates all landmark positions simultaneously by optimizing a single scoring function composed of a local appearance model and a deformation cost. The complexity of finding the best landmark configuration depends on the structure of underlying graph. Acyclic graph allows efficient estimation by a variant of the Dynamic Programming.
An instance of finely tuned facial landmark detector based on the DPM has been proposed in [14] . The very same detector was also used in several successful face recognition systems described in [15] and [16] . In this case, the local appearance model is learned by a multiple-instance variant of the AdaBoost algorithm with Haar-like features used as the weak classifiers. The deformation cost is expressed as a mixture of Gaussian trees whose parameters are learned from examples. This landmark detector is publicly available and we use it for comparison with our detector.
1 Importantly, learning of the local appearance model and the deformation cost is done in two independent steps which simplifies learning, but may not be optimal in terms of detectors accuracy.
We propose to learn the parameters of the DPM discriminatevly in one step by directly optimizing accuracy of the resulting detector. The main contributions of this paper are as follows:
1 There also exists a successful commercial solution OKAO Vision Facial Feature Extraction API (http://www.omron.com) which is used for example in Picasa TM or Apple iPhoto TM software.
