Recently, the existence of a class of diffusion processes with highly singular drift coefficients has been established under the assumption of "finite energy." The drift singularities of these diffusions greatly complicate their ergodicity properties; indeed, they can render the diffusion nonergodic. In this paper, a method is given for estimating the relaxation time of a finite-energy diffusion, when it is ergodic. These results are applied to show that the set of spin-i diffusions of stochastic mechanics is uniformly ergodic.
Introduction
In recent years, considerable progress has been made in establishing, in a rigorous mathematical sense, the existence of a class of diffusion processes with highly singular drift coefficients [1, 3, 13, 18] . The primary requirement for these diffusions, which are frequently described as "finite-energy diffusions," is that they satisfy the finite-energy condition: (1) / / (b2(x, t) + b](x, t))p(x, t)dxdt < oo.
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Here, p is the probability density on a Riemannian manifold M, and b and ¿>" are the forward and backward drift coefficients, respectively. We see that under this condition, the drifts are permitted to diverge as p~l¡ near the zeros of the density, or "nodes."
The reason for considering singularities of this type is that they arise naturally when one considers the time-reversal of a diffusion process, which is also a diffusion process. Indeed, if ¿¡(t) is a diffusion with forward drift b(x, t) and diffusion constant equal to v times the metric, then it can be shown that the backward drift bt, which is defined as the drift of the time-reversed diffusion, is equal to b -2u'V(px/2)/px/2 [14] . If p has zeros, we will have singularities of this type.
The purpose of this paper is to study the ergodicity properties of finite-energy diffusions and, in particular, to provide a means for estimating their relaxation times. The singular drifts introduce a significant new complication, in that they repel the sample paths from regions of low density. In fact, it can be shown that the closest approach of the sample paths is bounded in terms of the integral in (1) , so that if the nodal surface separates the manifold, the diffusion is not ergodic [13, 16] . More generally, when the manifold is separated by regions of very low density, the relaxation time can become arbitrarily long. In dealing with nonstationary problems, therefore, it is very useful to have an explicit estimate on the rate at which the ergodic limit is approached.
To provide such an estimate, we reduce the problem to the study of the associated symmetric "osmotic diffusions," and then estimate the lowest nonzero eigenvalue of their generators. This eigenvalue governs the rate at which the ergodic limit is reached. To estimate this eigenvalue, we show how to find constants t and c, both greater than zero, such that p'(x, y) > cp(y) for all x and y. On the one hand, this condition is something which we can prove for finite-energy diffusions, as we show in §4. On the other hand, the eigenvalue X can be estimated in terms of c, as we show in §3. Indeed, as we also show in §3, X has an exact expression in terms of Dobrushin's classical coefficient of ergodicity a, and a> c. Before proving the results just described, we establish in §2 our notation, and indicate how to construct the diffusions we will be studying. We provide an application of our results in §5, where we show that the spin-j diffusions of stochastic mechanics are uniformly ergodic. This last result will be used in a subsequent paper [17] to prove a conjecture of E. Nelson in the stochastic theory of spin.
Construction of the diffusion
First, we review the terminology used in dealing with finite-energy diffusions. We denote our diffusion process by £(/). The forward and backward increments are defined by
where dt is strictly greater than zero. If EA'[-] is the conditional expectation, given that ¿¡(t) = x, then the forward and backward drifts are given by
This definition is valid in a Euclidean space; for a definition applicable on a Riemannian manifold, see [14] . It is useful to treat finite-energy diffusions in such a way that their timereversal properties are transparent. To this end, we introduce the so-called osmotic and current velocities, defined respectively by u=2-(b-bf and v = \(b + bf).
We will assume that the covariance of the process is equal to the metric. The This can be proven by averaging the forward and backward Fokker-Planck equations [14] . We see that the forward drift b is given by u + v , and the backward drift by v -u . Note also that the finite-energy condition ( 1 ) can be expressed in terms of the squares of tz and v . We work on a compact Riemannian manifold M with Riemannian metric gj. and Riemannian connection V', and consider diffusions £(t) defined on a time interval [0, T]. Let Z , the nodal set, be defined by Z = {(x, t) : p(x, t) = 0}. We assume that the drift coefficients satisfy the finite-energy condition, and that p and v satisfy the continuity equation on M x [0, T] \ Z .
We construct the diffusions by means of the Itô stochastic integral. Consider the forward and backward stochastic differential equations:
Here, /?' and ß't are the components of the drift in local coordinates q , derived from b and ¿" in the usual manner, w (wf¡ is the forward (backward) Wiener process with covariance g'J, and dtf is a backward increment: dtf(t) = f(t) -f(t -dt). Starting the particle at x at times 5, we can solve (F) for £,(t) by patching together the local solutions of (F) on the manifold M x [0, T] \ Z , and stopping the particle when it strikes dZ , as in McKean [10, §4.3] . For each (r,î)eMx[0J]\Z,we obtain by this procedure a measure Prx 's. The family of such measures constitute a diffusion for which the strong Markov property, Itô's lemma, and the Girsanov (Cameron-Martin) formula are valid [10] . The transition functions p(x, s; y, t) will be the fundamental solutions to the forward diffusion equations, with Dirichlet boundary conditions on dZ . One might question the use of Dirichlet boundary conditions, since this will in general lead to transition probabilities of less than unit mass. In [13] , however, Nelson showed that under the assumptions of this section, the particle never strikes the nodes, so boundary conditions on dZ are irrelevant, and the transition probabilities have unit mass (see also [16] ).
Let path space £1 with typical element w, be defined as n,em n ^ > w^n the product topology, and let PrVi now denote the measure on (Q,á?(f¿)) induced by i;(t). (^(Q.) is the Borel algebra of Q; see [14, §3] for more details.) In this representation i¡(t) is the evaluation functional: £,(t)(w) = w(t). Similarly, we define the measure of the process conditioned to have density p(x, 0) at / = 0 by Pr, and Wiener measure for a particle started at We could equally well have defined the diffusion using bt and (B), and we will make use of this fact. If the current velocity vl is set equal to zero, the drift will be equal to u', and either (B) or (F) can be used to define the osmotic diffusions, which are stationary. We use the symbol ¿A for the osmotic generator:
If U is a Borel subset of M, define the stopping time Tv(c;) as inf{/ > 0:
i(t)eU).
AN ESTIMATE ON THE RELAXATION CONSTANT
In §4, we will show that the relaxation of the solution to the diffusion equation in the L (p) norm depends only on the symmetric part of the generator, which in turn corresponds to the stationary diffusion with invariant density p and current velocity equal to zero. For this reason, we restrict ourselves in this section to selfadjoint operators.
Let A be the generator of a stationary Markovian process on a manifold M. Let p be the invariant density, p'(x, y) the transition probability density, and X = inf{\\Af\\: Ef = 0, \\f\\ = 1}, where the norms || • || refer to the weighted Hubert space L (M, pdx), and Ef is defined as / f(x)p(x)dx. The quantity X is sometimes called the relaxation constant of the process; it is inversely proportional to the relaxation time. Assume that A is selfadjoint in L (p). We then have the following result. Theorem 1. Suppose there exist t > 0 and 0 < c < 1, such that (5) p'(x,y)>cp(y) (x e M, y e M). Now let / e L2ip) be an eigenfunction of A in lx , so that Ef = if, 1) = 0. Since A is real and selfadjoint, we can assume without loss of generality that / is real, and since ||/||, < ||/||2, we can normalize / so that U/H, = 1. We will show that ||P'/II, <l-c, which will imply the estimate on X above.
Let / = /, -/2, where /, = fAO, and f2 = -/AO. Then E/, = E/2 -i . This result is actually a corollary of classical results on the coefficient of ergodicity, due to Dobrushin [5, 6] . (See also [8, 9, 15] .) Indeed, we will show below that
where à is the coefficient of ergodicity of P'. Dobrushin provides several equivalent expressions for a ; the following remarkable expression, equation 1.5'" in [5] , was suggested by remarks of Kolmogorov:
where ä(px, pf) is the mass of the largest measure minorizing both px and p2. It is clear from this expression that a > c (as it must be), and in most cases, we will have a > c. We have given an independent proof of Theorem 1, because it is simple and direct, does not presuppose familiarity with Dobrushin's work, and provides the condition we will need for our subsequent results. We now sketch how Dobrushin's work can be used to obtain the exact result (7) .
In our proof, we estimated X by estimating
We have consider the transition function as it acts on the right, on L (p). Dobrushin considers P as it acts on the left, on the space of measures:
He then considers the norm of the transition function on the subspace of measures of zero mass,
where || • 1^ is the total variation norm. He shows that a = 1 -N(P). For a general stochastic operator P (that is, P such that PI = I), there seems to be no simple relationship between M(P) and N(P). But for P' selfadjoint on L (p) and p'(x,y)
continuous in x and y, these quantities are identical, as we will show. First, note that if the measure dp is defined as fpdx, where / satisfies the constraints in (9), then p satisfies the constraints in (10) . Next, note that for P' selfadjoint, p(x)p'(x, y) = p'(y, x)p(y). From this it can easily be shown that ||/J,/||1 = \\pP\\v ■ We can therefore identify M(P) with N(P), provided the same N(P) is attained when we also contrain p to have a density of the form fp dx . This is essentially the requirement that p have a density with respect to Lebesgue measure, and will not affect N(P) provided p (x, y) is continuous in x and y .
I would like to thank the referee for encouraging me to investigate possible connections between my Theorem 1 and existing results on the eigenvalue gap.
Ergodicity of finite-energy diffusions
First, we will show that the relaxation of a finite-energy diffusion depends only on the density, and thus only on the associated osmotic diffusions. This reduces our problem to the study of the stationary osmotic diffusions for a density p. We then show that for these diffusions, the condition p'(x, y) > cp(y) can be established under the assumption that the nodal set Z , now defined simply as {x: p(x) = 0}, has a neighborhood U(Z) satisfying the two following conditions: (i) M\ U(Z) is connected, and (ii) Ap > 0 on U(Z). The first condition is very close to assuming that M+ = M\Z is connected, which is necessary. The second condition will be used to show that the sample paths leave the neighborhood of Z with uniform promptness.
Let t\(f) be a finite-energy diffusion on the manifold M, whose drift is C°°a way from the nodes. Let EXJ be the conditional expectation given that the particle is at x at time t. Define the Markovian propagators P(t, s) and Pft,s) by
Pft,s)f(x) = EXJ[f(c;(s))] it>s).
For fixed 5, these generate solutions to the forward and backward diffusion equations, respectively. If / and g are scalars on M, define the weighted inner product (•, -); by (11) if,g\= [ fix)gix)pix,t)dx.
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If an argument in the inner product is time dependent, it is assumed to have the value indicated by the bracket subscript. Define f(x, t) = Pft, s)f(x), and let us calculate (d/dt)\\f\\t , using probabilistic methods. Let the stochastic process F(t) be defined as f(Ç(t), t). By Itô's lemma, dfF2) = 2Fd,F -(dtF)2, dj = VF ■ d.w., Taking expectations, we get (12) 4t||/||2 = -||V/||?.
Note that \\Vf\\t = -(/, A /),, and that A is independent of the current velocity v. Therefore, to study the relaxation of f(x, t) it is sufficient to consider only the associated osmotic processes. Proof. The proof will be divided into three steps. Before beginning the proof, however, we prove a lemma which will be necessary for Step 2. Recall that TA is defined as the stopping time for the first entrance into A ( §2).
Lemma. Under the assumptions of the theorem, there exists a time tA, depending only on K = infx&U(Z)Ap(x) and e = supx€U{Z)p(x), such that Prx{TA < tA} > 1/2 for all x in U(Z).
Proof. In the proof of this lemma, we will use <K(i) to denote the osmotic diffusion started at x e U(Z) at time 0. By Itô's lemma, dp(£(t)) = \Apdt + 2pudt + 2pu • dw. 
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Taking expectations, we find that Ep(c;(tATA))>KtPrx{TA>t}.
Since Ep(Ç(tATA)) <e,
Prx{TA >t}< e/Kt.
The lemma follows for tA = 2e/K. o
We now commence with the proof of the theorem.
Step 1. 3c' > 0 such that
This is a simple consequence of the fact that p'(x, y) is jointly continuous in t, x, and y, and by the strong maximum principle greater than zero on the compact set in question.
Step 2. Step 3. 3c > 0 such that (16) p4l'(x,y) >cp(y) (xeM+,yeM+). We now apply these results to the stochastic mechanical theory of spin. Stochastic mechanics is an alternative interpretation of quantum mechanics in which the evolution of the quantum-mechanical probability density is understood in terms of classical diffusion theory. The fundamental equation of nonrelativistic quantum mechanics for particles without spin is the Schrödinger equation, (18) idip/dt = (-\A+V)ip,
where ip e L (M). If we average y/* times this equation with -\p times its complex conjugate, we get the continuity equation (2), with p = \\p\ and v = lm(Vip/\p). We can therefore associate to this density evolution a finiteenergy diffusion with forward drift v + u and backward drift v -u. The covariance of the diffusion is usually taken as u = h/m, where h is Planck's constant and m is the particle mass. We have tacitly chosen units in which h = m = 1, so u = 1. The theory of spin in stochastic mechanics was developed by Dankel [4] . His work was based on earlier work of Bopp and Haag [2] , who gave quantum mechanical equations for a rigidly charged sphere in an electromagnetic field. Dankel associated with solutions to the Bopp-Haag equation a diffusion on K3 x SO(3), working by analogy to the earlier work of Nelson [11, 12] on the Schrödinger equation. Bopp and Haag had shown that as the sphere's moment of inertia / goes to zero, the solutions of the Bopp-Haag equations would converge to the solution of an /-independent equation. This equation is a (2s + l)-fold copy of the Pauli equation, which is, in turn, the accepted nonrelativistic description of particles with spin. This is the basis of the expectation that Bopp and Haag's model will provide a stochastic interpretation for particles with spin.
The assumption of ergodic behavior for the SO(3) component of the BoppHaag-Dankel diffusions has been fundamental to attempts to understand the / -> 0 limit probabilistically, since it offers the prospect of approximating orientation dependent quantities, such as the spatial drift, by their averages over the orientational density. The effective diffusion coefficient of the orientational component goes as I~ , so the ergodic limit will be approached arbitrarily rapidly as / goes to zero [4, 14, 17] . (Note: the ergodicity proof given in Theorem 13 of [4] is not correct.)
All spin-j-wavefunctions have nodes, so any attempt to prove ergodicity runs into the obstacles discussed in the introduction. All spin-j wavefunctions, however, also satisfy the hypotheses of Theorem 2, so the methods of this paper suffice to establish the existence of a relaxation constant for any individual wavefunction. By consulting the proof of Theorem 2 to see which factors contribute to the constants t and c, we will show that the set of individual relaxation constants has a strictly positive infimum.
The Hubert space associated with spin diffusions is L (SU (2)). We recall that oo i,2(SU(2)) = 0J"/2, where each A%fs is an eigenspace of the Laplacian with eigenvalue s(s + 1). The stochastic theory takes ßfs as the spin-5 state space. It may appear that by considering L (SU(2)), we have abandoned our intention to consider diffusions on the classical configuration space SO(3). Any spin-5 wavefunction, however, will lead to a density and drift coefficients which are single-valued on SO(3), and it is from these we build our spin-5 diffusions.
It is computationally useful to exploit the diffeomorphism between SU(2) and S = {x e R : \x\ = 1} in order to represent functions on SU(2) as functions of 4 x = (x,, x2, x3, x4) e R .
The manifold SO(3) is then diffeomorphic to P , projective three-space, obtained from S by identifying x with -x . See [7] for additional information.
Theorem 3. The relaxation constants of the spin-\ diffusions have a strictly positive infimum.
Proof. As shown above, it will be sufficient to consider the osmotic diffusions associated with the spin-j wavefunctions. It will be sufficient, furthermore, to consider densities of the form (19) p = a2x\ + b2x\ (a,beR, a2 >b2).
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Indeed, any \p in %A can be written, after suitable rotations, as \p = axx + 1 2 i(bxx +cxf), where a, b, and c are real. The corresponding density p = a xx + (bxx +cx2) . A rotation in the x,-x2 plane can always be found to take this to 2 2 2 2 p = a x, +b x2 , where a and b have been redefined. In general, a continuum of wavefunctions will have this density, but the simplest representative, and the one we will use for computational purposes, is ip = axx + ibx2. We will assume 2 2 further that ||^|| = 1, or equivalently, that a" + b = 4. Referring back to the proof of Theorem 2, we find that°U ¡a dz c=-J-fand t = 4t.. 4c0 We will divide the densities into two cases and obtain uniform constants for each case. The larger t and the smaller c will suffice as uniform constants for all spin-j diffusions.
Let b\ = e/2, for some small e, and consider the following two cases: Case 1. b2 < b¡ . Take U(X)(Z) = {x:x2 < e/8} . Case 2. b2 > b2. Take Í7(2)(Z) = {x:x2 + x\ < e/4}. Note that p(x) < e on U(l)(Z) for all p in Case (i).
It is not difficult to show that ¿Ap = 1 -p for p of the form (19). We may therefore choose tA = e/(2(l -e)) for both cases, by the lemma. Since \\p\\ < 4 for all ip in ß?x/2, we may choose c0 = 4. We need only show, therefore, that c > 0 can be chosen uniformly for the p in each case.
In the proof of Theorem 2, we showed merely that c > 0 ; in this proof we use the Girsanov formula to derive an estimate for c that is uniform for the densities in each case. The Girsanov formula states that the Radon-Nikodym derivative of Prx with respect to Wiener measure W'v is equal to (20) z(t) = exp\l u(w(s)) ■ dw --/ u2(w(s))ds\. Clearly zmin(t) is greater than zero, since t7max < oo and pmm > 0, as can easily be shown by explicit calculation. Now Wx(Df = Jv q'B(x, y)dy, where q'B(x, y) is the transition probability density for Brownian motion started at x and stopped on leaving B , and similarly, Prx(Df = Jvp'B(x, y)dy, where p'B(x, y) is the analogous transition probability density for the osmotic diffustion Ç(t). Let A similar procedure gives a uniform constant in Case 2. Finally, we must verify that the sets A{ and A ' are connected subsets of SO(3) s P3 for every wavefunction in ¿T1/2. Consider first the set A(X). Let x and x be representatives in K4 of two points in P \{x: x2 > e/8}. The only possible difficulty in drawing a line in A(X) connecting these points arises when x,x¡ < 0, since at first glance it might appear that the line will have to pass through x, = 0. We can, however, represent the first point by -x, instead, and this difficulty is then eliminated. For A{ ', there are no such problems: if we wish to move from a positive to a negative value of x, or x2, or vice versa, we simply hold the absolute value of the other coordinate high enough to avoid the nodal surface. D
Discussion
It would be interesting to know whether the condition that Ap is strictly greater than zero on a neighborhood of the nodes can be removed. As noted above, this condition is only needed for the lemma, where it is used to ensure that the particle leaves the nodal neighborhood promptly. But since u = \Vlogp diverges as p -> 0 for any continuous p, one might expect that the particle will always leave the nodal neighborhood promptly.
The result in §5 will be used in a subsequent paper [17] to prove Nelson's conjecture that the spatial projections of the spin-^ Bopp-Haag-Dankel diffusions converge, as the moment of inertia / goes to 0, to a Markovian limit process. In fact, for this latter proof, Theorem 3 is the only result needed which depends on the specific value of the spin. It is interesting to note therefore that Theorem 3 is false for integral spin: the nodes of any real wavefunction with integral spin will disconnect SO(3). Nevertheless, there may be important subspaces of A%AS, such as invariant representation spaces for SU(2), for which an analogous result holds.
