Abstract. Online problems have always played an important role in computer science. Here, not the whole input is known at the beginning, but it is only revealed gradually. These problems frequently occur in practice, and therefore the performance of algorithms for such problems is of great theoretical and practical interest. One such online problem is energy management in electronic devices, e. g., smartphones. As such a device is usually not being used permanently, it is reasonable to change to a lowerenergy state (like hibernation) after a certain idle time. Resuming from hibernation, however, also needs a certain amount of energy; therefore, hibernation should only happen if the idle period is long. Advice complexity is a recent approach for measuring the information content of an online problem, i. e., the amount of knowledge about the future parts of the input that is necessary to compute a high-quality solution. The approach allows for a more fine-grained analysis of the hardness of online problems than the classical competitive analysis. We analyze the advice complexity of this problem. For systems with two states, we construct an online algorithm with advice that is 1.8-competitive with one advice bit and 1.6-competitive with five advice bits, whereas every deterministic algorithm without advice is known to be no better than 2-competitive. Moreover, the algorithm's competitive ratio converges fast towards e/(e − 1) with an increasing number of advice bits. For competitive ratios in the range [1, e/(e − 1)], we present two complementary algorithms: one behaves optimally on a certain prefix, and the other falls asleep on the longest phases. Conversely, we show that every algorithm with a competitive ratio less than 1 + 1/(4w + 2), where w is the wake-up energy, needs to read a linear number of advice bits.
Introduction
When a computer is turned on, it consumes energy. Even if the system is idle, it will continue to consume energy despite not being actively used. Many modern devices are equipped with several low-power sleep states, which can reduce the amount of energy consumed when the system is idle. One of the most common low-power states is to dim or turn off the screen of the device; this has been shown to significantly reduce power consumption in smart phones [10] .
Sleep state management is a fundamental energy efficiency problem; it is considered to be of great importance as it has the potential to significantly reduce the energy consumption of a computer system without reducing its performance when it is in use. Any offline sleep state problem can be solved optimally using a simple algorithm, but the online version of the problem is much harder.
An online algorithm is used to solve a problem where information becomes available over time. Sleator and Tarjan [18] introduced the idea of assessing the worst-case performance of an online algorithm in terms of its competitive ratio, i. e., the ratio between the cost of its solution and an optimal offline solution.
For many problems, lower bounds on the competitive ratio achievable by deterministic online algorithms were shown [9] . To quantify the gap in knowledge between an offline algorithm and an online algorithm A, the framework of online computation with advice comes in handy [7, 11] . Here, A is supported by an all-knowing oracle that prepares an infinitely long binary advice tape φ before the computation begins. A may access the bits of φ in sequential order at any time during the computation. We are interested in the advice complexity of A, i. e., the total number of advice bits that A reads from φ. The goal for the oracle and A is thus to agree on a method to encode information in as few advice bits as possible. Many online problems have been analyzed in this framework, e. g., graph coloring [3, 4, 17] , disjoint path allocation [2] , k-server [6, 13, 16] , or paging [7] .
In this paper, we apply this framework to the sleep states management problem with two states. We devise an algorithm with advice that can optimally solve any sleep state problem using n/2 advice bits, where n is the length of the input. Starting from this, we devise a c-competitive online algorithm for the problem, for 1 ≤ c ≤ n, thus establishing a direct tradeoff between advice complexity and competitive ratio. We construct a complementary algorithm that reads the indices of the longest phases of the input. Moreover, already with only a constant number of advice bits, we can achieve a lot. We establish a parameterized upper bound by constructing another c-competitive online algorithm for the problem, for c ≥ e/(e − 1). In particular, this algorithm is 1.8-competitive with one advice bit and 1.6-competitive with only five advice bits. We complement these upper bounds with a lower bound of 1 + 1/(4w + 2) − ε on the competitive ratio of any deterministic online algorithm reading sublinear advice, where w is the wake-up energy. Definition 1. An online algorithm A for an online minimization problem U is c-competitive if there is a non-negative constant α such that, for any instance I of U , we have cost(A(I)) ≤ c · cost(Opt(I)) + α. If α = 0, then we say that A is strictly c-competitive. Moreover, A is optimal if it is strictly 1-competitive.
The framework of online computation with advice is defined as follows.
Definition 2. An online algorithm with advice computes, on an input sequence I = (r 1 , r 2 , . . . , r n ), the output sequence A φ (I) = (y 1 , y 2 , . . . , y n ), where y i is computed from r 1 , r 2 , . . . , r i , φ, and φ is the content of the advice tape, i. e., an infinite binary sequence.
Definition 3. An online algorithm A is c-competitive with advice complexity s(n) if there is a non-negative constant α such that, for every n and every instance I of length at most n, there is a φ such that cost(A φ (I)) ≤ c · cost(Opt(I)) + α and at most s(n) bits of φ have been accessed during the computation of A φ (I). As above, if α = 0, then A is strictly c-competitive with advice complexity s(n), and if A is optimal if it is strictly 1-competitive.
In some cases, an algorithm with advice may need to know the entire input; in other cases, a few bits are sufficient to find the optimal solution. For the ski-rental problem [9] , for instance, a single advice bit is sufficient to be optimal. For the classic knapsack problem, Böckenhauer et al. [8] showed that a single advice bit is sufficient to be 2-competitive, even though no deterministic online algorithm for this problem can have a bounded competitive ratio.
We consider a computer system that can be in one of two states. There is a wake state in which it can process work and a sleep state that needs less energy but in which the system cannot process work. 3 In every time step, the system either receives a job to process or not. When it is in the sleep state and such a job arrives, it has to wake up; this needs additional energy. Clearly, it is a good idea to go to sleep at the beginning of a long idle period. In an online setting, the algorithm obviously does not know when this is the case. This motivates our treatment of the problem in the advice complexity setting. The formal problem definition is as follows. Let {s 1 , s 2 } be the set of states; s 1 is the wake state and s 2 the sleep state. Moreover, let p and w be positive integers. (If the system is in state s 1 , it needs p energy per time step; if it is in state s 2 , it needs w energy to "wake up.")
The input I = (r 1 , r 2 , . . . , r n ) consists of a sequence of n requests r i ∈ {0, 1}. (r i = 1 means that there is a job to be processed in the current time step.) After every request r i , an online algorithm A decides which state s i it wants to change to, with the restriction that, if r i = 1, then A has to change to state s 1 . (It has to wake up to process the job.) Formally, the output sequence is A(I) = (y 1 , y 2 , . . . , y n ), with y i = f (r 1 , r 2 , . . . , r i−1 ) ∈ S, for some computable function f , and y i = s 1 whenever r i = 1. Initially, A is in state s 1 .
The cost of A(I) is defined as follows. Every request after which A changes to or remains in state s 1 costs p. Moreover, every request after which A changes from state s 2 to state s 1 costs w.
Irani et al. [14] noted that this problem is an instance of the iterated ski rental problem. The offline problem is simple and can be solved optimally using a system that switches off at the beginning of every idle period that is longer than w/p. There is a simple deterministic 2-competitive online algorithm for 2-SSM, and this is also a lower bound for deterministic algorithms [1] . Using randomization, one can construct an online algorithm for 2-SSM with an expected competitive ratio of e/(e − 1), and this bound is tight for randomized algorithms [15] .
Upper Bounds
We now consider online algorithms with advice for 2-SSM. We present two c-competitive algorithms, one for c ∈ (e/(e − 1), 2] and one for c ∈ [1, e/(e − 1)].
We begin by observing that already one advice bit helps us to beat the deterministic competitive ratio of 2 significantly. Theorem 1. There is a strictly 1.8-competitive online algorithm for 2-SSM that reads one advice bit.
Proof. Let A 1 be the deterministic algorithm that goes to sleep after b := w/p time steps in each idle sequence, and let A 2 be the algorithm that goes to sleep already after b/2 time steps. The advice bit then simply indicates which of the two algorithms should be used.
First, note that A 1 is optimal for idle phases of length at most b, and 2-competitive for longer phases. For A 2 , we distinguish three cases. For short idle phases of length less than b/2, A 2 is also optimal. For medium idle phases of length l, with b/2 ≤ l < b, it incurs costs of b/2 · p + w = 1.5w, whereas the optimal solution has cost l · p. The competitive ratio is therefore 1.5b/l. Finally, for long idle phases of length at least b, A 2 again has cost b/2 · p + w, but the optimal solution has cost w, resulting in a competitive ratio of 1.5.
In the following, we assume for computational ease that all idle phases have length at most b. (The adversary has no advantage of producing longer phases, i. e., it cannot increase the algorithms' competitive ratio.) Let x 0 , x 1 , x 2 be the fraction of short, medium, and long phases, respectively. The competitive ratio of A 1 is therefore x 0 · 1 + x 1 · 1 + x 2 · 2, and the one of A 2 is
Since our algorithm takes the better one, it obtains a competitive ratio of min{x 0 + x 1 + 2x 2 , x 0 + 3x 1 + 1.5x 2 }. As we are interested in an upper bound, we need to find values that maximize this term. Since both A 1 and A 2 are optimal on short periods, we can safely ignore them for our worst-case analysis. That is, we set x 0 := 0 above. Also, we have x 0 + x 1 + x 2 = 1 and hence x 1 = 1 − x 2 . The expression above thus simplifies to Setting 1 + x 2 = 3 − 1.5x 2 yields x 2 = 0.8 and thus x 1 = 0.2. The competitive ratio of our algorithm is thus at most min{1 + 0.8, 3 − 1.5 · 0.8} = 1.8.
We can generalize this approach to more advice bits. For this, we need the following technical result. The proof has been omitted due to space restrictions. Lemma 1. For any two positive integers l and i, we have
The following upper bound starts at a competitive ratio of 2 with no advice and converges fast to e/(e − 1) ≈ 1.5820, as one can see in Figure 1 . Note that already five advice bits suffice to achieve a competitive ratio below 1.6.
Theorem 2.
There is an online algorithm for 2-SSM that reads l advice bits, where l ≥ 0 may be a function of n, and achieves a competitive ratio of
Proof. Let again b := w/p, and let A i be the deterministic algorithm that goes to sleep after ib2 −l time steps in each idle sequence, for 1 ≤ i ≤ 2 l . The advice bits again simply indicate which of the 2 l algorithms to use. On idle periods of length at most 2 −l b, all 2 l algorithms are optimal. The more interesting part, however, is to figure out the algorithms' competitive ratio for longer idle periods. To this end, we first determine the power consumption of each algorithm and then the power consumption of an optimal algorithm.
In the following, a j-period, for 0 ≤ j ≤ 2 l −1, is an idle period of length in the interval (j2 −l b, (j + 1)2 −l b], and a 2 l -period is an idle period of length b. (As in the proof of Theorem 1, we assume without loss of generality that all idle phases have length at most b.) Moreover, for 1 ≤ i ≤ 2 l and 0 ≤ j ≤ 2 l , let cost(A i (IP j )) denote the total cost of algorithm A i on a j-period. We define cost(Opt(IP j )) analogously. Finally, let CR i (IP j ) = cost(A i (IP j ))/ cost(Opt(IP j )).
One easily verifies that A i is optimal on idle periods of length at most i2 −l b. Formally, CR i (IP j )) = 1 ⇐⇒ j ≤ i − 1. We are, however, more interested in the values CR i (IP j
To continue our analysis, let x j be the fraction of j-periods in the whole input, for 0 ≤ j ≤ 2 l . Obviously, we have x j = 1. For notational ease, let x := (x 1 , x 2 , . . . , x 2 l ), and let CR i (x) denote the competitive ratio of A i on an instance where the fractions of idle periods correspond to x.
Note that there may be arbitrarily many jobs between two idle periods. If there are such jobs, however, they only improve the algorithm's competitive ratio. Therefore, without loss of generality, we do not consider these jobs, but only the competitive ratio of A i on the idle periods. We get
The oracle writes the index of the best algorithm on the tape. The adversary tries to construct a worst-case instance by selecting the values x j appropriately. We can safely assume that it sets x 0 := 0, since all algorithms are optimal on these very short idle periods. Therefore, Adv tries to maximize min 1≤i≤2 l {CR i (x)} by choosing x = (x 1 , x 2 , . . . , x 2 l ) ∈ [0, 1] 2 l such that x j = 1. We now show that the best strategy for the adversary is to select values x 1 , x 2 , . . . , x 2 l such that all algorithms A i can guarantee the same competitive ratio on corresponding instances. Assume for contradiction that there was some better strategy for Adv, i. e., one in which the competitive ratios of all 2 l algorithms is higher. Let x := (x 1 , x 2 , . . . , x 2 l ) be the respective values. Clearly, x = x . Let j be the highest index at which x and x differ. That is, x i = x i , for all i > j. In other words, let j ∈ {2, 3, . . . , 2 l } be the maximum value such that we have
If (2) holds, then we have CR 1 (x ) < CR 1 (x), because the coefficients of the x i in CR 1 (x) decrease, and therefore the overall value becomes smaller again. If (3) holds, then we have CR j (x ) < CR j (x), since the coefficients of all x i with i < j in CR j (x) are 1 and thus smaller than those with i ≥ j. Therefore, the overall value becomes smaller again. In both cases, the competitive ratio of at least one algorithm decreases, and thus selecting the x i such that all algorithms can guarantee the same competitive ratio is indeed the best strategy for the adversary. We claim that the values
satisfy this condition, where S =
First, note that
Second, we need to show that indeed all algorithms achieve the same competitive ratio. We consider the difference of the competitive ratios of algorithms A 2 l −i+1 and A 2 l −i , for 1 ≤ i ≤ 2 l − 1. Using (1) and the fact that x 0 = 0, we get
Using (4), we obtain
where the second factor is 0 due to Lemma 1. Thus, all algorithms achieve the same competitive ratio on instances with idle periods according to (4) . Using (1) and the fact that x 0 = 0, we get CR(A 2 l (I)) ≤
which is equivalent to showing that S = (1 + 1/2 l ) 2 l − 2. We have
We have now simplified the sum to a standard form. It is well-known that [12] . Using this, we get
Note that this result implies that, for an arbitrarily small ε > 0, there is an (e/(e − 1) + ε)-competitive online algorithm that reads only a constant number of advice bits. For the range [1, e/(e − 1)], we consider two different algorithms.
For the first one, first observe that at least one job has to be processed between any two idle periods. Therefore, an input instance of length n contains at most n/2 idle periods. For optimality, an algorithm can simply read one advice bit at the beginning of each idle period to determine the state it should change to. Generalizing this, we obtain an algorithm that provides advice for a certain prefix of the input instance. Theorem 3. There is an online algorithm A for 2-SSM that achieves a strict competitive ratio of n − 4l + (4l 2 + 2l)/n and reads at most l advice bits.
Proof. First, A reads the l advice bits from the tape. This is sufficient to be optimal on a prefix of the instance of length 2l, since the number of idle periods can at most be half of the number of requests, as we already observed above. More precisely, A behaves as follows on the first 2l requests. Whenever a new idle period begins, it reads an advice bit to determine whether to fall asleep or not. (There can be at most l idle periods in this part of the instance.) For the remaining part of the instance, A always stays awake.
Let us now analyze the competitive ratio of A. On the instance prefix of length 2l, it is optimal, i. e., it has a competitive ratio of CR 1 = 1. The worst case for the remaining instance is that there is a job at the beginning and then only idle requests until the very end. The algorithm stays awake and incurs a cost of n − 2l, although an optimal algorithm would fall asleep immediately after the job and thus incur a cost of 1. Therefore, A achieves a competitive ratio of CR 2 = n − 2l on the second part of the instance. The total competitive ratio is the weighted average of these two competitive ratios, i. e.,
n .
For l = n/2, this yields that n/2 advice bits suffice to be optimal. For the second algorithm, the oracle encodes the starting indices of the longest idle phases. The algorithm then falls asleep during those phases and remains awake at all others.
Theorem 4.
There is an online algorithm A for 2-SSM with a strict competitive ratio of 1 − 1/ l/ log n + n/ l/ log n 2 that reads at most l advice bits.
Proof. The algorithm A first reads the number log n from the advice tape. This needs at most log n advice bits. Then, A reads the starting indices of the k := l/ log n − 1 longest idle periods from the advice tape for which the optimal strategy is to fall asleep. (If there are less such phases, we can simply encode some indices several times.) Each such index can be encoded using log n advice bits; therefore, A reads log n + k log n ≤ l advice bits in total. The behavior of A is now fairly obvious: For all these idle periods, it falls asleep. For all other idle periods, it stays awake.
It remains to analyze the competitive ratio of A. In the following, we assume, without loss of generality, that k + 1 divides n. (Otherwise, our bound only gets better.) Clearly, the worst case is when there is one long idle period for which A has no advice. The maximum possible length of this idle period is n/(k +1), which is, e. g., the case when there are k + 1 idle periods in total, all of equal length. This results in a competitive ratio of 1 on a fraction of k/(k + 1) of the input, and a competitive ratio of n/(k + 1) on the remaining fraction of 1/(k + 1) of the input. The competitive ratio of A is the weighted sum of these two competitive ratios, i. e., k/(k + 1)
Observe that the bound of Theorem 4 is strictly greater than 1 for any n. This means that, for every n, there is a c ∈ (1, e/(e − 1)] such that only Theorem 3 establishes an upper bound in the range [1, c] . Conversely, for the values n = 2 
Lower Bounds
Recently, a general technique was established to prove lower bounds on the advice complexity of online problems. This technique consists of a reduction from the string guessing problem, which was studied by Böckenhauer et al. [5] . As the name implies, the problem consists of guessing a string over an alphabet of fixed size. Here, we consider the variant with known history, i. e., the algorithm gets immediate feedback whether its guess for the current character was correct. The following lower bound for BGKH is known.
Theorem 5 (Böckenhauer et al. [5] ). Every deterministic algorithm for BGKH that can guarantee to be correct in more than αn bits, for 1/2 ≤ α < 1, needs to read at least (1 − H(α))n many advice bits, where H denotes the binary entropy function, i. e., H(α) :
We use this to establish a linear lower bound on the advice complexity for c-competitiveness. The next result shows that linear advice is necessary not only to achieve optimality, but also to get arbitrarily close to it. (Note that we can always scale p and w and therefore assume p = 1 without loss of generality.) Theorem 6. Every online algorithm for 2-SSM needs to read at least
advice bits to be strictly (c − ε)-competitive, for 1 < c ≤ 1 + 
where we write r j instead of r i,j , for 1 ≤ j ≤ 2w + 2, to improve readability. We first look at what an optimal algorithm Opt does on such an instance. Since Opt always falls asleep for idle periods that are longer than the break-even point b := w/p = w, it is asleep during the second idle period for intervals of the first type, and during the first idle period for intervals of the second type.
Put differently, for the first type of interval, Opt falls asleep on r w+2 , so far having a cost of w + 1. To wake up when the next interval starts, it incurs a cost of w. The total cost is therefore 2w + 1. On intervals of the second type, Opt falls asleep on r 2 , then wakes up again on r w+3 and stays awake until the end of the subinterval. Therefore, it has cost 1 + w + w = 2w + 1. That is, Opt incurs a cost of (2w + 1)m.
Suppose now that there was an online algorithm A that achieves a competitive ratio of c − ε, for 1 < c ≤ 1 + 1/(4w + 2), and reads less than (1 − H(2w + 2 − (2w + 1)c))m advice bits. We assume, without loss of generality, that A knows the structure of the instances and hence always behaves optimal for the second idle period of a subinterval, i. e., for the requests r w+2 , r w+3 , . . . , r 2w+2 . That is, if d i = 0, then A sleeps on those requests, and if d i = 1, then A is awake on the requests r w+3 , r w+4 , . . . , r 2w+2 . (Whether it is already awake on r w+2 depends on previous requests.)
For r 1 , A always has to be awake. For r 2 , r 3 , . . . , r w , A does not know the type of the current subinterval. We now argue briefly that we can assume, without loss of generality, that, in each subinterval, A is either awake on all these requests or asleep on all these requests. In other words, it does not fall asleep or wake up when processing such a request. For the latter, the argumentation is trivial. No reasonable algorithm ever wakes up on an idle request. 4 On the other hand, the algorithm knows that there is always an idle period on the requests r 2 , r 3 , . . . , r w . Therefore, any algorithm that falls asleep on any of these requests can be replaced by an algorithm that falls asleep on r 2 and that has at least the same competitive ratio. From r w+1 on, A knows the type of the current subinterval and therefore behaves like Opt.
For an interval of the first type, if A falls asleep on the second request, it incurs cost 1 + w + 1 + w = 2w + 2. If it stays awake, it incurs cost 1 + (w − 1) · 1 + 1 + w = 2w + 1. For an interval of the second type, if A falls asleep on the second request, it incurs cost 1 + w + 1 + (w − 1) · 1 = 2w + 1. If it stays awake, it incurs cost 1 + (w + 1) · 1 + 1 + (w − 1) · 1 = 2w + 2.
We can use A to construct an online algorithm A for BGKH as follows. The algorithm A simply outputs 1 whenever A falls asleep on the second request, and it outputs 0 otherwise. One easily sees that, if A outputs a solution with cost (2w + 1)m + k, then A outputs k wrong bits. We already know that A is (c − ε)-competitive, i. e., it outputs a solution of cost less than Therefore, A outputs less than k = (2w + 1)m(c − 1) wrong bits, i. e., A outputs more than m − k = (2w + 2 − (2w + 1)c)m correct bits. Moreover, since A reads less than (1 − H(2w + 2 − (2w + 1)c))m advice bits, so does A . Setting α := 2w + 2 − (2w + 1)c, however, this contradicts Theorem 5, and therefore there is no such algorithm A . Note that the condition 1/2 ≤ α < 1 holds due to the range of c.
