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For an efficient and sustainable use of georeservoirs, optimal reservoir management 
procedures are required. Such procedures often rely on tracer tests. Due to in-situ 
interactions between the tracer and the reservoir, recorded tracer signals contain an 
integral signal of the reservoir properties. For this reason, tracer test application offers a 
powerful technique for the characterization and observation of georeservoirs. This is 
especially true when reactive tracers are used, because the dynamic approach involved 
is unlike the established routines that are used with conservative tracers. Yet, the 
analysis and interpretation of reactive tracer signals is often biased, misguided or 
downright impossible due to the application of inappropriate physicochemical models, 
or false assumptions regarding tracer-behavior in the reservoir. The use of a selective 
and specific reaction pattern allows the diagnostic capacity of reactive tracers to be 
expanded to include accurate estimates for such significant reservoir metrics as (for 
example), heat exchange surfaces and prevailing temperatures. 
In this thesis, hydrolyzing tracers, which are characterized by their reaction with water, 
were examined. As thermo-sensitive tracers, they provide information regarding in-situ 
temperatures and cooling fractions, as expressed by means of the observed 
concentrations in the recorded response curves, for which, the well-known Arrhenius 
parameters for the employed pseudo first-order reaction are necessary prerequisites. 
Theoretical and experimental investigations with regard to this group of tracer-
compounds are elaborated here, in order to mitigate interpretation uncertainties with 
their application in the field. 
Controlled laboratory experiments are conducted, in order to investigate the sensitivity 
and practical limitations of thermo-sensitive tracers. The designed experimental setup 
consists of two consecutively connected columns: both of which are sand-packed and 
heated to a specified temperature using a rapid-flow water bath, enabling the assessment 
of various thermal setups. Different experimental schemes are applied to mimic such 
various field scenarios as: Flow-through, Moving Thermal Front and Push-pull. The 
tracers are either injected continuously, or pulsed. Furthermore, the employed 
compounds have fluorescent properties which allow online measurement. Not only do 
the results of the lab experiments confirm the inherent expectations of the underlying 
theory, but when the pH dependency of the hydrolysis reaction is considered in the 
analysis, reservoir temperatures can be estimated with a precision and accuracy of up to 
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1 K. Such estimates are not influenced by variability in residence time or measured 
concentration. Furthermore, it is also possible to derive an estimate for the fraction of 
cooling when different temperatures are applied to the columns. Finally, under 
controlled and well-defined laboratory conditions, the effective application of thermo-
sensitive tracers is, reliably achieved for the first time since their introduction.  
An additional application of hydrolysis tracers is also proposed. How effectively CO2 is 
trapped in water, by solubility trapping for carbon capture and storage applications, is 
determined by the interface area between CO2 and the formation brine in deep 
reservoirs. With the employment of target-designed kinetic interface sensitive tracers 
(KIS-tracers), the respective dissolution properties of the tracer and the reaction 
product, in both the organic phase and in water can be combined with the hydrolysis 
reaction at the interface to potentially estimate the interface area. In addition to the basic 
concept of, and requirements for KIS-tracers, an initial laboratory experiment is 
presented which demonstrates the successful molecular target design and provides an 
experimental basis for the development of a macroscopic numerical model. Then, the 
related numerical simulations are implemented to examine the interplay of KIS-tracers 
with a dynamic interface area in various hypothetical scenarios. 
Due to the temperature dependent reaction-speed of hydrolysis tracers, thermal 
transients are typically observed. Hence, the last part of this thesis endeavors to further 
exploit the available information from such recorded temperature signals. For an 
idealized single-fracture system, a set of analytical solutions is discussed; spatial and 
temporal profiles are derived for thermal single well injection/withdrawal experiments. 
With the application of a mathematically efficient inversion method known as “Iterated 
Laplace Transform”, computationally efficient real-space solutions can be obtained. 
With the introduction of three dimensionless numbers, the ‘return profiles’ can be 
analyzed for fracture-width or heat-transport rate, variable pumping/injection rates and 
nearby spatial observations. Finally, an application of the aforementioned inversion 
method is used to derive a set of kernel functions for nonlinear optimization algorithms.  
The presented work narrows the existing gap of tracer choice and field application: 
helping to mitigate future planning and analysis uncertainties, while demonstrating a 
sensitivity to resolve temperatures, cooling fractions, liquid/liquid interface, fracture-
width and heat transport rate. The capability to estimate an expanded set of reservoir 
metrics, as made possible by the presented tracer concept/methods, promises to enhance 
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reservoir management procedures. The experimental results, in combination with the 
new analytical models, afford a more comprehensive insight into the collective role of 




Für eine effiziente und nachhaltige Nutzung von Georeservoiren sind bestmögliche 
Reservoirmanagementverfahren erforderlich. Oft setzen diese Verfahren auf Tracer-
Tests. Dabei enthalten die aufgezeichneten Tracersignale integrale Informationen der 
Reservoireigenschaften. Tracer-Tests bieten somit eine leistungsfähige Technik zur 
Charakterisierung und Überwachung der bewirtschafteten Georeservoire. Im Gegensatz 
zu Tracer-Tests mit konservativen Tracern, welche bereits etablierte Testroutinen zur 
Verfügung stellen, ist die Verwendung von reaktiven Tracern ein neuer Ansatz. 
Aufgrund unpassender physikalisch-chemischer Modelle und/oder falschen Annahmen 
ist die Analyse und Interpretation von reaktiven Tracersignalen jedoch oft verzerrt, 
fehlinterpretiert oder sogar unmöglich. Reaktive Tracer sind dennoch unersetzbar, da sie 
durch die gezielte Ausnutzung selektiver und spezifischer Reaktionen mögliche 
Metriken von Reservoirtestverfahren auf einzigartige Weise erweitern. So liefern 
reaktive Tracer für ein integriertes Reservoirmanagement geforderten Aussagen über 
Reservoirmetriken wie z.B. Wärmeaustauschflächen oder in-situ Temperaturen.  
Um Unsicherheiten bei der Auswertung von Tracerexperimenten zu reduzieren, werden 
theoretische und experimentelle Untersuchungen zu hydrolysierenden Tracern 
vorgestellt. Diese Tracer sind durch ihre Reaktion mit Wasser charakterisiert. Einerseits 
können sie als thermo-sensitive Tracer Informationen über Temperaturen und 
abgekühlte Anteile eines beprobten Reservoirs liefern. Für die Interpretation von 
thermo-sensitiven Tracerexperimenten sind die Kenntnis der zugrunde liegenden 
Reaktionsmechanismen sowie bekannte Arrhenius-Parameter Voraussetzung, um die 
verwendete Reaktion pseudo erster Ordnung nutzen zu können. Darüber hinaus 
ermöglichen die verwendeten Verbindungen durch ihre Fluoreszenzeigenschaften eine 
Online-Messung. Um die Empfindlichkeit und praktischen Grenzen thermo-sensitiver 
Tracer zu untersuchen, wurden kontrollierte Laborexperimente in einem eigens dafür 
entwickelten Versuchsaufbau durchgeführt. Dieser besteht aus zwei seriell geschalteten 
Säulen, die beide mit Sand gefüllt sind und jeweils auf eine eigene Temperatur 
eingestellt werden können. Somit ist es möglich, verschiedene thermische Einstellungen 
zu betrachten. Die untersuchten experimentellen Szenarien imitieren größtenteils 
Feldanwendungen: Durchflussexperimente sowie auch Experimente mit einer Umkehr 
der Fließrichtung. Darüber hinaus wurde untersucht, ob thermo-sensitive Tracer auch 
sensitiv gegenüber der Position der Temperaturfront sind. Dabei wurden die Tracer 
kontinuierlich oder gepulst injiziert. Die Ergebnisse bestätigen die zugrunde liegende 
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Theorie experimentell. Wenn die pH-Abhängigkeit der Hydrolyse bei der Analyse 
berücksichtigt wird, kann eine Temperaturschätzung mit einer Genauigkeit und 
Präzision von bis zu 1 K erreicht werden. Die Schätzungen sind von Verweilzeit und 
gemessenen Konzentrationen unabhängig. Weiterhin lässt sich eine Schätzung über den 
ausgekühlten Anteil des Systems erhalten. Durch die steuerbaren und definierten 
Laborbedingungen ist es erstmals möglich, die geforderte Anwendbarkeit von thermo-
sensitiven Tracern belastbar nachzuweisen. 
Des Weiteren wird eine zweite Anwendung hydrolysierender Tracer vorgeschlagen. 
Beim Lösen von CO2 für „Carbon Capture and Storage“-Anwendungen hängt die 
Effizienz maßgeblich von der Grenzfläche zwischen CO2 und der Sole in tiefen 
Reservoiren ab. Somit ist diese Metrik wichtig, um die Effizienz der CO2 Auflösung in 
Wasser zu bewerten. Die gezielt entwickelten Kinetic-Interface-Senitive-Tracer (KIS-
Tracer) nutzen, zusätzlich zur Hydrolyse an der Grenzfläche, die unterschiedlichen 
Lösungseigenschaften von Tracer und Reaktionsprodukt im entsprechenden Fluid. 
Somit lassen sich potentiell Aussagen über die Dynamik der Grenzfläche machen. 
Neben dem grundlegenden Konzept sowie den theoretischen Tracer-Anforderungen 
wird eine erste Anwendung im Laborexperiment vorgestellt. Diese zeigt das 
erfolgreiche, zielorientierte Moleküldesign und bietet eine experimentelle Basis für ein 
makroskopisches numerisches Modell, mit welchem numerische Simulationen 
verschiedener Testszenarien durchgeführt werden, um das Zusammenspiel von KIS-
Tracer und dynamischer Grenzfläche zu untersuchen. 
Aufgrund der Temperaturabhängigkeit der Reaktionsgeschwindigkeit hydrolysierender 
Tracer werden in der Regel auch thermische Signale aufgezeichnet. Der letzte Teil prüft 
die Möglichkeit, Informationen aus den aufgezeichneten Temperaturen zu extrahieren. 
Für ein idealisiertes Einzelkluftsystem wird eine Reihe von analytischen Lösungen 
diskutiert. Aus thermischen Injektion-/Entzugsversuchen können damit räumliche und 
zeitliche Profile abgeleitet werden. Mit der Verwendung von mathematisch effizienten 
Inversionsverfahren wie der iterativen Laplace-Transformation lassen sich 
rechentechnisch effiziente Realraum-Lösungen ableiten. Durch die Einführung von drei 
dimensionslosen Kennzahlen können die berechneten Temperaturprofile auf 
Bruchbreite oder Wärmetransportrate, wechselnde Injektions-/ Pumpraten und/oder auf 
in der Nähe beobachtbare räumliche Informationen analysiert werden. Schließlich 
werden analytische Lösungen als Kernel-Funktionen für nichtlineare 
Optimierungsalgorithmen vorgestellt. 
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Zusammenfassend bearbeitet die vorliegende Arbeit den Übergang zwischen 
Tracerauswahl und Traceranwendung. Die Ergebnisse helfen Planungs- und 
Analyseunsicherheiten zu reduzieren. Dies wird bezüglich der Empfindlichkeit 
gegenüber Temperaturen, Kühlungsanteilen, flüssig/flüssig-Grenzfläche, Kluftbreite 
und Wärmetransportrate gezeigt. Somit bieten die vorgestellten Tracerkonzepte neue 
Metriken zur Verbesserung von Reservoirmanagementverfahren. Die experimentellen 
Ergebnisse und die neuen analytischen Modelle ermöglichen einen tiefen Einblick in die 






Mein größter Dank geht an meine Referenten PD Dr. Tobias Licha und Prof. Dr. Martin 
Sauter. Besonders möchte ich die umfangreiche Unterstützung und die mir gewährten 
Freiräume zur Entwicklung und Bearbeitung meiner Ideen betonen, welches absolut 
nicht selbstverständlich ist. Ich möchte mich ebenfalls bei allen weiteren Mitgliedern 
der Prüfungskommission, Prof. Dr. Wilhelm Heinrich, Prof. Dr. Günter Zimmermann, 
Dr. Iulia Ghergut und Dr. Rüdiger Schulz, bedanken. 
Furthermore, I am greatly indebted to Prof. Dr. Ibrahim Kocabas for his help and for 
opening my eyes to the beauty and purity of analytical solutions. His unwavering 
support and expert advice helped to push my understanding to a higher level. It is 
always a delight to recall our fruitful discussions! 
Die von großem Vertrauen geprägten, mitunter kontrovers geführten fachlichen 
Diskussionen mit Dr. Mario Schaffer sowie auch PD Dr. Tobias Licha lehrten mich ein 
besserer Wissenschaftler zu sein. Sie motivierten mich, stets mit der größtmöglichen 
Akribie zu arbeiten und trotzdem andere Blickwickel zu berücksichtigen. Ich hoffe, dass 
ich dies auch an meine Masterstudenten Adriatik Olloni, Sheelajini Paramjothy, Nur 
und Silvia Njie bei ihrer unterstützenden Arbeit im Labor weitergeben konnte. 
Lothar Laake und dem Team der Zentralen Werkstatt danke ich für die technische 
Unterstützung bei der Konstruktion meines Laborversuches und Anke von Gaza sowie 
Mechthild Rittmeier für ihre Unterstützung im Labor. 
Bei allen Kolleginnen und Kollegen der Angewandten Geologie bedanke ich mich für 
eine wunderbare Zeit als Doktorand. Dies gilt besonders für meine Bürokollegen 
Dr. Katrin Thomas, Dr. Phillip Oberdorfer, Dr. Olav Hillebrand und Dr. Kopf. 
Zuletzt geht mein wärmster und herzlichster Dank an meine Familie: Miri, Lise & Hilla, 
meine Eltern Anita und Eberhard, meine Schwiegereltern, Helmut und Irene. Ohne euch 





Table of Contents 
 
1 Introduction .............................................................................................................. 1 
1.1 Motivation and background .............................................................................. 1 
1.1.1 Theoretical basis for tracer experiments ................................................... 2 
1.1.2 Tracer methods for reservoir testing, characterizing and monitoring ...... 4 
1.1.3 Hydrolysis tracers as a reservoir management tool .................................. 7 
1.1.4 (Semi-)Analytical solutions to evaluate tracer tests ............................... 11 
1.2 Scope, objectives and further outline ............................................................. 13 
1.3 References ...................................................................................................... 17 
2 Controlled column experiments to determine the theory and sensitivity of thermo-
sensitive tracers............................................................................................................... 25 
2.1 Introduction .................................................................................................... 28 
2.2 Experimental Design ...................................................................................... 29 
2.2.1 Experimental Setup ................................................................................ 29 
2.3 Results ............................................................................................................ 32 
2.3.1 Hydraulic characterisation ...................................................................... 32 
2.3.2 Isothermal experiment - Static batch experiments ................................. 33 
2.3.3 Isothermal experiment - Dynamic column experiments......................... 34 
2.4 Conclusions .................................................................................................... 35 
2.5 References ...................................................................................................... 37 
3 Temperature Determination Using Thermo-Sensitive Tracers: Experimental 
Validation in an Isothermal Column Heat Exchanger .................................................... 39 
3.1 Introduction .................................................................................................... 41 
3.2 Material and methods ..................................................................................... 42 
3.2.1 Experimental setup of the column heat exchanger ................................. 42 
3.2.2 Chemicals ............................................................................................... 43 
3.2.3 Concentration measurement ................................................................... 44 
3.3 Governing equations and analysis of thermo-sensitive tracer experiments ... 46 
3.3.1 Hydrolysis of thermo-sensitive tracers ................................................... 46 
3.3.2 Column flow and tracer transport ........................................................... 46 
3.3.3 Concept of effective temperature ........................................................... 47 
3.4 Results and discussion .................................................................................... 48 
3.4.1 Continuous injection ............................................................................... 48 
xii  
3.4.2 Pulse injection ........................................................................................ 52 
3.5 Summary and conclusions .............................................................................. 53 
3.6 References ...................................................................................................... 55 
4 Determination of temperatures and cooling fractions in differentially heated media 
by means of hydrolysable thermo-sensitive tracers ........................................................ 59 
4.1 Introduction .................................................................................................... 61 
4.2 Material and methods ..................................................................................... 62 
4.2.1 Experimental design ............................................................................... 62 
4.2.2 Chemicals ............................................................................................... 63 
4.2.3 Governing equations ............................................................................... 63 
4.2.4 Hydrolysis of thermo-sensitive tracers ................................................... 64 
4.2.4.1 Concept of equivalent temperature ..................................................... 65 
4.2.4.2 Concept of cooling fraction and mean temperature ........................... 65 
4.2.5 Performed tracer test experiments .......................................................... 66 
4.3 Results and discussion .................................................................................... 67 
4.3.1 Flow-through experiments ...................................................................... 67 
4.3.2 Moving thermal front ............................................................................. 69 
4.3.3 Push-Pull ................................................................................................. 72 
4.4 Conclusions .................................................................................................... 73 
4.5 References ...................................................................................................... 76 
5 A new generation of tracers for the characterization of interfacial areas during 
supercritical carbon dioxide injections into deep saline aquifers: Kinetic interface-
sensitive tracers (KIS tracer) .......................................................................................... 79 
5.1 Introduction .................................................................................................... 83 
5.2 Theory – conceptual model ............................................................................ 85 
5.2.1 Application of KIS tracers during CO2 injections .................................. 85 
5.2.2 Underlying processes .............................................................................. 86 
5.3 KIS tracer design ............................................................................................ 88 
5.3.1 Tracer requirements ................................................................................ 89 
5.3.2 Tracer design / synthesis......................................................................... 90 
5.4 Experiments and modelling ............................................................................ 92 
5.4.1 Lab experiments ..................................................................................... 92 
5.4.1.1 Analogue approach ............................................................................. 92 
5.4.1.2 Experimental setup ............................................................................. 94 
5.4.2 Numerical modelling .............................................................................. 94 
xiii  
5.4.2.1 Model description ............................................................................... 95 
5.4.2.2 Relation between concentration curve and interfacial area size ......... 97 
5.4.3 First results from static batch experiments ............................................. 98 
5.5 Summary and conclusions ............................................................................ 100 
5.6 References .................................................................................................... 103 
6 Comment on "A closed-form analytical solution for thermal single-well injection-
withdrawal tests by Jung and Pruess, Water Res. Research, published 3 March 2012." ...  
  .............................................................................................................................. 107 
6.1 References .................................................................................................... 114 
7 Efficient analytical solution for parameter estimation of push shut-in pull 
experiments in an idealized single fracture system ...................................................... 115 
7.1 Introduction .................................................................................................. 119 
7.2 Injection shut-in backflow tests .................................................................... 119 
7.3 Mathematical modeling ................................................................................ 120 
7.3.1 Model development .............................................................................. 121 
7.4 Computational efficiency ............................................................................. 127 
7.5 Solution verification ..................................................................................... 128 
7.6 Conclusion .................................................................................................... 130 
7.7 References .................................................................................................... 132 
8 General conclusions and perspectives .................................................................. 135 
8.1 Examination of hydrolysis tracers ................................................................ 136 
8.1.1 Thermo-sensitive tracers in dynamic systems ...................................... 136 
8.1.2 Development of Interface-sensitive Tracers ......................................... 138 
8.2 Derivation of analytical solutions for thermal single well injection (shut-in) 
withdrawal experiments ............................................................................................ 139 
Appendix ...................................................................................................................... 141 
Appendix A .................................................................................................................. 143 
Appendix B ................................................................................................................... 145 





List of Figures 
 
Figure 2.1: Upper: Initial sketch of the experimental setup. From left to right the 
tracer solute flows from the reservoir via the pump through two differentially heated 
columns. At the outlet the BTC is recorded. .................................................................. 30 
Lower: Final column experimental design. From left to right the fluorescence detector 
connected to the PC, the pumping module, the vertically standing column setup and two 
temperature water reservoirs (one for each column) ...................................................... 30 
Figure 2.2:  Installation of isothermal insulation; In gray is the column chamber 
surrounded by insulation (green) and coating (orange). ................................................. 32 
Figure 2.3: Temperature dependency of the uranine and phenol fluorescence signals. 
The correction factor applies for deviations of the sample temperature from the 
reference temperature. .................................................................................................... 32 
Figure 2.4: The obtained reaction rates of the used tracer solute and tracer solute / 
sand mixture matches the values obtained from Nottebohm et al. (2012), in contrast 
reaction rates from the tracer solute / glass beads mixture are clearly of the line. ......... 34 
Figure 2.5:  Relation between residence time and tracer reaction for different 
isothermal temperatures .................................................................................................. 35 
Figure 3.1: Sketch of the experimental setup. ................................................................ 43 
Figure 3.2: Breakthrough curve of a conservative tracer (red) for the hydraulic 
characterization with Q = 3 mL min
-1
. The corresponding lowest obtained phenol 
concentration with Q = 3 mL min
-1
 and T = 40 °C is shown. For longer residence times, 
the resulting phenol concentrations for Q = 0.4 ml min
-1
 and two different thermal 
setups are displayed. For the analysis of the continuous injection experiments, the mean 
residence time is derived at c(Phenol) = 0.5 and the concentration after reaching steady 
state conditions. Only every 10th recorded data point is plotted.................................... 45 
Figure 3.3: Relationship between the estimated and applied temperatures for the 
continuous injection experiments. While the initial temperature estimates for an 
assumed pH = 7 show a systematic offset, the applied pH correction results in accurate 
and precise absolute values. The error bars apply to all data points. ............................. 49 
Figure 3.4: Fitting of the obtained logarithmic reaction rates against the inverse 
temperature. The reaction rates in the BES buffered system indicate precise results but 
with a systematic offset compared to an assumed test case. The calculated reaction rates 
are derived from the data of Nottebohm et al. (2012). The application of the dependent 
linear fit (Equation (3.7)) reveals the pHeff shift to 6.56 due to the used BES buffer and 
thus enables the correction of the pH influence. The small tilt of the observed data 
compared to the dependent linear regression is hereby explained by a pH-T relation 
introduced with the used BES buffer. ............................................................................. 51 
Figure 3.5: Absolute temperature deviation of all single experiments. The results show 
no dependence of the residence time or tracer concentration on the precision of the 
temperature estimates. .................................................................................................... 51 
Figure 3.6: Temperature estimates of several tracer pulse injections. The relation of the 
pulse length, reaction speed and residence time must be sufficient to avoid inaccuracies 
xvi  
due to a decreasing signal to noise ratio (compare first data point for a pulse length of 
30 s at 50 and 60 °C). ..................................................................................................... 52 
Figure 4.1: Development of Teq and Tmean with the fraction of cooling χ. The 
symbols are the obtained values and the lines represent the theoretical target. The 
shaded curves have a half thickness of 2 K representing the expectable temperature 
fluctuations of single measurements. ............................................................................. 66 
Figure 4.2: Modified plot of the obtained versus the target temperatures from Maier et 
al. (2014b) in grey shades. For the initial analysis of Teq a pH = 7 was assumed, 
resulting in precise estimates with a correct systematic. The pH calibration after Maier 
et al. (2014b) leads to accurate estimates. In contrast, Tmean gives directly accurate 
results since the pH dependency is inherently considered (cf. Equation (4.9)).............. 68 
Figure 4.3:  Comparison of obtained BTC with the results of the numerical 
simulation. The experiment was performed with a thermal gradient between 40°C and 
60°C. The first pulse was longer in the hotter column (χ = 40%) than the second pulse (χ 
= 60%) resulting in a higher phenol signal. Note that the signal of the inert tracer (2-
OH-3,6-NDS ) is equal for both pulses since the total residence time is equal.............. 70 
Figure 4.4: Comparison of the cumulative concentrations of two injected pulses 
along the entire column length. The concentrations are shown for two different injection 
schemes. The data for 'stop flow' represent the performed experiment shown in Figure 
4.3, while 'cont. flow' refers to a numerically simulated experiment with an identical 
total residence time. In contrast to the virtual movement of the thermal front in the 
performed stop flow experiment the second model applies a spatially moved thermal 
front with χ of 60% and 40%, respectively .................................................................... 71 
Figure 4.5: Obtained keff for different cooling fractions (MFT). The data confirm the 
expected linear relation. (cf. Equation (4.9)). The limiting keff for a cooling fraction of 0 
and 100% are obtained in Maier et al. (2014b). ............................................................. 71 
Figure 4.6:  Effect of an applied shut in of the injection pump on the obtained 
temperature estimates (symbols). The lines show the theoretical target temperatures. 
Three pulses were consecutively injected into a system with thermal distribution of 
40 °C and 60 °C. After a shut-in phase of different duration the flow was reversed. 
While the first two injected pulses reaches the hotter column the third pulse solely 
remains in the cooler column. ........................................................................................ 73 
Figure 5.1 Injection well: Injection and spreading of scCO2 together with dissolved KIS 
tracer. Monitoring well: Measurement of KIS tracer reaction products in the brine. .... 85 
Figure 5.2 Schematic representation of all involved processes at the scCO2/water 
interface during KIS tracer application. ......................................................................... 87 
Figure 5.3 Synthesis of phenyl naphthalene-2-sulfonate from naphthalene-2-sulfonyl 
chloride and phenol. ....................................................................................................... 91 
Figure 5.4 Hydrolysis reaction of phenyl naphthalene-2-sulfonate with water and the 
fluorescent properties of the reagent and the reaction products. .................................... 91 
Figure 5.5 Sketch of the numerical model domain: The yellow dot at 20 mm height 
represents the observation point where the fluorescence signal is measured. Red 
boundaries are no flow boundaries. On the upper green boundary the flux q is defined, 
where the reaction products flow into the water............................................................. 96 
Figure 5.6 Comparison of measured concentration curves for the hydrolysis reaction 
products of phenyl acetate (PhAc) and phenyl naphthalene-2-sulfonate (2-NSAPh). ... 99 
xvii  
Figure 5.7 Comparison of different modelled scenarios: Concentration curves are 
modelled based on different functions for A(t). For the model calibration (red line) the 
constant A from the experiment was used. ................................................................... 100 
Figure 6.1: Comparison of the results from I. Kocabas (Equation (6.2), subscript K, 
Fortran) and the results from F. Maier (Equation (6.3), λ = 1, subscript M, Matlab) for α 
variation. ....................................................................................................................... 110 
Figure 6.2: Comparison of Equation (6.2) (α = 1) with Equation (6.3) (α = 1, various λ). 
For λ = 1 the results are identical. ................................................................................ 111 
Figure 6.3: Influence of λ on the BTC, Subscripts indicate λ = 2 and λ = 0.5. For a given 
experimental time and sampling rate we obtain more early times data for higher λ 
values. ........................................................................................................................... 112 
Figure 6.4: Plot section of the optimization tool written in Matlab
®
. Data originate from 
FE-Modeling using Comsol Multiphysics
®
. The synthetic data is for α = 0.36 and the 
95% confidence interval of regression is 0.35 < α < 0.39 ............................................ 113 
Figure 7.1: Sketch of the idealized single fracture/matrix configuration................ 120 
Figure 7.2:  Left: Evaluation time of Equation (7.45). All evaluations used TsD ≈ 0. 
Except the black curve where TsD = 0.4. For longer shut-in times and for higher   
values the computational demand increase. ................................................................. 127 
Right: Comparison of the computational time for the numerical simulator and 
Equation (45) for α = 10, λ = 1 and xD = 0 ................................................................... 127 
Figure 7.3: Comparison of the results from Equation (7.45) with tsD = 0 (solid line) with 
the results from the simpler injection-pumping solution (squares) (Maier and Kocabas, 
2013) ............................................................................................................................. 128 
Figure 7.4: Comparison of Comsol model (symbols) with Matlab evaluation (solid 
lines) of Equation (7.45) for different shut-in times and α = 10. In pink is the simpler 
injection backflow solution (Maier and Kocabas, 2013) .............................................. 128 
Figure 7.5: Comparison of the results from the Comsol model model (symbols) with 
evaluations of Equation (7.45) (solid lines) for tsD = 1 ................................................. 129 
Figure 7.6:  Impact of the shut-in time on the temperature return profil with λ = 1 and 
xD = 0.  .............................................................................................................. 129 
Figure A1: pH dependence of the kinetic parameters and hence the reaction rate of 
phenol acetate. The quadratic fitting functions applied to the data published by 
Nottebohm et al. (2012) were used as correlation functions in Eq. (7) to correct the 
influence of pH on the reaction speed. ......................................................................... 143 
Figure A2: Temperature estimates and standard deviations for an increasing number of 
analyzed independent experiments. Herby the considered experiments are arranged by 
their deviation from the expected temperature in descending order. While a fast 
convergence of the statistical mean is already obtained within three independent 
measurements, the standard deviation converges for this worst case scenario after four 





List of Tables 
 
Table 1.1: Parameters of Equation (1.1) for the tracers used in this thesis with φ the 
porosity, ρ the density, cp the heat capacity, km the heat conductivity and D the 
dispersion coefficient. The subscripts s,f refer to the solid or fluid phases, respectively. 3 
Table 2.1: Hydraulic parameters of the packed columns. The spherical glass beads 
provide a slightly better packing in terms of eff. porosity than sand. The columns were 
characterised (Q = 3 mL min
-1
) separately as well as in the later mounted serial 
configuration. The R
2 
refers to nonlinear curve fitting to the analytical solution of 
Equation (2.1). ................................................................................................................ 33 
Table 2.2: Comparison of the estimated temperature with the applied temperature. 
The sand packing provides precise estimates for single experiments. Due to more scatter 
(Figure 2.5) the glass packing was analysed using mean values for the reaction rate 
(n = 3,5,4 for T = 40,50,60 °C). ...................................................................................... 35 
Table 3.1: Hydraulic parameters of the packed single and serially connected 
columns.  ................................................................................................................ 47 
Table 3.2: Summarized results of the experiments. The pHeff for 40 °C and 50°C was 
obtained from the optimization analysis (Equation 3.7). 60°C pHeff is extrapolated from 
the resulting gradient between 40°C and 50°C. The SD of Teff (pHeff) applies to all 
temperature estimates. .................................................................................................... 49 
Table 4.1: Results of the flow-through experiments for all applied temperature 
differences. ..................................................................................................................... 69 
Table 4.2: Results of the moving front experiments for all applied cooling fractions 
between 10 and 90 %. Column 1 has a temperature of 40 °C and column 2 of 60 °C. .. 72 
Table 4.3: Results of the push-pull experiments. Column 1 has a temperature of 40 °C 
and column 2 of 60 °C. While the first two pulse reached both columns the last injected 
pulse 3 was only in the first, cooler column. Listed are the temperature estimates and the 
corresponding fraction in the cooler column. ................................................................. 73 
Table 5.1 Properties of synthesized KIS tracer compounds, phenyl acetate and their 
respective reaction products. .......................................................................................... 92 
Table 5.2 Comparison of physical and chemical properties between scCO2 with 
n-octane as analog compound......................................................................................... 93 
Table 7.1: Summands of the real space solution obtained from the iterative Laplace 
transformation. .............................................................................................................. 126 
 1 
1 Introduction 
1.1 Motivation and background 
With the world's increasing energy demand and required supply security, efficient and 
sustainable production technologies are critical for a secure future. Within this context, 
limited geo-resources (e.g. water, fossil energy, rare earth elements, etc.) and ongoing 
climate change are both substantial challenges (Wefer, 2010). To face this issue, the 
transition towards renewable forms of energy is currently a vital task of mankind. 
Likewise, for the associated fields of greenhouse gas emissions reduction and energy 
storage, which moved recently into the focus of an intensified research, all disciplines of 
science must contribute to achieve a fast and significant advancement. In this light, the 
geosciences must contribute, inter alia, to the emerging technologies of deep geothermal 
energy (GE), sensible energy storage (SES) and carbon capture and storage (CCS). 
These technologies have in common that the utilized geological horizons are solely 
accessed by wells. 
With an estimated global technical potential of >1000 EJ yr
-1
, GE represents the second 
largest of all renewable energy sources (IPCC, 2011). Despite the increasing global 
willingness to use this energy source for base load supply and for direct use, it is still at 
an early stage (Bertani, 2012). To date, GE provides roughly 0.1% of the total primary 
energy supply (IPCC, 2011). For a future increase, the critical factor is “the 
technological ability to use GE, not its quantity” (WEA, 2000). So far, the biggest 
obstacle to investment in GE production is the discovery risk. For hydrothermal 
systems, a critical unknown is whether or not there is a sufficient amount of thermal 
water available, while for petrothermal systems, a key factor is whether or not it is 
possible to enhance a potential reservoir with chemical and physical methods, in order 
to achieve the needed, thermally stable, production rates. 
In contrast, the discovery risk for both CCS and SES is relatively minor. The major risk 
then for each of these two technologies arises from the reliability of the respective 
reservoirs, since potential advective/diffusive leakages serve to limit the deposit and 
(long term) storage. CCS typically utilizes saline aquifers, (depleted) oil/gas fields, or 
caverns which have already been explored, while SES relies on shallower geological 
formations. Discussed also is the option of combining distinct applications, such as GE 
with CCS/SES, or conventional oil and gas applications with CCS, in order to both 
offset costs and augment efficiency through the added synergy effects (e.g. Freifeld et 
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al., 2013; Nielsen et al., 2013). Considering that most of the investment for GE, CCS 
and SES enterprises is required for well-drilling, a prior combined 
geological/geophysical exploration and risk assessment is essential. Ideally, this is 
based on an extensive survey, using e.g. seismic surveys, geothermometry, 
electromagnetic, or gravitational methods (Barbier, 2002). 
Once the initial obstacles have been surmounted and the wells have been successfully 
installed, the main goal is to raise efficiency to the maximum, in order to realize profits. 
Hence, a sustainable reservoir management procedure must be installed (Ungemach et 
al., 2005). In this work, ‘Reservoir Management’ is defined, following the Society of 
Petroleum Engineers, as a dynamic process whose goal is to mitigate reservoir 
performance uncertainties by incorporating synergy effects from multiple systematic 
applied technologies (PetroWiki, 2014). To account for the unlimited variety of 
reservoir compositions, a tailor-made reservoir management procedure which considers 
geometry, reservoir/fluid properties and depletion-state must be established. Economic 
and legal aspects must also be considered. Usually a proper reservoir management 
procedure is based on geological and numerical reservoir models. Such models include 
data from the above-mentioned explorations, as well as results from well testing. 
Various methods can provide point information within the local vicinity of the well, e.g. 
well logs and core samples, while such techniques as fluid chemistry analysis, pumping 
tests and tracer tests utilize the integrated reservoir signals to derive target metrics, e.g. 
temperatures, water origin, rock composition, permeability, storage coefficients, flow 
paths and residence times. Tracer testing is particularly noteworthy in that, based on its 
specific experimental design, a tracer test can potentially yield a wide range of possible 
metrics. For example, residence time and heat exchange surface density (both of which 
are necessary for the prediction/estimation of thermal breakthrough) are each solely 
measureable with tracer tests. Also, repeated tracer tests can be applied to resolve long 
and short-term reservoir changes. 
1.1.1 Theoretical basis for tracer experiments 
To restrict the various respective definitions from engineering, medical and natural 
sciences for tracer, indicator or marker methods, this work is strictly limited to 
georeservoir tracers. Here, a georeservoir tracer is defined as matter, or energy, with a 
temporally and spatially known input function of a measurable quantity (e.g., the 
temperature of the injected fluid, or the concentration of a specific chemical compound) 
intentionally introduced into a reservoir. 
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Table 1.1: Parameters of Equation (1.1) for the tracers used in this thesis with φ the porosity, ρ 
the density, cp the heat capacity, k the heat conductivity and D the dispersion coefficient. The 
subscripts s, f refers to the solid or fluid phases, respectively. 
u A B C 
Temperature (T) (1-φ)(ρcp)s+φ(ρcp)f (1-φ)ks+φkf (ρcp)f 
Concentration (c) 1 D 1 
 
In this thesis, the theoretical basis for the applied tracer interpretation models is given 
by the theory of transport in porous media, as expressed by means of a partial 







       (1.1) 
where the coefficients A, B and C depend on the considered tracer and are found in 
Table 1.1, u is the scalar field of the considered tracer variable, v

 is the water velocity 
and S is a source/sink term.  
From Equation (1.1) which describes the temporal evolution of u, the contributing 
processes leading to spatial and temporal changes can be identified. The first term on 
the right hand side (RHS) describes spatial movement due to existing tracer gradients 
(diffusion and dispersion), the second term RHS considers the spatial movement due to 
the moving carrier fluid (advection or convection) and the third term RHS summarizes 
all remaining alteration processes which can be expressed in a source/sink formulation 
(e.g. chemical fate, sorption, matrix diffusion, etc.). In this context, a conservative tracer 
is defined as a tracer whose transport can be sufficiently described by the first and the 
second term RHS, while a reactive tracer is defined by means of an additional specified 
interaction pattern (third term RHS).  
For the analysis of the tracer signals the known input function provides is advantageous. 
Together with reasonable initial conditions it can be exploited/introduced as a (time 
dependent) boundary condition to specify Equation (1.1). Thus, a unique solution exists 
and the observed, time-evolved response functions, containing system-specific, integral 
information of the tested georeservoir, can be applied to enhance what would otherwise 
be (merely) a qualitative interpretation with quantitative information (e.g. Małoszewski 
and Zuber, 1982). For special cases, the descriptive PDEs can be solved analytically and 
a corresponding closed-form response function can be derived. Unfortunately for most 
systems this is impossible; thus, numerical simulators provide a general method for 
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solving Equation (1.1). A successfully recorded tracer response curve enables the direct 
extraction of some quantitative information e.g. breakthrough or residence time and 
hence maximum fluid velocity, concentration maximum (average velocity), and tracer 
recovery as a function of time (Axelsson et al. 2005). Nevertheless, most of the 
information is derived/interpreted from the specific evolution of the input function itself 
over time. For example, the tailing of the response reflects matrix diffusion and/or flow 
heterogeneities, while the width of the pulse corresponds with the dispersion coefficient. 
Such metrics can only be quantitatively estimated via analytical or numerical solutions 
of Equation (1.1) for sufficient geometry assumptions. As a result, a reliable 
quantitative analysis of a tracer experiment is, in general, challenging; new concepts and 
their limitations will be discussed in this work. 
1.1.2 Tracer methods for reservoir testing, characterizing and monitoring 
The first tracer test for geological application, using chaff, was reported almost 2000 
years ago in Trachonitis (today southern Syria; Davis et al., 1980). The modern 
scientific history of tracers is nearly 150 years old. One of the first successfully reported 
tracer tests was conducted in 1877 in which dye was used to reveal a hydraulic 
connection (Knop, 1878). In general, tracer tests can be categorized into two major 
types. The first involves Inter- or Multi-well scenarios, where the tracer is injected at a 
given point (e.g. injection well) and measured elsewhere (e.g. observation or pumping 
well). In recent decades, several successful Inter-well Tests have been reported: e.g., 
Dash et al. (1983), Adams and Davis (1991), Rose et al. (2001) and Sunjan et al. (2006). 
However, it is also possible to measure again at the injection point, as reported by 
Haggerty et al. (2000), Altman et al. (2002), Behrens et al. (2009) and Maier et al. 
(2011). These tests, known as Single-Well Injection-Withdrawal (SWIW), Push-pull or 
Huff-puff, complement Inter-well Tests with additional information. While the primary 
advantage of Inter-well Tests is that they are able to investigate flow-path properties 
over long distances, encompassing large reservoir volumes, SWIW enable flow 
reversibility observations which are advantageous for the evaluation of time-dependent 
processes (e.g. Nordqvist and Gustafsson, 2002; Ghergut et al., 2012). For the planning 
and implementation of a successful tracer experiment, four essential questions must be 
addressed: 
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 (1) What is the target/goal of the experiment? 
Usually this question is straight-forward. Nevertheless, due to the large costs involved, 
it is essential to evaluate the desired metrics and therefore the experimental boundary 
conditions and limitations carefully. Various metrics can be evaluated from tracer 
experiments. A great overview of possible tracers for different applications and target 
metrics can be found in e.g. Davis et al. (1980), Chrysikopoulos (1993), Nottebohm 
(2011), Schaffer (2013) or Serres-Piole et al. (2012). The definition of the experimental 
target leads to the next question. 
 
 (2) Which tracer is optimal? 
In review (Davis et al., 1980; Chrysikopoulos, 1993) and guideline (Serres-Piole et al., 
2012) publications, the authors emphasized that the proper choice of an appropriate 
tracer is a fundamental key parameter to avoid failure. Generally, a sound understanding 
of the hydromechanical reservoir properties or additional information regarding rock 
and fluid properties is required to estimate the target metrics successfully. Also the 
expected flow patterns (e.g. divergent/convergent versus dipole) and representative 
volumes must be considered. Furthermore, during the planning process it is important to 
consider interaction of the tracer with temperature, pressure, pH, rock properties, ionic 
strength, salinity, biological activity, etc. (Bjornstad et al., 1994). While conservative 
tracers should show only negligible interaction, reactive tracers apply the interaction in 
a targeted manner. Whenever tracer tests are intended to be employed in a quantitative 
analysis, a specified description of the expected interaction is considered essential 
(Axelsson et al, 2005). Such a description is addressed in this thesis for both Hydrolysis 
Tracers and for Heat Injection. Once the target metric has been defined and the proper 
tracer has been chosen, the design of an injection scheme is the following step. 
 
 (3) How should the input function be designed? 
The design of an appropriate tracer input function is always challenging. If not 
altogether unknown, the flow pattern in heterogeneous georeservoirs very often holds a 
high degree of uncertainty. Nevertheless, several degrees of freedom can be identified to 
adjust the experimental design (Nordqvist and Gustafsson 2002; Axelsson et al., 2005): 
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 Flow rates 
 Tracer injection duration 
 Chaser fluid duration 
 Waiting phase duration 
 Tracer injection concentration 
 Detection limit 
 
 Return rate anticipated  
 Total experimental time 
 Used wells 
 Distances involved 
 Tracer background  
 Reservoir conditions (pH, 
Temperature, etc.) 
The determination of the tracer injection concentration is hereby the critical crux of the 
input function design, being that it is itself dependent on all adjustment factors as well 
as on the future in-situ development of the injected tracer pulse. A rough estimate of the 
optimal injection concentration can be obtained from mass-balance calculations, or 
better from numerical models. 
 
 (4) How to obtain the response function with regard to sampling points and 
sampling frequency? 
In their review of nearly 50 years of tracer history in oilfield characterization, Du and 
Guan (2005) identified poor sampling strategies as the most common reason for failure, 
which has often been due to such technical restrictions as: lack of manpower, lack in the 
quantity of sampled wells, or faulty measurement techniques (Axelsson et al., 2005). 
The potential experimental duration of a tracer test can conceivably span a very wide 
range: from a matter of mere seconds to a scale of years. The actual sampling rate is 
typically case specific, but as a general rule it is recommended to sample with a 
decreasing frequency (Axelsson et al., 2005). The reason for this is that rapid tracer 
returns with steep gradients should be expected at the beginning of a tracer test. Such 
features become less distinct over time, due to ongoing dispersion/diffusion processes, 
thus, a reduced sampling rate is deemed sufficient during later stages of the test. The 
optimal experimental duration is hardly predictable, particularly since late-stage data 
also contains valuable information, which is driven mainly by sorption and diffusion 
processes (Haggerty et al., 2000, 2001). 
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1.1.3 Hydrolysis tracers as a reservoir management tool 
In such reservoir applications as GE and SES, fluids having a distinct temperature from 
that of the ambient reservoir are injected. Therefore, reservoir management procedures 
must deal with a spatial and temporal temperature distribution within the employed 
domain. GE also contains the potential risk of an early thermal breakthrough (e.g. 
Malate and O’Sullivan, 1991; Stefansson, 1997). Such a feature serves to limit the 
practical duration of use, or life-span for a given reservoir, limiting its economic 
potential. To improve reservoir management procedures, chemical tracer testing has 
been identified as perhaps the most important tool for measurement of possible cooling 
at the production well (e.g. Axelsson, 2003). Due to the faster advective transport of 
dissolved chemical tracers, in comparison with temperature signals, their use affords a 
better means of evaluating thermal drawdown (Chrysikopoulos, 1993). To date, the best 
method available for estimating the position of the thermal-front is through the 
application of a retardation relation, resulting from the linear relationship between the 
thermal-front and the concentration-front of conservative tracers (e.g. Bodvarson, 
1972). This indirect method is, however, restricted to linear-flow environments and is 
yet to be successfully applied in a single field experiment. Thus, a reliable method to 
estimate the thermal state of a georeservoir remains to be developed. To overcome this 
limitation, thermo-sensitive tracers which feature a specific hydrolysis reaction were 
first proposed in the 1980s (Robinson et al., 1984; Tester et al., 1986). Nowadays, there 
are three applications of hydrolysis tracers: Partitioning Tracers for the estimation of 
residual saturations (e.g. Tomich et al., 1973; Meyers et al., 2012), Thermo-sensitive 
Tracers for thermal-state investigations (examined in this thesis) and Kinetic Interface 
Sensitive Tracer (KIS-Tracer) for CCS application (proposed and examined in this 
thesis). The expression: thermo-sensitive tracer refers in this work exclusively to tracers 
that are based on the hydrolysis reaction. Hydrolysis is the cleavage of a chemical 
compound (X–Y) by reaction with water (H–OH): 
OHYHXOHHYX k      (1.2) 
The rate of this reaction (k), as expressed by The Arrhenius Law, is controlled mainly 
by ambient temperature. Thus, DuTeaux and Callahan (1996) conclude that adequate 
Arrhenius parameters (activation energy and frequency factor) must be identified prior 
to the successful application of a tracer in the field. The term ‘adequate’ is understood 
here as being obtained when the reciprocal of the reaction rate at the highest formation 
 8 
temperature falls within the same order of magnitude as that of the tracer test duration 
(Chrysikopoulos, 1993). 
Relatively few field experiments have been performed using thermo-sensitive tracers. 
The first experiments, which used two ester compounds (ethyl acetate and isopentyl 
acetate), were performed in Fenton Hill (e.g. Tester et al., 1986). In the subsequent 
analysis, an assumption for pH value was used to derive a temperature estimation from 
the ethyl acetate concentration data. Batchelor (1986) and Kwakwa (1988) implemented 
ethyl acetate as a tracer (HDR doublet, Camborne School of Mines, England), but were 
unable to identify a reservoir temperature. The failure of the initial experiments was 
attributed to false or missing pH values and poorly determined pH dependencies. 
Further problems occur when the highly volatile tracers are measured at reservoir 
temperatures greater than 80 °C (the boiling point of Ethanol is 78.3 °C and for Ethyl 
acetate is 77.1 °C). Substances which show attenuation under isothermal conditions are 
closely related to thermo-sensitive hydrolysis tracers (Adams and Davis, 1991; Adams 
et al., 1992; Rose et al., 2001, 2003; Rose and Clausen, 2014). Adams & Davis (1991) 
performed a dual tracer experiment using fluorescein and aromatic acids (Dixie Valley, 
Nevada), using an analysis based on differing degradation rates to successfully solve for 
the effective temperatures, as confirmed by a priori known temperatures. Due to a lack 
of general geochemical behavior characterization and reaction mechanism description, a 
transfer of this experiment has not been possible (Fenton Hill, New Mexico; Du Teaux 
& Callahan, 1996). In general, further sensitivities (e.g., pH and pOH), could cause 
potential difficulties in controlling the reaction kinetics of thermo-sensitive tracers 
(Robinson and Birdsell, 1987; Batchelor, 1986, Nottebohm et al. 2012). 
In order to overcome setbacks leading to the employment of thermo-sensitive tracers as 
a useful tool for reservoir management, a comprehensive evaluation of their 
physicochemical properties must be elaborated. For this purpose, the theoretical 
background of thermo-sensitive tracers for reservoir characterization, as established by 
Tester (1985), Robinson (1985), and Tester et al. (1986, 1987), as well as recently 
proposed tracer compounds (Nottebohm et al., 2012) provide a stable basis to build 
upon. From the pioneering research of Robinson (1985), four generalized and essential 
research fields for successful field implementation of thermo-sensitive tracers can be 
deduced. 
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1.) An evaluation of Push-pull and Inter-well Tests must be performed, with regard to 
appropriate kinetic parameters which are dependent on residence-time, pumping-rate, 
reservoir volume/geometry and expected temperatures. Robinson (1985) concluded that 
for Inter-well Tests, a change in pumping-rate results in a relatively insignificant 
difference in residence-time; however, this is not true for SWIW tests, which are less 
restrictive. SWIW tests can then be designed more freely; thus, a tracer with appropriate 
kinetics can be found more easily. Based on the deduced theory for thermo-sensitive 
tracers and due to the absence of experimental data, a vast set of preliminary studies 
using numerical methods were recently performed by various scientists (e.g. Behrens et 
al., 2009; Plummer et al., 2010, 2012; Williams et al., 2010, 2013; Reimus et al., 2011; 
Ghergut et al,. 2013a). Behrens et al. (2009) stated that the sensitivity of thermo-
sensitive tracers might not be sufficient to detect changes in the position of the thermal 
front. Plummer et al. (2010) found that the sensitivity of such tracers can be 
significantly increased through specific adjustment of the Arrhenius Parameters. For 
two benchmark reservoir models, both of which are dominated by parallel fractures and 
dipole flow conditions, an optimal range of kinetic parameters for quantitative analysis 
can be identified (Plummer et al., 2012; Willams, 2013). Ghergut et al. (2013a) 
presented a review of thermo-sensitive tracer tests that were used for the estimation of 
thermal life-span for four distinct types of geothermal systems: featuring a range from 
porous to fractured media flow conditions. Thermo-sensitive tracers were found to be 
useful in all scenarios for a general thermal characterization, but deemed less capable in 
systems with a complex residence time distribution (Ghergut et al., 2013a). 
2.) Laboratory flow experiments have been proposed and conducted, in order to test the 
utility of thermo-sensitive tracers. With the use of an open-pipe laminar-heat exchanger, 
thermo-sensitive tracers were identified as a tool with a high potential to estimate 
internal temperatures (Robinson, 1985). However, due to a combined forced/free 
convection flow-field in the non-isothermal experimental setups, only a qualitative 
analysis was possible (Robinson, 1985). The stated experimental limitations can be 
overcome through the use of an alternative experimental laboratory design, as presented 
in this work. The results from the proposed column experiments are directly transferable 
to systems which feature a linear correlation between thermal and tracer velocity 
(Bodvarson, 1972; Shook, 2001). Such general limitations as tracer/matrix interactions 
and the relative sensitivity of various thermo-sensitive tracers can be evaluated with 
these analogue experiments (e.g. Robinson, 1985; Leecester et al., 2012). With the 
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successful transfer from static-batch to dynamic-flow experiments, the underlying 
theory can be validated and extended to consider further dependencies. 
3.) The identification and synthesis of possible tracer compounds should be forced. The 
obtained (time-dependent) dependencies on, e.g., dissolved ions, CO2 and OH- 
concentration complicate the analysis (Robinson, 1985). It would be desirable to 
minimize the effects of secondary processes, but until such minimization has been 
achieved, the stability of thermo-sensitive tracers must be carefully evaluated in such a 
way that further alteration processes can later be considered. Adams et al. (1992) and 
Nottebohm et al. (2012) found that the main parameter determining tracer stability is the 
Acid Dissociation Constant. This is expressed by the identified linear free-energy 
relationships (Shorter, 1985) between the relative acid-strength and reaction-speed of 
the corresponding derivates (e.g. ester, amides, etc.). Thus, the use of a classification 
system according to different functional groups serves as a rule of thumb to forecast 
thermal stability. Taking further advantage of the influence of steric hindrance, as well 
as mesomeric and inductive effects for compounds with the same basic structure, 
allows/enables the adjustment of Arrhenius parameters for target-designed tracers 
(Adams et al., 1992; Nottebohm et al., 2012). On this basis, the studies regarding the 
stability of tracers (e.g. Robinson, 1985; Nottebohm et al., 2010, 2012; Idzik et al., 
2014) can be used as a starting point.  
4.) Finally, the mentioned advances should result in adjusted analysis methods. Such 
methods should be based on comprehensive models, which account for an advanced 
understanding with regard to potential processes (e.g. sorption) and sensitivities (e.g. 
pH). The use of such comprehensive models not only augments the design and planning 
of successful tracer experiments, but enables their quantitative interpretation. For 
piston-flow dominated reservoirs, Chemburkar (1991) presented an assumption-free 
method to resolve temperature profiles; the only restriction is that two thermo-sensitive 
tracers are needed. For more complex systems, elaborate inversion techniques must be 
found, based on the residence time distribution function (Robinson, 1985; Ghergut et 
al., 2013a). One other important finding is that a minimum of three consecutive tests 
must be performed, in order to estimate the thermal breakthrough time (Willams, 2013). 
In summary, a successful thermo-sensitive tracer experiment, or more generally, a 
successful hydrolysis tracer experiment, rests on four pillars: numerical modeling 
(planning, sensitivity analysis, etc.), tracer synthesis and characterization (Arrhenius 
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parameters, dependencies, etc.), dynamic analogue experiments (tracer/fluid and 
tracer/matrix interaction) and elaborate analysis methods (numerical models, 
analytical solutions, etc.). The need for systematic research as a pre-requisite for the 
successful application of thermo-sensitive tracers in field experiments is also 
emphasized by Plummer et al. (2011), who stated that, "the basic theory behind the 
concept of thermal tracers [sic] has been understood for some time, but an effective 
application of the method has yet to be demonstrated." 
1.1.4 (Semi-)Analytical solutions to evaluate tracer tests 
As demonstrated in the previous chapter, a quantitative analysis of tracer test data relies 
on sophisticated analysis methods. Geological reservoirs are often heterogeneous, but 
those in which the representative volume is dominated by relatively few central features 
(e.g. fractures, faults, homogeneous porous media, etc.) can be sufficiently described 
using idealized models. In such cases, an analysis based on analytical solutions is 
desirable. 
For several hydrogeological systems (e.g. rivers, karst systems, aquifers, fractures, etc.), 
transport is based on the mathematical formulation given above (cf. Equation (1.1); e.g. 
van Genuchten et al., 2013; Axelsson et al., 2005). The problems are usually expressed 
with coupled one-dimensional PDEs, one for the flow domain and one describing the 
adjacent matrix. Because they are restricted to hypothetical assumptions for reservoir 
geometry and boundary conditions, analytical solutions are less flexible than the 
analysis afforded by comprehensive numerical models. Nevertheless, in each of these 
scenarios, heterogeneous conditions are simplified by confined linear, or radial-flow 
assumptions, since the use of analytical solutions allows the following advantages for 
GE, SES and CCS applications: benchmarking of numerical simulations (e.g. Jung and 
Pruess, 2012; Maier et al. 2012; van Genuchten et al. 2013), implementation in 
nonlinear regression procedures for data inversion with best estimate and reliability of 
the estimated value (e.g. Dogru et.al. 1977), sensitivity analysis of the dependent 
variable due to perturbations in the value of the fitting parameter (e.g. McElwee & 
Yukler, 1978, McElwee, 1987), quantification of the uncertainty, supporting the optimal 
design of field experiment (e.g. Beck & Arnold 1977). To date, various heat and solute 
transport scenarios have been addressed: 
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 Linear heat transport: e.g. in Cartesian coordinates: Lauwerier (1955), 
Bodvarson (1972), Gringarten and Sauty (1975), Ziagos and Blackwell (1986); 
in radial coordinates Bödvarsson and Tsang (1982) 
 Linear solute transport: in Cartesian coordinates: e.g. Barker (1982), Sudicky 
and Frind (1982), Kocabas and Islam (2000a); in radial coordinates: e.g. Falade 
and Brigham (1989), Kocabas and Islam (2000b), Veling (2001)  
Based on the initial findings for linear transport, various scientists also developed 
analytical solutions for experiments featuring flow reversal: 
 SWIW solute transport: Falade et al. (1987), Kocabas and Horne (1987), 
Haggerty et al. (1998).  
 SWIW heat transport: Kocabas and Horne (1990), Kocabas (1995), Kocabas 
(2005), Jung and Pruess (2012). 
Kocabas and Kucuck (2011) found that the same solutions can be used for radial and 
Cartesian coordinate systems when measurements are taken at the well (injection point) 
for a SWIW experiment. The solutions for solute transport employ various specific 
source-terms, which consider the influence of sorption or reaction processes. An 
established method to derive analytical solutions from the descriptive PDE is to solve 
the equation in the Laplace domain, which affords the transformation of derivatives into 
algebraic expressions. The transformation of the solutions from the Laplace domain into 
real-space are usually challenging, for which, various methods have been applied such 
as: numerical inversion techniques (the un-inverted solutions in the Laplace domain are 
defined as semi-analytical solutions), the application of approximate solutions through 
the use of series expansion techniques, or the application of such various transformation 
techniques as Fourier, Fourier Sine, Laplace, Iterated Laplace, etc. (real-space solutions 
are defined as exact solutions). When heat is used as a tracer only SWIW experiments 
are feasible, due to the slow advancement of the thermal signal along the flow direction. 
However, the diffusive transport into the adjacent matrix is several orders of magnitude 
faster than that of solute tracers. SWIW can improve reservoir management procedures 
with information regarding reservoir geometry (radial or linear flow field e.g. Kocabas 
and Horne, 1990; fracture aperture e.g. Kocabas, 2005) or heat transport rate (Kocabas, 
2005). Ghergut et al. (2011) discuss the role of fracture aperture as an equivalent 
measure for the heat exchange area density, which is considered to be the controlling 
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factor for the thermal life-span of the reservoir. However, the sensitivity of thermal 
SWIW to this metric has been questioned (e.g. Ghergut et al. 2011, Jung and Pruess; 
2012, Ghergut et al. 2013b). Kocabas and Horne (1990) derived a solution which 
describes a SWIW with equal pumping-rates for injection and backflow. For unequal 
injection and backflow-rates a semi-analytical solution was later presented (Kocabas, 
1995). Jung and Pruess (2012) derived a closed-form real-space solution, including 
quiescence phases; however, the applied transformation techniques lead to 
multidimensional improper integrals, which require impractical solving durations of up 
to several weeks (Jung and Pruess, 2012). 
1.2 Scope, objectives and further outline 
Although the ability to estimate such reservoir metrics as thermal state, fracture 
apertures, heat transport rates and CO2/H2O interface areas is vital for the improvement 
of reservoir management strategies for GE, SES, and CCS applications; no reliable 
method exists for the estimation of these metrics. This thesis explores the potential of 
utilizing tracer experiments for such estimations: with the implementation of hydrolysis 
tracers (thermal state, including in-situ temperatures and cooling fractions) and heat 
(fracture apertures and heat transport rates). Furthermore, a new concept is proposed: 
the use of hydrolysis tracers for the determination of the CO2/H2O interface area in a 
given reservoir. To use synergy effect Kocabas (2005) suggests the joint application of 
heat and chemical tracers, in order to increase tracer test capability. With the use of 
hydrolysis tracers, it is recommended to log also the temperature of the in/effluent. Heat 
and hydrolysis tracer experiments are complementary. 
In general, tracers have already been established as a standard tool for reservoir 
management (e.g. Serres-Piole et al., 2012). However, due to poor sampling techniques 
and insufficient knowledge regarding tracer behavior, the majority of the performed 
tracer experiments have only been analyzed qualitatively, rather than quantitatively (e.g. 
Axelsson, 2003; Shook et al., 2009). Schaffer (2013) stated that the knowledge of tracer 
behavior is an indispensable prerequisite for a successful interpretation. Therefore, an 
investigation of the tracer’s properties is required prior to its injection in a reservoir. 
(Björnstad et al., 2001). This work aims to narrow the gap between tracer design and 
tracer field application with extensive laboratory experiments and analytical 
investigations (for hydrolysis tracers and the use of heat), in order to provide a reliable 
basis for the planning and evaluation of future field experiments. With regard to the use 
of thermo-sensitive tracers, the transferability of results, from static batch to dynamic 
 14 
flow experiments is initially assessed. The theory is validated and inherent limitations 
are identified with laboratory experiments, designed to mimic various field scenarios. In 
order to further extend the potential metrics of hydrolysis tracers, a new class of 
liquid/liquid interface sensitive tracers, which utilize a controllable hydrolysis reaction, 
is proposed. The last part of this study explores the utilization of temperature 
observations from a tracer experiment. A set of closed form analytical solutions, which 
consider an idealized fractured system, are also presented. A more detailed outline is 
presented below. 
Chapter 2 deals with the application of thermo-sensitive tracers. The transferability of 
results from static isothermal batch experiments to dynamic isothermal systems is 
shown. For this purpose, such parameters as pH value, used buffer and the set 
temperature are maintained.  The only change is the additional flow field. An innovative 
column experiment is designed for the performance of the tests. Additionally, the effects 
of different materials and chemicals on the thermo-sensitive tracers’ underlying 
hydrolysis reaction are assessed. 
In Chapter 3, the potential behavior of a thermo-sensitive tracer in isothermal flow 
fields is explored. Firstly, the influence of pH on the validity of thermo-sensitive tracers 
is examined. Moreover, it is shown that evaluation is possible over the entire range of 
observed tracer concentrations. The experiments use three different temperatures, 
comparable with those commonly used for injection. It is further demonstrated that the 
experimental duration has no influence on the validity of the experiments: neither with 
pulse, nor with constant input of tracer solution. The observed uncertainties of the 
temperature estimation indicate only small fluctuations of around 2 K. This work 
enables the experimental confirmation of the underlying theory, which is based on the 
combination of the transport in porous media with that of the hydrolysis reaction. 
Chapter 4 discusses the extension of the experimental laboratory system through the 
application of a thermal gradient, which enables the investigation of non-isothermal 
scenarios. In the resulting two temperature system, three different scenarios are tested. 
From the results of inter-well, SWIW and variable thermal front experiments, the 
potential to detect temperature and cooling fractions with thermo-sensitive tracers can 
be derived. In addition to the advantages and disadvantages of different temperature 
evaluations from the recorded tracer breakthrough curves, the sensitivity to the thermal 
front position can be proven over the entire cooling range. Furthermore, the dependence 
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of the results on "shut-in" phases of the pumping system is examined. The ability to 
detect the metrics of cooling fraction and thermal state, as expressed by a system 
describing temperature, are experimentally confirmed. 
In Chapter 5, the hydrolysis reaction is utilized to synthesize a further class of tracers 
(KIS-tracer). Presented here is the functional concept and development of KIS-tracers, 
as well as their potential suitability for the determination of CO2/H2O interface area is 
presented. The interfaces formed by the injection of supercritical CO2 into saline 
aquifers are an important metric for the quantification of the effectiveness of 
dissolution. The relative distinction between the dissolution behavior of the tracer 
molecule and that of the reaction product forms the basis of the presented conceptual 
model. In addition, a laboratory experiment is presented and evaluated with a 
numerically-based, macroscopic model. Based on the calibrated model, several 
expansion scenarios are discussed. 
The temperature signal, which is commonly recorded during (hydrolysis) tracer 
experiments, may offer further insights. Chapter 6 discusses the possibility of using 
heat injection. The scientific discourse presents computationally highly-efficient, 
analytical solutions of a thermal SWIW experiment. The set of four real-space 
analytical solutions presented here are based on a revised solution, extending its 
application to variable pumping/injection flow-rates as well as spatial information. Such 
solutions are derived for an idealized single-fracture system. The derived solutions in 
Laplace domain are inverted through the employment of an iterative Laplace 
transformation and are used as a kernel for non-linear optimization algorithms. Because 
of the chosen approach, very efficient analytical solutions are found, which reduce by 
orders of magnitude the amount of computing time required for evaluation, when 
compared with other existing solutions. Discussed are both the solutions and their 
computational efficiency. The potential use of a thermal-injection backflow test to 
estimate fracture-width and heat transport-rate is also examined. Since the solutions 
utilize the temperature signal as a tracer, they provide valuable additional information to 
thermo-sensitive tracer experiments, without the involvement of extensive technical 
effort. 
Chapter 7 presents a further analytical solution for a thermal SWIW taking an 
additional "shut-in" phase into account. As already shown by the experiments with 
thermo-sensitive tracers, such an extension serves to bolster the potential expressiveness 
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of tracer experiments. To derive the analytical solution, the describing PDEs are 
transformed triple Laplace and the obtained solutions are transformed back by means of 
the already established method of iterative Laplace The sensitivity of such a test as well 
as its utility as a reservoir management method are discussed. 
Chapter 8 summarizes the conclusions with respect to the focus of the thesis and gives 
an outlook for future research activities. 
Appendix A presents additional information regarding Chapter 3. 
Appendix B presents additional information regarding Chapter 7. 
Appendix C presents a complete list of journal articles, conference contributions, and 
miscellaneous publications related to the present work from the author. 
Since this thesis is a cumulative dissertation including published journal articles, cited 
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Abstract 
The reinjection of abstracted thermal water is a common procedure in geothermal 
reservoir management. It provides several advantages e.g. disposal of geothermal 
wastewater, the maintenance of the reservoir strain and the reduction of the subsidence 
due to compaction. On the other hand, due to this practice the reservoir cools down 
since the extracted energy may exceed the natural heat flow. This limits the life time of 
a geothermal system. For an optimal reservoir management during geothermal power 
plant operation it is essential to locate and describe the thermal front in the subsurface. 
Currently, there is no method available for measuring this thermal drawdown. One 
promising tool to overcome this shortage is the application of thermo-sensitive tracers. 
Unfortunately, earlier reported field experiments failed due to inappropriate tracer 
compounds. Recently, new compounds were synthesized in our group with fluorescent 
properties allowing in-situ measurement of tracer breakthrough curves. These tracers 
have well known kinetic parameters, which is a prerequisite in tracking thermal fronts. 
According to the obtained pre-exponential factor A and the activation energy Ea of the 
Arrhenius law these thermo-sensitive tracers may already be used in short-term 
experiments (e.g. PushPull) or low temperature reservoirs (T < 100 °C). This 
circumstance gave us the opportunity to conduct controlled laboratory experiments with 
focus on tracer breakthrough curve correlation to reservoir temperature. The 
experimental setup consists of two consecutively connected columns, where each is 
heated to a certain temperature using a rapid flow water bath. Preliminary results, with 
sieved sand as a packing material, show a precise estimate of the applied temperature 
from the recorded tracer breakthrough curve. It is the first time that reliable experiments 





   α  dispersivity 
   A  pre-exponential factor 
   c  concentration 
   D0  molecular diffusion coefficient 
   Dl  longitudinal dispersion coefficient 
   Ea  activation energy 
   I  ionic strength 
   k  1st order reaction rate 
   l  spatial coordinate 
   L  column length 
   Q  pumping rate 
   R  ideal gas constant 
   t  time 
   T  temperature 




In the currently ongoing energy transition discussion, geothermal energy is considered 
to be one of the major potential sources for the worlds energy supply (IPCC, 2011). To 
enlarge the efficiency of the hereby used geothermal power plants, these facilities 
require a proper geothermal reservoir management. Common practice is the reinjection 
of abstracted thermal water, which provides a safe disposal of the geothermal 
wastewater, the maintenance of the reservoir strain and the reduction of the subsidence 
due to compaction. Unfortunately, this practice leads to a thermal drawdown in the 
exploited geothermal reservoir since the extracted energy exceeds the natural heat flow 
(O’Sullivan et al., 2010). To improve the reservoir management procedures and raise 
the efficiency of geothermal power generation knowledge on the thermal front’s 
position would be extremely valuable. In the broad range of available monitoring and 
characterisation tools e.g. geophysical, borehole and tracer methods, none of them is 
currently able to measure and/or quantify the thermal drawdown directly. The best 
available tool today is the analysis of tracer breakthrough curves using chemically inert 
tracers and the thermal retardation relation to estimate the position of the thermal front 
(Pruess and Doughty, 2010; Shook, 2001). To overcome this shortage one promising 
tool are thermo-sensitive tracers. This class of tracers were proposed for the first time in 
the mid-eighties (Robinson et al., 1984; Tester et al., 1986). Unfortunately, earlier 
reported laboratory and field experiments failed due to inappropriate compounds and 
measurement methods (Tester et al., 1987; Kwakwa, 1988). Recently, new compounds 
were synthesised and tested (Nottebohm et al., 2012). Their thermal dependency is 
described by a pseudo first order hydrolysis reaction (Nottebohm et al., 2010). The 
biggest advantage of these new tracers is that they show fluorescent properties hence, it 
is possible to perform online measurements under in-situ conditions. In analysis of their 
breakthrough curve (BTC) a well studied kinetic behaviour is a prerequisite for tracking 
thermal fronts. Our experimental setup allows a reliable contribution in the currently 
ongoing discussion about the applicability and sensitivity of thermo-sensitive tracers 
(Behrens et al., 2009; Plummer et al., 2012). To answer the raised questions based on 
theoretical and numerical work this study presents results from laboratory experiments, 
which allow the application of thermo-sensitive tracers in flowing systems with an 
applied temperature field. 
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2.2 Experimental Design 
The scope of this laboratory work is to experimentally investigate the capability of 
thermo-sensitive tracers. These tracers extend the possibilities of tracer tests, as they 
provide estimates of spatial and temporal information on the reservoir temperature 
evolution. Hence the experimental setup should provide possibilities to examine 
temporal and spatial changes of temperature. Hereby, the reduction to a limited number 
of processes controlling the system and well defined and adjustable boundary conditions 
are essential in order to obtain reliable results (Schaffer et al., 2013). Every additional 
process, e.g. catalysis from column filling or column material, sorption or flow field 
heterogeneities influences the shape of the BTC and hence, will complicate the analysis. 
Vice versa, every deviation from the expected BTC tells the experimenter that 
additional processes are present (Schaffer et al., 2013) and must be considered or 
suppressed by setup changes. The understanding gained from these laboratory 
experiments is vital for interpreting later field experiments with thermo-sensitive 
tracers. 
2.2.1 Experimental Setup 
Due to the above mentioned spatial and temporal requirements the experimental setup 
should be capable of providing a non-isothermal flow field. Therefore the selected 
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where the flow field is determined by Darcy's law and the thermal dependency is given 





 .          (2.2) 
Note that for inert tracers k = 0, where all other processes are still valid. The presented 
results were conducted under steady state flow and isothermal conditions. That 
operation mode of the system, as a plug-flow-reactor, allows us initially to compare 
results directly with isothermal batch experiments (Nottebohm et al., 2012). This is 
done to gauge the system prior to more complex operations modes, e.g. applied 




Figure 2.1: Upper: Initial sketch of the experimental setup. From left to right the tracer solute 
flows from the reservoir via the pump through two differentially heated columns. At the outlet the BTC 
is recorded.  
  Lower: Final column experimental design. From left to right the fluorescence 
detector connected to the PC, the pumping module, the vertically standing column setup and two 
temperature water reservoirs (one for each column) 
The experimental system consists of three separated flow systems. On the one hand, the 
tracer system in which tracer solute is pumped from the tracer reservoir through two 
columns, mounted in separate chambers to the fluorescence detector. On the other hand, 
the two temperature-controlled water reservoirs which are connected to the column 
chambers via thermally insulated pipes. Note that each thermostat corresponds to one 
chamber and therefore one column only (Figure 2.1). 
The core of the system comprises of two stainless steel columns 0.5 m each with 
Ø = 3 cm. They are coupled together in series via interconnecting pipes and are 
positioned vertically. The use of stainless steel ensures that the applied temperatures of 
the surrounding water bath is conducted into the porous media packed columns and 
maintain a fixed thermal boundary condition. The columns where filled with sieved 
sand of grain sizes between 125–250 µm. The uniform size of the sieved sand provides 
 31 
a homogeneous porous media packing, which maintains its hydraulic properties over a 
number of experiments. It further reduces the influence of dispersion towards an ideal 
plug flow regime. Natural materials (e.g. reservoir sediments and sand) showed no 
influence on the reaction speed of hydrolysis (Nottebohm et al., 2012). 
The packing was done after the slurry method which provides best results for natural 
materials. The packed columns are mounted coaxially in the thermally insulated column 
chambers (Figure 2.2). Finally the experimental core is connected to external devices 
(Figure 2.1): 
 Two thermostats which allow differential heating/cooling of the two columns  
 The pump with adjustable flow rate and back pressure control 
 Fluorescence spectrophotometer together with a tempered flow-through cell 
allowing simultaneous online measurements of multi-compound tracer solutions. 
The operating procedure of the experimental setup starts with heating the inner columns 
bearing the porous media packing. After regulating the temperature of the water in the 
temperature reservoirs, the fluid will start circulating around the stainless steel columns 
and transmit the heat. Then the flow through cell inside the fluorescence detector is also 
pre-heated to the same temperature as the outlet from the upper column, in order to 
maintain isothermal conditions and accurate reading (Figure 2.3). Experiments are 
started once the system is in thermal equilibrium. The presented results were conducted 
under steady state flow and isothermal conditions. The tracers to be considered are 
uranine as an inert reference tracer (similar to an internal standard) and phenyl acetate 
as thermo-sensitive tracer (Nottebohm et al., 2012). Due to the experimental design it 
takes almost one week to exchange the columns. Hence one aim is to maintain stable 
conditions, so that several thermo-sensitive tracer experiments can be conducted with 
one set of mounted columns.  
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Figure 2.2:  Installation of isothermal insulation; In gray is the column chamber surrounded by 
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Figure 2.3: Temperature dependency of the uranine and phenol fluorescence signals. The 
correction factor applies for deviations of the sample temperature from the reference temperature. 
 
2.3 Results 
2.3.1 Hydraulic characterisation 
Prior to the thermal experiments the packed columns where hydraulically characterised. 
This is done by classic step input tests using only uranine. Beside the estimation of the 
hydraulically relevant parameters (Table 2.1) e.g. effective porosity, interstitial velocity 
or dispersion coefficient the analysis of BTCs produced from each column separately is 
an inherent control that the packing is reproducible. As stated above, the transport 
mechanism of the tracer is dominated by advection and hydrodynamic dispersion 
(Equation 2.1). Hydrodynamic dispersion leads to smearing of the tracer front, or in 
other words a wider band of tracer residence times with higher dispersion coefficients. 
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Table 2.1: Hydraulic parameters of the packed columns. The spherical glass beads provide a 
slightly better packing in terms of eff. porosity than sand. The columns were characterised 
(Q = 3 mL min
-1
) separately as well as in the later mounted serial configuration. The R
2 
refers to 
























1 1.83E−4 1.77E−7 0.39 .998 
2 1.76E−4 0.99E−7 0.38 .995 




 1 1.79E−4 0.50E−7 0.40 .999 
2 1.72E−4 0.46E−7 0.40 .998 
1+2 1.76E−4 0.50E−7 0.40 .999 
 
As the end concentration of thermo-sensitive tracers depend on the residence time in the 







         (2.3) 
is essential in order to ease the analysis. For the presented experimental system 
molecular diffusion can be neglected since D0 is in the order of 1E−9 whereas αv is of 
order 1E−7. With a total of one meter column length the system is clearly advection 
dominated since Pe is in the order of 1000. Systems with high Pe numbers show a sharp 
and fast breakthrough with a small bandwidth of tracer residence time. This allows in 
turn estimating a mean residence time for the analysis of the BTC. 
2.3.2 Isothermal experiment - Static batch experiments 
The solute to be used in the column experiments contains phenyl acetate  
(c = 10 mg L
-1
), uranine (c = 0.05 mg L
-1
) and phosphate buffer (I = 0.014 mol L
-1
, 
pH = 7). Note that the hydrolysis product of phenyl acetate is measured, since phenol 
has fluorescent properties but not its ester. Here uranine will be used as reference 
compound as it is stable and inert under the applied temperature conditions. The 
adjusted pH = 7 allows the comparison with the results from Nottebohm et al. (2012). 
Note that the kinetic parameters are extremely sensitive to the pH. For any decrease of 
pH by 1 unit, between pH = 6–8, the reaction rate of the reactive tracer reduces 
approximately one order of magnitude (Nottebohm et al., 2012). The buffer is used to 
maintain a constant pH of the solute, hence to maintain a stable dependency of reaction 
rate on temperature (Equation 2.2). The kinetic parameters, for the used pH of the solute 
where Ea = 77 kJ mol
-1
 and ln A = 25.5 h
-1




















Nottebohm et al. (2012)
 
Figure 2.4: The obtained reaction rates of the used tracer solute and tracer solute / sand mixture 
matches the values obtained from Nottebohm et al. (2012), in contrast reaction rates from the tracer 
solute / glass beads mixture are clearly of the line. 
where verified again for the used tracer solute and packing material using batch 
experiments. For sand a small scattering around the values reported by Nottebohm et al. 
(2012) of the estimated reaction rates was obtained (Figure 2.4). This demonstrates the 
quality and robustness of the data set presented in Nottebohm et al. (2012). In addition 
to the sand as packing material glass beads of comparable size were also tested. Their 
spherical shape combined with their smooth surface leads to even better packing 
(Table 2.1) as well as reproducible hydraulic conditions between experiments. 
However, it turned out that the artificial material showed a higher reaction rate then 
natural materials (Figure 2.4). Therefore the data transferability to geothermal systems 
may be limited.  
2.3.3 Isothermal experiment - Dynamic column experiments  
Initially, isothermal experiments were conducted for system temperatures of 
40, 50 and 60 °C with various pumping rates. Under these isothermal conditions it was 
possible to obtain the fundamental relationship of phenyl acetate concentration to tracer 
residence time according to the decay equation which states that for longer residence 
times more thermo-sensitive tracer reacts (Figure 2.5). Furthermore the temperature 
dependency is clearly seen, which states that for higher temperature, the reaction rate is 
higher and hence more thermo-sensitive tracer reacts. By applying Equation (2.2) the 
obtained tracer concentrations can be transformed into a system temperature estimate 
(Table 2.2). The system temperature estimates show a high accuracy and in the case of 
sand packing a very good reproducibility. 
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y = 8.7074e -0.2805x
R2 = 0.9922
y = 8.6133e -0.2829x
R2 = 0.9348
y = 5.0531e -0.3317x
R2 = 0.4094
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50 °C  (Glass beads)
60 °C  (Glass beads)
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Figure 2.5:  Relation between residence time and tracer reaction for different isothermal 
temperatures 
Table 2.2: Comparison of the estimated temperature with the applied temperature. The sand 
packing provides precise estimates for single experiments. Due to more scatter (Figure 2.5) the glass 










T estimated  
[°C] 
 






 0.4  11.56  59.7  60 
 0.7  6.76  60.0  60 
 3.0  1.57  62.8  60 
 3.0  1.51  62.5  60 
 3.0  1.62  61.5  60 
 4.0  1.19  63.7  60 
 4.0  1.18  63.6  60 










 40.5 ± 16  40 
  48.5 ± 15  50 
  63.0 ± 5  60 
2.4 Conclusions 
During the last decades, thermo-sensitive reactive tracers are considered as a method to 
obtain in-situ information about geothermal reservoir temperature and temperature 
evolution. In theory, the reaction rate is proportionally related to the temperature of the 
reservoir. Hence the measured concentrations are a function of temperature and 
residence time. Based on the relationship an evaluation of the thermal drawdown of 
geothermal reservoirs should be possible. This work contributes experimental results to 
the ongoing discussion. 
This laboratory work is the first successful experimental trial, known so far, to validate 
the underlying theory in a flow system. The two main assumptions that for longer 
residence times and higher temperatures more thermo-sensitive tracer reacts are proven. 
Furthermore we obtain a high accuracy and good reproducibility of the estimated 
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system temperature. The outcome from the experiments has validated the 
proportionality of the reaction rate to the temperature of thermal sensitive tracers. The 
residence time alone was the driving factor that determined the end concentration, and 
thus the system temperature, when the system was operated under isothermal 
conditions. Furthermore it turned out that for a reliable analysis of thermo-sensitive 
tracers and therefore better understanding of the investigated systems, the simultaneous 
injection of an inert reference tracer is essential. The inert tracer provides comparable 
spatial and temporal information and hence the combined analysis allows an improved 
specification of influences e.g. dispersion, retardation, flow path heterogeneities, tracer 
loss etc. which are important for the analysis. Such influences must be considered and 
cannot be detected by tracer tests using only thermo-sensitive tracers.  
The use of artificial material (glass beads) showed that the estimation of the system 
temperature is possible, but due to very different kinetic constants, possibly caused by 
catalytic effects from the glass beads, the transferability to geothermal systems is 
limited. The use of glass beads for testing thermo-sensitive tracers based on hydrolysis 
is not recommended. Further experiments will be conducted with sand filled columns. 
The experimental setup allows examining the influencing processes on thermo-sensitive 
tracers as it provides known boundary conditions e.g. temperature, pumping rate, 
geometry and material properties. Next steps planned are the analysis of a wider 
temperature spectrum as well as the application of non-isothermal temperature fields. 
Additionally, the application of different compounds and multi-compound experiments 
is considered. Finally, the experimental setup aims to contribute solving questions about 
sensitivity in terms of temperature front estimation and interpretability of pumping and 
injection schemes (Push-Pull, Slug injection etc.). 
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Abstract 
The estimation of the thermal drawdown and its spatial and temporal evolution is a 
major challenge in the context of geothermal reservoir management. Column 
experiments were performed with the aim of assessing the potential of thermo-sensitive 
tracers to measure prevailing in-situ temperatures of the flowed-through medium. The 
results from 40 isothermal experiments with different residence times and temperatures 
using thermo-sensitive tracers are presented. The resulting precise temperature estimates 
were independent from the residence time and measured concentration. Considering pH, 
an accuracy of up to 1 K was achieved. The underlying theory was successfully verified 





With an estimated technical potential of up to 5000 EJ per year, geothermal energy is 
considered as one of the largest renewable energy resources (WEA, 2000; IPCC, 2011). 
Due to its widespread distribution, the challenge lays in the technical ability to exploit 
this huge potential (WEA, 2000). While various factors can impact geothermal power 
generation efficiency, one of the biggest exergy losses can be attributed to the 
reinjection of geothermal fluids (Yari, 2010). This practice leads to a thermal drawdown 
in the injection region. It also includes a potential risk of early thermal breakthrough, 
since the extracted energy exceeds the natural heat flow in nearly all geothermal 
reservoirs (O’Sullivan et al., 2010). Nevertheless, reinjection can serve a beneficial role 
in reservoir management as it can provide for the safe disposal of the geothermal 
wastewater, the maintenance of reservoir pressures and the reduction of subsidence due 
to compaction (Stefansson, 1997). Consequently, there is a demand for new 
sophisticated reservoir tools that can help to guide management procedures and improve 
the efficiency of geothermal power generation. 
In this context, the knowledge of the thermal front position in the geothermal reservoir 
would provide valuable information towards quantifying the thermal drawdown and 
estimating the risk of early thermal breakthrough. However, all currently available 
monitoring and characterization techniques, e.g., geophysical, borehole and/or tracer 
methods lack a direct in-situ measure for quantifying this drawdown. New chemical 
compounds may close this gap. Today, tracer tests are an established tool, which 
provides an increasing number of reservoir-relevant metrics. In addition to the classical 
evidence of hydraulic connections, further information can be gained such as reservoir 
size and recharge rates (Rose et al., 1999), mean residence times and reservoir volumes 
(Shook, 1998). Tracer methods have become an important characterization tool for the 
investigation of thermal drawdown (Axelsson et al., 2005). Commonly, the analysis is 
based on available analytical or numerical retardation relations linking the tracer front to 
the thermal front in porous media (e.g. Bodvarsson 1972, Pruess and Doughty, 2010; 
Shook, 2001; Suzuki et al., 2014). Recently, the possibility of using the temperature 
signal itself as a "tracer" was discussed (Maier and Kocabas, 2013; Jung and Pruess, 
2013). All existing concepts have similarities with their analyses, in that they are based 
on idealized assumptions with regard to geometry and used parameters. Therefore, the 
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obtained solutions are usually non-unique (Axelsson et al., 2005). Shook (2001) 
concluded that tracer test data can only be reliably analyzed when considering these 
narrow restrictions. The recently introduced thermo-sensitive tracers (TSTs) from 
Nottebohm et al. (2010) have the potential to provide a new testing routine allowing the 
measurement of the thermal state of a geothermal reservoir. TSTs were proposed for the 
first time in the Mid-1980s (Robinson et al., 1984; Tester et al., 1986), but confirmation 
of the capability of TSTs is still pending. Previous laboratory (Robinson et al., 1984) 
and field (Kwakwa, 1988) experiments can be built upon with new compounds and 
measurement techniques. The thermal dependence of ester compounds, as the TST 
tested, is based on its pseudo-first order hydrolysis reaction (Nottebohm et al., 2010) in 
contact with water. In this investigation, phenol acetate (PhAc) was used, as it has well 
defined kinetic parameters and releases the fluorescent product, phenol, allowing for 
online measurement (Nottebohm et al., 2012). Results from the analysis of TST column 
experiments are presented, providing a valuable contribution in the currently ongoing 
theoretically/numerically based discussion (Behrens et al., 2009; Plummer et al., 2012) 
on the applicability and sensitivity of TST experiments. The main focus of this work is 
the experimental investigation of the general behavior of TSTs in isothermal flow fields 
under various temperatures and flow rates.  
3.2 Material and methods 
3.2.1 Experimental setup of the column heat exchanger 
The experimental setup provided a controlled thermal flow environment. It was 
designed to reduce the number of occurring processes to the lowest possible extent. As a 
result of this idealization/simplification, well-defined, adjustable boundary conditions 
were guaranteed in order to obtain reliable results (Maier et al., 2013, Schaffer et al., 
2013). Figure 3.1 shows the experimental setup of the double column heat exchanger. 
The core of the system was comprised of two columns (preparative HPLC column, 
Alltech Grom GmbH, Rottenburg-Haifingen, Germany), each with a length of 50 cm 
and a diameter of 3 cm. The columns were mounted coaxially in vertically positioned 
vented chambers, where connected thermostats (F40, Julabo GmbH, Seelbach, 
Germany) allow for heating/cooling of the columns between 0 and 100 °C (± 0.2 °C).  
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Figure 3.1: Sketch of the experimental setup. 
The columns were filled with sand (Type S80, Euroquarz GmbH, Dorsten, Germany), 
which was sieved to grain sizes from 125–250 µm. Before filling, the sand was ultra-
sonicated for several hours to reduce the turbidity and the initially alkaline sand (pH > 
8) was titrated according to Niedbala et al. (2013) with an HCl solution until a neutral 
pH (pH = 7 at room temperature) was established. Polyether ether ketone (PEEK) 
tubing connected all parts of the experimental setup. 
3.2.2 Chemicals 
In the experiments, the carboxylic acid ester phenol acetate (PhAc) was used as a TST 
tracer. PhAc undergoes a hydrolysis reaction in aqueous media. A 0.01 M aqueous N,N-
bis(2-hydroxyethyl)-2-aminoethanesulfonic acid (BES, CAS: 10191-18-1) buffer 
solution (pH = 7 at room temperature) containing 5 g L
−1
 NaCl was used as the working 
fluid. The addition of NaCl is intended to reduce microbial activity during the 
experiments. For the tracer experiments, 0.4 mg L
−1
 of the conservative reference tracer 
2-OH-3,6-NDS (CAS: 135-51-3) (Nottebohm and Licha, 2012) purchased from TCI 
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Europe, Zwijndrecht, Belgium and 10 mg L
−1
 PhAc (CAS: 122-79-2) from Acros 
Organics, Geel, Belgium were added to the solution. PhAc was chosen as the TST 
because it meets the following requirements: well known reaction kinetics, availability 
of the corresponding kinetic parameters Ea and A, and suitable reaction speed for the 
dimensioning of the columns and experimental setup. After each TST experiment, the 
system was flushed with the buffer solution containing the biocide NaN3 (5 g L
−1
) to 
further inhibit potential microbially induced side reactions. Prior to each subsequent 
tracer test, the system was flushed for a short period with the buffer solution, void of 
tracer to avoid quenching of the fluorescence signal by the azide anion. 
3.2.3 Concentration measurement 
The tracer solution was stored in a cooled water bath with a maximum temperature of 
5 °C to avoid significant PhAc hydrolysis prior to injection. The solutions were pumped 
through the system using a HPLC pump (Pro Star, Varian GmbH, Darmstadt, 
Germany), allowing variable flow rates between 0 and 5 mL min
−1
. Tracer 
concentrations at the column outlet were measured with a fluorescence 
spectrophotometer (Cary Eclipse, Varian GmbH, Darmstadt, Germany) in a peltier-
thermostated (± 0.1 °C) 80 µL flow-through cell (Type 583F flow through, Starna 
Scientific Limited, Hainault, England), allowing the simultaneous detection of multi-
compound tracer solutions. Due to the fluorescent properties of 2-OH-3,6-NDS and the 
PhAc reaction product, phenol, the breakthrough curves (BTCs) can be recorded in real 
time. The constant tracer input allows for direct analysis after a constant concentration 
of the measured compounds at the column outlet is established (Figure 3.2) whereas 
dispersion must be considered for the analysis of pulse injections. Concentrations were 
measured at the effluent temperatures. Hence, to account for the different thermal 
dependencies of the fluorescence signal, the more robust signal ratio of the two tracers 
was calibrated. The reliability of TST experiments is significantly improved by using at 
least one conservative tracer as an internal reference standard. This has several 
advantages as it resolves secondary dilution processes, e.g. dispersion, allowing the 
estimation of the effective reservoir temperature (Teff) from the difference between 
conservative tracer and TST concentrations. 
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Figure 3.2: Breakthrough curve of a conservative tracer (red) for the hydraulic characterization with 
Q = 3 mL min
-1
. The corresponding lowest obtained phenol concentration with Q = 3 mL min
-1
 and 
T = 40 °C is shown. For longer residence times, the resulting phenol concentrations for 
Q = 0.4 ml min
-1
 and two different thermal setups are displayed. For the analysis of the continuous 
injection experiments, the mean residence time is derived at c(Phenol) = 0.5 and the concentration 
after reaching steady state conditions. Only every 10th recorded data point is plotted. 
Initially, 21 isothermal continuous injection experiments at temperatures of 40 °C, 
50 °C and 60 °C and different flow rates (0.2 – 3 mL min
−1
) were conducted. To ensure 
repeatability, at least one replicate experiment was conducted for the same flow rate at 
each investigated temperature. The temperatures were chosen to ensure a reasonable 
range of detectable phenol concentrations. For the fastest experiments at 40 °C, on the 
one hand, the residence time was ~ 1.6 h, resulting in a phenol concentration slightly 
above the limit of detection (0.1 mg L
−1
). On the other hand, the PhAc half-life was 
exceeded for the longest performed experiment at 60 °C with a residence time of ~27 h. 
The tracer residence time was controlled by the flow rates. 
Since continuous injection experiments are usually not a feasible experimental design 
for field tracer tests in reservoirs where vast amounts of tracer solution would be 
required, 21 further experiments using tracer pulses were conducted. The pulses were 
again injected into 40 °C, 50 °C and 60 °C environments. The impact of pulse length 
and dilution due to hydrodynamic dispersion on the analysis of the resulting BTCs was 
examined. This was performed with a flow rate of Q = 3 mL min
−1
 and with tracer pulse 
lengths from 15 s to 64 min. The integral method was applied for the analysis of the 
tracer peaks (Käss et al., 1998). In this method, the ratio of the peak areas was used to 
estimate the absolute tracer concentrations and hence Teff.  
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3.3 Governing equations and analysis of thermo-sensitive tracer 
experiments 
3.3.1 Hydrolysis of thermo-sensitive tracers 
PhAc reacts in the presence of water, forming acetic acid and phenol as daughter 
products. The hydrolysis of esters is a second order reaction where the rate-limiting step 
is the attack of OH
−
 (Sykes, 1988). The reaction can be reduced to a pseudo-first order 
reaction under constant pH-conditions (Nottebohm et al., 2012). The reaction speed is 





           (3.1) 
where A is the pre-exponential factor, Ea is the activation energy, R is the universal gas 
constant, k is the reaction rate and T is the absolute temperature. The pH dependence of 
the reaction (e.g., Bender, 1960; Sykes, 1988) must be considered to account for the pH 
of the geothermal system being investigated. The pH of a geothermal reservoir can vary 
(Arnórsson et al., 1982; Adams, 1985; Durst and Vuataz, 2001; Andre et al., 2006), but 
geothermal reservoirs usually have a high buffer capacity due to dissolved minerals and 
CO2, providing stable pH conditions (e.g. Chiba, 1991; Pang and Reed, 1998). 
3.3.2 Column flow and tracer transport 
Due to the large length to diameter ratio of the serially connected columns (~ 33), tracer 
transport is assumed to be one-dimensional. Therefore, it can be described by means of 
























        (3.2) 
where ci is the tracer concentration, t the time, x the spatial coordinate, Dx the 
longitudinal dispersion coefficient, v the pore water velocity and Ri the sink/source term 
related to the kinetic reaction properties of the tracer/product. For the pseudo-first order 
TST reaction Ri in Equation (3.2) is described as:  
ii kcR            (3.3) 
For the conservative reference tracer Ri is neglected. The hydraulic characterization of 
the columns is based on the BTC of 2-OH-3,6-NDS. The obtained BTCs (Figure 3.2) 
were fitted to the analytical solution of Equation (3.2) using the nonlinear optimization  
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procedure of the CXTFIT code (Toride et al., 1995) implemented in the program 
package Stanmod (Version 2.08, Simunek et al., 1999). The resulting hydraulic 
parameters (effective porosity (ne) and dispersivity (α)) are provided in Table 3.1. The 
scale independent results for single and double columns and the good fitting quality 
indicate that the packed sand (bulk density: 1.56 g cm
−3
) provides a nearly isotropic 
flow domain. 
For the serially connected columns with a total length of 1 m (L), a strongly advection- 
dominated flow pattern was observed, since the Peclet number:  

L
Pe            (3.4) 
is on the order of 4000. Due to low hydrodynamic dispersion, the BTC has a sharp and 
virtually symmetrical shape. Consequently, with sufficient data resolution, the mean 
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3.3.3 Concept of effective temperature 
The estimated effective temperature is defined here as a corresponding temperature, 
describing the state of the exploited reservoir assuming isothermal conditions in the 
analysis. The analysis is based on the solution of the decay equation, describing the 
pseudo-first order hydrolysis reaction. With two experimentally accessible parameters, 
namely duration of the experiment and the ratio of outflow/inflow concentrations, the 






















1 0.264 ± 0.012 0.413 ± 0.001 
2 0.233 ± 0.014 0.414 ± 0.001 
1+2 0.253 ± 0.057 0.412 ± 0.001 
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To account for dilution processes, the observed concentrations were referenced to the 
signal of the accompanied conservative tracer. The estimated keff can be transformed 
into the corresponding Teff using Equation (3.1). For the estimation of Teff, the kinetic 
parameters Ea and A are required. Nottebohm et al. (2012) published these parameters 
for selected TSTs, including PhAc in the pH range between 6 and 8. Since the ester 
hydrolysis reaction speed is pH dependent and the organic buffer solution applied in the 
column experiments to control the pH conditions shows a stronger pH dependence on 
temperature than inorganic buffers, such as the phosphate buffer applied by Nottebohm 
et al. (2012), their data cannot be used directly. However, they were used to derive pH 
correlation functions. In doing so, the kinetic parameters are assumed to be continuous 
over the considered pH range (Figure A1) and the data from Nottebohm et al. (2012) 
were fitted with a quadratic function (Maier at al. 2014). Running the system as an 
isothermal plug-flow-reactor allows direct comparison of the results with isothermal 
batch experiments published by Nottebohm et al. (2012) and verifies the data 
transferability from static to dynamic experiments (Maier et al., 2013).  
3.4 Results and discussion 
3.4.1 Continuous injection 
For deriving the temperatures by (Equations (3.1) and (3.6)), a uniform pH of 7 was 
initially assumed. This pH also represents the pH of the tracer solution at room 
temperature, but obviously neglects the temperature dependence of the pH in the 
experimental system. However, the calculated temperature estimates show a high 
precision but a low accuracy compared to the applied temperatures (Figure 3.3). 
Furthermore, the systematic offset of the linear relationship between the estimated and 
applied temperatures allow already relative estimates of different system temperatures. 
To increase accuracy, the temperature dependence of the pH was measured in the 
effluent of the columns in a second step. A constant pH gradient of 0.015 K
−1
 was 
obtained, confirming the value of 0.016 K
−1
 from Good et al. (1966) for the BES buffer. 
The required kinetic parameters Ea and A in Equation (3.1) were adapted based on the 
pH correlation functions derived from the independent dataset in Nottebohm et al. 
(2012) (Maier et al., 2013; Figure A1). As a consequence, the accuracy could be 
improved and the resulting Teff deviates only between 1.0 – 3.9 K (Table 3.2, Figure 3.3) 
from the applied temperatures. 
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Figure 3.3: Relationship between the estimated and applied temperatures for the continuous injection 
experiments. While the initial temperature estimates for an assumed pH = 7 show a systematic offset, 
the applied pH correction results in accurate and precise absolute values. The error bars apply to all 
data points. 
Table 3.2: Summarized results of the experiments. The pHeff for 40 °C and 50°C was obtained from the 
optimization analysis (Equation 3.7). 60°C pHeff is extrapolated from the resulting gradient between 

















40 0.006 ± 0.001 29.5 (7) 36.1 (6,74) 39.0 ± 1.7 (6,60) 5 
50 0.014 ± 0.001 37.9 (7) 48.7 (6,58) 49.5 ± 0.8 (6,56) 7 
60 0.031 ± 0.003 46.4 (7) 63.6 (6,43) 60.4 ± 1.2 (6,52) 7 
Pulse Injection 
40 0.007 ± 0.001 30.6 (7) 36,4 (6,74) 40.2 ± 0.8 (6,60) 8 
50 0.015 ± 0.001 38.4 (7) 49.0 (6,58) 49.8 ± 0.9 (6,56) 7 
60 0.029 ± 0.002 45.8 (7) 62.9 (6,43) 59.7 ± 1.0 (6,52) 6 
 
For reservoirs, where the in-situ pH cannot be estimated due to dilution and degassing 
during production (Pang and Reed, 1998), the effective reservoir pH (pHeff) can be 
inversely fitted. In this case, the average pHeff for the T range can be derived using an 
optimization procedure applied to the calculated ln(keff) against the inverse temperatures 









)ln(        (3.7) 
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where Ea(pHeff) and ln(A)(pHeff) are the correlation functions (Maier et al., 2013; Figure 
A1) derived from the data published by Nottebohm et al. (2012). Note that the measured 
reaction rates have a slightly different slope than the regression predicted for a constant 
pH (Figure 3.4). This tilt can be explained by the omission of the pH-T dependence 
when only one pHeff is applied for all T values. Hence, the pH-T relation leads to 
relatively different reaction rates at lower and higher temperatures. The estimated 
(average) pHeff of 6.56 coincides with the measured pH range of 6.74 – 6.43 (40 – 60 
°C) in the effluents. For practical reservoir applications, therefore, the pHeff could be 
estimated by interwell tracer tests in the weakly disturbed system prior to production 
and/or with push-pull measurements in the nearly isothermal vicinities of the used 
wells. As an extension to the inverse fitting, the pHeff can be determined for different 
temperature setups. Consequently, individual pHeff-T relationships can be calibrated. 
Using the 40 °C and 50 °C measurements in Equation (3.7), for example, a system 
specific damping of the pH gradient to −0.004 pH K
−1
 is obtained in this temperature 
range. This empirically derived pHeff gradient was successfully extrapolated to account 
for the 60 °C experiments. Several influencing factors may cause the observed damping. 
First, the sand surfaces in the columns may locally influence the keff and the calculated 
pHeff due to catalytic effects. Second, the results are sensitive to uncertainties in the 
kinetic data Ea and A used for the transformation of keff into Teff (Figure 3.3). Hence, the 
identified pHeff-T relationship takes all systematic errors into account. Therefore, its 
calibration provides an important basis for more complex experiments that consider, for 
example internal thermal gradients or other non-isothermal environments (Maier et al., 
2014). As a result of the system-specific pH adaptions, very accurate estimates within 
~1 K for all applied temperatures can be achieved (Table 3.2).For a single experiment, 
the temperature deviations commonly fluctuated up to ~2 K, while very few outliers 
showed a deviation of up to 4.5 K. (Figure 3.5) A statistical analysis of several 
independent experiments showed a reduction of the standard deviation (SD) to ~1 K 
with a rapid decrease in uncertainty for repeated experiments (Figure A2). The 
estimated temperatures are independent of the applied injection rates and tracer 
residence times (Figure 3.5). For the worst-case scenario (Figure A2), where the 
analyzed experiments are arranged by their deviation in descending order, an accurate 
value was always reached within three experiments. In contrast, the SD converges after 
four to five realizations. Based on this result, the realization of at least three independent 
TST experiments is recommended. 
 51 















Fit Eq. 7 (pHeff = 7)
Observed Data
Fit Eq. 7 (pHeff = 6.56)
 
Figure 3.4: Fitting of the obtained logarithmic reaction rates against the inverse temperature. The 
reaction rates in the BES buffered system indicate precise results but with a systematic offset compared 
to an assumed test case. The calculated reaction rates are derived from the data of Nottebohm et al. 
(2012). The application of the dependent linear fit (Equation (3.7)) reveals the pHeff shift to 6.56 due to 
the used BES buffer and thus enables the correction of the pH influence. The small tilt of the observed 
data compared to the dependent linear regression is hereby explained by a pH-T relation introduced 
with the used BES buffer. 
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Figure 3.5: Absolute temperature deviation of all single experiments. The results show no dependence 
of the residence time or tracer concentration on the precision of the temperature estimates. 
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3.4.2 Pulse injection 
Similar to the results from continuous injection experiments, the temperature estimates 
for single pulses varied by up to ~2 K from the expected temperature (Figure 3.6). Bias 
from the pH influence was also observed. The injection of several consecutive pulses 
from one tracer solution led to highly reproducible results. The observed fluctuations for 
the temperature estimates were always ≤1 K SD (Table 3.2). For very short injection 
lengths (t < 1 min), the decreasing signal to noise ratio resulted in slightly worse 
predictability of the temperature (Figure 3.6). This illustrates the possible wide range of 
the BTC analysis, only limited either for no or complete TST decay when neglecting 
secondary dilution processes. Reaching these limits, the relevant information is hidden 
in the background or saturation noise, respectively. With the injection of tracer pulses, 
in contrast to the continuous injection experiments, dispersion cannot be neglected in 
the BTC analysis. While dispersion introduces additional dilution (see Equation (3.2)), 
the analysis benefits from the increasing phenol concentration with longer residence 
times. The generation of the reaction product during the experiment results in an 
advantageous (higher) height-to-width ratio of the evaluated peak. This is in contrast to 
tracers, which are evaluated based on their declining signal (Rose and Clausen, 2014). 
The reproducibility of the dispersion coefficients was confirmed by a nonlinear 
optimization of the single BTC to the analytical solution of Equation (3.2).  















Figure 3.6: Temperature estimates of several tracer pulse injections. The relation of the pulse length, 
reaction speed and residence time must be sufficient to avoid inaccuracies due to a decreasing signal to 
noise ratio (compare first data point for a pulse length of 30 s at 50 and 60 °C).  
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Thus, the identical transport properties of PhAc, phenol and 2-OH-3,6-NDS in the flow 
field facilitate the analysis. Therefore, dispersion effects are inherently considered when 
the ratio of the corresponding signals is used in the analysis. For continuous injection 
with Q = 3 mL min
-1
, a smearing of the tracer front width of up to ~9 min was observed. 
Consequently, a pulse length of t > 16 min led to a plateau, whereas for example, the 
injection of a 15 s pulse at 60 °C led to noisy data with no chance of their evaluation. In 
general, the single pulse injections show again a very good repeatability in duplicate 
experiments (Table 3.2). 
3.5 Summary and conclusions 
In the 1980´s, thermo-sensitive tracers (TSTs) were proposed for the first time. 
However, no successful laboratory or field scale applications have been reported. Thus, 
the underlying theory, based on the combination of ester hydrolysis and transport in 
porous media, and its utility has remained unproven. The results presented in this paper 
validate the proposed fundamental theory by means of using two different injection 
schemes. Replicate experiments in the laboratory under identical conditions show the 
chemical and physical stability of the experimental setup. TSTs were found to be able to 
precisely detect different temperatures in the context of reservoir cooling due to 
reinjection. The Teff was identified as a suitable measure of the relative thermal state of 
geothermal reservoirs. Even in environments where the pH is unknown, Teff provides 
reliable relative estimates and, thus, has a high potential as a thermal monitoring tool. 
The additional consideration of the thermal dependence of pHeff allows correcting the 
data and thus gives precise and accurate system temperatures. Pulse injection reveals the 
hydraulically equivalent behavior between all used tracer compounds and the possible 
separation of contributing dilution processes. Also, the limitations of phenol acetate 
used as TST, in terms of minimal and maximal tracer decay, are demonstrated for 
different experimental durations and temperatures (T = 40 – 60 °C). The observed 
fluctuations of the temperature for single measurements are in the order of ~2 K. In all 
cases, the arithmetic mean gives accurate values for the applied temperatures when 
three independent measurements were conducted. 
From the presented investigation the following conclusions can be drawn: 
• The concept of TST was successfully transferred from static batch experiments 
to dynamic flow systems. 
• The analysis of Teff for esters from keff is sensitive to inaccuracies of the used pH 
correlation function for estimating the Arrhenius parameters. 
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• The pseudo-first order reaction kinetics only depend on intensive quantities, e.g., 
pH, temperature and concentration. This enables the transfer of the results from batch 
experiments to dynamic laboratory systems and most likely to reservoir scale. 
• The temperature estimates are independent of residence time and measured 
concentration. 
• For unknown pH values, relative temperature differences can be estimated. In 
contrast, knowledge of pH improves the accuracy tremendously. The precision of the 
temperature estimates was around 1 K SD. 
• The use of an inert tracer with the TST is essential as it allows identification of 
secondary processes, e.g. retardation, dilution, tracer loss, dispersion, measurement 
errors etc. in the analysis.  
• For a given reservoir, an individual TST must be chosen based on the ambient 
temperature and pH conditions as well as the expected experimental duration of the 
tracer test. 
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Abstract 
This work presents the development of improved tracer techniques for monitoring 
applications with the objective of estimating internal temperatures and cooling fractions 
in water saturated porous media. The analysis is based on reactive chemical compounds 
whose hydrolysis reaction allow for accurate temperature measurements. Initially, the 
investigated (thermo-sensitive) tracers are designed for the application in geothermal 
reservoir management procedures. However, other technical applications are also 
conceivable. Thermo-sensitive tracers are found to provide valuable information about 
the thermal state of the examined permeable media. This is demonstrated by means of 
sand packed column laboratory experiments. The special heating/cooling setup provides 
a defined internal temperature distribution. In this study, 70 independent experiments 
were performed in total. The experiments examine the tracer sensitivity and practical 
limitations in three different experimental schemes: flow through, moving thermal front 
and push pull. The results show that thermo-sensitive tracers are able to determine 




The efficient exploitation of geothermal energy plays an increasing role in the context 
of climate change (Arvizu et al., 2011). Hereby, a preferred reservoir management 
strategy to enhance geothermal energy extraction efficiency is the reinjection of the 
heat-exploited geothermal waters. Because the heat extraction usually exceeds the 
natural heat flow (O’Sullivan et al., 2010) the cold water injection leads to a cooling of 
the reservoir with the potential risk of thermal short-circuiting (Stefansson, 1997). Thus, 
there is a direct need for methods enhancing reservoir monitoring and characterization 
in order to control and mitigate this risk (Goldstein et al., 2011). One possibility are 
physical methods, e.g. with heat as tracer (temperature as state variable), to measure and 
forecast thermal drawdown (e.g. Kocabas, 2005; Maier and Kocabas, 2013). However, 
due to the slow propagation of the thermal front either very large injection volumes are 
needed or the result is only representative for the vicinity of the injection well (e.g. 
Ghergut et al. 2011). In contrast, chemical methods, based on the intentional injection of 
organic molecules, benefit from the faster mass than heat transport in porous media. For 
systems with a known linear relationship between solute and heat transport a relative 
retardation factor can be derived (Bodvarsson, 1972). Hence, with chemical tracers, 
showing a conservative behaviour (e.g. Rose et al. 2001), it is theoretically possible to 
gain early information of the thermal flow properties (e.g. Shook, 2001; Pruess and 
Doughty, 2010). 
A very promising approach in improving reservoir management by gaining a deeper 
insight into the reservoir cooling state, is the use of a new and specifically developed 
tracer group. It would be advantageous, if they are based on already established 
conservative dye tracers, but their tracer properties are expanded by the incorporation of 
a reactant group susceptible to a known temperature-dependent hydrolysis reaction, 
while preserving their other advantageous properties, such as fluorescence, conservative 
transport and stability (e.g. Nottebohm et al., 2010). These recently developed and 
studied thermo-sensitive tracers (TSTs) have the potential to detect in-situ temperature 
and temperature distributions (Maier et al., 2013, 2014a, 2014b). The underlying theory 
of TSTs was deduced in the mid 1980s (Robinson et al., 1984; Tester et al., 1986) and 
led afterwards with the increasing relevance of geothermal energy to an intensive 
numerical/theoretical discussion (e.g. Behrens et al., 2009; Plummer et al., 2012). 
However, the conclusions and deductions from the governing equations describing 
energy (advection and conduction) and mass transport (advection and dispersion) as 
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well as relevant couplings in a dynamic flow system lacked of an experimental 
validation (e.g. Plummer et al., 2010). First experiments, applying phenol acetate 
(PhAc), as the TST tested, proofed the transferability of the results from isothermal 
static batch tests (Nottebohm et al., 2012) to isothermal dynamic flow experiments 
(Maier et al., 2013). A high precision and accuracy of the temperature estimates within 
~2 K was obtained (Maier et al., 2014b). 
Therefore, the objective of the presented work is the investigation of the tracer 
behaviour in non-isothermal environments under controlled laboratory conditions. The 
performed laboratory experiments are inspired by common field tracer test designs 
(continuous, pulse, and push-pull injections). A defined thermal front position was 
applied in order to explore the feasibility and limitations of the proposed tracer methods 
by a differentially heated setup. As a result, the general ability of TSTs to estimate 
system temperatures and cooling fractions can be assessed and valuable implications for 
future field tests can be derived. 
4.2 Material and methods 
4.2.1 Experimental design 
A modified version of a previously described laboratory column setup (Maier et al. 
2014b) allows examining tracer behaviour in isothermal/non-isothermal flow 
environments with only a minor influence of the porous matrix. The system comprises 
of two serially connected stainless steel columns which are filled with sieved sand 
(fraction between 125–250 µm) providing a homogeneous flow field. Each column is 
individually mounted in an insulated and vented chamber, which is connected to a 
thermostat. Therefore, each column can be heated individually between 0–100 °C (when 
using water as operating fluid) enabling a controlled temperature distribution 
throughout the whole system. Additional to the setup described in Maier et al. (2014b), 
a switching valve was installed to enable reversed flow inside the two columns. Hence, 
different operation modes for various tracer applications can be investigated. In the 
experiments, solutions containing always a conservative and a thermo-sensitive tracer 
were injected into the column system. All used tracers have fluorescent properties 
allowing online recording at the respective column outlet.  
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4.2.2 Chemicals 
For preparing the thermo-sensitive tracer solution phenol acetate (PhAc, CAS: 122-79-
2) from Acros Organics, Geel, Belgium with a concentration c of 10 mg/L was used. 
PhAc was chosen because it reacts relatively fast at temperatures below 100 °C 
resulting in reasonable experimental durations ranging from 2–24 h for each 
experiment. Furthermore, an extensive dataset on the hydrolysis reaction kinetcs of 
PhAc is available in Nottebohm et al. (2012). For internal referencing, PhAc was 
accompanied with c = 0.4 mg/L of the tracer 2-naphthol-3,6-disulfonic acid (2-OH-3,6-
NDS, CAS: 135-51-3) (Nottebohm and Licha, 2012) purchased from TCI Europe, 
Zwijndrecht, Belgium. Sulfonic acids are known non-reactive and conservative tracers 
(Schaffer et al., 2013). Both tracers were dissolved in a buffered 
(pH = 7 at room temperature) aqueous solution containing 0.01 M aqueous N,N-bis(2-
hydroxyethyl)-2-aminoethanesulfonic acid (BES, CAS: 10191-18-1) (Good et al, 1966) 
and 5 g/L NaCl.  
4.2.3 Governing equations 
The reactive transport of (thermo-sensitive) tracers in non-isothermal porous media flow 
can be described with a set of coupled partial differential equations. While the transport 










       (4.1) 
where ci is the tracer concentration, t the time, ∇ the nabla operator, D the dispersion 
coefficient, u the Darcy velocity vector, φ the porosity and R a sink/source term. The 
temperature sensitivity is given by a (pH dependent) pseudo-first order hydrolysis 
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where A the pre-exponential factor, Ea is the activation energy, R the ideal gas constant 
and T the temperature. Hence, R enables the coupling of Equation (4.1) with the 
equation for the energy transport 






 upppS,SS       (4.4) 
where ρ is the fluid density, cp the fluid heat capacity at constant pressure, kwe is the 
weighted thermal conductivity and Q is the heat sink/source. The subscript S denotes 
the solid parameters. While kwe is related to the conductivity of the solid, kS and to the 
conductivity of the fluid, kL by 
LSS kkkwe            (4.5) 
with the solid material’s volume fraction φS related to φ by 
1S            (4.6) 
For the presented experiments with an applied thermal distribution the temperature is in 
steady state and, thus, the term on the left-hand side of Equation (4.4) disappears. Note 
that minor couplings due to temperature dependent material parameters etc. are not 
discussed. 
4.2.4 Hydrolysis of thermo-sensitive tracers 
The used TST PhAc is an ester undergoing a hydrolysis reaction in contact with water. 
In the first hydrolysis step under the relevant conditions existing in georeservoirs, PhAc 
reversibly forms an intermediate complex under the catalytic influence of OH
−
. This 
complex irreversibly reacts in a second step with water yielding an alcohol and acid 
(Nottebohm et al., 2012). Due to the excess of water and at constant pH, this second 
order reaction (Sykes, 1988) reduces to a pseudo first-order reaction with the reaction 
rate expressed by Equation (4.3) (Nottebohm et al., 2012). Note that the rate limiting 
step of the total reaction is the formation of the intermediate complex (Bender, 1960; 
Sykes, 1988), which makes the reaction pH dependent. For taking this dependence into 
account, Maier et al. (2014b) derived pH correlation functions based on an optimization 
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where c0 is the input concentration. 
4.2.4.1 Concept of equivalent temperature 
While in isothermal systems the possible temperature concepts are virtually identical 
with the applied temperatures (Maier et al., 2014b) the analysis of data with the applied 
non-isothermal temperature field requires the differentiation of two temperature 
concepts. In the first concept, keff can be simply used for the determination of the 















 ln .         (4.8) 
This concept uses the fact that for a given input/output concentration and experimental 
length one equivalent isothermal temperature can be determined for the whole system. 
The assumption of isothermal conditions is obviously a violation of the actual non-
isothermal state. Nevertheless, Teq globally describes the thermal state of the considered 
domain and is independent from additional influences. For the evaluation of 
Equation (4.8), Nottebohm et al. (2012) published the required pH dependent kinetic 
parameters (Ea and A). 
4.2.4.2 Concept of cooling fraction and mean temperature 
In contrast to Teq, the derivation of the mean temperature (Tmean) provides additional 
information about the spatial temperature distribution. Initially, keff is transformed into 
an estimate of the cooling fraction χ, relatively quantifying the cooler part of the 




























     (4.9) 
with ki the bounding reaction rates, the indices 1,2 denote the different temperature 
domains (or columns in our specific experimental set-up), respectively. Note the linear 
dependency in Equation (4.9) of keff with the propagation of the thermal front. Tmean can 
then determined by multiplying χ with the observed injection and abstraction 
temperatures, respectively. Also two additional isothermal experiments may be required 




Figure 4.1: Development of Teq and Tmean with the fraction of cooling χ. The symbols are the 
obtained values and the lines represent the theoretical target. The shaded curves have a half thickness 
of 2 K representing the expectable temperature fluctuations of single measurements. 
 
Push-Pull experiments in the vicinity of the respective wells. This procedure would 
reduce the occurring limitations due to the pH dependency of the hydrolysis reaction. In 
theory, when the temperature/pH dependent reaction rates are unknown it is also 
possible to estimate the required isothermal reaction rates from Equation (4.3). 
Nevertheless, measuring k1,2 in-situ leads to an inherent correction of the pH. Hence, the 
derived Tmean are automatically in the right order of magnitude. 
Both temperature concepts are differently related to the fraction of cooling. Since the 
reaction rate is exponentially related to the determined Teq of non-isothermal systems, it 
is shifted towards higher temperatures when compared with Tmean (Figure 4.1). 
4.2.5 Performed tracer test experiments 
In general, two main types of field tracer experiments can be distinguished: single well 
injection withdrawal (push-pull) and inter well experiments. For the first type, the tracer 
is injected and pumped back through the same well. Usually, an additional shut-in phase 
is placed between injection and abstraction. For the latter type, at least one additional 
abstraction/monitoring well is required, which is hydraulically connected to the 
injection well. Therefore, three general experimental and relevant operation modes were 
investigated in the laboratory column studies in order to address the practical 
applicability of thermo-sensitive tracer experiments: 
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1. A differential heating of the two columns with temperatures of 40 °C/50 °C, 
50 °C/60 °C and 40 °C/60 °C was applied to demonstrate the applicability of the 
two concepts  Teq and Tmean, in non-isothermal regimes. For these, three thermal 
setups, 24 flow-through experiments with continuous tracer injection and 25 
experiments with pulse injections were performed. These temperature 
differences were chosen since they provide a practical approach for the 
experimental set-up in a good relation between experimental time and output 
concentrations (Maier et al. 2014b). Further, they are in the common range of 
applied reinjection temperatures in German geothermal plants. For each 
investigated temperature distribution at least two replicate experiments were 
performed. 
2. Additional experiments with 7 different fractions of cooling were performed in 
the 40 °C/60 °C setup. Here, the geometrically fixed front position was virtually 
moved by stopping the flow in order to simulate different fractions of cooling. 
For each investigated fraction of cooling two replicate experiments were 
performed. 
3. Finally, the application of thermo-sensitive tracers in push-pull injection 
schemes is demonstrated. The experiments were performed with the same 
temperature distribution of 40 °C/60 °C. A series of three consecutive pulses, 
each with durations of 10 min, were injected into the first (cooler) column. Only 
the first two peaks reached the second (hotter) column. Additional experiments 
with shut-in phases of different durations, ranging between 1–512 min, 
compared to 20–200 min flow time of the single pulses, show their influence on 
the interpretation of the obtained breakthrough curves (BTCs). Again, two 
replicate experiments for each experiment were performed. 
4.3 Results and discussion 
4.3.1 Flow-through experiments 
The analysis of the performed flow-through experiments with continuous injection 
results in precise temperature estimates (Table 4.1). The comparison of the derived 
temperature estimates for Teq with the expected temperatures shows a systematic 
deviation when an arbitrary but constant pH = 7, which is also the pH of the tracer 
solute under room temperature conditions, is initially assumed (Figure 4.2). This is in 
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analogy to the findings in Maier et al. (2014b) for isothermal systems. Hence, TST 
experiments allow a reliable relative Teq estimate even when the exact pH is unknown. 
Applying an effective pH gradient (-0.004 K
-1
) obtained from independent isothermal 
system calibration experiments in the applied temperature range from 40–60 °C (Maier 
et al., 2104b) in a next step leads to accurate absolute Teq results. In contrast, the 
estimates for Tmean directly provide the correct temperatures since the pH dependence is 
considered inherently (Figure 4.2). The obtained results from single measurements 
show a scattering up to 2 K, which is comparable to the isothermal results (Maier et al. 
2014b).  
Repeating the experiments with tracer pulses of different duration instead of 
continuously injecting the tracer also results in stable estimates of the two evaluated 
temperature concepts (Table 4.1). After considering the pH, precise estimates of Teq 
with even smaller fluctuations than in the continuous injection case were obtained. Note 
that the possible discrimination of the contributing dilution processes (here reaction and 
dispersion, cf. Equation (4.1)) eases the analysis of the peak area ratios (Maier et al. 
2014b).  
 
Figure 4.2: Modified plot of the obtained versus the target temperatures from Maier et al. (2014b) in 
grey shades. For the initial analysis of Teq a pH = 7 was assumed, resulting in precise estimates with a 
correct systematic. The pH calibration after Maier et al. (2014b) leads to accurate estimates. In 
contrast, Tmean gives directly accurate results since the pH dependency is inherently considered (cf. 
Equation (4.9)). 
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40/50 46.0/45.0 0.011 ± 0.002 45.8 ± 1.7 45.7 ± 2.0 43 ± 20 6 
40/60 53.7/50.0 0.018 ± 0.003 52.8 ± 1.6 50.3 ± 2.1 46 ± 10 10 
50/60 56.0/55.0 0.023 ± 0.002 56.3 ± 1.0 55.8 ± 1.3 42 ± 13 8 
Pulse Injection 
40/50 46.0/45.0 0.011 ± 0.001 46.1 ± 0.8 45.5 ± 1.0 45 ± 10 10 
40/60 53.7/50.0 0.019 ± 0.002 53.1 ± 1.0 50.4 ± 1.4 48 ± 07 10 
50/60 56.0/55.0 0.023 ± 0.001 56.1 ± 0.3 55.5 ± 0.4 45 ± 04 5 
 
The additionally required reaction rates of the isothermal boundaries in the estimation of 
χ and Tmean where used from the data published in Maier et al. (2014b). In further 
applications this can be realised by means of two push-pull experiments in the 
abstraction/injection well or calculated by applying Arrhenius’ law using the kinetic 
parameters published e.g. in Nottebohm et al. (2012). Due to the additionally needed 
quantities/parameters, which introduce additional error sources, the evaluated Tmean 
show slightly larger deviations compared to the estimates for Teq (Table 4.1). 
Nonetheless, the analysis for Tmean is suggested as it provides in addition to the 
information about the global thermal state of the reservoir further a measure for χ. 
For the estimation of χ, two trends are found. Due to the virtually constant standard 
deviation (SD) of the obtained keff (Table 4.1), the uncertainty of the temperature 
estimates decreases slightly for higher temperatures and for larger temperature 
differences. Therefore, the SD of χ ranges from 04%–20% for the two injection 
schemes, with a slight decrease towards hotter temperatures and larger temperature 
differences (Table 4.1). This result is remarkable considering that the feasible precision 
of 2 K which is 20% or 10% of the applied small temperature differences (10 K or 
20 K) promise an even higher accuracy for the larger temperature differences existing in 
geothermal reservoirs.  
4.3.2 Moving thermal front 
Initially, the obtained experimental data were modelled with Comsol Multiphysics
®
 
(Version 4.4; Comsol, 2013) by solving Equations (4.1) and (4.4) and using the finite 
element method (Figure 4.3). This simulation allows the verification of the stop flow 
procedure to achieve a virtually moving front (Figure 4.4). For doing so, the results  
 
 70 
were compared with a second model, which has a spatially moving thermal front 
position at steady flow conditions. It reveals that there are differences of the obtained 
BTCs. This can be assigned to the ongoing and thus additional dispersive smearing in 
the latter continuous flow case compared to the stop flow case (neglecting diffusion). 
Nevertheless, the ratio of the peak areas which is the relevant metric in the analysis 
however, is equal to the experimentally achieved virtually moving front position when a 
stop flow is applied (Figure 4.4). As a consequence, the identical hydraulic transport 
properties of the used tracers (Maier et al., 2014b) allow the application of a pump stop 
phase to extend the residence time of the tracer in specific parts of the thermal system 
and thus mimic different thermal front positions. For χ a deviation of up to 7% from the 
expected value was obtained (Table 4.2). This deviation is within the ability of PhAc to 
detect system temperatures with an accuracy within 2 K, which is a tenth of the applied 
temperature difference of 20 K (Figure 4.1). The results also confirm the expected linear 
relation (cf. Equation (4.10)) between the obtained keff and χ (Figure 4.5).  
 
Figure 4.3:  Comparison of obtained BTC with the results of the numerical simulation. The 
experiment was performed with a thermal gradient between 40°C and 60°C. The first pulse was longer 
in the hotter column (χ = 40%) than the second pulse (χ = 60%) resulting in a higher phenol signal. 
Note that the signal of the inert tracer (2-OH-3,6-NDS ) is equal for both pulses since the total 
residence time is equal. 
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Figure 4.4: Comparison of the cumulative concentrations of two injected pulses along the entire 
column length. The concentrations are shown for two different injection schemes. The data for 'stop 
flow' represent the performed experiment shown in Figure 4.3, while 'cont. flow' refers to a 
numerically simulated experiment with an identical total residence time. In contrast to the virtual 
movement of the thermal front in the performed stop flow experiment the second model applies a 
spatially moved thermal front with χ of 60% and 40%, respectively 
 
 
Figure 4.5: Obtained keff for different cooling fractions (MFT). The data confirm the expected 
linear relation. (cf. Equation (4.9)). The limiting keff for a cooling fraction of 0 and 100% are obtained 
in Maier et al. (2014b). 
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Table 4.2: Results of the moving front experiments for all applied cooling fractions between 10 and 















10 0.029 58.4 59.3 3 
25 0.026 56.8 55.3 23 
40 0.022 54.9 53.1 41 
60 0.014 49.9 46.6 59 
75 0.013 49.1 44.2 79 
90 0.010 46.1 43.2 84 
 
4.3.3 Push-Pull 
From the results with a reversed flow direction it can be clearly seen which temperature 
zones were reached by the respective tracer pulses (Figure 4.6). The first two injected 
pulses reached the hotter column. The highest temperature estimates were derived for 
the first injected volume indicating the longest relative residence time in the hotter 
column. In contrast, the last of the three injected tracer pulses remained entirely in the 
cooler column, which is nicely reflected by the obtained temperatures in Table 4.3. 
Considering the additional stop flow phase, two further conclusions can be drawn. On 
the one hand, detailed information on the extension and position of the thermal front can 
be deduced from the differences in the obtained χ for the injections with short shut-in 
phases. On the other hand, the position between which pulse the thermal front is located 
can be better defined for longer shut-in phases (Figure 4.6). The analysis of the obtained 
BTCs was done following Equations (4.7), (4.8) and (4.9) under the assumption of a 
two temperature block model. Nevertheless, the scenario where the tracer is initially 
injected into the cold part of a reservoir and then flowing alternately through hot and 
cold areas (like in push-pull experiments) is different. Here, the resulting concentrations 
are given by 
  )(122011
21 )()(
tktk hotcold ectcectc       (4.10) 
where the indices 1,2,... indicate the respective domains (cold/hot) of the reservoir. By 
rearranging Equation (4.10) to 

 hothotcoldcold tktk
endend eectc 0)(        (4.11) 
it becomes possible to apply again a two block model for the analysis. The results show 
that tracer flow through different temperature zones is independent from the actual 
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distribution of the temperature blocks. Consequently, all domains having the same 
temperature can be summarised and simply expressed as one block. 
4.4 Conclusions 
Independent from pH and knowledge of the internal flow geometry, Teq was identified 
as a suitable relative measure for the thermal state of geothermal reservoirs. The used 
pH calibration from Maier et al. (2014b) leads to precise absolute temperature estimates. 
 
Table 4.3: Results of the push-pull experiments. Column 1 has a temperature of 40 °C and column 2 of 
60 °C. While the first two pulse reached both columns the last injected pulse 3 was only in the first, 














1 52.5/49.7/52 48.3/45.1/75 41.0/40.0/100 
20 52.3/49.3/53 49.1/45.8/71 39.2/39.1/104 
128 53.3/50.7/46 53.7/51.3/43 40.2/39.6/102 
256 56.5/55.8/21 55.5/54.0/30 41.0/40.0/100 




Figure 4.6:  Effect of an applied shut in of the injection pump on the obtained temperature 
estimates (symbols). The lines show the theoretical target temperatures. Three pulses were 
consecutively injected into a system with thermal distribution of 40 °C and 60 °C. After a shut-in phase 
of different duration the flow was reversed. While the first two injected pulses reaches the hotter 
column the third pulse solely remains in the cooler column. 
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In contrast, from the obtained Tmean of the moving front and push pull experiments it 
becomes possible to obtain information on the thermal distribution in the considered 
system. For Tmean it was found that the results were not biased. The major advantage of 
the Tmean concept is that the information about χ is directly provided. The required 
reaction rates can either be measured in-situ by additional experiments, e.g. push-pull 
experiments or estimated from literature data. 
The observed fluctuations of the two temperature concepts for single measurements are 
in the order of 2 K. Hence, with a temperature difference of 20 K the estimate for χ from 
push pull and moving front experiments could be estimated and is confirmed to be 
within 10% deviation from the true value. 
From the presented work the following conclusions can be drawn: 
 The concept of thermo-sensitive tracers was successfully transferred from a 
dynamic isothermal system to dynamic non-isothermal systems with an applied 
thermal distribution by differentially heated columns. 
 The high precision of the estimated temperatures within 2 K indicates the 
potential to measure in-situ temperatures with a suitable accuracy. 
 While the general thermal state of a reservoir could be determined from a single 
experiment using the concept of Teq, the appropriate isothermal reaction rates 
are required to quantify the fraction of cooling and Tmean. 
 The linear scaling of the obtained keff for different thermal front positions was 
experimentally confirmed. 
 The application of push pull experiments shows the potential to obtain fast and 
reliable data on the thermal state of reservoir parts. The introduction of a shut-in 
phase allows the adjustment on the desired target metrics. 
 For push-pull applications with long shut-in phases, the resulting temperature 
estimates are dominated by the ambient temperature of the stop position. Also 
the interpretability is improved since the signal intensity increases due to the 
ongoing reaction but stopped hydromechanic dispersion (no additional dilution). 
 The used PhAc is a suitable thermo-sensitive tracer for low temperature domains 
and at the laboratory scale. For the geothermal application it may be useful in 
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the cooled vicinity around the injection well, low temperature reservoirs or in 
fast experiments with low residence times, e.g. push-pull (t ≤ day). 
 In principle, the characterisation of temperature distributions in water-saturated 
permeable media by means of thermo-sensitive tracers is conceivable for various 
applications in natural, medical or engineering sciences. Thermo-sensitive 
tracers provide a non-destructive method to probe the thermal flow systems of 
interest. Hence applications e.g. in chemical reactors, monolithic catalytic 
converters or for sensible energy storage are also imaginable. 
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Abstract 
The storage of supercritical carbon dioxide in deep saline aquifers requires new 
techniques to assess plume spreading, storage efficiencies and operational strategies 
after and during injections. In this work, a new class of reactive tracers (KIS tracers) 
planned to be used for the characterization of interfacial areas between supercritical CO2 
and formation brine is presented. The implementation of a time-dependent hydrolysis 
reaction at the interface enables to investigate the development of the CO2/brine 
interface. Besides the basic concept for these novel tracers and the methodology for a 
suitable target molecular design, the desired tracer properties as well as the exemplary 
synthesis of first promising compounds are presented here. Additionally, the first 
experimental results of an analogue study in a static two-phase batch system are shown 
and evaluated with a newly developed macroscopic model. Subsequently, the numerical 
forward modelling of different functions for the interfacial area change is described. 
The first results are promising and show the potential for new applications of KIS 








   c  concentration of reaction product in water phase 
   c0  initial concentration of reaction product in water phase 
   ca  tracer concentration in scCO2 
   ci  tracer concentration at interface 
   ci,max  tracer concentration at saturated interface 
   k1  hydrolysis reaction rate constant in water (one-phase system) 
   ka  effective hydrolysis reaction rate constant (two-phase system) 
   m  slope of a line 
   p  pressure 
   pc  pressure at critical point 
   pH  pH value 
   pKa  logarithmic acid dissociation constant 
   q  specific mass flux across interface 
   scCO2 supercritical carbon dioxide 
   t  time 
   A  interfacial area size 
   Aeff  effective interfacial area 
   AscCO2 reactive Tracer in scCO2 phase (reactant) 
   BH2O  reaction product 1 in water phase 
   CH2O  reaction product 2 in water phase 
   D  diffusion coefficient 
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   DH2O  diffusion coefficient in water 
   DscCO2 diffusion coefficient in scCO2 
   DOW  pH-dependent n-octanol/water distribution coefficient 
   ET(30) empirical solvent polarity indicator (based on solvatochromism) 
   KL  Langmuir sorption coefficient 
   KOW  n-octanol/water distribution coefficient 
   NAPL non-aqueous phase liquid 
   T  temperature 
   Tc  temperature at critical point 
   V  volume of water phase 
   λ  fluorescence: excitation wavelength → emission wavelength 
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5.1 Introduction 
The storage of CO2 into geological formations, such as unmineable coal beds, depleted 
oil or gas reservoirs, sedimentary basins and deep saline aquifers is recently one of the 
most promising technologies to mitigate anthropogenic greenhouse gas emissions into 
the earth's atmosphere (Lackner, 2003; Bachu and Adams, 2003; IPCC, 2005, 2007). 
Deep saline aquifers are considered as the most potential sequestration sites of CO2 due 
to their large storage capacities and wide presence compared with other geological 
sequestration alternatives (Lackner, 2003; IPCC, 2005). The global storage capacity of 
these aquifers is estimated to be in the order of up to 10 teratons (IEA, 2001; Bachu and 
Adams, 2003). 
When CO2 is injected as supercritical fluid (scCO2) above its critical point 
(pc = 7.39 MPa, Tc = 31.1 °C) it has a lower density than the formation brine. Therefore, 
it is buoyant with respect to the brine and flows unevenly upwards until it reaches the 
top of the aquifer, usually represented by overlying and sealing caprocks. At this point 
the CO2 is able to continue the migration only in lateral direction. Here, four trapping 
mechanisms play a major role (IPCC, 2005): (1) structural and stratigraphic trapping: 
hindrance of vertical CO2 migration by impermeable caprock (static trapping) or very 
slow CO2 migration over long distances in open systems (hydrodynamic trapping); (2) 
capillary or residual trapping: retention of CO2 by capillary forces as immobile phase in 
the pore space, disconnection from initial plume at the edges; (3) solubility trapping: 
dissolution of CO2 in brine, decreasing solubility with increasing temperature and 
salinity of brine (20–60 g L
−1
); (4) geochemical trapping: reaction of dissolved CO2 in 




 species (ionic trapping) or precipitation of 
carbonate minerals at rock surfaces (mineral trapping) at higher pH. 
Due to the different time scales (t(1) = t(2) < t(3) << t(4)) dissolution and mineral trapping 
processes can be neglected during and shortly after the injection (IPCC, 2005; Juanes et 
al., 2007; Ide et al., 2007). Therefore, several authors assume sharp interfaces for the 
existing three-phase system scCO2/brine/rock in their modelling approaches (Juanes et 
al., 2007; MacMinn and Juanes, 2009; Dentz and Tartakovsky, 2009). This 
approximation appears to be plausible from the physicochemical point of view, since as 
a result of the low solubility between the phases a very high concentration gradient 
exists between them. More concisely, a several angstroms thick interphase is formed 
due to the diffusion of scCO2 into the brine phase (Tewes and Boury, 2005).  
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To assess the fate of CO2 during and after injection into these aquifers, an understanding 
of spreading, mixing and plume migration is fundamental. Particularly, knowledge on 
the size, the amount, and the shape of the injected CO2 plume is important to provide 
more information on the trapping effectiveness in the formation. 
Dissolution of scCO2 into the brine is limited by the interfacial area. Thus, numerous 
subsequent chemical processes (e.g., mineral dissolution, precipitation) are also directly 
affected. Therefore, the extent of the interfacial area between injected scCO2 and brine 
is of great interest. The larger the interface, the larger is the reacted or dissolved mass. 
In most cases, it is desired to maximize this area to increase the storage effectiveness in 
terms of long-term trapping. During injections the interfacial area increases with time 
due to mixing, spreading and dispersive processes (Dentz and Carrera, 2005; Dentz and 
Tartakovsky, 2009). Therefore, novel tracers, which are able to describe and to 
characterize the spatial and temporal development of the plume and its interface in the 
reservoir, are required. 
Up to now, such time-dependent tracers for reservoir studies are not available. Current 
studies are limited to equilibrium tracers. On the one hand, volume-sensitive 
partitioning tracers are used to quantify the amount or the saturation of immiscible 
hydrophobic phases (e.g., NAPLs or scCO2) in porous multiphase systems under 
equilibrium conditions. Frequently used compounds are (Noordman et al., 2000): 
alcohols (Dwarakanath and Pope, 1998), gases (e.g., SF6 and Kr; Vulava et al., 2002), 
fluorinated hydrocarbons (McCallum et al., 2005; Wells et al., 2007) and naturally 
occurring isotopes (e.g., 
222
Rn; Hunkeler et al., 1997). On the other hand, so-called 
“interfacial tracers” exist (Saripalli et al., 1998; Setarge et al., 1999; Annable et al., 
1998). Anionic surfactants, such as linear alkylbenzenesulfonates (Saripalli et al., 1998; 
Kim et al., 1999), which adsorb exclusively on the interface between the water and the 
non-aqueous phase are applied. Hence, these tracers are interface-sensitive. But 
similarly to conventional partitioning tracers, a thermodynamic equilibrium between 
water and liquid/liquid-interface is assumed. Therefore, the application is only useful in 
static time-independent systems. Furthermore, these tracers are dissolved in the water 
phase and cannot be injected together with the scCO2 phase. 
The work presented provides first insight into the development of novel reactive tracers, 
termed as kinetic interface-sensitive tracers (KIS tracer). These tracers have the 
potential to overcome above-mentioned deficits by describing the plume and interface 
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development with time. This is obtained by the implementation of an intended and well 
studied hydrolysis reaction of the tracer molecule, which allows an irreversible chemical 
reaction at the scCO2/water interface. Due to the reaction kinetics controlling the phase 
transfer a time-dependent component is integrated. In CO2 sequestration reservoirs, the 
tracers may help to provide additional information on the following issues: 
- Effect of pressure stimulation on mixing 
- Plume spreading, characterization of interfacial area and area change 
- Identification of fingering effects 
- Estimation of residual scCO2 saturation 
- Assessment of storage capacity and effectiveness 
- Optimization of operational strategies, management of injection wells 
5.2 Theory – conceptual model 
5.2.1 Application of KIS tracers during CO2 injections 
Before the CO2 injection, the KIS tracer (AscCO2) is dissolved in supercritical or mixed 
with liquid CO2. Afterwards, the mixture is injected simultaneously through the 
injection well into the brine saturated aquifer. The tracer reacts at the brine/scCO2 
interface to highly water soluble reaction products BH2O and CH2O. Subsequently, these 
products are measured in the water phase over time (monitoring well). Due to the 
spreading of the scCO2 plume, the interfacial area increases with time (Figure 5.1).  
 
Figure 5.1 Injection well: Injection and spreading of scCO2 together with dissolved KIS tracer. 
Monitoring well: Measurement of KIS tracer reaction products in the brine. 
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The larger the interface (reaction surface) between both phases, the higher is the mass of 
the reaction products in the water phase. The high water solubility leads to negligible 
back-partitioning of the reaction products into the scCO2 phase. Because of the 
implemented interface-sensitive hydrolysis reaction with known kinetic parameters, it is 
possible to establish a correlation between time, concentration in water phase, and 
interfacial area size for given reservoir conditions (T, p, pH). For the field evaluation 
and interpretation of the time-dependent interface development, these correlations may 
be integrated as specific reaction terms into a flow and transport model of the reservoir. 
5.2.2 Underlying processes 
The basis of KIS tracers is an interface-sensitive hydrolysis reaction at the scCO2/brine 
interface. Here, the tracer substance AscCO2 reacts irreversibly into two reaction products 






      (5.1) 
The parameter k1 depends on the physical and chemical conditions (e.g., T and pH) at 
the point of reaction and expresses the reaction rate constant of the hydrolysis reaction. 
Due to the presence of two mobile phases, several underlying physicochemical 
processes influencing the mass transfer from scCO2 to the brine phase and the reaction 
speed have to be taken into account as well (Figure 5.2): 
(1.) Dissolution of tracer in scCO2 and diffusion toward the interface. AscCO2 is dissolved 
and evenly distributed into the scCO2 phase. This assumption is reasonable because the 
diffusion coefficients in scCO2 are one order of magnitude higher than in water (e.g., for 









 (Niesner and Heintz, 2000)). Thus, a fast transport without limitations 
(small transport resistance) to the interface is expected. 
(2.) Adsorption at the interface. The surface active tracer molecules AscCO2 are assumed 
to accumulate at the interface (energy minimization) and saturate the interface after an 
initial time. This adsorption process normally follows a non-permeable mono-layer 
isotherm type, such as a Langmuir or Frumkin isotherm (Benjamin, 1997). The absolute 
amount of adsorbed molecules depends linearly on the interfacial area. Due to an excess 
of dissolved AscCO2 in the supercritical phase, the interface is assumed to be permanently 
saturated. Therefore, the concentration of AscCO2 at the interface can be expected to 
remain constant. 
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(3.) Reaction at the interface. After adsorption at the interface, AscCO2 reacts in contact 
with water. The envisaged hydrolysis reaction (see Section 5.3.1) of an ester with water 
follows a (pseudo)-first order kinetics (Nottebohm et al., 2012). Due to the constant 
interface concentration, the reaction kinetics simplifies to (pseudo)-zero order kinetics 
with linear behavior. Thus, the reaction kinetics is the limiting step for phase transfer 
across the interface. 
(4.) Phase transfer. The highly water soluble reactions products BH2O and CH2O are 
distributed into the brine due to diffusion and thus away from the interface. Therefore, 
the concentrations of BH2O and CH2O increase proportionally to the decrease of AscCO2 
and can be measured in the water phase. In addition to the interface-sensitive part of 
mass transfer across the interface, partitioning between both phases also has to be taken 
into account. Despite the low polarity and water solubility of AscCO2 small amounts of 
AscCO2 may partition into the brine phase. The resulting reaction in the water phase 
follows first order kinetics and would lead to an exponential increase of BH2O and/or 
CH2O in the water phase. Hence, the superposition of interface reaction and partitioning 
results in a non-linear function. Vice versa, a low back-partitioning of the polar and 
highly water soluble reaction products BH2O and CH2O into the scCO2 phase may also 
occur. Because of the increasing complexity, it is desirable to be able to neglect or to 
minimize partitioning effects within  the data evaluation. To estimate and compare the 
 
 
Figure 5.2 Schematic representation of all involved processes at the scCO2/water interface during KIS 
tracer application. 
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tendency for partitioning between both phases at reservoir conditions the 
n-octanol/water distribution coefficient KOW was used as a model parameter due to 
similar solvent hydrophobicities of n-octanol and scCO2 (log KOW(scCO2) = 2.85 (50 °C, 
143 bar; Nakaya et al., 2001), log KOW(n-octanol) = 2.88 (25 °C, 1 bar; SciFinder, 2012). 
Furthermore, Timko et al. (2004) showed for non-acidic compounds, such as the KIS 
tracers, that the log KOW is correlated to the scCO2/water partitioning behaviour. 
5.3 KIS tracer design 
Molecular target design has been established as a methodology for producing molecules 
with desired properties or effects especially in the field of pharmaceutical, biochemical 
(Kuntz et al., 1994) and material sciences (Kang and Zhang, 2000). Due to the 
exploitation and combination of well studied structural elements and molecular 
properties (e.g., functional groups, substructures, and homologs) novel tailor-made 
compounds with controlled structures and properties are conceivable and can be 
synthesized for a magnitude of applications. During the molecular design quantitative 
structure-property relationships (QSPR) can be used as a tool for predicting molecule 
properties for the molecule selection/modification and to transfer their chemical 
behavior to unknown systems. In this work for instance, the relation of the molecule 
structure to the log KOW value was used to estimate the water/scCO2 partitioning 
behavior of the synthesized esters (see Section 5.3.2).  
Up to now, the molecular design of tracer substances for environmental studies has not 
yet been considered. This also applies to challenging tracer tests in CO2. Published 
tracer tests are limited to classical hydrogeological and thus commercially available 
tracer compounds. For example, Freifeld et al. (2005) and McCallum et al. (2005) 
applied several perfluorocarbons and noble gases (Kr, SF6) for the determination of CO2 
travel times and the CO2 saturation within the formation. Identical compounds were 
used from Wells et al. (2007) and Hortle et al. (2011) to detect CO2 leakage. For the 






Due to the limitations of conventional tracers, the general applicability of molecular 
design for geoscientific problems is shown here with KIS tracers as an example, 
especially developed for CO2 injections into deep saline aquifers. 
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5.3.1 Tracer requirements 
A prior consideration of the KIS tracer requirements is essential for a successful target 
design of potential tracer substances. For describing interfacial areas between scCO2 
and brine a defined reaction of the tracer with water is required. Splitting reactions with 
water as nucleophilic reagent belong to hydrolysis reactions as a subgroup of solvolysis. 
Hydrolysable substances are alcoholic and phenolic esters, acid chlorides, acid amides, 
and nitriles. Due to the comparably easy synthesis, different phenol esters were 







scCO CPhenolAlcoholBAcidOHAEster    (5.2) 
The esters are dissolved in scCO2 (AscCO2) and should show minimal partitioning into 
the polar water phase. Since scCO2 is an excellent solvent for non-polar compounds 
(Luque de Castro and Tena, 1996), the applied esters should also have non-polar 
substructures (e.g., linear n-alkyl chains, aromatic rings) with corresponding high 
log KOW values. 
In contrast, at least one of the hydrolysis reaction products has to be highly polar, water 
soluble and mobile in order to determine it in the water phase. For this purpose, the 
formed acids can be exploited (BH2O). Their ability of deprotonation is very convenient, 
since anions are formed depending on pH. Thus, especially the esters of strong organic 
acids with very low logarithmic acid dissociation constants pKa seem to be the most 
promising compounds. 
The requirements for the second reaction product (CH2O) are not so strict. The formed 
alcohols or phenols can be polar or even non-polar. If the product is medium polar with 
suitable distribution coefficients between the brine and scCO2 phase, it may even be 
used as additional partitioning tracer. However, the major task of the alcohol or phenol, 
respectively, is the adjustment of the KIS tracer properties during the molecular design. 
Beside the modification of the tracer polarity, the alcohols or phenols used for 
esterification have a large influence on the hydrolysis reaction rate constant k1. This rate 
constant can be modified and adapted to reservoir conditions (T, pH) as well as for 
experimental durations. Steric hindrance, mesomeric and inductive effects are only 
some reasons for different hydrolysis kinetics and can be considered during synthesis 
(Nottebohm et al., 2012).  
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Regarding the practicability for field applications, the concentrations of reaction 
products should preferably be measured with standard equipment in a high temporal 
resolution, a high selectivity, and with a low detection limit. Therefore, the synthesis of 
the target compounds was focused on compounds with fluorescence properties. 
5.3.2 Tracer design / synthesis 
As a consequence of the prior emphasized requirements, the esterification of 
naphthalenesulfonic acids is most promising. Because of pKa < 1, these acids are 
deprotonated at even very low pH levels and therefore, very water soluble permanent 
anions are formed. Thus, no significant retardation can be expected for organic acids at 
pH > pKa + 2 (Schaffer et al., 2012). This also applies for naphthalenesulfonates, which 
are established conservative, non-sorptive tracers for geothermal applications, very 
stable at high temperatures and anaerobic conditions (Rose et al., 2001; Rose et al., 
2002; Nottebohm et al., 2010). Furthermore, a back-partitioning of the anions into the 
scCO2 phase can be excluded. For reservoirs, which are already contaminated with these 
compounds different constitutional isomers can be prepared to make the identification 
of the tracer unique. Furthermore, naphthalenesulfonates are highly fluorescent with a 
detection limit in the low µg L
−1
 range. Pre-concentration and subsequent 
chromatographic separation lowers the detection limit by around one order of 
magnitude and enables the determination of different isomers even in highly saline 
matrices (Nottebohm and Licha, 2012). 
Additional analytical problems might occur in sequestration reservoirs that contain 
significant residuals of hydrophobic aromatic compounds (e.g., depleted petroleum 
reservoirs), such as polycyclic aromatic hydrocarbons, since the dissolution of these 
substances in scCO2 can be expected during the injection. The leached compounds 
accumulate at the scCO2/brine interface and might cause fluorescence interferences with 
the tracer reaction products. Thus, online measurements would be no longer possible 
and chromatographic systems have to be used again for sample clean-up and compound 
separation prior to fluorescence analysis.  
If mononaphthalenesulfonic acids are applied, the esterification of the sulfo group leads 
to non-polar esters. In dependence of the deployed alcohol or phenol the ester properties 
can further be modified. For example, the esterification with linear aliphatic alcohols 
leads to non-polar but also non-fluorescent esters whereby the measurement of these 
compounds is more complicated. For this reason, aromatic alcohols (phenols, naphthols)  
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Figure 5.4 Hydrolysis reaction of phenyl naphthalene-2-sulfonate with water and the fluorescent 
properties of the reagent and the reaction products. 
 
can be used for the esterification of the naphthalenesulfonic acids (Figure 5.3). The 
resulting fluorescent esters are hydrophobic (log KOW > 4). For the modification of the 
hydrophobic properties, different esters were synthesized by esterification of 
naphthalene-2-sulfonic acid (2-NSA) with different methyl substituted phenols. The 
more non-polar the employed phenol, the more non-polar is the resulting ester 
(Table 5.1). The esterification of chlorophenols therefore leads to more hydrophobic 
esters. However, the higher toxicity of these compounds should be also taken into 
account when used in field studies. The ester compounds were synthesized on the basis 
of naphthalene-2-sulfonyl chloride and the respective phenol under alkaline catalyzed 
conditions (Figure 5.3) in a slightly modified procedure according to Vennila et al. 
(2008). Instead of 4 mL acetone 6 mL were used. The identity and purity of the esters 
were confirmed by 
1
H-Nuclear Magnetic Resonance (
1
H-NMR) spectroscopy. The 
purity was >95%. The hydrolysis reaction results in 2-NSA and the respective phenol 
homologues (Table 5.1). The reaction scheme and the fluorescent properties for the 
phenyl ester are shown in Figure 5.4. 
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Table 5.1 Properties of synthesized KIS tracer compounds, phenyl acetate and their respective reaction 
products. 
Ester (Abbreviation)              → Acid +           Alcohol / Phenol 







sulfonic acid (2-NSA) 
 
log KOW* = 0.63 
 
pKa* = 0.27 
 
log DOW 






















1.65 Acetic acid Phenol 1.54 
* SciFinder predicted values, calculated using Advanced Chemistry Development (ACD/Labs) Software (1994–2012). 
 
5.4  Experiments and modelling 
5.4.1 Lab experiments 
5.4.1.1 Analogue approach 
Due to the necessity of high pressure cells to generate scCO2 for identifying and 
quantifying the expected involved processes the new tracers cannot be tested easily 
under reservoir conditions. Available pressure cells and scCO2 reactors are limited in 
size and in their setup variability. Furthermore, direct online measurements in the water 
phase cannot easily be employed and a sampling over time is not possible due to small 
cell volumes of only a few millilitres. Therefore, the use of pressure cells seems to be 
feasible only for a limited number of fundamental static batch experiments, such as the 
determination of solubilities, partitioning coefficients, further thermodynamic 
equilibrium parameters, and the inertness of the tracer in mixture with other 
compounds.  
In order to overcome these limitations, to investigate and to interpret the tracer 
behaviour in defined systems at larger scale, the scCO2 was replaced with another 
solvent. Particularly, organic solvents, which are immiscible with water, are expected to 
show a similar behaviour and allow the process identification and separation at the 
interface on a larger scale without special equipment. For this purpose, different non-
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polar solvents were selected and tested with respect to density, polarity, inertness, and 
solubility in water.  
The alkane n-octane has proven most suitable as scCO2 analogue. Table 5.2 compares 
some selected properties of scCO2 at reservoir conditions with n-octane at atmospheric 
conditions. Density of scCO2 depends strongly on temperature. In contrast, the density 
of n-octane is almost constant but lies in the same range. The solubility of scCO2 in 
water under equilibrium conditions is higher than that of n-octane. Due to the timescale 
of scCO2 dissolution (non-equilibrium), the salinity of the brine, and the presence of 
further dissolved gases (e.g., methane) a significantly lower water solubility can be 
assumed (IPCC, 2005). Therefore, n-octane develops analogously to scCO2 a sharp 
interface to the water phase (see Section 5.1). For the comparison of the solvent 
polarity, which influences the tracer solubility and the partitioning between both phases, 
two different parameters were selected. On the one hand the log KOW value, which 
depends for scCO2 strongly on the pressure (Nakaya et al., 2001), and on the other hand 
the ET(30) value as empirical solvent polarity indicator (Reichardt, 1994) were used. As 
desired, these values lie for n-octane in the same range as for scCO2. Additional 
advantages of n-octane are the low cost as well as the comparable low toxicity and 
vapor pressure. Therefore, the handling is uncomplicated and the compound can be used 
in larger amounts. All obtained values for kinetic rate constants, interface adsorption 
parameters, mass fluxes and mass transfer coefficients in the n-octane/water system can 
be transferred and adapted later to scCO2 based on calibrated process models. 
Table 5.2 Comparison of physical and chemical properties between scCO2 with n-octane as analog 
compound. 
Parameter scCO2 n-octane 




0.52 (150 bar, 65 °C)
a
 
0.75 (150 bar, 40 °C)
a
 
0.67 (1 bar, 65 °C)
b 





] 28.5 (150 bar, 40 °C)
c
 31.1 (1 bar, 25 °C)
d
 
log KOW [-] 




(180 bar, 50 °C)
e
 










   
a Calculated after Stryjek and Vera (1986) (www.criticalprocesses.com). 
b SciFinder predicted values, calculated using Advanced Chemistry Development (ACD/Labs) Software (1994–2012). 
c Eberhardt et al. (1997). 
d Reichardt (1994). 
e Nakaya et al. (2001). 
f IPCC (2005). 
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As an analog for the aqueous brine phase (buffer) solutions with different pH values can 
be used. This allows investigating the effects of different hydrolysis rate constants due 
to their direct relation to the pH value. The hydrolysis rate changes by about one order 
of magnitude per one pH unit increase (Nottebohm et al., 2012). 
5.4.1.2 Experimental setup 
For identifying, verifying, and separating the processes relevant for the developed novel 
KIS tracer application, major effort was made to simplify the experimental setup. The 
reason is that a profound knowledge of processes controlling the tracer interface 
sensitivity is fundamental to all consecutive investigations and the process modeling. 
Thus, an undisturbed (closed) system with fixed boundary conditions (constant 
interfacial area size, phase volume ratio, T, pH) and high temporal resolution 
measurements are necessary. 
For this reason, static batch experiments were conducted directly in sealed small-
volume fluorescence spectroscopy cuvettes (V = 4 mL). This approach has the 
advantage that the concentrations of the reaction products and the possibly partitioned 
tracer can be measured in short time intervals without mass loss and without disturbing 
the closed system by sampling. Furthermore, it is possible to adjust certain temperatures 
and stirring rates in the cells to avoid unwanted temperature changes and diffusive 
effects.  
After providing 3 mL deionized or buffered and degassed water in the cuvette, 1 mL of 
n-octane containing the dissolved (KIS) tracer (2-NSAPh or PhAc) was carefully added 
above the water phase. The interfacial area was constant (A = 1 cm²). Consecutively, the 
concentration increase of the respective reaction products (2-NSA or phenol) in the 
water phase was recorded every minute for several thousand minutes by using 
fluorescence spectroscopy.  
The resulting concentration curves of the measured compounds were used to determine 
the mass flux across the interface and to calibrate the numerical model that was 
developed in parallel to the experiments. 
5.4.2 Numerical modelling 
To understand the relationship between interface development and resulting 
concentration curves of the reaction products in the water phase, a numerical modeling 
approach using the finite element method was implemented. The problem can be 
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described as a heterogeneous reaction of the KIS tracer at the scCO2/water interface. 
The KIS tracer in the scCO2 migrates to the interface and reacts here with the water in a 
hydrolysis reaction. In this study, a macroscopic model with averaged quantities was 
developed. 
5.4.2.1 Model description 
The comprehensive problem consists of the two different immiscible phases (scCO2 or 
analog solvent and water) and of the allocation of the KIS tracer with its reaction 
products. Since the reaction at the interface is the limiting step in the mass transfer 
across the interface and due to high diffusion rates and the excess of tracer in the scCO2 
phase, the interface is permanently saturated. Here, a Langmuir (Langmuir, 1918) 










         (5.3) 
KL is the Langmuir sorption coefficient. For high tracer concentrations ca in the scCO2 
phase the interface concentration ci is approximately equal to the maximum 
concentration of the saturated interface ci,max. The assumption includes that the 
hydrolysis at the interface and the migration of the reaction products into the water 
phase take place within one time step. It is additionally assumed that the reacted small 
fraction of tracer Δci at the interface is instantaneously replaced from the scCO2 bulk 
due to large diffusion coefficients. Consequently, due to the interface limited transfer 
the KIS tracer decay in the non-aqueous phase follows the linear zero order reaction 
kinetics of the hydrolysis reaction. The effective reaction rate constant ka of the limiting 




=k=q ia           (5.4) 
This allows the reduction of the numerical model to a single-phase problem. The model 
geometry follows the cuvette used in the lab experiment (see Section 5.4.1.2) with a 
base area A = 1 cm². The height depends on the volume and therefore the filling level of 
water. The upper model boundary is equal to the interfacial area. The constant q of 
tracer products into the water phase, which is represented by the model domain, is 
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defined as boundary condition. All other boundaries are no-flow boundaries 
(Figure 5.5). 
For the ionic tracer reaction product 2-NSA no back-partitioning into the scCO2 phase is 
assumed. Hence, the concentration curve is only allowed to rise or to level at a constant 














          (5.5) 
Therefore, a steady-state concentration increase establishes in the model region 
(observation point) for a given constant interfacial area size. 
 
 
Figure 5.5 Sketch of the numerical model domain: The yellow dot at 20 mm height represents the 
observation point where the fluorescence signal is measured. Red boundaries are no flow boundaries. 
On the upper green boundary the flux q is defined, where the reaction products flow into the water. 
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5.4.2.2 Relation between concentration curve and interfacial area size 
As stated above, the concentration of KIS tracer reaction product depends only on the 
interface size and time. The zero order kinetics of the hydrolysis reaction results for a 




q+c=tc 0          (5.6) 
Where A is the interfacial area, V the volume and c0 the initial concentration in the water 
phase. From linear regression analysis the mass transfer rate q can be determined with: 
A
V
m=q           (5.7) 
Here, m is the slope of the concentration curve. For the case of a time-dependent 
variable interfacial area A(t) a decomposition ansatz is applied: 
    maxA Atf=tA           (5.8) 
A dimensionless time-dependent function fA(t) is used to scale a constant maximum area 
Amax. The function fA(t) must be equal to one when Amax establishes and has some 
additional properties: 
   1 0tfA  and  max0ˆ tt   with   1ˆ =tf A     (5.9) 








max   and        (5.10) 





0          (5.11) 
For the determination of Amax a case-by-case analysis of c(t) has to be carried out: 
(1)   0ˆ =tc      1ˆ =tf   if     tcmax=tc ˆˆ   (5.12) 
(2)   0ˆ =tc!       1ˆ =tf       maxA=tA ˆ   (5.13) 
(3)   0ˆ =tc      1max =tf       10 =f  with  
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  maxA=TA      maxA=A 0       (5.14) 














0 1)ˆ(        (5.15) 
At this point it can clearly be seen that the time-dependent function fA(t) and 
consequently Amax are highly dependent on the sampling rate and detection limit of the 
reaction products. 
5.4.3 First results from static batch experiments 
Initially, the lab experiments were conducted with phenyl acetate (PhAc) as well as with 
the potential KIS tracer compound phenyl naphthalene-2-sulfonate (2-NSAPh) 
(Table 5.1). PhAc is the phenyl ester of acetic acid. Due to the significantly lower 
log KOW, the KIS tracer can be compared with a more hydrophilic compound as a 
reference. Thus, it is more likely that PhAc shows a stronger partitioning into the water 
phase than the more hydrophobic 2-NSAPh. The resulting concentration curves of the 
respective hydrolysis reaction products phenol (reactant: PhAc) and naphthalene-2-
sulfonate (reactant: 2-NSAPh) are shown in Figure 5.6.As expected, the desired 
hydrolysis reactions went on and both products could be measured online in the water 
phase by fluorescence spectroscopy. But obviously, both compounds developed a 
completely different curve shape. As mentioned above, a considerable partitioning 
additional to the interface sensitive part of mass transfer across the interface leads to an 
exponential increase of the phenol concentration curve for PhAc. Therefore, the 
interface sensitivity is lost and the compound is not suitable as KIS tracer. In contrast, 
2-NSA showed a very promising curve shape. After an initial start up phase of around 
2,000 min, a steady state condition established in the concentration change and the 
concentration increase became linear. The start-up phase might be caused by the initial 
saturation of the interface, partitioning of ester impurities (2-NSA) and the final 
establishment of constant diffusion gradients. Furthermore, the linear slope of the 
concentration curve seems to confirm the expected reduction of first order to zero order 




Figure 5.6 Comparison of measured concentration curves for the hydrolysis reaction products of 
phenyl acetate (PhAc) and phenyl naphthalene-2-sulfonate (2-NSAPh). 
 
For the evaluation of the interface sensitivity, a linear regression analysis was carried 
out for the values t > 2,000 min (Figure 5.6, R² = 0.99). By applying the obtained slope 




, and the given values A = 1 cm², V = 3 mL for the cuvette 




. The fitted m depends 
directly on k1 of the hydrolysis reaction and is only valid for the given conditions. 
Conceivable changes in T, pH and the molecule structure would lead to different k1 and 
thus to different m and q, respectively (see Sections 5.3.1 and 5.4.1.1). During CO2 
injections, the pH is lower in the vicinity of the scCO2/water interface than for the 
experiments conducted in this study. Therefore, k1 and q are also expected to be lower 
under field conditions. 
The numerical model was calibrated using the observed m from the static batch 
experiment and a constant interfacial area of A = 1 cm² (Figure 5.7). Additionally, three 
different classical test functions A(t) with properties according to Equation (5.8) were 
applied and the resulting concentration curves were modelled to gain further insight into 
the behaviour of KIS tracers. The concentrations are proportional to the integrated A(t) 






)()(         (5.16) 
Furthermore, the model allows the distinction between different functions for A(t) even 
when Aeff and thus also the total amount of reacted tracer is equal (Fig. 5.7). Hence, Aeff 
is one of the main target parameters for proving the effectiveness of scCO2 injections. 
5.5 Summary and conclusions 
The interfacial area between scCO2 and brine is an important parameter for the 
evaluation of CO2 storage in deep saline aquifers, since numerous relevant trapping 
mechanisms and physicochemical processes are directly dependent on this reactive 
interface. Up to now, these interfacial areas and their development during injection 
cannot be studied directly. In this work, a methodology for the design of kinetic-
interface sensitive tracers (KIS tracers) was presented. These tracers are believed to 
have the potential to close the existing gaps for field experimental interpretation by 
implementing an interface-sensitive reaction. Here, the idea and the theoretical concept 
for these novel tracers were presented. After defining the tracer requirements and  
 
 
Figure 5.7 Comparison of different modelled scenarios: Concentration curves are modelled based on 
different functions for A(t). For the model calibration (red line) the constant A from the experiment 
was used. 
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showing possibilities for a tailor-made molecular design, several compounds were 
successfully synthesized. An analogue approach was proposed for testing the tracer 
behaviour by replacing the non-aqueous scCO2 phase with organic solvents. 
Additionally, a relationship between measured concentration curves and interfacial area 
was derived and a first model for the tracer evaluation in static batch systems was 
presented.  
The results show, that molecular target design is a suitable method to develop these 
kinds of new tracers. As expected, the tested esters 2-NSAPh and PhAc confirmed the 
combination of mass transfer across the interface and hydrolysis reaction. The 
respective reaction products 2-NSA and phenol were detected in the water phase by 
fluorescence spectroscopy. However, in contrast to the newly synthesized potential KIS 
tracer compound 2-NSAPh, which demonstrated the expected linear increase of the 
reaction product 2-NSA in the water phase and thus interface sensitivity, PhAc showed 
no interface sensitivity due to a too strong partitioning behaviour. The linear 
concentration increase of 2-NSA is very promising and supports the theoretically 
derived zero order reaction kinetics at the interface. Thus, a constant mass flux across 
the interface could be determined. Based on this flux, the new macroscopic numerical 
model was calibrated and different scenarios were calculated. The model demonstrated 
the interface sensitivity of KIS tracers and showed the possibility for evaluating the 
from lab experiments obtained concentration curves. In contrast to conventional 
equilibrium tracers (partitioning or interfacial tracers), KIS tracers are injected together 
with the non-aqueous phase and their reaction kinetics (non-equilibrium) is exploited to 
gain information on the temporal interface or plume development. 
Future works will include additional process studies and modelling to describe the 
relevant processes, dependencies and mechanisms. Furthermore, the experiments will be 
extended to dynamic systems with a variable interface as well as repeated with 
additional compounds with regard to their possible application as KIS tracer. The 
influence of a third phase (rock material) on the tracer behaviour will also be 
investigated. In parallel, the existing model will be extended and adapted according to 
the experimental progress. Hence, it is planned to use the model as forecast tool for 
more complex dynamic systems. Finally, when all relevant physicochemical processes 
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6 Comment on "A closed-form analytical solution for 
thermal single-well injection-withdrawal tests by Jung and 
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The authors Jung and Pruess (2012) are highly commended for addressing two 
important issues in the context of the inverse problem of heat transport in discrete 
fractures, i.e., thermal injection-shut-in-backflow tests and thermal injection shut in 
tests. Specifically, the modelling of thermal injection-shut-in-backflow tests is an 
important extension of the simpler thermal injection-backflow tests as they are 
important simulations of sensible energy storage in aquifers (Palmer et al., 1992; Sauty 
et al., 1978, 1982). The injection shut-in tests solutions, on the other hand, are valuable 
since they serve as modelling tools for those geothermal wells exhibiting good 
injectivity but very poor productivity. For poorly productive wells, backflow rates are 
low, and hence the injection shut-in solutions serve as the most convenient tools of 
modelling. In their thorough literature review, the authors cited several publications 
focusing on analytical (e.g. Kocabas, 2005, 2010) and numerical solutions (Pruess and 
Doughty, 2010) for single-well injection-withdrawal tests (SWIW) using temperature as 
tracer. 
There are four issues pointed out in Jung and Pruess (2012), which we would like to 
address. First point is related to the efficiency of the solution method as ‘‘ ... the 
analytical solution (15) for SWIW tests involving injection, quiescent, and withdrawal 
phases includes a six-dimen- sional improper integral ... ’’ and ‘‘ ... the solution (16), 
which is for SWIW tests with no quiescent period, .. . requires numerical integration 
only in two and three dimensions.’’ Second, in their discussion of the literature review, 
they pointed out the typographical errors in derivation process and final equations of 
Kocabas (2005, 2010). Third issue they addressed is the independence of return profiles 
from injection flow rate: ‘‘ ... for the withdrawal phase is that the variation of fluid 
return temperatures with time will be independent of the flow rate.’’ Finally, they 
discussed the computational efficiency of the analytical and numerical solutions stating 
‘‘For the case of no quiescent time, the analytical solution evaluation is much faster 
than TOUGH2 (<10 min versus several hours), but with a rest period, TOUGH2 
becomes much faster than the analytical solution evaluation. The solution (15) 
converges extremely slowly, and it takes up to 1 week for computing one point.’’  
First, we would like to discuss concerns regarding the efficiency of solution methods. 
The Jung and Pruess (2012) real-space closed-form solution, which includes a shut-in 
period, is a considerable improvement to that of Kocabas (2005, 2010) developed for 
injection-backflow tests only. However, to develop the analytical solutions, the solution 
method employed by Jung and Pruess (2012) appears to be significantly less efficient 
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than the iterated Laplace trans form (De Smedt and Wierenga, 1981; De Smedt et al., 
2005; Kocabas., 2011) employed by Kocabas (2010) and Kocabas and Kucuk (2011). 
To verify this statement, one should consider Equation (11a) of Jung and Pruess (2012) 
and Equation (6.1) that we developed using the double and iterated Laplace transform as 
the injection shut-in solution: 
   































































Apparently computational speed of Equation1 which has a semi-infinite integral will be 
much higher than the Equation (11a) in Jung and Pruess (2012) which contains a two 
dimensional integral.  
In their review, Jung and Pruess (2012) stated “However, the earlier analytical solutions 
unfortunately include several typographical errors in their derivation process and final 
equations…”. We would like to clarify that the final solutions in Kocabas (2005, 2010) 
have indeed small typing errors and to avoid any future confusion, the correct equation 










































































































































Equation (6.2) assumes a simple injection and backflow test with injection to backflow 
rate ratio equal to λ. For equal injection to backflow rates, i.e. λ = 1, Equation (6.2) 
reduces to the correct solution for Kocabas (2005). 
Shortly after publication of Kocabas (2010), we worked out that the same solution can 
be put into a much simpler expression, which is also valid for radial flow geometry 
(Kocabas and Kucuk, 2011). The new and simpler form is reproduced below for the 



































































































     
(6.4)
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         (6.5) 
Note that Equation (6.3) is the solution for a simple injection-backflow test where the 
ratio of injection rate to backflow rate is λ. Also note that, while Equation (6.2) was 
developed by using direct inversion of double Laplace transform, we additionally 
employed the iterated Laplace transform to reach Equation (6.3). Mathematically 
Equation (6.2) and Equation (6.3) become identical for λ = 1 (Figure 6.1 and 
Figure 6.2). While computing time of Equation (6.3) was several times faster than that 
of Equation (6.2) in Matlab programming, it was at least 10 times faster in Fortran 
programming.  
 
Figure 6.1: Comparison of the results from I. Kocabas (Equation (6.2), subscript K, Fortran) and the 
results from F. Maier (Equation (6.3), λ = 1, subscript M, Matlab) for α variation. 
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Figure 6.2: Comparison of Equation (6.2) (α = 1) with Equation (6.3) (α = 1, various λ). For λ = 1 the 
results are identical.  
Considering the influence of flow speed allows extension of the illuminative discussion 
given by Jung and Pruess (2012) for SWIW with a fixed injection/withdrawal rate. 
Pumping rates are directly connected to the transport equation as they determine the 
flow velocity in a given fracture system. Equation (6.3) above allows considering 
different flow velocities for injection and withdrawal expressed by λ. The conclusion 
that the break through curve (BTC) is independent of flow velocity is given for the 
special case λ = 1. That implies that the pumping rate equals the injection rate and that 
the fracture geometry remains stationary during the SWIW. The more generalised case 
λ ≠ 1 is able to account for two basic processes namely a change in the pumping rates or 
a change in the fracture geometry. Both result in a change of flow velocity during the 
runtime of SWIW, where only the latter case could overcome the discussed insensitivity 
using SWIW as a universal tool to detect enhancing fracture-matrix interface area. 
While for static reservoirs, during a SWIW, the only changing geometry parameter 
which could be assessed at the injection/withdrawal well with consecutive SWIWs is 
the fracture width. 
By expanding the solution to different injection and production rates more information 
can be extracted from the BTC. A closer look at Figure (6.3) shows that the BTCs could 
be split into two parts. The early times, for which λ * tpump < tinject, and the late times 
where λ * tpump > tinject. The BTC varies most during early times, while for late times all 
curves are more or less equal and not distinguishable should noise in experimental data 
also be considered. By applying a lower pumping rate we are able to gain more early 
times data points (by the factor of λ) and therefore the resulting BTC can be interpreted 
better and more uniquely. 
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Figure 6.3: Influence of λ on the BTC, Subscripts indicate λ = 2 and λ = 0.5. For a given experimental 
time and sampling rate we obtain more early times data for higher λ values. 
Furthermore, for the rare case when a nearby observation well is located directly along 
the flow path it is possible to expand the iterated Laplace solution which now allows 





































































    (6.6) 
Where G(τ) and F(ω) are given by Equation (6.4) above respectively. Note that 
Equation (6.6) above and Equation 16 in Jung and Pruess paper represent the same 
simple injection backflow tests with the former being more efficient computationally. 
The introduction of a third dimensionless number xDn (dimensionless distance) in the 
solution will give us the opportunity to investigate the influence of the monitoring 
location (distance from the injection well) on the return profiles at well as well as the 
direct influence of flow speed which is included in xDn
 
. In addition, the problem 
description via two dimensionless numbers α (measure for fracture aperture) and λ 
(measure for flow velocity ratio) provides the opportunity to examine physically more 
versatile configurations.  
The next issue concerns the computational efficiency. Equation (6.3) or Equation (6.6) 
contain only single and double integrals, and hence, computing Equation (6.3) is several 
orders of magnitude faster than computing Equation (16) in Jung and Pruess (2012) 
which involves double and triple integrals. We achieved a significant reduction in 
computational time from <10 min stated by Jung and Pruess (2012) to few seconds on a 
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state-of-the-art desktop computer. Hence the solutions given by Equation (6.3) and 
Equation (6.6) are quite suitable for the nonlinear regression procedures employed for 
parameter estimation (Figure 6.4). The discussed analytical solutions were cross 
checked with Finite Element simulations using Comsol Multiphysics®. The simulated 
BTC was compared with the analytical solution as well as used to test an optimization 
tool (Figure 6.4). The performance of the whole parameter estimation was in the order 
of only 10 seconds. 
In conclusion Equation (6.3) and Equation (6.6) are the proposed improvements over 
resolving three issues raised by Jung and Pruess (2012). They are simple in 
mathematical terms and computationally more efficient compared to Equation 16 in 
Jung and Pruess (2012). They also avoid the return profile being independent of flow 
rate by considering different injectivity and productivity for the test well which is a 
common problem in almost all reservoirs. Finally Equation (6.6) allows to explore the 
influence of distance between observation and injection well during backflow period. 
 
 
Figure 6.4: Plot section of the optimization tool written in Matlab
®
. Data originate from FE-Modeling 
using Comsol Multiphysics
®
. The synthetic data is for α = 0.36 and the 95% confidence interval of 
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7 Efficient analytical solution for parameter estimation of 
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Abstract 
To estimate efficiency of geothermal energy recovery knowledge of reservoir 
characteristics and thermal transport parameters is a prerequisite. Recently, heat has 
emerged as a useful type of tracer in which thermal transients have been monitored and 
temperature is employed as the state variable. The temperature return profile of thermal 
injection shut-in backflow test is analyzed to identify the equivalent fracture width or 
more precisely heat transport rate in a single fracture embedded in a low permeable 
matrix configuration. The developed computationally high efficient analytical solution 
is obtained using the method of iterated Laplace transform. Beside the heat transport 
rate the solution also accounts for temporal changes in the applied pumping/injection 
rates, which is a common problem in the design of thermal injection shut-in backflow 
test. Furthermore spatial information in the return profile of the idealized fracture/matrix 
system is provided by the introduction of a third dimensionless number in the presented 
solution. The derived spatial and temporal profiles are applied in a nonlinear regression 
tool written in Matlab
®
. The new analytical models are an extension of previous work 
allowing a more comprehensive insight into the collective roles of the parameters 




   b  half fracture width, m  
   cm  specific heat of the matrix, J/kg.
o
C  
   cr  specific heat of fractured zone, J/kg.
o
C 
   cs  specific heat of reservoir rock, J/kg.
o
C  
   cw  specific heat of geothermal water, J/kg.
o
C  
   km  thermal conductivity of the matrix, W/m.
o
C  
   x  distance along flow direction, m  
   xD  dimensionless distance along flow direction 
   xDL  dimensionless distance of convective front at total injection time  
   T  temperature in the fractured zone, 
o
C  
   Ti  temperature of the injected fluid, 
o
C  
   T0  initial reservoir temperature, 
o
C  
   TD  dimensionless temperature of fracture 
   Tm  temperature of the matrix, 
o
C  
   TmD  dimensionless temperature of matrix  
   t  injection period time variable, hr 
   tD  dimensionless time for injection period 
   tiD  dimensionless total injection time  
   td  characteristic time for dispersive transport, hr 
   ti  total injection time, hr 
   tn  backflow period time normalized by total injection time, tp/ti  
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   tp  time variable during backflow period, hr  
   tpD  dimensionless time during backflow period 
   ts  shut-in period time variable, hr 
   tsD  dimensionless time during shut-in period 
   s   Laplace transform variable of injection time.  
   q  Laplace transform variable of shut-in time. 
   p  Lapace transform variable of backflow time.  
   q  injection rate, m3/hr  
   u  interstitial flow velocity, m/hr  
   z  distance normal to flow direction, m  
   zD  dimensionless distance normal to flow direction  
θ  ratio of the heat storage capacity of matrix to that of fracture  
   τ  convolution variable 
   τs  convolution variable for shut in time 
   ε,ω  dummy  integral variables  
   η  dummy variable  
   φ  fracture porosity  
   φm  matrix porosity  
   ρm  bulk density of the matrix, kg/m
3
  
   ρr  bulk density of the fracture, kg/m
3
  
   ρs  density of the reservoir rock, kg/m
3
  





The energy stored in geothermal reservoirs is considered to be a major potential energy 
source (IPCC, 2011). For an efficient exploitation of this resource, a profound 
knowledge of these reservoirs is essential. However, estimating of reservoir fluid flow 
characteristics and thermal properties of these reservoirs constitutes a major challenge. 
Tracer testing provides a valuable instrument to gain significant insides. Beside the 
well-established chemical tracers, recently heat has emerged as a useful type of tracer. 
Since temperature is employed as the state variable in thermal test, non-isothermal 
injection tests can easily extend the classical tracer test domain, which in turn provides a 
more comprehensive and valuable dataset (Kocabas, 2010). For the analysis of the 
tracer/temperature return profiles one can apply numerical methods (Pruess and 
Doughty, 2010; Maier et al., 2012). In case of well-known reservoirs geometries 
analytical solutions can provide reliable estimates for the parameter of interest (e.g. 
Haggerty et al., 1998). Recently significant discussions appeared on the inverse problem 
of heat transport in discrete fractures (Jung and Pruess, 2012, 2013; Maier and Kocabas, 
2013). The closed form solutions for thermal injection shut-in backflow test (Jung and 
Pruess, 2012) and thermal injection backflow test (Maier and Kocabas, 2013) provide a 
tool for simulations of heterogeneous geothermal reservoirs. Specifically considering 
the shut-in phase is of interest in the modelling efficiency of sensible energy storage in 
aquifers (Palmer et al., 1992; Sauty et al., 1978, 1982). The dimensionless heat transfer 
rate parameter obtained from the temperature profile allows the estimation of thermal 
properties as well as the width of the energy storage aquifer or fracture transport zone of 
geothermal reservoirs.  
Nonlinear regression analysis serves as a convenient tool to estimate parameter values 
from experimental data (Dogru et al., 1977). A prerequisite in nonlinear regression 
analysis is an efficient analytical solution of the describing mathematical model. In the 
optimization process, which is commonly iterative, several realizations of the analytical 
solution were derived. 
7.2 Injection shut-in backflow tests 
Thermal injection shut-in backflow tests could be easily performed in combination with 
a chemical tracer test. To combine a thermal and a tracer test one has to dilute the tracer 
in tempered water. The first tempered tracer slug is then followed by continuous 
injection of tempered water which is used as a driving fluid. Mostly in sensible energy 
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storage, and in some cases in a geothermal reservoir test prior to the backflow period the 
system is shut-in. The backflow could be done with an adjusted pumping rate to meet 
the energy demand or increase the reliability of the thermal tracer test. During the 
backflow period the state variables of the feed zone namely temperature and tracer 
concentration is monitored at the well. While the tracer return profile is analyzed for 
hydraulic properties; the parameters controlling the heat transfer can be estimated from 
the temperature profile. Minimum testing time is determined by the yield of the injected 
tracer and/or when the temperature reaches the reservoir temperature. 
7.3 Mathematical modeling 
describes two different concepts. First it accounts for a single fractured zone of infinite 
length and constant but significantly large width located in a matrix block.  The fracture 
zone is replaced with the actual aquifer in sensible energy storage experiments. The 
injected water flows through the fracture zone and is heated by the adjacent matrix 
walls. In the low porosity matrix advection is neglected. The concept is described in 
Cartesian coordinates (Figure 7.1). The second concept of sensible energy storage in an 
aquifer is described by a radial flow geometry with origin at the well. It considers a high 
porosity/high permeability reservoir with considerable thickness. The reservoir is 
confined by two impermeable layers. Both concepts assume a uniform lateral 
temperature in the flow system, with conductive heat transfer into the adjacent layers. 
Also thermal equilibrium is assumed between rock and water. 
 
 
Figure 7.1: Sketch of the idealized single fracture/matrix configuration.  
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Although the two scenarios are described by the same dimensionless mathematical 
model the first represent a fractured geothermal reservoir (Kocabas and Horne, 1990), 
while the second applies in sensible energy storage aquifers (Sauty et. al., 1978; Sauty 
et. al., 1982). In the last three decades few authors develop analytical solutions of 
injection (shut-in) backflow tests. Several authors focus on chemical tracer tests 
(Kocabas and Horne, 1987; Falade et al., 1987; Falade and Brigham, 1989; Haggerty et 
al., 1998). Furthermore heat could also applied as an useful tracer (Kocabas and Horne, 
1990; Kocabas, 2005; Jung and Pruess, 2012; Maier and Kocabas, 2013). Recently the 
most comprehensive analytical solution for thermal injection shut-in backflow test in 
the above mentioned fracture/matrix system was developed (Jung and Pruess, 2012), but 
whose applicability is limited due to very long computational times. This work presents 
a new solution to the same injection shut-in backflow tests using triple Laplace 
transform and employing the powerful iterated Laplace transform theory which provides 
computationally far superior solutions (Maier and Kocabas, 2013). 
7.3.1 Model development 
The mathematical model describes an idealized single fractured zone in an infinite 
matrix system (Figure 7.1). For a radial flow field in sensible energy storage aquifer the 
same governing dimensionless equations are valid (Kocabas, 2005). In lateral direction 
we assume a constant thermal conductivity in the matrix, whereas for the fracture it is 
infinite. Heat conduction and/or dispersion in flow direction is neglected. The governing 











































mm         (7.2) 
Note that the origin of the transverse distance coordinate is located at the fracture matrix 
boundary. The concerning initial and boundary conditions are given by: 
0TTT m   at 0t         (7.3) 
iTT   at 0x          (7.4) 
mTT   as 0z          (7.5) 
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0mT  as z        (7.6) 
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          (7.11) 
The dimensionless initial and boundary conditions become: 
0 mDD TT  at 0Dt        (7.12) 
1DT  at 0Dx        (7.13) 
DmD TT   at 0Dz        (7.14) 
0mDT  as Dz        (7.15) 
Using Laplace transform, where Laplace space variable s corresponds to real space time 















      (7.17) 
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During the shut-in period, the time variable should be written as ts and the heat transport 







































mm         (7.19) 
Since we have initiated a new time domain during shut-in the related initial condition 
becomes as follows: 
),( xtTT i  at 0st         (7.20) 








           (7.21) 
No boundary condition is required in the x direction for Equation (7.18). The boundary 
conditions for matrix are the same as Equation (7.4) and Equation (7.5). 
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          (7.24) 
The dimensionless initial and boundary conditions: 
),( DDiDD xtTT    at 0sDt      (7.25) 
),,( DDDimDmD zxtTT   at 0sDt      (7.26) 
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DmD TT     at 0Dz      (7.27) 
0mDT    as Dz      (7.28) 
Again using Laplace transform where tpD corresponds to Laplace variable p, the solution 
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    (7.30) 
Finally for the backflow period, the time variable should be written as tp. For the 
fracture zone equation, the advective term must change sign and we may assume an 




























c        (7.31) 
The matrix equation remains unchanged. 
The corresponding initial and boundary conditions become as follows: 
),,( xttTT si    at 0pt       (7.32) 
oTT     at iutLx        (7.33) 
),,,( zxttTT simm    at 0pt       (7.34) 
Where ti is the total injection time and ts is the total shut-in time and the ratio of the 














           (7.36) 
Using tpD as the dimensionless time variable for the backflow period, dimensionless 















































          (7.38) 
The initial and boundary conditions for the backflow period are specified in 
Equations (7.39), (7.41) and (7.42): 
),,( DsDDiDD xttTT    at 0pDt      (7.39) 








           (7.40) 
),( DDimDmD xtTT    at 0pDt      (7.41) 







     (7.42) 
The boundary conditions for the bounding layer remain unchanged, and hence, 
Equations (7.27) and (7.28) apply. 
Applying a triple Laplace transform with respect to injection shut-in and pumping times 
(where tDi relates to s, tsD relates to p and tpD relates to q in Laplace space) we reach in 




























































     (7.44) 
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Note that DT
  composes of six summands, where each is inverted separately to real space 
applying the method of iterated Laplace transform (Sneddon, 1972). A more detailed 
derivation is found in Appendix A. The final real space solution reads: 
   
432_21_22_11_1 DDDDDDD TTTTTTT        (7.45) 
with the summands given in Table 7.1.  


























































































































































































































































































































































































































Mathematically Equation (7.45) converges with 0sDt  against the simpler solution for 
an injection withdrawal test only (Maier and Kocabas, 2013). 
7.4 Computational efficiency 
The closed form analytical solution is implemented in a nonlinear regression tool 
implemented in Matlab
®
. That allows a convenient evaluation of Equation (7.45). The 
two and three dimensional integrals (Table 7.1) were evaluated numerically using build-
in Matlab® functions. Note that the problem can entirely described by three 
dimensionless numbers: 
 λ  ratio of flow velocities,  
 α = θtDi  parameter product which accounts for the ratio of heat 
storage capacity in the fracture and matrix, as well as the heat transfer which is a 
function of the fracture width. 
 xD  the dimensionless distance which allows interpretation of a 
nearby observation well and also influences of the flow velocity. 
For the evaluation of Equation (7.45) the most computational power is needed for the 
summands TD2 and TD3 as they contain triple integrals (Figure 7.2). One evaluation 
round of for a set of 25 data points on a state of the art desktop computer has a solution 
time in the order of one to few minutes, depending on the actual dimensionless 
parameters. This is a superior computational feature compared to that is presented by 
Jung and Pruess (2012). 
 
Figure 7.2:  Left: Evaluation time of Equation (7.45). All evaluations used TsD ≈ 0. Except the 
black curve where TsD = 0.4. For longer shut-in times and for higher   values the computational 
demand increase. 
  Right: Comparison of the computational time for the numerical simulator and 
Equation (45) for α = 10, λ = 1 and xD = 0  
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7.5 Solution verification 
For a vanishing shut-in time the problem reduces to a simpler thermal injection 
pumping test. Hence Equation (7.45) must converge against that simpler injection 
backflow solution. The evaluation of 0sDt  can be compared to the analytical 
solution presented by Maier and Kocabas (2013). Note that all three above mentioned 
dimensionless parameters were varied. The deviations were all in the order of the 
computational accuracy (Figure 7.3). To validate the solution including a considerable 
shut-in phase the evaluations were compared to the results from a numerical simulator. 
The injection shut-in pumping test was modeled with Comsol Multiphysics
® 
(Maier et 
al., 2012). Comsol Multiphysics
®
 is proprietary software employing the Finite Element 
method. The results show a very good fit in the considered range for α = 10 and shut-in 
times ranging between 1% and 100% of the injection time (Figure 7.4).  
 
Figure 7.3: Comparison of the results from Equation (7.45) with tsD = 0 (solid line) with the results 
from the simpler injection-pumping solution (squares) (Maier and Kocabas, 2013)  
 
 
Figure 7.4: Comparison of Comsol model (symbols) with Matlab evaluation (solid lines) of 
Equation (7.45) for different shut-in times and α = 10. In pink is the simpler injection backflow 
solution (Maier and Kocabas, 2013) 
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One can clearly see that the solution converges for short shut-in times against the 
simpler injection-pumping test solution. Significant differences arise when the shut-in 
phase is longer than 1% of the injection phase. For longer shut-in phases the results of 
the numerical simulator are affected by numerical dispersion (Maier et al., 2012) but 
show still a good agreement (Figure 7.5). For very low or very high α values the 
temperature return profile becomes more insensitive to measure fracture aperture, 
especially when noise is considered. The introduction of a shut-in phase could widen 
the sensitivity of thermal injection shut-in backflow test in terms of a measure for heat 
transfer since for different shut-in times the higher/lower heat transfer has a significant 
different impact (Figure 7.6) on the temperature return profile. 
 
 
Figure 7.5: Comparison of the results from the Comsol model model (symbols) with evaluations of 
Equation (7.45) (solid lines) for tsD = 1 
 
 




With the applied methods of triple Laplace transformation and iterative Laplace 
transformation a novel solution for thermal injection shut-in backflow test has been 
developed. It is an important extension over earlier solutions since it extends the 
insights on the collective role of parameters dominating the heat transfer in a single 
geothermal fracture zone or sensible energy storage aquifer. 
The triple Laplace transformation is applied on governing equations to obtain the 
Laplace space solution. The very same in turn is inverted to real space employing the 
method of iterated Laplace transformation. The combination of these two methods 
results in mathematically efficient closed form solutions. 
The presented closed form analytical solution for a thermal injection shut-in backflow 
test allows the implementation in nonlinear regression tools. It meets the prerequisite to 
be solvable in reasonable time. For a good initial guess the number of iteration is in the 
order of 10, which results in a regression time of roughly 10 min. 
The introduction of an additional decision variable, namely shut-in time provides a 
small increase in sensitivity. Considering the shut-in time will probably not increase the 
sensitivity dramatically so that the applicability in fractured reservoirs is still 
questioned. Due to very long injection times, which is needed to have a representable 
feed-zone and fracture apertures in geothermal reservoirs, which were normally very 
small one has to deal with high α values. Hence injection shut-in backflow tests are 
probably most useful for sensible energy storage in aquifers where the permeable layer 
is of considerable thickness. 
Beside the heat transport rate the obtained solution resolves temporal influences arising 
from applying different pumping/injection rates. By the introduction of a third 
dimensionless number questions on spatial behaviour of the injected temperature front 
can be answered. 
Finally one important finding is that the new developed solution must be applied when 
shut-in time is longer than 1% of injection time. The new solution also allows best 
design of the single well tests. It shows that if the shut in time is short then it gives no 
additional information on the system. That is the results are almost identical to simple 
injection backflow tests. 
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8 General conclusions and perspectives 
Because applied tracers are transported with the working fluid, tracer tests provide 
valuable insights regarding the probed reservoirs. Recorded tracer signals contain an 
integral footprint of the in-situ interaction between the tracer and the reservoir. In order 
to extract information from such tests, a sound understanding of the occurring processes 
is required. This work provides a contribution to the necessary step of tracer 
examination prior to field experiments. With approaches that are based on experimental 
laboratory work and theoretical considerations, it narrows the gap, in particular for 
hydrolysis tracers and heat injection, between tracer preparation and field application. 
The developments help to mitigate evaluation uncertainties of tracer response in field 
experiments, enabling a reliable quantitative analysis instead of a more common 
qualitative interpretation. The examined tracers can provide reservoir management 
applications with such significant metrics as: thermal state, cooling fraction, 
liquid/liquid interface area, fracture width and heat transport rate. An effective 
application of thermo-sensitive tracers is performed for the first time in a dynamic 
system, finding sensitivity to both thermal-state and cooling fraction specifications. 
With the proven selective and boundary condition specific reaction, the utilization of 
hydrolysis is successfully extended to further evaluate the liquid/liquid interface area. 
The joint application with heat injection is also advanced. A set of analytical solutions 
are derived to analyze the SWIW temperature signals, measured during (hydrolysis) 
tracer tests. The new solutions provide fresh insights in the collective role of the various 
parameters controlling heat transport. 
Eventually, the joint application of thermo-sensitive tracers and heat has the potential to 
provide a powerful test routine. When the application of thermo-sensitive tracers is 
accompanied with a conservative reference tracer, the recorded data from the combined 
experiment can be analyzed for the following complementing reservoir properties: 
 Transport-relevant Properties e.g., residence time (distribution), hydraulic 
connection, dispersion, etc. from the conservative tracer 
 Thermal-state, e.g., cooling fraction and in-situ temperatures from the thermo-
sensitive tracers 
 Heat Transfer Rates and Fracture-width (or equivalent heat exchange surface 
density) from the heat injection experiments. 
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For some reservoirs, this set of metrics may be sufficient for the evaluation of thermal 
state and future evolution; however, further research is needed to reduce ambiguity and 
uncertainty arising from reservoir heterogeneities, geometry variations and/or non-
representative reservoir volumes. Further evaluation is also needed for the specific 
design of a combined tracer test. While a significant temperature contrast between the 
tracer fluid and reservoir conditions is essential for a heat injection experiment, such a 
difference should be minimized for thermo-sensitive tracers. In cases where a 
pronounced temperature-disparity is present due to heat injection, the faster transport of 
solute tracers could be advantageous, since the short residence time in the disturbed 
entry zone would serve to minimize the bias on the thermo-sensitive signal. Further 
experiments and modeling approaches could help to solve these questions. 
8.1 Examination of hydrolysis tracers 
This work identifies hydrolysis tracers as a powerful tool to enhance the potential 
metrics of tracer tests for optimal reservoir management. Since control over the 
experimental conditions in field experiments is often impossible, systematic laboratory 
conditions are needed to better understand the properties and dynamic interactions of 
hydrolysis tracers before their introduction in field experiments. 
8.1.1 Thermo-sensitive tracers in dynamic systems 
Thermo-sensitive tracers are believed to have significant potential as a tool for reservoir 
management procedures, particularly for the estimation of two important reservoir 
metrics: thermal state and thermal evolution. This thesis contributes an effective 
application of this tool, which, to date, has never before been demonstrated. The 
capability of thermo-sensitive tracers is reliably demonstrated through the employment 
of a unique experimental design, which implements columns in a controlled lab-setting, 
the results of which contribute to the important step of tracer evaluation prior to 
application in a field experiment. Due to the establishment of known boundary 
conditions (e.g. temperature, water chemistry, pumping rate, geometry and material 
properties) the quantification of the contributing processes is possible.  
The results from Flow-through, Push-pull and Moving-front Experiments validate the 
underlying theory while yielding precise and accurate evaluations of the targeted 
metrics. The results are found to be independent of changes in residence time and/or 
measured concentrations, while the degree of uncertainty is quickly minimized with 
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multiple experiments. While expressing the results in absolute temperatures is very 
intuitive, the transformations from the obtained reaction rates could yield an additional 
(unnecessary) error source. Furthermore, compared with thermo-sensitive tracers, where 
the analysis is based on attenuation, the hydrolysis thermo-sensitive tracers used in this 
study have several advantages. First of all, both the reaction products and the reaction 
mechanism are well understood. Hence, the influence of pH, or more precisely OH-, 
concentration can be considered. Furthermore, due to its fluorescing property and the 
signal increase with longer residence time, the reaction product can be measured more 
easily. Moreover, it is essential to accompany the hydrolysis thermo-sensitive tracer 
with a conservative tracer. Also an intensive evaluation of the occurring temperatures, 
pH of the reservoir, and expected residence time should be performed, in order to 
choose the most suitable thermo-sensitive tracer compound. 
The presented results can serve as a benchmark problem for more complex scenarios. 
The model should be expanded to evaluate other flow scenarios, in order to 
accommodate a residence time distribution that is based on multiple pathways. Methods 
are needed to estimate in-situ temperature distribution from the obtained break-through 
curves. For a reliable use as a reservoir management tool a revival of field scale 
experiments is proposed. Also, the results enable a better implementation, supporting 
the necessary planning steps. Being that the phenol acetate used in this work is suitable 
for low-temperature domains, it might be implemented in low-temperature reservoirs, or 
for SWIW experiments in the cooled vicinity of the injection well. These experiments 
should be accompanied with an investigation of the chemical compatibility of the 
various materials that are intended to be used: e.g. chemicals, storage containers, piping, 
in situ reservoir water and rock, etc. It would be very useful to revise the experimental 
setup to extend its application to high-pressure and high-temperature conditions. 
Compounds which feature a relatively higher stability, such as amides and carbamates, 
should also be tested prior to application in field experiments.  
For a successful transfer of the laboratory results, a comprehensive understanding of the 
base catalyzed hydrolysis is necessary. The application of numerical simulations which 
consider the dependence of water-chemistry on temperature is vital for a comprehensive 
understanding of the catalyzed hydrolysis reaction. Furthermore, since such an insight 
would enable the successful transfer of laboratory results into high-temperature settings, 
as well as those that feature stark temperature disparities and distinct chemical 
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equilibrium conditions, such models are essential for accurate interpretations of 
experimental results. 
8.1.2 Development of Interface-sensitive Tracers 
A concept and methodology is proposed for the design and application of tracers for the 
estimation of the interfacial area between scCO2 and water. Such a tracer (referred to as 
the KIS-tracer) must satisfy several requirements. The tracer itself should feature a high 
solubility in the non-aqueous phase with a negligible amount of partitioning, while one 
of the tracer products must feature a high solubility in the aqueous phase with negligible 
partitioning. Phenyl naphthalene-2-sulfonate, which is synthesized via esterification of 
the naphthalenesulfonate base structure, fulfills these requirements for a KIS-tracer. 
While the ester is non-polar (log KOW = 4.29) the polar, anionic reaction product 
features a high solubility (log DOW (pH > 5) = −2.87) in water with a behavior that is 
expected to be conservative. The transfer-rate over the interface can then be expressed 
by a pseudo zero-order reaction, which is driven by the size of the interface. In order to 
test this methodology, an analogue approach is presented first; then, numerically 
evaluated. A linear increase of the reaction product (2-naphthalenesulfonic acid) over 
time is obtained through the use of n-octane and water as the two phases with a fixed 
interface area and volume. This verifies the expected zero-order reaction kinetics at the 
interface, which means that a constant mass flux across the interface can be determined. 
A derived macroscopic numerical model is calibrated, in order to test the experimental 
results and various reference scenarios. 
On this basis, the next step in research should be the implementation of KIS-tracer in 
two-phase porous media models, in order investigate the spreading of the plume in 
reservoirs. Such models can also help predict required reaction-speeds for application in 
laboratory and field experiments. The target design can then be employed in other base 
structures that meet the time and space requirements. Based on these results, the 
extension of the static batch experiment to dynamic systems (analogue to the approach 
described for thermo-sensitive tracers) would be of interest. Furthermore the tracer 
examination must be extended to quantify the influence of pH and temperature on KIS-
tracers. To understand/interpret the results a comprehensive physicochemical model is 
necessary. Eventually, all of these results lead to target-designed KIS-tracers for case 
studies in field application. 
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8.2 Derivation of analytical solutions for thermal single well injection 
(shut-in) withdrawal experiments 
Analytical solutions provide a powerful tool for the evaluation of temperature data 
obtained from thermal single-well injection (shut-in) withdrawal experiments. 
Compared with numerical simulations, such solutions are not skewed by space and time 
discretization errors. The presented exact solutions support a full-understanding of the 
occurring transport phenomena inside idealized fractured media with insights regarding 
the impact of rock-matrix interaction and fracture aperture under consideration of 
convective heat transfer within both the fracture and the adjacent rock matrix. The 
revised solutions for a thermal SWIW experiment illustrate how the inversion method 
impacts the complexity of the obtained solutions. The most efficient solutions are 
obtained with an inversion based on the iterated Laplace transform. This method leads 
to, what are in mathematical terms, relatively simple and computationally efficient 
solutions. The existing problem regarding the inversion of the solution in the Laplace 
domain, under consideration of the shut-in period in the derivation process is also 
overcome. With the introduction of a shut-in duration as an additional independent 
decision variable, more flexibility is possible. Finally, the exact solutions are extended 
to consider observations from a distant well. 
The formulation of the problem in dimensionless form allows the description of heat 
transport in a fractured system with the following three characterizing numbers: λ ratio 
of flow velocities; α = θtDi parameter product which accounts for the ratio of heat 
storage capacity in the fracture and matrix, as well as the heat transfer which is a 
function of the fracture width; and xD the dimensionless distance which allows 
interpretation of a nearby observation well and considers the influence of flow velocity. 
Analytical solutions help to improve a quantitative analysis; therefore, they can be 
implemented as kernels in non-linear optimization algorithms. The possibilities and 
limitations for determining the thermal characteristics of fracture-matrix interactions 
with thermal SWIW tests can also be explored through the use of such algorithms. A 
sensitivity analysis along with the quantification of the sensitivity increase, due to such 
chosen decision variables as the applied ‘shut-in time’ should be performed as well. 
Furthermore, for wider fracture-widths, the influence of longitudinal and transversal 
dispersion would be of interest. Finally, a generalization of the solutions towards more 
realistic systems, featuring multiple (parallel) fractures, would be valuable. Further 
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experiments are needed to investigate practical and useful applications in georeservoirs, 
as well as the required representative volumes. Finally, the analytical solution should be 









































2 - 140,75*pH + 535,5
ln(A) = 3,05*pH2 - 37,05*pH + 135,4
  
Figure A1: pH dependence of the kinetic parameters and hence the reaction rate of phenol acetate. 
The quadratic fitting functions applied to the data published by Nottebohm et al. (2012) were used as 
correlation functions in Eq. (7) to correct the influence of pH on the reaction speed. 
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Figure A2: Temperature estimates and standard deviations for an increasing number of analyzed 
independent experiments. Herby the considered experiments are arranged by their deviation from the 
expected temperature in descending order. While a fast convergence of the statistical mean is already 
obtained within three independent measurements, the standard deviation converges for this worst case 































































          (B2) 
Note that DT
...
is composed of six summands. The following transformations are shown 
for the first summand, but they apply also for the others similarly. 




















































      (B3) 
Similarly let’s rewrite the full solution as: 
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       (B8) 
Let us invert 1_1
...
DT with respect to s and obtain: 
 




























     (B9) 
Then, inverting 1_1
..
DT  with respect to q and after implementing the Heaviside step 
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