The need for integrated systems development arises from complexity of a system. This paper presents an interactive design and simulation platform for flight vehicle systems development. Its "connect-and-play" capability and adaptability enable "on-line" interaction between design and simulation during the integrated development. As a case study, the implementation of the proposed platform and an aircraft flight control system development example are demonstrated on an experimental test bed including a realtime systems simulator and a flight training device.
I. Introduction
The engineering systems development process typically has a waterfall view as if the different development stages were performed chronologically and independent to each other, when in reality they are extensively interrelated and interconnected. Moreover, a system often consists of multiple subsystems and components that are also interacting or even have conflicting characteristic features. Therefore, the entire development relies on iterative cycles between design modifications and integration and testing verifications, until the final design "converges". Unfortunately, this also makes the design process time-consuming and fragile: A slight change may require a completely new cycle of redesign. The need for an integrated development process arises from complexity, such as in many engineering intensive
II. Interactive Design and Simulation Platform
Modern aircraft include a variety of automatic control systems that aid the flight in navigation, flight management, and augmenting the stability characteristics of the airplane. 9 The aim of flight control systems (FCS) development is to find a solution, given the inputs and desired outputs or tolerable errors, and to integrate design into a functional system that performs its assigned tasks satisfactorily. The FCS development process is typically broken down into several chronological stages that are extensively interrelated and interconnected, 10 including the following critical ones: 1) Establishment of System Purpose and Overall System Requirements; 2) Detailed Component Design and Selection; and 3) Integration, Testing, and Validation. Due to its complexity, a much more integrated design process may be a natural choice of solution, where interactions among subsystems and components, interactions at different levels of systems complexity, and interactions across different phases can be accounted for, to reduce design iterations and become more robust and reliable. On the one hand, the design of different control channels are independent activities, with customized flight equations that capture the characteristic dynamic behavior associated with that specific channel, and with simplified interacting component models to minimize the coupling effects in control. On the other hand, the final designed controllers need to be implemented and evaluated under a realistic simulation environment, consisting of highfidelity nonlinear aircraft systems models. The design is often tested by a series of systems simulations, including those performed on a flight simulator. In this paper, we propose an interactive design and simulation platform for flight vehicle systems development, especially for flight control systems design and verification. The integrated development process is illustrated in Figure 1 . "Controller Design" refers to iterations of design and design modifications, including multi-paradigm models. The "systems simulation" part implies various levels of simulations as verification and validation methods, including heterogeneous platforms. There are several integration strategies. 7 The popular approach in flight control systems development follows the concept of code encapsulation in principle. As shown in Figure   2 (a), the controller is designed and validated in isolation by desktop off-line simulation. The controller algorithm codes are generated (in C code as one example). Then, encapsulated as a monolithic submodel, it is integrated into the model of enclosing system for systems validation and verification. Such process presents the part from "Controller Design" to "Systems Simulation" of the integrated process in Figure 1 . In our paper, 8 we extended the approach by further suggesting a two-way integration strategy, as shown in Figure 2 (b).
This approach differs from the one-way code encapsulation approach (Figure 2 (a)) in that it includes the hardware-in-the-loop, heterogeneous simulations, and it enables "Systems The challenges of the code-generation based integration approaches include the level of automation, compatibility and synchronization of the models and simulations. Since design codes are used as the media, one needs to make sure that the generated codes can work on heterogeneous simulation platforms, with proper interfaces. If so, it is expected that the code generation can be processed automatically, to avoid tedious manual labour and errors.
These challenges are still open research topics. In this paper, instead, we adopt a different integration strategy that is similar to co-simulation in principle. As shown in Figure 3 , this proposed interactive platform allows the component model to be simulated (plug-and-play) in a different, system-level environment. Moreover, the platform is adaptable such that the systems simulator can "connect" to the design model directly. We believe that this "connectand-play" capability is one significant improvement over the "plug-and-play" capability.
Since there is only one physical design model that takes residence at the component level, one can work with this model to make modifications and perform testing "on-line" without the intermediate code-generation process. Obviously, the "connect-and-play" property and adaptability make the design and simulation platform truly interactive and integrated in development.
Under the proposed platform (Figure 4 ), the integrated flight control system results in a multi-paradigm control framework. It represents a standard flight control system block diagram with some special features.
• The blocks with a drop-down shadow represent "swapping" features. The guidance/command block represents the flight path generation (guidance) or command inputs (for controller design). The actuation and sensor blocks can be replaced by software modules with different levels of fidelity, or even hardware equipments. The vehicle dynamics module can also be replaced by different software modules for different simulation purposes. A simplified linearized dynamics model is used for control system design, while full-scale nonlinear flight equations will be used for high-fidelity simulations, such as flight simulations.
• The blocks inside HIL can be replaced by hardware equipments for hardware-in-theloop (HIL) experimentation.
• The whole flight control system structure, when interacting with other flight systems, can be integrated into a flight simulator for flight simulation, or pilot-in-the-loop (PIL) simulation, to validate the design.
• In order to emulate the reality that different flight systems components are physically installed in different locations and their interactions are communicated through mechanical links or electrical bus, the proposed framework allows for a distributed modeling structure. Each block can be individually modeled, as one software module in different processors. Therefore, it is possible to distribute different parts of a computing task across individual processors operating at the same time, or "in parallel", and thus reduce the overall time to complete the task. Further, the distributed modeling structure makes it feasible to "swap" different modules of the same block, including the hardware-in-the-loop simulation.
• Due to the distributed modeling and "swapping" feature, it is possible to replace block modules developed under different platforms, and even to run simulations on machines from different manufacturers. Therefore, the proposed framework supports heterogeneous simulations.
• The framework not only allows for distributed modeling, but also enables real-time simulation, where interactions and synchronizations among subsystems or components act and react in clock time, as it happens in a real flight environment. In order to demonstrate the proposed FCS framework and the interactive design and simulation platform, an experimental test bed is set up. A real-time systems simulator and a flight training device (RTSS-FTD) are equipped to provide a suitable proof-of-concept facility, and illustrated by a pitch tracking control example of a generic jet airplane in its cruise condition.
III. RTSS-FTD Test Bed

A. The Real-Time Systems Simulator (RTSS)
The real-time systems simulator (RTSS) facility is a networked cluster of high-end commercial off the shelf (COTS) computers as shown in Figure 5 (a). Its core computing features include: three (3) host computers each has dual-Pentium-processors running Windows 2000 OS; four (4) real-time computers each has dual-Pentium-processors running QNX real-time operating system; the real-time nodes are directly connected by 400Mbit/sec FireWire and communicate with hosts over a dedicated 100 Mbit/s Ethernet network. Further, the system consists of 108 multiple channels IO system for hardware-in-the-loop simulation. The RTSS is also connected through a 1.25Gb/sec Giganet to a similar facility to share data and sources, and it is connected to a 56-alpha-processor high power computer for off-line computing and simulation, as well as data storage. This configuration provides the following key capabilities to support our proposed framework:
• Flexibility. The models are distributed and executed over a network of high-end computers interconnected with a fast real-time communication system; the data is realtime acquired, logged, and stored; the model parameter values are allowed to modify at runtime from a graphical interface; the interconnection with the commercial I/O board is located inside one host computer, allowing for hardware-in-the-loop simulation. 
B. The Generic Jet Flight Training Device (G-FTD)
A separate flight training device (FTD) is also set up for flight simulation, as shown in Figure   5 (b). This state-of-the-art research simulator simulates the operation of a generic jet aircraft within the tolerances and conditions set out by the Transport Canada Authority. The block diagram of Figure A is a general overview of the system layout. The major aircraft subsystems include the automatic controls, the auxiliary power unit (APU), doors, the engine indication and crew alerting system (EICAS), the electrical systems, the environmental control systems, flight controls and flight instruments, the fuel, pneumatic and hydraulic systems, the landing gear, the lighting, and the navigation and communications systems. The design of the FTD is such that all the simulated functionality is concentrated in the software model running on the host computer. This software model contains all the mathematical and logic modeling to make the FTD behave likes the Generic Jet aircraft. All the other computers and hardware are input/output (I/O) interfaces between the pilot/copilot and the model software running on the host computer. The control loading is handled by a PC on the network. It communicates with the host on the Ethernet switch. This computer has digital wiring running to the primary flight controls in the cockpit. The computer systems are networked through a 100Mbaud Ethernet switch. All the simulated aircraft panels are intelligent; they each contain an embedded CPU which manages their local IO and communicates with the host computer through a CAN bus network. The aircraft flight and subsystem models are developed using C language. The visual database is developed using the MultiGen paradigm. The control system is developed under the Matlab/Simulink platform.
C. The RTSS-FTD Connection
In summary, the RTSS is able to simulate the aircraft systems and flight maneuvers. The features of reconfigurability, modeling and customization of cockpit displays are critical to our systems integration research. Matlab/Simulink is the software development platform. The G-FTD presents a more complete and realistic aircraft model, which includes factors not taken into account in the RTSS development. It offers a different perspective as the flight mission may be observed from a cockpit with out-the-window visual and instrument displays. The RTSS and FTD facilities are connected through Ethernet cables to form a networked RTSS-FTD test bed for integrated modeling and simulation activities.
IV. Implementation of Interactive Platform
The FTD consist of a number of computers with highly specialized tasks. The core of the system is formed by the Model computer, which is responsible for the overall aircraft In order to use the FTD as a test bed for interactive controller design and simulation, a network connection is established for "connect-and-play". The idea is to let an S-function for Matlab/Simulink work as a network I/O-layer, which outputs the current state vector of the FTD and takes control commands as inputs, as it is commonly done with hardware-in-the-loop approaches (Figures 8 and 9) . Note that the control input can carry additional payload, if necessary. In particular, the S-function allows for three values of wind components, which, if given, will be used to overwrite the built-in wind model.
The communication link between a Matlab/Simulink environment and the FTD hard-/software has to fulfill a number of requirements. Mainly, the interface should be
• easy to use no compilation should be required when switching between the built-in and a remotely controlled autopilot
• robust the communication should not break down on minor network problems
• fast the packets should have low overhead to improve network speed
• capable of real time maximum response times should be guaranteed
• extensible it should be easy to integrate additional payload
• portable the packet format should not depend on operating system peculiarities It is then decided that only a TCP/IP connection offers the robustness needed for controller operation. The packet format used for the network connection is simple, yet extensible.
A fixed-length integer specifying the total packet length is followed by an arbitrary number of triples specifying an identifier, a value and a delimiter. The S-function is written in the programming language C, and can be further customized at compile time using preprocessor macros. This way, among other preferences, maximum allowable packet length and floating point data formats can be adjusted.
In order to guarantee maximum response times of the network connection, network timeouts have been implemented, also settable with C preprocessor macros. If a timeout occurred, predefined hard coded default values are assumed. In this case, the user is provided with a warning.
One of the demands for the connection is that it should be possible to switch between the built-in and a remote controlled autopilot "on the fly". This required the logic depicted in Figure 10 . In practice, a custom autopilot takes over as soon as a Simulink simulation containing the network S-function is started, while in general, the built-in autopilot is in place while the simulation is not running.
V. A Pitch Tracking Example
In this section, a pitch tracker for a jet airplane at its cruise condition is considered, with elevator deflections being used as the control input. In early design stages for aircraft controllers, the influence of actuator dynamics is oftentimes neglected. In this case, however, this turns out to be an unjustifiable simplification. Figure 11 shows the simulation results of a LQR based pitch tracker, acting on a linear aircraft model with unmodeled actuator dynamics. On the left side, the pitch angle (solid line) follows the trajectory (dashdot line) nicely, while the control effort, depicted on the right, is rather small. When this controller is tested with the FTD in the loop, it becomes unstable; the simulation shown in Figure 12 has to be aborted after 30 seconds. On the right side, the commanded elevator position δe c is plotted as a dashdot line against the current elevator position δe. This leads to the assumption that the instability is caused by the time-delay introduced by actuator motion. In this example, we demonstrate that the flight control design and its verification achieve the expectation by using our proposed interactive (control) design and (flight) simulation platform. Design modifications or even redesigns are quick to perform since the simulation directly "call" the component that still takes residence at the local control system development environment (Matlab/Simulink). The design impact on overall system performance is also easy to obtain by the interactive platform due to its "connect-and-play" capability. One doesn't need to go through the code generation and interfacing process.
VI. Conclusions
In this paper, an interactive design and simulation platform was presented. Its "connectand-play" capability and adaptability enabled "on-line" interaction between design and simulation during the integrated development. The implementation of the proposed platform was addressed in details, and an aircraft flight control system development example was given as a demonstration on an experimental RTSS-FTD test bed. Multi-paradigm models and heterogeneous simulations were integrated through a TCP/IP network of I/O. This platform is deemed to attract interests in development due to its simple strategy. The interaction and integration can be achieved without "re-inventing" machine or architecture.
