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In his survey paper on branching programs, Razborov asked the
following question: Does every rectifier-switching network computing
the majority of n bits have size n1+0(1)? We answer this question in the
negative by constructing a simple oblivious branching program of size
O[n log3 nlog log n log log log n] for computing any threshold func-
tion. This improves the previously best known upper bound of O(n32)
due to Lupanov. We also construct oblivious branching programs of
size o(n log4 n) for computing general mod functions. All previously
known constructions for computing general mod functions have size
0(n32). ] 1997 Academic Press
1. INTRODUCTION
We consider the problem of computing threshold and mod
functions of n bits on branching programs. For any k,
0kn, The k th threshold function of n bits is defined to
be one if and only if at least k of them are one. (Some
authors prefer the term symmetric threshold function.)
Majority is the most interesting of these functions, and is
defined to be one if and only if at least half of the input bits
are one. For fixed a and d, the function modd, a is defined to
be one if and only if number of ones in the input is con-
gruent to a mod d. Branching programs and their many
variants have long been a popular model for studying com-
plexity of functions (see, for example, the survey paper of
Razborov [Raz91]). A (Boolean) branching program is a
directed acyclic graph with a designated source node and
some number of sink nodes. The sink nodes are labeled
either ‘‘accept’’ or ‘‘reject.’’ Each nonsink node has out-
degree two and the two outgoing edges are labeled xi=0
and xi=1 for some input variable xi . In this case we say
that the variable associated with the node is xi and that the
edges access the variable xi . It is easy to see that given a
setting of x1 , x2 , ..., xn , there is a unique path from the
source node to one of the sink nodes in which all the edge
labelings are consistent with the assignment of x1 , x2 , ..., xn .
In this way, any branching program computes a Boolean
function. In a leveled branching program, the nodes are
divided into levels L0 , ..., Ll such that L0 contains the source
node and every edge from a node in Li goes to a node
in Li+1. We will say that a node is in level i when it belongs
to Li . An oblivious branching program is a leveled branch-
ing program in which all out-edges from any particular level
access the same input variable.
The important complexity measures for branching
programs are size, length, and width. The size of a branching
program is the number of nodes. Length and width are
defined for leveled branching programs, and are respectively
the number of levels, and the maximum number of nodes in
any level of the branching program.
The branching program model is an abstraction of many
other computing models. The nodes of the branching
program represent configurations of a machine, and the
edges define transitions on input bits. In a natural way, the
logarithm of the size of the branching program defines the
space used in computation, and the length of the branching
program corresponds to the number of steps of the com-
putation. Branching programs are also closely related to
other well-studied models of computation. For example, the
size complexity of any function in the branching program
model lies between its circuit size and formula size com-
plexity (see, e.g., page 416 of [Weg87]).
Recent use of some restrictions on the branching
programs model (for example, ordered binary decision
diagrams [BCL+94, Bry92, BC94]) as a data structure in
circuit design and verification has given added motivation
to construct efficient representation of functions in terms of
branching programs.
Despite the apparent simplicity of the branching program
model, researchers have had very little success in proving
interesting bounds. The best lower bound for a function in
NP is due to Nec$ iporuk [Nec$ 66]. Beame and Cook
(unpublished) noticed that Nec$ iporuk’s method applied to
the element distinctness problem gives an 0(n2 log2 n)
lower bound.
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Nec$ iporuk’s technique does not prove any nontrivial
bounds for symmetric functionsfunctions that depend
only on the number of ones in the input. It is intriguing that
even for threshold and mod functions, which are among the
most fundamental of functions, we cannot characterize their
exact complexity on branching programs.
We review the literature on branching programs in terms
of the bounds proved on the majority function. It is easy to
see that any symmetric function can be computed with
a branching program of size O(n2), and any branching
program computing a function that is sensitive to each one
of its inputs must have at least n nodes. Chandra et al.
[CFL83] proved that any constant-width branching
program for majority has super-linear size. (Actually their
result applies to the stronger rectifier-switching model, but
we will not define this model in this paper; they are one of
the natural nondeterministic extensions of the branching
program model.) For the class of nonconstant threshold
functions, Barrington and Straubing [BS95], using algebraic
techniques, improved this bound to 0(n log log n). It can be
easily seen that any constant-width branching program can
be transformed into an equivalent oblivious branching
program with a constant blowup in the length and the width.
Alon and Maass [AM88] and Babai et al. [BPRS90] inde-
pendently proved that any oblivious branching program of
width w- n for majority has length 0(n log n log w).
Their bounds are based on a communication complexity
argument and imply that for computing all but a
vanishingly small fraction of symmetric functions, any con-
stant-width branching program requires length 0(n log n).
For the case of general (not necessarily symmetric) Boolean
functions, the strongest lower bound on oblivious branching
programs is due to Babai, Nisan, and Szegedy [BNS92].
They proved that for an explicit Boolean function, any
oblivious branching program of length o(n log2 n) has width
exp(n0(1)).
For the case of arbitrary branching programs, Pudla k
[Pud84] used a Ramsey-theoretic argument to prove an
unconditional size lower bound of 0(n log log nlog log log n)
for computing most threshold functions (including
majority). Babai et al. [BPRS90] improved this to an
unconditional size lower bound of 0(n log n log log n) for
computing majority. This bound also uses a communication
complexity argument and applies to almost all symmetric
functions. Razborov [Raz90], and Karchmer and Wigder-
son [KW93] proved unconditional size lower bounds of
0(n log log log* n) for computing majority on models more
powerful than branching programs. Razborov proved it for
rectifier-switching networks; Karchmer and Wigderson
proved it for span programs.
In the direction of upper bounds, progress has been even
more elusive. Barrington [Bar89], in an important break-
through, proved that there are polynomial size branching
programs of width five for computing majority (and all
functions in NC1). Ben Or and Cleve [BC92] generalized
this result to arithmetic computation over any ring. The size
blowup in the simulation was later improved by Cai and
Lipton [CL94] and Cleve [Cle91]. The resulting branch-
ing programs for computing majority, though, are not
efficient in size; they are larger than the obvious O(n2) con-
struction.
Lupanov [Lup65] improved upon the obvious upper
bound by constructing a branching program of size O(n32)
for majority. No improvement had been made on
Lupanov’s construction in nearly 30 years. This led
Razborov [Raz91] to pose the following open problem:
Does every rectifier-switching network computing the
majority of n bits have size n1+0(1)?
We settle this problem in a strong negative way by con-
structing a simple oblivious branching program of width
O(log n) and size O(n log3 n log log n log log log n) for any
threshold function. This size bound is within O(log2 n
log log log n) of the size lower bound of Babai et al.
[BPRS90]. Our method also yields a spectrum of branch-
ing programs, one for each width greater than log n. For
width wn, the length of the resulting branching program
is O(n log2 n log w log log log n), which is within O(log n
log log log n) the length lower bound of Alon and Maass
[AM88].
Our constructions have other nice properties For example,
for any k=O(log2 n log log n log log log n) they can be
modified to give efficient syntactic read-k branching
programs. (See Borodin et al. [BRS93] for definitions,
motivations, and a survey of results.) Moreover, for any l,
between levels ln and (l+1) n&1, the variables are
accessed in the order x1 , x2 , ..., xn . This property is strongly
reminiscent of the fixed ordering of the input variables in
ordered binary decision diagrams. Hence we believe that
our result may be of practical significance.
We also construct efficient branching programs for com-
puting mod functions. (Recall that for fixed a and d, the
function moda, d is defined to be one if and only if the
number of ones in the input is congruent to a mod d.) When
d is a prime power close to - n, all previously known con-
structions for computing the function modd, a have size
0(n32). The results in Alon and Maass [AM88] and Babai
et al. [BPRS90] only depend on the communication com-
plexity of the function and gives the best known lower
bound for mod functions. When d is close to - n, their
results imply a length lower bound of 0(n log n log w) for
any oblivious branching program of width w- n for com-
puting mod-d function. For nonoblivious branching
programs, their results imply an unconditional size lower
bound of 0(n log n log log n).
We partially close the gap between lower and upper
bounds for mod functions by constructing oblivious
branching programs of size O(n log4 n(log log n)2) for
computing modd, a , for any fixed a and d. The heart of the
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proof is an alternate construction of branching programs for
computing threshold functions. Although, the alternate
construction is slightly inefficient in size, compared to our
first construction of threshold functions, it has many nice
properties that make it easily extensible to computing mod
functions.
Theorem 1. There is an oblivious branching program of
size
O \ n log
3 n
log log n log log log n+
for computing any threshold function.
Theorem 2. There is an oblivious branching program of
size
O \ n log
4 n
(log log n)2+
for computing any mod function.
Our main technical contribution is a branching program
computing approximate division, which is interesting in its
own right. Approximate division is the process of classifying
the input according to approximately how many ones it
contains by specifying an interval where it occurs.
Section 2 contains many definitions, an overview of the
building blocks of our branching programs, and the state-
ment of our main technical theorem on approximate division
branching programs, whose proof is deferred to Section 4.
In Section 3, we use this theorem to construct branching
programs for computing threshold functions. Finally, in
Section 5, we construct branching programs for computing
mod functions.
2. BUILDING BLOCKS
The most obvious way to compute any symmetric func-
tion is to first compute the number of ones in the input.
(Because we have defined our branching programs to com-
pute only Boolean functions, we need to modify their defini-
tion to label the output nodes from the set [0, 1, ..., n].)
Unfortunately we pay heavily for the direct approach of
computing the sum of the input bits. For any input x, let &x&
denotes the number of ones in x.
Fact 1. Any oblivious branching program computing
&x& on input x has size at least
:
n+1
i=1
i=
(n+1)(n+2)
2
.
Proof. For any input variable xi , define li to be the
maximum level, where xi gets accessed. Assume without loss
of generality that l1<l2< } } } <ln . We claim that level
li+1 has at least i+1 nodes. Suppose the claim is not true.
Then there are two inputs x and y with x1+x2+ } } } +xi{
y1+ y2+ } } } + yi that reach the same node at level l i+1. If
we set xk= yk=0 for i+1kn, then x and y will reach
the same sink node even though &x&{&y&.
Therefore the size of the branching program is at least
Number of nodes in level 0+ :
n
i=1
Number of
nodes in level (li+1)= :
n+1
i=1
i. K
Our approach is to receive partial information about the
input by computing many functions on &x&, but modulo a
set of small, pairwise relatively prime numbers. Our main
technical tool is the Chinese remainder theorem which lets
us construct an integer from its values computed modulo
many small primes. (A proof can be found in any standard
textbook on number theory, for example, Hardy and
Wright [HW79].)
We will illustrate this approach by an example.
Definition. For any kn, the exact-k function, Ek ,
accepts an input x if and only if &x&=k.
From the Chinese remainder theorem, it is enough to
choose a set of primes with product greater than n and verify
that the number of ones is congruent to k modulo each one
of those primes.
This requires branching programs for computing &x&
modulo fixed positive integers. The next lemma will give the
construction.
To facilitate the presentation of our constructions
described later in this section, we will adopt a slightly
different view of branching programs. In any branching
program, a given input defines a path from the source node
to one of the sink nodes, and we can view the branching
program as routing inputs from the source node to sink
nodes. All our constructions will be leveled (in fact,
oblivious) branching programs. In a leveled branching
program, the source node belongs to level zero, so we can
view any leveled branching program as routing inputs from
a fixed node in level zero (its source node) to sink nodes.
Sometimes, it will be convenient to relax the definition of
leveled branching programs by not specifying which of the
nodes in level zero is the source node. We will think of these
leveled branching programs as routers from nodes in level
zero to sink nodes, where fixing the input and the source
node in level zero fixes the sink node which this input will
be reaching.
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Lemma 3. For any positive integer q>0, there is an
oblivious branching program of n+1 levels, each consisting of
q nodes, such that the following holds: If we number the nodes
in each level from 0 to q&1, then, starting from node s,
0s<q, in level zero any input x reaches node (s+&x&) mod
q in the last level.
Proof. We describe this oblivious branching program.
All the out-edges from level i access the input variable xi .
Transitions between adjacent levels of nodes are defined as
follows: node j makes a transition to node j of the next level
if its associated variable is zero; otherwise, it makes a trans-
ition to node ( j+1) mod q of the next level (see Fig. 1).
We will build more complex branching programs by
interconnecting many such routers.
We will be repeatedly using the following corollary of the
prime number theorem. (A proof can be derived from
[RS62, Corollaries 1 and 2].)
Theorem 4. For any constant c>0, there exist con-
stants N, c$>0 such that for all nN, there are at least
(c log n log log n) primes between log n and c$ log n.
We can use this corollary to construct efficient branching
programs for computing the exact-k function for any fixed k.
Lemma 5. There is an oblivious branching program of
size O(n log2n log log n) for computing the exact-k function,
for any fixed k, on n inputs.
Proof. From the Chinese remainder theorem; in order
to compute Ek , it is enough to choose a set of primes whose
product is greater than n and verify that the number of ones
is congruent to k modulo each one of these primes. From
FIG. 1. Branching program for computing (x1+x2+x3+x4) mod 3.
Lemma 3, the resulting branching program will have size
equal to (n+1) times the summation of all the primes. If we
use Theorem 4 to choose Wlog n log log nX primes of size
3(log n) each such that their product is greater than n, then
the summation of all the primes is O(log2n log log n) and
therefore the resulting branching program is of size
O(n log2 n log log n). K
We will next describe a model which simplifies the presen-
tation of our constructions of branching programs for com-
puting threshold and mod functions. The building blocks of
all these constructions are branching programs described in
Lemma 3. Since the behavior of these branching programs,
on any input x, depends only on &x&, it is easier to describe
our constructions in terms of a new model that operates on
integers. The basic elements of this model are routers that
will capture the behavior of branching programs described
in Lemma 3.
Definition. A chain MA-program (modular arithmetic
branching program) 1 is defined by a triplet (B, C, v), where
B is a sequence of boxes, and C defines the connections
between adjacent boxes in the sequence. We will shortly
explain v.
Each box in B has an associated integer constant q>0,
which is called the modulus of the box. A box with modulus
q (also called a q-box) consists of q input nodes and q output
nodes, each of which is numbered from 0 to q&1.
For every box in B (except the last box), C maps a subset
of the set of its output nodes to the set of input nodes of the
next box in B. The output nodes which are not mapped by
C are called sinks. v is one of the input nodes of the first box
in B that is designated as the source node.
We will be mainly interested in defining the sink node
that is reached by any particular integer x starting from the
source node v as follows: if x reaches an input node s of a
q-box, it is routed to the output node (x+s) mod q of that
box; if x reaches a nonsink output node t of some box, it is
routed to the input node that C maps it to.
The set chain ( p1 , p2 , ..., pk) , for some k1, is the set of
chain MA-programs with k boxes whose i th box has
modulus pi (see Fig. 2).
Definition. A chain MA-program 1 separates two dis-
joint sets of integers S1 and S2 , if for all x # S1 , y # S2 , x and
y reach different sink nodes in 1.
The lemma below shows that for computing symmetric
functions there is an easy translation from chain MA-
programs to oblivious branching programs. It is also pos-
sible to define a more general form of chain MA-programs
that corresponds to nonoblivious branching programs
[Sin95]. The size of any chain MA-program is defined as
the summation of the moduli of all its boxes.
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FIG. 2. Chain ( p1 , p2 , ..., pk).
Lemma 6. Let f be an n-variable symmetric Boolean
function and let 1 be a chain MA-program of size S that
separates the sets
[&x& : f (x)=0], [&x& : f (x)=1].
Then there is an oblivious branching program of size (n+1) S
that computes f.
Proof. Let 1=(B, C, v). We will define a simple trans-
formation to obtain an oblivious branching program P that
computes f. We replace every q-box in B with an oblivious
branching program described in Lemma 3, where the input
nodes of the q-box correspond to the nodes in level 0 of the
branching program, and the output nodes of the q-box
correspond to the nodes in the last level of the branching
program. If C maps an output node to an input node in 1,
we identify the corresponding nodes in P. The source and
the sinks of 1 are designated the source and the sinks,
respectively, of P.
Because each q-box in 1 is replaced with a branching
program of size (n+1)q, the size of P is (n+1)S.
It is straightforward to verify that any input x reaches the
same sink node in P as integer &x& in 1. Because inputs
reaching any sink node in P are either all from f &1(0) or all
from f &1(1), we label all sink nodes receiving inputs from
f &1(1) ‘‘accept’’ and all sink nodes receiving inputs from
f &1(0) ‘‘reject.’’ K
The above lemma implies that for n-variable symmetric
Boolean functions, it is enough to study behavior of chain
MA-programs on the set Zn+1=[i | 0in].
For any chain MA-program 1, we define its modulus to be
the least common multiple of the moduli of the boxes in 1.
The importance of the modulus is explained in the lemma
below that can be easily verified.
Lemma 7. Let 1 be a chain MA-program of modulus m.
Then any two integers x and y unsatisfying x# y (mod m)
reach the same sequence of inputoutput nodes in 1.
To keep our notation simple, we will extend the definition
of input and output nodes so that for any integer s, the out-
put(input) node s of a q-box will refer to the output(input)
node s mod q. Also, at many places in our construction, it
will be convenient to index a set of p elements as iq mod p,
0i< p, for some integer q that is relatively prime to p. The
validity of this indexing scheme follows from
Fact 2. For relatively prime positive integers p and q,
[iq mod p | 0i< p]=[i | 0i< p].
Our constructions will rely on certain transformations on
chain MA-programs to obtain new chain MA-programs;
this is explained in the lemma below.
Lemma 8 (Translation lemma). Let 1=(B, C, v) be
a chain MA-program with modulus m. Then for any two
integers a, l, where (a, m)=1, there is a chain MA-program
1 $=(B, C$, v$) with the same sequence of boxes as 1 with the
following property:
There is a one-to-one mapping _ that for each box b, maps
the set of input(output) nodes of b in 1 to the set of input
(output) nodes of b in 1 $ such that for any two integers y and
x with y#ax+l (mod m), if x in 1 reaches the sequence of
inputoutput nodes v=v1 , v2 , ..., vk , then y in 1 $ reaches the
sequence of inputoutput nodes v$=_(v1), _(v2), ..., _(vk).
Proof. We first define _:
_(input node s of box b in 1 )=input node as&l of box
b in 1 $.
_(output node t of box b in 1 )=output node as of box
b in 1 $.
The connections C$ in 1 $ are defined as follows: if C(out-
put node t of ith box)=input node s of the (i+1)th box,
then C$(output node _(t) of i th box)=input node _(s) of
the (i+1)th box.
Note that _ and C$ implicitly map the source and sinks of
1 to those of 1 $, for example, _(v)=v$.
Let x and y be as in the statement of the lemma. Then an
easy induction on i, 1ik, will prove that the i th
inputoutput node reached by ax+l in 1 $ is _(vi). Then,
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from Lemma 7, we can infer that y reaches the same
sequence of inputoutput nodes as ax+l, which proves the
lemma. K
In order to study the usefulness of chain MA-programs in
constructing branching programs for threshold and mod
functions, we need the following definitions.
Definition. An interval of length L is the set of integers
[b, b+L)=[b+i | 0i<L], for some integer b. For an
interval I and for any tL, define I tlow to be the set consist-
ing of the t smallest integers in I and define I thigh as I"I
t
low .
An integer threshold problem is a pair (I, t), where I is an
interval and t is at most the length of I. A chain MA-
program solves this integer threshold problem if it separates
I tlow and I
t
high .
If 1 is a chain MA-program that solves the integer
threshold problem (Zn+1 , t), where Zn+1 is the interval
[0, n+1), then by applying Lemma 6, we obtain an
oblivious branching program that computes the threshold-t
function.
We state our main technical theorem. There are two parts
of this theorem; we will use part (A) to construct branching
programs for computing threshold functions and part (B) to
construct branching programs for computing mod func-
tions.
Theorem 9. Let k2 and let p1 , p2 , ..., pk be any set
of pairwise relatively prime numbers with pk<min[ p2 ,
p3 , ..., pk&1]. Define M=>1ik pi and M$=Mpk . Pick
t and L such that tLM, and let I be the interval [0, L).
Then there is a D # chain( p1 , ..., pk) such that, restricted to
integers in I, any sink node in D receives integers that are
either all from I tlow or all I
t
high or all from Imid I, where
(A) If L( pk&k+2) M$ then Imid is an interval of
length (2k&2) M$.
(B) If t<M$ then Imid a union of two intervals
[M&(k&2) M$, M) and [0, (k&1) M$).
The proof of this theorem is postponed to Section 4. For
intuition on why this theorem is useful for computing the
integer threshold function, let us concentrate on part (A) of
the theorem. Any sink which receives integers that are either
all from I thigh all from I
t
low properly separating these sets and
can be ignored. We only have to take care of the sinks
receiving integers from Imid . If we choose k to be much
smaller than pk then Imid is of a considerably smaller length
than I. We take all sinks receiving integers from Imid and
connect them to another chain MA-program which we
construct recursively for integers in Imid .
Theorem 12, in the next section, makes this intuition
precise. For our recursive construction, we will need to deal
with intervals which do not necessarily start from zero. We
restate Theorem 9 (A) for a general interval (not necessarily
starting at zero) as a corollary, which can be deduced by
applying Lemma 8 with a=1.
Corollary 10. Let k2 and let p1 , p2 , ..., pk be any
set of pairwise relatively prime numbers with pk<
min[ p2 , p3 , ..., pk&1]. Define M=>1ik pi and
M$=Mpk . Pick t and L such that tL( pk&k+2) M$,
and let I be an interval of length L. Then there is a D #
chain( p1 , ..., pk) such that, restricted to integers in I, any
sink node in D receives integers that are either all from I tlow
or all from I thigh or all from Imid I, where Imid is an interval
of length (2k&2) M$.
3. BRANCHING PROGRAMS FOR
THRESHOLD FUNCTIONS
We will construct a chain MA-program T of size
O(log3 n log log n log log log n) that solves the integer
threshold problem (Zn+1 , t). Theorem 1 will then follow by
invoking Lemma 6 which gives the mapping between T and
an oblivious branching program.
We will construct T in stages. Each stage consists of a
chain MA-program from Corollary 10 which receives
integers from a particular interval. It solves the given integer
threshold problem correctly on some of the integers and
passes the remaining integerswhich come from an interval
considerably smaller than the interval for the current stage
to the chain MA-program in the next stage.
Our construction for threshold functions will be using
certain facts about prime numbers.
Lemma 11. There is a constant C such that for all LC,
there exist k>0 and k pairwise relatively prime integers p1 ,
p2 , ..., pk satisfying the following properties. Define M=
>1ik pi and M$=Mpk .
(A) p1+ p2+ } } } + pk=O(log2 L log log L)
(B) L<M$( pk&k+2)
(C) (2k&2) M$<8L log log L<L.
Proof. From [RS62, Theorem 4] we know that there is
a constant C0 such that for LC0 , the product of all primes
between log L and 4 log L is at least L4 log L. We choose
enough primes p2> p3> } } } > pk in this range so that their
product is in [L4 log L, L]. Moreover, because each of the
primes is at least log L, k&1log L log log L. Choose p1
to be a power of two such that >1ik pi # [2L, 4L]. Then
p116 log L, which proves (A).
Because M2L, we can prove (B) as follows:
M$( pk&k+2)=M \1&k&2pk +2L \1&
1
2+=L,
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for all LC1 , where C1 is a constant. Finally
(2k&2) M$
2 log L
log log L
}
4L
log L
<
8L
log log L
<L
for all LC2 , where C2 is a large constant. We complete the
proof by choosing C=max(C0 , C1 , C2). K
The main result on the size of a chain MA-program
solving the integer threshold problem (Zn+1 , t) is the
special case L=n+1 of the following theorem.
Theorem 12. Let S(L) be the smallest number such that
there exists a chain MA-program of size S(L) that solves any
fixed integer threshold problem on an interval of length L.
Then
S(L)=O \ log
3 L
log log L log log log L+ .
Proof. We will prove the theorem by induction on L.
Let C be the constant in the previous lemma.
Base case (L<C). If we use a C-box, every integer in
the interval will reach a different sink node. The size of this
chain MA-program is C=O(1).
Induction step. Use Lemma 11 to choose pairwise
relatively prime integers p1 , p2 , ..., pk satisfying parts (A),
(B), and (C). Let (I, t) be our integer threshold problem,
where the length of I is L. From part (B), L
( pk&k+2) M$ so we can apply Corollary 10 to obtain D.
Consider the sinks which do not satisfy the property that
they receive integers which are all from I thigh all from I
t
low . By
Corollary 10, these sinks receive integers that are all from an
interval Imid of length at most (2k&2) M$. Our original
problem has now been reduced to solving an integer
threshold problem on the interval Imid . By the induction
hypothesis and part (C), this can be solved by a chain
MA-program to which we connect all the sinks of D corre-
sponding to Imid .
From part (A), the size of D is O(log2 L log log L), and
from part (C), the length of Imid is less than 8L log log L.
So, S(L)O(log2 L log log L)+S(8L log log L).
The recursion goes for O(log L log log log L) levels and
each level contributes size O(log2 L log log L), which proves
our claim.
Corollary 13. There is an oblivious branching pro-
gram of width O(log n) and length O(n log2 n log log n
log log log n) for computing any threshold function.
Remark. For any log nwn, the construction in this
section can be generalized by suitable choice of primes to get
an oblivious branching program of width w and length
O(n log2 n log w log log log n).
4. THE APPROXIMATE DIVISION CHAIN MA-PROGRAM
This section contains the proof of Theorem 9. We will be
using the following theorem which is our main technical
contribution.
Note. In all our constructions of chain MA-programs in
this section, the source node is the input node 0 of the first
box and the sinks are the output nodes of the last box;
we will refer to the output node t of the last box as the sink
node t.
Theorem 14. Let k2 and let p1 , p2 , ..., pk be any set
of pairwise relatively prime numbers with pk<min[ p2 ,
p3 , ..., pk&1] Define M=>1ik pi , M$=Mpk . Then
there is a D # chain( p1 , p2 , ..., pk) such that for all
0l< pk , integers from [0, M ) reaching the sink node lM$
belong to the set
[(lM$+i) mod M | 0i<(k&1) M$].
Note. If we could strengthen this theorem so that the
integers from [0, M ) reaching the sink node lM$ belong to
the interval [lM$, (l+1) M$) then we will have an exact
division of the interval [0, M ) into pk disjoint subintervals.
In the present form, we are performing an approximate divi-
sion of [0, M ) into pk overlapping subintervals.
Proof. We will first describe the construction of D. Then
we will characterize the set of integers reaching any par-
ticular sink node and prove that it satisfies the conditions of
the theorem.
Definition. Let pk+1=1, and \1ik,
Ni=Mpi pi+1.
We state two simple properties of the Ni ’s which we will
need in the proof of correctness of our construction. They
can easily be deduced from the definitions.
Fact 3. For all 1i, jk,
(a) (Ni , pi)=(Ni , pi+1)=1.
(b) If j  [i, i+1] then Ni #0 (mod pj).
We now describe D by giving the connections between
the i th box ( pi-box) and the (i+1)th box ( pi+1-box) for
1i<k:
For 0u< pi , the output node uNi of the ith box is
connected to the input node (&uNi) of the (i+1)th box.
Note that the connections are well defined because of
Fact 3(a). We will use the following lemma to determine the
set of integers from [0, M) that reach any particular sink
node of D.
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Lemma 15. Let X=1 jk aj Nj , where 0aj< pj .
Then X reaches the sink node ak M$ of D.
Proof. Applying Fact 3(b), we get
X#a1N1 (mod p1). (1)
For 1< jk,
X#aj&1 Nj&1+ajNj (mod pj). (2)
We will prove by induction on j, 1 jk, that X reaches
the output node aj Nj of the jth box, which will be enough
to prove our claim because Nk=M$.
Base case ( j=1). X starts at the source, which is the
input node 0 of the first box, and the result follows from
Eq. (1).
Induction step (1< jk). By the induction hypothesis,
X reaches the output node aj&1Nj&1 of the ( j&1)th box,
which is mapped to the input node (&aj&1Nj&1) of the j th
box. Applying Eq. (2) proves the induction step. K
Continuing with the proof of Theorem 14, let us now
evaluate the set Gl of integers from [0, M ) reaching the sink
node lM$. Observe that for any integer X # [0, M ), by
solving Eq. (1) and (2) repeatedly for j=1, 2, ..., k, we can
determine a sequence of 0aj< pj , 1 j<k such that
X=(1 jk aj Nj) mod M. Therefore, by Lemma 15, we
can infer that Gl is exactly the set
{\lM$+ :
1 j<k
ajNj+ mod M } 0aj< p1 , 1 j<k= .
Because pk<min[ p2 , p3 , ..., pk&1] for 0aj< pj ,
1 j<k,
aj Nj< pj
M
pj pj+1
=
M
pj+1

M
pk
=m$ ;
hence,
:
1 j<k
ajNj<(k&1) M$,
and therefore,
Gl [(lM$+i) mod M | 0i<(k&1) M$]. K
We are now ready to prove Theorem 9.
Proof of Theorem 9. For both part (A) and part (B), the
chain MA-program D is obtained by applying Theorem 14.
Then, restricted to integers in [0, M ), the sink node lM$ of
the k th box receives integers in the set
Gl [(lM$+i) mod M | 0i<(k&1) M$].
If l pk&k+1, then lM$+(k&1) M$M so
Gl [lM$, lM$+(k&1) M$). (3)
On the other hand, if pk&k+2l< pk , then
Gl[lM$, M) _ [0, lM$+(k&1) M$&M)
[M&(k&2) M$, M) _ [0, (k&1) M$) (4)
(because lM$( pk&k+2) M$=M&(k&2) M$ and
lM$M ).
We will analyze these sets for each of part (A) and part
(B) when the inputs are actually restricted to come from I=
[0, L)[0, M).
Part (A). We claim that for all 0l< pk , Gl & I is
contained in an interval of length (k&1) M$. By Eq. (3) this
is true when l pk&k+1. When l pk&k+2, because
L( pk&k+2) M$, by Eq. (4), Gl & I[0, (k&1) M$)
which is also an interval of length (k&1) M$.
Now consider any sink that receives an integer from I tlow
as well as an integer from I thigh . Because of the claim above,
any integer reaching this output node must be at least
t&(k&1) M$ and at most t+(k&1) M$&1. Then, setting
Imid=[t&(k&1) M, t+(k&1) M$) proves the theorem.
Part (B). Since t<M$, from Eq. (3), we know that for
1l pk&k+1, Gl I thigh . This implies that any sink
node lM$ that receives integers from I tlow as well as I
t
high
satisfies l pk&k+2 or l=0. Hence,
ImidG0 _ \ .pk&k+2l< pk Gl+
[0, (k&1) M$) _ [M&(k&2) M$, M ),
where the last containment follows from Eq. (3) and Eq. (4).
K
5. BRANCHING PROGRAMS FOR MOD FUNCTIONS
In this section, we will construct a branching program on
n variables of size o(n log4 n) that accepts an input x if and
only if &x&#a (mod d ), for fixed ad. We may assume
without loss of generality that a=0 and 1<dn. This is
because if d>n then the problem is equivalent to computing
the exact-a function Ea (which is defined to be one if the
number of ones in the input equals a), for which there is a
simple branching program of size O(n log2 n) (Lemma 5),
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and if a{0 we can pad the input with d&a ones and main-
tain the same asymptotic size.
Two of the obvious approaches for computing mod func-
tions are: (1) Use the construction in Lemma 3 to compute
the exact sum mod d with a branching program of size
3(nd ). (2) Compute the OR of wndx+1 exact functions,
E0 , Ed , E2d , ..., Ewndx } d . Each exact function can be com-
puted with a branching program of size O(n log2 n), giving
a total size of O(n2 log2 nd ).
The first construction is efficient for small values of d ;
whereas the second one is better for large values of d.
Furthermore, if d is a product of very large or very small
prime powers then we can combine the Chinese remainder
theorem with these approaches to construct efficient
branching programs for checking divisibility modulo d. The
hardest case for all these approaches is when d is a prime
power close to - n. In this case, all previously known con-
structions for computing mod functions have size 0(n32).
Our construction is based on a simple yet general scheme
(Lemma 17 presented later) for transforming chain MA-
programs computing threshold functions to chain MA-
programs computing mod functions. Notice that the set of
inputs that need to be accepted are exactly
[x | &x&=kd for 0k<t],
where we set t=wndx+1. We will use much of the
machinery developed in the previous sections. By Lemma 6,
we know that it suffices to construct a chain MA-program
M that separates the sets of integers Sd, n and Zn+1"Sd, n ,
where
Sd, n=[xd | 0x<t].
To achieve this, we will first suggest a simple scheme to
modify the chain MA-program constructed in Theorem 12.
The modification is based on the corollary below, which can
be deduced easily from the translation lemma, Lemma 8.
Then, we will show that this scheme almost works but fails
to produce the desired chain MA-program. The rest of
the proof will be the construction of an alternate chain
MA-program that allows the modification to work.
Corollary 16. Let 1 be a chain MA-program with
modulus m that separates the (disjoint) sets of integers S1
and S2 . Then for all integers a, where (a, m)=1, there is a
chain MA-program row of the same size and modulus as 1
that separates the (disjoint) sets R1 and R2 , where for i=1, 2,
Ri=[ y # Zm | y#ax(mod m) for some x # Si].
Let T be a chain MA-program of modulus m>n which
solves the integer threshold problem (Zn+1 , t). Assume for
the moment that (d, m)=1. One way to construct M is to
apply Corollary 16 to T with a=d. Then M will separate
the sets
[ y # Zm | y#dx(mod m) for 0x<t]=Sd, n ,
[ y # Zm | y#dx(mod m) for txn].
Unfortunately, the latter set does not include all of
Zn+1"Sd, n . There are two possible ways to modify this
approach. The first possibility is to modify T in a different
manner so that it separates the sets
[ y # Zm | y#dx(mod n+1) for 0x<t]=Sd, n ,
[ y # Zm | y#dx(mod n+1) for txn]=Zn+1"Sd, n ,
but we do not know how to make such a modification. The
other possible approach which we actually take is the
following: Notice that the chain MA-program T has a
modulus considerably larger than the length of the interval
for which it is solving the integer threshold problem. (This
is because of property (B) in Lemma 11 and the fact that the
modulus of T is the least common multiple of the moduli of
chain MA-programs constructed in different stages.) The
latter property was crucial for the proof of Theorem 9(A)
and the entire construction in Section 3. However, if we start
with a T that solves the integer threshold problem over an
interval of length equal to its modulus, we can transform
it to obtain a branching program for computing the mod
function.
Definition. A chain MA-program solves the strong
integer threshold problem (I, t) if it separates I tlow and I
t
high ,
and its modulus is equal to the length of the interval I.
Lemma 17. For a fixed 1<dn, let t=wndx+1. If we
have a chain MA-program T of size S that solves the strong
integer threshold problem (Zm , t), for some m>n such that
(d, m)=1, then we have a chain MA-program M of size S
that separates Sd, n and Zn+1"Sd, n .
Proof. Apply Corollary 16 to T with a=d to obtain the
chain MA-program M of size S that separates the sets
[ y # Zm | y#dx(mod m) for 0x<t]=Sd, n ,
[ y # Zm | y#dx(mod m) for txn]
=Zm "Sd, n $Zn+1"Sd, n . K
The following theorem will be used to show that the chain
MA-program T promised in the statement of the previous
lemma can be constructed.
Theorem 18. For k2 and pairwise relatively prime
numbers p1> p2> } } } > pk>2k let M=>1ik pi ,
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FIG. 3. Intervals S, R, and R$.
M$=Mpk , and r=max[ p1 , p2 , ..., pk]. Then, for any
t<M$, there is a chain MA-program T of size O(k2r2) that
solves the strong integer threshold problem (ZM , t).1
The next subsection is devoted to the proof of this
theorem. For now, we use this theorem to prove our main
theorem on the size of branching programs computing mod
functions.
Proof of Theorem 2. Because d is at most n, d has at
most log n log log n prime factors greater than log n.
Theorem 4 says that we can choose k=log n log log n+1
primes p1> p2> p3> } } } > pk>max(2k, log n), of size
3(log n) each, such that none of the pi ’s divide d. Let
M=>1ik pi and M$=Mpk . It is clear that (d, M)=1
and that M$ (in fact the product of any k&1 of these
primes) is greater than n.
Because wndx+1n<M$, we can apply Theorem 18
with t=wndx+1 and then apply Lemma 17 with m=M
followed by Lemma 6 to obtain the required oblivious
branching program.
Let r=max[ p1 , p2 , ..., pk]. The size of the resulting
oblivious branching program is
O((n+1) k2r2)=O \ n log
4 n
(log log n)2+.
5.1. Chain MA-programs for Strong Threshold Problems
This subsection contains the proof of Theorem 18.
Proof. Since t<M$, we can apply Theorem 9(B) with
I=[0, M ) to construct a chain MA-program D #
chain( p1 , p2 , ..., pk) that satisfies the following property:
the sinks in D, that do not receive integers that are either all
from I tlow or all from I
t
high , receive integers in the set
Imid=S _ R, where
S=[M&(k&2) M$, M ), R=[0, (k&1) M$).
Let R$=[M+x | x # R]=[M, M+(k&1) M$) so that
S _ R$=[M&(k&2) M$, M+(k&1) M$)
(see Fig. 3).
Suppose 91 and 92 are two chain MA-programs, each of
modulus M, that solve the integer threshold problems
(S _ R$, M ) and (R, t), respectively. Then, since x # R if and
only if x+M # R$, by Lemma 7, 91 also solves the problem
of separating S and R. Therefore, the chain MA-program
obtained by first connecting those sinks of D reached by
integers in Imid to 91 and, then, connecting those sinks of 91
reached by integers in R to 92 solves the integer threshold
problem ([0, M), t) and has modulus Mthis is the chain
MA-program T that we seek.
In order to construct 91 and 92 , note that both S _ R$
and R are intervals of length at most 2kM$. We will show
that for any integer threshold problem (I, t), where the
length of I is at most 2kM$, we can construct a chain MA-
program of modulus M and size at most k2r2 that solves this
problem. The construction is a special case of the lemma
below with j=k&1 and b=2k. Before we state and prove
the lemma, we can estimate the size of T which is
Size of D+Size of 91+Size of 92kr+2(k2r2)=O(k2r2),
proving the theorem.
Lemma 19. For k2 and pairwise relatively prime
numbers p1> p2> } } } > pk>2k, define Mj= p1 p2 } } } pj for
1 jk, and let r=max[ p1 , p2 , ..., pk]. Then for all
1 j<k<b< pk , and any integer threshold problem (I, t),
where I is an interval of length at most bMj , there is a chain
MA-program of modulus pk Mj and size at most j2r2, solving
the problem.
Proof. We will prove this by induction on j. For the base
case ( j=1), the length of I is at most bp1< pk p1<r2. Thus
we can use a p1 pk -box so that every element of I reaches a
different sink node.
For the induction step, we will assume that the claim
holds for j&1 and show that it is true for j.
We would like to apply Corollary 10 but we have two
restrictions that need to be satisfied: (1) The modulus of
every box in the resulting chain MA-program should divide
pk Mj ; this suggests using a partial product of pi ’s as the
modulus of each box. (2) Corollary 10 forces the modulus of
the last box to be smaller than the modulus of all other
boxes except the first.
We apply Corollary 10 to construct a chain MA-program
A of modulus pkMj using W( j+1)2X boxes with the
following parameters:
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Case 1 ( j is even). A # chain( p1 , p2 p3 , p4 p5 , ...,
pj&2 pj&1 , pj pk)
Case 2 ( j is odd). A # chain( p1 p2 , p3 p4 , ...,
pj&2 pj&1 , pj pk) .
Notice that Corollary 10 can be applied because in each
case the modulus of the last box is smaller than the moduli
of all other boxes (except the first box) and because
\ pj pk& j+12 |+2+ Mj&1
\( pk&1) pj+ pj& j+22 +2+ Mj&1
>\bpj+2k& j2+1+ Mj&1
>bpjMj&1=bMj .
From Corollary 10, we know that those sinks that do not
receive integers that are all from I tlow or all from I
t
high receive
integers in an interval Imid=I of length at most
2 \ j+12 |&1+ Mj&1
2 \ j+22 &1+ Mj&1= jMj&1<bMj&1.
There must be some t$ such that I t$lowI
t
low and I
t$
highI
t
high .
We can apply the induction hypothesis to obtain a chain
MA-program B of modulus pkMj&1 and size at most
( j&1)2 r2, solving the integer threshold problem (I , t$).
Connecting the sinks of A (corresponding to I ) to B
gives us the desired chain MA-program of modulus pkMj
and size at most
 j+12 | r2+( j&1)2 r2\ j+22 + r2+( j&1)2 r2< j2r2.
This concludes the proof of Lemma 19 and thus of
Theorem 18. K
6. CONCLUSION
We have shown a way of computing approximate divi-
sion very efficiently. This allowed us to construct a nearly
optimal size branching program for any threshold or mod
function. We hope that our techniques can be applied to
other classes of symmetric functions or to Boolean formulas
for symmetric functions.
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