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Understanding the impacts of climate change has particular significance 
for the future planning, design and operation of water resource systems. 
Scenario-neutral approaches are used increasingly to assess these possible 
impacts. These approaches allow water resource systems to be assessed 
independently of climate change projections, instead focusing on the 
sensitivity of specific systems to a large number of plausible climate change 
conditions. Once developed, these approaches can be used to better 
understand water resource system vulnerability, and provides a mechanism 
to incorporate multiple lines of evidence on possible future climatic changes 
into the climate impact assessment. The aim of this research therefore is to 
improve the practical implementation of scenario-neutral approaches by 
focusing on two key limitations: (1) limited capacity to generate a 
comprehensive climate exposure space to describe a large number of 
plausible future climate conditions; and (2) lack of understanding of how the 
physical process representation in rainfall-runoff models can affect future 
runoff projections. 
The first limitation was addressed by developing an inverse approach to 
generate a climate exposure space that can represent a range of plausible 
future changes in rainfall and evapotranspiration. This is achieved by firstly 
identifying a set of climate variables (e.g. rainfall, temperature) and 
attributes of those variables (e.g. annual average, extremes) that might 
change in the future, and then modifying the parameters of a weather 
generator to perturb these variables and attributes within plausible ranges. 
This overcomes a long-standing problem in scenario-neutral studies, which 
have tended to focus only on a small subset of variables and attributes that 
might change in the future. The second limitation was addressed by 
examining the impact of alternative evapotranspiration representations 
within rainfall-runoff models, and assessing how this representation 
interacts with future evapotranspiration and runoff projections. The research 
showed that although the calibration and validation performance of 
alternative rainfall-runoff models may be similar under historical climate 
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conditions, the process representation can have a significant impact on 
future projections, highlighting the importance of model selection as part of 
the climate impact assessment process.  
The outcomes of this research are demonstrated by implementing the 
enhanced scenario-neutral approach to a case study in Scott Creek 
catchment in South Australia. The results are used to show how different 
measures of runoff change as a function of different climate perturbations, 
and the climate variables most important for the system under plausible 
future climate conditions. This research therefore provides guidance for the 
future implementations of scenario-neutral framework, and thus greatly 
extends the applicability of this framework to a larger range of climate 
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CHAPTER 1 Introduction 
In modern society, water resource systems play a vital role in social, 
economic and environmental well-being. Water resource systems can be 
utilised for diverse objectives including water supply, irrigation, 
hydroelectricity and flood protection, and are commonly controlled by 
processes in the hydrological cycle such as precipitation, evapotranspiration 
and infiltration (IPCC, 2014, Dingman, 2015). These driving processes, when 
considered over the entire life of a water resource system, are likely to be 
influenced by potential changes in future climate, which can then impact the 
performance of the system in satisfying its objectives (Wilby and Dessai, 
2010, Brown et al., 2012, Christensen and Lettenmaier, 2006, Wiley and 
Palmer, 2008). Some changes have already been observed  in a range of 
climate features, such as the long-term averages and variability in temperature 
and precipitation (Westra et al., 2014a, Alexander et al., 2006, Easterling et 
al., 2000, Vincent et al., 2015), as well as extreme events such as droughts and 
floods (Petrow and Merz, 2009, Dai, 2011). Therefore, understanding the 
potential impacts of climate change is necessary for assessing the future 
capability for these systems, and is of particular significance for their future 
planning, design, operation and conservation practices. 
To assess the potential climate change impact on water resource systems, 
information on future climatic and hydrological conditions is needed. Such 
information is based on our existing knowledge of relevant natural processes. 
Although this knowledge comes from an increasing number of sources of 
information that have been established from studies of climate science and 
hydrology (e.g. Chen et al., 2013, Ho et al., 2015, Ault et al., 2014, Vincent et 
al., 2015), the current use of this information for assessing climate change 
impact on water resource systems is far from comprehensive (Dessai and 
Hulme, 2004, Prudhomme et al., 2010). In most studies assessing the impact 
of climate change on water resource systems, a standard “top-down” or 
“scenario-led” framework has been employed. Under this framework, future 
projection(s) of the climate are first generated using global climate models 
(GCMs), followed by downscaling to obtain future regional climate 
conditions with regional climate models (RCMs) or statistical methods. The 
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resulting downscaled projections are then used to simulate future hydrological 
conditions through rainfall-runoff modelling (e.g. Crossman et al., 2013, 
Islam et al., 2014, Najafi and Moradkhani, 2015, Vaze and Teng, 2011), 
which can then provide recommendations for the future management of water 
resources (e.g. Crossman et al., 2013) as well as adaptation to extreme events 
under a changing climate (e.g. Kay et al., 2006).  
Although the scenario-led approach has dominated the design of climate 
impact assessments for water resource systems, several limitations of this 
approach have been identified in recent literature, indicating that the relevance 
of scenario-led assessments to practical decision-making can be questionable 
(Brown et al., 2011, Yates et al., 2015, Prudhomme et al., 2010). As an 
important limitation, scenario-led assessments are often conducted in a one-
size-fits-all manner, which relies heavily on the future climate conditions 
informed by global climate models (GCMs) and the associated regional 
climate models (RCMs), regardless of the specific water resource system 
under investigation (Brown et al., 2011; Prudhomme et al., 2010; Prudhomme 
et al., 2013).  Different water resource systems are likely to be dominated by 
different physical processes across many spatial and temporal scales, and thus 
are influenced by different sets of key climatic and hydrologic variables and 
attributes (e.g. Jones et al. 2006, Donohue, Roderick and McVicar 2011). 
Therefore, the scenario-led studies may not adequately consider all plausible 
future conditions of the key hydro-climatic variables and attributes for 
individual water resource systems, while some climate conditions that are not 
considered may become tipping points that critically influence the 
performance of the specific systems (Prudhomme et al. 2013a, Poff et al. 
2015, Brown et al. 2011). 
An alternative way of assessing how the performance of water resource 
systems can be influenced by future climate change is the scenario-neutral 
approach. These approaches focus on assessing the sensitivity of the 
performance of individual water resources systems to a more comprehensive 
range of plausible climate change conditions, independent of climate change 
projections (Dessai and Hulme, 2004, Brown et al., 2012, Brown and Wilby, 
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2012, Nazemi and Wheater, 2014). The information generated from these 
approaches can be used to assess system vulnerability under alternative 
climate change scenarios, and to calculate climatic thresholds at which system 
performance begins to change abruptly (Brown et al., 2011, Poff et al., 2015). 
Furthermore, they can help to identify the important hydro-climatic variables 
and their attributes, as well as the critical states of these variables that affect 
the system under consideration. This latter feature is particularly useful as it 
allows a system-tailored study design centring on this particular water 
resource system and its key hydro-climatic variables. Such design can involve 
the selection of: (1) climate models that can predict these key variables with 
higher confidence (e.g. Flato et al., 2013, CSIRO and Bureau of Meteorology, 
2015, Johnson et al., 2011); (2) strategies to downscale GCM-based 
projections that can better describe these key variables and attributes across 
different spatial and temporal scales (e.g. Johnson and Sharma, 2011); and (3) 
alternative sources of information (e.g. expert opinion and data from the 
paleo-climatic record) that can provide additional understanding of the 
possible variations in these key variables and attributes (e.g. Ault et al., 2014, 
Ho et al., 2015). Ultimately, this allows for the development of a more 
targeted set of projections for the water resource system of interest, by 
suggesting suitable models to predict the future changes in the key hydro-
climatic variables and attributes for the system, as well as better approaches to 
link these changes to the water resource system (Vano et al., 2015, 
Steinschneider and Brown, 2013, Singh et al., 2014, Nazemi et al., 2013). 
Practical implementations of scenario-neutral approaches vary with 
specific study objectives (e.g. to assess system vulnerability, to calculate 
critical climatic thresholds that affect system performance, or to identify the 
important hydro-climatic variables etc.). However, they generally include two 
core components, which are: 
1) Defining the climate exposure space for a specific water resource 
system. This exposure space should consist of a range of plausible 
future changes in a number of hydro-climatic variables (e.g. rainfall, 
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temperature) and attributes of those variables (e.g. annual average, 
extremes) that are expected to impact catchment runoff;  
2) Stressing the water resource system within the climate exposure space 
constructed in (1). This is often achieved via simulating the runoff 
responses to all the hydro-climatic conditions included in the exposure 
space using rainfall-runoff models. 
Although the general principles underpinning scenario-neutral approaches 
have been well established (Dessai and Hulme, 2004, Nazemi and Wheater, 
2014, Prudhomme et al., 2010, Brown et al., 2012), practical implementations 
are still scarce (Brown et al. 2012, Prudhomme et al. 2010, Prudhomme et al. 
2013a, Poff et al. 2015, Kay, Crooks and Reynard 2014, Singh et al. 2014), 
within which several limitations have been identified, including: 
1) Design of the climate exposure space 
As a requirement of scenario-neutral approaches, a large number of plausible 
climate conditions should be used as part of the climate stress test of the water 
resource system under consideration. Ideally, this climate exposure space 
should include a number of hydro-climatic variables and attributes that are 
expected to change in the future, thus impacting the water resource system of 
interest (Prudhomme et al. 2010, Prudhomme et al. 2013a). However, current 
scenario-neutral studies have been mainly focused on a small number of 
hydro-climatic variables, with only changes in their long-term average values 
considered through applying annual or sub-annual change factors to historical 
data. Consequently, the resultant system sensitivity estimated may not show 
the full range of variability that can be expected in a greenhouse gas-enhanced 
climate (Prudhomme et al. 2013a, Steinschneider and Brown 2013). 
2) The choice of rainfall-runoff models to link climate exposure to 
the hydrological impact on specific water resource systems  
In current implementations of scenario-neutral approaches, there has been no 
formal selection process for the rainfall-runoff models to predict potential 
climate change on system hydrology. The selection of rainfall-runoff models 
has been largely based on their historical performance, without explicitly 
understanding their plausibility in representing relevant physical processes, 
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which can be particularly critical for runoff simulation under a changing 
climate (Kirchner, 2006). Within this issue, there is a particular lack of 
understanding of how climate impact assessments can be affected by 
alternative representation of evapotranspiration (ET) processes in different 
rainfall-runoff models. ET involves several complex sub-processes such as 
aerodynamic and advection processes, with varying influence of each sub-
process with different local and hydro-climatic conditions such as aridity and 
evaporative surface (McMahon et al., 2013); furthermore, for modelling 
catchment water balance, an additional set of terrestrial hydrological processes 
also need to be considered to determine how precipitation is partitioned into 
ET, runoff and groundwater recharge (Oudin et al., 2005), which thus lead to 
the development of a number of alternative ET process representations (i.e. 
models). These varying process representations are often considered to have 
little impact on rainfall-runoff modelling under historical climate 
(Andréassian et al., 2004, Oudin et al., 2005b, Oudin et al., 2006). However, 
the role of ET process representation under a changing climate has not been 
investigated and thus remains unknown. 
 
1.1 Research objectives 
The overarching objective of this research is to improve the practical 
implementation of scenario-neutral climate impact assessment frameworks via 
addressing the abovementioned two limitations. This consists of the following 
specific objectives: 
Objective 1: To improve the generation of the climate exposure space for 
scenario-neutral approaches by considering a range of plausible changes in a 
number hydro-climatic variables and their attributes, focusing on those that 
can influence rainfall and potential ET (PET), as they are the two key 
variables in linking large-scale climate change to local and regional water 
resources. 
Objective 1.1: To develop a tool to estimate PET with alternative models 
and input data sets in a consistent manner. This tool allows PET estimation for 
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different case studies, as well as for different climate conditions included in 
the exposure space. 
Objective 1.2: To understand the plausible changes in PET due to its 
driving climatic variables, as well as to identify the relative importance of 
these variables, under different hydro-climatic conditions. This understanding 
is particularly useful for the design of climate exposure spaces by informing 
which PET-related variables are important and should therefore be included in 
the exposure space. 
Objective 1.3: To develop an approach to generate a climate exposure 
spaces consisting of a wide range of plausible changes in multiple rainfall 
attributes, including not only changes in annual average levels, but also shifts 
in variances, seasonal patterns and extremes.  
Objective 2: To understand the role of ET process representations in 
rainfall-runoff modelling to propagate potential climate-induced changes to 
runoff projection, and thus to inform the selection of suitable rainfall-runoff 
models for representing ET under a changing climate. 
Objective 3: To illustrate an implementation of the scenario-neutral 
approach with the abovementioned new knowledge and techniques on a case 
study water resource system, in order to identify the key climatic variables for 
the specific system. 
1.2 Thesis overview  
This thesis is organized into six chapters, where the main contributions are 
presented in Chapters 2 to 6. Each of these chapters is presented in the form of 
a technical paper. The way that these papers address the various objectives of 
the thesis is illustrated in Figure 1-1. Chapter 2 (Paper 1) has been published 
in Environmental Modelling & Software. Chapter 4 (Paper 3) has been 
published in the Journal of Hydrology. Chapter 5 (Paper 4) has been published 
in Water Resources Research. Chapters 3 (Paper 2) has been published in 
Hydrology and Earth System Sciences. Chapter 6 (Paper 5) provides an 
illustration of an integrated scenario-neutral approach using methods and 
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results obtained from previous chapters, which has been submitted to the 
Journal of Hydrology. Although the manuscripts have been reformatted in 
accordance with University guidelines, and sections renumbered for inclusion 
within this thesis, the material within these papers is otherwise presented 
herein as published. A copy for each of Paper 1, Paper 2, Paper 3 and Paper 4 
“as published” is provided in Appendices 2B, 3B, 4B and 5B, respectively. 
Chapter 2 introduces an R package to estimate actual, potential and 
reference ET using 17 well-known models. This package enables the 
implementation of alternative ET models with different data sets in a 
consistent manner (Objective 1.1). This tool facilitates the estimation of PET 
for different case studies, as well as for different climate conditions included 
in the exposure space, which were required in Chapters 3, 5 and 6.  
Chapter 3 conducts a global sensitivity analysis to assess the implications 
of baseline climate conditions on the sensitivity of PET to a large range of 
plausible changes in four of its driving climatic variables, namely temperature 
(T), relative humidity (RH), solar radiation (Rs) and wind speed (uz).  The 
results obtained provide a comprehensive understanding of the plausible 
changes in PET due to these climate variables and the relative importance of 
these variables for affecting PET, across different hydro-climatic conditions 
(Objective 1.2). These results are particularly useful in selecting the hydro-
climatic variables and attributes to consider in the design of the exposure 
space when implementing scenario-neutral approaches (Objective 1). 
Therefore, information on the relative importance of these climate variables 
was also utilised in the illustration of scenario-neutral approach in Chapter 6, 
for the design of the exposure space.  
Chapter 4 proposes and demonstrates an optimization-based inverse 
approach to obtain hydro-climatic time series with uniform coverage across 
the possible ranges of change in multiple rainfall attributes (i.e. exposure 
space). This approach enables the generation of a wide range of plausible 
changes in rainfall (Objective 1.3), which is fundamental to the generation of 
the climate exposure spaces required for the implementation of scenario-
neutral approaches (Objective 1). This approach was further adapted to 
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include a larger number of climatic variables and attributes (which are 
relevant to both rainfall and ET) to generate a more comprehensive climate 
exposure space in Chapter 6. 
Chapter 5 explores the sensitivity of runoff to plausible future changes in 
PET using three conceptual rainfall-runoff models (GR4J, AWBM and 
IHACRES_CMD) and five catchments in climatologically different parts of 
Australia, with model performance evaluated via comparing the simulated ET 
with actual observations. This study improves our understanding of the role of 
ET process representations in rainfall-runoff modelling to propagate the 
potential climate-induced changes in runoff projection, and thus can be used 
to inform the selection of suitable rainfall-runoff models for representing ET 
in scenario-neutral climate impact assessments (Objective 2). Therefore, the 
model evaluation results were used to inform the selection of rainfall-runoff 
models in Chapter 6. 
With these new understanding and approaches developed from the 
abovementioned chapters, Chapter 6 illustrates a full implementation of the 
scenario-neutral approach to identify the key climatic variables for a specific 
water resource system (Objective 3). 
Conclusions of the research within this thesis are provided in Chapter 7, 
which summarises: 1) the research contributions, 2) limitations and directions 































































CHAPTER 2 An R Package for Modelling Actual, 






Evapotranspiration (ET) is a vital component of the hydrological cycle 
and there are a large number of alternative models for representing ET 
processes. However, implementing ET models in a consistent manner is 
difficult due to the significant diversity in process representations, 
assumptions, nomenclature, terminology, units and data requirements. An R 
package is therefore introduced to estimate actual, potential and reference ET 
using 17 well-known models. Data input is flexible, and customized data 
checking and pre-processing methods are provided. Results are presented as 
summary text and plots. Comparisons of alternative ET estimates can be 
visualized for multiple models, and alternative input data sets. The ET 
estimates also can be exported for further analysis, and used as input to 




Description: Package Evapotranspiration 
Developers: Danlu Guo, Seth Westra 
Year First Available: 2014 
E-mail: Danlu.guo@adelaide.edu.au 
Website:http://cran.r-project.org/web/packages/Evapotranspiration/index.html 
Hardware Requirement: General-purpose computer 
Software Requirement: R version 2.10 or later 
Programming Language: R 
Licensing: This software is made freely available under the terms and 
conditions of the GNU General Public License  
2.1 Introduction 
Evapotranspiration (ET) is defined as the transfer of liquid water to the 
atmosphere as water vapor from bare soil and water bodies such as rivers and 
lakes (evaporation), as well as vegetated surfaces through plants’ leaves 
(transpiration) (Allen et al., 1998, Dingman, 2015). ET is often one of the 
largest fluxes of water from catchments (Baumgartner et al., 1975), so that 
estimating its magnitude is critical for many applications. Factors that 
influence ET include: 1) the state of climate variables, such as temperature, 
relative humidity, wind speed and solar radiation, which influences the 
potential ET rate; 2) the water availability, which determines if actual 
evapotranspiration (AET) occurs at its potential rate (potential 
evapotranspiration, or PET) where sufficient water is present, or whether it 
occurs at a lower rate due to moisture limitations; and 3) the evaporative 
surface, with commonly modelled surfaces including natural catchments, 
‘reference’ crops (ET0), and open water bodies.  
Understanding the dominant ET processes and quantifying ET rates 
provide useful information for diverse applications. For example, catchment 
management makes use of information on AET over the land surface, 
reservoir management requires information on open-water evaporation (e.g. 
McJannet et al., 2008), rainfall-runoff modelling often requires estimates of 
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catchment-averaged PET (e.g. Andréassian et al., 2004, Oudin et al., 2005a), 
and agricultural studies often require information on ET0 (e.g. Shuttleworth 
and Wallace, 2009, Doorenbos, 1977). However, obtaining observations of 
these specific ET rates can be challenging. This is because the measurement 
of AET is difficult, typically involving sophisticated spatial and temporal 
scaling techniques from sap flow observations to represent the entire canopy, 
or using expensive micrometeorological eddy flux instrumentation that is 
generally not available for most practical applications; furthermore, PET is a 
conceptual quantity that cannot be ‘measured’ directly (Gasca-Tucker et al., 
2007; Fisher et al., 2011). Therefore, these rates are usually estimated using 
models, so that the selection and implementation of ET process models 
becomes critical.  
There are multiple models available for estimating ET rates. According to 
McMahon et al. (2013), alternative ET models can represent the same ET 
processes differently by: (1) placing emphasis on different sub-processes, 
such as mass transfer and energy balance processes; (2) focussing on the 
dominant processes that occur in different environments, including humid and 
arid climates; (3) having different requirements for inputting climate data and 
different interpretations of the constants’ values; and (4) conforming to 
different hierarchies for handling missing data and adjusting biased estimates.   
In order to provide better information on the selection of an appropriate 
model, guidance on ET model formulation and related issues was provided by 
McMahon et al. (2013). However, the implementation of these and other 
formulations is complicated by the significant diversity in process 
representations, assumptions, nomenclature, terminology, units and data 
requirements, which can make it difficult to implement the mathematical 
representations of these ET models, and can lead to coding inconsistencies 
and errors. This has a number of potentially negative implications on ET 
modelling studies, such as reducing confidence in the results presented, and 




A practical aspect that can benefit from a more standardized approach to 
ET model implementation is the use of ensemble ET models. Applications of 
ensemble modelling can lead to a better understanding of ET model structural 
uncertainty (e.g. Beven and Freer, 2001; Duan et al., 2007; Kavetski and 
Fenicia, 2011; Velázquez et al., 2013), by:  
1) assessing the impact of multiple ET models based on historical 
climate assumptions, to quantify PET and AET uncertainty 
(Tabari et al., 2013, Xu and Singh, 2000, Xu and Singh, 2002), 
and determine the effect of ET estimates on hydrologic 
modelling, water resource assessments (Horváth et al., 2010, 
Kannan et al., 2007, Oudin et al., 2005b, Yin and Brook, 1992, 
Rosenberry et al., 2007), ecological and agricultural studies 
(Fisher et al., 2011, Gasca-Tucker et al., 2007, Nichols et al., 
2004), and;  
2) assessing the impact of using multiple ET models under a 
changing climate, considering potential changes in both the ET-
related processes and climate variables (Thompson et al., 2014, 
McKenney and Rosenberg, 1993, Kingston et al., 2009, Kay 
and Davies, 2008, Prudhomme and Williamson, 2013, 
Bormann, 2011, Donohue et al., 2010a).  
To further support a range of ET modelling studies, there is a need to 
facilitate the implementation of different ET models in a convenient, 
consistent and efficient manner. There are some existing software packages 
focussing on specific ET modelling needs and aspects: such as the ‘ET0 
Calculator’ (Raes and Munoz, 2008) to calculate ET0 using the FAO-56 
Penman-Monteith model, the Fortran code ‘Morton WREVAP’ (McMahon et 
al., 2013) to implement the Morton ET models, and the R package ‘SPEI’  
(Beguería et al., 2013), which includes multiple ET models and several 
drought indices to estimate the Standardized Precipitation-Evapotranspiration 
Index (SPEI). However, to our knowledge, there has not been a freely 
available tool which enables the implementation of a large number of 
alternative ET models in a consistent manner.  
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This paper presents an R software package to estimate ET from 17 
alternative models: fifteen of the models are based on those summarize in 
McMahon et al. (2013), as well as the Jensen-Haise and the McGuinness-
Bordne models, sourced from (Prudhomme and Williamson, 2013). These 
estimate a range of ET quantities (AET, PET and ET0), take a range of climate 
processes and variables into account, and run at daily or monthly time-steps. 
Data input is flexible and data checking and pre-processing options are 
included. The availability of such a consistent software framework for 
implementing modelling approaches is important from the perspective of 
ensemble modelling, comparison among different models and data sets (for 
examples see Galelli et al., 2014, Dawson et al., 2007), as well as analysis of 
model and input uncertainty (Andrews et al., 2011, Leavesley et al., 2006, 
Clark et al., 2008). 
The remainder of this paper is organized as follows. The package is 
described in Section 2.2, including the evapotranspiration models included, as 
well as the package structure and core functions. In Section 2.3, two different 
Australian catchments are used to demonstrate various features of the package 
including: (1) data pre-processing; (2) estimation of ET and producing 
summaries and plots of results; and (3) comparison of estimates with 
ensemble ET models and input data sets. In Section 2.4, some potential further 
analyses with the package and limitations are discussed, which are followed 
by the conclusions in Section 2.5. 
2.2 The evapotranspiration package 
2.2.1 Evapotranspiration models 
The R package Evapotranspiration includes 17 models, which use one or 
several climate variables to estimate PET, AET and ET0 at a single location 
using input data at sub-daily, daily and monthly resolutions. Although the 
models consist of different process representations, they are all based on the 
two fundamental components that drive ET: 




2) Mass transfer, which influences the rate of movement of water 
vapor away from the evaporating surface. 
 
The latent heat can be estimated considering the energy balance as: 
 𝜆𝐸 = 𝑅 − 𝐻 − 𝐺 + 𝐴𝑑               (2.1) 
where λ is the latent heat of vaporization, E is the rate of 
evapotranspiration, R is the net incoming radiation received at the soil/plant 
surfaces (which is determined by the total incoming solar radiation Rs), H is 
the sensible heat exchange with the atmosphere through convection (which is 
determined by the air temperature T), G is the heat exchange with the ground, 
and Ad is the net input of water advected energy, such as water inflow to a 
lake, which only applies for open-water bodies. 
The mass transfer of water vapor is influenced by the vapor gradient (i.e. 
the difference between saturated and actual vapor pressure, which is related to 
relative humidity RH and temperature T) and wind speed uz. Next to the 
evaporative surface, a thin non-turbulent layer of air provides resistance to 
evaporation flux, known as the aerodynamic resistance (Penman, 1948). For 
plant leaves, surface resistance is also important, as transpiration is regulated 
by the degree of stomatal opening in leaves (Monteith, 1991). Combining the 
energy balance and mass transfer components, the four key climate variables 
related to ET are T, RH, Rs and uz (as illustrated in Figure 2-1). 
Over the past decades, a large number of ET models have been developed 
by representing these processes in different ways. In this package, 17 of these 
models are included, which are based on different relationships among the ET 
processes and the four climate variables, and thus having different data 
requirements of climate variables and corresponding units (which are detailed 




Figure 2-1: ET-related processes accounted for by the mass transfer and energy balance, with 
the relevant atmospheric variables in brackets: T = air temperature, Rs = incoming solar 
radiation, RH = relative humidity, uz = wind speed. 
The various models included in the package Evapotranspiration are 
detailed in Table 2-1. The PET and ET0 models consider different sets of ET 
sub-processes and associated climate variables, including incoming radiation, 
vapor gradient, the heat exchanges with the atmosphere and the ground, 
advection processes and the surface resistance of vegetation (see the 
references in Table 2-1 for further details). The five AET models (i.e. 
Brutsaert-Strickler, Granger-Gray, Szilagyi-Jozsa, Morton CRAE and Morton 
CRWE) are all based on an observed complementary relationship (CR, first 
raised by Bouchet, 1963) between PET and AET, which states that as the 
evaporating surface dries, the decrease in AET is complemented by an equal 
increase in PET. The two Morton models (Morton, 1983b, Morton, 1983a) 
can estimate both the PET and AET explicitly at the equilibrium temperature 
(i.e. the temperature at the evaporating surface), by following the energy-
balance and vapor transfer equations, respectively. Alternatively, the 
Brutsaert-Strickler, Granger-Gray and Szilagyi-Jozsa methods estimate AET 
by integrating the Penman and Priestley-Taylor models within the CR 
framework in different ways (Szilagyi, 2007, Granger and Gray, 1989, 
Brutsaert and Stricker, 1979).  Note that these quantities are equivalent under 
special conditions: technically, when sufficient water is present, the rate of 
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PET and AET are equivalent to each other, and for a defined vegetated 
surface, the rate of PET and ET0 are equivalent. 
The equations for 15 ET models included in the package (all models 
except for Jensen-Haise and McGuinness-Bordne) are sourced from 
McMahon et al. (2013), which have all been verified with examples presented 
in their original paper. The availability of reliable verification is the key 
reason that we select the majority of ET models within this package from 
McMahon et al. (2013). For the other two structurally simple models, Jensen-
Haise and McGuinness-Bordne, which are sourced from Prudhomme and 
Williamson (2013), there are no published examples of implementation 
available for verification. We have ensured that the equations are correct by 
verifying their formulae in a number of alternative references including  
Jensen and Haise (1963), Xu and Singh (2000) and  Oudin et al. (2005b).  
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Table 2-1: Data requirements for different models. D = daily, M = monthly. 
 
ET model name and corresponding 
function name in package 
Time 
step 
Climate input data required
1





Rs Uz Tdew PET ET0 AET 
Penman 1948 (Penman, 1948) and  
Penman 1956 (Penman, 1956) 
ET.Penman 
D         (open 
water) 
Penman-Monteith FAO-56 (Allen et al., 
1998) and  
ASCE-EWRI (Allen et al., 2005) 
ET.PenmanMonteith 
D        (short 
crop) 
 
Matt-Shuttleworth (Shuttleworth and 
Wallace, 2009) 
ET.MattShuttleworth 
D        (well-
watered) 
 
Priestley-Taylor (Priestley and Taylor, 
1972) 
ET.PriestleyTaylor 






(Rotstayn et al., 2006)  
ET.PenPan 
D         
Brutsaert-Strickler (Brutsaert and 
Stricker, 1979) 
ET.BrutsaertStrickler 
D         
(areal) 
Granger-Gray (Granger and Gray, 
1989) 
ET.GrangerGray 
D         
(areal) 
Szilagyi-Jozsa (Szilagyi, 2007) 
ET.SzilagyiJozsa 
D         
Makkink (De Bruin, 1981) 
ET.Makkink 
D         
Blaney-Criddle (Allen and Pruitt, 1986) 
ET.BlaneyCriddle 
D        (well-
watered) 
 
Turc (Turc, 1961) 
ET.Turc 
D         
Hargreaves-Samani (Hargreaves and 
Samani, 1985) 
ET.HargreavesSamani 





D         
Jensen-Haise (Jensen and Haise, 1963, 
Prudhomme and Williamson, 2013, Xu 
and Singh, 2000) 
ET.JensenHaise 
D         
McGuiness-Bordne (Oudin et al., 
2005b, Prudhomme and Williamson, 
2013) 
ET.McGuinnessBordne 
D         
Morton CRAE (Morton, 1983a) 
ET.MortonCRAE 
M         
Morton CRWE (Morton, 1983b) 
ET.MortonCRWE 








1. Tmax/Tmin = maximum/minimum temperature (°C), Rs = incoming solar radiation (MJ.m
-2
), 
RHmax/RHmin = maximum/minimum relative humidity (%), uz = wind speed (m.s
-1), Tdew = dew 
point temperature (°C).  
2. The original PenPan model estimates the actual evaporation from a Class-A Pan (i.e. a 
circular pan with diameter of 1.2 m and depth of 0.25 m, which is constructed of galvanised iron 
and supported on a 
wooden frame at 30 to 50 mm above the ground). This rate of evaporation is closely related to 
the PET, so that is it possible to approximated PET from pan evaporation by adjustment using a 
pan coefficient (McMahon et al., 2013). 
3. The original Chapman model (Chapman, 2003) uses only the measurements of Class-A Pan 
evaporation and is therefore fully empirical. However, in the Evapotranspiration package, it has 
been adapted to utilize the outputs of the PenPan model so it can be considered to capture the 
same set of ET sub-processes as the PenPan model. 
 
2.2.2 Structure and core functions 
The functions, data inputs and outputs, and graphical features of the 
package are summarized in Figure 2-2. The data pre-processing function 
ReadInputs() is developed for loading and processing sub-daily and daily raw 
climate data. The processed data are then ready to feed into the generic 
function ET…(), where each of the 17 different methods can be called by 
substituting the ‘…’ by the function name (e.g. ‘ET.Penman ()’ to call the 
Penman model). The function performs calculations for the relevant ET model 
and generates a calculation summary.  
Having calculated the ET quantity, the function ETPlot() can then be 
called to plot the original estimates, as well as aggregations and averages at 
different time scales. Function ETComparison() facilitates comparison of 
results and visualization of uncertainties from using different models and/or 
different input data. Finally, ETForcing() enables the association between 





Figure 2-2: Schematic diagram of the features of the package Evapotranspiration: the blue 
boxes represent data or results that are produced and/or processed by the functions, represented 
in the grey boxes; the green boxes represent expected results. 
Function ReadInputs() is designed for checking data availability, and 
identifies missing entries and errors from the input sub-daily or daily raw 
climate data. The availability of the date data (i.e. year, month and date) is 
checked first, since these data are compulsory for the function to read the 
time-series-like climate data. ReadInputs() then reads through the raw climate 
data presented, and reports all input variables that are available to use. 
Specific data requirements for the individual models (see Table 2-1) are 
checked prior to performing the calculations in function ET…(). A specific 
format of the input data is required in terms of variable names and units, as 
well as the input data file format, which is different for daily and sub-daily 
raw data (see Section 1.1 of the Appendix 2A, within which Table 2A.2 
provides the detailed format requirements for the raw climate data). To assist 
users with preparing the raw input data, a summary of the relevant unit 
conversions is also provided in Table 2A.2 of the Appendix 2A. 
Next, ReadInputs() checks for missing entries in each of the available 
climate variables, and the quality of the data is assessed against two user-
defined threshold values for: (1) the maximum acceptable percentage of 
missing data; (2) the maximum acceptable duration of continuous missing 
data as a percentage of total data duration. If the data quality is not acceptable 
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(i.e. either of the percentage and/or duration of missing data has exceeded the 
user-defined threshold values), the program will be terminated with a warning 
message.  
For data with acceptable quality but still containing some missing values, 
a warning is given with a default of assigning ‘NA’ for the missing values 
(which leads to ‘NA’s in the output estimates if they are used in ET…()). The 
user can also use the in-built gap-filling routine to interpolate for the missing 
values, with four alternative gap-filling methods (see Table 2A.3 in Appendix 
2A for details) including: 
1) Replacement with same-month average (adapted from Narapusetty et 
al., 2009); 
2) Replacement with same-season average (adapted from Narapusetty et 
al., 2009); 
3) Replacement with same day-of-the-year average (Narapusetty et al., 
2009); 
4) Interpolation between the two bounding values, which is only suitable 
for missing time increments in which values are available at adjacent 
increments (McMahon et al., 2013). When there is more than one 
consecutive missing entry, this interpolation fails, with a warning 
given.  
 
The function also includes simple primary checks for abnormal values in 
each climate variable: for example, any temperature data greater than 100ºC 
are considered as abnormal. Warnings are issued for the abnormal values 
detected, and again, the users can choose if the abnormal values will be 
corrected in the function, using one of the four interpolation methods 
mentioned previously. Details of the four interpolation methods and 
definitions of abnormal values for each climate variable are presented in 
Tables 2A.4 and 2A.5 in Appendix 2A. 
After completing the quality checks, all sub-daily raw data are aggregated 
to a daily time-step, as required by most ET models; such temporal 
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aggregation is not performed for raw climate data that are already available at 
a daily time-step. 
As already discussed, ET...() is a generic function, which includes 17 
different specific methods that are all named following the format of 
ET.methodname(), as detailed in Table 1-1. If a specific ET model is selected 
by user, the function first performs a specific check for the data requirement, 
which is different for each of the 17 models in ET...() (see Table 2-1 for 
details). If a certain input variable required by the ET model is not available, 
the function will search for whether there are alternative ways to estimate the 
missing variable from other available variables; however, if no alternative 
data or methods are available, the function will be terminated with a warning. 
The available methods to estimate missing input variables are summarized in 
Table 2A.3 in Appendix 2A. 
In the case where a specific ET model is not specified (i.e. the generic 
function ET() is called directly instead of ET.methodname()), the first task 
ET…() performs is to estimate as many missing climate variables as possible. 
Then a default method to estimate ET is selected based on all the available 
input variables, which include both the original input variables presented, as 
well as the variables estimated from them. Wherever data are available, the 
ET model that has the highest data requirements (and thus provides the most 
detailed physically-based process representation) is selected as default. The 
detailed selection of default models for different data availability is in Table 
2A.6 in Appendix 2A. 
Besides the input climate data, a list of constants is also required in 
ET…(). The definitions and suggested values of all constants are summarized 
in Table 2A.7 in the Appendix 2A. A number of arguments are included in 
each ET model to allow additional user decisions in modelling ET. A common 
argument in all models is the choice of time-step for the output. The default 
time-step of the output ET estimates is daily for all models running at a daily 
time-step (i.e. all models except for Morton, as shown in Table 2-1), however, 
monthly and annual outputs can also be produced when specified; the two 
Morton models by default produce monthly output, while the user can also 
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choose to obtain annual output. For models with multiple versions (e.g. the 
Penman 1948 and 1956 models, which have different wind functions) and 
requiring additional user decisions (e.g. calculation options, assumptions) 
there are additional individual arguments to enable flexible choices among 
different pathways. The complete details on the use of constants and available 
arguments for different ET models are presented in Table 2A.8 in Appendix 
2A.  
Once being called with sufficient data, and provided all constants and 
arguments have been specified, function ET…() performs calculations for 
individual ET models. A user-friendly summary of the results is printed on the 
screen, which confirms the choice of model and sub-model, along with the 
corresponding versions, the quantities calculated, as well as options for 
alternative calculations and assumptions. A basic statistical summary of the 
entire output time-series is also presented (as illustrated with an example in 
Figure 2-3). The full results are stored as an R list file, as well as a csv file, 
which is automatically saved to the working directory. It contains both the 
calculation summary and the entire time series of the output, in which the ET 
estimates are organized in rows for different time increments.  
A number of plotting tools are available to analyse the outputs. Function 
ETPlot() uses the estimated daily ET from individual ET models to generate 
aggregation plots and average plots at daily, monthly and annual time steps. 
Function ETComparison() produces comparison plots of different sets of ET 
estimates, to compare the outputs from (1) different ET models; (2) different 
versions of the same ET model (e.g. the 1948 and 1956 versions of the 
Penman model); (3) the same ET model with different calculation options, 
such as alternative approaches for data infilling and/or; (4) different sets of 
input climate data. For each quantity, three types of plots, including time 
series plots, non-exceedance probability plots and box plots, can be produced. 
Plots of uncertainty ranges can also be produced for daily estimates, monthly 
and annual aggregates and monthly and annual averages. Finally, the function 
ETForcing() is an additional plotting tool for visualizing the association 
between estimated ET and different climate variables within existing data. 
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2.3 Case studies 
Two case studies have been used to demonstrate the core utilities of the 
package Evapotranspiration, using sub-daily climate data from 
meteorological sites at Adelaide (34.9290° S, 138.6010° E) and Alice Springs 
(23.7000° S, 133.8700° E) in Australia for the common period from 
01/01/1989 to 30/03/2005. 
2.3.1 Basic features: pre-processing input data, calculating and 
visualizing estimates 
ReadInputs() is called first with the raw sub-daily data from the Adelaide 
case study, and the maximum percentage of acceptable number and duration 
of missing data set to 10% and 3%, respectively. The function displays a 
summary of data quality when checking through each input variable. The raw 
sub-daily data are then aggregated to a daily timescale. The missing values 
and abnormal values in each input variable are corrected with the 
corresponding averages from the same days of the year (i.e. day-of-the-year 
average). The processed data are then ready for the ET models to use.  
The Penman open-water ET is estimated for the Adelaide case study using 
function ET.Penman(). The arguments are set so that (1) the time-step for 
calculation is daily; (2) the actual sunshine hours are used for calculating solar 
radiation; (3) the actual wind data are used; (4) the Penman 1948 wind 
function (Penman, 1948) is used to estimate the mass transfer component in 
the Penman model; and (5) the evaporative surface is open water (albedo = 
0.08, roughness height  = 0.001m). The calculated time series of Penman ET 
from ET.Penman() has been saved in an R data list, while output is printed to 
the screen, which confirms the choice of model and the selection of alternative 
calculation options, and also gives a basic statistical summary of the entire 
time-series of ET estimates. 
Figure 2-3 is a screenshot of data processing and ET estimation with 




Figure 2-3: Example of a typical session of data processing with ReadInputs() and ET 
estimation with ET.Penman() for the Adelaide case study. 
The plots of estimated daily ET and monthly averaged daily ET have been 
produced for the Adelaide case study using function ETPlot() (Figure 2-4). 
Although it is difficult to detect any trend from the highly fluctuating daily 
estimates (Figure 2-4a), there is a very strong seasonal pattern, displayed in 
the monthly average plot (Figure 2-4b). The ET peaks during the summer 
months, as would be expected due to the higher temperature and solar 
radiation during this time of the year. 
 
Figure 2-4: a) Daily estimates of Penman open-water ET (left panel); b) Monthly averaged 
daily Penman open-water ET (right panel) for the Adelaide case study, generated by ETPlot(). 
2.3.2 Advanced features: analyses with ensemble models and different 
input data sets 
The features of function ETComparison() are demonstrated for both the 
Adelaide and Alice Springs case studies. First, plots of the time series and the 
non-exceedance probabilities for monthly ET estimates have been produced to 
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compare estimates from the Penman-Monteith FAO56 and Priestley-Taylor 
models during 1989-1991 (Figure 2-5). From Figures 2-5a and 2-5b we 
observed that:  
1) When comparing across the two case study sites, the inter-model 
differences in estimates are greater at Alice Springs, with the Priestley-
Taylor model producing consistently lower estimates than the Penman-
Monteith, and; 
2)  When comparing the seasonal patterns, the inter-model differences in 
estimates are most significant for the peak estimates, which occur in 
every summer (for example, at the start of 1990).  
 
Figure 2-5c shows the distribution of the monthly estimates within the 
period and from the different models, which is consistent with previous 
observations: the ET estimates from the Priestley-Taylor model are 
consistently lower compared with those obtained using the Penman-Monteith 
model, with the greatest difference of approximately 100mm for the peak 
estimates at Alice Springs. These results reflect the structural differences in 
the two models, as the Penman-Monteith model explicitly takes the mass 
transfer for evapotranspiration into account, which is higher during summer 
periods and for arid and windy conditions (as reported in McKenney and 





Figure 2-5: Comparison of monthly ET estimates from two models (Penman-Monteith 
FAO56 and Priestley-Taylor) and two locations (Adelaide and Alice Springs) using 
ETComparison() for a) time-series; b) non-exceedance probability, and; c) distribution. 
Another application of ETComparison() is demonstrated in Figure 2-6, in 
which the effect of uncertainties in input climate data under climate changes 
are shown for the Adelaide case study, together with the model uncertainty. 
To maintain the simplicity and clarity of the example, we focus only on the 
potential uncertainties in the future temperature due to climate change, 
without considering the probability of individual changes or potential 
variations in other climate variables. We perturb the existing temperature data 
within a range of 0 to +8°C, which is considered to encompass all plausible 
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future changes in temperature in Australia by 2100 (Stocker et al., 2013). 
Within this range, 500 random samples have been drawn and the 
corresponding perturbations are applied to the historical time series of Tmax 
and Tmin, resulting in 500 sets of input climate data. These 500 sets were then 
fed into ETComparison() to generate the corresponding ET outputs using both 
the Penman-Monteith and Priestley-Taylor models. The resulting ranges of 
the monthly ET estimates for the period between 1989 and 1999 are shown in 
Figure 2-6. As can be seen, there is a greater range in ET estimates from the 
Penman-Monteith model. Since both ET models use the same temperature 
data as inputs, this indicates that temperature has a greater impact on the ET 
estimates obtained using the Penman-Monteith model—a pattern also 
observed in McKenney and Rosenberg (1993). This difference can be due to 
the structural differences between the two models: as the Penman-Monteith 
explicitly considers the mass transfer processes that are related to temperature, 
the importance of temperature is higher in the Penman-Monteith model.  
 
Figure 2-6: Uncertainties in monthly ET estimates from two models (Penman-Monteith 
FAO56 and Priestley-Taylor) at Adelaide, each executed for 500 sets of input data sampled with 0 
to +8°C uncertainty in temperature, generated by ETComparison(). 
It is worth mentioning that all climate variables other than temperature 
(i.e. RH, Rs and uz) are kept at their current levels in this example, which is 
unrealistic under future conditions. Therefore, the results should only be 
considered as illustrative of the key feature of function ETComparison(), as a 
tool to compare ET estimates from multiple input data sets and ET models. In 
a formal assessment of the impact of climate-related input uncertainty, it is 
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necessary to consider the potential uncertainty in the full set of climate 
variables that influence ET (Whateley et al., 2014, Goyal, 2004).  
2.4 Discussion 
2.4.1 Further analyses with other software packages 
The output from this package is formatted as time-series-like data in the 
zoo format (in which every data point is linked to a specific time point, see 
Zeileis et al., 2015), so it can be easily extracted and used as an input to other 
R-based software packages for a range of further analysis. Examples include 
using ET estimates as input to hydrologic models in hydromad (Andrews et 
al., 2011), and to investigate the sensitivity of ET estimates to changes in the 
input climate data using sensitivity (Pujol et al., 2014). Since the output is also 
saved to a csv file (as detailed in Section 2.2.2), it can also be imported to 
external software packages. 
2.4.2 Limitations 
Although the package provides features for checking missing values and 
errors in the input climate data, as well as interpolation methods for these 
problematic data, caution is required to minimize the risk of misuse. In 
developing this package, we have tested the data processing tools with our 
own test data sets, as well as a number of user-provided data sets, and we have 
ensured that the package runs free of errors with these existing data sets. 
However, since every data set is different, it is recommended that users should 
exercise their own quality-control procedure prior to using the package, to 
ensure that best-quality data are provided for ET estimation and the impact of 
data quality on the estimates is minimized.  
Users should also be aware of the full assumptions and limitations prior to 
using any ET model in this package. Almost every ET model contains 
assumptions relating to the specific climate conditions under which the 
models apply. For example, some models assume that sub-processes related to 
ET are negligible, while other models are only calibrated to the climate of a 
specific region (a full list of assumptions and limitations for each individual 
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model is given in Table 2A.9 in Appendix 2A, which is summarized from the 
existing literature). These assumptions limit the models’ ability to generalize 
to a wider range of climate zones, leading to varying performance of ET 
models under different climate settings (Rosenberry et al., 2007, Tabari et al., 
2013). A further problem arises if the models are to be applied to estimate ET 
under climate change conditions, which can mean that existing ET processes 
and related climate variables are likely to be different to those for which the 
models are best suited, potentially causing deteriorating model performance 
(Prudhomme and Williamson, 2013, Thompson et al., 2014). 
2.5 Summary and conclusions 
This paper presents an R package Evapotranspiration for the estimation of 
actual, potential and reference crop ET using 17 models in a consistent, 
convenient and efficient manner. The pre-processing tool provides flexible 
methods for checking and processing raw input climate data, which are then 
fed into user-selected ET models. The presentation of results is in the form of 
both summary text and plots. Comparison between multiple ET models and 
input data sets is also supported. Estimates from the package can be 
conveniently extracted for further analysis, such as rainfall-runoff modelling 
and sensitivity analyses. It is hoped that this package will increase consistency 
in the results presented in ET studies, and increase our ability to investigate 
the impact of structural uncertainty in ET model formulations via the use of 
ensemble modelling. 
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Appendix 2A Supplementary to Chapter 2 
1. Preparing input data 
1.1  Name, unit and format requirements 
The raw data to be used for function ReadInputs() should be saved in a csv 
file to be read in R, or directly as an R data frame, with every input variable in 
a column and every time step in a row. The input variables that can be 
processed within the package are listed in Table 2A.1, with corresponding 
naming and unit requirements. Some relevant unit conversion formulae are 
presented in Table 2A.2. Note that although the three variables defining the 
time of data records (i.e. year, month and day) are essential, it may not be 
necessary to supply all other input variables, as the specific data requirements 
vary across different ET models. Please refer to Table 2A.8 for details. 
Table 2A.1. Supported input variables, and variable naming and unit requirements. 
Input data variable Required variable name Units 
Year Year - 
Month Month - 
Day Day - 
Daily maximum temperature Tmax.daily °C 
Daily minimum temperature Tmin.daily °C 
Sub-daily temperature Temp.subdaily °C 
Daily dew point temperature Tdew.daily °C 
Sub-daily dew point 
temperature 
Tdew.subdaily °C 
Daily maximum relative 
humidity 
RHmax.daily % 
Daily minimum relative 
humidity 
RHmin.daily % 
Sub-daily relative humidity RH.subdaily % 
Daily incoming solar radiation Rs.daily MJ.m
-2
 





Daily sunshine hours n.daily hour 
Daily cloud cover Cd.daily Okta 
Daily precipitation Precip.daily mm 
Daily wind speed  uz.daily m.s
-1
 
Daily wind speed at 2m u2.daily m.s
-1
 
Sub-daily wind speed uz.subdaily m.s
-1
 
Sub-daily wind speed at 2m u2.subdaily m.s
-1
 
Daily Class-A pan evaporation Epan.daily mm 
Daily vapor pressure Vp.daily hPa 




Table 2A.2. Unit conversion relevant to input variables. 
Input data variable Relevant unit conversions 
Temperature 
 
1 F = (F – 32) * 5/9 °C 
1 K = K – 273.2 °C  


















Precipitation/evaporation 1 in = 25.4 mm 
Wind speed  1 km.h
-1 
 = 0.2777 m.s
-1
 








vapor pressure 1 Pa = 0.01 hPa 
1 bar = 100,000 Pa = 1000 hPa 
1 atm = 101,325 Pa = 1013.25 hPa 
1 mmHg = 133.3 Pa = 1.333 hPa 
 
1.2  Alternative estimation methods for missing variables 
In the situation where a climate variable is entirely missing, it may either 
be estimated via temporal aggregation from sub-daily data, or a specific 
model involving other climate variables. The methods available to estimate 
missing input variables are summarized in Table 2A.3.  
Table 2A.3. Methods to estimate missing input variables from other variables, via either 
temporal aggregation or specific models. 
Estimation via temporal aggregation 
Missing input variable Alternative input variable required  
Daily maximum temperature Sub-daily temperature 
Daily minimum temperature Sub-daily temperature 
Daily maximum relative 
humidity 
Sub-daily relative humidity 
Daily minimum relative 
humidity 
Sub-daily relative humidity 
Daily incoming solar radiation Sub-daily incoming solar radiation 
Daily wind speed Sub-daily wind speed 
Daily wind speed at 2 meters Sub-daily wind speed at 2 meters 
Daily dew point temperature Sub-daily dew point temperature 
Estimation via models 
Missing input variable Alternative input 
variable required  
Equation 
Daily dew point temperature 
(Tdew) in °C 
Daily vapor pressure 





(McJannet, 2008) Sub-daily dew point 
temperature (Tdew) in °C 
Sub-daily vapor 
pressure (va) in hPa 
Daily incoming solar radiation 
(Rs) in (three methods available) 
Daily sunshine hours 
(n) in hours 









 as is the raction of extraterrestrial reaction 
reading earth on sunless days 
(dimensionless), which ideally require locally 
calibrated values (McMahon et al., 2013). See 
(Roderick, 1999) and also (McVicar et al., 2007) 
for regional examples for Australian applications. 
When no calibrated values are available, use: 
as = 0.25 (Allen et al., 1998) and; 
as = 0.23 for Australia (Roderick, 1999) 
 
as + bs is the fraction of extraterrestrial reaction 
reading earth on full-sun days 
(dimensionless), which ideally require locally 
calibrated values (McMahon et al., 2013). See 
(Roderick, 1999) and also (McVicar et al., 2007) 
for regional examples for Australian applications. 
When no calibrated values are available, use: 
bs = 0.5 (Allen et al., 1998; Roderick, 1999) 
 







N is the maximum possible duration of daylight 




And ϖs is the sunset hour angle in radians. 
(as in McMahon et al., 2013) 
Daily cloud covers 
(C0) in Okta 




𝑛⁡ = 𝑎0 + 𝑏0𝐶0 + 𝑐0𝐶0
2 + 𝑑0𝐶0
3 
Where as, bs, Ra and N are explained in the same 
way as above 
Monthly 
precipitation (Pj) in 
mm 
𝐶𝐷 = 1 + 0.5𝑙𝑜𝑔𝑃𝑗 + (𝑙𝑜𝑔𝑃𝑗)
2⁡𝑤ℎ𝑒𝑟𝑒⁡𝑃𝑗 ≥ 1 
𝐶𝐷 = 1⁡𝑤ℎ𝑒𝑟𝑒𝑃𝑗 < 1 
(Linacre, 1993) 




Daily wind speed (uz) 
in m.s
-1










Where 𝑧0 is the roughness height in meters 
(as in McMahon et al., 2013) 
 
1.3  Definition for abnormal values 
For quality control purposes, the package performs primary checks on the 
values of the climate data and generates warnings for any abnormal values 




Table 2A.4. Definitions of abnormal values for primary check of data quality. 
Input data variable Definition of abnormal values 
Daily maximum temperature > 100 °C 
Daily minimum temperature > Daily maximum temperature 
Sub-daily temperature > 100 °C 
Daily dew point temperature > 100 °C 
Sub-daily dew point temperature > 100 °C 
Daily maximum relative humidity > 100% 
Daily minimum relative humidity > Daily maximum relative humidity 
Sub-daily relative humidity > 100% 
Daily incoming solar radiation < 0 MJ.m
-2
 
Sub-daily incoming solar radiation < 0 MJ.m
-2
 
Daily sunshine hours < 0 hour 
Daily cloud cover < 0 Okta 
Daily precipitation < 0 mm 
Daily wind speed  < 0 m.s
-1
 
Daily wind speed at 2m < 0 m.s
-1
 
Sub-daily wind speed < 0 m.s
-1
 
Sub-daily wind speed at 2m < 0 m.s
-1
 
Daily Class-A pan evaporation < 0 mm 
Daily vapor pressure < 0 hPa 
Sub-daily vapor pressure < 0 hPa 
 
1.4  Interpolation methods available for missing/abnormal data entries 
Wherever missing/abnormal entries are detected within the input climate 
data, the user can choose if these entries should be automatically 
filled/corrected. Four interpolation methods are available for gap-filling and 
correction of abnormal entries (Table 2A.5). Due to the scope of application 
of the package, only point-based temporal interpolation methods are included. 
Table 2A.5. Interpolation methods available for gap-filling and correction of abnormal 
entries. 
Interpolation method and 
corresponding arguments 
Equation and explanation 
Long-term mean of the same day of year 
(DoY) 
“DoY average” 
The missing entry of variable V, at day i in year 
j,⁡𝑉𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑖𝑗  , is approximated by the mean value 
of its values for the ith day from all other years. T 





(Narapusetty et al., 2009) 
Long-term mean of the same month 
“monthly average” 
The missing entry of variable V at any day in 
month k,⁡𝑉𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑘  , is approximated by the 
mean value of all other available values from 
month k.  
𝑉𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑘 = 𝑉𝑎𝑣𝑎𝑖𝑙.,𝑘̅̅ ̅̅ ̅̅ ̅̅ ̅ 
(adapted from Narapusetty et al., 2009) 
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Long-term mean of the same season 
“seasonal average” 
The missing entry of variable V at any day in 
season s⁡𝑉𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑠  , is approximated by the mean 
value of all other available values from season s.  
𝑉𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑠 = 𝑉𝑎𝑣𝑎𝑖𝑙.,𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅ 
(adapted from Narapusetty et al., 2009) 
Mean of the adjacent two data entries 
“neighboring average” 
The missing entry of variable V at time t of the 
entire times series, is approximated by the 





(McMahon et al., 2013) 
 
2. Estimating ET  
2.1 Default ET model when not specified 
When the ET model selection is not specified by users, function ET…() 
determines the default model to use based on the availability of climate data 
presented. Wherever data are available, the more comprehensive, physically-
based models are always preferred over the empirical models, as detailed in 
Table 2A.6.  
Table 2A.6. Default ET models for different climate data availability. 
Climate data available Default ET model 
Tmax,Tmin RHmax,RHmin Rs Uz 
    If short crop surface is specified in argument - > 
Penman-Monteith FAO56; 
If long crop surface is specified in argument - > 
Penman-Monteith ASCE-EWRI; 
If no surface is specified -> Penman. 
    Priestley-Taylor 
    Makkink 
    Hargreaves-Samani 
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2.2 Constants   
The constants required to estimate ET consist of two parts: the universal 
constants are included in the data file ‘defaultconstants.RData’ within the 
package, which should remain unchanged for most conditions; the case-
specific constants should be prepared by individual users, which vary with 
case studies and are related to geographic locations and climatic/hydrologic 
conditions. Table 2A.7 provides details for all constants, as well as a summary 
of the default values for the universal constants, and recommended values for 
the case-specific constants. 
Please note that not all constants are used for every single ET model – 
refer to Table 2A.8 for the list of required constants used for individual ET 
models. After obtaining all constants required, they should be compiled in a 
list variable named “constants” in R, which is ready to be used for the ET 
models. 
Table 2A.7. Summary of constants required to estimate ET. 
Universal constants 
Names Definitions Default values 




2.45 at 20◦C 






















1.2 at 20◦C 











0, as this is assumed to be negligible for daily time-step 
(Allen et al., 1998)  
alphaA Albedo for Class-A pan 
(dimensionless) 
0.14 (Rotstayn et al., 2006) 
alphaPT Priestley-Taylor coefficient  
(dimensionless) 
Three default values depending on the model used: 
1) 1.26 for Priestley-Taylor model (Priestley and 
Taylor, 1972) 
2) 1.31 for Szilagyi-Jozsa model (Szilagyi, 2007) 
3) 1.28 for Brutsaert-Strickler model (Brutsaert and 
Stricker, 1979) 
ap Constant in PenPan formula 
(dimensionless) 
2.4  



















e0 Constant for Blaney-Criddle 
formula 
(dimensionless) 
0.81917   
(Frevert et al., 1983) 
e1 Constant for Blaney-Criddle 
formula 
(dimensionless) 
-0.0040922   
(Frevert et al., 1983) 
e2 Constant for Blaney-Criddle 
formula 
(dimensionless) 
1.0705  (Frevert et al., 1983) 




(Frevert et al., 1983) 
e4 Constant for Blaney-Criddle 
formula 
(dimensionless) 
-0.0059864   
(Frevert et al., 1983) 
e5 Constant for Blaney-Criddle 
formula 
(dimensionless) 
-0.0005967   
(Frevert et al., 1983) 
EpsilonMo Land surface emissivity in 
Morton’s procedure 
(dimensionless) 
0.92   
(Morton, 1983a) 










Names Definitions Recommended values Examples 
lat Latitude 
(degree) 
Use the actual latitude of 
case study  
-34.9211 for Kent Town 
station, Adelaide 
lat_rad Latitude in radians  
(radians) 
Use the actual latitude of 
case study  
-0.6095 for Kent Town 
station, Adelaide 
as Fraction of extraterrestrial 
reaction reading earth on 
sunless days 
(dimensionless) 
Ideally locally calibrated 
values should be used 
(McMahon et al., 2013). See 
(Roderick, 1999) and also 
(McVicar et al., 2007) for 
regional examples for 
Australian applications. 
When no calibrated values 
are available, use 0.25 (Allen 
et al., 1998).  
0.23 for Australia (Roderick, 
1999) 
 
bs as + bs is the fraction of 
extraterrestrial reaction 
reading earth on full-sun 
days 
(dimensionless) 
Ideally locally calibrated 
values should be used 
(McMahon et al., 2013). See 
(Roderick, 1999) and also 
(McVicar et al., 2007) for 
regional examples for 
Australian applications. 
When no calibrated values 
are available, use 0.5 (Allen et 
al., 1998). 





Elev Site elevation 
(m) 
Use the actual elevation of 
study site  
48 for Kent Town station, 
Adelaide 
z Wind instrument height 
(m) 
Use the actual height of wind 
instrument or assume 
Assumed to be 10 







4 alternative values 
depending on the model 
used and the baseline 
temperature 
at study site: 
1) 28.0 for CRAE model 
for T >= 0◦C 
2) 28.0*1.15 for CRAE 
model for T < 0◦C 
3) 25.0 for CRWE 
model for T >= 0◦C 
4) 28.75 for CRWE 
model for T < 0◦C 
(Morton, 1983a, Morton, 
1983b) 
2 default values depending 
on the model used: 
28.0 for CRAE model for 
Adelaide 
25.0 for CRWE model for 
Adelaide 
 
a_0 Constant for estimating 
sunshine hours from cloud 
cover data 
(dimensionless) 
Depending on locations, see 
Chiew and McMahon (Chiew 
and McMahon, 1991) for 
Australian applications. 
11.9 for Adelaide 
(Chiew and McMahon, 
1991) 
b_0 Constant for estimating 
sunshine hours from cloud 
cover data 
(dimensionless) 
Depending on locations, see 
Chiew and McMahon (Chiew 
and McMahon, 1991) for 
Australian applications. 
-0.15 for Adelaide 
(Chiew and McMahon, 
1991) 
c_0 Constant for estimating 
sunshine hours from cloud 
cover data 
(dimensionless) 
Depending on locations, see 
Chiew and McMahon (Chiew 
and McMahon, 1991) for 
Australian applications. 
-0.25 for Adelaide 
(Chiew and McMahon, 
1991) 
d_0 Constant for estimating 
sunshine hours from cloud 
cover data 
(dimensionless) 
Depending on locations, see 
Chiew and McMahon (Chiew 
and McMahon, 1991) for 
Australian applications. 
-0.0107 for Adelaide 
(Chiew and McMahon, 
1991) 
gammaps Product of Psychrometric 
constant and atmospheric 




2 alternative values 
depending on the model 
used and the baseline 
temperature at study site: 
1) 0.66 for CRAE model 
for T >= 0◦C 
2) 0.66/1.15 for CRAE 
model for T < 0◦C 
(Morton, 1983a) 
0.66  for Adelaide 
PA Annual precipitation 
(mm) 
Use the actual annual 
precipitation of case study  
285.8 for Kent Town station, 
Adelaide 
alphaMo Constant in Morton’s 
procedure 
(dimensionless) 
2 alternative values 
depending on the baseline 
temperature at study site: 
1) 17.27 when T >= 0◦C 
2) 21.88 when T < 0◦C 
(Morton, 1983a) 
17.27 for Adelaide 
betaMo Constant in Morton’s 
procedure 
(◦C) 
2 alternative values 
depending on the baseline 
temperature at study site: 
1) 237.3 when T >= 0◦C 
237.3 for Adelaide 
 
40 
2) 265.5 when T < ◦C 
(Morton, 1983a) 





2 alternative values 
depending on the baseline 
temperature at study site: 
1) 28.5 when T >= 0 ◦C 
2) 28.5*1.15 when T < 
0◦C (Morton, 1983a) 
28.5 for Adelaide 
 
2.3 ET models 
 
The specifications of all ET models included in this package are 
summarized in Table 2A.8, including the names of corresponding functions, 
the available time steps for ET estimation, the ET quantities estimated, the 
requirements of input climate data and constants, and the actual equation and 
options available for calculation. The assumptions and known limitations of 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 2A.9. Assumptions and known limitations of each ET model. 
ET model 
name  
Assumptions Known issues and limitations 
Penman 
1948/1956 
Temperature of evaporative surface is 
unknown (McMahon et al., 2013). 
No heat storage or heat exchange with the 
ground, no advected energy, and hence the 
actual evaporation does not affect the 
overpassing air (Dingman, 2015). 
Applies to most practical situations, but 
excludes extreme conditions, cases with high 
aerodynamic resistance, high humidity, and 
low temperature, which can lead to under-
estimation by about 10% (Slatyer and 






Temperature of evaporative surface is 
unknown (McMahon et al., 2013). 
G is negligible for daily time step (Allen et al., 
1998). 
The FAO-56 model assumes an evaporative 
surface is covered with short grass of height 
0.12m, with a surface resistance of 70s.m
-1
 
and albedo of 0.23 (Allen et al., 1998).  
The ASCE-EWRI model assumes an 
evaporative surface is covered with short 
grass of height 0.5m, with a surface 
resistance of 45s.m
-1
 and albedo of 0.23 
(Allen et al., 2005). 
FAO-56 Reference Crop method should not 
be applied to the irrigation areas within 
semi-arid and windy regions, such as 
Australia (Shuttleworth and Wallace, 2009). 
Matt-
Shuttleworth  
Evaporative surface is covered with short 
grass of height 0.12m, with a surface 
resistance of 70s.m
-1
 and albedo of 0.23 
(Shuttleworth and Wallace, 2009). 
Evaporative surfaces are well-watered in 
semi-arid and windy areas (Shuttleworth and 
Wallace, 2009). 
Only calibrated to irrigation (well-watered) 
areas that are semi-arid and windy 
(Shuttleworth and Wallace, 2009). 
Priestley-
Taylor  
Evaporative surface is saturated (Priestley 
and Taylor, 1972). 
Suitable for advection-free saturated 
surface. Performance can be improved by 
using seasonal-varying values of αPT values 
depending on the seasons (Castellvi et al., 
2001), evaporative surfaces as well as 
different observational periods (McMahon 
et al., 2013) 
Adjustments for vapour pressure deficit and 
available 
Energy should also be used to improve 
performance (Castellvi et al., 2001). 
PenPan Evaporative surface is a Class-A evaporation 
pan (Rotstayn et al., 2006). 
The performance of the PenPan model in 
estimating Class-A pan evaporation  
are biased towards slightly higher values at 
lower evaporations (McMahon et al., 2013). 
Brutsaert-
Strickler  
The actual ET and potential ET follow a 
Complementary Relationship (Brutsaert and 
Stricker, 1979). 
The model sometimes generates negative ET 




Evaporative surface is non-saturated lands 
(Granger and Gray, 1989). 
No report in literature. 
Szilagyi-Jozsa  The actual ET and potential ET follow a 
Complementary Relationship (Szilagyi, 2007). 
Negative ET estimates can be obtained for 
days with very low net radiation (McMahon 
et al., 2013). 
Makkink  Evaporative surface is covered by reference 
crop  (De Bruin, 1981) 
Calibrated only to cool climate conditions in 
the Netherlands (Xu and Singh, 2000). 
Blaney- Evaporative surface is covered with alfafa This model should be used with caution in 
 
52 
Criddle  (Allen and Pruitt, 1986). 
Evaporative surface is within an adequately 
watered dry area where advection effects 
are strong (Allen and Pruitt, 1986, Yin and 
Brook, 1992). 
equatorial regions (with relatively constant 
air temperature are relatively constant), 
small island and coastal areas (where air 
temperature is affected by sea 
temperature), high elevations (as 
environmental lapse rate induced low mean 
daily air temperature) and monsoonal and 
mid-latitude regions (as sunshine hours 
display large variety) (Doorenbos, 1977). 
Turc Evaporative surface is covered by reference 
crop(McMahon et al., 2013). 
Evaporative surface is within a humid region 
(Turc, 1961). 
Adjustment may be used for non-humid 
conditions (RH < 50%) to improve 
performance (Alexandris et al., 2008). 
Hargreaves-
Samani  
Evaporative surface is covered Alta fescue 
grass (Hargreaves and Samani, 1985). 
Calibrated only to cool seasons in California 




Evapotranspiration is well correlated with 
pan evaporation in Australia (Chapman, 
2001). 
Calibrated to Australia, so only applicable to 
Australia case studies (McMahon et al., 
2013). 
Also only recommended if no other data 
than temperature are available to estimate 
ET (McMahon et al., 2013). 
Jensen-Haise  Evaporative surface is within an adequately 
watered arid/semi-arid area (Jensen and 
Haise, 1963).. 
Calibrated to arid/semi-arid regions in 
western US (Jensen and Haise, 1963). 
McGuiness-
Bordne  
Evaporative surface is within a humid area 
(McGuinness and Bordne, 1972). 




Vapour transfer is independent of wind 
speed (McMahon et al., 2013). 
The actual ET and potential ET follow a 
Complementary Relationship. 
Evaporative surface is a vegetated surface 
(Morton, 1983a). 
Accurate measurements of humidity data 
are required (Morton, 1983a, McMahon et 
al., 2013). 
The model is not recommended for intervals 
of no longer than three days (Morton, 
1983a). 
The model is not recommended for near 
edge conditions (e.g. edge of an oasis) 
(Morton, 1983a). 
Estimation for areal potential ET should only 
be used for large area (>1km
2
) with 
unlimited water supply, while the potential 
ET should be used for a point, ideally a small 
irrigation area with unlimited water supply 
and surrounded by unirrigated area 





Vapour transfer is independent of wind 
speed (McMahon et al., 2013). 
The actual ET and potential ET follow a 
Complementary Relationship. 
Evaporative surface is a shallow lake-size 
water surface (Morton, 1983a). 
The model is not recommended for deep 
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a b s t r a c t
Evapotranspiration (ET) is a vital component of the hydrological cycle and there are a large number of
alternative models for representing ET processes. However, implementing ET models in a consistent
manner is difficult due to the significant diversity in process representations, assumptions, nomencla-
ture, terminology, units and data requirements. An R package is therefore introduced to estimate actual,
potential and reference ET using 17 well-known models. Data input is flexible, and customized data
checking and pre-processing methods are provided. Results are presented as summary text and plots.
Comparisons of alternative ET estimates can be visualized for multiple models, and alternative input data
sets. The ET estimates also can be exported for further analysis, and used as input to rainfall-runoff
models.
© 2016 Elsevier Ltd. All rights reserved.
1. Introduction
Evapotranspiration (ET) is defined as the transfer of liquid water
to the atmosphere as water vapor from bare soil and water bodies
such as rivers and lakes (evaporation), as well as vegetated surfaces
through plants' leaves (transpiration) (Allen et al., 1998; Dingman,
2015). ET is often one of the largest fluxes of water from catch-
ments (Baumgartner et al., 1975), so that estimating its magnitude
is critical for many applications. Factors that influence ET include:
1) the state of climate variables, such as temperature, relative hu-
midity, wind speed and solar radiation, which influences the po-
tential ET rate; 2) the water availability, which determines if actual
evapotranspiration (AET) occurs at its potential rate (potential
evapotranspiration, or PET) where sufficient water is present, or
whether it occurs at a lower rate due tomoisture limitations; and 3)
the evaporative surface, with commonly modelled surfaces
including natural catchments, ‘reference’ crops (ET0), and open
water bodies.
Understanding the dominant ET processes and quantifying ET
rates provide useful information for diverse applications. For
example, catchmentmanagementmakes use of information on AET
over the land surface, reservoir management requires information
on open-water evaporation (e.g. McJannet et al., 2008), rainfall-
runoff modelling often requires estimates of catchment-averaged
PET (e.g. Andreassian et al., 2004; Oudin et al., 2005a,b), and agri-
cultural studies often require information on ET0 (e.g. Doorenbos,
1977; Shuttleworth and Wallace, 2009). However, obtaining ob-
servations of these specific ET rates can be challenging. This is
because the measurement of AET is difficult, typically involving
sophisticated spatial and temporal scaling techniques from sap
flow observations to represent the entire canopy, or using expen-
sive micrometeorological eddy flux instrumentation that is gener-
ally not available for most practical applications; furthermore, PET
is a conceptual quantity that cannot be ‘measured’ directly (Gasca-
Tucker et al., 2007; Fisher et al., 2011). Therefore, these rates are
usually estimated using models, so that the selection and imple-
mentation of ET process models becomes critical.
There are multiple models available for estimating ET rates.
According to McMahon et al. (2013), alternative ET models can
represent the same ET processes differently by: (1) placing
emphasis on different sub-processes, such as mass transfer and
energy balance processes; (2) focussing on the dominant processes
that occur in different environments, including humid and arid
climates; (3) having different requirements for inputting climate
data and different interpretations of the constants’ values; and (4)
conforming to different hierarchies for handling missing data and
adjusting biased estimates.
In order to provide better information on the selection of an* Corresponding author.
E-mail address: Danlu.Guo@adelaide.edu.au (D. Guo).
Contents lists available at ScienceDirect
Environmental Modelling & Software
journal homepage: www.elsevier .com/locate/envsoft
http://dx.doi.org/10.1016/j.envsoft.2015.12.019
1364-8152/© 2016 Elsevier Ltd. All rights reserved.
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appropriate model, guidance on ET model formulation and related
issues was provided by McMahon et al. (2013). However, the
implementation of these and other formulations is complicated by
the significant diversity in process representations, assumptions,
nomenclature, terminology, units and data requirements, which
can make it difficult to implement the mathematical representa-
tions of these ETmodels, and can lead to coding inconsistencies and
errors. This has a number of potentially negative implications on ET
modelling studies, such as reducing confidence in the results pre-
sented, and providing difficulties for objectively comparing the
results from different studies.
A practical aspect that can benefit from a more standardized
approach to ET model implementation is the use of ensemble ET
models. Applications of ensemble modelling can lead to a better
understanding of ET model structural uncertainty (e.g. Beven and
Freer, 2001; Duan et al., 2007; Kavetski and Fenicia, 2011;
Velazquez et al., 2012), by:
1) assessing the impact of multiple ET models based on historical
climate assumptions, to quantify PET and AET uncertainty (Xu
and Singh, 2000, 2002; Tabari et al., 2013), and determine the
effect of ET estimates on hydrologic modelling, water resource
assessments (Yin and Brook,1992; Oudin et al., 2005a,b; Kannan
et al., 2007; Rosenberry et al., 2007; Horvath et al., 2010),
ecological and agricultural studies (Nichols et al., 2004; Gasca-
Tucker et al., 2007; Fisher et al., 2011), and;
2) assessing the impact of using multiple ET models under a
changing climate, considering potential changes in both the ET-
related processes and climate variables (McKenney and
Rosenberg, 1993; Kay and Davies, 2008; Kingston et al., 2009;
Donohue et al., 2010; Bormann, 2011; Prudhomme and
Williamson, 2013; Thompson et al., 2014).
To further support a range of ET modelling studies, there is a
need to facilitate the implementation of different ET models in a
convenient, consistent and efficient manner. There are some
existing software packages focussing on specific ET modelling
needs and aspects: such as the ‘ET0 Calculator’ (Raes and Munoz,
2008) to calculate ET0 using the FAO-56 Penman-Monteith
model, the Fortran code ‘Morton WREVAP’ (McMahon et al., 2013)
to implement the Morton ET models, and the R package ‘SPEI’
(Beguería et al., 2013), which includes multiple ET models and
several drought indices to estimate the Standardized Precipitation-
Evapotranspiration Index (SPEI). However, to our knowledge, there
has not been a freely available tool which enables the imple-
mentation of a large number of alternative ET models in a consis-
tent manner.
This paper presents an R software package to estimate ET from
17 alternative models: fifteen of the models are based on those
summarize in McMahon et al. (2013), as well as the Jensen-Haise
and the McGuinness-Bordne models, sourced from Prudhomme
and Williamson (2013). These estimate a range of ET quantities
(AET, PET and ET0), take a range of climate processes and variables
into account, and run at daily or monthly time-steps. Data input is
flexible and data checking and pre-processing options are included.
The availability of such a consistent software framework for
implementing modelling approaches is important from the
perspective of ensemble modelling, comparison among different
models and data sets (for examples see Dawson et al., 2007; Galelli
et al., 2014), as well as analysis of model and input uncertainty
(Leavesley et al., 2006; Clark et al., 2008; Andrews et al., 2011).
The remainder of this paper is organized as follows. The package
is described in Section 2, including the evapotranspiration models
included, as well as the package structure and core functions. In
Section 3, two different Australian catchments are used to
demonstrate various features of the package including: (1) data
pre-processing; (2) estimation of ET and producing summaries and
plots of results; and (3) comparison of estimates with ensemble ET
models and input data sets. In Section 4, some potential further
analyses with the package and limitations are discussed, which are
followed by the conclusions in Section 5.
2. The evapotranspiration package
2.1. Evapotranspiration models
The R package Evapotranspiration includes 17 models, which use
one or several climate variables to estimate PET, AET and ET0 at a
single location using input data at sub-daily, daily and monthly
resolutions. Although the models consist of different process rep-
resentations, they are all based on the two fundamental compo-
nents that drive ET:
1) Energy balance, which determines the latent heat of vapor-
ization; and
2) Mass transfer, which influences the rate of movement of water
vapor away from the evaporating surface.
The latent heat can be estimated considering the energy balance
as:
lE ¼ R H  Gþ Ad (1)
where l is the latent heat of vaporization, E is the rate of evapo-
transpiration, R is the net incoming radiation received at the soil/
plant surfaces (which is determined by the total incoming solar
radiation Rs), H is the sensible heat exchange with the atmosphere
through convection (which is determined by the air temperature T),
G is the heat exchange with the ground, and Ad is the net input of
water advected energy, such as water inflow to a lake, which only
applies for open-water bodies.
The mass transfer of water vapor is influenced by the vapor
gradient (i.e. the difference between saturated and actual vapor
pressure, which is related to relative humidity RH and temperature
T) and wind speed uz. Next to the evaporative surface, a thin non-
turbulent layer of air provides resistance to evaporation flux,
known as the aerodynamic resistance (Penman, 1948). For plant
leaves, surface resistance is also important, as transpiration is
regulated by the degree of stomatal opening in leaves (Monteith,
1991). Combining the energy balance and mass transfer compo-
nents, the four key climate variables related to ETare T, RH, Rs and uz
Fig. 1. ET-related processes accounted for by the mass transfer and energy balance,
with the relevant atmospheric variables in brackets: T ¼ air temperature,
Rs ¼ incoming solar radiation, RH ¼ relative humidity, uz ¼ wind speed.
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(as illustrated in Fig. 1).
Over the past decades, a large number of ET models have been
developed by representing these processes in different ways. In this
package, 17 of these models are included, which are based on
different relationships among the ET processes and the four climate
variables, and thus having different data requirements of climate
variables and corresponding units (which are detailed in Table 1).
The various models included in the package Evapotranspiration
are detailed in Table 1. The PET and ET0 models consider different
sets of ET sub-processes and associated climate variables, including
incoming radiation, vapor gradient, the heat exchanges with the
atmosphere and the ground, advection processes and the surface
resistance of vegetation (see the references in Table 1 for further
details). The five AET models (i.e. Brutsaert-Strickler, Granger-Gray,
Szilagyi-Jozsa, Morton CRAE and Morton CRWE) are all based on an
observed complementary relationship (CR, first raised by Bouchet,
1963) between PET and AET, which states that as the evaporating
surface dries, the decrease in AET is complemented by an equal
increase in PET. The twoMortonmodels (Morton,1983b,1983a) can
estimate both the PET and AET explicitly at the equilibrium tem-
perature (i.e. the temperature at the evaporating surface), by
following the energy-balance and vapor transfer equations,
respectively. Alternatively, the Brutsaert-Strickler, Granger-Gray
and Szilagyi-Jozsa methods estimate AET by integrating the
Penman and Priestley-Taylor models within the CR framework in
different ways (Brutsaert and Stricker, 1979; Granger and Gray,
1989; Szilagyi, 2007). Note that these quantities are equivalent
under special conditions: technically, when sufficient water is
present, the rate of PETand AETare equivalent to each other, and for
a defined vegetated surface, the rate of PET and ET0 are equivalent.
The equations for 15 ET models included in the package (all
models except for Jensen-Haise and McGuinness-Bordne) are
sourced from McMahon et al. (2013), which have all been verified
with examples presented in their original paper. The availability of
reliable verification is the key reason that we select the majority of
ET models within this package fromMcMahon et al. (2013). For the
other two structurally simple models, Jensen-Haise and
McGuinness-Bordne which are sourced from Prudhomme and
Williamson (2013), there are no published examples of imple-
mentation available for verification. We have ensured that the
equations are correct by verifying their formulae in a number of
alternative references including Jensen and Haise (1963), Xu and
Singh (2000) and Oudin et al. (2005a).
2.2. Structure and core functions
The functions, data inputs and outputs, and graphical features of
the package are summarized in Fig. 2. The data pre-processing
function ReadInputs() is developed for loading and processing
sub-daily and daily raw climate data. The processed data are then
ready to feed into the generic function ET…(), where each of the 17
different methods can be called by substituting the ‘…’ by the
function name (e.g. ‘ET.Penman ()’ to call the Penman model). The
function performs calculations for the relevant ET model and
generates a calculation summary.
Having calculated the ET quantity, the function ETPlot() can then
be called to plot the original estimates, as well as aggregations and
averages at different time scales. Function ETComparison() facili-
tates comparison of results and visualization of uncertainties from
using different models and/or different input data. Finally, ETForc-
ing() enables the association between estimated ET and different
climate variables to be plotted.
Table 1
Data requirements for different models. D ¼ daily, M ¼ monthly.
ET model name and corresponding function name in package Time
step





Rs Uz Tdew PET ET0 AET
Penman 1948 (Penman, 1948) and Penman 1956 (Penman, 1956) ET.Penman D ✓ ✓ ✓ ✓ ✓ ✓ (open
water)
Penman-Monteith FAO-56 (Allen et al., 1998) and ASCE-EWRI (Allen et al., 2005)
ET.PenmanMonteith
D ✓ ✓ ✓ ✓ ✓ (short
crop)
Matt-Shuttleworth (Shuttleworth and Wallace, 2009) ET.MattShuttleworth D ✓ ✓ ✓ ✓ ✓ (well-
watered)
Priestley-Taylor (Priestley and Taylor, 1972) ET.PriestleyTaylor D ✓ ✓ ✓ ✓ (advection-
free)
PenPanb (Rotstayn et al., 2006) ET.PenPan D ✓ ✓ ✓ ✓ ✓
Brutsaert-Strickler (Brutsaert and Stricker, 1979) ET.BrutsaertStrickler D ✓ ✓ ✓ ✓ ✓ (areal)
Granger-Gray (Granger and Gray, 1989) ET.GrangerGray D ✓ ✓ ✓ ✓ ✓ (areal)
Szilagyi-Jozsa (Szilagyi, 2007) ET.SzilagyiJozsa D ✓ ✓ ✓ ✓ ✓
Makkink (De Bruin, 1981)ET.Makkink D ✓ ✓ ✓
Blaney-Criddle (Allen and Pruitt, 1986) ET.BlaneyCriddle D ✓ ✓ ✓ ✓ ✓ (well-
watered)
Turc (Turc, 1961) ET.Turc D ✓ ✓ ✓
Hargreaves-Samani (Hargreaves and Samani, 1985) ET.HargreavesSamani D ✓ ✓
Chapman Australianc (Chapman, 2001) ET.ChapmanAustralian D ✓ ✓ ✓ ✓ ✓
Jensen-Haise (Jensen and Haise, 1963; Xu and Singh, 2000; Prudhomme and
Williamson, 2013) ET.JensenHaise
D ✓ ✓ ✓
McGuiness-Bordne (Oudin et al., 2005a; Prudhomme and Williamson, 2013)
ET.McGuinnessBordne
D ✓ ✓
Morton CRAE (Morton, 1983a) ET.MortonCRAE M ✓ ✓ ✓ ✓ ✓
Morton CRWE (Morton, 1983b) ET.MortonCRWE M ✓ ✓ ✓ ✓ ✓ (shallow
lake)
a Tmax/Tmin ¼ maximum/minimum temperature (C), Rs ¼ incoming solar radiation (MJ.m2), RHmax/RHmin ¼ maximum/minimum relative humidity (%), uz ¼ wind speed
(m.s1), Tdew ¼ dew point temperature (C).
b The original PenPan model estimates the actual evaporation from a Class-A Pan (i.e. a circular pan with diameter of 1.2 m and depth of 0.25 m, which is constructed of
galvanised iron and supported on a wooden frame at 30e50 mm above the ground). This rate of evaporation is closely related to the PET, so that is it possible to approximate
PET from pan evaporation by adjustment using a pan coefficient (McMahon et al., 2013).
c The original Chapmanmodel (Chapman, 2001) uses only themeasurements of Class-A Pan evaporation and is therefore fully empirical. However, in the Evapotranspiration
package, it has been adapted to utilize the outputs of the PenPan model so it can be considered to capture the same set of ET sub-processes as the PenPan model.
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Function ReadInputs() is designed for checking data availability,
and identifies missing entries and errors from the input sub-daily
or daily raw climate data. The availability of the date data (i.e.
year, month and date) is checked first, since these data are
compulsory for the function to read the time-series-like climate
data. ReadInputs() then reads through the raw climate data pre-
sented, and reports all input variables that are available to use.
Specific data requirements for the individual models (see Table 1)
are checked prior to performing the calculations in function ET…().
A specific format of the input data is required in terms of variable
names and units, as well as the input data file format, which is
different for daily and sub-daily raw data (see Section 1.1 of the
supplementary material, within which Table 1 provides the
detailed format requirements for the raw climate data). To assist
users with preparing the raw input data, a summary of the relevant
unit conversions is also provided in Table 2 of the supplementary
material.
Next, ReadInputs() checks for missing entries in each of the
available climate variables, and the quality of the data is assessed
against two user-defined threshold values for: (1) the maximum
acceptable percentage of missing data; (2) the maximum accept-
able duration of continuous missing data as a percentage of total
data duration. If the data quality is not acceptable (i.e. either of the
percentage and/or duration of missing data has exceeded the user-
defined threshold values), the program will be terminated with a
warning message.
For data with acceptable quality but still containing some
missing values, a warning is given with a default of assigning ‘NA’
for the missing values (which leads to ‘NA's in the output estimates
if they are used in ET…()). The user can also use the in-built gap-
filling routine to interpolate for the missing values, with four
alternative gap-filling methods (see Table 3 in the supplementary
material for details) including:
1) Replacement with same-month average (adapted from
Narapusetty et al., 2009);
2) Replacement with same-season average (adapted from
Narapusetty et al., 2009);
3) Replacement with same day-of-the-year average (Narapusetty
et al., 2009);
4) Interpolation between the two bounding values, which is only
suitable for missing time increments in which values are
available at adjacent increments (McMahon et al., 2013). When
there is more than one consecutive missing entry, this inter-
polation fails, with a warning given.
The function also includes simple primary checks for abnormal
values in each climate variable: for example, any temperature data
greater than 100 C are considered as abnormal. Warnings are is-
sued for the abnormal values detected, and again, the users can
choose if the abnormal values will be corrected in the function,
using one of the four interpolation methods mentioned previously.
Details of the four interpolation methods and definitions of
abnormal values for each climate variable are presented in Tables 4
and 5 in the supplementary material.
After completing the quality checks, all sub-daily raw data are
aggregated to a daily time-step, as required by most ET models;
such temporal aggregation is not performed for raw climate data
that are already available at a daily time-step.
As already discussed, ET…() is a generic function, which includes
17 different specific methods that are all named following the
format of ET.methodname(), as detailed in Table 1. If a specific ET
model is selected by user, the function first performs a specific
check for the data requirement, which is different for each of the 17
models in ET…() (see Table 1 for details). If a certain input variable
required by the ET model is not available, the function will search
for whether there are alternative ways to estimate the missing
variable from other available variables; however, if no alternative
data or methods are available, the functionwill be terminated with
a warning. The available methods to estimate missing input vari-
ables are summarized in Table 3 in the supplementary material.
In the case where a specific ET model is not specified (i.e. the
generic function ET() is called directly instead of ET.methodname()),
the first task ET…() performs is to estimate as many missing
climate variables as possible. Then a default method to estimate ET
is selected based on all the available input variables, which include
both the original input variables presented, as well as the variables
estimated from them. Wherever data are available, the ET model
that has the highest data requirements (and thus provides the most
detailed physically-based process representation) is selected as
default. The detailed selection of default models for different data
availability is in Table 6 of the supplementary material.
Besides the input climate data, a list of constants is also required
in ET…(). The definitions and suggested values of all constants are
Fig. 2. Schematic diagram of the features of the package Evapotranspiration: the blue boxes represent data or results that are produced and/or processed by the functions, rep-
resented in the grey boxes; the green boxes represent expected results. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)
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summarized in Table 7 in the supplementary material. A number of
arguments are included in each ET model to allow additional user
decisions in modelling ET. A common argument in all models is the
choice of time-step for the output. The default time-step of the
output ET estimates is daily for all models running at a daily time-
step (i.e. all models except for Morton, as shown in Table 1), how-
ever, monthly and annual outputs can also be produced when
specified; the two Morton models by default produce monthly
output, while the user can also choose to obtain annual output. For
models withmultiple versions (e.g. the Penman,1948,1956models,
which have different wind functions) and requiring additional user
decisions (e.g. calculation options, assumptions) there are addi-
tional individual arguments to enable flexible choices among
different pathways. The complete details on the use of constants
and available arguments for different ET models are presented in
Table 8 in the supplementary material.
Once being called with sufficient data, and provided all constants
and arguments have been specified, function ET…() performs calcu-
lations for individual ET models. A user-friendly summary of the re-
sults is printed on the screen,which confirms the choice ofmodel and
sub-model, along with the corresponding versions, the quantities
calculated, as well as options for alternative calculations and as-
sumptions. A basic statistical summary of the entire output time-
series is also presented (as illustrated with an example in Fig. 3).
The full results are stored as an R list file, as well as a csv file, which is
automatically saved to the working directory. It contains both the
calculation summaryand theentire timeseries of theoutput, inwhich
the ET estimates are organized in rows for different time increments.
A number of plotting tools are available to analyse the outputs.
Function ETPlot() uses the estimated daily ET from individual ET
models to generate aggregation plots and average plots at daily,
monthly and annual time steps. Function ETComparison() produces
comparison plots of different sets of ET estimates, to compare the
outputs from (1) different ET models; (2) different versions of the
same ET model (e.g. the 1948 and 1956 versions of the Penman
model); (3) the same ET model with different calculation options,
such as alternative approaches for data infilling and/or; (4)
different sets of input climate data. For each quantity, three types of
plots, including time series plots, non-exceedance probability plots
and box plots, can be produced. Plots of uncertainty ranges can also
be produced for daily estimates, monthly and annual aggregates
and monthly and annual averages. Finally, the function ETForcing()
is an additional plotting tool for visualizing the association between
estimated ET and different climate variables within existing data.
3. Case studies
Two case studies have been used to demonstrate the core util-
ities of the package Evapotranspiration, using sub-daily climate data
frommeteorological sites at Adelaide (34.9290 S, 138.6010 E) and
Alice Springs (23.7000 S, 133.8700 E) in Australia for the common
period from 01/01/1989 to 30/03/2005.
3.1. Basic features: pre-processing input data, calculating and
visualizing estimates
ReadInputs() is called first with the raw sub-daily data from the
Adelaide case study, and the maximum percentage of acceptable
number and duration of missing data set to 10% and 3%, respec-
tively. The function displays a summary of data quality when
checking through each input variable. The raw sub-daily data are
then aggregated to a daily timescale. The missing values and
abnormal values in each input variable are corrected with the
corresponding averages from the same days of the year (i.e. day-of-
the-year average). The processed data are then ready for the ET
models to use.
The Penman open-water ET is estimated for the Adelaide case
study using function ET.Penman(). The arguments are set so that (1)
the time-step for calculation is daily; (2) the actual sunshine hours
are used for calculating solar radiation; (3) the actual wind data are
used; (4) the Penman 1948wind function (Penman,1948) is used to
estimate the mass transfer component in the Penman model; and
(5) the evaporative surface is openwater (albedo¼ 0.08, roughness
height ¼ 0.001 m). The calculated time series of Penman ET from
ET.Penman() has been saved in an R data list, while output is printed
to the screen, which confirms the choice of model and the selection
of alternative calculation options, and also gives a basic statistical
summary of the entire time-series of ET estimates.
Fig. 3 is a screenshot of data processing and ET estimation with
ReadInputs() and ET.Penman() for this case study.
The plots of estimated daily ET and monthly averaged daily ET
have been produced for the Adelaide case study using function
ETPlot() (Fig. 4). Although it is difficult to detect any trend from the
highly fluctuating daily estimates (Fig. 4a), there is a very strong
seasonal pattern, displayed in the monthly average plot (Fig. 4b).
The ET peaks during the summer months, as would be expected
due to the higher temperature and solar radiation during this time
of the year.
Fig. 3. Example of a typical session of data processing with ReadInputs() and ET estimation with ET.Penman() for the Adelaide case study.
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3.2. Advanced features: analyses with ensemble models and
different input data sets
The features of function ETComparison() are demonstrated for
both the Adelaide and Alice Springs case studies. First, plots of the
time series and the non-exceedance probabilities for monthly ET
estimates have been produced to compare estimates from the
Penman-Monteith FAO56 and Priestley-Taylor models during
1989e1991 (Fig. 5). From Fig. 5a and b we observed that:
1) When comparing across the two case study sites, the inter-
model differences in estimates are greater at Alice Springs,
with the Priestley-Taylor model producing consistently lower
estimates than the Penman-Monteith, and;
2) When comparing the seasonal patterns, the inter-model differ-
ences in estimates are most significant for the peak estimates,
which occur in every summer (for example, at the start of 1990).
Fig. 5c shows the distribution of the monthly estimates within
the period and from the different models, which is consistent with
previous observations: the ET estimates from the Priestley-Taylor
model are consistently lower compared with those obtained us-
ing the Penman-Monteith model, with the greatest difference of
approximately 100 mm for the peak estimates at Alice Springs.
These results reflect the structural differences in the twomodels, as
the Penman-Monteith model explicitly takes the mass transfer for
evapotranspiration into account, which is higher during summer
periods and for arid and windy conditions (as reported in
McKenney and Rosenberg, 1993; Yin et al., 2010), such as those
experienced in Alice Springs.
Another application of ETComparison() is demonstrated in Fig. 6,
in which the effect of uncertainties in input climate data under
climate changes are shown for the Adelaide case study, together
with the model uncertainty. To maintain the simplicity and clarity
of the example, we focus only on the potential uncertainties in the
future temperature due to climate change, without considering the
probability of individual changes or potential variations in other
climate variables. We perturb the existing temperature data within
a range of 0 to þ8 C, which is considered to encompass all plau-
sible future changes in temperature in Australia by 2100 (Stocker
et al., 2013). Within this range, 500 random samples have been
drawn and the corresponding perturbations are applied to the
historical time series of Tmax and Tmin, resulting in 500 sets of input
climate data. These 500 sets were then fed into ETComparison() to
generate the corresponding ET outputs using both the Penman-
Monteith and Priestley-Taylor models. The resulting ranges of the
monthly ET estimates for the period between 1989 and 1999 are
shown in Fig. 6. As can be seen, there is a greater range in ET es-
timates from the Penman-Monteith model. Since both ET models
use the same temperature data as inputs, this indicates that tem-
perature has a greater impact on the ET estimates obtained using
the Penman-Monteith modelda pattern also observed in
McKenney and Rosenberg (1993). This difference can be due to the
structural differences between the two models: as the Penman-
Monteith explicitly considers the mass transfer processes that are
related to temperature, the importance of temperature is higher in
the Penman-Monteith model.
It is worth mentioning that all climate variables other than
temperature (i.e. RH, Rs and uz) are kept at their current levels in
this example, which is unrealistic under future conditions. There-
fore, the results should only be considered as illustrative of the key
feature of function ETComparison(), as a tool to compare ET esti-
mates from multiple input data sets and ET models. In a formal
assessment of the impact of climate-related input uncertainty, it is
necessary to consider the potential uncertainty in the full set of
climate variables that influence ET (Goyal, 2004; Whateley et al.,
2014).
4. Discussion
4.1. Further analyses with other software packages
The output from this package is formatted as time-series-like
data in the zoo format (in which every data point is linked to a
specific time point, see Zeileis et al., 2015), so it can be easily
extracted and used as an input to other R-based software packages
for a range of further analyses. Examples include using ET estimates
as input to hydrologic models in hydromad (Andrews et al., 2011),
and to investigate the sensitivity of ET estimates to changes in the
input climate data using sensitivity (Pujol et al., 2014). Since the
output is also saved to a csv file (as detailed in Section 2.2), it can
also be imported to external software packages.
4.2. Limitations
Although the package provides features for checking missing
values and errors in the input climate data, as well as interpolation
methods for these problematic data, caution is required to mini-
mize the risk of misuse. In developing this package, we have tested
the data processing tools with our own test data sets, as well as a
number of user-provided data sets, and we have ensured that the
package runs free of errors with these existing data sets. However,
since every data set is different, it is recommended that users
should exercise their own quality-control procedure prior to using
Fig. 4. a) Daily estimates of Penman open-water ET (left panel); b) Monthly averaged daily Penman open-water ET (right panel) for the Adelaide case study, generated by ETPlot().
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the package, to ensure that best-quality data are provided for ET
estimation and the impact of data quality on the estimates is
minimized.
Users should also be aware of the full assumptions and limita-
tions prior to using any ET model in this package. Almost every ET
model contains assumptions relating to the specific climate con-
ditions under which the models apply. For example, some models
assume that sub-processes related to ET are negligible, while other
models are only calibrated to the climate of a specific region (a full
list of assumptions and limitations for each individual model is
given in Table 9 in the supplementary material, which is summa-
rized from the existing literature). These assumptions limit the
models’ ability to generalize to a wider range of climate zones,
leading to varying performance of ET models under different
climate settings (Rosenberry et al., 2007; Tabari et al., 2013). A
further problem arises if themodels are to be applied to estimate ET
under climate change conditions, which can mean that existing ET
processes and related climate variables are likely to be different to
those for which the models are best suited, potentially causing
deteriorating model performance (Prudhomme and Williamson,
2013; Thompson et al., 2014).
5. Summary and conclusions
This paper presents an R package Evapotranspiration for the
estimation of actual, potential and reference crop ET using 17
models in a consistent, convenient and efficient manner. The pre-
processing tool provides flexible methods for checking and
Fig. 5. Comparison of monthly ET estimates from two models (Penman-Monteith FAO56 and Priestley-Taylor) and two locations (Adelaide and Alice Springs) using ETComparison()
for a) time-series; b) non-exceedance probability, and; c) distribution.
D. Guo et al. / Environmental Modelling & Software 78 (2016) 216e224222
processing raw input climate data, which are then fed into user-
selected ET models. The presentation of results is in the form of
both summary text and plots. Comparison between multiple ET
models and input data sets is also supported. Estimates from the
package can be conveniently extracted for further analysis, such as
rainfall-runoff modelling and sensitivity analyses. It is hoped that
this package will increase consistency in the results presented in ET
studies, and increase our ability to investigate the impact of
structural uncertainty in ET model formulations via the use of
ensemble modelling.
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CHAPTER 3 Sensitivity of Potential 
Evapotranspiration to Changes in Climate Variables 
for Different Australian Climatic Zones (Paper 2) 
 
  
Update: Guo, D., Westra, S., and Maier, H. R. 2017. Sensitivity of potential evapotranspiration to changes 




Assessing the factors that have an impact on potential evapotranspiration 
(PET) sensitivity to changes in different climate variables is critical to 
understanding the possible implications of climatic changes on the catchment 
water balance. Using a global sensitivity analysis, this study assessed the 
implications of baseline climate conditions on the sensitivity of PET to a large 
range of plausible changes in temperature (T), relative humidity (RH), solar 
radiation (Rs) and wind speed (uz). The analysis was conducted at 30 
Australian locations representing different climatic zones, using the Penman-
Monteith and Priestley-Taylor PET models. Results from both models suggest 
that the baseline climate can have a substantial impact on overall PET 
sensitivity. In particular, approximately two-fold greater changes in PET were 
observed in cool-climate energy-limited locations compared to other locations 
in Australia, indicating the potential for elevated water loss as a result of 
increasing actual evapotranspiration (AET) in these locations. The two PET 
models consistently indicated temperature to be the most important variable 
for PET, but showed large differences in the relative importance of the 
remaining climate variables. In particular, for the Penman-Monteith model 
wind and relative humidity were the second-most important variables for dry 
and humid catchments, respectively, whereas for the Priestley-Taylor model 
solar radiation was the second-most important variable, with greatest 
influence in warmer catchments. This information can be useful to inform the 
selection of suitable PET models to estimate future PET for different climate 
conditions, providing evidence on both the structural plausibility and input 




Assessing changes to evapotranspiration (ET) is critical in understanding 
the impacts of anthropogenic climate change on the catchment water balance. 
ET represents the dominant loss of water from catchments worldwide, with 
about 62% of global land-surface precipitation accounted for by ET 
(Dingman, 2015), and ET exceeding runoff in over 77% of the global land 
surface (Harrigan and Berghuijis, 2016). ET is affected by climate change 
through a cascade of processes that begins with the increasing concentration 
of greenhouse gases, followed by their attendant impacts on large-scale 
circulation and changes to the global distribution of energy and moisture. 
These large-scale processes lead to local-scale changes in the atmosphere, 
which in turn influence the catchment water balance through a set of terrestrial 
hydrological processes by which precipitation is converted into actual ET 
(AET), runoff and groundwater recharge (Oudin et al., 2005). Other factors 
that can potentially affect ET under a changing climate include changing land 
cover patterns (e.g. Liu et al., 2008), and the CO2 fertilization effects that can 
limit the rate of plant transpiration under elevated levels of CO2 (e.g. 
Prudhomme et al., 2014;Milly and Dunne, 2016). 
Climate impact studies that investigate the influence of climate forcings 
on the catchment water balance are usually based on projections of future 
climate represented by climate variables such as temperature and solar 
radiation from general circulation models (GCMs), which are converted into 
potential ET (PET) using one or several PET models. The PET projections are 
combined with GCM projections of precipitation (P), which together can be 
used to directly estimate the water deficit (Taylor et al., 2013;Chang et al., 
2016). Alternatively, rainfall-runoff models can be used to translate the 
changes in P and PET into changes in runoff (e.g. Akhtar et al., 2008;Chiew et 
al., 2009;Koedyk and Kingston, 2016), as well as associated information such 
as the impact on catchment streamflow (Wilby et al., 2006), water supply 
security (Paton et al., 2014, 2013) and flood risk (Bell et al., 2016). Therefore, 
to quantify the specific impact of changes in ET on the water balance, a good 
understanding of the sensitivity of PET to potential changes in its key 
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influencing climatic variables is required (Goyal, 2004;Tabari and 
Hosseinzadeh Talaee, 2014). This is particularly relevant given the recent 
focus on ‘scenario-neutral’ (or ‘bottom-up’) approaches to climate impact 
assessment (Brown et al., 2012;Prudhomme et al., 2010;Culley et al., 2016), 
which require the sensitivity of a given system to potential changes in climate 
forcings to be estimated (Prudhomme et al., 2013a;Steinschneider and Brown, 
2013;Prudhomme et al., 2013b;Kay et al., 2014;Guo et al., 2016a).  
Furthermore, the sensitivity of PET can provide critical evidence in 
relation to identifying models that are most appropriate for PET estimation 
under climate change conditions, which is particularly relevant to the ongoing 
debate on the potential trade-off between model complexity and reliability. 
Complex models such as the Penman-Monteith model are often recommended 
for their ability to better represent the physical processes that affect PET 
(McVicar et al., 2012;Donohue et al., 2010;Barella-Ortiz et al., 2013). For 
example, the Penman-Monteith model can account for the effects of wind, and 
thus can help explaining at least part of the observed decreases in pan 
evaporation with increases in temperature in many locations globally – the 
‘evaporation paradox’ –  due to the observed decreases in wind speed 
(Roderick et al., 2007;McVicar et al., 2008;Lu et al., 2016). However, simpler 
empirical models may also be preferable under some conditions, as they 
require a smaller number of input climate variables, which might be able to be 
projected with greater confidence with GCMs, and thus leading to greater 
confidence in the corresponding PET estimates (Kay and Davies, 
2008;Ekström et al., 2007;Ravazzani et al., 2014). For example, there is 
reasonable confidence in projections of temperature and relative humidity in 
Australia for a given emission scenario, but less confidence in projections of 
wind due to sub-grid effects of orography and other land-surface features 
(Flato et al., 2013;CSIRO and Bureau of Meteorology, 2015). In these 
situations, models such as the Priestley-Taylor model that do not depend on 
wind may produce more reliable estimates of PET compared to the more 
complex Penman-Monteith model. Thus, the choice of climate variables to 
include in climate impact assessments must be informed both by the relative 
importance of each variable on projections of PET (e.g. Tabari and 
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Hosseinzadeh Talaee, 2014), and the likely confidence in the projections of 
each variable (e.g. Flato et al., 2013;Johnson and Sharma, 2009). 
Sensitivity analysis methods have been employed in a number of recent 
studies to assess the overall sensitivity of PET estimated by the Penman-
Monteith model to potential changes in climate, as well as to better understand 
the relative importance of different climate variables on overall PET 
sensitivity. For example, Goyal (2004) found that PET was most sensitive to 
perturbations in temperature, followed by solar radiation, wind speed and 
vapor pressure, at a single study site in an arid region in India. Tabari and 
Hosseinzadeh Talaee (2014) also looked at the sensitivity of PET to 
perturbations of historical climate data from eight meteorological stations 
representing four climate types in Iran, and concluded that the importance of 
wind speed and air temperature was lower while that of sunshine hours was 
higher for a humid location compared to an arid location. Gong et al. (2006) 
found that the differences in PET sensitivity across the upper, middle and 
lower regions of the Changjiang (Yangtze) basin in China were largely due to 
contrasting baseline wind speed patterns. However, most of these PET 
sensitivity analysis studies focused on a limited number of study sites and/or 
climatic zones, so that the specific causes for varying PET sensitivity at 
different locations, such as the roles of climatic and hydrological conditions, 
remain unclear. Consequently, it is difficult to extrapolate our existing 
knowledge of PET sensitivity and the relative importance of each climate 
variable to new locations, which is essential for assessing the water balance at 
regional scales. 
To address the shortcomings of existing studies outlined above, this study 
aims to gain an understanding of (i) the sensitivity of PET estimates to 
changes in the key climatic variables which influence PET, and how these 
sensitivity estimates are affected by varying baseline hydrologic and climatic 
conditions at different locations; and (ii) the relative importance of these 
climatic variables for PET, and how this changes with the baseline hydrologic 
and climatic conditions at different locations. These aims were achieved by 
analyzing the responses of PET to perturbations in four of its driving climatic 
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variables, namely temperature (T), relative humidity (RH), solar radiation (Rs) 
and wind speed (uz), at 30 study sites across Australia representing a range of 
climate zones. Both the Penman-Monteith and Priestley-Taylor models were 
used, as they represent different conceptualizations of the PET-related 
processes, with both models being widely used for climate impact assessments 
(Felix et al., 2013;Arnell, 1999;Gosling et al., 2011;Kay et al., 
2009;Prudhomme and Williamson, 2013;Donohue et al., 2009). It is worth 
noting that the potential changes in one climate variable can be amplified or 
offset by changes in another variable (for examples see the discussions of 
'evaporation paradox' in Lu et al., 2016;Roderick and Farquhar, 2002), which 
can affect the relative importance of each variable. To account for this effect, 
a global sensitivity analysis method was used, with similar methods being 
applied to account for the impact of joint variations in the input variables on 
the output from a variety of environmental models, ranging from conceptual 
rainfall-runoff models (e.g. Tang et al., 2007a;Tang et al., 2007c) to complex 
models which consider a number of surface-groundwater processes (e.g. 
Guillevic et al., 2002;van Griensven et al., 2006;Nossent et al., 2011). The 
results of the global sensitivity analysis in this study were presented in terms 
of both the range of potential changes in PET and relative sensitivity indices 
of each climate variable for PET, which were then used to elucidate the 
specific roles of varying baseline hydro-climatic conditions on influencing 
these sensitivity measures. 
The subsequent sections of this paper are structured as follows. Section 
3.2 introduces the data obtained from the 30 study sites required for the global 
sensitivity analysis. Section 3.3 describes the approach to the global 
sensitivity analysis of PET. Section 3.4 presents and discusses two sets of 
results which address the two study aims respectively: (i) the range of 
estimated changes in PET in response to potential changes in temperature, 
solar radiation, humidity and wind, and how this changes with location; and 
(ii) the relative importance of the four climate variables for estimating PET, 
and how this changes with location. The study is summarized and concluded 
in Section 3.5.   
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3.2 Data  
To represent contrasting hydro-climatic conditions for assessing PET 
sensitivity, we selected case study locations within different Köppen classes in 
Australia. The original Köppen climate classification (Köppen et al., 
1930;Köppen, 1931) provides a useful categorization of hydro-climatic 
conditions at specific locations, which is based on the long-term average 
levels and seasonal patterns of climatic and hydrologic variables, including 
temperature, relative humidity and rainfall. A ‘modified Köppen 
classification’ system has been adapted for Australia (as in Stern et al., 2000) 
and is now widely used in climatic and hydrologic studies to identify and 
categorize case study locations (e.g. Johnson and Sharma, 2009;Rustomji et 
al., 2009;Li et al., 2014;Guo et al., 2017).  
As mentioned in the Introduction, both the Penman-Monteith and the 
Priestley-Taylor models were used to estimate PET for the global sensitivity 
analyses. The estimation of PET with these models relies on temperature, 
relative humidity, solar radiation and (for the Penman-Monteith model only) 
wind speed. In addition, the rainfall data were also obtained to assess the 
aridity of the different locations. We limited the selection of study sites to 
those with 10 or more years of continuous climate data with no more than 5 % 
missing records over the study period. This led to a final selection of 30 
weather stations (Figure 3-1), with a consistent data period from 1 January 
1995 to 31 December 2004.  The data obtained at each site are detailed as 
below: 
 Daily maximum and minimum temperature (T in °C), maximum 
and minimum relative humidity (RH in %) and wind speed (uz in 
m s
-1
): Data for each of these variables were obtained directly from 
each weather station. 




): Daily solar radiation was 
calculated from daily sunshine hour data (n in h) obtained from each 
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weather station, using the Ǻngström-Prescott equation as in McMahon 
et al. (2013). 
 Daily rainfall (mm/day): Daily rainfall data were obtained from a 
rain gauge at each weather station.  
 
Figure 3-1: Locations of 30 Australian weather stations selected for analysis (see Table 3-1 for 
the full names of these weather stations), with reference to their corresponding climate classes 
derived following the modified Köppen classification (reproduced with data from Stern et al., 
2000).  
Table 3-1 shows the average values of the four PET-related climate 
variables, as well as the rainfall within the study period, at each of the 30 
sites. As can be seen, there are large differences in the average values of each 
variable, highlighting large differences in the climatic conditions across the 30 
sites. In addition, a quantity particularly relevant to ET processes is the long-
term averaged ratio of PET to precipitation (PET/P), which describes whether 
a location is water-limited (PET/P >1) or energy-limited (PET/P < 1) (Gerrits 
et al., 2009;McVicar et al., 2010). This ratio was estimated for each site and is 
also shown in Table 3-1 (with the point colour in Figure 3-1 indicating 
whether the location is water-limited or energy-limited). The range of PET/P 
values indicates substantial variations in the water availability conditions at 
different study sites. Note that these ratios were based on the estimates of PET 
from the Penman-Monteith model. Although the use of Priestley-Taylor 
model resulted in different PET estimates at each site, the categorization of 
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water- and energy-limited catchments was generally consistent with those 
from Penman-Monteith, with different categories only shown at four out of 
the 30 study sites (sites 6, 19, 20 and 27).  
 
Table 3-1: Names, locations and average climate conditions of the 30 weather stations over 
the study period (1995-2004). 




































13 -17.95 122.2 7.4 26.37 65.15 21.55 3.684 865 2003 2.317 
2 Perth  8 -31.93 116.0 15.4 18.54 61.72 18.95 4.519 721 1751 2.429 
3 Albany  4 -34.94 117.8 68 15.08 73.59 15.20 4.382 752 1126 1.498 
4 Giles  24 -25.03 128.3 598 22.70 38.40 20.29 4.380 394 2344 5.947 
5 Darwin  35 -12.42 130.9 30.4 27.42 69.27 20.33 3.393 1976 1864 0.944 
6 Gove  35 -12.27 136.8 51.6 26.29 75.93 19.45 3.500 1607 1660 1.033 
7 Tennant Creek  13 -19.64 134.2 375.7 25.73 37.21 21.64 4.759 539 2634 4.886 
8 Alice Springs  15 -23.80 133.9 546 21.18 44.53 20.79 2.352 331 1822 5.503 
9 Woomera  24 -31.16 136.8 166.6 19.41 46.57 19.40 5.057 151 2153 14.24 
10 Ceduna 11 -32.13 133.7 15.3 16.92 62.04 18.20 5.450 266 1723 6.478 
11 Adelaide 
airport 
12 -34.95 138.5 2 16.37 63.04 16.91 4.213 454 1410 3.107 
12 Adelaide (kent 
town) 
12 -34.92 138.6 48 16.95 61.20 16.88 3.161 569 1372 2.409 
13 Loxton  12 -34.44 140.6 30.1 16.50 59.41 17.59 3.250 255 1490 5.847 
14 Mount 
Gambier  
4 -37.75 140.8 63 13.45 72.77 14.91 4.460 731 1116 1.526 
15 Weipa  41 -12.68 141.9 18 26.87 72.21 19.31 3.271 2154 1782 0.827 
16 Cairns  36 -16.87 145.7 3 24.80 73.00 18.98 4.352 1985 1678 0.845 
17 Townsville  35 -19.25 146.8 4.3 24.53 69.45 20.27 4.304 1099 1802 1.641 
18 Cobar  15 -31.48 145.8 260 19.08 50.64 19.05 2.458 398 1565 3.936 
19 Williamtown 9 -32.79 151.8 9 17.84 70.57 16.07 3.927 1145 1309 1.143 
20 Sydney  9 -33.94 151.2 6 18.19 67.69 15.97 5.311 1017 1393 1.369 
21 Canberra  6 -35.30 149.2 578.4 13.36 65.82 16.86 3.302 590 1226 2.078 
22 Wagga Wagga  9 -35.16 147.5 212 15.77 61.78 17.48 3.288 552 1436 2.602 
23 Mildura  12 -34.24 142.1 50 17.11 55.62 18.24 3.604 246 1645 6.681 
24 East sale  6 -38.12 147.1 4.6 13.77 72.32 14.92 4.062 529 1093 2.067 
25 Scottsdale  3 -41.17 147.5 197.5 13.19 70.55 14.23 2.921 931 912 0.980 
26 Bicheno  3 -41.87 148.3 11 14.69 66.68 13.69 3.319 690 966 1.401 
27 Lake Leake  3 -42.01 147.8 575 9.96 75.40 13.44 3.358 732 774 1.056 
28 Hobart  3 -42.83 147.5 4 12.77 65.67 14.04 4.367 483 1097 2.273 
29 Strathgordon 
village 
3 -42.77 146.0 322 10.70 77.95 11.65 2.473 2626 699 0.266 




1The Köppen classes are presented with their corresponding identifiers from Stern et al. 
(2000), as: 3. Temperate - no dry season (mild summer); 4. Temperate - distinctly dry (and warm) 
summer; 6. Temperate - no dry season (warm summer); 8. Temperate - moderately dry winter 
(hot summer); 9. Temperate - no dry season (hot summer); 11. Grassland - warm (summer 
drought); 12. Grassland - warm (persistently dry); 13. Grassland - hot (winter drought); 15. 
Grassland - hot (persistently dry); 24. Desert - hot (persistently dry); 35. Tropical - savanna; 36. 
Tropical - rainforest (monsoonal); 41 Equatorial - savanna. 
2T  = temperature, RH = relative humidity, Rs = incoming solar radiation, uz = wind speed, P = 
rainfall, PET = potential evapotranspiration calculated using the Penman-Monteith model. 
3.3 Method 
3.3.1 Overview 
A schematic of the approach followed in study is shown in Figure 3-2. As 
a required model input for the global sensitivity analysis, a large number of 
representative samples were first obtained for the four climate variables that 
influence PET (T, RH, Rs and uz) at each study site, by perturbing the 
corresponding historical climate data (Section 3.3.2). The outputs of the 
global sensitivity analysis (i.e. the responses of PET) were estimated with the 
Penman-Monteith and Priestley-Taylor models (Section 3.3.3). To understand 
the PET sensitivity and the relative importance of the four climate variables in 
influencing PET and how these change with location, a global sensitivity 
analysis was conducted with the responses of PET to the climate perturbations 
(Section 3.3.4). This proceeded in two parts: 
(1) To assess the sensitivity of PET to the climate variables, the range of 
percentage changes in PET in response to all the climate perturbations 
was estimated relative to the baseline PET at each location. To observe 
the impact of varying baseline hydro-climatic conditions, the ranges 
obtained from each PET model were also plotted against the baseline 
levels of each climate variable for all study sites.  
(2) To assess the relative importance of each climate variable, the range of 
percentage responses in PET to all climate perturbations in (1) was 
first compared to the conditional range of percentage responses in PET 
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with holding each variable constant. This comparison enables an 
assessment of the relative impact of each variable on the potential 
responses of PET. An alternative presentation of the individual and 
interaction effects of the climate variables was achieved using the 
Sobol’ method (Sobol’ et al., 2007). Here, the total variance of PET 
was estimated based on different samples drawn from the perturbed 
ranges of each climate variable, and then partitioned into the 
individual contribution from each climate variable and their 
interactions (see Section 1 in Appendix 3A for details). The Sobol’ 
first-order sensitivity indices were estimated and plotted against the 
baseline levels of each climate variable for all study sites to explore 
the role of varying baseline hydro-climatic conditions on the relative 




Figure 3-2: Schematic of the method used in this study. 
 
3.3.2 Representing plausible changes in the climatic variables  
As part of the global sensitivity analysis, a large number of representative 
combinations of the changes in the four climate variables (T, RH, Rs and uz) 
were obtained. The upper and lower bounds for perturbing each climate 
variable were determined based on the uncertainty bounds of projections for 
2100 for Australia (Stocker et al., 2013). The selected bounds are given in 
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Table 3-2, which are all slightly wider than those presented in Stocker et al. 
(2013) to encompass a comprehensive range of plausible future climate 
change scenarios. Within these bounds, samples were drawn for different 
combinations of changes in each climatic variable. Latin hypercube sampling 
(LHS) was used for this purpose due to its effectiveness in covering multi-
dimensional input spaces (Osidele and Beck, 2001;Sieber and Uhlenbrook, 
2005;Tang et al., 2007b).   
 Table 3-2: Plausible perturbation bounds for each climate variable relative to their current 
levels. 
Climate variable Perturbation range 
T 0 to +8 °C 
RH -10 % to +10 % 
Rs -10 % to +10 % 
uz -20 % to +20 % 
Note: T = daily temperature, RH = daily relative humidity, Rs = daily incoming solar 
radiation, uz = daily wind speed. 
According to Nossent et al. (2011) and Zhang et al. (2015), the sample 
size was selected to ensure the convergence of the first- and total-order Sobol’ 
sensitivity indices, which occurs when the width of the 95 % confidence 
intervals from 1000-fold bootstrap resampling of the each index is below 
10 % of the corresponding mean obtained from bootstrapping. Specifically, 
we generated different sizes of LHS samples of climate perturbations with the 
historical climate data from one study site, from which the PET responses 
were estimated using the Penman-Monteith model. The 1000-fold bootstrap 
estimates for the Sobol’ first- and total-order sensitivity indices for each 
climate variable were then derived (as in Eqn. 1.2 and 1.5 in Appendix 3A, 
respectively) for each sample size. It was observed that both the Sobol' indices 
began to converge when the sample size exceeded 5000, and this was 
therefore used as the LHS sample size for all the sensitivity experiments in 
this study. Based on this sample size, a total of 30000 Sobol’ samples were 
compiled as required to estimate the first- and total-order indices (as detailed 
in Appendix 3A), which correspond to 30000 climate perturbations to be used 
to test PET sensitivity. 
To generate time series of perturbed climate data, the 30000 joint 
perturbations to the four climate variables obtained by LHS were treated as 
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change factors, and applied to the time series of daily values of the 
corresponding historical data. Rather than using a single daily mean value of 
temperature and relative humidity, the two PET models used in this study 
require both the daily minimum and maximum values; therefore each pair of 
temperature variables and relative humidity variables was considered jointly 
and thus perturbed by the same amount for each day. In addition, to ensure 
physical plausibility of the perturbations, the daily maximum and minimum 
values of relative humidity were capped at a maximum of 100%. 
3.3.3 Estimating PET responses to climate perturbation 
To represent the responses in PET as a result of the climate perturbations, 
we used both the Penman-Monteith and Priestley-Taylor models, which 
provide contrasting process representations to estimate PET. The Penman-
Monteith model is often referred to as a combinational model, as it combines 
the energy balance and mass transfer components of ET, and takes into 
account vegetation-dependent processes such as aerodynamic and surface 
resistances (Eqn. 2.1 in Appendix 3A). The model requires input of six 
climate variables, namely, Tmax, Tmin, RHmax, RHmin, Rs and uz. The Priestley-
Taylor model consists of a simpler structure, considering only the energy 
balance, without consideration of mass transfer or any impact from vegetation 
(Eqn. 3.1 in Appendix 3A). Therefore, the Priestley-Taylor model is also 
referred to as a radiation-based model. The model only requires five climate 
variables, including Tmax, Tmin, RHmax, RHmin and Rs.  
To minimize the potential confounding effects of differences in vegetated 
surface, the evaporative surface was assumed to be reference crop for all study 
sites, so that it was possible to use the FAO-56 version of the Penman-
Monteith model (Allen et al., 1998). The detailed formulations of the two PET 
models, as well as the relevant constants and assumptions, are included in 
McMahon et al. (2013). Both models were implemented using the R package 
Evapotranspiration (http://cran.r-
project.org/web/packages/Evapotranspiration/index.html) (Guo et al., 2016b). 
From each model, two sets of estimated PET were obtained: (i) a single set of 
baseline (historical) PET data at each study site with the historical climate 
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data; (ii) 30000 sets of perturbed PET data at each study site corresponding to 
the 30000 sets of perturbed climate data obtained using LHS, as detailed in 
Section 3.3.2.  
3.3.4 Analyses of PET sensitivity 
To assess the overall sensitivity of PET to plausible climate change, we 
first estimated the annual average percentage changes in PET (relative to the 
baseline PET) using all climate perturbations at the 30 study sites, with 
estimates from both the Penmen-Monteith and Priestley-Taylor models. A 
closer investigation of how PET sensitivity varies with baseline climate was 
conducted by plotting the ranges of all monthly PET responses against the 
average levels of each climate variable, for all study sites and all months. The 
reason for the choice of monthly timescale is that for some study sites, the 
climate can vary substantially by season, so that an annual analysis might 
obscure important sub-annual effects. 
To assess the relative importance of each climate variable for PET 
estimation from each model, we first compared the ranges of the two sets of 
PET changes, namely: 
(1) The range of all potential changes in PET obtained from the entire 
30000 sets of climate perturbations from LHS; and 
(2) The conditional ranges of potential changes in PET assuming no 
change in one of the climate variables. This was obtained with using a 
subset of all climate perturbations used in (1), for which the changes in 
the specific conditioning climate variable were close to zero (within 
±0.1 ◦C for T, and within ±0.1 % for the other three variables).  
In this way any difference between (1) and (2) was purely contributed by 
the impact of changing the specific conditioning climate variable. To quantify 
and compare the relative importance of each climate variable, we then utilized 
the Sobol’ method, which was implemented within the R package sensitivity 
(https://cran.r-project.org/web/packages/sensitivity/index.html). We estimated 
 
69 
the Sobol’ first-order sensitivity indices (as in Eqn. 1.2, Appendix 3A) to 
assess the role of each individual climate variable for each PET model, at the 
30 study sites. The sum of all interaction effects was also calculated for each 
location as the difference between the sum of all first-order indices and one 
(Eqn. 1.6, Appendix 3A). The Sobol’ first-order indices were then plotted 
against the baseline levels of each climate variable at the 30 study sites, to 
assess how the relative importance changes with the baseline climatic 
conditions.  
3.4 Results and discussion 
3.4.1 Ranges of potential changes in PET in response to potential climate 
change for different climate zones 
We start by assessing the potential changes in PET in response to the full 
set of climate perturbations at the 30 study sites at the annual timescale, using 
both the Penman-Monteith and Priestley-Taylor models. The results are 
presented in Table 3-3 in terms of the minimum, maximum and average 
changes of PET relative to the 1995-2004 baseline, in response to the 30000 
sets of climate perturbation at each study site. The two models suggest similar 
average PET changes at most locations, with the average changes obtained 
from the Penman-Monteith model across all the locations (+13.38 %) being 
slightly higher than that for the Priestley-Taylor model (+10.91 %). Greater 
differences between the two models were observed when considering the 
ranges of changes. In particular, the minimum and maximum values (averaged 
across all the 30 sites) were -13.66 % and +47.09 % for the Penman-Monteith 
model, respectively, compared to -7.39 % and +34.47 % for the Priestley-
Taylor model. This corresponds to a range for the Penman-Monteith model 
being approximately 45 % wider than that of the Priestley-Taylor model.  
Table 3-3: Maximum, minimum and average of all possible changes in annual average PET in 
response to the full set of climate perturbations from the Penman-Monteith and Priestley-Taylor 
models at the 30 study sites (as % changes to baseline PET relative to the 1995-2004 baseline). The 
maximum and minimum changes from each model across all locations are shaded in grey. 
No. Study site name Penman-Monteith Priestley-Taylor 
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Min. Max. Avg. Min. Max. Avg. 
1 Broome airport -12.33 39.10 11.16 -9.61 33.75 9.59 
2 Perth  -13.20 46.67 13.52 -7.98 34.17 10.62 
3 Albany  -15.04 54.67 15.21 -7.28 35.49 11.63 
4 Giles  -12.30 37.57 10.68 -7.73 25.83 7.27 
5 Darwin  -12.73 39.10 10.92 -9.82 33.84 9.50 
6 Gove  -13.10 41.34 11.53 -9.74 33.67 9.61 
7 Tennant Creek  -12.28 36.45 10.21 -8.35 26.31 7.09 
8 Alice Springs  -10.88 34.00 9.80 -8.00 27.41 7.92 
9 Woomera  -12.84 43.48 12.73 -7.48 30.35 9.18 
10 Ceduna -13.97 49.61 14.39 -7.62 33.82 10.67 
11 Adelaide airport -14.47 49.80 14.17 -7.22 34.55 11.09 
12 Adelaide (kent town) -13.10 45.43 13.17 -7.15 33.70 10.78 
13 Loxton  -12.55 44.05 12.96 -7.18 33.34 10.67 
14 Mount Gambier  -15.33 57.97 16.00 -6.58 35.54 12.02 
15 Weipa  -12.42 39.06 10.95 -9.66 32.98 9.36 
16 Cairns  -14.80 44.74 12.08 -9.42 33.84 9.73 
17 Townsville  -13.77 43.21 12.10 -9.43 34.26 9.90 
18 Cobar  -10.62 37.49 11.36 -7.64 31.19 9.49 
19 Williamtown -13.64 47.99 13.68 -7.66 34.11 10.76 
20 Sydney  -16.24 53.71 14.46 -7.61 35.24 10.98 
21 Canberra  -12.41 46.17 13.85 -6.95 33.24 10.92 
22 Wagga Wagga  -13.00 46.34 13.43 -7.09 33.27 10.74 
23 Mildura  -12.61 44.50 13.05 -7.24 32.75 10.38 
24 East sale  -14.43 53.82 15.34 -6.51 36.32 12.19 
25 Scottsdale  -13.64 51.53 15.02 -5.42 40.00 13.47 
26 Bicheno  -14.81 52.11 14.87 -4.91 46.38 15.68 
27 Lake Leake  -16.06 60.36 16.45 -5.11 36.03 12.84 
28 Hobart  -15.97 56.29 15.78 -4.57 50.36 17.77 
29 Strathgordon village -13.08 52.11 15.29 -4.66 33.83 12.35 
30 Flinders Island  -18.05 64.07 17.15 -6.19 38.66 13.02 
Average -13.66 47.09 13.38 -7.39 34.47 10.91 
 
For each PET model, the magnitudes of average potential changes in PET 
display substantial variation across the locations, with both models suggesting 
the lowest average changes at arid locations and highest average changes at 
humid locations, as was also observed in Table 3-3. Specifically, the Penman-
Monteith model identified the highest average PET change at Flinders Island 
(+17.15 %), with the lowest average change at Alice Springs (+9.80 %). The 
Priestley-Taylor model identified the highest average change at Hobart 
(+17.77 %), with the lowest at Tennant Creek (+7.09 %).    
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To further investigate how potential change in PET varies with different 
climatic conditions, we now focus on the associations between the PET 
responses and the baseline levels of the four climate variables for each month 
of the year and across the 30 study sites. Starting with the Penman-Monteith 
model (Figure 3-3), it is clear that the PET response displays a clear 
association with the baseline levels of climate variables, with higher 
magnitude of responses for locations that are cooler (low T), more humid 
(high RH), and receiving less solar radiation (low Rs). The highest 
associations can be found with T (Figure 3-3a), with the monthly changes in 
PET ranging from -30.2% to +98.3 % for the lowest baseline T value of 5.0 
°C, compared to a range of -13.3 % to +46.6 % for the highest baseline T of 
30.3 °C. Similarly, the range of Penman-Monteith PET responses also shows 
clear decreases with baseline Rs (Figure 3-3c), and increases with baseline RH 
(Figure 3-3b). The baseline uz (Figure 3-3d) levels show no obvious impact on 
the PET responses.   
 
Figure 3-3: Ranges of monthly PET responses obtained from the Penman-Monteith model, 
plotted against the monthly baseline levels of (a) temperature, (b) relative humidity, (c) solar 
radiation and (d) wind speed at 30 study sites. Each vertical line represents the range of all 
potential changes in PET in response to the full set of climate perturbations for a single month at a 
single location, with the mean represented by the point on the line. The classification of energy- 
and water-limited months is based on the corresponding monthly PET/P ratios. 
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The potential responses in PET obtained from Priestley-Taylor was also 
investigated (Figure 3-4), and results are consistent with the results from the 
Penman-Monteith model, although the overall ranges of responses were 
smaller for each variable as anticipated from the results in Table 3-3. 
Interestingly, regardless of the choice of PET model, the range of PET 
responses at the monthly scale is larger than the range for the annual scale 
suggesting greater uncertainty at higher temporal resolutions. 
 
Figure 3-4: Range of monthly PET responses obtained from the Priestley-Taylor model, 
plotted against the monthly baseline levels of (a) temperature, (b) relative humidity, (c) solar 
radiation and (d) wind speed at 30 study sites. Each vertical line represents the range of all 
potential changes in PET in response to the full set of climate perturbations for a single month at a 
single location, with the mean represented by the point on the line. The classification of energy- 
and water-limited months is based on the corresponding monthly PET/P ratios. 
In addition to assessing the impact of baseline climatic conditions, we are 
also interested in the role of baseline hydrological conditions (represented by 
the PET/P ratio at each study site) on the potential responses in PET. Since the 
hydrological conditions can vary substantially over the course of a year for 
each study site, for this analysis we focused on the PET/P ratios estimated on 
a monthly basis, and thus differ from the long-term PET/P ratios presented in 
Table 3-1. These results are also shown in Figures 3-3 and 3-4, with red-
colored bars denoting water-limited conditions, and blue-colored bars 
denoting energy-limited conditions. These figures show that the magnitude of 
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potential responses in PET is generally larger under energy-limited 
conditions, regardless of the choice of PET model. In contrast, for water-
limited conditions, the potential responses in PET only vary within 
approximately half of the entire range obtained from each PET model. 
However, when exploring the association with temperature (Figures 3-3a and 
3-4a) in more detail, the magnitude of responses in PET is in fact lowest for 
energy-limited conditions during warm months (i.e. when T > 25 °C, 
corresponding to the monsoonal summer months in the northern parts of 
Australia), and highest for the energy-limited conditions during cool months 
(i.e. when T < 15 °C, corresponding to the wet winter months in southern 
Australia). This highlights that it is the atmospheric temperature, rather than 
the level of aridity, that appears to affect the potential responses in PET. This 
finding leads to a different interpretation to previous studies, which indicated 
that the dominant drivers of spatially varying PET include aridity (Tabari and 
Hosseinzadeh Talaee, 2014) and wind speed (Gong et al., 2006). 
The above results also have potential implications on likely AET changes 
in a future climate. In particular, the above analysis shows that cool and 
humid regions and seasons appear to show the greatest potential responses in 
PET, and given that water is not expected to be limited for these cases, the 
ratio between AET and PET is also likely to be the greatest for these cases. As 
such, one might expect a greater change to AET occurring at the locations and 
during times of the year where PET is most sensitive to changes in climate.  
As a potential limitation to the above analysis, some reliability issues of 
the Penman-Monteith model have been discussed in a recent study by Milly 
and Dunne (2016), which suggested that the Penman-Monteith model may 
overestimate the potential changes in PET in these energy-limited regions 
relative to a GCM-based AET benchmark. They concluded that the potential 
changes in ET would be better described by GCMs than ‘off-line’ PET 
models (such as the two models used in this study), as GCMs can explicitly 
consider more complex atmospheric processes, such as the interaction 
between CO2 and stomatal conductance. Nevertheless, it should be noted that 
the current reliability of GCMs in simulating ET is also questionable, due to 
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the uncertainty in representing soil moisture and radiative energy at the 
evaporative surface (e.g. Seneviratne et al., 2013;Boé and Terray, 
2008;Barella-Ortiz et al., 2013). In addition, due to the coarse scale of GCM 
output, downscaling is generally required to post-process output for use at 
local and regional scales, which often adds further bias and uncertainties to 
the GCM simulation and largely limits their applicability (e.g. Chen et al., 
2012;Diaz-Nieto and Wilby, 2005). Therefore, although GCM results may be 
more suitable for large-scale assessments, catchment-scale climate impact 
assessments are likely to be informed by ‘off-line’ PET models for the 
foreseeable future. Consequently, the estimated potential changes in PET 
shown in this study will remain relevant for climate impact assessments 
conducted using these models. 
3.4.2 Relative importance of climate variables affecting PET for different 
climate zones 
We now explore the relative importance of each climate variable on 
overall PET sensitivity, by first visualizing the conditional responses of PET 
when holding each variable constant at its historical level while perturbing the 
remaining variables, and then comparing this to the unconditional estimates of 
all potential responses in PET (as shown in Figures 3-3 and Fig. 3-4). Figure 
3-5 shows the ranges of the monthly unconditional responses in PET (dashed 
lines) and the ranges of the monthly responses conditioned on zero-change in 
each of T, RH, Rs and uz (solid lines) for the Penman-Monteith model, plotted 
against the monthly baseline levels of the four climate variables at the 30 




Figure 3-5: Range of monthly PET responses from the Penman-Monteith model, plotted 
against the monthly baseline levels of (a) temperature, (b) relative humidity, (c) solar radiation 
and (d) wind speed at 30 study sites. Each dashed (solid) line represents the range of all potential 
changes in PET in response to the full set of climate perturbations (conditioned on no-change in 
each climate variable) for a single month at a single location. The corresponding means are 
represented by the points on the lines. The classification of energy- and water-limited months is 
based on the corresponding monthly PET/P ratios. 
The figure suggests that perturbations in T have the greatest impact on the 
potential changes in PET compared to other climate variables (Figure 3-5a), 
contributing to at least 45 % of the entire range of PET responses compared to 
the unconditional results. Humidity also plays a significant role, although only 
for higher humidity levels (contributing up to 57 % of the entire range of PET 
responses) with relatively minor influence for the less humid catchments 
(Figure 3-5b). In contrast, the role of solar radiation (Figure 3-5c) and wind 
(Figure 3-5d) is generally minor, with the range of unconditional responses 
being only slightly wider than the range of conditional responses.    
A similar analysis was conducted for the Priestley-Taylor model (Figure 
3-6), and shows somewhat different results compared to those obtained for the 
Penman-Monteith model. Consistent with Figure 3-5a, temperature has the 
greatest impact, but in this case contributes up to 85 % of the overall 
variability in PET responses (Figure 3-6a). As a result, the range of PET 
changes contributed by the remaining variables (i.e. conditional responses 
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with no-change in temperature) is much smaller. Unlike in Figure 3-5b, the 
role of relative humidity does not appear to increase significantly with 
increasing baseline humidity (Figure 3-6b) and in general contributes less than 
33 % of the overall variability. The lower impact of RH on Priestley-Taylor 
PET compared to the impact on Penman-Monteith PET can be related to the 
structure of Priestley-Taylor model, which does not consider the aerodynamic 
processes, so that the impact of RH on PET through these processes is not 
accounted (see Eqn. 2.7, 2.15 and 2.16 in Appendix 3A). The role of solar 
radiation appears to be somewhat larger for high baseline solar radiation 
values (Figure 3-6c) and wind is shown to have no impact as expected, since 
wind is not an input into the Priestley-Taylor model (Figure 3-6d). However, 
it is worth noting that although the Priestley-Taylor model does not consider 
wind as an input variable, the range of unconditional responses of PET is 
slightly wider than the range of responses conditioned on no-change in wind. 
This is because the conditional responses were estimated with only a subset of 
all climate perturbations (Section 3.3.4), which may not consist of the entire 
range of perturbation in each of the other three climate variables.     
 
Figure 3-6: Range of monthly PET responses from the Priestley-Taylor model, plotted against 
the monthly baseline levels of (a) temperature, (b) relative humidity, (c) solar radiation and (d) 
wind speed at 30 study sites. Each dashed (solid) line represents the range of all potential change 
in PET in response to the full set of climate perturbations (conditioned on no-change in each 
 
77 
climate variable) for a single month at a single location. The corresponding means are represented 
by the points on the lines. The classification of energy- and water-limited months is based on the 
corresponding monthly PET/P ratios. 
A more formal quantitative measure of the relative importance of each 
climate variable for PET is provided by the Sobol’ indices. Figure 3-7 shows 
the Sobol’ first-order indices of the Penman-Monteith PET to changes in the 
four climate variables at the annual scale, as well as their interactions. The 
first-order indices are plotted against the baseline levels of each climatic 
variable to observe the impact of baseline climate conditions. For presentation 
purposes, the baseline levels are represented by the rank of the baseline annual 
average value of each variable, rather than the absolute level of each climate 
variable across the 30 study sites. The Sobol’ indices in the figure show that T 
is generally the most important variable for PET, with index values ranging 
from 0.46 to 0.62. Since the Sobol’ indices suggest the partitioning of the total 
variance of PET, these results are consistent with Figure 3-5a, which suggests 
that perturbations in T contribute to at least 45 % of the variation in the 
estimated changes in PET. The role of wind and humidity in affecting the 
sensitivity values is also evident, with wind being the second-most important 
variable (with Sobol’ indices up to 0.42) for sites with low baseline humidity, 
and humidity being the second-most important variable (with Sobol’ indices 
up to 0.47) for sites that have high humidity (Figure 3-7b). Solar radiation is 
generally the variable with the lowest Sobol’ indices, with the largest 





Figure 3-7: Sobol’ first-order sensitivity indices of the Penman-Monteith model for changes in 
the four climate variables (colored) and their interaction effects (grey), plotted against the ranking 
of the average level of each climate variable at 30 study sites 
The Sobol’ sensitivity indices are also presented for the Priestley-Taylor 
model (Figure 3-8), and show substantial differences compared to those for 
the Penman-Monteith model. Temperature exhibits the largest sensitivity 
score in most cases, and ranges from 0.44 to 0.83. The relative role of 
temperature varies most clearly as a function of both the baseline temperature 
(Figure 3-8a) and the baseline solar radiation values (Figure 3-8c), with 
temperature being particularly important for low temperature and low solar 
radiation sites. As temperature and radiation increase, the relative role of solar 
radiation becomes more important, reaching Sobol’ index values of up to 
0.49. In contrast, the role of relative humidity is generally minor (with Sobol’ 
indices within the range 0.03-0.1) and does not appear to vary as a function of 
baseline conditions. Finally, the role of wind is absent, given that this variable 




Figure 3-8: Sobol’ first-order sensitivity indices of the Priestley-Taylor model for changes in 
the four climate variables (colored) and their interaction effects (grey), plotted against the ranking 
of the average level of each climate variable at 30 study sites 
The differences between the Penman-Monteith and Priestley-Taylor 
models highlight the different physical assumptions underpinning the models, 
with aerodynamic processes being important for the Penman-Monteith model 
as indicated by the relative importance of RH and uz for this model, whereas 
Rs has a critical role in the Priestley-Taylor model, which is closely linked to 
the emphasis of radiative energy as the energy source for ET in the model. 
Finally, comparing Figure 3-7 and Figure 3-8, it is apparent that the 
interactions among the four climate variables on PET (shown as grey bars) are 
greater in the Penman-Monteith model compared to the Priestley-Taylor 
model. Specifically, these interactions contribute fractions of 0.03-0.04, and 
0-0.02 of the total variance in PET for the Penman-Monteith and Priestley-
Taylor models, respectively. The relative magnitude of the interaction effects 
in the two models can be again related to their structural differences: the 
higher interaction effects in Penman-Monteith can be a result of the larger 
number of variables in this model compared with those in the Priestley-Taylor 
model.  
It is difficult to assess the consistency of these sensitivity results with 
existing literature, given the different methodologies and datasets used in 
other studies. Although most PET sensitivity studies used only the Penman-
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Monteith PET model, there is still substantial discrepancy in results depending 
on the specific implementations of sensitivity analysis. For example, Gong et 
al. (2006) perturbed each of temperature, wind speed, relative humidity and 
solar radiation within ±20 % for the Changjiang basin in China, and observed 
that that relative humidity was generally the most important variable driving 
PET, followed by solar radiation, temperature and wind speed. This contrasted 
with our results from the Penman-Monteith model, which showed temperature 
as the most important variable and solar radiation as the least important 
variable for almost all the stations analyzed, and may be attributable to the 
different baseline climates as well as the perturbation ranges used for the 
sensitivity analysis between the two studies.  
The results of our study were more consistent with Goyal (2004), who 
concluded that PET is most sensitive to potential changes in temperature for 
an arid region in India, by applying a ±20 % perturbation on each of 
temperature, solar radiation, wind speed and vapor pressure. In contrast, 
Tabari and Hosseinzadeh Talaee (2014) also used a ±20 % perturbation range, 
but on only three climate variables, namely temperature, wind speed and 
sunshine hours, for several climate regions in Iran. Their study concluded that 
the catchment aridity was a major determinant of the sensitivity to 
temperature, wind speed and humidity, whereas our analysis highlights the 
importance of baseline temperature and humidity, rather than the aridity (or 
water- or energy-limited status of the catchment) as a key driver. 
PET sensitivity can further diversify by the choice of PET models, as 
illustrated in McKenney and Rosenberg (1993), in which the percentage 
changes in PET due to a +6 ◦C change can differ up to around 40 %, when 
estimated with eight alternative PET models. This lack of consistency in the 
relative importance of the climate variables for PET is not surprising given the 
findings of our study, as the results are strongly dependent on the design of 
the sensitivity analysis experiment, including the choice of study sites and 
study periods, the input climate variables considered, and the ways to perturb 
them (i.e. the choice of global or local perturbation and the ranges of 
perturbation in different input variables).  
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Nevertheless, the sensitivity results from this study suggest some distinct 
spatial patterns of the relative importance of different climate variables in 
Australia. Since the Penman-Monteith model is the most comprehensive 
physically-based PET model, the above regionalization of the PET sensitivity 
from this model can be used as a benchmark to identify the key climate 
variables for estimating PET under potential climate change. This information 
can be particularly useful to suggest the potential suitability of specific PET 
models for regional applications. For example, since the Penman-Monteith 
PET showed higher sensitivity to wind at dry locations (Figure 3-7b), it is 
expected that wind-dependent PET models (such as Penman and Penman-
Monteith) would be more appropriate for predicting PET at these locations. In 
contrast, using simpler models that do not consider wind as an input (such as 
Priestley-Taylor) can be problematic for these locations. Although this study 
only examined two PET models, the results suggest that simpler empirical 
models are likely to ignore some potential dynamics and interactions within 
the climate variables, which makes them less preferred for PET estimation 
under changing climates.  
Another particular issue in the selection of one or several PET models 
under a changing climate arises from considering the current reliability of 
available climate projections, as the models can show high levels of 
sensitivity to variables for which we currently do not have high-quality 
climate projections. For example, for a given emissions scenario, there is 
reasonable confidence in projections of temperature and relative humidity in 
Australia, but less confidence in projections of solar radiation and wind (Flato 
et al., 2013;CSIRO and Bureau of Meteorology, 2015). However the 
radiation-based Priestley-Taylor model can show high sensitivity to solar 
radiation, particularly for warm locations with high baseline solar radiation 
(Figures 3-8a and 3-8c), due to a particular emphasis on radiative energy and 
thus the empirical relationships between PET and solar radiation. Similarly, 
the Penman-Monteith model can exhibit higher sensitivity to wind for 
locations with low relative humidity (Figure 3-7b). Therefore, the use of GCM 
projections at these locations may lead to significant uncertainty in PET 
estimates due to the uncertainty in the driving variables. 
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3.5 Summary and conclusions 
In this study, we used a global sensitivity analysis to investigate the 
sensitivity of PET and the relative importance four climatic variables which 
influence PET (T, RH, Rs and uz) under plausible future changes in these 
variables. The sensitivity analysis was conducted at 30 Australian case study 
locations within different climate zones to understand the impact of varying 
baseline hydro-climatic conditions. For the sensitivity analysis, the historical 
climate data at each study site were first perturbed to represent a large number 
of plausible climate change conditions, and then the responses in PET were 
estimated with both the Penman-Monteith and Priestley-Taylor models, from 
which the sensitivity of PET was analysed. The key results are as follows: 
 In general PET is most sensitive to potential changes in climate in 
regions with lower temperature, less solar radiation and greater 
humidity, where two-fold greater magnitude of changes in PET are 
expected compared to other locations in Australia.  
 Within the plausible perturbations in T, RH, Rs and uz, PET is 
generally most sensitive to T. The relative importance of the other 
climate variables varies substantially with the PET models. Rs has a 
dominant role in the radiation-based Priestley-Taylor model, 
highlighting the importance of radiative energy in the model. In 
contrast, the importance of RH and uz are comparable for the Penman-
Monteith model, whereas Rs has only little impact, reflecting the 
contribution of aerodynamic energy. 
 The relative importance of climate variables in influencing PET 
depends very clearly on baseline climatic conditions. From Penman-
Monteith, locations that are warmer, drier and receiving more solar 
radiation generally show greater sensitivity to uz and lower sensitivity 
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to RH. For Priestley-Taylor, the importance of T increases while that 
of Rs decreases for cooler locations and locations receiving less solar 
radiation. 
The global sensitivity analysis used in this study is a powerful tool for 
providing a comprehensive and consistent measure of PET sensitivity to 
different climatic variables, considering a wide range of possible changes in 
climate, across different models with different data requirements. However, 
we have identified space for improvements in further implementations. For 
example, the bounds of perturbation for each climate variable can have a 
substantial impact on PET sensitivity, and thus their selection requires careful 
justification (for example see Whateley et al., 2014;Shin et al., 2013). 
Therefore, alternative lines of evidence on possible changes in climate should 
be considered in setting these bounds: for example, the results of ensemble 
climate models (e.g. Collins et al., 2013), the impact of low-frequency 
climatic modes (e.g. Chen et al., 2013;Vincent et al., 2015), as well as 
findings from within paleoclimatology records (e.g. Ault et al., 2014;Ho et al., 
2015).  
The analysis in this study also lends itself to scenario-neutral analyses 
(Brown et al., 2012;Prudhomme et al., 2010), although the full implications 
on specific impacts of hydrological systems (e.g. flood risk, water supply, etc) 
would require the sensitivity analysis to be propagated to runoff via explicitly 
modelling the interaction between ET and rainfall-runoff processes (e.g. 
Garcia and Tague, 2015;Roy et al., 2016). Furthermore, potential changes to 
precipitation, which were not analyzed here but which can have a significant 
impact on future runoff, would need to be considered. Within this context, the 
incorporation of alternative lines of evidence can therefore not only be used to 
define the bounds of the perturbations, but can also be superimposed onto the 
exposure space (e.g. as in Prudhomme et al., 2013a;Culley et al., 2016) to 
provide insight into the likelihood of possible changes. The outcomes of our 
study can feed into such a scenario-neutral analysis by providing guidance on 
the variables that are likely to be most important for a particular location, as 
 
84 
well as providing insights on the potential implications of using alternative 




Appendix 3A Supplementary to Chapter 3 
1. Sobol’ sensitivity analysis (Sobol’ et al., 2007) 
Sobol’ is considered a variance-based method, in which the total variance 
in a model output due to changes in its inputs is estimated with a Monte-Carlo 
approach. To estimate the variances, a large number of samples is firstly 
drawn by varying all input variables at the same time, and then a Sobol’ 
sequence is constructed by re-sampling from within these Monte-Carlo 
samples (Saltelli et al., 2010). According to Sobol’ et al. (2007), to estimate 
the Sobol’ first-order and total-order indices with a Monte-Carlo sample size 
of n consisting of p input variables, a Sobol’ sequence with a total of n.(p+2) 
samples is required, i.e. with n.(p+2) model evaluations. 
The total variance of model output is partitioned to the contribution of 
each individual input variable (i.e. first-order effects), as well as their 
interactions (i.e. higher-order effects), as follows (equation adapted from 
Zhang et al., 2015): 
𝑉𝑌 =⁡∑ 𝑉𝑖 ⁡⁡⁡⁡⁡⁡⁡+⁡⁡⁡⁡⁡⁡⁡⁡⁡
𝑛
𝑖=1 ∑ 𝑉𝑖𝑗𝑖<𝑗 + ∑ 𝑉𝑖𝑗𝑘𝑖<𝑗<𝑘 …+ 𝑉1,2…,𝑛                      
(1.1) 
Individual effects                        Interactions 
 The outputs from the Sobol’ method comprise (equations adapted from 
Nossent et al., 2011): 
1) First-order sensitivity index, which quantifies the individual 





                                                                       (1.2) 
2) Second- and higher-order sensitivity indices, which quantify the 
contribution of interactions among two or more input variables to 
the total variance of the model’s output: 
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For second-order: 𝑆𝑖𝑗 =
𝑉𝑖𝑗
𝑉𝑌
                                                (1.3) 
For higher-order: 𝑆𝑖𝑗…𝑛 =
𝑉𝑖𝑗...𝑛
𝑉𝑌
                                          (1.4) 
3) Total sensitivity index, which quantifies the contribution of each 
input variable, including its individual effect, as well as all its 
interactions with other input variables, to the total variance of the 
model’s output:  
𝑆𝑇𝑖 = 𝑆𝑖 + ∑ 𝑆𝑖𝑗𝑗≠𝑖 = 1 −
𝑉~𝑖
𝑉𝑌
                                            (1.5) 
From Eqns. 1.1 to 1.4, the sum of individual effects of all input variables 
and all their interactions equals one (adapted from Zhang et al., 2015): 
1 = ⁡∑ 𝑆𝑖 ⁡⁡⁡⁡⁡⁡⁡+⁡⁡⁡⁡⁡⁡⁡⁡⁡
𝑛
𝑖=1 ∑ 𝑆𝑖𝑗𝑖<𝑗 + ∑ 𝑆𝑖𝑗𝑘𝑖<𝑗<𝑘 …+ 𝑆1,2…,𝑛                       
(1.6) 
Individual effects                        Interactions 
2. Penman-Monteith PET model (FAO-56) (as in McMahon et al., 
2013) 








                                             (2.1) 
 
The processes for estimating each of the variables in this equation are 
described in the following sections.  
2.1 Estimating ∆ in Eqn. 2.1 
∆ is the slope of vapor pressure curve in kPa°C
-1
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                                                            (2.3) 
 
2.2 Estimating Rn in Eqn. 2.1 





, which is estimated by:  
𝑅𝑛 = 𝑅𝑛𝑠 − 𝑅𝑛𝑙                                                          (2.4) 
 
In Eqn. 2.4, Rns is the net shortwave solar radiation, estimated by:  
𝑅𝑛𝑠 = (1 − 𝛼)𝑅𝑠                                                               (2.5)  
 
In Eqn. 2.5, α is the albedo at evaporative surface which is fixed at 0.23 in 





. Rnl is the net outgoing longwave radiation, estimated as:  
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                                               (2.7) 
 
𝑅𝑠0 = (0.75 + 2 × 10
−5𝐸𝑙𝑒𝑣)𝑅𝑎                                                (2.8) 
 
In Eqn. 2.8, Elev is the ground elevation above sea level at the 



















, lat is the 
latitude in radiance, dr is the inverse relative distance between Earth and Sun, 
δ is the solar declination in radians, and ωs is the sunset hour angle in radians, 
The dr, δ and ωs are estimated as follows: 
𝑑𝑟
2 = 1 + 0.033cos⁡(
2𝜋
365





𝐷𝑜𝑌 − 1.39)                                         (2.11) 
𝜔𝑠 = 𝑎𝑟𝑐𝑜𝑠[− tan(𝑙𝑎𝑡) tan(𝛿)]                                         (2.12) 
 
2.3 Estimating other variables in Eqn. 2.1 
- G is negligible for daily time step. 
 




 where P is the pressure at elevation z meters                     
(2.13) 
 
- u2 is the daily average wind speed measured at 2 meters in m.s
-1
, 















- va) is the vapour pressure deficit in kPa, in which va is the mean 
daily actual vapor pressure in kPa, estimated as Eqn. 2.7; va
*
 is the 
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(Tmin) are the vapor pressures at 





]                                                        (2.16) 
 
 
3. Priestley-Taylor PET model (as in McMahon et al., 2013) 
The Priestley-Taylor PET model is given as: 













- α PT is the albedo specifically used for the Priestley-Taylor model, 
since an evaporative surface of reference crop was assumed, this has a 
value of 1.12 which was for a similar surface of short grass (See Table 
S8 of the supplementary of McMahon et al., 2013), 
 
- ∆ is the slope of vapor pressure curve in kPa°C-1, estimated as Eqn 2.2. 
 
- γ is the psychrometric constant in kPa°C-1, estimated as Eqn. 2.13. 
 
- λ is the latent heat of vaporization, which is 2.45 MJ.kg-1 at 20◦C. 
 





, which is estimated in the same way as Eqn. 2.4. 
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Abstract. Assessing the factors that have an impact on po-
tential evapotranspiration (PET) sensitivity to changes in dif-
ferent climate variables is critical to understanding the pos-
sible implications of climatic changes on the catchment wa-
ter balance. Using a global sensitivity analysis, this study as-
sessed the implications of baseline climate conditions on the
sensitivity of PET to a large range of plausible changes in
temperature (T ), relative humidity (RH), solar radiation (Rs)
and wind speed (uz). The analysis was conducted at 30 Aus-
tralian locations representing different climatic zones, using
the Penman–Monteith and Priestley–Taylor PET models. Re-
sults from both models suggest that the baseline climate can
have a substantial impact on overall PET sensitivity. In par-
ticular, approximately 2-fold greater changes in PET were
observed in cool-climate energy-limited locations compared
to other locations in Australia, indicating the potential for
elevated water loss as a result of increasing actual evapo-
transpiration (AET) in these locations. The two PET models
consistently indicated temperature to be the most important
variable for PET, but showed large differences in the rela-
tive importance of the remaining climate variables. In partic-
ular for the Penman–Monteith model, wind and relative hu-
midity were the second-most important variables for dry and
humid catchments, respectively, whereas for the Priestley–
Taylor model solar radiation was the second-most important
variable, with the greatest influence in warmer catchments.
This information can be useful to inform the selection of suit-
able PET models to estimate future PET for different climate
conditions, providing evidence on both the structural plausi-
bility and input uncertainty for the alternative models.
1 Introduction
Assessing changes to evapotranspiration (ET) is critical in
understanding the impacts of anthropogenic climate change
on the catchment water balance. ET represents the domi-
nant loss of water from catchments worldwide, with about
62 % of global land-surface precipitation accounted for by
ET (Dingman, 2015), and ET exceeding runoff in over 77 %
of the global land surface (Harrigan and Berghuijis, 2016).
ET is affected by climate change through a cascade of pro-
cesses that begins with the increasing concentration of green-
house gases, followed by their attendant impacts on large-
scale circulation and changes to the global distribution of en-
ergy and moisture. These large-scale processes lead to local-
scale changes in the atmosphere, which in turn influence the
catchment water balance through a set of terrestrial hydro-
logical processes by which precipitation is converted into ac-
tual ET (AET), runoff and groundwater recharge (Oudin et
al., 2005). Other factors that can potentially affect ET un-
der a changing climate include changing land cover patterns
(e.g., Liu et al., 2008), and the CO2 fertilization effects that
can limit the rate of plant transpiration under elevated lev-
els of CO2 (e.g., Prudhomme et al., 2014; Milly and Dunne,
2016).
Climate impact studies that investigate the influence of cli-
mate forcings on the catchment water balance are usually
based on projections of future climate represented by climate
variables such as temperature and solar radiation from gen-
eral circulation models (GCMs), which are converted into
potential ET (PET) using one or several PET models. The
PET projections are combined with GCM projections of pre-
cipitation (P ), which together can be used to directly es-
timate the water deficit (Taylor et al., 2013; Chang et al.,
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2016). Alternatively, rainfall–runoff models can be used to
translate the changes in P and PET into changes in runoff
(e.g., Akhtar et al., 2008; Chiew et al., 2009; Koedyk and
Kingston, 2016), as well as associated information such as
the impact on catchment streamflow (Wilby et al., 2006), wa-
ter supply security (Paton et al., 2013, 2014) and flood risk
(Bell et al., 2016). Therefore, to quantify the specific impact
of changes in ET on the water balance, a good understanding
of the sensitivity of PET to potential changes in its key in-
fluencing climatic variables is required (Goyal, 2004; Tabari
and Hosseinzadeh Talaee, 2014). This is particularly relevant
given the recent focus on “scenario-neutral” (or “bottom-
up”) approaches to climate impact assessment (Brown et al.,
2012; Prudhomme et al., 2010; Culley et al., 2016), which re-
quire the sensitivity of a given system to potential changes in
climate forcings to be estimated (Prudhomme et al., 2013a, b;
Steinschneider and Brown, 2013; Kay et al., 2014; Guo et al.,
2016a).
Furthermore, the sensitivity of PET can provide critical ev-
idence in relation to identifying models that are most appro-
priate for PET estimation under climate change conditions,
which is particularly relevant to the ongoing debate on the
potential trade-off between model complexity and reliabil-
ity. Complex models such as the Penman–Monteith model
are often recommended for their ability to better represent
the physical processes that affect PET (McVicar et al., 2012;
Donohue et al., 2010; Barella-Ortiz et al., 2013). For exam-
ple, the Penman–Monteith model can account for the effects
of wind, and thus can help explain at least part of the ob-
served decreases in pan-evaporation with increases in tem-
perature in many locations globally – the “evaporation para-
dox” – due to the observed decreases in wind speed (Roder-
ick et al., 2007; McVicar et al., 2008; Lu et al., 2016). How-
ever, simpler empirical models may also be preferable under
some conditions, as they require a smaller number of input
climate variables, which might be able to be projected with
greater confidence with GCMs, and thus leading to greater
confidence in the corresponding PET estimates (Kay and
Davies, 2008; Ekström et al., 2007; Ravazzani et al., 2014).
For example, there is reasonable confidence in projections
of temperature and relative humidity in Australia for a given
emission scenario, but less confidence in projections of wind
due to sub-grid effects of orography and other land-surface
features (Flato et al., 2013; CSIRO and Bureau of Meteorol-
ogy, 2015). In these situations, models such as the Priestley–
Taylor model that do not depend on wind may produce more
reliable estimates of PET compared to the more complex
Penman–Monteith model. Thus, the choice of climate vari-
ables to include in climate impact assessments must be in-
formed both by the relative importance of each variable on
projections of PET (e.g., Tabari and Hosseinzadeh Talaee,
2014), and the likely confidence in the projections of each
variable (e.g., Flato et al., 2013; Johnson and Sharma, 2009).
Sensitivity analysis methods have been employed in a
number of recent studies to assess the overall sensitivity of
PET estimated by the Penman–Monteith model to potential
changes in climate, as well as to better understand the relative
importance of different climate variables on overall PET sen-
sitivity. For example, Goyal (2004) found that PET was most
sensitive to perturbations in temperature, followed by solar
radiation, wind speed and vapor pressure, at a single study
site in an arid region in India. Tabari and Hosseinzadeh Ta-
laee (2014) also looked at the sensitivity of PET to perturba-
tions of historical climate data from eight meteorological sta-
tions representing four climate types in Iran, and concluded
that the importance of wind speed and air temperature was
lower while that of sunshine hours was higher for a humid
location compared to an arid location. Gong et al. (2006)
found that the differences in PET sensitivity across the up-
per, middle and lower regions of the Changjiang (Yangtze)
basin in China were largely due to contrasting baseline wind
speed patterns. However, most of these PET sensitivity anal-
ysis studies focused on a limited number of study sites and/or
climatic zones; therefore, the specific causes for varying PET
sensitivity at different locations, such as the roles of climatic
and hydrological conditions, remain unclear. Consequently,
it is difficult to extrapolate our existing knowledge of PET
sensitivity and the relative importance of each climate vari-
able to new locations, which is essential for assessing the
water balance at regional scales.
To address the shortcomings of existing studies outlined
above, this study aims to gain an understanding of (i) the
sensitivity of PET estimates to changes in the key climatic
variables that influence PET, and how these sensitivity esti-
mates are affected by varying baseline hydrologic and cli-
matic conditions at different locations; and (ii) the relative
importance of these climatic variables for PET, and how this
changes with the baseline hydrologic and climatic conditions
at different locations. These aims were achieved by analyz-
ing the responses of PET to perturbations in four of its driv-
ing climatic variables, namely temperature (T ), relative hu-
midity (RH), solar radiation (Rs) and wind speed (uz), at
30 study sites across Australia representing a range of cli-
mate zones. Both the Penman–Monteith and Priestley–Taylor
models were used, as they represent different conceptual-
izations of the PET-related processes, with both models be-
ing widely used for climate impact assessments (Felix et al.,
2013; Arnell, 1999; Gosling et al., 2011; Kay et al., 2009;
Prudhomme and Williamson, 2013; Donohue et al., 2009). It
is worth noting that the potential changes in one climate vari-
able can be amplified or offset by changes in another variable
(for examples see the discussions of “evaporation paradox”
in Lu et al., 2016; Roderick and Farquhar, 2002), which can
affect the relative importance of each variable. To account
for this effect, a global sensitivity analysis method was used,
with similar methods being applied to account for the impact
of joint variations in the input variables on the output from
a variety of environmental models, ranging from conceptual
rainfall–runoff models (e.g., Tang et al., 2007a, c) to com-
plex models that consider a number of surface–groundwater
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Figure 1. Locations of 30 Australian weather stations selected for analysis (see Table 1 for the full names of these weather stations), with
reference to their corresponding climate classes derived following the modified Köppen classification (reproduced with data from Stern et
al., 2000).
processes (e.g., Guillevic et al., 2002; van Griensven et al.,
2006; Nossent et al., 2011). The results of the global sensi-
tivity analysis in this study were presented in terms of both
the range of potential changes in PET and relative sensitiv-
ity indices of each climate variable for PET, which were then
used to elucidate the specific roles of varying baseline hydro-
climatic conditions on influencing these sensitivity measures.
The subsequent sections of this paper are structured as
follows. Section 2 introduces the data obtained from the
30 study sites required for the global sensitivity analysis.
Section 3 describes the approach to the global sensitivity
analysis of PET. Section 4 presents and discusses two sets of
results that address the two study aims, respectively, (i) the
range of estimated changes in PET in response to potential
changes in temperature, solar radiation, humidity and wind,
and how this changes with location, and (ii) the relative im-
portance of the four climate variables for estimating PET, and
how this changes with location. The study is summarized and
concluded in Sect. 5.
2 Data
To represent contrasting hydro-climatic conditions for as-
sessing PET sensitivity, we selected case study locations
within different Köppen classes in Australia. The original
Koöppen climate classification (Köppen et al., 1930; Köp-
pen, 1931) provides a useful categorization of hydro-climatic
conditions at specific locations, which is based on the long-
term average levels and seasonal patterns of climatic and hy-
drologic variables, including temperature, relative humidity
and rainfall. A “modified Köppen classification” system has
been adapted for Australia (as in Stern et al., 2000) and is
now widely used in climatic and hydrologic studies to iden-
tify and categorize case study locations (e.g., Johnson and
Sharma, 2009; Rustomji et al., 2009; Li et al., 2014; Guo et
al., 2017).
As mentioned in the Introduction, both the Penman–
Monteith and the Priestley–Taylor models were used to es-
timate PET for the global sensitivity analyses. The estima-
tion of PET with these models relies on temperature, rela-
tive humidity, solar radiation and (for the Penman–Monteith
model only) wind speed. In addition, the rainfall data were
also obtained to assess the aridity of the different locations.
We limited the selection of study sites to those with 10 or
more years of continuous climate data with no more than 5 %
missing records over the study period. This led to a final se-
lection of 30 weather stations (Fig. 1), with a consistent data
period from 1 January 1995 to 31 December 2004. The data
obtained at each site are detailed as below:
– Daily maximum and minimum temperature (T in ◦C),
maximum and minimum relative humidity (RH in %)
and wind speed (uz in m s−1): data for each of these
variables were obtained directly from each weather sta-
tion.
– Daily solar radiation (Rs in MJ m−2 day−1): daily so-
lar radiation was calculated from daily sunshine hour
data (n in h) obtained from each weather station, us-
ing the Ångström–Prescott equation as in McMahon et
al. (2013).
– Daily rainfall (mm day−1): daily rainfall data were ob-
tained from a rain gauge at each weather station.
Table 1 shows the average values of the four PET-related
climate variables, as well as the rainfall within the study pe-
riod, at each of the 30 sites. As can be seen, there are large
differences in the average values of each variable, highlight-
ing large differences in the climatic conditions across the
30 sites. In addition, a quantity particularly relevant to ET
processes is the long-term-averaged ratio of PET to precipita-
tion (PET / P ), which describes whether a location is water-
limited (PET / P > 1) or energy-limited (PET / P < 1) (Ger-
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Table 1. Names, locations and average climate conditions of the 30 weather stations over the study period (1995–2004).
No. Study site Köppen Lat Long Elev T b RH2 Rbs u
b
z Annual Annual Annual
name classa (◦ S) (◦ E) (m) (◦C) (%) (MJ m−2 (m s−1) P b (mm) PETb PET / P b
day−1) (mm)
1 Broome airport 13 −17.95 122.2 7.4 26.37 65.15 21.55 3.684 865 2003 2.317
2 Perth 8 −31.93 116.0 15.4 18.54 61.72 18.95 4.519 721 1751 2.429
3 Albany 4 −34.94 117.8 68 15.08 73.59 15.20 4.382 752 1126 1.498
4 Giles 24 −25.03 128.3 598 22.70 38.40 20.29 4.380 394 2344 5.947
5 Darwin 35 −12.42 130.9 30.4 27.42 69.27 20.33 3.393 1976 1864 0.944
6 Gove 35 −12.27 136.8 51.6 26.29 75.93 19.45 3.500 1607 1660 1.033
7 Tennant Creek 13 −19.64 134.2 375.7 25.73 37.21 21.64 4.759 539 2634 4.886
8 Alice Springs 15 −23.80 133.9 546 21.18 44.53 20.79 2.352 331 1822 5.503
9 Woomera 24 −31.16 136.8 166.6 19.41 46.57 19.40 5.057 151 2153 14.24
10 Ceduna 11 −32.13 133.7 15.3 16.92 62.04 18.20 5.450 266 1723 6.478
11 Adelaide airport 12 −34.95 138.5 2 16.37 63.04 16.91 4.213 454 1410 3.107
12 Adelaide (kent town) 12 −34.92 138.6 48 16.95 61.20 16.88 3.161 569 1372 2.409
13 Loxton 12 −34.44 140.6 30.1 16.50 59.41 17.59 3.250 255 1490 5.847
14 Mount Gambier 4 −37.75 140.8 63 13.45 72.77 14.91 4.460 731 1116 1.526
15 Weipa 41 −12.68 141.9 18 26.87 72.21 19.31 3.271 2154 1782 0.827
16 Cairns 36 −16.87 145.7 3 24.80 73.00 18.98 4.352 1985 1678 0.845
17 Townsville 35 −19.25 146.8 4.3 24.53 69.45 20.27 4.304 1099 1802 1.641
18 Cobar 15 −31.48 145.8 260 19.08 50.64 19.05 2.458 398 1565 3.936
19 Williamtown 9 −32.79 151.8 9 17.84 70.57 16.07 3.927 1145 1309 1.143
20 Sydney 9 −33.94 151.2 6 18.19 67.69 15.97 5.311 1017 1393 1.369
21 Canberra 6 −35.30 149.2 578.4 13.36 65.82 16.86 3.302 590 1226 2.078
22 Wagga Wagga 9 −35.16 147.5 212 15.77 61.78 17.48 3.288 552 1436 2.602
23 Mildura 12 −34.24 142.1 50 17.11 55.62 18.24 3.604 246 1645 6.681
24 East sale 6 −38.12 147.1 4.6 13.77 72.32 14.92 4.062 529 1093 2.067
25 Scottsdale 3 −41.17 147.5 197.5 13.19 70.55 14.23 2.921 931 912 0.980
26 Bicheno 3 −41.87 148.3 11 14.69 66.68 13.69 3.319 690 966 1.401
27 Lake Leake 3 −42.01 147.8 575 9.96 75.40 13.44 3.358 732 774 1.056
28 Hobart 3 −42.83 147.5 4 12.77 65.67 14.04 4.367 483 1097 2.273
29 Strathgordon village 3 −42.77 146.0 322 10.70 77.95 11.65 2.473 2626 699 0.266
30 Flinders Island 3 −40.09 148.0 9 13.54 73.59 14.34 6.399 654 1064 1.626
Note: a The Köppen classes are presented with their corresponding identifiers from Stern et al. (2000), as (3) temperate – no dry season (mild summer); (4) temperate – distinctly dry (and
warm) summer; (6) temperate – no dry season (warm summer); (8) temperate – moderately dry winter (hot summer); (9) temperate – no dry season (hot summer); (11) grassland – warm
(summer drought); (12) grassland – warm (persistently dry); (13) grassland – hot (winter drought); (15) grassland – hot (persistently dry); (24) desert – hot (persistently dry); (35) tropical –
savanna; (36) tropical – rainforest (monsoonal); (41) equatorial – savanna. b T is temperature, RH is relative humidity, Rs is incoming solar radiation, uz is wind speed, P is rainfall, PET is
potential evapotranspiration calculated using the Penman–Monteith model.
rits et al., 2009; McVicar et al., 2010). This ratio was esti-
mated for each site and is also shown in Table 1 (with the
point color in Fig. 1 indicating whether the location is water-
limited or energy-limited). The range of PET / P values in-
dicates substantial variations in the water availability condi-
tions at different study sites. Note that these ratios were based
on the estimates of PET from the Penman–Monteith model.
Although the use of Priestley–Taylor model resulted in dif-
ferent PET estimates at each site, the categorization of water-
and energy-limited catchments was generally consistent with
those from Penman–Monteith, with different categories only
shown at 4 out of the 30 study sites (sites 6, 19, 20 and 27).
3 Method
3.1 Overview
A schematic of the approach followed in study is shown in
Fig. 2. As a required model input for the global sensitivity
analysis, a large number of representative samples were first
obtained for the four climate variables that influence PET (T ,
RH, Rs and uz) at each study site, by perturbing the corre-
sponding historical climate data (Sect. 3.2). The outputs of
the global sensitivity analysis (i.e., the responses of PET)
were estimated with the Penman–Monteith and Priestley–
Taylor models (Sect. 3.3). To understand the PET sensitivity
and the relative importance of the four climate variables in in-
fluencing PET and how these change with location, a global
sensitivity analysis was conducted with the responses of PET
to the climate perturbations (Sect. 3.4). This proceeded in
two parts:
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Figure 2. Schematic of the method used in this study.
1. To assess the sensitivity of PET to the climate variables,
the range of percentage changes in PET in response to
all the climate perturbations was estimated relative to
the baseline PET at each location. To observe the im-
pact of varying baseline hydro-climatic conditions, the
ranges obtained from each PET model were also plotted
against the baseline levels of each climate variable for
all study sites.
2. To assess the relative importance of each climate vari-
able, the range of percentage responses in PET to all
climate perturbations in (1) was first compared to the
conditional range of percentage responses in PET with
holding each variable constant. This comparison en-
ables an assessment of the relative impact of each vari-
able on the potential responses of PET. An alternative
presentation of the individual and interaction effects
of the climate variables was achieved using the Sobol’
method (Sobol’ et al., 2007). Here, the total variance of
PET was estimated based on different samples drawn
from the perturbed ranges of each climate variable, and
then partitioned into the individual contribution from
each climate variable and their interactions (see Ap-
pendix A1 for details). The Sobol’ first-order sensitiv-
ity indices were estimated and plotted against the base-
line levels of each climate variable for all study sites
to explore the role of varying baseline hydro-climatic
conditions on the relative importance of each climatic
variable for PET.
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3.2 Representing plausible changes in the climatic
variables
As part of the global sensitivity analysis, a large number of
representative combinations of the changes in the four cli-
mate variables (T , RH, Rs and uz) were obtained. The up-
per and lower bounds for perturbing each climate variable
were determined based on the uncertainty bounds of projec-
tions for 2100 for Australia (Stocker et al., 2013). The se-
lected bounds are given in Table 2, which are all slightly
wider than those presented in Stocker et al. (2013) to en-
compass a comprehensive range of plausible future climate
change scenarios. Within these bounds, samples were drawn
for different combinations of changes in each climatic vari-
able. Latin hypercube sampling (LHS) was used for this pur-
pose due to its effectiveness in covering multi-dimensional
input spaces (Osidele and Beck, 2001; Sieber and Uhlen-
brook, 2005; Tang et al., 2007b).
According to Nossent et al. (2011) and Zhang et al. (2015),
the sample size was selected to ensure the convergence of
the first- and total-order Sobol’ sensitivity indices, which oc-
curs when the width of the 95 % confidence intervals from
1000-fold bootstrap re-sampling of the each index is below
10 % of the corresponding mean obtained from bootstrap-
ping. Specifically, we generated different sizes of LHS sam-
ples of climate perturbations with the historical climate data
from one study site, from which the PET responses were es-
timated using the Penman–Monteith model. The 1000-fold
bootstrap estimates for the Sobol’ first- and total-order sensi-
tivity indices for each climate variable were then derived (as
in Eqs. A2 and A5 in Appendix A1, respectively) for each
sample size. It was observed that both the Sobol’ indices be-
gan to converge when the sample size exceeded 5000, and
this was therefore used as the LHS sample size for all the
sensitivity experiments in this study. Based on this sample
size, a total of 30 000 Sobol’ samples were compiled as re-
quired to estimate the first- and total-order indices (as de-
tailed in Appendix A1), which correspond to 30 000 climate
perturbations to be used to test PET sensitivity.
To generate time series of perturbed climate data, the
30 000 joint perturbations to the four climate variables ob-
tained by LHS were treated as change factors, and applied to
the time series of daily values of the corresponding historical
data. Rather than using a single daily mean value of temper-
ature and relative humidity, the two PET models used in this
study require both the daily minimum and maximum values;
therefore, each pair of temperature variables and relative hu-
midity variables was considered jointly and thus perturbed by
the same amount for each day. In addition, to ensure physi-
cal plausibility of the perturbations, the daily maximum and
minimum values of relative humidity were capped at a max-
imum of 100 %.
Table 2. Plausible perturbation bounds for each climate variable
relative to their current levels.
Climate Perturbation
variable range
T 0 to +8 ◦C
RH −10 to +10 %
Rs −10 to +10 %
uz −20 to +20 %
Note: T is daily temperature, RH is
daily relative humidity, Rs is daily
incoming solar radiation, uz is daily
wind speed.
3.3 Estimating PET responses to climate perturbation
To represent the responses in PET as a result of the cli-
mate perturbations, we used both the Penman–Monteith
and Priestley–Taylor models, which provide contrasting pro-
cess representations to estimate PET. The Penman–Monteith
model is often referred to as a combinational model, as it
combines the energy balance and mass transfer components
of ET, and takes into account vegetation-dependent processes
such as aerodynamic and surface resistances (Eqs. A6 in Ap-
pendix A1). The model requires input of six climate vari-
ables, namely, Tmax, Tmin, RHmax, RHmin, Rs and uz. The
Priestley–Taylor model consists of a simpler structure, con-
sidering only the energy balance, without consideration of
mass transfer or any impact from vegetation (Eq. A23 in Ap-
pendix A3). Therefore, the Priestley–Taylor model is also re-
ferred to as a radiation-based model. The model only requires
five climate variables, including Tmax, Tmin, RHmax, RHmin
and Rs.
To minimize the potential confounding effects of differ-
ences in vegetated surface, the evaporative surface was as-
sumed to be the reference crop for all study sites; there-
fore, it was possible to use the FAO-56 version of the
Penman–Monteith model (Allen et al., 1998). The detailed
formulations of the two PET models, as well as the rel-
evant constants and assumptions, are included in McMa-
hon et al. (2013). Both models were implemented using
the R package Evapotranspiration (http://cran.r-project.org/
web/packages/Evapotranspiration/index.html) (Guo et al.,
2016b). From each model, two sets of estimated PET were
obtained: (i) a single set of baseline (historical) PET data
at each study site with the historical climate data and
(ii) 30 000 sets of perturbed PET data at each study site cor-
responding to the 30 000 sets of perturbed climate data ob-
tained using LHS, as detailed in Sect. 3.2.
3.4 Analyses of PET sensitivity
To assess the overall sensitivity of PET to plausible cli-
mate change, we first estimated the annual average percent-
age changes in PET (relative to the baseline PET) using all
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climate perturbations at the 30 study sites, with estimates
from both the Penmen–Monteith and Priestley–Taylor mod-
els. A closer investigation of how PET sensitivity varies with
baseline climate was conducted by plotting the ranges of all
monthly PET responses against the average levels of each cli-
mate variable, for all study sites and all months. The reason
for the choice of monthly timescale is that for some study
sites, the climate can vary substantially by season; therefore,
an annual analysis might obscure important sub-annual ef-
fects. To assess the relative importance of each climate vari-
able for PET estimation from each model, we first compared
the ranges of the two sets of PET changes, namely,
1. the range of all potential changes in PET obtained from
the entire 30 000 sets of climate perturbations from
LHS; and
2. the conditional ranges of potential changes in PET as-
suming no change in one of the climate variables. This
was obtained with using a subset of all climate pertur-
bations used in (1), for which the changes in the specific
conditioning climate variable were close to zero (within
±0.1 ◦C for T , and within ±0.1 % for the other three
variables).
In this way any difference between (1) and (2) was purely
contributed by the impact of changing the specific condi-
tioning climate variable. To quantify and compare the rel-
ative importance of each climate variable, we then utilized
the Sobol’ method, which was implemented within the R
package sensitivity (https://cran.r-project.org/web/packages/
sensitivity/index.html). We estimated the Sobol’ first-order
sensitivity indices (as in Eq. A2, Appendix A1) to assess
the role of each individual climate variable for each PET
model, at the 30 study sites. The sum of all interaction ef-
fects was also calculated for each location as the difference
between the sum of all first-order indices and one (Eq. A6,
Appendix A1). The Sobol’ first-order indices were then plot-
ted against the baseline levels of each climate variable at the
30 study sites, to assess how the relative importance changes
with the baseline climatic conditions.
4 Results and discussion
4.1 Ranges of potential changes in PET in response to
potential climate change for different climate zones
We start by assessing the potential changes in PET in re-
sponse to the full set of climate perturbations at the 30 study
sites at the annual timescale, using both the Penman–
Monteith and Priestley–Taylor models. The results are pre-
sented in Table 3 in terms of the minimum, maximum and
average changes of PET relative to the 1995–2004 base-
line, in response to the 30 000 sets of climate perturbation at
each study site. The two models suggest similar average PET
changes at most locations, with the average changes obtained
from the Penman–Monteith model across all the locations
(+13.38 %) being slightly higher than that for the Priestley–
Taylor model (+10.91 %). Greater differences between the
two models were observed when considering the ranges of
changes. In particular, the minimum and maximum values
(averaged across all the 30 sites) were−13.66 and+47.09 %
for the Penman–Monteith model, respectively, compared to
−7.39 and +34.47 % for the Priestley–Taylor model. This
corresponds to a range for the Penman–Monteith model be-
ing approximately 45 % wider than that of the Priestley–
Taylor model.
For each PET model, the magnitudes of average poten-
tial changes in PET display substantial variation across the
locations, with both models suggesting the lowest average
changes at arid locations and the highest average changes at
humid locations, as was also observed in Table 3. Specif-
ically, the Penman–Monteith model identified the highest
average PET change at Flinders Island (+17.15 %), with
the lowest average change at Alice Springs (+9.80 %). The
Priestley–Taylor model identified the highest average change
at Hobart (+17.77 %), with the lowest at Tennant Creek
(+7.09 %).
To further investigate how potential change in PET varies
with different climatic conditions, we now focus on the as-
sociations between the PET responses and the baseline lev-
els of the four climate variables for each month of the year
and across the 30 study sites. Starting with the Penman–
Monteith model (Fig. 3), it is clear that the PET response dis-
plays a clear association with the baseline levels of climate
variables, with higher magnitude of responses for locations
that are cooler (low T ), more humid (high RH), and receiv-
ing less solar radiation (low Rs). The highest associations
can be found with T (Fig. 3a), with the monthly changes in
PET ranging from −30.2 to +98.3 % for the lowest baseline
T value of 5.0 ◦C, compared to a range of −13.3 to +46.6 %
for the highest baseline T of 30.3 ◦C. Similarly, the range of
Penman–Monteith PET responses also shows clear decreases
with baseline Rs (Fig. 3c), and increases with baseline RH
(Fig. 3b). The baseline uz (Fig. 3d) levels show no obvious
impact on the PET responses.
The potential responses in PET obtained from Priestley–
Taylor was also investigated (Fig. 4), and results are consis-
tent with the results from the Penman–Monteith model, al-
though the overall ranges of responses were smaller for each
variable as anticipated from the results in Table 3. Interest-
ingly, regardless of the choice of PET model, the range of
PET responses at the monthly scale is larger than the range
for the annual scale suggesting greater uncertainty at higher
temporal resolutions.
In addition to assessing the impact of baseline climatic
conditions, we are also interested in the role of baseline hy-
drological conditions (represented by the PET / P ratio at
each study site) on the potential responses in PET. Since
the hydrological conditions can vary substantially over the
course of a year for each study site, for this analysis we
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Figure 3. Ranges of monthly PET responses obtained from the Penman–Monteith model, plotted against the monthly baseline levels of
(a) temperature, (b) relative humidity, (c) solar radiation and (d) wind speed at 30 study sites. Each vertical line represents the range of all
potential changes in PET in response to the full set of climate perturbations for a single month at a single location, with the mean represented
by the point on the line. The classification of energy- and water-limited months is based on the corresponding monthly PET / P ratios.
Figure 4. Range of monthly PET responses obtained from the Priestley–Taylor model, plotted against the monthly baseline levels of (a) tem-
perature, (b) relative humidity, (c) solar radiation and (d) wind speed at 30 study sites. Each vertical line represents the range of all potential
changes in PET in response to the full set of climate perturbations for a single month at a single location, with the mean represented by the
point on the line. The classification of energy- and water-limited months is based on the corresponding monthly PET / P ratios.
focused on the PET / P ratios estimated on a monthly ba-
sis, and thus differ from the long-term PET / P ratios pre-
sented in Table 1. These results are also shown in Figs. 3
and 4, with red-colored bars denoting water-limited condi-
tions, and blue-colored bars denoting energy-limited condi-
tions. These figures show that the magnitude of potential re-
sponses in PET is generally larger under energy-limited con-
ditions, regardless of the choice of PET model. In contrast,
for water-limited conditions, the potential responses in PET
only vary within approximately half of the entire range ob-
tained from each PET model. However, when exploring the
association with temperature (Figs. 3a and 4a) in more detail,
the magnitude of responses in PET is in fact the lowest for
energy-limited conditions during warm months (i.e., when
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Table 3. Maximum, minimum and average of all possible changes in annual average PET in response to the full set of climate perturbations
from the Penman–Monteith and Priestley–Taylor models at the 30 study sites (as % changes to baseline PET relative to the 1995–2004 base-
line). The maximum and minimum changes from each model across all locations are in bold.
No. Study site name Penman–Monteith Priestley–Taylor
Min. Max. Avg. Min. Max. Avg.
1 Broome airport −12.33 39.10 11.16 −9.61 33.75 9.59
2 Perth −13.20 46.67 13.52 −7.98 34.17 10.62
3 Albany −15.04 54.67 15.21 −7.28 35.49 11.63
4 Giles −12.30 37.57 10.68 −7.73 25.83 7.27
5 Darwin −12.73 39.10 10.92 −9.82 33.84 9.50
6 Gove −13.10 41.34 11.53 −9.74 33.67 9.61
7 Tennant Creek −12.28 36.45 10.21 −8.35 26.31 7.09
8 Alice Springs −10.88 34.00 9.80 −8.00 27.41 7.92
9 Woomera −12.84 43.48 12.73 −7.48 30.35 9.18
10 Ceduna −13.97 49.61 14.39 −7.62 33.82 10.67
11 Adelaide airport −14.47 49.80 14.17 −7.22 34.55 11.09
12 Adelaide (kent town) −13.10 45.43 13.17 −7.15 33.70 10.78
13 Loxton −12.55 44.05 12.96 −7.18 33.34 10.67
14 Mount Gambier −15.33 57.97 16.00 −6.58 35.54 12.02
15 Weipa −12.42 39.06 10.95 −9.66 32.98 9.36
16 Cairns −14.80 44.74 12.08 −9.42 33.84 9.73
17 Townsville −13.77 43.21 12.10 −9.43 34.26 9.90
18 Cobar −10.62 37.49 11.36 −7.64 31.19 9.49
19 Williamtown −13.64 47.99 13.68 −7.66 34.11 10.76
20 Sydney −16.24 53.71 14.46 −7.61 35.24 10.98
21 Canberra −12.41 46.17 13.85 −6.95 33.24 10.92
22 Wagga Wagga −13.00 46.34 13.43 −7.09 33.27 10.74
23 Mildura −12.61 44.50 13.05 −7.24 32.75 10.38
24 East sale −14.43 53.82 15.34 −6.51 36.32 12.19
25 Scottsdale −13.64 51.53 15.02 −5.42 40.00 13.47
26 Bicheno −14.81 52.11 14.87 −4.91 46.38 15.68
27 Lake Leake −16.06 60.36 16.45 −5.11 36.03 12.84
28 Hobart −15.97 56.29 15.78 −4.57 50.36 17.77
29 Strathgordon village −13.08 52.11 15.29 −4.66 33.83 12.35
30 Flinders Island −18.05 64.07 17.15 −6.19 38.66 13.02
Average −13.66 47.09 13.38 −7.39 34.47 10.91
T > 25 ◦C, corresponding to the monsoonal summer months
in the northern parts of Australia), and the highest for the
energy-limited conditions during cool months (i.e., when
T < 15 ◦C, corresponding to the wet winter months in south-
ern Australia). This highlights the fact that it is the atmo-
spheric temperature, rather than the level of aridity, which
appears to affect the potential responses in PET. This finding
leads to a different interpretation to previous studies, which
indicated that the dominant drivers of spatially varying PET
include aridity (Tabari and Hosseinzadeh Talaee, 2014) and
wind speed (Gong et al., 2006).
The above results also have potential implications on
likely AET changes in a future climate. In particular, the
above analysis shows that cool and humid regions and sea-
sons appear to show the greatest potential responses in PET,
and given that water is not expected to be limited for these
cases, the ratio between AET and PET is also likely to be
the greatest for these cases. Therefore, one might expect a
greater change to AET occurring at the locations and during
times of the year where PET is most sensitive to changes in
climate.
As a potential limitation to the above analysis, some reli-
ability issues of the Penman–Monteith model have been dis-
cussed in a recent study by Milly and Dunne (2016), which
suggested that the Penman–Monteith model may overesti-
mate the potential changes in PET in these energy-limited
regions relative to a GCM-based AET benchmark. They con-
cluded that the potential changes in ET would be better de-
scribed by GCMs than “off-line” PET models (such as the
two models used in this study), as GCMs can explicitly con-
sider more complex atmospheric processes, such as the in-
teraction between CO2 and stomatal conductance. Neverthe-
less, it should be noted that the current reliability of GCMs in
simulating ET is also questionable, due to the uncertainty in
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Figure 5. Range of monthly PET responses from the Penman–Monteith model, plotted against the monthly baseline levels of (a) temperature,
(b) relative humidity, (c) solar radiation and (d) wind speed at 30 study sites. Each dashed (solid) line represents the range of all potential
changes in PET in response to the full set of climate perturbations (conditioned on no change in each climate variable) for a single month at
a single location. The corresponding means are represented by the points on the lines. The classification of energy- and water-limited months
is based on the corresponding monthly PET / P ratios.
representing soil moisture and radiative energy at the evap-
orative surface (e.g., Seneviratne et al., 2013; Boé and Ter-
ray, 2008; Barella-Ortiz et al., 2013). In addition, due to the
coarse scale of GCM output, downscaling is generally re-
quired to post-process output for use at local and regional
scales, which often adds further bias and uncertainties to
the GCM simulation and largely limits their applicability
(e.g., Chen et al., 2012; Diaz-Nieto and Wilby, 2005). There-
fore, although GCM results may be more suitable for large-
scale assessments, catchment-scale climate impact assess-
ments are likely to be informed by “off-line” PET models for
the foreseeable future. Consequently, the estimated potential
changes in PET shown in this study will remain relevant for
climate impact assessments conducted using these models.
4.2 Relative importance of climate variables affecting
PET for different climate zones
We now explore the relative importance of each climate vari-
able on overall PET sensitivity, by first visualizing the con-
ditional responses of PET when holding each variable con-
stant at its historical level while perturbing the remaining
variables, and then comparing this to the unconditional es-
timates of all potential responses in PET (as shown in Figs. 3
and 4). Figure 5 shows the ranges of the monthly uncondi-
tional responses in PET (dashed lines) and the ranges of the
monthly responses conditioned on zero change in each of T ,
RH, Rs and uz (solid lines) for the Penman–Monteith model,
plotted against the monthly baseline levels of the four climate
variables at the 30 study sites.
The figure suggests that perturbations in T have the great-
est impact on the potential changes in PET compared to other
climate variables (Fig. 5a), contributing to at least 45 % of the
entire range of PET responses compared to the unconditional
results. Humidity also plays a significant role, although only
for higher humidity levels (contributing up to 57 % of the en-
tire range of PET responses) with relatively minor influence
for the less humid catchments (Fig. 5b). In contrast, the role
of solar radiation (Fig. 5c) and wind (Fig. 5d) is generally
minor, with the range of unconditional responses being only
slightly wider than the range of conditional responses.
A similar analysis was conducted for the Priestley–Taylor
model (Fig. 6), and shows somewhat different results com-
pared to those obtained for the Penman–Monteith model.
Consistent with Fig. 5a, temperature has the greatest im-
pact, but in this case contributes up to 85 % of the over-
all variability in PET responses (Fig. 6a). As a result, the
range of PET changes contributed by the remaining vari-
ables (i.e., conditional responses with no change in temper-
ature) is much smaller. Unlike in Fig. 5b, the role of rela-
tive humidity does not appear to increase significantly with
increasing baseline humidity (Fig. 6b) and in general con-
tributes less than 33 % of the overall variability. The lower
impact of RH on Priestley–Taylor PET compared to the im-
pact on Penman–Monteith PET can be related to the struc-
ture of Priestley–Taylor model, which does not consider the
aerodynamic processes; therefore, the impact of RH on PET
through these processes is not accounted for (see Eqs. A13,
A21 and A22 in Appendix A2). The role of solar radiation
appears to be somewhat larger for high baseline solar radia-
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Figure 6. Range of monthly PET responses from the Priestley–Taylor model, plotted against the monthly baseline levels of (a) temperature,
(b) relative humidity, (c) solar radiation and (d) wind speed at 30 study sites. Each dashed (solid) line represents the range of all potential
change in PET in response to the full set of climate perturbations (conditioned on no change in each climate variable) for a single month at a
single location. The corresponding means are represented by the points on the lines. The classification of energy- and water-limited months
is based on the corresponding monthly PET / P ratios.
Figure 7. Sobol’ first-order sensitivity indices of the Penman–Monteith model for changes in the four climate variables (colored) and their
interaction effects (gray), plotted against the ranking of the average level of each climate variable at 30 study sites.
tion values (Fig. 6c) and wind is shown to have no impact as
expected, since wind is not an input into the Priestley–Taylor
model (Fig. 6d). However, it is worth noting that although
the Priestley–Taylor model does not consider wind as an in-
put variable, the range of unconditional responses of PET is
slightly wider than the range of responses conditioned on no
change in wind. This is because the conditional responses
were estimated with only a subset of all climate perturba-
tions (Sect. 3.4), which may not consist of the entire range of
perturbation in each of the other three climate variables.
A more formal quantitative measure of the relative impor-
tance of each climate variable for PET is provided by the
Sobol’ indices. Figure 7 shows the Sobol’ first-order indices
of the Penman–Monteith PET to changes in the four climate
variables at the annual scale, as well as their interactions.
The first-order indices are plotted against the baseline levels
of each climatic variable to observe the impact of baseline
climate conditions. For presentation purposes, the baseline
levels are represented by the rank of the baseline annual av-
erage value of each variable, rather than the absolute level of
www.hydrol-earth-syst-sci.net/21/2107/2017/ Hydrol. Earth Syst. Sci., 21, 2107–2126, 2017
2118 D. Guo et al.: Sensitivity of potential evapotranspiration to changes in climate variables
Figure 8. Sobol’ first-order sensitivity indices of the Priestley–Taylor model for changes in the four climate variables (colored) and their
interaction effects (gray), plotted against the ranking of the average level of each climate variable at 30 study sites.
each climate variable across the 30 study sites. The Sobol’
indices in the figure show that T is generally the most impor-
tant variable for PET, with index values ranging from 0.46
to 0.62. Since the Sobol’ indices suggest the partitioning of
the total variance of PET, these results are consistent with
Fig. 5a, which suggests that perturbations in T contribute to
at least 45 % of the variation in the estimated changes in PET.
The role of wind and humidity in affecting the sensitivity val-
ues is also evident, with wind being the second-most impor-
tant variable (with Sobol’ indices up to 0.42) for sites with
low baseline humidity, and humidity being the second-most
important variable (with Sobol’ indices up to 0.47) for sites
that have high humidity (Fig. 7b). Solar radiation is gener-
ally the variable with the lowest Sobol’ indices, where the
largest contributions (up to 18 %) can be observed for warm
catchments (Fig. 7a).
The Sobol’ sensitivity indices are also presented for the
Priestley–Taylor model (Fig. 8), and show substantial differ-
ences compared to those for the Penman–Monteith model.
Temperature exhibits the largest sensitivity score in most
cases, and ranges from 0.44 to 0.83. The relative role of tem-
perature varies most clearly as a function of both the baseline
temperature (Fig. 8a) and the baseline solar radiation values
(Fig. 8c), with temperature being particularly important for
low temperature and low solar radiation sites. As tempera-
ture and radiation increase, the relative role of solar radiation
becomes more important, reaching Sobol’ index values of up
to 0.49. In contrast, the role of relative humidity is generally
minor (with Sobol’ indices within the range 0.03–0.1) and
does not appear to vary as a function of baseline conditions.
Finally, the role of wind is absent, given that this variable is
not included as part of the Priestley–Taylor equation.
The differences between the Penman–Monteith and
Priestley–Taylor models highlight the different physical as-
sumptions underpinning the models, with aerodynamic pro-
cesses being important for the Penman–Monteith model as
indicated by the relative importance of RH and uz for this
model, whereas Rs has a critical role in the Priestley–Taylor
model, which is closely linked to the emphasis of radiative
energy as the energy source for ET in the model.
Finally, comparing Figs. 7 and 8, it is apparent that the in-
teractions among the four climate variables on PET (shown
as gray bars) are greater in the Penman–Monteith model
compared to the Priestley–Taylor model. Specifically, these
interactions contribute fractions of 0.03–0.04, and 0–0.02 of
the total variance in PET for the Penman–Monteith and
Priestley–Taylor models, respectively. The relative magni-
tude of the interaction effects in the two models can be again
related to their structural differences; the higher interaction
effects in Penman–Monteith can be a result of the larger num-
ber of variables in this model compared with those in the
Priestley–Taylor model.
It is difficult to assess the consistency of these sensitivity
results with existing literature, given the different method-
ologies and data sets used in other studies. Although most
PET sensitivity studies used only the Penman–Monteith PET
model, there is still substantial discrepancy in results de-
pending on the specific implementations of sensitivity anal-
ysis. For example, Gong et al. (2006) perturbed each of tem-
perature, wind speed, relative humidity and solar radiation
within ±20 % for the Changjiang basin in China, and ob-
served that relative humidity was generally the most impor-
tant variable driving PET, followed by solar radiation, tem-
perature and wind speed. This contrasted with our results
from the Penman–Monteith model, which showed tempera-
ture as the most important variable and solar radiation as the
least important variable for almost all the stations analyzed,
and may be attributable to the different baseline climates as
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well as the perturbation ranges used for the sensitivity analy-
sis between the two studies.
The results of our study were more consistent with
Goyal (2004), who concluded that PET is most sensitive to
potential changes in temperature for an arid region in In-
dia, by applying a ±20 % perturbation on each of temper-
ature, solar radiation, wind speed and vapor pressure. In con-
trast, Tabari and Hosseinzadeh Talaee (2014) also used a
±20 % perturbation range, but on only three climate vari-
ables, namely temperature, wind speed and sunshine hours,
for several climate regions in Iran. Their study concluded that
the catchment aridity was a major determinant of the sensi-
tivity to temperature, wind speed and humidity, whereas our
analysis highlights the importance of baseline temperature
and humidity, rather than the aridity (or water- or energy-
limited status of the catchment) as a key driver.
PET sensitivity can further diversify by the choice of PET
models, as illustrated in McKenney and Rosenberg (1993), in
which the percentage changes in PET due to a +6 ◦C change
can differ up to around 40 %, when estimated with eight al-
ternative PET models. This lack of consistency in the relative
importance of the climate variables for PET is not surprising
given the findings of our study, as the results are strongly
dependent on the design of the sensitivity analysis experi-
ment, including the choice of study sites and study periods,
the input climate variables considered, and the ways to per-
turb them (i.e., the choice of global or local perturbation and
the ranges of perturbation in different input variables).
Nevertheless, the sensitivity results from this study sug-
gest some distinct spatial patterns of the relative importance
of different climate variables in Australia. Since the Penman–
Monteith model is the most comprehensive physically based
PET model, the above regionalization of the PET sensitiv-
ity from this model can be used as a benchmark to identify
the key climate variables for estimating PET under potential
climate change. This information can be particularly useful
to suggest the potential suitability of specific PET models
for regional applications. For example, since the Penman–
Monteith PET showed higher sensitivity to wind at dry loca-
tions (Fig. 7b), it is expected that wind-dependent PET mod-
els (such as Penman and Penman–Monteith) would be more
appropriate for predicting PET at these locations. In contrast,
using simpler models that do not consider wind as an input
(such as Priestley–Taylor) can be problematic for these loca-
tions. Although this study only examined two PET models,
the results suggest that simpler empirical models are likely to
ignore some potential dynamics and interactions within the
climate variables, which makes them less preferred for PET
estimation under changing climates.
Another particular issue in the selection of one or several
PET models under a changing climate arises from consider-
ing the current reliability of available climate projections, as
the models can show high levels of sensitivity to variables
for which we currently do not have high-quality climate pro-
jections. For example, for a given emissions scenario, there is
reasonable confidence in projections of temperature and rela-
tive humidity in Australia, but less confidence in projections
of solar radiation and wind (Flato et al., 2013; CSIRO and
Bureau of Meteorology, 2015). However, the radiation-based
Priestley–Taylor model can show high sensitivity to solar ra-
diation, particularly for warm locations with high baseline
solar radiation (Fig. 8a and c), due to a particular empha-
sis on radiative energy and thus the empirical relationships
between PET and solar radiation. Similarly, the Penman–
Monteith model can exhibit higher sensitivity to wind for lo-
cations with low relative humidity (Fig. 7b). Therefore, the
use of GCM projections at these locations may lead to sig-
nificant uncertainty in PET estimates due to the uncertainty
in the driving variables.
5 Summary and conclusions
In this study, we used a global sensitivity analysis to investi-
gate the sensitivity of PET and the relative importance four
climatic variables which influence PET (T , RH, Rs and uz)
under plausible future changes in these variables. The sensi-
tivity analysis was conducted at 30 Australian case study lo-
cations within different climate zones to understand the im-
pact of varying baseline hydro-climatic conditions. For the
sensitivity analysis, the historical climate data at each study
site were first perturbed to represent a large number of plau-
sible climate change conditions, and then the responses in
PET were estimated with both the Penman–Monteith and
Priestley–Taylor models, from which the sensitivity of PET
was analyzed. The key results are as follows:
– In general PET is most sensitive to potential changes
in climate in regions with lower temperature, less so-
lar radiation and greater humidity, where 2-fold greater
magnitude of changes in PET are expected compared to
other locations in Australia.
– Within the plausible perturbations in T , RH, Rs and uz,
PET is generally most sensitive to T . The relative im-
portance of the other climate variables varies substan-
tially with the PET models. Rs has a dominant role in
the radiation-based Priestley–Taylor model, highlight-
ing the importance of radiative energy in the model. In
contrast, the importance of RH and uz are comparable
for the Penman–Monteith model, whereas Rs has only
little impact, reflecting the contribution of aerodynamic
energy.
– The relative importance of climate variables in influ-
encing PET depends very clearly on baseline climatic
conditions. From Penman–Monteith, locations that are
warmer, drier and receiving more solar radiation gen-
erally show greater sensitivity to uz and lower sensitiv-
ity to RH. For Priestley–Taylor, the importance of T in-
creases while that of Rs decreases for cooler locations
and locations receiving less solar radiation.
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The global sensitivity analysis used in this study is a powerful
tool for providing a comprehensive and consistent measure
of PET sensitivity to different climatic variables, considering
a wide range of possible changes in climate, across differ-
ent models with different data requirements. However, we
have identified space for improvements in further implemen-
tations. For example, the bounds of perturbation for each cli-
mate variable can have a substantial impact on PET sensitiv-
ity, and thus their selection requires careful justification (for
example see Whateley et al., 2014; Shin et al., 2013). There-
fore, alternative lines of evidence on possible changes in cli-
mate should be considered in setting these bounds: for ex-
ample, the results of ensemble climate models (e.g., Collins
et al., 2013), the impact of low-frequency climatic modes
(e.g., Chen et al., 2013; Vincent et al., 2015), as well as find-
ings from within paleoclimatology records (e.g., Ault et al.,
2014; Ho et al., 2015).
The analysis in this study also lends itself to scenario-
neutral analyses (Brown et al., 2012; Prudhomme et al.,
2010), although the full implications on specific impacts of
hydrological systems (flood risk, water supply, etc.) would
require the sensitivity analysis to be propagated to runoff via
explicitly modeling the interaction between ET and rainfall–
runoff processes (e.g., Garcia and Tague, 2015; Roy et
al., 2017). Furthermore, potential changes to precipitation,
which were not analyzed here but that can have a signifi-
cant impact on future runoff, would need to be considered.
Within this context, the incorporation of alternative lines of
evidence can therefore not only be used to define the bounds
of the perturbations, but also can be superimposed onto the
exposure space (e.g., as in Prudhomme et al., 2013a; Culley
et al., 2016) to provide insight into the likelihood of possi-
ble changes. The outcomes of our study can feed into such a
scenario-neutral analysis by providing guidance on the vari-
ables that are likely to be most important for a particular lo-
cation, as well as providing insights on the potential implica-
tions of using alternative PET models on the overall sensitiv-
ity results.
Data availability. The temperature, relative humidity, wind speed,
sunshine hours and rainfall data for the five case study locations
were obtained from the Climate Data Online project website, http:
//www.bom.gov.au/climate/data/ (Bureau of Meteorology, 2016).
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Appendix A: Sobol’ sensitivity analysis and PET models
A1 Sobol’ sensitivity analysis (Sobol’ et al., 2007)
Sobol’ is considered a variance-based method, which re-
quires estimation of the total variance in a model output due
to changes in its inputs is estimated with a Monte Carlo ap-
proach. To estimate the variances, a large number of samples
is firstly drawn by varying all input variables simultaneously,
and then a Sobol’ sequence is constructed by re-sampling
from within these Monte Carlo samples (Saltelli et al., 2010).
According to Sobol’ et al. (2007), to estimate the Sobol’ first-
order and total-order indices with a Monte Carlo sample size
of n consisting of p input variables, a Sobol’ sequence with a
total of n · (p+ 2) samples should be obtained, i.e., requiring
n · (p+ 2) model evaluations.
Sobol’ analysis partitions the total variance in model
output to the contribution of each individual input vari-
able (i.e., first-order effects), as well as their interactions
(i.e., higher-order effects), as follows (equation adapted from














. . .+V1,2...,n. (A1)
The outputs from Sobol’ analysis include (equations adapted
from Nossent et al., 2011)
1. first-order sensitivity index, which quantifies the indi-
vidual contribution of each input variable to the total





2. second- and higher-order sensitivity index, which quan-
tifies the contribution of interactions among two or more
input variables to the total variance of the model’s out-
put:








3. total sensitivity index, which quantifies the total con-
tribution of each input variable, including its individual
effect as well as all its interactions with other input vari-
ables, to the total variance of the model’s output:







From Eqs. (A1) to (A4), the sum of individual effects of all
input variables and all their interactions equals one (adapted














. . .+ S1,2...,n. (A4)
A2 Penman–Monteith PET model (FAO-56) (as in
McMahon et al., 2013)






1+ γ (1+ 0.34u2)
. (A5)
The process for estimating each of the variables in this equa-
tion are described in the following sections.
A2.1 Estimating 1 in Eq. (A7)


















A2.2 Estimating Rn in Eq. (A7)
Rn is the net incoming solar radiation at the evaporative sur-
face in MJ m−2 day−1, which is estimated by
Rn = Rns−Rnl. (A8)
In Eq. (A10), Rns is the net shortwave solar radiation, esti-
mated by
Rns = (1−α)Rs. (A9)
In Eq. (A11), α is the albedo at evaporative surface which
is fixed at 0.23 in this equation, and Rs is the measured or
estimated incoming solar radiation in MJ m−2 day−1. Rnl is












In Eq. (A12): σ is Stefan–Boltzmann con-
stant= 4.903× 10−9 MJ m−2 day−1 ◦K−4, va is the mean
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daily actual vapor pressure in kilopascals, Rs0 is the clear-
sky radiation in MJ m−2 day−1. va and Rs0 estimated by
















In Eq (A14), Elev is the ground elevation above sea level at
the measurement location, and Ra is the extraterrestrial solar








In Eq. (A15), Gsc is the solar con-
stant= 0.0820 MJ m−2 min−1, lat is the latitude in radiance,
dr is the inverse relative distance between Earth and Sun,
δ is the solar declination in radians and ωs is the sunset hour







with DoY as the day








ωs = arcos[− tan(lat) tan(δ)]. (A16)
A2.3 Estimating other variables in Eq. (A7)
– G is negligible for daily time step.





where P is the pressure
at elevation z meters. (A17)
u2 is the daily average wind speed measured at 2 m
in m s−1, which can be estimated from the measured











) where z0 is the roughness
height in meters. (A18)
(v∗a − va) is the vapor pressure deficit in kilopascals, in
which va is the mean daily actual vapor pressure in kilo-
pascals, estimated as Eq. (A13); v∗a is the daily satura-







In Eq. (A21), v∗a (Tmax) and v
∗
a (Tmin) are the vapor pressures







A3 Priestley–Taylor PET model (as in McMahon et al.,
2013)













– αPT is the albedo specifically used for the Priestley–
Taylor model, since an evaporative surface of reference
crop was assumed, this has a value of 1.12 which was
for a similar surface of short grass (see Table S8 of the
Supplement of McMahon et al., 2013);
– 1 is the slope of vapor pressure curve in kPa ◦C−1, es-
timated as Eq. (A8);
– γ is the psychrometric constant in kPa ◦C−1, estimated
as Eq. (A18);
– λ is the latent heat of vaporization, which is
2.45 MJ kg−1 at 20 ◦C;
– Rn is the net incoming solar radiation at the evapora-
tive surface in MJ m−2 day−1, which is estimated in the
same way as Eq. (A10);
– G is negligible for daily time step.
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CHAPTER 4 An Inverse Approach to Perturb 
Historical Rainfall Data for Scenario-Neutral Climate 







Scenario-neutral approaches are being used increasingly for climate 
impact assessments, as they allow water resource system performance to be 
evaluated independently of climate change projections. An important element 
of these approaches is the generation of perturbed series of 
hydrometeorological variables that form the inputs to hydrologic and water 
resource assessment models, with most scenario-neutral studies to-date 
considering only shifts in the average and a limited number of other statistics 
of each climate variable. In this study, a stochastic generation approach is 
used to perturb not only the average of the relevant hydrometeorological 
variables, but also attributes such as the intermittency and extremes. An 
optimization-based inverse approach is developed to obtain 
hydrometeorological time series with uniform coverage across the possible 
ranges of rainfall attributes (referred to as the ‘exposure space’). The approach 
is demonstrated on a widely used rainfall generator, WGEN, for a case study 
at Adelaide, Australia, and is shown to be capable of producing evenly-
distributed samples over the exposure space. The inverse approach expands 
the applicability of the scenario-neutral approach in evaluating a water 
resource system’s sensitivity to a wider range of plausible climate change 




Scenario-neutral approaches are being used increasingly to assess the 
possible impact of climate change on the performance of water resources 
systems (Dessai and Hulme, 2004, Brown et al., 2012, Brown and Wilby, 
2012, Nazemi and Wheater, 2014), as well as social and ecological systems 
(Gao et al., 2016, Poff et al., 2015). The information generated from these 
approaches can be used to assess system vulnerability under alternative 
climate change scenarios, and to calculate climatic thresholds at which system 
performance begins to change abruptly (Brown et al., 2011, Poff et al., 2015). 
Scenario-neutral approaches can also accommodate changes in climate 
projections without the need for additional analysis (Prudhomme et al., 2010), 
and can help to identify the important hydrometeorological variables, or 
particularly critical states of these variables that affect the system under 
consideration. The latter feature is particularly useful for selecting: (1) climate 
models; (2) strategies to generate future rainfall conditions from GCM-based 
projections (known as statistical downscaling); and (3) alternative ‘lines of 
evidence’ (e.g. expert opinion and data from the paleo-climatic record) that 
can provide useful information about these variables. Ultimately, this allows 
for the development of a more complete set of projections that describe how 
these variables might change in a greenhouse gas-enhanced climate (Vano et 
al., 2015, Steinschneider and Brown, 2013, Singh et al., 2014, Nazemi et al., 
2013). 
Central to the scenario-neutral approach is the analysis of system 
sensitivity to a range of hydrometeorological conditions. Such analyses 
involve exposing the system to perturbed hydrometeorological forcing data 
that reflect various hydrometeorological conditions that the system may 
confront in the future (referred to as the ‘exposure space’). To this end, it is 
important to consider the possible variations not only in the average states of 
the relevant hydrometeorological variables, such as annual average rainfall 
and potential evapotranspiration (see Kay et al. 2014, Prudhomme et al. 
2013a), but also their other attributes, including extremes, seasonality and 
interannual variability (Meselhe et al., 2009, Moody and Brown, 2013, 
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Prudhomme et al., 2010, Steinschneider and Brown, 2013). Indeed, 
assessments of historical and/or future changes to rainfall as a result of 
climate change have already indicated different changes to the averages 
(Collins et al., 2013), extremes (Westra et al., 2013, Alexander et al., 2006, 
Ajami et al., 2007, Westra et al., 2014a), temporal distribution (Rajah et al., 
2014) and low-frequency variability (e.g. Johnson et al., 2011) of rainfall 
throughout the world. Similarly complex changes to other relevant 
hydrometeorological variables might also be expected, including potential 
evapotranspiration, and snowfall and melt.  
One approach to generating perturbed hydrometeorological forcing data is 
by applying scaling factors to historical records of each of the relevant 
hydrometeorological variables. These factors can be applied at annual or 
monthly scales (Kay et al. 2014, Prudhomme et al. 2013a, Prudhomme et al. 
2010, Paton et al., 2013, Singh et al. 2014), or different factors that can be 
applied across different quantiles in the entire distribution (Nazemi et al., 
2013). Although such approaches might be viable for perturbing a small 
number of hydrometeorological variables and their attributes (i.e. low-
dimensional exposure spaces), the capacity of these to represent the 
potentially complex variations in a wider range of variables and attributes (i.e. 
high-dimensional exposure spaces) is likely to be limited. Consequently, when 
using scaling factors to perturb historical data for climate impact assessments, 
the resultant projections may not show the full range of variability that can be 
expected in a greenhouse gas-enhanced climate (Prudhomme et al. 2013a, 
Prudhomme et al. 2010, Steinschneider and Brown 2013). 
The use of stochastic generators has been proposed as an alternative to 
scaling factors to generate hydrometeorological data in a way that can account 
for a wider range of possible changes (Whateley et al., 2014). Some recent 
advances include the use of a multi-site weather generator that is capable of 
producing realistic time series of meteorological variables with shifts to the 
mean, standard deviation, extremes, daily-scale Markov transition 
probabilities and low-frequency (interannual) variability (for examples see 
Steinschneider and Brown, 2013, Wilby et al., 2014, Yates et al., 2015). This 
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is achieved through the perturbation of stochastic model parameters (including 
the transition probabilities and the autocorrelation coefficient) and the 
subsequent application of quantile correction, which, in combination, can be 
used to generate the high-dimensional exposure space. A challenge with this 
approach, however, is that it is difficult to assess a priori which parameters of 
the stochastic generator should be modified to produce time series at pre-
specified points in the exposure space, potentially leading to insufficient 
exploration of the exposure space. This challenge arises both as a result of the 
non-linear mapping between the parameters of a stochastic generator and the 
statistics of the hydrometeorological variables, as well as due to the stochastic 
nature of the model, which means that a single parameter set will produce 
hydrometeorological data that span multiple points on the exposure space 
(Steinschneider and Brown, 2013).  
In order to address the shortcomings of existing approaches in generating 
hydrometeorological data to form the exposure space, we introduce the 
concept and framework for an inverse approach with demonstration on a case 
study. The proposed inverse approach enables stochastic generators to be used 
to generate time series that uniformly span the desired range of the 
hydrometeorological variables and attributes of interest, and thus provides 
uniform coverage of the exposure space to serve the needs of scenario-neutral 
climate impact assessments. Although generally applicable to any parametric 
weather generator, this paper focuses on applying the method to rainfall time 
series for the following reasons: 
1. Although stochastic generators have been used to generate a range of 
weather variables, including temperature, humidity, and wind (e.g. 
Semenov and Brooks, 1999, Racsko et al., 1991), the majority of 
applications have focused on the generation of rainfall data, due to 
their importance as an input to many water resource assessments (e.g. 




2. At daily or shorter timescales, rainfall is intermittent, highly skewed 
(with rainfall series typically exhibiting a large number of moderate 
rainfall days and a small number of very heavy rainfall days), and 
exhibits variability at seasonal, interannual and longer time scales 
(Dubrovský et al., 2000, Bastola et al., 2011b). As a result, rainfall is 
often regarded as a particularly challenging variable to simulate 
stochastically.  
 
3. There has been a substantial amount of work on developing stochastic 
generation models to both generate replicates of historical rainfall data 
(Chen and Brissette, 2014, Furrer and Katz, 2008, Clark and Slater, 
2006, Frost, 2004, Boughton and Droop, 2003, Beven, 1987, 
Langousis and Kaleris, 2014, Langousis et al., 2015), as well as 
downscaling GCM-based climate projections (Wilby et al., 2014, 
Yates et al., 2015, Allen and Pruitt, 1986, Bastola et al., 2011b, Fowler 
et al., 2007, Jones et al., 2011, Kay and Jones, 2012).  
The remainder of this paper is structured as follows. In Section 4.2, we 
illustrate the alternative approaches that are currently available for generating 
an exposure space, including the historical scaling, forward and inverse 
approaches. This section also provides details of the proposed inverse 
approach. Section 4.3 introduces a case study and two stochastic generators 
that are used to illustrate both the proposed approach, as well as a simple 
forward approach that is used as a basis of comparison. The results are given 
in Section 4.4, followed by discussions in Section 4.5 and conclusions in 
Section 4.6.  
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4.2 Proposed inverse approach to exposure space 
generation 
4.2.1 Rationale for an inverse approach to perturbing stochastic model 
parameters 
As described in the introduction, a central feature of scenario-neutral 
approaches is the exploration of a water resource system’s response to a range 
of different hydrometeorological conditions. This range of hydrological 
variables (e.g. rainfall, temperature, evapotranspiration) and the set of 
attributes of these variables (e.g. annual average, variance, seasonal 
differences, extremes) are collectively referred to as an ‘exposure space’, and 
represent the range of conditions of interest that a system may be exposed to 
under a future climate. For example, if a scenario-neutral approach was to be 
used to evaluate system sensitivity to changes in the average, variability and 
extremes of rainfall, then this would require generating a three-dimensional 
exposure space with each dimension representing one of the rainfall attributes. 
Figure 4-1 illustrates the conceptual approaches that could be used to 
generate an exposure space E, which consists of the plausible future changes 
(represented as the gray shaded region, with the origin corresponding to no 
change) in various rainfall attributes of interest (represented by two axes A1 
and A2, which refer to two generic rainfall attributes or groups of attributes). 
Two techniques are involved in the perturbation approaches – namely scaling 
of rainfall time series and stochastic rainfall generation (as shown in the two 
green squares). We use the term ‘scaling’ in the figure to collectively refer to 
perturbations that are directly applied to rainfall time series, through the use of 
change factors at annual, monthly or other time scales (Prudhomme et al., 
2010, Prudhomme and Williamson, 2013, Kay et al., 2014), or more complex 
methods, such as quantile mapping (as used in Steinschneider and Brown, 
2013).  Consequently, the scaling technique can only modify rainfall intensity 
on wet days. The term ‘stochastic generation’ in the figure refers to indirect 
modification of the rainfall time series through changing the parameters of 
stochastic generators (as used in Steinschneider and Brown, 2013, Jones and 
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Page, 2001, Dubrovský et al., 2000). The parameter space ϴ consists of two 
axes of θ1 and θ2, which refer to two generic parameters or groups of 
parameters. The plausible ranges for all parameters are represented by the 
gray shaded region, while the origin represents the set of parameters 































































































































The first approach, ‘historical scaling’ (as shown in the top-right corner of 
Figure 4-1) is analogous to the approach used by Prudhomme et al. (2010), 
Prudhomme et al. (2013), and Kay et al. (2014), in which additive and/or 
multiplicative scaling factors are applied directly to historical 
hydrometeorological time series to obtain the desired changes in the relevant 
variables (usually rainfall and potential evapotranspiration). Although 
conceptually simple, this approach is not capable of representing variations in 
the rainfall intermittency, such as the frequency and persistence of dry-/wet-
day occurrence. Furthermore, it is difficult to apply this approach to higher-
dimensional exposure spaces, since it becomes difficult to develop an 
approach to scale each attribute independently of the other attributes. 
Consequently, it can be difficult to sample some regions of the exposure 
space.  
The remaining approaches use stochastic weather generators to obtain 
perturbed rainfall time series. The ‘forward’ approach (as illustrated in the 
middle of Figure 4-1) involves perturbing the parameters of stochastic 
generators over some pre-defined ‘parameter space’ to yield an exposure 
space (Dubrovský et al., 2000, Jones and Page, 2001). However, the non-
linear mapping between the parameters of a stochastic generator and the 
attributes of the hydrometeorological variables means that it is unlikely that 
the full range of the desired exposure space will be covered. Conversely, some 
perturbations may lead to rainfall attributes with levels out of the defined 
plausible ranges of the exposure space. Consequently, further scaling may still 
be necessary after application of the forward approach. Steinschneider and 
Brown (2013) used this combined ‘forward-plus-scaling’ approach by firstly 
perturbing the parameters of a stochastic generator (including Markov chain 
transition probabilities and the autoregressive model for low-frequency 
variability) to obtain stochastic sequences without changing the historical 
rainfall intensity; the wet-day rainfall intensity in the stochastic sequences was 
subsequently quantile-mapped to yield a set of target daily rainfall series with 
desired levels of rainfall attributes. Although this approach is likely to provide 
a much better coverage of the exposure space, some portions of the exposure 
space may still remain poorly represented because of the difficulty in finding 
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parameters that will result in all combinations of the hydrometeorological 
attributes of interest. 
The limitations of both the historical scaling and forward approaches 
motivate the ‘inverse’ approach proposed in this paper (bottom of Figure 4-1). 
Here, the desired values of the attributes of interest in the exposure space are 
the starting point for the analysis, followed by an optimization step to identify 
the stochastic generator parameters that produce stochastic sequences with 
these attributes. This approach provides control over the level of coverage of 
the exposure space, as required for the implementation of scenario-neutral 
approaches to climate impact assessments. 
4.2.2 Overview of the inverse approach 
To generate hydrometeorological time series with a range plausible 
attribute levels, the inverse approach is proposed as follows, which involves 
two primary steps: 
1) Identify a set of ‘target’ levels for each attribute included in the 
exposure space. In order to achieve an even coverage of the exposure 
space, we first select the desired levels we would like to sample for each 
attribute included in the exposure space (referred to as ‘target levels’). A 
number of different approaches can be used to select and combine the 
target levels (which produces individual ‘target locations’ in the exposure 
space), including sampling on a regular grid, or using more 
computationally efficient sampling methods, such as Latin hypercube 
sampling (Stein, 1987) or Hammersley sampling (Halton, 1960, 
Hammersley, 1960). 
 
2) Generate hydrometeorological time series that satisfy each target set 
of attributes. For each target location of the exposure space, we combine 
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stochastic weather generation with a formal optimization approach to 
identify the best-fit parameter set for the stochastic generator. This 
parameter set should be capable of producing hydrometeorological time 
series with the levels of attributes corresponding to that particular target 
location, as detailed below. 
During the optimization process, the decision variables are the parameters 
of the stochastic generator. The objective is to identify the parameters of the 
stochastic rainfall generator that minimize the difference between the values 
of the hydrometeorological attributes that correspond to the target location 
and those of the corresponding simulated values. The following objective 
function is proposed for minimization:  










𝑘 ] ∗ 100%}
2𝐾
𝑘=1                       (4.1)             
where i = 1, 2, … n for n target locations in the exposure space. For the k
th
 
attribute of the hydrometeorological variable of interest (𝑃𝑘), 𝑃𝑠
𝑘 represents 
the target level and ?̂?𝑘 represents the simulated level from the stochastic 
generator. Since different attributes are likely to consist of different 
magnitudes, the difference between a target level and the simulated level is 
represented as a percentage change relative to its long-term averaged 
historical value (𝑃ℎ𝑖𝑠
𝑘 ) to ensure consistent scales across different attributes. 
The optimization problem can be solved using a variety of optimization 
algorithms, such as genetic algorithms (Holland, 1975) or shuffled complex 
evolution (Duan et al., 1993).   
The optimization procedure proceeds as follows: (1) values of the 
parameters of the stochastic generator are perturbed based on the searching 
strategy of the selected optimization algorithm; (2) the corresponding time 
series of the desired hydrometeorological variables are generated; (3) the 
values of the attributes of interest are calculated; and (4) the objective function 
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is calculated in accordance with Eqn. 4.1, which drives the algorithm’s 
searching behavior. Steps (1)–(4) are then repeated until the specified 
stopping criterion has been met, such as the completion of a pre-specified 
number of iterations or until the objective function value is sufficiently small 
(Maier et al., 2014). It is important to note that as part of the inverse approach, 
the random seed of the stochastic generator should be held constant to ensure 
that the optimization proceeds as efficiently as possible, as discussed further 
in the following section.  
4.2.3 Random sampling issues of stochastic generators and the 
implications on the inverse approach 
The stochastic component of the rainfall generator can produce substantial 
variations in the simulation of rainfall attributes, even with a single parameter 
set. This randomness can affect the efficiency of the optimization process 
used in the inverse approach. Essentially, every iteration of the optimization 
involves a comparison among multiple parameter sets in terms of their ability 
to generate the target locations in the exposure space. However, as a result of 
stochastic generation, a single parameter set can lead to multiple potential 
locations on the exposure space (Figure 4-2). This can then mislead the 
comparison and affect optimization efficiency, as changes made to parameters 
by the optimization algorithm in order to lead the search in one particular 
direction might actually have the opposite effect. 
 
Figure 4-2: Using a single parameter set in the parameter space ϴ can yield multiple points 
(shown by the dashed arrows) in the exposure space E as result of the stochastic nature of the 
weather generator. Different colors represent simulations from two different parameter sets. 
To illustrate this issue, consider a simple optimization problem to find the 
best-fit parameters of a Gaussian distribution with the objective of getting a 
θ
Θ 






‘target’ sample mean of ?̅? = 3. Suppose that for one iteration the optimizer 
attempts to compare samples drawn from a simple Gaussian random generator 
(X ~ N(µ, σ)) where the parameter µ is changed from 4.0 to 4.5, while holding 
σ at a constant value of 1.  In the upper panel of Figure 4-3, we show 50 
random values drawn with each parameter set. For this set of random values, 
the sample mean from X ~ N(4.0, 1) is 4.2 compared with the sample mean 
from X ~ N(4.5, 1), which is 4.0. Therefore, the resulted sample mean from 
N(4.0, 1) is actually further away from the target sample mean of ?̅? = 3 
compared with N(4.5, 1), so that the search direction of the optimizer may be 
misled. Although this variance can be reduced with a larger sample size or a 




Figure 4-3: Implications of using random seed (upper panel) and fixed seed (lower panel) for 
comparing two parameter sets: X~N(4.0, 1) and X~N(4.5, 1), for simulating a sample mean of 3 
from a Gaussian distribution. 
To overcome this problem during optimization, the random number seed 
is held constant when producing the stochastic replicates. This ensures that 
any changes made to the parameters during the optimization process will lead 
the search in the desired direction. Using the same example, in the lower panel 
of Figure 4-3 we show 50 samples drawn from both X ~ N(4.0, 1) and X ~ 
N(4.5, 1) with the same random seed used for each pair of samples, resulting 
in samples means of 3.9 and 4.4 respectively, thereby indicating that N(4.0, 1) 
is better at producing a target sample mean of ?̅? = 3. In this way, the 
stochastic generator is able to search through the correct directions on the 
parameter space to find parameters that converge toward the target rainfall 
attributes. 
As discussed in Section 4.2.2, it is important to emphasize that the 
objective of the approach is to generate samples of hydrometeorological time 
series with specific levels for each attribute, rather than to identify the 
parameter sets that will produce those parameters in a population sense. 
Returning to the above example, the objective is to find a stochastic replicate 
with sample mean ?̅? = 3, regardless of the values of the parameters (µ, σ) 
used to achieve this value. Consequently, once this goal has been met, the 
search can stop and the parameter values that were used to produce the 
stochastic time series corresponding to each target location can be discarded. 
4.3 Case study 
The proposed inverse approach is illustrated on rainfall data from a 
catchment in South Australia, using two stochastic rainfall generators: the 
Richardson model and the WGEN model. To provide a benchmark for the 
proposed inverse approach, its performance is also compared with that of a 
forward approach. The rainfall data, stochastic rainfall generators and the 
specific implementation of the forward and inverse approaches are described 




We used a rainfall time series from a gauge in the southern Mount Lofty 
Ranges close to Adelaide, South Australia, as a case study. The climate in this 
region is temperate, with most rainfall occurring in winter and spring (May to 
October). The mean annual rainfall was 913mm for the study period from 
1989 to 2004. The daily rainfall data over this period have been used to 
represent the baseline (historical) rainfall conditions. 
We used four rainfall attributes as the dimensions of the exposure space, 
with definitions and baseline values provided in Table 4-1. These attributes 
represent key features of rainfall patterns; namely, the average daily rainfall 
(PD), the wet day frequency (WD), a measure of the rainfall intermittency 
(CDD) and a measure of extreme rainfall (Pex99). These attributes have been 
commonly used to assess the performance of rainfall generators (Semenov, 
2007, Kilsby et al., 2007, Hashmi et al., 2011, Fowler et al., 2007, Chen and 
Brissette, 2014), and are also closely related to several of the indices used for 
the detection and attribution of climate change, as described by the Expert 
Team on Climate Change Detection and Indices (ETCCDI; Klein Tank. et al., 
2009). 
Table 4-1: Definitions and annual average values of the four rainfall attributes that form the 
exposure space. 
Rainfall attribute Definition Historical value 
PD Daily rainfall intensity averaged over all days 2.49 mm 
WD Average number of wet days 161 days 
CDD Average length of consecutive dry days 3.75 days 
Pex99 The 99th percentile rainfall over wet days  37.6 mm 
 
For each rainfall attribute we defined a plausible range for sampling 
(which defined the range of each dimension within the exposure space) of 
between 50% and 150% of the historical values. These bounds are wider than 
would be expected from most climate change projections (e.g. CSIRO and 
Bureau of Meteorology, 2015, Stocker et al., 2013), to encompass a large 




4.3.2 Stochastic rainfall generators 
Two versions of the Richardson-type stochastic rainfall generator with 
different levels of complexity were used to generate the exposure space. We 
started with a simplified four-parameter model, which assumes uniform 
rainfall characteristics over the year. The advantage of this model is that it is 
possible to analytically derive the parameters that correspond to each target 
location in the exposure space. However, this simplified model uses a single 
value of each parameter throughout the year, and thus is unable to capture 
seasonal-scale variability. To highlight some practical issues with rainfall 
sampling, we then considered a more complex and widely used model—
namely the WGEN (Richardson and Wright, 1984).  
4.3.2.1 The four-parameter Richardson model 
The simplified Richardson-type rainfall generator uses the following four 
parameters: 
 The two parameters of the 1st order two-state Markov chain used for 
representing the transition probabilities of rainfall occurrence: pdd 
(dry–dry probability) and pwd (wet–dry probability), and 
 The two parameters of a gamma distribution for representing the 
rainfall intensity on wet days: α (scale) and β (shape). 
An approximate analytical expression relating two of the four output 
rainfall attributes (PD and WD) to the model parameters is given in 







                                                    (4.2) 
𝑊𝐷 = 365.25 ×
(1−𝑝𝑑𝑑)
(1−𝑝𝑑𝑑+𝑝𝑤𝑑)
                                       (4.3) 
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These analytical expressions have been used when exploring the 
implications of random sampling issues on the inverse generation approach 
(Section 4.4.1.3).   
4.3.2.2 The WGEN model 
The WGEN model (Richardson and Wright, 1984) has the same structure 
as the simplified Richardson model, except that it uses a unique set of the four 
parameters for each month of the year, leading to a total of 48 parameters. 
This model has been used widely for climate impact studies, and is generally 
shown to capture most of the key features of daily rainfall series (Katz, 2002, 
Kim et al., 2007, Bastola et al., 2011b). 
Since the proposed inverse approach involves optimization of the 
parameter values, a search space with low dimension (i.e. consisting of a 
small number of parameters as decision variables) is desired. To reduce the 
size of the parameter space in the inverse approach, the number of decision 
variables to be considered was reduced from 48 to eight by fitting harmonic 
functions to describe the seasonal variations of each parameter (Prudhomme 
et al. 2013a). The harmonic function takes the form of: 
𝛽(𝑡) = 𝛽0 + 𝐴(𝑐𝑜𝑠
2𝜋
𝑇
(𝑡 − 𝛷))                                       (4.4) 
where 𝛽(𝑡) represents one of the four parameters during month (t = 1,…, 
T) with T = 12, 𝛽0 represents the arithmetic mean of the parameter, A 
represents the amplitude and  𝛷 corresponds to the month where the 
maximum occurs. It is worth mentioning that although parameter 𝛷 can be 
varied as part of the optimization, the four-attribute exposure space in this 
case study was not designed to focus on shifts in rainfall seasonality (Section 
4.3.1), so that 𝛷 was held constant at its historically optimal value. To 
determine the value of 𝛷, we obtained the monthly estimates of pdd, pwd, α and 
β (based on the method in Richardson (1981)) using the historical rainfall 
data, and fitted a harmonic function to each parameter (Figure 4-4). The 
corresponding values of 𝛷 were thus identified to be 2, 1, 8 and 1 (i.e., 
February, January, August and January) for the four parameters, respectively. 
 
109 
As a result, the optimization was performed on the mean (𝛽0) and amplitude 
(A) of each of the four model parameters, leading to an eight dimensional 
search space. 
 
Figure 4-4: The monthly variations of pdd, pwd, α and β for WGEN to determine the values of 
𝜱, obtained from existing rainfall data, black dots represent individual parameter values 
estimated for each month, whereas red curves show the fitted harmonic functions. 
4.3.3 Sampling approach 
As illustrated in Figure 4-1, application of the forward approach involves 
sampling the parameter space prior to using the stochastic model. Similarly, 
application of the inverse sampling approach involves the identification of 
target locations in the exposure space as the basis for optimization. One 
approach to sampling both the parameter space (in the forward approach) and 
exposure space (in the inverse approach) is to define a grid of evenly spaced 
points over the entire space. However, this can be inefficient, particularly for 
high-dimensional problems (for a large number of parameters/attributes in the 
exposure space in the forward/inverse approach). For example, if one wished 
to sample on a grid of width 10 for the parameter space of the four-parameter 
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Richardson model, then it would be necessary to evaluate a total of 
10
4
=10,000 separate parameter sets. This issue is particularly pertinent for the 
inverse approach, since optimization is required to find a parameter set that 
corresponds to each point in the exposure space. Therefore, to provide even 
coverage of the parameter or exposure space while keeping the sample sizes 
low, two structured sampling techniques have been employed, namely Latin 
hypercube sampling (LHS) and improved distributed hypercube sampling 
(IHS).  
The objective of the analysis in this paper is to illustrate the inverse 
approach, by comparing its performance with the forward approach. Therefore 
and so for consistency, the objective of the sampling approach was to obtain 
100 samples within the exposure space. For the forward approach, it is not 
known a priori whether a particular parameter set in the parameter space will 
yield a sample in our exposure space (i.e. within the plausible range of 50%–
150% for each rainfall attribute, as defined in Section 4.3.1), so that the 
number of samples that need to be drawn from the parameter space is not 
known. To determine the total number of samples in a computationally 
efficient manner, we used the Latin hypercube sampling (LHS) method, 
which allows starting with a small sample size and adding new samples while 
keeping the previously generated ones. The LHS method involves sampling M 
variables with a desired sample size N by dividing the range of each variable 
into N equally probable intervals. N samples are then drawn so that any 
interval for each variable is only sampled once (Stein, 1987). To add n new 
sample points, the existing design is re-divided into (N + n) intervals; the N 
old samples are kept which occupy N intervals, and then n new samples are 
drawn to fill the remaining n intervals.  
Unlike the LHS method, the IHS method (Manteufel, 2001, Beachkofski 
and Grandhi, 2002) requires that the number of samples be specified a priori, 
but ensures more even coverage of the sampling space. This latter feature is 
attractive when sparsely sampling potentially high-dimensional spaces, and is 
therefore recommended to determine the target locations in the exposure space 
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for the inverse sampling approach. The IHS method is similar to the LHS 
method, with two additional objectives:  
1) The average minimum distance between sample points equals the 
optimal distance dopt. That is, if the span of each output variable is 
normalized to 1 so that the entire sample space is a hypercube of 
volume 1, then each sample point should cover an equal hypervolume 
(with dimension of M) within the entire space. This gives the optimal 




  .                                         
2) The coefficient of variance (COV) of all minima between each pair of 
sample points is close to zero.  
4.3.4 Implementation of forward approach 
As mentioned previously, the forward approach has been used to provide a 
benchmark against which the utility of the proposed inverse approach can be 
assessed. The approach involves the following steps: 
1) The parameter space is constructed by selecting appropriate ranges of 
the parameters for the stochastic generators; 
2) Parameter sets are drawn from the parameter space using a sampling 
strategy such as the LHS method described in Section 4.3.3;  
3) The sampled parameter sets are used to generate time series of the 
hydrometeorological variables of interest (in this case, rainfall); and 
4) The values of the attributes that define the exposure space are 
calculated for each of the generated hydrometeorological time series. 
For the simple four-parameter Richardson model, the ‘transition 
probability’ parameters (pdd and pwd) both vary between 0 and 1. The two 
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‘rainfall intensity’ parameters (α and β) are for the gamma distribution and 
should be greater than 0 (Note that their values are mostly between 0 and 1 
when calibrated to historical data; see Richardson and Wright, 1984). From a 
preliminary analysis for our case study, α and β values of 0.56 and 0.10 were 
obtained respectively, yielding rainfall time series with attributes that are 
close to the historical data. Therefore, although α and β do not physically have 
upper bounds and can take any value above 0, their ranges were set to be 
between 0 and 1 in the forward approach based on their historical values. The 
use of such a small range ensures that the parameter space surrounding the 
historical levels of the parameters is sufficiently sampled. For WGEN, the 
parameter ranges were defined in a similar way, so that the bounds of both the 
transition probability and rainfall intensity parameters were set to 0 and 1 for 
all months. 
As mentioned previously, for both stochastic models, LHS was used to 
sample the parameter space. An initial Latin hypercube sample size of 100 
parameter sets was used, and this was incremented until 100 rainfall time 
series were generated with attributes within the plausible bounds of the 
exposure space.  
4.3.5 Implementation of proposed inverse approach 
A general description of the inverse approach was provided in Section 
4.2.2. The IHS method (Section 4.3.3) was used to determine the target 
locations for the optimization, which consist of 100 sets of combined levels of 
the four rainfall attributes that uniformly cover the exposure space.  
For each target location, the best-fit parameter sets for both the four-
parameter Richardson model and the WGEN model were identified using 
optimization. The shuffled complex evolution algorithm (Duan et al., 1993) 
was used as the optimization engine, due to its proven ability for solving 
complex optimization problems in hydrological studies (Gupta et al., 1999, 
Thyer et al., 1999, Wang et al., 2010). Based on the general formulation in 
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        (4.5) 
The constraints of the optimization consist of the plausible ranges of the 
parameters for both models. As mentioned in Section 4.3.4, the plausible 
range for the probability parameters (pdd’s and pwd’s) is between 0 and 1; for 
the intensity parameters (α’s and β’s), which do not have a physical upper 
limit, we defined the range to be between 0 to 10
4
, which was wider than the 
range used for the forward approach (Section 4.3.4) to enable more extensive 
searching within the defined range.  
 
For the WGEN model, since a harmonic function has been fitted to the 
monthly values of each of the probability and intensity parameters (Section 
4.3.2.2), the actual decision variables for the optimization were the parameters 
of the harmonic functions (i.e. 𝛽0 and A, which represent the mean and 
amplitude respectively, as in Eqn. 4.4). To ensure that the probability 
parameters were always within 0 and 1 while the intensity parameters were 
always within 0 and 10
4
 during the optimization process, the values of the 
mean and amplitude for each of these parameters have been optimized 
sequentially.  In the first step, the mean value of each parameter has been 
optimized with the amplitude kept as zero. Once the mean has been 
determined, a second optimization was conducted to estimate the amplitude. 
For example, if the mean of pdd is found by the optimizer to be 0.3 in the first 
step, its amplitude must be constrained between 0 and 0.3 in the second step 
to avoid values of pdd  going beyond 0 and 1. 
It should be noted that in determining the target locations, the IHS only 
checks the multi-dimensional uniformity of the overall distribution, without 
considering the physical interpretation for each individual target location. 
Therefore, it is important to ensure that each target location selected is 
physically plausible. For example, PD should always be less than Pex99, and 
WD should never exceed 365 days. For this study, these constraints were 
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automatically satisfied because a relatively small plausible range of 50%–
150% was selected for each attribute. If the rainfall samples are required to 
show larger variances, it may be necessary to impose additional constraints in 
the optimization procedure to ensure the resultant samples remain physically 
plausible.  
4.4 Results 
4.4.1 The four-parameter Richardson model 
4.4.1.1 Forward approach 
The coverage of the exposure space obtained by applying the forward 
approach to the four-parameter Richardson model is shown in Figure 4-5, 
which shows high variances in some rainfall attributes. In particular, the 
generated PD, CDD and Pex99 can go up to 15,000%, 6,000% and 80,000% 
of their corresponding historical values, respectively (Figure 4-5a), which are 
well outside the bounds of the exposure space. The sampled WD has lower 
variance with values up to only 226% of the historical values (since a year 
contains a maximum of 365 or 366 days), however, these values are still 
above the upper limit of the exposure space of 150%. The high variance leads 
to low sampling efficiency – to obtain 100 sets of combined levels of rainfall 
attributes within our exposure space, a total of 7635 LHS samples of 
parameter sets had to be generated (i.e. 98.7% samples were unacceptable and 
discarded). All 7635 sets of rainfall attributes are plotted in Figure 4-5a, with 





Figure 4-5: The four rainfall attributes described as a percentage relative to the historical 
values produced by the four-parameter Richardson model, by drawing LHS samples from the 
parameter space, for (a) all the 7635 samples, and (b) only the 100 samples that fall in the 
plausible range of between 50% and 150% for each rainfall attribute. The upper-right triangle 
displays pairwise correlations.   
In addition to the issue of inefficient sampling, based on both a visual 
inspection of the coverage on the exposure space as well as consideration of 
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the correlation coefficients, it is clear that the coverage of the exposure space 
is uneven (Figure 4-5b). In particular, samples are clustered in small regions 
of the exposure space for each rainfall attribute, with other parts of the space 
receiving limited or no coverage. For example, the correlation between PD 
and Pex99 is quite high, which results in better coverage over regions closer 
to the diagonal of the joint distribution of PD and Pex99 than other regions.  
The above problems with using the forward approach are most likely due 
to the non-linear translation from parameters to rainfall attributes through the 
stochastic generator, so that large variations in certain regions in parameters 
space result in small variations in exposure space and vice versa. This non-
linearity will be further illustrated in the next section with the distribution of 
parameters identified through the inverse approach.   
4.4.1.2 Inverse approach 
Figure 6a shows the 100 target locations of desired rainfall attributes that 
have been determined using the IHS approach (Section 4.3.3). As can be seen, 
the IHS approach generates samples that appear to be uniformly distributed 
across the exposure space, with even coverage across each attribute and low 
cross-correlations between attributes.  
The final set of combined levels of attributes corresponding to each of the 
100 stochastically generated rainfall time series obtained using the inverse 
approach is presented in Figure 4-6b. As can be seen, the optimization-based 
approach is effective in producing the desired levels of rainfall attributes (i.e. 
target locations), with all of the 100 samples falling within the bounds of the 
exposure space and with relatively even coverage of the exposure space 
(Figure 4-6b). Therefore, the inverse approach delivers much better coverage 




Figure 4-6: The four rainfall attributes described as a percentage relative to the historical 
values produced by the four-parameter Richardson model for (a) 100 selected IHS sample 
locations and (b) 100 corresponding optimized locations. The upper-right triangle displays 
pairwise correlations.    
Figure 4-7 shows the values of the 100 parameter sets for the four-
parameter Richardson model, identified via application of the inverse 
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approach, highlighting the non-linear mapping between parameter space and 
exposure space. This is best illustrated with the non-uniform distribution of 
the best-fit parameters, in contrast to the uniform distribution of the exposure 
space (Figure 4-7). Furthermore, the parameters have considerably different 
ranges compared with the a priori [0,1] ranges that were specified for the 
forward approach. For example, the values of pdd generally vary within a 
narrower range of 0.5–0.9, whereas values of α are as high as 10. Therefore, 
the ranges of [0,1] defined for the four parameters in the forward approach (as 
detailed in Section 4.3.4) can significantly limit the resultant coverage of the 
exposure space. This also reflects the high degree of non-linearity in the 
mapping between the parameter values and the exposure space, as a small 
change in the exposure space may result in a large shift in parameter space. 
 
Figure 4-7: Parameters corresponding to the exposure space in Figure 4-6.  
Interestingly, for the case study considered, although the inverse approach 
had the additional step of parameter optimization, the computational time 
required to obtain 100 samples was 32.6% shorter than for the forward 
approach. This is likely due to the large number of samples that were 
discarded in the forward approach.   
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4.4.1.3 Implications of random sampling on the inverse generation 
approach 
In the above example, we fixed the random seed of the random number 
generator during the optimization process due to reasons discussed in Section 
4.2.3. To illustrate the importance of this aspect of the optimization, we use 
the analytical expressions in Eqns. 4.2 and 4.3 to estimate the model 
parameters that will yield individual target locations from a grid consisting 
five evenly-spaced levels for each of WD and PD (50%, 75%, 100%, 125% 
and 150% of their historical values). These locations within the exposure 
space are given as green dots in Figure 4-8. We then generated 100 stochastic 
replicates from each of these parameter sets with different random seeds, 
which are shown as blue and red scatter about each of the target locations in 
Figure 4-8. 
 
Figure 4-8: Stochastic behavior of the four-parameter Richardson model in simulating WD 
and PD, with 100 replicates for the analytically-solved parameter set corresponding to each single 
target location. Two separate colors (i.e. red and blue) were used to differentiate between adjacent 
target locations. 
The stochastic nature of the model is clear for all target locations. For each 
parameter set, the 100 replicates of WD vary up to ±10% around their target 
 
120 
level, which is similar for all target levels of WD and PD. In contrast, the 100 
replicates of PD are closer to the target level for smaller PD (e.g. up to ±10% 
around where the target level is 50%), while for larger PD target levels the 
spread among replicates increases substantially (e.g. up to ±40% around 
where the target level is 150%). Compared with the sampling resolution 
required in this study (shown in Figure 4-6a), the variability in Figure 4-8 is in 
fact much higher, which can adversely affect the capacity of the optimizer to 
find parameters that correspond to each target location, as discussed in 
Section 4.2.3.  
4.4.2 The WGEN model 
4.4.2.1 Forward approach 
The coverage of the exposure space obtained by applying the forward 
approach to the WGEN model is shown in Figure 4-9. Similar to the results 
for the four-parameter model (Section 4.4.1.1), the forward approach shows 
low efficiency: to obtain 100 sets of rainfall attributes within the range of the 
exposure space, 1453 LHS samples of WGEN parameter sets were required 
(Figure 4-9a), which means that 93.1% of samples were discarded. With the 
100 plausible sets in Figure 4-9b, the coverage of the exposure space is poor, 
which is also evident through the high pairwise correlations (such as between 





Figure 4-9: The four rainfall attributes described as a percentage relative to the historical 
values produced by the WGEN model, by drawing LHS samples from the parameter space, for (a) 
all 1453 samples, and; (b) only the 100 samples that fall in the plausible range of between 50% and 
150% for each rainfall attribute. The upper-right triangle display pairwise correlations.   
 
122 
4.4.2.2 Inverse approach 
To examine the performance of the inverse approach with WGEN, the 100 
target locations which have been determined using the IHS approach (Section 
4.3.3) are plotted in Figure 4-10a. The final optimized set of attributes 
corresponding to each of the 100 stochastically generated rainfall time series 
is presented in Figure 4-10b. The inverse approach is generally effective in 
evenly covering the exposure space and reproducing these target locations. In 
particular, this approach delivers much better coverage of the exposure space 
than the forward approach (Figure 4-9) in the following aspects: 
1) All of the 100 samples are within the plausible output space defined in 
Table 4-1, suggesting effective control over the values of individual 
rainfall attributes; and 
2) The joint distribution of multiple rainfall attributes is much more 
uniform across the exposure space, and the pairwise correlations 




Figure 4-10: The four rainfall attributes described as a percentage relative to the historical 
values produced by the WGEN model for (a) 100 selected IHS sample locations and (b) 100 
corresponding optimized locations. The upper-right triangle displays pairwise correlations.    
As an alternative approach to assessing the relative uniformity of the 
sampling in the exposure space, the minimum distances between sample 
points in the exposure space are compared for both the forward (as orange 
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dots in Figure 4-11) and inverse approaches (as blue dots in Figure 4-11). The 
results show that the inverse sampling approach produces a more uniform 
coverage, as the minima between sample points are closer to the optimal 
distance, dopt = 0.32 (see Section 4.3.3). Furthermore, the coefficient of 
variance (COV) of these minimum distances is also much lower (i.e. 0.52 for 
the inverse approach compared with 2.90 for the forward approach). 
 
Figure 4-11: Minimum distances between sample points obtained from the forward and 
inverse approaches with the WGEN model. The dashed line shows the optimal distance with 100 
plausible samples (dopt = 0.32). 
It is worth noting that to obtain 100 sample points on the exposure space 
with the WGEN model, the overall execution time required for implementing 
the inverse approach is 73% longer than that for the forward approach. This is 
most likely due to the difficulty in solving optimization problems with a larger 
number of parameters, as a result of the larger search space that has to be 
explored. However, the inverse approach ensures uniform coverage of the 
exposure space with the desired resolution, which is the key objective for 
constructing the exposure space. In contrast, the forward approach failed to 
obtain such coverage. Therefore, although associated with a higher 
computational expense, the proposed inverse approach is the only way of 
achieving the desired coverage of the exposure space.   
 
125 
4.5 Discussion  
This study presented a framework for sampling various rainfall conditions 
to construct an exposure space for scenario-neutral climate impact 
assessments. Here, we discuss some practical considerations, as well as 
possible future adaptations of the framework.  
4.5.1 Design of exposure space to represent more complex potential 
climate changes 
The four rainfall attributes considered in the exposure space for this study 
(i.e. PD, WD, CDD and Pex99) are good descriptors of a range of changes of 
annual precipitation characteristics. However, there is also a range of other 
rainfall attributes that might be important when considering the impact of 
climate change, such as changes at seasonal or interannual timescales (e.g. 
Kwon et al., 2009, Johnson et al., 2011, Christensen et al., 2007). 
Furthermore, potential future variations in other climatic features, such as 
temperature, solar radiation and evapotranspiration, may also have a 
substantial impact on water resources (for examples see Prudhomme and 
Williamson 2013, Chiew and McMahon 2002). 
The inverse approach presented here is sufficiently flexible to cater to all 
attributes in the exposure space that are of interest (provided they can be 
generated with an appropriate stochastic generator), although this comes at the 
expense of additional computational cost. Considering the trade-off between 
the flexibility of producing different climate patterns and computational 
effort, it is important to identify key hydrometeorological variables of interest, 
as well as their attributes, based on an understanding of the behavior of the 
system being analyzed.  
Depending on the specific hydrometeorological variables involved, the 
format of the objective function may require modification from Eqn. 4.1, 
which was designed assuming multiplicative perturbations to attributes (e.g. 
changes expressed as a percentage of the historical value). For example, 
temperature changes are typically represented in an additive way (e.g. 
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increases in temperature by degrees Celsius; for examples see Chiew and 
McMahon 2002, Kingston et al. 2009), and this would require an adjustment 
to the objective function in Eqn. 4.1. 
In this study, the boundary of the exposure space was set at 50-150% of 
the historical values of each attribute, which is sufficiently wide to incorporate 
a large number of possible changes in each of the rainfall attributes, while also 
using the same percentage changes across attributes to facilitate illustration. 
However, this framework can be easily adapted to incorporate tailored bounds 
for the exposure space, which should be carefully selected to suit the case 
study under consideration. In particular, if the bounds deviate too far from 
present conditions, a significant portion of samples will be unrealistic, even 
when extreme climate change impacts are considered. Conversely, if the 
bounds are too narrow, system response to some plausible climatic changes 
might not be considered (Whateley et al., 2014). Multiple sources of 
information could be considered in selecting these bounds, including GCM-
based climate projections (e.g. Collins et al., 2013) of possible future climatic 
changes, and additional lines of evidence on possible changes to key 
variables, such as from long-term paleoclimatology reconstructions (e.g. Ho et 
al. 2015, Ault et al. 2014, Hansen and Sato 2012). In addition, it is worth 
specifying an exposure space with bounds that are wider than the range 
suggested from all currently available sources of information, so that 
additional climate change projections can be included in the analysis as they 
are developed (Steinschneider and Brown, 2013).   
Finally, when determining the target locations consisting of different 
hydrometeorological attributes on the exposure space, it is desirable to ensure 
the physical realism of each individual location so that corresponding time 
series can be obtained with the aid of stochastic weather generators. This 
requires not only ensuring that the target levels of individual attribute are 
realistic (such as the constraints for the levels of WD, as discussed in Section 
4.3.5), but also maintaining physically plausible relationships among multiple 
attributes (for example, a target location cannot consist a WD value of 100 
days with a CDD value of 300 days, because this combination means that the 
 
127 
annual average wet day is 100 days while the annual average dry spell length 
is 300 days, which is physically unrealistic). 
4.5.2 Stochastic generation of the exposure space 
In this study, we used a sample size of 100 to represent different levels of 
changes for each individual attribute considered in the exposure space, with 
fixing the random seed across replicates to facilitate improved convergence 
during the optimization process. In this way, however, there is likely to be 
limited variability in between time series corresponding to different points on 
the exposure space.  
This issue can be addressed in at least three ways: 
1. Increase the sample size, and thus the coverage resolution in the 
exposure space. Increasing the exposure space resolution is likely to be 
particularly useful when the number of attributes increases, as this will 
lead to a corresponding increase in the dimensionality of the exposure 
space. 
2. The length of each sample can be increased. Currently, the length is 
equal to the length of the historical data series (i.e. 15 years). 
However, it would be trivial to allow the simulation to run for longer 
periods of time to obtain greater stochastic variation. This will require 
the same number of optimized parameter sets, although because of the 
use of the same initial seed, there will still be significant similarities 
between individual samples.  
3. The procedure can be repeated multiple times with different random 
seeds for each iteration, thereby generating multiple replicates. This 
would substantially increase the level of stochastic variability, 
although at the expense of additional computational time. 
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The appropriate sample size, length of each sample and number of 
replicates are likely to depend on the case study considered, as well as 
available computational resources.  
4.5.3 Equi-finality in the optimization process  
When using optimization to search for best-fit solutions, equi-finality 
issues are likely to arise (i.e. multiple solutions leading to the same results in 
the objective function, therefore they are not distinguishable during 
optimization, see Beven and Freer, 2001). This problem is further complicated 
within the proposed inverse approach, as the values of the objective function 
for optimization are based on results from stochastic models.  
Equi-finality issues are likely to be greatest for low-dimensional exposure 
spaces, since higher-dimensional exposure spaces add constraints to the 
parameter space. For example, the chance that two contrasting combinations 
of Pdd and Pwd lead to the same combination of WD and CDD is much lower 
compared to that resulting in the same level of WD in isolation. Thus, 
increasing the number of attributes considered could have the additional 
advantage of reducing the number of feasible parameter sets to be considered.   
It is worth noting that although equi-finality is likely to occur when the 
proposed inverse approach is implemented, the aim of the approach is to 
identify time series of outputs from the stochastic generator that result in 
desired values of the attributes included in the exposure space, and not to the 
identification of the resulting parameters in the stochastic generator, as 
discussed in Section 4.2.3. However, when different parameter sets lead to the 
same combination of attributes on the exposure space, the different time series 
of hydrometeorological variables which they produce can consist of varying 
degrees of physical realism. Therefore, checking the physical realism of the 
generated time series can potentially help to eliminate unrealistic parameter 
sets and thus resolve any equi-finality issues. 
4.5.4 Computational efficiency and execution time 
In our particular implementation of the proposed inverse approach, the 
computational time required to produce 100 evenly distributed samples is 
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around eight hours using an Intel Xeon E3 (2.60GHz, 8 Cores) processor with 
32GB RAM for both the four-parameter model and the WGEN, suggesting a 
relatively high computational demand. However, in general, the 
computational effort required is dependent on a number of practical 
specifications, including the operating system, programming language and 
algorithm used. As the key focus of this study is to introduce and illustrate a 
new method, the above-mentioned specifications have not been optimized for 
computational efficiency. We have used the R package lhs (Carnell, 2012) for 
obtaining samples over the exposure space with the IHS and LHS methods, 
together with the shuffled complex evolution algorithm embedded in the R 
package hydromad (Andrews and Guillaume, 2013) for solving the optimal 
parameter values for the stochastic generator. We have also developed our 
own R-scripts to execute the four-parameter Richardson and the WGEN 
models. It is expected that an improved integration of these different 
modelling components with the aid of other programming languages, such as 
Fortran or C++, will further increase computational efficiency. 
4.6 Conclusions 
Generation of exposure spaces for scenario-neutral climate impact 
assessments should consider a range of potential variations in relevant 
hydrometeorological variables, including shifts in the average, intermittency, 
variability and extremes. The ‘exposure space’ describes the range of 
conditions of interest that a system may be exposed to under a future climate, 
and this paper presents and demonstrates an inverse approach to stochastically 
generating hydrometeorological time series to uniformly cover this exposure 
space.  
The utility of the proposed inverse approach is benchmarked against a 
forward approach for rainfall generation for a South Australian catchment, 
using two Richardson-type stochastic rainfall generators of varying 
complexity. The results highlight the highly non-linear translation from 
parameter space to exposure space, and thus the need for the proposed inverse 
approach in order to obtain a relatively uniform coverage of the exposure 
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space. For both models, the inverse approach demonstrates better control of 
the sampling range, with 100% of samples falling within the exposure space. 
Furthermore, the uniformity of the coverage of the four-dimensional exposure 
space is substantially improved.  
Several potential adaptations for future implementations of the framework 
have been discussed, which are: (1) the design of the exposure space to 
represent more complex changes in climate; (2) improvements to the way that 
stochastic samples in the exposure space are generated; (3) ways of reducing 
the effects of equifinality during the optimization process; and (4) methods for 
increasing computational efficiency. The flexibility of the proposed inverse 
approach enables consideration of all climate attributes of interest at the 
desired resolution, thereby expanding the applicability of the scenario-neutral 
approach to evaluating a water resource system’s sensitivity to a wide range 
of plausible changes in climate.  
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Appendix 4A Supplementary to Chapter 4 
Table 4A.1. Definition of terminology used in Chapter 4. 
Terminology Definition 
exposure space A large range of plausible hydrometeorological conditions that a system 
may confront in the future. 
hydrometeorological 
attributes  
The statistics calculated from the time-series of hydrometeorological 
variables (e.g. rainfall, temperature and potential evapotranspiration) 
which describe their average conditions, variations, extremes, as well as 
other features. For example, temperature is considered as a 
hydrometeorological variable, with potential attributes including annual 
average temperature, annual maximum temperature and seasonal 
average temperature, etc. 
low-dimensional 
exposure space 
An exposure space that consists of a small number of 
hydrometeorological variables and their attributes.  
high-dimensional 
exposure space 
An exposure space that consists of a large number of 
hydrometeorological variables and their attributes. 
forward approach The approach of perturbing the parameters of stochastic generators 
over some pre-defined ‘parameter space’ to yield an exposure space. 
historical scaling The approach to obtain a desired exposure by applying additive and/or 
multiplicative scaling factors directly to the historical time series of 
hydrometeorological variables (as in Kay et al., 2014; Prudhomme et al., 
2010; Prudhomme and Williamson, 2013). 
forward-plus-scaling 
approach 
The approach that combines the use of the forward and scaling 
techniques to generate an exposure space. In this study, this specifically 
refers to the approach illustrated in Steinschneider and Brown (2013). In 
this approach, the parameters of a stochastic generator (namely, 
Markov chain transition probabilities and the autoregressive model for 
low-frequency variability) are first perturbed to obtain stochastic 
sequences without changing the historical rainfall intensity. The wet-day 
rainfall intensity in the stochastic sequences is subsequently quantile-
mapped to yield a set of daily rainfall series with desired levels of rainfall 
attributes. 
inverse approach The approach aims to generate an exposure space by first selecting the 
desired values of the attributes of interest in the exposure space, 
followed by an optimization step to identify the stochastic generator 
parameters that produce stochastic sequences with these attributes. 
target level A desired level for a single meteorological attribute that is included in 
the exposure space. 
target location A desired combination of the target levels for each of the 
hydrometeorological attributes that are included in the exposure space.  
best-fit parameters for 
the stochastic 
generator 
The parameter set for the stochastic generator that produces 
hydrometeorological time series with the levels of attributes 
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s u m m a r y
Scenario-neutral approaches are being used increasingly for climate impact assessments, as they allow
water resource system performance to be evaluated independently of climate change projections. An
important element of these approaches is the generation of perturbed series of hydrometeorological
variables that form the inputs to hydrologic and water resource assessment models, with most
scenario-neutral studies to-date considering only shifts in the average and a limited number of other
statistics of each climate variable. In this study, a stochastic generation approach is used to perturb
not only the average of the relevant hydrometeorological variables, but also attributes such as the
intermittency and extremes. An optimization-based inverse approach is developed to obtain hydromete-
orological time series with uniform coverage across the possible ranges of rainfall attributes (referred to
as the ‘exposure space’). The approach is demonstrated on a widely used rainfall generator, WGEN, for a
case study at Adelaide, Australia, and is shown to be capable of producing evenly-distributed samples
over the exposure space. The inverse approach expands the applicability of the scenario-neutral approach
in evaluating a water resource system’s sensitivity to a wider range of plausible climate change scenarios.
 2016 Elsevier B.V. All rights reserved.
1. Introduction
Scenario-neutral approaches are being used increasingly to
assess the possible impact of climate change on the performance
of water resources systems (Brown et al., 2012; Brown and
Wilby, 2012; Dessai and Hulme, 2004; Nazemi and Wheater,
2014), as well as social and ecological systems (Gao et al., 2016;
Poff et al., 2015). The information generated from these approaches
can be used to assess system vulnerability under alternative
climate change scenarios, and to calculate climatic thresholds at
which system performance begins to change abruptly (Brown
et al., 2011; Poff et al., 2015). Scenario-neutral approaches can also
accommodate changes in climate projections without the need for
additional analysis (Prudhomme et al., 2010), and can help to iden-
tify the important hydrometeorological variables, or particularly
critical states of these variables that affect the system under con-
sideration. The latter feature is particularly useful for selecting:
(1) climate models; (2) strategies to generate future rainfall condi-
tions from GCM-based projections (known as statistical downscal-
ing); and (3) alternative ‘lines of evidence’ (e.g. expert opinion and
data from the paleo-climatic record) that can provide useful
information about these variables. Ultimately, this allows for the
development of a more complete set of projections that describe
how these variables might change in a greenhouse gas-enhanced
climate (Nazemi et al., 2013; Singh et al., 2014; Steinschneider
and Brown, 2013; Vano et al., 2015).
Central to the scenario-neutral approach is the analysis of sys-
tem sensitivity to a range of hydrometeorological conditions. Such
analyses involve exposing the system to perturbed hydrometeoro-
logical forcing data that reflect various hydrometeorological condi-
tions that the system may confront in the future (referred to as the
‘exposure space’). To this end, it is important to consider the
possible variations not only in the average states of the relevant
hydrometeorological variables, such as annual average rainfall
and potential evapotranspiration (see Kay et al., 2014;
Prudhomme et al., 2013), but also their other attributes, including
extremes, seasonality and interannual variability (Meselhe et al.,
2009; Moody and Brown, 2013; Prudhomme et al., 2010;
Steinschneider and Brown, 2013). Indeed, assessments of historical
and/or future changes to rainfall as a result of climate change have
already indicated different changes to the averages (Collins et al.,
2013), extremes (Ajami et al., 2007; Alexander et al., 2006;
Westra et al., 2013, 2014), temporal distribution (Rajah et al.,
2014) and low-frequency variability (e.g. Johnson et al., 2011) of
rainfall throughout the world. Similarly complex changes to other
relevant hydrometeorological variables might also be expected,
including potential evapotranspiration, and snowfall and melt.
http://dx.doi.org/10.1016/j.jhydrol.2016.03.025
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One approach to generating perturbed hydrometeorological
forcing data is by applying scaling factors to historical records of
each of the relevant hydrometeorological variables. These factors
can be applied at annual or monthly scales (Kay et al., 2014;
Paton et al., 2013; Prudhomme et al., 2013, 2010; Singh et al.,
2014), or different factors that can be applied across different
quantiles in the entire distribution (Nazemi et al., 2013). Although
such approaches might be viable for perturbing a small number of
hydrometeorological variables and their attributes (i.e. low-
dimensional exposure spaces), the capacity of these to represent
the potentially complex variations in a wider range of variables
and attributes (i.e. high-dimensional exposure spaces) is likely to
be limited. Consequently, when using scaling factors to perturb
historical data for climate impact assessments, the resultant pro-
jections may not show the full range of variability that can be
expected in a greenhouse gas-enhanced climate (Prudhomme
et al., 2013, 2010; Steinschneider and Brown, 2013).
The use of stochastic generators has been proposed as an alter-
native to scaling factors to generate hydrometeorological data in a
way that can account for a wider range of possible changes
(Whateley et al., 2014). Some recent advances include the use of
a multi-site weather generator that is capable of producing realis-
tic time series of meteorological variables with shifts to the mean,
standard deviation, extremes, daily-scale Markov transition proba-
bilities and low-frequency (interannual) variability (for examples
see Steinschneider and Brown, 2013; Wilby et al., 2014; Yates
et al., 2015). This is achieved through the perturbation of stochastic
model parameters (including the transition probabilities and the
autocorrelation coefficient) and the subsequent application of
quantile correction, which, in combination, can be used to generate
the high-dimensional exposure space. A challenge with this
approach, however, is that it is difficult to assess a priori which
parameters of the stochastic generator should be modified to pro-
duce time series at pre-specified points in the exposure space,
potentially leading to insufficient exploration of the exposure
space. This challenge arises both as a result of the non-linear map-
ping between the parameters of a stochastic generator and the
statistics of the hydrometeorological variables, as well as due to
the stochastic nature of the model, which means that a single
parameter set will produce hydrometeorological data that span
multiple points on the exposure space (Steinschneider and
Brown, 2013).
In order to address the shortcomings of existing approaches in
generating hydrometeorological data to form the exposure space,
we introduce the concept and framework for an inverse approach
with demonstration on a case study. The proposed inverse
approach enables stochastic generators to be used to generate time
series that uniformly span the desired range of the hydrometeoro-
logical variables and attributes of interest, and thus provides uni-
form coverage of the exposure space to serve the needs of
scenario-neutral climate impact assessments. Although generally
applicable to any parametric weather generator, this paper focuses
on applying the method to rainfall time series for the following
reasons:
1. Although stochastic generators have been used to generate a
range of weather variables, including temperature, humidity,
and wind (e.g. Racsko et al., 1991; Semenov and Brooks,
1999), the majority of applications have focused on the genera-
tion of rainfall data, due to their importance as an input to many
water resource assessments (e.g. Chiew and McMahon, 2002b;
Jones and Thornton, 1993).
2. At daily or shorter timescales, rainfall is intermittent, highly
skewed (with rainfall series typically exhibiting a large number
of moderate rainfall days and a small number of very heavy
rainfall days), and exhibits variability at seasonal, interannual
and longer time scales (Bastola et al., 2011; Dubrovský et al.,
2000). As a result, rainfall is often regarded as a particularly
challenging variable to simulate stochastically.
3. There has been a substantial amount of work on developing
stochastic generation models to both generate replicates of his-
torical rainfall data (Beven, 1987; Boughton and Droop, 2003;
Chen and Brissette, 2014; Clark and Slater, 2006; Frost, 2004;
Furrer and Katz, 2008; Langousis and Kaleris, 2014; Langousis
et al., 2015), as well as downscaling GCM-based climate projec-
tions (Allen and Pruitt, 1986; Bastola et al., 2011; Fowler et al.,
2007; Jones et al., 2011; Kay and Jones, 2012; Wilby et al., 2014;
Yates et al., 2015).
The remainder of this paper is structured as follows. In Section 2,
we illustrate the alternative approaches that are currently avail-
able for generating an exposure space, including the historical scal-
ing, forward and inverse approaches. This section also provides
details of the proposed inverse approach. Section 3 introduces a
case study and two stochastic generators that are used to illustrate
both the proposed approach, as well as a simple forward approach
that is used as a basis of comparison. The results are given in Sec-
tion 4, followed by conclusions in Section 5.
2. Proposed inverse approach to exposure space generation
2.1. Rationale for an inverse approach to perturbing stochastic model
parameters
As described in the introduction, a central feature of scenario-
neutral approaches is the exploration of a water resource system’s
response to a range of different hydrometeorological conditions.
This range of hydrological variables (e.g. rainfall, temperature,
evapotranspiration) and the set of attributes of these variables
(e.g. annual average, variance, seasonal differences, extremes) are
collectively referred to as an ‘exposure space’, and represent the
range of conditions of interest that a system may be exposed to
under a future climate. For example, if a scenario-neutral approach
was to be used to evaluate system sensitivity to changes in the
average, variability and extremes of rainfall, then this would
require generating a three-dimensional exposure space with each
dimension representing one of the rainfall attributes.
Fig. 1 illustrates the conceptual approaches that could be used
to generate an exposure space E, which consists of the plausible
future changes (represented as the gray shaded region, with the
origin corresponding to no change) in various rainfall attributes
of interest (represented by two axes A1 and A2, which refer to
two generic rainfall attributes or groups of attributes). Two tech-
niques are involved in the perturbation approaches – namely scal-
ing of rainfall time series and stochastic rainfall generation (as
shown in the two green squares). We use the term ‘scaling’ in
the figure to collectively refer to perturbations that are directly
applied to rainfall time series, through the use of change factors
at annual, monthly or other time scales (Kay et al., 2014;
Prudhomme et al., 2010; Prudhomme and Williamson, 2013), or
more complex methods, such as quantile mapping (as used in
Steinschneider and Brown, 2013). Consequently, the scaling tech-
nique can only modify rainfall intensity on wet days. The term
‘stochastic generation’ in the figure refers to indirect modification
of the rainfall time series through changing the parameters of
stochastic generators (as used in Dubrovský et al., 2000; Jones
and Page, 2001; Steinschneider and Brown, 2013). The parameter
space b consists of two axes of h1 and h2, which refer to two generic
parameters or groups of parameters. The plausible ranges for all
parameters are represented by the gray shaded region, while the
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origin represents the set of parameters corresponding to the his-
torical rainfall condition.
The first approach, ‘historical scaling’ (as shown in the top-right
corner of Fig. 1) is analogous to the approach used by Prudhomme
et al. (2010, 2013), and Kay et al. (2014), in which additive and/or
multiplicative scaling factors are applied directly to historical
hydrometeorological time series to obtain the desired changes in
the relevant variables (usually rainfall and potential evapotranspi-
ration). Although conceptually simple, this approach is not capable
of representing variations in the rainfall intermittency, such as the
frequency and persistence of dry-/wet-day occurrence. Further-
more, it is difficult to apply this approach to higher-dimensional
exposure spaces, since it becomes difficult to develop an approach
to scale each attribute independently of the other attributes. Con-
sequently, it can be difficult to sample some regions of the expo-
sure space.
The remaining approaches use stochastic weather generators to
obtain perturbed rainfall time series. The ‘forward’ approach (as
illustrated in the middle of Fig. 1) involves perturbing the param-
eters of stochastic generators over some pre-defined ‘parameter
space’ to yield an exposure space (Dubrovský et al., 2000; Jones
and Page, 2001). However, the non-linear mapping between
the parameters of a stochastic generator and the attributes of the
hydrometeorological variables means that it is unlikely that the
full range of the desired exposure space will be covered. Con-
versely, some perturbations may lead to rainfall attributes with
levels out of the defined plausible ranges of the exposure space.
Consequently, further scaling may still be necessary after applica-
tion of the forward approach. Steinschneider and Brown (2013)
used this combined ‘forward-plus-scaling’ approach by firstly per-
turbing the parameters of a stochastic generator (including Markov
chain transition probabilities and the autoregressive model for
low-frequency variability) to obtain stochastic sequences without
changing the historical rainfall intensity; the wet-day rainfall
intensity in the stochastic sequences was subsequently quantile-
mapped to yield a set of target daily rainfall series with desired
levels of rainfall attributes. Although this approach is likely to pro-
vide a much better coverage of the exposure space, some portions
of the exposure space may still remain poorly represented because
of the difficulty in finding parameters that will result in all combi-
nations of the hydrometeorological attributes of interest.
The limitations of both the historical scaling and forward
approaches motivate the ‘inverse’ approach proposed in this paper
(bottom of Fig. 1). Here, the desired values of the attributes of
interest in the exposure space are the starting point for the analy-
sis, followed by an optimization step to identify the stochastic gen-
erator parameters that produce stochastic sequences with these
attributes. This approach provides control over the level of cover-
age of the exposure space, as required for the implementation of
scenario-neutral approaches to climate impact assessments.
2.2. Overview of the inverse approach
To generate hydrometeorological time series with a range plau-
sible attribute levels, the inverse approach is proposed as follows,
which involves two primary steps:
(1) Identify a set of ‘target’ levels for each attribute included in the
exposure space. In order to achieve an even coverage of the
exposure space, we first select the desired levels we would
like to sample for each attribute included in the exposure
space (referred to as ‘target levels’). A number of different
approaches can be used to select and combine the target
levels (which produce individual ‘target locations’ in the
exposure space), including sampling on a regular grid, or
using more computationally efficient sampling methods,
such as Latin hypercube sampling (Stein, 1987) or Hammer-
sley sampling (Halton, 1960; Hammersley, 1960).
Fig. 1. Outline of alternative approaches to developing an exposure space E for scenario-neutral climate impact assessments. Refer to main text for an explanation of each
figure element. The focus of this study is on the approaches enclosed in the black dashed box.
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(2) Generate hydrometeorological time series that satisfy each
target set of attributes. For each target location of the
exposure space, we combine stochastic weather generation
with a formal optimization approach to identify the best-
fit parameter set for the stochastic generator. This parameter
set should be capable of producing hydrometeorological
time series with the levels of attributes corresponding to
that particular target location, as detailed below.
During the optimization process, the decision variables are the
parameters of the stochastic generator. The objective is to identify
the parameters of the stochastic rainfall generator that minimize
the difference between the values of the hydrometeorological
attributes that correspond to the target location and those of the
corresponding simulated values. The following objective function



















where i = 1, 2, . . . n for n target locations in the exposure space. For
the kth attribute of the hydrometeorological variable of interest
(Pk), Pks represents the target level and bPk represents the simulated
level from the stochastic generator. Since different attributes are
likely to consist of different magnitudes, the difference between a
target level and the simulated level is represented as a percentage
change relative to its long-term averaged historical value (Pkhis) to
ensure consistent scales across different attributes. The optimiza-
tion problem can be solved using a variety of optimization algo-
rithms, such as genetic algorithms (Holland, 1975) or shuffled
complex evolution (Duan et al., 1993).
The optimization procedure proceeds as follows: (1) values of
the parameters of the stochastic generator are perturbed based
on the searching strategy of the selected optimization algorithm;
(2) the corresponding time series of the desired hydrometeorolog-
ical variables are generated; (3) the values of the attributes of
interest are calculated; and (4) the objective function is calculated
in accordance with Eq. (1), which drives the algorithm’s searching
behavior. Steps (1)–(4) are then repeated until the specified
stopping criterion has been met, such as the completion of a pre-
specified number of iterations or until the objective function value
is sufficiently small (Maier et al., 2014). It is important to note that
as part of the inverse approach, the random seed of the stochastic
generator should be held constant to ensure that the optimization
proceeds as efficiently as possible, as discussed further in the
following section.
2.3. Random sampling issues of stochastic generators and the
implications on the inverse approach
The stochastic component of the rainfall generator can produce
substantial variations in the simulation of rainfall attributes, even
with a single parameter set. This randomness can affect the effi-
ciency of the optimization process used in the inverse approach.
Essentially, every iteration of the optimization involves a compar-
ison amongmultiple parameter sets in terms of their ability to gen-
erate the target locations in the exposure space. However, as a
result of stochastic generation, a single parameter set can lead to
multiple potential locations on the exposure space (Fig. 2). This
can then mislead the comparison and affect optimization effi-
ciency, as changes made to parameters by the optimization algo-
rithm in order to lead the search in one particular direction
might actually have the opposite effect.
To illustrate this issue, consider a simple optimization problem
to find the best-fit parameters of a Gaussian distribution with the
objective of getting a ‘target’ sample mean of x ¼ 3. Suppose that
for one iteration the optimizer attempts to compare samples
drawn from a simple Gaussian random generator (X  N(l, r))
where the parameter l is changed from 4.0 to 4.5, while holding
r at a constant value of 1. In the upper panel of Fig. 3, we show
50 random values drawn with each parameter set. For this set of
random values, the sample mean from X  N(4.0, 1) is 4.2 com-
pared with the sample mean from X  N(4.5, 1), which is 4.0.
Therefore, the resulted sample mean from N(4.0, 1) is actually fur-
ther away from the target sample mean of x ¼ 3 compared with N
(4.5, 1), so that the search direction of the optimizer may be misled.
Although this variance can be reduced with a larger sample size or
a longer simulation period, it can never be completely eliminated.
To overcome this problem during optimization, the random
number seed is held constant when producing the stochastic repli-
cates. This ensures that any changes made to the parameters dur-
ing the optimization process will lead the search in the desired
direction. Using the same example, in the lower panel of Fig. 3
we show 50 samples drawn from both X  N(4.0, 1) and X  N
(4.5, 1) with the same random seed used for each pair of samples,
resulting in samples means of 3.9 and 4.4 respectively, thereby
indicating that N(4.0, 1) is better at producing a target sample






Fig. 2. Using a single parameter set in the parameter space b can yield multiple
points (shown by the dashed arrows) in the exposure space E as result of the
stochastic nature of the weather generator. Different colors represent simulations
from two different parameter sets. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
Fig. 3. Implications of using random seed (upper panel) and fixed seed (lower
panel) for comparing two parameter sets: X  N(4.0, 1) and X  N(4.5, 1), for
simulating a sample mean of 3 from a Gaussian distribution.
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search through the correct directions on the parameter space to
find parameters that converge toward the target rainfall attributes.
As discussed in Section 2.2, it is important to emphasize that the
objective of the approach is to generate samples of hydrometeoro-
logical time series with specific levels for each attribute, rather
than to identify the parameter sets that will produce those param-
eters in a population sense. Returning to the above example, the
objective is to find a stochastic replicate with sample mean x ¼ 3,
regardless of the values of the parameters (l, r) used to achieve
this value. Consequently, once this goal has been met, the search
can stop and the parameter values that were used to produce the
stochastic time series corresponding to each target location can
be discarded.
3. Case study
The proposed inverse approach is illustrated on rainfall data
from a catchment in South Australia, using two stochastic rainfall
generators: the Richardson model and the WGEN model. To pro-
vide a benchmark for the proposed inverse approach, its perfor-
mance is also compared with that of a forward approach. The
rainfall data, stochastic rainfall generators and the specific imple-
mentation of the forward and inverse approaches are described
in this section.
3.1. Data
We used a rainfall time series from a gauge in the southern
Mount Lofty Ranges close to Adelaide, South Australia, as a case
study. The climate in this region is temperate, with most rainfall
occurring in winter and spring (May to October). The mean annual
rainfall was 913 mm for the study period from 1989 to 2004. The
daily rainfall data over this period have been used to represent
the baseline (historical) rainfall conditions.
We used four rainfall attributes as the dimensions of the expo-
sure space, with definitions and baseline values provided in Table 1.
These attributes represent key features of rainfall patterns;
namely, the average daily rainfall (PD), the wet day frequency
(WD), a measure of the rainfall intermittency (CDD) and a measure
of extreme rainfall (Pex99). These attributes have been commonly
used to assess the performance of rainfall generators (Chen and
Brissette, 2014; Fowler et al., 2007; Hashmi et al., 2011; Kilsby
et al., 2007; Semenov, 2007), and are also closely related to several
of the indices used for the detection and attribution of climate
change, as described by the Expert Team on Climate Change Detec-
tion and Indices (ETCCDI; Klein Tank et al., 2009).
For each rainfall attribute we defined a plausible range for sam-
pling (which defined the range of each dimension within the expo-
sure space) of between 50% and 150% of the corresponding
historical value. These bounds were wider than would be expected
from most climate change projections (e.g. CSIRO and Bureau of
Meteorology, 2015; Stocker et al., 2013), to encompass a large
range of climate projections (for example from climate models)
in the exposure space.
3.2. Stochastic rainfall generators
Two versions of the Richardson-type stochastic rainfall genera-
tor with different levels of complexity were used to generate the
exposure space. We started with a simplified four-parameter
model, which assumes uniform rainfall characteristics over the
year. The advantage of this model is that it is possible to analyti-
cally derive the parameters that correspond to each target location
in the exposure space. However, this simplified model uses a single
value for each parameter throughout the year, and thus is unable
to capture seasonal-scale variability. To highlight some practical
issues with rainfall sampling, we then considered a more complex
and widely used model—namely the WGEN (Richardson and
Wright, 1984).
3.2.1. The four-parameter Richardson model
The simplified Richardson-type rainfall generator uses the fol-
lowing four parameters:
 The two parameters of the 1st order two-state Markov chain
used for representing the transition probabilities of rainfall
occurrence: pdd (dry–dry probability) and pwd (wet–dry proba-
bility), and
 The two parameters of a gamma distribution for representing
the rainfall intensity on wet days: a (scale) and b (shape).
An approximate analytical expression relating two of the four
output rainfall attributes (PD and WD) to the model parameters






WD ¼ 365:25 ð1 pddÞð1 pdd þ pwdÞ
ð3Þ
These analytical expressions have been used when exploring
the implications of random sampling issues on the inverse genera-
tion approach (Section 4.1.3).
3.2.2. The WGEN model
The WGEN model (Richardson and Wright, 1984) has the same
structure as the simplified Richardson model, except that it uses a
unique set of the four parameters for each month of the year, lead-
ing to a total of 48 parameters. This model has been used widely
for climate impact studies, and is generally shown to capture most
of the key features of daily rainfall series (Bastola et al., 2011; Katz,
2002; Kim et al., 2007).
Since the proposed inverse approach involves optimization of
the parameter values, a search space with low dimension (i.e. con-
sisting of a small number of parameters as decision variables) is
desired. To reduce the size of the parameter space in the inverse
approach, the number of decision variables to be considered was
reduced from 48 to eight by fitting harmonic functions to describe
the seasonal variations of each parameter (Prudhomme et al.,
2013). The harmonic function takes the form of:






where bðtÞ represents one of the four parameters during month
(t = 1, . . ., T) with T = 12, b0 represents the arithmetic mean of the
parameter, A represents the amplitude and U corresponds to the
month where the maximum occurs. It is worth mentioning that
although parameter U can be varied as part of the optimization,
the four-attribute exposure space in this case study was not
designed to focus on shifts in rainfall seasonality (Section 3.1), so
Table 1






PD Daily rainfall intensity averaged over all
days
2.49 mm
WD Average number of wet days 161 days
CDD Average length of consecutive dry days 3.75 days
Pex99 The 99th percentile rainfall over wet days 37.6 mm
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that U was held constant at its historically optimal value. To
determine the value of U, we obtained the monthly estimates of
pdd, pwd, a and b (based on the method in Richardson (1981)) using
the historical rainfall data, and fitted a harmonic function to each
parameter (Fig. 4). The corresponding values of U were thus identi-
fied to be 2, 1, 8 and 1 (i.e., February, January, August and January)
for the four parameters, respectively. As a result, the optimization
was performed on the mean (b0) and amplitude (A) of each of the
four model parameters, leading to an eight dimensional search
space.
3.3. Sampling approach
As illustrated in Fig. 1, application of the forward approach
involves sampling the parameter space prior to using the stochas-
tic model. Similarly, application of the inverse sampling approach
involves the identification of target locations in the exposure space
as the basis for optimization. One approach to sampling both the
parameter space (in the forward approach) and exposure space
(in the inverse approach) is to define a grid of evenly spaced points
over the entire space. However, this can be inefficient, particularly
for high-dimensional problems (for a large number of parameters/
attributes in the exposure space in the forward/inverse approach).
For example, if one wished to sample on a grid of width 10 for the
parameter space of the four-parameter Richardson model, then it
would be necessary to evaluate a total of 104 = 10,000 separate
parameter sets. This issue is particularly pertinent for the inverse
approach, since optimization is required to find a parameter set
that corresponds to each point in the exposure space. Therefore,
to provide even coverage of the parameter or exposure space while
keeping the sample sizes low, two structured sampling techniques
have been employed, namely Latin hypercube sampling (LHS) and
improved distributed hypercube sampling (IHS).
The objective of the analysis in this paper is to illustrate the
inverse approach, by comparing its performance with the forward
approach. Therefore for consistency, the objective of the sampling
approach was to obtain 100 samples within the exposure space.
For the forward approach, it is not known a prioriwhether a partic-
ular parameter set in the parameter space will yield a sample in
our exposure space (i.e. within the plausible range of 50–150%
for each rainfall attribute, as defined in Section 3.1), so that the
number of samples that need to be drawn from the parameter
space is not known. To determine the total number of samples in
a computationally efficient manner, we used the Latin hypercube
sampling (LHS) method, which allows starting with a small sample
size and adding new samples while keeping the previously gener-
ated ones. The LHS method involves sampling M variables with a
desired sample size N by dividing the range of each variable into
N equally probable intervals. N samples are then drawn so that
any interval for each variable is only sampled once (Stein, 1987).
To add n new sample points, the existing design is re-divided into
(N + n) intervals; the N old samples are kept which occupy N inter-
vals, and then n new samples are drawn to fill the remaining n
intervals.
Unlike the LHS method, the IHS method (Manteufel, 2001;
Beachkofski and Grandhi, 2002) requires that the number of sam-
ples be specified a priori, but ensures more even coverage of the
sampling space. This latter feature is attractive when sparsely sam-
pling potentially high-dimensional spaces, and is therefore recom-
mended to determine the target locations in the exposure space for
the inverse sampling approach. The IHS method is similar to the
LHS method, with two additional objectives:
(1) The average minimum distance between sample points
equals the optimal distance dopt. That is, if the span of each
output variable is normalized to 1 so that the entire sample
space is a hypercube of volume 1, then each sample point
should cover an equal hypervolume (with dimension of M)
within the entire space. This gives the optimal distance







(2) The coefficient of variance (COV) of all minima between each
pair of sample points is close to zero.
Fig. 4. The monthly variations of pdd, pwd, a and b for WGEN to determine the values of U, obtained from existing rainfall data, black dots represent individual parameter
values estimated for each month, whereas red curves show the fitted harmonic functions. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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3.4. Implementation of forward approach
As mentioned previously, the forward approach has been used
to provide a benchmark against which the utility of the proposed
inverse approach can be assessed. The approach involves the fol-
lowing steps:
(1) The parameter space is constructed by selecting appropriate
ranges of the parameters for the stochastic generators;
(2) Parameter sets are drawn from the parameter space using a
sampling strategy such as the LHS method described in
Section 3.3;
(3) The sampled parameter sets are used to generate time series
of the hydrometeorological variables of interest (in this case,
rainfall); and
(4) The values of the attributes that define the exposure space
are calculated for each of the generated hydrometeorological
time series.
For the simple four-parameter Richardsonmodel, the ‘transition
probability’ parameters (pdd and pwd) both vary between 0 and 1.
The two ‘rainfall intensity’ parameters (a and b) are for the gamma
distribution and should be greater than 0 (Note that their values
are mostly between 0 and 1 when calibrated to historical data;
see Richardson and Wright, 1984). From a preliminary analysis
for our case study, a and b values of 0.56 and 0.10 were obtained
respectively, yielding rainfall time series with attributes that are
close to the historical data. Therefore, although a and b do not
physically have upper bounds and can take any value above 0, their
ranges were set to be between 0 and 1 in the forward approach
based on their historical values. The use of such a small range
ensures that the parameter space surrounding the historical levels
of the parameters is sufficiently sampled. For WGEN, the parame-
ter ranges were defined in a similar way, so that the bounds of both
the transition probability and rainfall intensity parameters were
set to 0 and 1 for all months.
As mentioned previously, for both stochastic models, LHS was
used to sample the parameter space. An initial Latin hypercube
sample size of 100 parameter sets was used, and this was incre-
mented until 100 rainfall time series were generated with attri-
butes within the plausible bounds of the exposure space.
3.5. Implementation of proposed inverse approach
A general description of the inverse approach was provided in
Section 2.2. The IHS method (Section 3.3) was used to determine
the target locations for the optimization, which consist of 100 sets
of combined levels of the four rainfall attributes that uniformly
cover the exposure space.
For each target location, the best-fit parameter sets for both the
four-parameter Richardson model and the WGEN model were
identified using optimization. The shuffled complex evolution
algorithm (Duan et al., 1993) was used as the optimization engine,
due to its proven ability for solving complex optimization prob-
lems in hydrological studies (Gupta et al., 1999; Thyer et al.,
1999; Wang et al., 2010). Based on the general formulation in Eq.
(1), the objective function to be minimized for both stochastic
models was:
The constraints of the optimization consist of the plausible
ranges of the parameters for both models. As mentioned in Sec-
tion 3.4, the plausible range for the probability parameters (pdd’s
and pwd’s) is between 0 and 1; for the intensity parameters (a’s
and b’s), which do not have a physical upper limit, we defined
the range to be between 0 to 104, which was wider than the range
used for the forward approach (Section 3.4) to enable more exten-
sive searching within the defined range.
For the WGEN model, since a harmonic function has been fitted
to the monthly values of each of the probability and intensity
parameters (Section 3.2.2), the actual decision variables for the
optimization were the parameters of the harmonic functions (i.e.
b0 and A, which represent the mean and amplitude respectively,
as in Eq. (4)). To ensure that the probability parameters were
always within 0 and 1 while the intensity parameters were always
within 0 and 104 during the optimization process, the values of the
mean and amplitude for each of these parameters have been opti-
mized sequentially. In the first step, the mean value of each param-
eter has been optimized with the amplitude kept as zero. Once the
mean has been determined, a second optimization was conducted
to estimate the amplitude. For example, if the mean of pdd is found
by the optimizer to be 0.3 in the first step, its amplitude must be
constrained between 0 and 0.3 in the second step to avoid values
of pdd going beyond 0 and 1.
It should be noted that in determining the target locations, the
IHS only checks the multi-dimensional uniformity of the overall
distribution, without considering the physical interpretation for
each individual target location. Therefore, it is important to ensure
that each target location selected is physically plausible. For exam-
ple, PD should always be less than Pex99, and WD should never
exceed 365 days. For this study, these constraints were automati-
cally satisfied because a relatively small plausible range of 50–
150% was selected for each attribute. If the rainfall samples are
required to show larger variances, it may be necessary to impose
additional constraints in the optimization procedure to ensure
the resultant samples remain physically plausible.
4. Results
4.1. The four-parameter Richardson model
4.1.1. Forward approach
The coverage of the exposure space obtained by applying the
forward approach to the four-parameter Richardson model is
shown in Fig. 5, which shows high variances in some rainfall attri-
butes. In particular, the generated PD, CDD and Pex99 can go up to
15,000%, 6000% and 80,000% of their corresponding historical val-
ues, respectively (Fig. 5a), which are well outside the bounds of the
exposure space. The sampled WD has lower variance with values
up to only 226% of the historical values (since a year contains a
maximum of 365 or 366 days), however, these values are still
above the upper limit of the exposure space of 150%. The high vari-
ance leads to low sampling efficiency – to obtain 100 sets of com-
bined levels of rainfall attributes within our exposure space, a total
of 7635 LHS samples of parameter sets had to be generated (i.e.
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of rainfall attributes are plotted in Fig. 5a, with the 100 plausible
samples shown in Fig. 5b.
In addition to the issue of inefficient sampling, based on both a
visual inspection of the coverage on the exposure space as well as
consideration of the correlation coefficients, it is clear that the cov-
erage of the exposure space is uneven (Fig. 5b). In particular, sam-
ples are clustered in small regions of the exposure space for each
rainfall attribute, with other parts of the space receiving limited
or no coverage. For example, the correlation between PD and
Pex99 is quite high, which results in better coverage over regions
closer to the diagonal of the joint distribution of PD and Pex99 than
other regions.
The above problems with using the forward approach are most
likely due to the non-linear translation from parameters to rainfall
attributes through the stochastic generator, so that large variations
in certain regions in parameters space result in small variations in
exposure space and vice versa. This non-linearity will be further
illustrated in the next section with the distribution of parameters
identified through the inverse approach.
4.1.2. Inverse approach
Fig. 6a shows the 100 target locations of desired rainfall attri-
butes that have been determined using the IHS approach (Sec-
tion 3.3). As can be seen, the IHS approach generates samples
that appear to be uniformly distributed across the exposure space,
with even coverage across each attribute and low cross-
correlations between attributes.
The final set of combined levels of attributes corresponding to
each of the 100 stochastically generated rainfall time series
obtained using the inverse approach is presented in Fig. 6b. As
Fig. 5. The four rainfall attributes described as a percentage relative to the
historical values produced by the four-parameter Richardson model, by drawing
LHS samples from the parameter space, for (a) all the 7635 samples, and (b) only the
100 samples that fall in the plausible range of between 50% and 150% for each
rainfall attribute. The upper-right triangle displays pairwise correlations.
Fig. 6. The four rainfall attributes described as a percentage relative to the
historical values produced by the four-parameter Richardson model for (a) 100
selected IHS sample locations and (b) 100 corresponding optimized locations. The
upper-right triangle displays pairwise correlations.
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can be seen, the optimization-based approach is effective in pro-
ducing the desired levels of rainfall attributes (i.e. target locations),
with all of the 100 samples falling within the bounds of the expo-
sure space and with relatively even coverage of the exposure space
(Fig. 6b). Therefore, the inverse approach delivers much better cov-
erage of the exposure space than the forward approach (Fig. 5).
Fig. 7 shows the values of the 100 parameter sets for the four-
parameter Richardson model, identified via application of the
inverse approach, highlighting the non-linear mapping between
parameter space and exposure space. This is best illustrated with
the non-uniform distribution of the best-fit parameters, in contrast
to the uniform distribution of the exposure space (Fig. 6). Further-
more, the parameters have considerably different ranges compared
with the a priori [0,1] ranges that were specified for the forward
approach. For example, the values of pdd generally vary within a
narrower range of 0.5–0.9, whereas values of a are as high as 10.
Therefore, the ranges of [0,1] defined for the four parameters in
the forward approach (as detailed in Section 3.4) can significantly
limit the resultant coverage of the exposure space. This also
reflects the high degree of non-linearity in the mapping between
the parameter values and the exposure space, as a small change
in the exposure space may result in a large shift in parameter
space.
Interestingly, for the case study considered, although the
inverse approach had the additional step of parameter optimiza-
tion, the computational time required to obtain 100 samples was
32.6% shorter than for the forward approach. This is likely due to
the large number of samples that were discarded in the forward
approach.
4.1.3. Implications of random sampling on the inverse approach
In the above example, we fixed the random seed of the random
number generator during the optimization process due to reasons
discussed in Section 2.3. To illustrate the importance of this aspect
of the optimization, we use the analytical expressions in Eqs. (2)
and (3) to estimate the model parameters that will yield individual
target locations from a grid consisting five evenly-spaced levels for
each of WD and PD (50%, 75%, 100%, 125% and 150% of their histor-
ical values). These locations within the exposure space are given as
green dots in Fig. 8. We then generated 100 stochastic replicates
from each of these parameter sets with different random seeds,
which are shown as blue and red scatter about each of the target
locations in Fig. 8.
The stochastic nature of the model is clear for all target loca-
tions. For each parameter set, the 100 replicates of WD vary up
to ±10% around their target level, which is similar for all target
levels of WD and PD. In contrast, the 100 replicates of PD are closer
to the target level for smaller PD (e.g. up to ±10% around where the
target level is 50%), while for larger PD target levels the spread
among replicates increases substantially (e.g. up to ±40% around
where the target level is 150%). Compared with the sampling res-
olution required in this study (shown in Fig. 6a), the variability
in Fig. 8 is in fact much higher, which can adversely affect the
capacity of the optimizer to find parameters that correspond to
each target location, as discussed in Section 2.3.
4.2. The WGEN model
4.2.1. Forward approach
The coverage of the exposure space obtained by applying the
forward approach to the WGEN model is shown in Fig. 9. Similar
to the results for the four-parameter model (Section 4.1.1), the for-
ward approach shows low efficiency: to obtain 100 sets of rainfall
attributes within the range of the exposure space, 1453 LHS sam-
ples of WGEN parameter sets were required (Fig. 9a), which means
that 93.1% of samples were discarded. With the 100 plausible sets
in Fig. 9b, the coverage of the exposure space is poor, which is also
evident through the high pairwise correlations (such as between
PD and Pex99 and between WD and CDD).
4.2.2. Inverse approach
To examine the performance of the inverse approach with
WGEN, the 100 target locations which have been determined using
the IHS approach (Section 3.3) are plotted in Fig. 10a. The final
optimized set of attributes corresponding to each of the 100
stochastically generated rainfall time series is presented in
Fig. 10b. The inverse approach is generally effective in evenly cov-
ering the exposure space and reproducing these target locations. In
particular, this approach delivers much better coverage of theFig. 7. Parameters corresponding to the exposure space in Fig. 6.
Fig. 8. Stochastic behavior of the four-parameter Richardson model in simulating
WD and PD, with 100 replicates for the analytically-solved parameter set
corresponding to each single target location. Two separate colors (i.e. red and blue)
were used to differentiate between adjacent target locations. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web
version of this article.)
D. Guo et al. / Journal of Hydrology xxx (2016) xxx–xxx 9
Please cite this article in press as: Guo, D., et al. An inverse approach to perturb historical rainfall data for scenario-neutral climate impact studies. J.
Hydrol. (2016), http://dx.doi.org/10.1016/j.jhydrol.2016.03.025
exposure space than the forward approach (Fig. 9) in the following
aspects:
(1) All of the 100 samples are within the plausible output space
defined in Table 1, suggesting effective control over the val-
ues of individual rainfall attributes; and
(2) The joint distribution of multiple rainfall attributes is much
more uniform across the exposure space, and the pairwise
correlations between different attributes are reduced.
As an alternative approach to assessing the relative uniformity
of the sampling in the exposure space, the minimum distances
between sample points in the exposure space are compared for
both the forward (as orange dots in Fig. 11) and inverse approaches
(as blue dots in Fig. 11). The results show that the inverse sampling
approach produces a more uniform coverage, as the minima
between sample points are closer to the optimal distance,
dopt = 0.32 (see Section 3.3). Furthermore, the coefficient of vari-
ance (COV) of these minimum distances is also much lower (i.e.
0.52 for the inverse approach compared with 2.90 for the forward
approach).
It is worth noting that to obtain 100 sample points on the expo-
sure space with the WGEN model, the overall execution time
required for implementing the inverse approach is 73% longer than
that for the forward approach. This is most likely due to the diffi-
culty in solving optimization problems with a larger number of
parameters, as a result of the larger search space that has to be
explored. However, the inverse approach ensures uniform cover-
age of the exposure space with the desired resolution, which is
the key objective for constructing the exposure space. In contrast,
Fig. 9. The four rainfall attributes described as a percentage relative to the
historical values produced by the WGEN model, by drawing LHS samples from the
parameter space, for (a) all 1453 samples, and; (b) only the 100 samples that fall in
the plausible range of between 50% and 150% for each rainfall attribute. The upper-
right triangle display pairwise correlations.
Fig. 10. The four rainfall attributes described as a percentage relative to the
historical values produced by the WGEN model for (a) 100 selected IHS sample
locations and (b) 100 corresponding optimized locations. The upper-right triangle
displays pairwise correlations.
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the forward approach failed to obtain such coverage. Therefore,
although associated with a higher computational expense, the pro-
posed inverse approach is the only way of achieving the desired
coverage of the exposure space.
5. Discussion
This study presented a framework for sampling various rainfall
conditions to construct an exposure space for scenario-neutral cli-
mate impact assessments. Here, we discuss some practical consid-
erations, as well as possible future adaptations of the framework.
5.1. Design of exposure space to represent more complex potential
climate changes
The four rainfall attributes considered in the exposure space for
this study (i.e. PD, WD, CDD and Pex99) are good descriptors of a
range of changes of annual precipitation characteristics. However,
there is also a range of other rainfall attributes that might be
important when considering the impact of climate change, such
as changes at seasonal or interannual timescales (e.g. Christensen
et al., 2007; Johnson et al., 2011; Kwon et al., 2009). Furthermore,
potential future variations in other climatic features, such as tem-
perature, solar radiation and evapotranspiration, may also have a
substantial impact on water resources (for examples see Chiew
and McMahon, 2002a; Prudhomme and Williamson, 2013).
The inverse approach presented here is sufficiently flexible to
cater to all attributes in the exposure space that are of interest
(provided they can be generated with an appropriate stochastic
generator), although this comes at the expense of additional com-
putational cost. Considering the trade-off between the flexibility of
producing different climate patterns and computational effort, it is
important to identify key hydrometeorological variables of inter-
est, as well as their attributes, based on an understanding of the
behavior of the system being analyzed.
Depending on the specific hydrometeorological variables
involved, the format of the objective function may require modifi-
cation from Eq. (1), which was designed assuming multiplicative
perturbations to attributes (e.g. changes expressed as a percentage
of the historical value). For example, temperature changes are typ-
ically represented in an additive way (e.g. increases in temperature
by degrees Celsius; for examples see Chiew and McMahon, 2002a;
Kingston et al., 2009), and this would require an adjustment to the
objective function in Eq. (1).
In this study, the boundary of the exposure space was set at
50–150% of the historical values of each attribute, which is
sufficiently wide to incorporate a large number of possible changes
in each of the rainfall attributes, while also using the same per-
centage changes across attributes to facilitate illustration. How-
ever, this framework can be easily adapted to incorporate
tailored bounds for the exposure space, which should be carefully
selected to suit the case study under consideration. In particular, if
the bounds deviate too far from present conditions, a significant
portion of samples will be unrealistic, even when extreme climate
change impacts are considered. Conversely, if the bounds are too
narrow, system response to some plausible climatic changes might
not be considered (Whateley et al., 2014). Multiple sources
of information could be considered in selecting these bounds,
including GCM-based climate projections (e.g. Collins et al.,
2013) of possible future climatic changes, and additional lines of
evidence on possible changes to key variables, such as from
long-term paleoclimatology reconstructions (e.g. Ault et al.,
2014; Hansen and Sato, 2012; Ho et al., 2015). In addition, it is
worth specifying an exposure space with bounds that are wider
than the range suggested from all currently available sources of
information, so that additional climate change projections can be
included in the analysis as they are developed (Steinschneider
and Brown, 2013).
Finally, when determining the target locations consisting of dif-
ferent hydrometeorological attributes on the exposure space, it is
desirable to ensure the physical realism of each individual location
so that corresponding time series can be obtained with the aid of
stochastic weather generators. This requires not only ensuring that
the target levels of individual attribute are realistic (such as the
constraints for the levels of WD, as discussed in Section 3.5), but
also maintaining physically plausible relationships amongmultiple
attributes (for example, a target location cannot consist aWD value
of 100 days with a CDD value of 300 days, because this combina-
tion means that the annual average wet day is 100 days while
the annual average dry spell length is 300 days, which is physically
unrealistic).
5.2. Stochastic generation of the exposure space
In this study, we used a sample size of 100 to represent differ-
ent levels of changes for each individual attribute considered in
the exposure space, with fixing the random seed across replicates
to facilitate improved convergence during the optimization pro-
cess. In this way, however, there is likely to be limited variability
in between time series corresponding to different points on the
exposure space, except for variations related to the target
statistics.
This issue can be addressed in at least three ways:
1. Increase the sample size, and thus the coverage resolution in
the exposure space. Increasing the exposure space resolution
is likely to be particularly useful when the number of attributes
increases, as this will lead to a corresponding increase in the
dimensionality of the exposure space.
2. The length of each sample can be increased. Currently, the
length is equal to the length of the historical data series (i.e.
15 years). However, it would be trivial to allow the simulation
to run for longer periods of time to obtain greater stochastic
variation. This will require the same number of optimized
parameter sets, although because of the use of the same initial
seed, there will still be significant similarities between individ-
ual samples.
3. The procedure can be repeated multiple times with different
random seeds for each iteration, thereby generating multiple
replicates. This would substantially increase the level of
stochastic variability, although at the expense of additional
computational time.
Fig. 11. Minimum distances between sample points obtained from the forward and
inverse approaches with the WGEN model. The dashed line shows the optimal
distance with 100 plausible samples (dopt = 0.32).
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The appropriate sample size, length of each sample and number
of replicates are likely to depend on the case study considered, as
well as available computational resources.
5.3. Equi-finality in the optimization process
When using optimization to search for best-fit solutions, equi-
finality issues are likely to arise (i.e. multiple solutions leading to
the same results in the objective function, therefore they are not
distinguishable during optimization, see Beven and Freer, 2001).
This problem is further complicated within the proposed inverse
approach, as the values of the objective function for optimization
are based on results from stochastic models.
Equi-finality issues are likely to be greatest for low-dimensional
exposure spaces, since higher-dimensional exposure spaces add
constraints to the parameter space. For example, the chance that
two contrasting combinations of Pdd and Pwd lead to the same com-
bination of WD and CDD is much lower compared to that resulting
in the same level ofWD in isolation. Thus, increasing the number of
attributes considered could have the additional advantage of
reducing the number of feasible parameter sets to be considered.
It is worth noting that although equi-finality is likely to occur
when the proposed inverse approach is implemented, the aim of
the approach is to identify time series of outputs from the stochas-
tic generator that result in desired values of the attributes included
in the exposure space, and not to the identification of the resulting
parameters in the stochastic generator, as discussed in Section 2.3.
However, when different parameter sets lead to the same combi-
nation of attributes on the exposure space, the different time series
of hydrometeorological variables which they produce can consist
of varying degrees of physical realism. Therefore, checking the
physical realism of the generated time series can potentially help
to eliminate unrealistic parameter sets and thus resolve any
equi-finality issues.
5.4. Computational efficiency and execution time
In our particular implementation of the proposed inverse
approach, the computational time required to produce 100 evenly
distributed samples is around eight hours using an Intel Xeon E3
(2.60 GHz, 8 Cores) processor with 32 GB RAM for both the four-
parameter model and the WGEN, suggesting a relatively high com-
putational demand. However, in general, the computational effort
required is dependent on a number of practical specifications,
including the operating system, programming language and algo-
rithm used. As the key focus of this study is to introduce and illus-
trate a new method, the above-mentioned specifications have not
been optimized for computational efficiency. We have used the R
package lhs (Carnell, 2012) for obtaining samples over the expo-
sure space with the IHS and LHS methods, together with the shuf-
fled complex evolution algorithm embedded in the R package
hydromad (Andrews and Guillaume, 2013) for solving the optimal
parameter values for the stochastic generator. We have also devel-
oped our own R-scripts to execute the four-parameter Richardson
and the WGEN models. It is expected that an improved integration
of these different modeling components with the aid of other pro-
gramming languages, such as Fortran or C++, will further increase
computational efficiency.
6. Conclusions
Generation of exposure spaces for scenario-neutral climate
impact assessments should consider a range of potential variations
in relevant hydrometeorological variables, including shifts in the
average, intermittency, variability and extremes. The ‘exposure
space’ describes the range of conditions of interest that a system
may be exposed to under a future climate, and this paper presents
and demonstrates an inverse approach to stochastically generating
hydrometeorological time series to uniformly cover this exposure
space.
The utility of the proposed inverse approach is benchmarked
against a forward approach for rainfall generation for a South Aus-
tralian catchment, using two Richardson-type stochastic rainfall
generators of varying complexity. The results highlight the highly
non-linear translation from parameter space to exposure space,
and thus the need for the proposed inverse approach in order to
Table A.1
Definition of terminology used in this study.
Terminology Definition
Exposure space A large range of plausible hydrometeorological




The statistics calculated from the time-series of
hydrometeorological variables (e.g. rainfall,
temperature and potential evapotranspiration)
which describe their average conditions,
variations, extremes, as well as other features.
For example, temperature is considered as a
hydrometeorological variable, with potential
attributes including annual average
temperature, annual maximum temperature
and seasonal average temperature, etc.
Low-dimensional exposure
space
An exposure space that consists of a small




An exposure space that consists of a large
number of hydrometeorological variables and
their attributes
Forward approach The approach of perturbing the parameters of
stochastic generators over some pre-defined
‘parameter space’ to yield an exposure space
Historical scaling The approach to obtain a desired exposure by
applying additive and/or multiplicative scaling
factors directly to the historical time series of
hydrometeorological variables (as in Kay et al.,




The approach that combines the use of the
forward and scaling techniques to generate an
exposure space. In this study, this specifically
refers to the approach illustrated in
Steinschneider and Brown (2013). In this
approach, the parameters of a stochastic gen-
erator (including Markov chain transition
probabilities and the autoregressive model for
low-frequency variability) are first perturbed to
obtain stochastic sequences without changing
the historical rainfall intensity. The wet-day
rainfall intensity in the stochastic sequences is
subsequently quantile-mapped to yield a set of
daily rainfall series with desired levels of rain-
fall attributes
Inverse approach The approach aims to generate an exposure
space by first selecting the desired values of the
attributes of interest in the exposure space,
followed by an optimization step to identify the
stochastic generator parameters that produce
stochastic sequences with these attributes
Target level A desired level for a single meteorological
attribute that is included in the exposure space
Target location A desired combination of the target levels for
each of the hydrometeorological attributes that
are included in the exposure space
Best-fit parameters for the
stochastic generator
The parameter set for the stochastic generator
that produces hydrometeorological time series
with the levels of attributes corresponding to a
particular target location
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obtain a relatively uniform coverage of the exposure space. For
both models, the inverse approach demonstrates better control of
the sampling range, with 100% of samples falling within the expo-
sure space. Furthermore, the uniformity of the coverage of the
four-dimensional exposure space is substantially improved.
Several potential adaptations for future implementations of the
framework have been discussed, including: (1) the design of the
exposure space to represent more complex changes in climate;
(2) improvements to the way that stochastic samples in the expo-
sure space are generated; (3) ways of reducing the effects of equi-
finality during the optimization process; and (4) methods for
increasing computational efficiency. The flexibility of the proposed
inverse approach enables consideration of all climate attributes of
interest at the desired resolution, thereby expanding the applica-
bility of the scenario-neutral approach to evaluating a water
resource system’s sensitivity to a wide range of plausible changes
in climate.
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CHAPTER 5 Impact of Evapotranspiration Process 
Representation on Runoff Projections from 
Conceptual Rainfall-runoff Models (Paper 4) 
  
Update: Guo, D., Westra, S. & Maier, H. R. 2017. Impact of evapotranspiration 
process representation on runoff projections from conceptual rainfall-runoff models. 




Conceptual rainfall-runoff models are commonly used to estimate 
potential changes in runoff due to climate change. The development of these 
models has generally focused on reproducing runoff characteristics, with less 
scrutiny on other important processes such as the conversion from potential 
evapotranspiration (PET) to actual evapotranspiration (AET). This study uses 
three conceptual rainfall-runoff models (GR4J, AWBM and 
IHACRES_CMD) and five catchments in climatologically different regions of 
Australia to explore the role of ET process representation on the sensitivity of 
runoff to plausible future changes in PET. The changes in PET were simulated 
using the Penman-Monteith model and by perturbing each of the driving 
variables (temperature, solar radiation, humidity and wind) separately. 
Surprisingly, the results showed the potential of a more than seven-fold 
difference in runoff sensitivity per unit change in annual average PET, 
depending on both the rainfall-runoff model and the climate variable used to 
perturb PET. These differences were largely due to different ways used to 
convert PET to AET in the conceptual rainfall-runoff models, with particular 
dependencies on the daily wet/dry status, as well as the seasonal variations in 
store levels. By comparing the temporal patterns in simulated AET with eddy-
covariance-based observations at two of the study locations, we highlighted 
some unrealistic behaviour in the simulated AET from AWBM. Such process-
based evaluations are useful for scrutinizing the representation of physical 
processes in alternative conceptual rainfall-runoff models, which can be 






Climate change is expected to have significant implications on catchment-
scale water resources, potentially affecting water security for municipal, 
agricultural, and industrial applications, environmental water quantity and 
quality, and flood hazard (CSIRO and Bureau of Meteorology, 2015; Hauser 
et al., 2009; IPCC, 2014; Turral et al., 2011). To assess these implications, 
rainfall-runoff models are commonly used to translate projected changes in 
atmospheric variables derived from large-scale general circulation models into 
regional or local runoff (for examples see Akhtar et al., 2008; Chiew et al., 
2009b). This information can then be used to assess catchment yield (e.g. 
Haque et al., 2015), water quality (e.g. Crossman et al., 2013), water supply 
security (e.g. Christensen et al., 2004; Paton et al., 2013; 2014) and flood risk 
(e.g. Kay and Jones, 2012), amongst other variables.  
Although various rainfall-runoff model classes have been developed with 
different levels of physical realism (Beven, 2011), most climate impact 
studies are based on the outputs of one or several calibrated conceptual 
rainfall-runoff models (Chiew et al., 2010; Islam et al., 2014; Najafi and 
Moradkhani, 2015; Vaze and Teng, 2011). The benefit of using conceptual 
rainfall-runoff models is that they are parsimonious and tend to perform well 
when calibrated to historical runoff data (Perrin et al., 2003; Wagener et al., 
2003), particularly when compared to more complex physically-based and 
spatially distributed models, for which parameter estimation can be extremely 
challenging (Beven, 2001b; Butts et al., 2004; Goderniaux et al., 2009). 
However, since the performance of these conceptual rainfall-runoff models is 
largely assessed on runoff, in many cases the underlying physical processes 
such as evapotranspiration fluxes, runoff generation mechanisms and so on 
can be poorly represented (Li et al., 2015; Seibert and McDonnell, 2002; 
Seibert et al., 2003), with parameters being ‘falsely adjusted’ to maximize 
runoff performance without considering the realism of the internal physical 
processes (Andréassian et al., 2004; Beven, 2001a; Clark et al., 2016; Ewen et 
al., 2006; Minville et al., 2014) . 
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The surprisingly limited impact of physical process realism on the 
performance of conceptual rainfall-runoff models in simulating historical 
streamflow has been observed in multiple studies (Brouyère et al., 2004; 
Hartmann and Bárdossy, 2005; Kirchner, 2006; Vaze et al., 2010). This result 
has also been found in the specific context of evapotranspiration (ET) process 
representation, and reasonable performance of conceptual models has been 
obtained with the use of simplified methods for estimating potential ET (PET) 
that do not realistically consider the dynamics in all its driving climate 
variables (Oudin et al., 2005a), or do not sufficiently represent the spatial and 
temporal variations in ET (Andréassian et al., 2004; Chapman, 2003). 
Furthermore, reasonable conceptual rainfall-runoff model performance has 
been observed even when the ET input contains systematic and/or random 
errors (Oudin et al., 2006). A potential reason for these findings is that the 
calibration process of conceptual models can ‘compensate’ for reasonable 
levels of differences in ET estimates without significant impact on model 
performance in simulating runoff (Andréassian et al., 2004; McMahon et al., 
2015). However, although such calibrated conceptual models may perform 
well when applied under conditions similar to the period used for calibration, 
the extent to which they can be applied to climatologically different 
conditions is less clear (Coron et al., 2012; Klemeš, 1986; Wagener et al., 
2003; Westra et al., 2014b), as in this context it becomes much more critical 
to ensure that the model ‘gets the right answers for the right reasons’ 
(Kirchner, 2006). This is highlighted in a number of recent studies that found 
that although conceptual models with different structures can perform 
similarly when simulating historical runoff, they can produce very different 
estimates under a changing climate (Bae et al., 2011; Bastola et al., 2011a; 
Jiang et al., 2007; Mandoza et al., 2016; Velázquez et al., 2013).  
Although the above studies suggest potential limitations in the 
performance of conceptual rainfall-runoff models under future climate, the 
specific role of ET representation within these models on runoff projections 
has not been widely investigated. Changes to ET-related processes are likely 
to be particularly important to overall catchment response, as actual ET (AET) 
volumes exceed runoff volumes for the majority of catchments worldwide 
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(Dingman, 2015). Furthermore, the potential changes in the climatic variables 
that can influence ET (e.g. temperature, solar radiation, humidity and wind) 
(IPCC, 2014) suggest that changes to ET-related processes could be extremely 
complex, with changes not only at annual timescales but also in terms of the 
daily and seasonal distributions of ET (as illustrated in Gong et al., 2006; Huo 
et al., 2013; Vicente-Serrano et al., 2014). However, the extent to which these 
potentially complex changes to ET can interact with the structure of 
conceptual rainfall-runoff models remains unknown, with these changes 
usually represented using seasonal or annual ET change factors in many 
climate impact studies (e.g. Chiew et al., 2009b; New et al., 2007; Teng et al., 
2012).  
The focus of this study is therefore to assess the impact of alternative ET 
process representations within conceptual rainfall-runoff models on runoff 
projections under perturbed climate conditions. This is achieved by focusing 
specifically on the following research questions: 
1. To what extent can ET process representations within conceptual rainfall-
runoff models impact runoff projections under plausible changes in the 
climate drivers of ET?  
2. How do alternative conceptual rainfall-runoff model structures interact 
with the potentially complex changes to PET to produce projections of 
runoff and AET?  
3. Is it possible to use AET observations to constrain which ET process 
representations within conceptual rainfall-runoff models are more 
realistic?  
The above research questions were addressed with five case study 
locations from distinct climatic regions within Australia. Three lumped 
conceptual rainfall-runoff models—GR4J, AWBM and IHACRES_CMD—
were used to represent contrasting ET process representations, and thus to 
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illustrate how potential changes in PET can propagate differently to runoff 
projections. PET was required as an input to all three rainfall-runoff models, 
and was estimated using the Penman-Monteith method. This method is 
considered to be the most comprehensive physically based PET model and is 
thus widely used for rainfall-runoff modelling and climate impact assessments 
(e.g. Arnell, 2004; Gosling et al., 2011; Kay et al., 2009). Use of the Penman-
Monteith method enables an assessment of the effect of perturbing each of the 
driving climatic variables of PET (i.e. temperature, solar radiation, wind and 
humidity), and can provide information not only on annual average changes, 
but also on sub-annual (e.g. daily and seasonal) variations in PET sensitivity.  
The remainder of this paper is structured as follows. The data used to 
address the three research questions are provided in the next section, together 
with an overview of the Penman-Monteith model and the three conceptual 
rainfall-runoff models. This is followed by a description of the methods 
employed to address each research question in Section 5.3. The results and 
their implications are discussed in Section 5.4, and a summary and 
conclusions are given in Section 5.5. 
5.2 Data and models 
5.2.1 Data 
Figure 5-1 shows the names and locations of the five case study 
catchments, which are situated in climatologically different regions in 
Australia, as defined in the Australian Köppen climate classifications of Stern 
et al. (2000). As mentioned in the Introduction, three lumped conceptual 
rainfall-runoff models were used in this study, which required historical data 
for calibration. These data are, namely, catchment-average rainfall, PET and 
runoff at each location. The PET input data to these models were estimated 
using the Penman-Monteith model, which required data on temperature, 




Figure 5-1: Locations for rain gauges, catchment outlets and weather stations from which 
data were obtained for calibration of rainfall-runoff models at the five case study catchments. The 
locations of two flux towers to obtain data for model evaluation at Alice Springs and Wagga 
Wagga are also shown. Coloring relates to Köppen climate classifications from Stern et al. (2000). 
The source of each data variable is summarized below, with further details 
given in Table 5A.1 in Appendix 5A: 
1. Catchment runoff (ML/day): Daily runoff data were obtained from 
the gauging stations at the outlet of each catchment. 
2. Catchment-average rainfall (mm/day): In order to represent the 
catchment-average rainfall, daily rainfall data were obtained from a 
rain gauge within each of the four smaller catchments (Scott Creek, 
Black River, Elizabeth River and Adelong Creek). For the largest 
catchment (Hugh River), data from three rainfall gauges within the 
catchment were spatially averaged using the Thiessen polygon 
method. 
3. Daily maximum and minimum temperature (Tmax and Tmin in °C), 
maximum and minimum relative humidity (RHmax and RHmin in 
%) and wind speed (uz in m/s): Due to the limited availability of 
high-quality climate observations, data for each of these variables 
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were obtained from a weather station outside but nearby each 
catchment. 
4. Daily solar radiation (Rs in MJ/(m
2
.day)): Daily solar radiation was 
calculated from daily sunshine hour data (n in hrs) obtained from each 
weather station, using the Ǻngström-Prescott equation (McMahon et 
al., 2013) with constants for each location provided in Chiew and 
McMahon (1991).  
Data for each variable were obtained for a consistent period from 1 
January 1995 to 31 December 2003 at each location, with key statistics 
presented in Table 5-1. As can be seen, there are large differences in the 
average values of each variable, highlighting the potentially significant 
differences in dominant physical processes for ET and runoff production 
across these catchments. A quantity particularly relevant to ET processes is 
the long-term averaged ratio of PET to precipitation (PET/P), which describes 
whether a catchment is water-limited (PET/P >1) or energy-limited (PET/P < 
1). The range of PET/P values indicates substantial variations in the water 
availability conditions at the five study sites.  
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*Note: Tmax = maximum temperature; Tmin = minimum temperature, Rs = incoming solar 
radiation, RHmax = maximum relative humidity, RHmin = minimum relative humidity, uz = wind 
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speed, PET = potential evapotranspiration calculated using the Penman-Monteith model, P = 
catchment-average precipitation, Q = average runoff at catchment outlet.  
To determine the relative realism of different ET process representations, 
actual measurements of AET were used to benchmark the simulated AET 
from the three rainfall-runoff models. A challenge, however, is the limited 
availability of AET data for Australia. Lysimeter measurements are currently 
considered as the most accurate source of AET observations (Seneviratne et 
al., 2012; Wang and Dickinson, 2012); however, these data are most 
commonly available in irrigated regions (e.g. Bethune et al.; Northey et al., 
2006; Zhang et al., 1999), with measurements from natural catchments being 
very scarce. The MODIS Land Product 
(http://daac.ornl.gov/MODIS/modis.shtml) also provides estimates of AET 
based on remotely sensed observations (Cleugh et al., 2007; Mu and Running, 
2011) with a much wider spatial coverage; however, the AET data are only 
available on an 8-day interval.  
The above constraints led us to select eddy covariance (EC)-based AET 
measurements, which are available through the OzFlux (TERN, 2012) 
network at 30 active sites across Australia (see: http://www.ozflux.org.au/). 
For our purpose of evaluating alternative ET representations, the AET 
observations should be obtained from nearby our case study catchments, as 
well as spanning a sufficient continuous time period. As a result of these 
constraints, only two OzFlux sites were selected, namely Alice Springs 
Mulga, which is close to the Hugh River catchment, and Tumbarumba, which 
is close to the Adelong Creek catchment (Cleverly, 2011; vanGorsel, 2013). 
Based on the EC data availability, the comparison between modelled and 
observed AET used a study period of between 3 September 2010 and 31 July 
2014 for both catchments. The corresponding climatic and rainfall data within 
this period were also obtained from both flux sites to ensure internal 




5.2.2.1 Penman-Monteith PET model 
The Penman-Monteith model was adopted throughout this study, which 
combines the energy balance and mass transfer components of ET. To 
minimize the potential confounding effects of differences in vegetated surface, 
the evaporative surface was assumed to be reference crop for all study sites, 
for which the FAO-56 version of the Penman-Monteith model (Allen et al., 
1998) was used. The FAO-56 Penman-Monteith model was implemented 
using the R package ‘Evapotranspiration’ (http://cran.r-
project.org/web/packages/Evapotranspiration/index.html) (Guo et al., 2016b). 
5.4.2.2 Three conceptual rainfall-runoff models 
Contrasting ET process representations were considered by using three 
rainfall-runoff models (GR4J, AWBM and IHACRES_CMD), which all run 
on a daily time-step. The three models are all lumped conceptual models, 
although with very different soil moisture accounting (SMA) routines, which 
can affect the partitioning of precipitation into AET and runoff. To isolate the 
effect of different conceptual ET representations in the three models, the 
groundwater exchange was set to zero for each model. Furthermore, the 
routing components for all models were constrained to the GR4J routing 
model, so that differences between models can be attributed specifically to the 
SMA routines.  
The first model, GR4J (Perrin et al., 2003), is a conceptual hydrologic 
model based on a SMA production store and an excess-rainfall routing store. 
The model requires two input variables, PET and precipitation (P). 
Interception is treated as a store with zero capacity, so that each day can be 
either ‘wet’ (P > PET), which produces a net precipitation Pn = P-PET, or 
‘dry’ (P < PET) with a net evapotranspiration En = PET-P. For wet days a 
portion of the net precipitation Pn fills the production store. This portion is 
termed Ps and is a function of both Pn and the store level S relative to its 
capacity defined by parameter x1. Runoff is produced from the total water 
available for routing, Pr, which is generated by the remaining net precipitation 
(Pn-Ps). The conversion of PET to AET from the production store is illustrated 
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in Figure 5-2a, which relies on the wet/dry status of a day. For wet days, AET 
is set to be equal to PET. For dry days, AET is modelled as the sum of the 
precipitation and the evapotranspiration from store Es, which is modelled as a 
fraction of the net evapotranspiration En depending on the water level in the 
production store S relative to x1. Consequently, AET is always less than PET 
on dry days. 
The schematic of AWBM is shown in Figure 5-2b. In contrast to GR4J, 
the production store in AWBM (Boughton, 2004) is represented by three 
individual stores (termed S1, S2 and S3) with different capacities, and each 
store occupies a fixed fraction of the total catchment area, with the default 
values of 0.134, 0.433 and 0.433 used in this study. For each day precipitation 
P is added directly to each store without explicit consideration of interception. 
For each non-empty store, available runoff Pr is produced from any excess 
when the store is full, while evapotranspiration from the store, Es, always 
equals PET until the store is completely empty (Boughton, 2009). Therefore, 
the overall AET, as the sum of Es from all three stores, equals different 
proportions of PET, depending on which stores contain water. Specifically, 
the AET as a proportion of PET can be one of: 0 (when all three stores are 
empty), 0.134 (when both of S2 and S3 are empty), 0.433 (when both of S1 and 
S2 or both of S1 and S3 are empty), 0.567 (when only one of S2 or S3 is empty), 
0.866 (when only S1 is empty), or 1 (when all stores are non-empty). The level 
for each store Si (i = 1, 2, 3), after accounting for P, PET and Pr from the 
specific store, equals Si + P – PET – Pr, i. Therefore, on days with P – PET > 
0, all stores are filled up (i.e. with increase in store levels), resulting in the 
overall AET = PET; when P – PET < 0, AET is always less than PET as 
determined by number of empty stores. 
In IHACRES_CMD (Croke and Jakeman, 2004), the level of the store is 
represented by the catchment moisture deficit (CMD), which is the difference 
between the current level and the saturation level of the store. The schematic 
of the model is shown in Figure 5-2c. For each day, all precipitation P directly 
fills the store without explicit consideration of interception. The total water 
available for routing, Pr, is a proportion of P, which decreases with increasing 
 
144 
ratio of CMD relative to a flow-production threshold parameter d. AET is 
taken directly from the store (i.e. Es = AET), which is estimated as a fraction 
of PET depending on whether CMD exceeds a threshold parameter g. When 
CMD > g, the fraction of AET to PET is always less than one, which 
decreases with increasing ratio of CMD to g, and approaches an asymptote of 
0. In contrast, when CMD < g, AET = PET. Therefore, the conversion from 
PET to AET is independent of direct input of P, other than through its effect 
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Figure 5-2: SMA routines in: a) GR4J; b) AWBM; and c) IHACRES_CMD (adapted from 
Perrin et al. (2005), Boughton (2004), Croke and Jakeman (2004) respectively). The red arrows 
represent dry days and the blue arrows represent wet days in each model. 
The above rainfall-runoff models therefore provide examples of three 
contrasting methods of converting PET input data to AET: GR4J explicitly 
considers both the impact from store levels and the wet/dry status of a day, 
defined by individual rainfall events; AWBM simulates AET mostly as a 
function of rainfall which determines the wet/dry status, while the impact of 
instantaneous store levels is largely eliminated by the use of step functions to 
relate AET with the emptiness of each store; finally, IHACRES_CMD 
simulates AET as a function of only the store level and thus is relatively 
independent of rainfall for that day. 
To simulate runoff, the PET data estimated for each case study were used 
as input to all three SMA models linked with the GR4J-routing model 
(implemented using the R package ‘hydromad’, available at: 
http://hydromad.catchment.org/ (Andrews and Guillaume, 2013)). For each 
case study, the three models were calibrated to the first six years of historical 
runoff data (from 1 January 1995 to 31 December 2000) at a daily time-scale, 
with the first year (1995) used as a warm-up period. The remaining three 
years of data (from 1 January 2001 to 31 December 2003) were used for 
validation. The objective function for calibration was the Nash-Sutcliffe 
coefficient of efficiency (NSE), which has been used widely in rainfall-runoff 
CMD 
Wet 
CMD – g < 0                          
AET = f(CMD/g) * PET  
Pr = f(CMD/d, P) 
AET = PET 
Defining 
dry/wet 
CMD – g 
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modelling. In addition, the relative bias was also calculated to assess the bias 
in modelled runoff relative to observations.  
The calibration and validation results are shown in Table 5-2. For each 
model, the calibration and validation performance varies by catchment, and 
the validation performance is on average slightly lower than the calibration 
performance. For each catchment, the values of each performance metric are 
generally similar across the three rainfall runoff models, although GR4J on 
average has the best performance and AWBM has the worst performance for 
the case study catchments.  
Table 5-2: NSE for calibration and validation for the GR4J, AWBM and IHACRES_CMD 
models at the five case study sites, with relative bias shown in brackets. 
SMA model name 
Study site 
GR4J AWBM IHACRES_CMD 





























































Average NSE 0.825 0.756 0.746 0.714 0.815 0.750 
 
5.3 Method 
A schematic of the methodology is presented in Figure 5-3. The approach 
to addressing the three research questions described in the Introduction is 




Figure 5-3: Schematic of methodology used to address the research questions posed in the 
Introduction. 
  
5.3.1 Impact of ET process representations on runoff projections 
To assess the impact of different ET process representations within 
conceptual rainfall-runoff models, we explored the sensitivity of both PET 
and runoff to changes in four climate variables related to PET, with 
differences in the ratio of sensitivity values between PET and runoff providing 
an indicator of the importance of ET process representation. The sensitivity 
curve method was employed to achieve this, as it has been widely applied in 
previous PET sensitivity studies due to its computational convenience and 
ease of interpretation (Goyal, 2004; McKenney and Rosenberg, 1993; 
Vicente-Serrano et al., 2014).  
As required by the sensitivity curve method, perturbations were made to 
the four climatic variables which influence PET, namely temperature (T), 
relative humidity (RH), solar radiation (Rs) and wind speed (uz), at each of the 
five study sites. This process yields multiple sets of perturbed climate data, 
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each obtained by perturbing one climate variable while keeping the others 
unchanged. It is worth noting that by perturbing each input variable 
independently, the sensitivity curve method does not take into account the 
potential joint-variations among the input variables due to correlations. 
However, according to a previous global sensitivity study across multiple 
locations in Australia, PET generally showed little sensitivity to these joint-
variations among T, RH, Rs and uz (Guo et al., 2017), so that it is reasonable to 
assume that this one-at-a-time climate perturbation is capable of capturing the 
majority of potential changes in PET due to the four climatic variables. 
The bounds for perturbing each variable were selected to be slightly wider 
than the ranges of the projected changes in these variables by 2100 for 
Australia (Stocker et al., 2013) to encompass a comprehensive range of 
plausible future climate change scenarios (Table 5-3).  
Table 5-3: Plausible perturbation ranges for each climate variable relative to their historical 
levels. 
Climate variable to perturb Perturbation range 
T 0 to +8°C 
RH -10% to +10% 
Rs -10% to +10% 
uz -20% to +20% 
 
For each climate variable, the perturbation levels relative to its historical 
baseline consisted of four equidistant levels within the above-mentioned 
plausible ranges (i.e. +2, +4, +6 and +8°C for T, -10%, -5%, +5% and +10% 
for RH and Rs, and -20%, -10%, +10% and +20% for uz), with each 
perturbation level being applied as a factor to the entire time series of the 
corresponding daily historical data. For T and RH, the Penman-Monteith 
model requires both the daily minimum and maximum values as input; 
therefore, the daily time-series of each pair of T and RH variables was 
considered jointly and thus perturbed by the same amount for each day. Since 
all perturbations for T were additive, whereas perturbations for Rs, RH and uz 
were percentage changes, positive values of these variables were maintained 
during the perturbation. The perturbed RH data were also capped at 100% to 
avoid obtaining physically unrealistic humidity values. The sensitivity of PET 
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and runoff to different levels of perturbation in each of T, RH, Rs and uz were 
then represented as the relative changes to their corresponding baseline 
historical data, as used in model calibration.   
To compare the PET sensitivity with the runoff sensitivity from the three 
rainfall-runoff models, the ratio of the percentage change in annual average 
runoff for each percentage change in annual average PET—referred to as the 
runoff ‘elasticity’ to changes in PET (Chiew, 2006)—was also estimated.  
5.3.2 The role of rainfall-runoff model structure on sensitivity to PET 
The focus of this section is to better understand the effect of rainfall-
runoff model structure on the sensitivity of runoff to changes in PET. As 
discussed in Section 5.2.2.2, the key structural differences of three rainfall-
runoff models in the context of translating PET to AET and runoff are their 
manner of: (a) converting PET to AET on wet days and dry days; and (b) 
relating AET to the level of the soil moisture store(s). Therefore, to 
understand the causes of the impact of ET process representations on runoff 
projections, we investigated the impact of the following factors on the 
sensitivity of simulated runoff to PET: 
1. Wet-day and dry-day patterns, to assess how rainfall-runoff models 
handle conversion from PET to AET on wet and dry days. Although 
the three rainfall-runoff models use different definitions of wet and dry 
days to determine how much of PET is converted to AET, for 
consistency we used a single definition of a wet day as one with 
rainfall greater than 1 mm for all models. The conversion from PET to 
AET was represented by the AET:PET ratio, which should be between 
0 and 1 by definition. We compared the wet-/dry-day distributions of: 
(a) the daily PET responses to perturbations in each climate variable; 
and (b) the daily AET:PET ratios simulated from each rainfall-runoff 
model. We also investigated whether there were interactions between 
 
150 
them that can lead to different AET estimates for the same change in 
average PET.  
2. Seasonal patterns, to assess how rainfall-runoff models relate AET to 
temporal variations in storage. Depending on the catchment, there is 
evidence that the production store can vary significantly by season (for 
example, see Westra et al. (2014b)). Therefore, we investigated the 
role of seasonality in storage on the simulated AET from rainfall-
runoff models. We also investigated whether the responses of PET to 
each perturbed climate variable can vary seasonally and thus act 
synergistically or antagonistically to produce different AET simulated 
for the same total change in annual average PET. This was achieved 
by investigating the seasonal variations in: (a) the daily response of 
PET to perturbations in each individual climate variable; (b) the daily 
AET:PET ratios simulated in the three rainfall-runoff models; and (c) 
the daily storage levels simulated in the three rainfall-runoff models.  
To provide a common basis for comparison, all the sensitivity results in 
this section were presented per 1% change in PET. 
5.3.3 Relative realism of alternative ET process representations within 
conceptual rainfall-runoff models  
To evaluate the relative realism of ET process representations within the 
three conceptual rainfall-runoff models, the AET simulated with the three 
models were compared with EC measurements of AET at Alice Springs and 
Wagga Wagga, as these were the only sites at which measured AET data were 
available. As a result of limitations in AET measurements at these sites (as 
discussed in Section 5.2.1), a qualitative approach was adopted for the 
comparison, in which the times-series of observed and simulated AET were 
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visually compared to evaluate each model’s ability to represent the temporal 
variation of ET processes. 
5.4 Results and discussions 
5.4.1 Impact of ET process representations on runoff projections 
The sensitivity of PET and runoff to changes in each climate variable are 
shown in Figuer 5-4, with each panel representing the sensitivity to a different 
climate variable (see Figures 5A.1 and 5A.2 in Appendix 5A for individual 
plots of PET and runoff sensitivity). The results show a large range of 
sensitivity values depending on (a) the perturbed climate variable, (b) the 
rainfall-runoff model and (c) the location. For example, PET is generally more 
sensitive to perturbations in T, with an 8°C increase in T leading to between a 
20% and 32% increase in average PET depending on location (Figuer 5-4a). 
RH shows a negative relationship with PET, with a 10% increase in average 
RH leading to between a 2% and 13% decrease in average PET (Figure 5-4b). 
Sensitivity to Rs and uz are consistently much smaller, with the increase in 
PET being between 3% and 5% for a 10% increase in average Rs  (Figure 5-




Figure 5-4: Sensitivity of PET and runoff to the four perturbed climate variables at the five 
study sites. The sensitivities for PET are represented by solid lines while for runoff dashed lines 
are used.  
Also apparent from Figure 5-4 is that for a fixed climate perturbation, the 
runoff sensitivity always has an opposite sign to that of PET. However, the 
relative order of impact that the four climate variables have on runoff is 
consistent with that for PET. In particular, runoff generally shows a higher 
sensitivity to perturbations in T, for which an 8°C increase can cause between 
a 7% and 31% decrease in runoff depending on the location and rainfall-
runoff model used (Figure 5-4a). RH also shows substantial sensitivity, 
leading to up to between a 3% and 10% increase in runoff for a 10% increase 
in RH (Figure 5-4b). Rs and uz show much smaller impacts, with a 10% 
increase in Rs causing between a 1% and 4% decrease in runoff (Figure 5-4c), 
while a 20% increase in uz can cause between a 1% and 8% decrease in runoff 
(Figure 5-4d). For both PET and runoff, the relationship between sensitivity 
values and perturbations in each climate variable are highly linear, suggesting 
that the results can be represented per unit change for both PET and runoff.  
To assess the specific role of rainfall-runoff model choice on the 
sensitivity values in Figure 5-4, the runoff elasticity (i.e. the percentage 
change in annual average runoff for each percentage change in annual average 
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PET) simulated from three rainfall-runoff models is plotted for each study site 
in Figure 5-5. For the two most humid locations (Darwin and Burnie, which 
have the lowest long-term PET/P ratios as shown in Table 5-1), the elasticity 
values do not vary much across rainfall-runoff models and climate variables—
this will be discussed further in Section 5.4.3.   
 
Figure 5-5: Runoff elasticity for different climate variables for each study site, as simulated 
from three rainfall-runoff models. 
For the remaining locations (i.e. Adelaide, Alice Springs and Wagga 
Wagga), the choice of both the rainfall-runoff model and the climate variable 
being perturbed makes a substantial difference to the runoff elasticity. 
Although all models suggest that runoff shows higher elasticity when 
perturbing RH rather than other climate variables, GR4J and AWBM 
consistently show much greater elasticity due to RH, compared to 
IHACRES_CMD. Focusing on Alice Springs, GR4J suggests that for each 1% 
change in PET, perturbing RH leads to the greatest change in runoff of 1.5%, 
whereas perturbing uz leads to the smallest runoff change of only 0.2%. This 
is equivalent to an over seven-fold difference in runoff elasticity attributable 
solely to perturbing different climate variables. A similar magnitude of 
difference in runoff elasticity is observed for AWBM. In contrast, 
IHACRES_CMD suggests that the runoff elasticity for perturbing all four 
climate variables is below 1%. This is quite surprising, as these conceptual 
rainfall-runoff models do not directly use the four climate variables as inputs, 
but instead use the PET estimated with the Penman-Monteith model. 
Consequently, the fact that the variation of runoff responses depends on the 
climate variable being perturbed clearly illustrates the impact of ET process 
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representations within individual rainfall-runoff models on propagating 
climate change signals to projected runoff. 
To better understand these findings, in the next section we investigate the 
effect of rainfall-runoff model structure on the varying elasticity values shown 
above. 
5.4.2 The role of rainfall-runoff model structure on sensitivity to PET 
In the previous section, it was shown that the elasticity of runoff varied 
significantly depending on the variables used to perturb PET. Given that the 
results in Figure 5-5 are presented per unit change in annual average PET, it is 
anticipated that differences in elasticity values must be due to sub-annual 
variations that are different depending on the perturbing variable.  
In this section we therefore assess the role of sub-annual variations in PET 
on runoff sensitivity, with a focus on daily and seasonal variations. For 
illustration purposes, we use the results from Alice Springs, which exhibited 
the largest differences in runoff elasticity among the climate variables (Figure 
5-5), and is thus expected to illustrate the most significant impact of ET 
process representations. Analyses from other sites generally led to conclusions 
that are consistent with those from Alice Springs, and are available in Figure 
5A.6 to Figure 5A.17 in Appendix 5A. 
5.4.2.1 Interactions between PET sensitivity and AET simulated for wet 
and dry days  
Figure 5-6a shows the wet/dry-day distribution of PET changes for a 1% 
change in annual average PET. Note that the same distribution of PET 
responses applies to GR4J, AWBM and IHACRES_CMD, since no rainfall-
runoff modelling is yet involved. The figure indicates that for a fixed average 
change in PET, there are significant differences in the change for wet and dry 
days. Among all climate variables, RH causes the greatest difference in 
average dry-day and wet-day sensitivities of PET (0.743% and 3.04%, 
respectively). T and Rs also show lower sensitivity for dry days compared to 
wet days, but the differences are much smaller compared to those for RH 
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(with the two sensitivities becoming 0.989% and 1.01% for T, and are 0.917% 
and 1.27% for Rs, respectively). In contrast, uz leads to higher sensitivities on 
dry days compared to wet days (with averages of 1.06% and 0.567%, 
respectively).  
 
Figure 5-6: (a) Distribution of PET changes on wet and dry days, in response to perturbations 
in each climate variable (in each vertical panel) that result in an annual average PET change of 
1% (indicated by the red dashed line), where a red dot represents the mean for each group; (b) all 
daily PET changes that lead to a 1% change in annual average PET from perturbing RH, against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 
simulated from AWBM, GR4J and IHACRES_CMD (in each vertical panel). 
The substantially higher PET sensitivity to RH can be explained with the 
aid of Figure 5-6b, where all daily PET changes that led to a 1% change in 
annual average PET from perturbing RH (as the second panel in Figure 5-6a) 
are plotted against the corresponding baseline daily RH. The figure shows 
that: (a) wet days are typically associated with high baseline RH; (b) these 
high-RH wet days generally lead to greater change in PET. These illustrate 
that part of the higher PET sensitivity on wet days can be the result of using 
multiplicative perturbation for RH, as the average RH on wet days is around 
1.5 times of that for dry-day RH, leading to greater perturbation of RH on wet 
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days than on dry days with any scaling factor. However, the use of a 
multiplicative perturbation method does not fully explain the four-fold 
difference in wet-/dry-day PET sensitivity in Figure 5-6a, which suggests that 
the structure of the Penman-Monteith model also contributes to greater PET 
changes during wet days compared to dry days. 
Having shown that the PET sensitivity differs from wet to dry days 
depending on the perturbing climate variable, we now investigate how PET is 
converted to AET differently on wet and dry days via different rainfall-runoff 
models. Figure 5-6c presents the distribution of daily AET:PET ratios on wet 
and dry days, simulated from the three rainfall-runoff models. All three 
models illustrate higher ratios of AET:PET during wet days compared to dry 
days, with GR4J and AWBM showing greater differences than 
IHACRES_CMD. This is because GR4J and AWBM both determine if AET 
= PET by checking if P – PET > 0, which produces a peak ratio of one for 
most wet days, while those below one correspond to days with P > 1 mm, but 
still not yet satisfying P – PET > 0. In contrast, IHACRES_CMD only uses 
store levels to determine AET, which is therefore largely independent of 
individual rainfall events, so that it does not lead to substantially higher AET 
on wet days. For dry days, the AET:PET ratios from GR4J and 
IHACRES_CMD show similar distributions, in contrast to those from 
AWBM. Although most dry-day ratios from GR4J and IHACRES_CMD are 
around zero, they can vary substantially with values spanning the entire range 
from zero to one, highlighting the direct impact of instantaneous store levels 
on AET in both models. In AWBM, this ratio is mostly zero with only a few 
anomalies, corresponding to dry days that have small rainfall amounts (0 < P 
< 1 mm), but still with water in some or all of the stores, leading to overall 
AET at discrete ratios of PET (i.e. 0, 0.433, 0.866 and 1).  
Connecting these results with those in Figure 5-5, it is clear that for a fixed 
positive average change in PET, a greater decrease in runoff would be 
expected to occur for variables that cause the greatest change of PET during 
wet days, as a larger percentage of PET would be ‘lost’ to AET during wet 
days in both GR4J and AWBM. Based on this finding, one would expect the 
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highest runoff elasticity for both models for RH, followed by Rs, T and finally 
uz. This is exactly the same order as was identified for Alice Springs in Figure 
5-5. 
5.4.2.2 Interactions between seasonal variations in PET sensitivity, 
simulated AET and storage 
We now consider the role of seasonal patterns in the changes in PET as a 
result of perturbing each climate variable, and how they interact with 
simulated AET and storage. Figure 5-7a shows the seasonal distributions of 
the daily PET responses to perturbations in each climate variable that result in 
a 1% average change in PET at Alice Springs for the year 2000. The figure 
highlights substantial differences in the temporal distribution of PET 
responses, depending on the climate variable perturbed. For perturbations in 
RH, PET responses display high temporal variability: two clear peak periods 
are shown around February and May with the highest PET response exceeding 
15 times average levels, while from July to October most responses are close 
to zero. In contrast, the variability in PET responses to the perturbations in T, 
Rs and uz are much smaller and close to 1% for the entire year. 




Figure 5-7: Seasonality of a) daily PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 
levels). All results are from Alice Springs for the year 2000. 
Having shown the different seasonal variations in the PET sensitivity 
depending on the perturbing climate variable, we now investigate the seasonal 
patterns in the conversion from PET to AET within the three rainfall-runoff 
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models. The simulated daily time-series of AET:PET ratios from the three 
models are shown in Figure 5-7b for Alice Springs for the year 2000.  
Considering firstly the results from January to October, all models suggest 
two periods with peak AET:PET ratios occurring around February and May, 
respectively, which correspond to the simulated store levels from all models 
(Figure 5-7c), which also show two consistent peak periods. Following the 
peak periods, the models show contrasting temporal patterns in both AET and 
storage: from both GR4J and IHACRES_CMD, the AET:PET ratios show a 
smooth “recession period” from one to close to zero, while the store drains 
gradually at the same time. This is because both models limit the rate of AET 
when store levels decrease. In contrast, the role of the store level in simulated 
AET is less obvious for AWBM, as the AET:PET ratios drop in a ‘stepwise’ 
fashion (from 1 to levels of 0.866, 0.433 and then 0) following each peak 
period, corresponding to times when different stores become empty (as 
detailed in Section 5.2.2.2). In addition, compared to GR4J and 
IHACRES_CMD, the stores simulated in AWBM drain at a more constant 
rate (for example before April), because this model forces each store to keep 
evaporating at the rate of PET until empty.   
Interestingly, after October, GR4J and AWBM both show instantaneous 
high AET:PET ratios on wet days, but returning to lower values once the 
rainfall ceases. This indicates the impact of individual rainfall events, which is 
independent of that of storage, since peak ratios can occur even when storage 
levels are consistently low. Such impact is not visible from IHACRES_CMD 
as it does not relate AET simulation to individual rainfall. 
From these results, all three models show a fuller storage around both 
February and May. Since all models relate AET simulation to storage, a 
greater amount of PET is also converted to AET during this period, with 
associated implications on runoff volume. As these periods also correspond to 
when RH can cause the greatest changes in PET, we can expect that for a 
fixed positive average change in PET, perturbations in RH can lead to greater 
decreases in runoff from all three models. This, again, is consistent with the 
higher sensitivity of runoff to RH shown from all three models in Figure 5-5.  
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Combining results from Sections 5.4.2.1 and 5.4.2.2, we can see that: 
1. PET shows substantially higher sensitivity to RH during wet days and 
around February and May;  
2. Both GR4J and AWBM explicitly relate AET simulation to daily wet/dry 
status, leading to higher impact of changing PET on AET during wet days; 
and 
3. All three models relate AET simulation to catchment storage, leading to 
higher impact of changing PET on AET when stores are fuller around 
February and May. 
Relating the above results to observations for Alice Springs in Figure 5-5, 
it is clear that the higher elasticity values for RH compared to the other 
variables shown in all three models are likely to be attributable to these 
models having a higher contrast in the AET:PET ratios across different 
seasons where store levels vary substantially (Figure 5-7). Furthermore, the 
reason that GR4J and AWBM show even higher sensitivity to RH can be that 
these models having higher contrast in AET:PET ratios between wet day dry 
days across wet and dry days, which are associated with contrasting levels of 
RH (Figure 5-6).  
In summary, in this section we show that there are clear daily and seasonal 
variations in the sensitivity of PET depending on which climate variable is 
perturbed. This can then interact with the way PET is converted to AET in the 
three models, which depends on whether a day is dry or wet, as well as the 
temporal variation in the production store. The interaction between these two 
mechanisms can lead to large variability in runoff sensitivity to different 
perturbing climate variables, even for the same change in annual average PET. 
5.4.3 Relative realism of alternative ET process representations within 
conceptual rainfall-runoff models 
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Given the importance of rainfall-runoff model process representation in 
determining how much AET is converted from PET, we now investigate 
model realism by comparing observed time-series of AET with simulated 
AET from the three conceptual rainfall-runoff models at Alice Springs and 
Wagga Wagga (Figure 5-8).  
For Alice Springs, the differences between model simulated AET clearly 
illustrate their contrasting ET process representations. GR4J illustrates both 
the effect of individual rainfall events, as well as change in store levels, with 
simulated AET peaking on individual wet days and gradually decreasing on 
the dry days after, which indicates drops in store levels. In AWBM, the effect 
of individual rainfall is also illustrated by the peak AET on wet days; 
however, the influence of retreating storage is not shown in AWBM, with 
AET either remaining at or near its peak value, or dropping suddenly to zero. 
This instantaneous drop is due to the ‘discrete’ function that AWBM uses to 
represent the relationship between AET and storage (as discussed in Section 
5.2.2.2). In contrast to GR4J and AWBM, the simulated AET from 
IHACRES_CMD is not sensitive to individual rainfall events, as the 
occurrence of peak AET is not associated with wet days. This is because AET 
is simulated purely as a function of the moisture content in the store. In 
general, GR4J and IHACRES_CMD better resemble the temporal variation in 
the observed AET in Alice Spring, which indicates that the change in store 





Figure 5-8: Comparison of the observed and simulated time-series of AET from GR4J, 
AWBM and IHACRES_CMD, at a) Alice Springs; and b) Wagga Wagga. 
In contrast to Alice Springs, all three models show reasonable 
performance in producing the temporal patterns in the observed AET at 
Wagga Wagga, with only slight differences across models suggesting a lower 
impact of ET process representation. As an exception, at the start of 2013 and 
2014, AWBM shows zero-AET periods, which are clearly different from 
observations. As illustrated in Figure 5-7, these periods correspond to times 
when all storages are empty, as a result of AWBM keeping each store 
evaporating at the PET rate (i.e. AET=PET). 
The comparisons of AET simulation at the two study sites indicate that the 
impact of ET process representations is likely to be greater for drier 
catchments such as Alice Springs, where stores vary substantially on a 
seasonal basis, and experience frequent draining and rapid changes of levels 
in response to rainfall. In contrast, Wagga Wagga is a somewhat more humid 
catchment with lower seasonal variability (although still water limited, see 
Table 5-1). As such, it generally has fuller storage levels, which neither drain 
out completely nor rise rapidly with individual rainfall events. Under this 
condition, the simulated AET is likely to be less sensitive to different ways of 
defining the relationships between the AET:PET ratio and the storage level 
(e.g. GR4J and AWBM). Furthermore, with the consistently fuller stores 
leading to higher AET overall, the impact of different ET representations 
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across dry/wet status (e.g. GR4J and IHACRES_CMD) are likely to be 
limited. Therefore, model choice is likely to have less impact on ET 
simulations for catchments with relatively stable store levels. This can also be 
a possible explanation of the observations in Section 5.4.1, where humid 
locations, such as Darwin and Burnie, show fewer differences in runoff 
sensitivity to different climate variables across the three rainfall-runoff 
models.  
It should be noted that although the EC-based AET measurements were 
used as a benchmark for the simulated AET from the three rainfall-runoff 
models, the comparison should be interpreted qualitatively rather than 
quantitatively, due to several limitations associated with the available data. In 
particular, both catchments used for this comparison were assumed to be 
covered with reference crop when estimating catchment PET for simulating 
AET (Section 5.2.2.1). However, the EC measurements were obtained from 
flux towers within tall canopy (Mulga woodland for Alice Springs and 
Eucalyptus forest for Wagga Wagga), which are likely to be valid only for a 
small region for the specific type of canopy around each flux tower, since EC 
measurements usually only cover spatial scales of hundreds of meters. This 
inconsistency can contribute to differences between the simulated and 
observed catchment AET. Furthermore, a number of studies have reported 
biases in AET measured by the EC method due to the failure to close the 
energy balance (e.g. Wang and Dickinson, 2012; Wilson et al., 2001). These 
biases appear to be particularly prominent for days with high relative humidity 
and wind (Ibrom et al., 2007), as well as during turbulent conditions at night 
or when precipitation or dew obscured the sensors (Meiresonne et al., 2003; 
Meyer et al., 2015; Wilson et al., 2001).  
Despite the abovementioned limitations, the ET observations from the two 
sites illustrate contrasting temporal variations related to rainfall events and 
store levels, which can be explained by the unique characteristic of each 
catchment. Therefore, it is likely that these patterns shown in the data may 
nevertheless be useful to scrutinize rainfall-runoff models and assess which 
models simulate ET processes more realistically. Furthermore, the results also 
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highlight potential opportunities for more detailed process-based evaluation of 
rainfall-runoff models where data are available, which can provide valuable 
insights to support rainfall-runoff model selection complementary to the use 
of conventional runoff-centered performance assessment (e.g. calibration 
metrics in Table 5-2). These process-focused assessments are particularly 
important when evaluating the suitability of models for simulating catchment 
behavior under changed conditions, where the differences in the runoff 
projections from alternative rainfall-runoff models are likely to be greatest. 
5.5 Summary and conclusions 
In this study, we: 
1. Assessed the impact of ET process representations within conceptual 
rainfall-runoff models on runoff projections under plausible changes in 
the climate drivers of ET; 
2. Explored the interaction between conceptual rainfall-runoff model 
structure and the complex sub-annual changes in PET, and how this 
influences projections of runoff and AET; and 
3. Evaluated the relative realism of alternative ET process representations 
within three conceptual rainfall-runoff models using AET observations. 
We investigated five study sites across Australia with contrasting hydro-
climatic conditions, at which the baseline PET was simulated using the 
Penman-Monteith model. Perturbation of PET was achieved by first 
perturbing the historical data of four climatic drivers of ET, namely 
temperature (T), relative humidity (RH), solar radiation (Rs) and wind (uz), 
within plausible ranges of their future changes, and then estimating the 
corresponding PET with the Penman-Monteith model. The baseline and 
perturbed PET time series formed inputs to three structurally different 
conceptual rainfall-runoff models (GR4J, AWBM and IHACRES_CMD), 
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which were calibrated to historical runoff data at the five study sites. The 
calibrated rainfall-runoff models were used to simulate the baseline and 
perturbed runoff, and then to estimate runoff sensitivity to climate 
perturbations. 
Our results illustrate that different ET process representations in 
conceptual rainfall-runoff models can have substantial impacts on the 
sensitivity of runoff projection under a changing climate. Specifically, it is 
possible to have an over seven-fold difference in runoff elasticity due to 
rainfall-runoff model choice and the climate variable that is perturbed. The 
significant differences in runoff elasticity were attributed to the different 
conceptualizations used to convert PET to AET on wet and dry days in the 
three conceptual rainfall-runoff models, as well as the contrasting 
relationships defined between AET and store levels.  
Using eddy-covariance-based observations of AET, we also compared and 
evaluated the ET process representations within the three conceptual rainfall-
runoff models at Alice Springs and Wagga Wagga. Results suggest that 
alternative ET process representations are likely to have a greater impact on 
drier catchments consisting of highly variable store levels, such as Alice 
Springs. As highlighted with the results from Alice Springs, AWBM poorly 
simulated the variations in observed AET, whereas GR4J and 
IHACRES_CMD performed better in simulating the temporal variation of 
AET as a result of changing store levels.  
Although this study demonstrates that evapotranspiration process 
representation within conceptual rainfall-runoff models can substantially 
affect the results from climate impact assessments, quantitative sensitivity 
values are likely to vary on a case-by-case basis, depending on the catchment 
and the choice of PET and rainfall-runoff models. Therefore, specific studies 
are required for further exploration of the implications of modelling 
assumptions for a larger number of rainfall-runoff models, as well as their 
interactions on other case studies. Nevertheless, the results from this study 
highlight the importance of scrutinizing internal process realism within 
rainfall-runoff models as part of climate impact studies, and using alternative 
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sources of information on model performance in addition to the standard 
runoff-based metrics, such as by comparing simulated and observed AET or 
with the outputs of integrated surface-subsurface flow models (e.g. Li et al., 
2015; Partington et al., 2013; Su et al., 2016; Vervoort et al., 2014)).  
These findings are in line with a number of studies that suggest the need 
for an improved understanding of physical processes to better infer the 
potential changes in rainfall-runoff relationships under climate change, and 
thus to facilitate better modelling of future water resources (Fowler et al., 
2016; Herman et al., 2013; Kirchner, 2006; Merz et al., 2011; Minville et al., 
2014; Saft et al., 2016; Westra et al., 2014b). The study also provides a 
practical example of the multiple-hypothesis testing of rainfall-runoff models 
(Clark et al., 2011; Clark et al., 2016; Gupta et al., 2008; Harrigan et al., 
2014), which suggests that models should be evaluated based on the validity 
of any individual hypothesis they describe. With the currently increasing 
availability of observations to support hypothesis testing (for example see 
Blöschl et al., 2016), this type of process-based model evaluation can greatly 
enhance our understanding on how alternative rainfall-runoff models can 
propagate climate change signals to hydrological impacts via different model 
conceptualizations and assumptions. As highlighted by the substantially 
different elasticity values found in this study, these process-based model 
evaluation studies will be particularly useful to inform the selection of 
rainfall-runoff models for climate impact studies, where good model 
performance under historical climate conditions provides only a partial guide 
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Appendix 5A Supplementary to Chapter 5 
1. Introduction  
Included in the supplementary material are: 
• Details of data sources as supplements to those presented in Section 
5.2.1 of the main text; 
• Elasticity of PET and runoff, reproduced using the same results shown 
in Figure 5-4 of Chapter 5, but separating PET and runoff for better 
visualization; and 
• The full analysis results for all five study sites, as supplement to those 
presented only for Alice Springs in Section 5.4.2 in the main text. To illustrate 
the impact of ET process representations, Section 5.4.2 used Alice Springs as 
an example, as it exhibited the greatest differences in runoff elasticity 
amongst the five case studies and thus indicating the most distinct impact of 
ET process representation. As shown in the supplementary material, similar 
analyses for the other four study sites (namely Adelaide, Burnie, Darwin and 
Wagga Wagga) generally lead to consistent conclusions. 
2. Data and models – details of data sources 
To calibrate three conceptual rainfall-runoff models for the five case study 
catchments, daily runoff data were obtained from the gauging stations at the 
outlet of each catchment, while the catchment-average rainfall was 
represented either with data from a single rain gauge within each catchment 
(for the four smaller catchments) or from multiple rain gauges using Thiessen 
polygon (Table 5A.1). The PET data for calibration were calculated using the 
Penman-Monteith model from climate data of temperature, relative humidity, 
solar radiation and wind. Due to the limited availability of high-quality 
observations, data for each of these climate variables were obtained from a 




Table 5A.1. Sources of data used for calibrating rainfall-runoff models 
Weather station (BoM 
ID) 
Catchment  Catchment 
outlet (BoM ID) 
Rain gauge(s) 
Adelaide (23090) Scott Creek (29 km
2
) A5030502 23734 
Burnie (91009) Black River (318.5 km
2
) 314213 91009 
Darwin (14015) Elizabeth River (95.6 km
2
) G8150018 14222 
Alice Springs (15590) Hugh River (3324 km
2
) G0050115 15562, 15564, 15642  
Wagga Wagga (72150) Adelong Creek (146.1 km
2
) 410061 72000 
 
3. Results and discussions – Elasticity of PET and Q 
Figures 5A.1 and 5A.2 show the sensitivity of (a) PET and (b) runoff to 
changes in each climate variable, and corresponds to the results shown in 
Figure 5-4 in Chapter 5. 
 




Figure 5A.2. Sensitivity of runoff to the four perturbed climate variables at the five study 




4. Results and discussions – Interactions between PET sensitivity and 
process representations in rainfall-runoff models 
Figure 5A.3 to Figure 5A.17 consist of the full results for all five study 
sites, corresponding to those presented in Figures 5-6 and 5-7 and discussed in 
Sections 5.4.2.1 and 5.4.2.2 of the main text, respectively. In addition, the 
absolute values of AET and PET for each site are presented to assist the 
understanding of AET:PET ratios. 
As illustrated in Section 5.4.2 in the main text, amongst the five sites, 
Alice Springs exhibited the greatest differences in runoff elasticity depending 
on the climate variable being perturbed, thus indicating the most distinct 
impact of ET process representation. Therefore, Section 5.4.2 used Alice 
Springs as an example to illustrate the impact of ET process representations. 
Figure 5A.6 to Figure 5A.17 illustrate the results for similar analyses for 
Adelaide, Burnie, Darwin and Wagga Wagga, which generally lead to 






Figure 5A.3. Analyses of daily PET changes in Alice Springs, including: (a) Distribution of 
PET changes on wet and dry days, in response to perturbations in each climate variable (in each 
vertical panel) that result in an annual average PET change of 1% (indicated by the red dashed 
line), where a red dot represent the mean for each group; (b) scatterplot of PET changes against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 







Figure 5A.4. Seasonality of daily a) PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 





Figure 5A.5. Seasonality of the daily AET and PET for wet and dry days from GR4J, AWBM 






Figure 5A.6. Analyses of daily PET changes in Adelaide, including: (a) Distribution of PET 
changes on wet and dry days, in response to perturbations in each climate variable (in each 
vertical panel) that result in an annual average PET change of 1% (indicated by the red dashed 
line), where a red dot represent the mean for each group; (b) scatterplot of PET changes against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 




Figure 5A.7. Seasonality of daily a) PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 





Figure 5A.8. Seasonality of the daily AET and PET for wet and dry days from GR4J, AWBM 






Figure 5A.9. Analyses of daily PET changes in Burnie, including: (a) Distribution of PET 
changes on wet and dry days, in response to perturbations in each climate variable (in each 
vertical panel) that result in an annual average PET change of 1% (indicated by the red dashed 
line), where a red dot represent the mean for each group; (b) scatterplot of PET changes against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 







Figure 5A.10. Seasonality of a) daily PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 





Figure 5A.11. Seasonality of the daily AET and PET for wet and dry days from GR4J, 









Figure 5A.12. Analyses of daily PET changes in Darwin, including: (a) Distribution of PET 
changes on wet and dry days, in response to perturbations in each climate variable (in each 
vertical panel) that result in an annual average PET change of 1% (indicated by the red dashed 
line), where a red dot represent the mean for each group; (b) scatterplot of PET changes against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 






Figure 5A.13. Seasonality of a) daily PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 





Figure 5A.14. Seasonality of the daily AET and PET for wet and dry days from GR4J, 







Figure 5A.15. Analyses of daily PET changes in Wagga Wagga, including: (a) Distribution of 
PET changes on wet and dry days, in response to perturbations in each climate variable (in each 
vertical panel) that result in an annual average PET change of 1% (indicated by the red dashed 
line), where a red dot represent the mean for each group; (b) scatterplot of PET changes against 
different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, 







Figure 5A.16. Seasonality of a) daily PET responses to perturbations in each climate variable 
that result in an average PET change of 1% (black dashed line); b) AET:PET ratios for wet and 
dry days from GR4J, AWBM and IHACRES_CMD; and c) levels of production stores from 
GR4J, AWBM (with dashed lines indicating store capacities) and IHACRES_CMD (as CMD 





Figure 5A.17. Seasonality of the daily AET and PET for wet and dry days from GR4J, 
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Impact of evapotranspiration process representation on runoff
projections from conceptual rainfall-runoff models
Danlu Guo 1, Seth Westra 1, and Holger R. Maier 1
1School of Civil, Environmental and Mining Engineering, The University of Adelaide, North Terrace, Adelaide, South
Australia, Australia
Abstract Conceptual rainfall-runoff models are commonly used to estimate potential changes in runoff
due to climate change. The development of these models has generally focused on reproducing runoff
characteristics, with less scrutiny on other important processes such as the conversion from potential
evapotranspiration (PET) to actual evapotranspiration (AET). This study uses three conceptual rainfall-runoff
models (GR4J, AWBM, and IHACRES_CMD) and five catchments in climatologically different regions of
Australia to explore the role of ET process representation on the sensitivity of runoff to plausible future
changes in PET. The changes in PET were simulated using the Penman-Monteith model and by perturbing
each of the driving variables (temperature, solar radiation, humidity, and wind) separately. Surprisingly, the
results showed the potential of a more than sevenfold difference in runoff sensitivity per unit change in
annual average PET, depending on both the rainfall-runoff model and the climate variable used to perturb
PET. These differences were largely due to different ways used to convert PET to AET in the conceptual
rainfall-runoff models, with particular dependencies on the daily wet/dry status, as well as the seasonal
variations in store levels. By comparing the temporal patterns in simulated AET with eddy-covariance-based
observations at two of the study locations, we highlighted some unrealistic behavior in the simulated AET
from AWBM. Such process-based evaluations are useful for scrutinizing the representation of physical
processes in alternative conceptual rainfall-runoff models, which can be particularly useful for selecting
models for projecting runoff under a changing climate.
1. Introduction
Climate change is expected to have significant implications on catchment-scale water resources, potentially
affecting water security for municipal, agricultural, and industrial applications, environmental water quantity
and quality, and flood hazard [CSIRO and Bureau of Meteorology, 2015; Hauser et al., 2009; IPCC, 2014; Turral
et al., 2011]. To assess these implications, rainfall-runoff models are commonly used to translate projected
changes in atmospheric variables derived from large-scale general circulation models into regional or local
runoff [e.g., see Akhtar et al., 2008; Chiew et al., 2009]. This information can then be used to assess catchment
yield [e.g., Haque et al., 2015], water quality [e.g., Crossman et al., 2013], water supply security [e.g., Christensen
et al., 2004; Paton et al., 2013, 2014], and flood risk [e.g., Kay and Jones, 2012], amongst other variables.
Although various rainfall-runoff model classes have been developed with different levels of physical realism
[Beven, 2011], most climate impact studies are based on the outputs of one or several calibrated conceptual
rainfall-runoff models [Chiew et al., 2010; Islam et al., 2014; Najafi and Moradkhani, 2015; Vaze and Teng,
2011]. The benefit of using conceptual rainfall-runoff models is that they are parsimonious and tend to per-
form well when calibrated to historical runoff data [Perrin et al., 2003; Wagener et al., 2003], particularly
when compared to more complex physically based and spatially distributed models, for which parameter
estimation can be extremely challenging [Beven, 2001b; Butts et al., 2004; Goderniaux et al., 2009]. However,
since the performance of these conceptual rainfall-runoff models is largely assessed on runoff, in many
cases the underlying physical processes such as evapotranspiration fluxes, runoff generation mechanisms,
and so on can be poorly represented [Li et al., 2015; Seibert and McDonnell, 2002; Seibert et al., 2003], with
parameters being ‘‘falsely adjusted’’ to maximize runoff performance without considering the realism of the
internal physical processes [Andreassian et al., 2004; Beven, 2001a; Clark et al., 2016; Ewen et al., 2006; Minville
et al., 2014].
Key Points:
 Contrasting ET process
representations can have substantial
impact on runoff projections under a
changing climate
 Conceptual rainfall-runoff models can
interact with potentially complex
changes to PET, causing contrasting
runoff projections
 Comparing AET simulations with
observations provides useful insights
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The surprisingly limited impact of physical process realism on the performance of conceptual rainfall-runoff
models in simulating historical streamflow has been observed in multiple studies [Brouyère et al., 2004; Hart-
mann and Bardossy, 2005; Kirchner, 2006; Vaze et al., 2010]. This result has also been found in the specific
context of evapotranspiration (ET) process representation, and reasonable performance of conceptual mod-
els has been obtained with the use of simplified methods for estimating potential ET (PET) that do not real-
istically consider the dynamics in all its driving climate variables [Oudin et al., 2005], or do not sufficiently
represent the spatial and temporal variations in ET [Andreassian et al., 2004; Chapman, 2003]. Furthermore,
reasonable conceptual rainfall-runoff model performance has been observed even when the ET input con-
tains systematic and/or random errors [Oudin et al., 2006]. A potential reason for these findings is that the
calibration process of conceptual models can ‘‘compensate’’ for reasonable levels of differences in ET esti-
mates without significant impact on model performance in simulating runoff [Andreassian et al., 2004;
McMahon, 2015]. However, although such calibrated conceptual models may perform well when applied
under conditions similar to the period used for calibration, the extent to which they can be applied to clima-
tologically different conditions is less clear [Coron et al., 2012; Klemes, 1986; Wagener et al., 2003; Westra
et al., 2014], as in this context it becomes much more critical to ensure that the model ‘‘gets the right
answers for the right reasons’’ [Kirchner, 2006]. This is highlighted in a number of recent studies that found
that although conceptual models with different structures can perform similarly when simulating historical
runoff, they can produce very different estimates under a changing climate [Bae et al., 2011; Bastola et al.,
2011; Jiang et al., 2007; Mendoza et al., 2016; Velazquez et al., 2013].
Although the above studies suggest potential limitations in the performance of conceptual rainfall-runoff
models under future climate, the specific role of ET representation within these models on runoff projec-
tions has not been widely investigated. Changes to ET-related processes are likely to be particularly impor-
tant to overall catchment response, as actual ET (AET) volumes exceed runoff volumes for the majority of
catchments worldwide [Dingman, 2015]. Furthermore, the potential changes in the climatic variables that
can influence ET (e.g., temperature, solar radiation, humidity, and wind) [IPCC, 2014] suggest that changes
to ET-related processes could be extremely complex, with changes not only at annual timescales but also in
terms of the daily and seasonal distributions of ET (as illustrated in Gong et al. [2006], Huo et al. [2013], and
Vicente-Serrano et al. [2014]). However, the extent to which these potentially complex changes to ET can
interact with the structure of conceptual rainfall-runoff models remains unknown, with these changes usual-
ly represented using seasonal or annual ET change factors in many climate impact studies [e.g., Chiew et al.,
2009; New et al., 2007; Teng et al., 2012].
The focus of this study is therefore to assess the impact of alternative ET process representations within
conceptual rainfall-runoff models on runoff projections under perturbed climate conditions. This is achieved
by focusing specifically on the following research questions:
1. To what extent can ET process representations within conceptual rainfall-runoff models impact runoff
projections under plausible changes in the climate drivers of ET?
2. How do alternative conceptual rainfall-runoff model structures interact with the potentially complex
changes to PET to produce projections of runoff and AET?
3. Is it possible to use AET observations to constrain which ET process representations within conceptual
rainfall-runoff models are more realistic?
The above research questions were addressed with five case study locations from distinct climatic regions
within Australia. Three lumped conceptual rainfall-runoff models—GR4J, AWBM, and IHACRES_CMD—were
used to represent contrasting ET process representations, and thus to illustrate how potential changes in
PET can propagate differently to runoff projections. PET was required as an input to all three rainfall-runoff
models, and was estimated using the Penman-Monteith method. This method is considered to be the most
comprehensive physically based PET model and is thus widely used for rainfall-runoff modeling and climate
impact assessments [e.g., Arnell, 2004; Gosling et al., 2011; Kay et al., 2009]. Use of the Penman-Monteith
method enables an assessment of the effect of perturbing each of the driving climatic variables of PET (i.e.,
temperature, solar radiation, wind, and humidity), and can provide information not only on annual average
changes, but also on subannual (e.g., daily and seasonal) variations in PET sensitivity.
The remainder of this paper is structured as follows. The data used to address the three research questions
are provided in the next section, together with an overview of the Penman-Monteith model and the three
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conceptual rainfall-runoff models. This is followed by a description of the methods employed to address
each research question in section 3. The results and their implications are discussed in section 4, and a sum-
mary and conclusions are given in section 5.
2. Data and Models
2.1. Data
Figure 1 shows the names and locations of the five case study catchments, which are situated in cli-
matologically different regions in Australia, as defined in the Australian K€oppen climate classifications
of Stern et al. [2000]. As mentioned in section 1, three lumped conceptual rainfall-runoff models were
used in this study, which required historical data for calibration. These data include catchment-
average rainfall, PET, and runoff at each location. The PET input data to these models were estimated
using the Penman-Monteith model, which required data on temperature, relative humidity, solar radia-
tion, and wind speed.
The source of each data variable is summarized below, with further details given in supporting information
Table S1:
1. Catchment runoff (ML/day): Daily runoff data were obtained from the gauging stations at the outlet of
each catchment.
2. Catchment-average rainfall (mm/day): In order to represent the catchment-average rainfall, daily rainfall
data were obtained from a rain gauge within each of the four smaller catchments (Scott Creek, Black Riv-
er, Elizabeth River, and Adelong Creek). For the largest catchment (Hugh River), data from three rainfall
gauges within the catchment were spatially averaged using the Thiessen polygon method.
3. Daily maximum and minimum temperature (Tmax and Tmin in 8C), maximum and minimum relative
humidity (RHmax and RHmin in %), and wind speed (uz in m/s): Due to the limited availability of high-
Figure 1. Locations for rain gauges, catchment outlets, and weather stations from which data were obtained for calibration of rainfall-runoff models at the five case study catchments.
The locations of two flux towers to obtain data for model evaluation at Alice Springs and Wagga Wagga are also shown. Coloring relates to K€oppen climate classifications from Stern
et al. [2000].
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quality climate observations, data for each of these variables were obtained from a weather station out-
side but nearby each catchment.
4. Daily solar radiation (Rs in MJ/(m
2 day)): Daily solar radiation was calculated from daily sunshine hour
data (n in h) obtained from each weather station, using the Ångstr€om-Prescott equation [McMahon et al.,
2013] with constants for each location provided in Chiew and McMahon [1991].
Data for each variable were obtained for a consistent period from 1 January 1995 to 31 December 2003 at
each location, with key statistics presented in Table 1. As can be seen, there are large differences in the
average values of each variable, highlighting the potentially significant differences in dominant physical
processes for ET and runoff production across these catchments. A quantity particularly relevant to ET pro-
cesses is the long-term averaged ratio of PET to precipitation (PET/P), which describes whether a catchment
is water-limited (PET/P> 1) or energy-limited (PET/P< 1). The range of PET/P values indicates substantial
variations in the water availability conditions at the five study sites.
To determine the relative realism of different ET process representations, actual measurements of AET were
used to benchmark the simulated AET from the three rainfall-runoff models. A challenge, however, is the
limited availability of AET data for Australia. Lysimeter measurements are currently considered as the most
accurate source of AET observations [Seneviratne et al., 2012; Wang and Dickinson, 2012]; however, these
data are most commonly available in irrigated regions [e.g., Bethune et al., 2001; Northey et al., 2006; Zhang
et al., 1999], with measurements from natural catchments being very scarce. The MODIS Land Product
(http://daac.ornl.gov/MODIS/modis.shtml) also provides estimates of AET based on remotely sensed obser-
vations [Cleugh et al., 2007; Mu et al., 2011] with a much wider spatial coverage; however, the AET data are
only available on an 8 day interval.
The above constraints led us to select eddy covariance (EC)-based AET measurements, which are available
through the OzFlux [TERN, 2012] network at 30 active sites across Australia (see: http://www.ozflux.org.au/).
For our purpose of evaluating alternative ET representations, the AET observations should be obtained from
nearby our case study catchments, as well as spanning a sufficient continuous time period. As a result of
these constraints, only two OzFlux sites were selected, namely Alice Springs Mulga, which is close to the
Hugh River catchment, and Tumbarumba, which is close to the Adelong Creek catchment [Cleverly, 2011;
vanGorsel, 2013]. Based on the EC data availability, the comparison between modeled and observed AET
used a study period of between 3 September 2010 and 31 July 2014 for both catchments. The correspond-
ing climatic and rainfall data within this period were also obtained from both flux sites to ensure internal
consistency in the rainfall-runoff models.
2.2. Models
2.2.1. Penman-Monteith PET Model
The Penman-Monteith model was adopted throughout this study, which combines the energy balance and
mass transfer components of ET. To minimize the potential confounding effects of differences in vegetated
surface, the evaporative surface was assumed to be reference crop for all study sites, for which the FAO-56
version of the Penman-Monteith model [Allen et al., 1998] was used. The FAO-56 Penman-Monteith model
was implemented using the R package ‘‘Evapotranspiration’’ (http://cran.r-project.org/web/packages/Evapo-
transpiration/index.html) [Guo et al., 2016a].























Adelaide 21.4 12.5 80.2 42.2 16.9 3.16 1372 Scott Creek (29 km2) 892 133 1.54
Burnie 15.7 12.7 77.1 65.3 14.3 4.05 958 Black River (318.5 km2) 1182 550 0.81
Darwin 31.2 23.7 88.5 50.1 20.3 3.39 1864 Elizabeth River (95.6 km2) 1979 777 0.94
Alice Springs 28.5 13.8 65.6 23.5 20.8 2.35 1822 Hugh River (3324 km2) 344 56.2 5.29
Wagga Wagga 21.6 9.99 83.2 40.3 17.5 3.29 1436 Adelong Creek (146.1 km2) 799 195 1.80
aNote: Notation: Tmax 5 maximum temperature; Tmin 5 minimum temperature, Rs 5 incoming solar radiation, RHmax 5 maximum rela-
tive humidity, RHmin 5 minimum relative humidity, uz 5 wind speed, PET 5 potential evapotranspiration calculated using the Penman-
Monteith model, P 5 catchment-average precipitation, Q 5 average runoff at catchment outlet.
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2.2.2. Three Conceptual Rainfall-Runoff Models
Contrasting ET process representations were considered by using three rainfall-runoff models (GR4J, AWBM,
and IHACRES_CMD), which all run on a daily time step. The three models are all lumped conceptual models,
although with very different soil moisture accounting (SMA) routines, which can affect the partitioning of
precipitation into AET and runoff. To isolate the effect of different conceptual ET representations in the
three models, the groundwater exchange was set to zero for each model. Furthermore, the routing compo-
nents for all models were constrained to the GR4J routing model, so that differences between models can
be attributed specifically to the SMA routines.
The first model, GR4J [Perrin et al., 2003], is a conceptual hydrologic model based on an SMA production
store and an excess-rainfall routing store. The model requires two input variables, PET and precipitation (P).
Interception is treated as a store with zero capacity, so that each day can be either ‘‘wet’’ (P> PET), which
produces a net precipitation Pn 5 P-PET, or ‘‘dry’’ (P< PET) with a net evapotranspiration En 5 PET-P. For wet
days, a portion of the net precipitation Pn fills the production store. This portion is termed Ps and is a func-
tion of both Pn and the store level S relative to its capacity defined by parameter x1. Runoff is produced
from the total water available for routing, Pr, which is generated by the remaining net precipitation (Pn 2 Ps).
The conversion of PET to AET from the production store is illustrated in Figure 2a, which relies on the wet/
dry status of a day. For wet days, AET is set to be equal to PET. For dry days, AET is modeled as the sum of
the precipitation and the evapotranspiration from store Es, which is modeled as a fraction of the net evapo-
transpiration En depending on the water level in the production store S relative to x1. Consequently, AET is
always less than PET on dry days.
The schematic of AWBM is shown in Figure 2b. In contrast to GR4J, the production store in AWBM
[Boughton, 2004] is represented by three individual stores (termed S1, S2, and S3) with different capacities,
and each store occupies a fixed fraction of the total catchment area, with the default values of 0.134, 0.433,
and 0.433 used in this study. For each day, precipitation P is added directly to each store without explicit
consideration of interception. For each nonempty store, available runoff Pr is produced from any excess
when the store is full, while evapotranspiration from the store, Es, always equals PET until the store is
completely empty [Boughton, 2009]. Therefore, the overall AET, as the sum of Es from all three stores, equals
different proportions of PET, depending on which stores contain water. Specifically, the AET as a proportion
of PET can be one of: 0 (when all three stores are empty), 0.134 (when both of S2 and S3 are empty), 0.433
(when both of S1 and S2 or both of S1 and S3 are empty), 0.567 (when only one of S2 or S3 is empty), 0.866
(when only S1 is empty), or 1 (when all stores are nonempty). The level for each store Si (i 5 1, 2, 3), after
accounting for P, PET, and Pr from the specific store, equals Si 1 P – PET – Pr, i. Therefore, on days with P –
PET> 0, all stores are filled up (i.e., with increase in store levels), resulting in the overall AET 5 PET; when P –
PET< 0, AET is always less than PET as determined by number of empty stores.
In IHACRES_CMD [Croke and Jakeman, 2004], the level of the store is represented by the catchment mois-
ture deficit (CMD), which is the difference between the current level and the saturation level of the store.
The schematic of the model is shown in Figure 2c. For each day, all precipitation P directly fills the store
without explicit consideration of interception. The total water available for routing, Pr, is a proportion of P,
which decreases with increasing ratio of CMD relative to a flow-production threshold parameter d. AET is
taken directly from the store (i.e., Es 5 AET), which is estimated as a fraction of PET depending on whether
CMD exceeds a threshold parameter g. When CMD> g, the fraction of AET to PET is always less than one,
which decreases with increasing ratio of CMD to g, and approaches an asymptote of 0. In contrast, when
CMD< g, AET 5 PET. Therefore, the conversion from PET to AET is independent of direct input of P, other
than through its effect on changing the store levels.
The above rainfall-runoff models therefore provide examples of three contrasting methods of converting
PET input data to AET: GR4J explicitly considers both the impact from store levels and the wet/dry status of
a day, defined by individual rainfall events; AWBM simulates AET mostly as a function of rainfall which
determines the wet/dry status, while the impact of instantaneous store levels is largely eliminated by the
use of step functions to relate AET with the emptiness of each store; finally, IHACRES_CMD simulates AET as
a function of only the store level and thus is relatively independent of rainfall for that day.
To simulate runoff, the PET data estimated for each case study were used as input to all three SMA models
linked with the GR4J-routing model (implemented using the R package ‘‘hydromad,’’ available at: http://
Water Resources Research 10.1002/2016WR019627
GUO ET AL. IMPACT ET REPRESENTATION FLOW PROJECTION 5
Figure 2. SMA routines in: (a) GR4J, (b) AWBM, and (c) IHACRES_CMD (adapted from Perrin et al. [2005], Boughton [2004], and Croke and
Jakeman [2004], respectively). The red arrows represent dry days and the blue arrows represent wet days in each model.
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hydromad.catchment.org/[Andrews and Guillaume, 2013]). For each case study, the three models were cali-
brated to the first 6 years of historical runoff data (from 1 January 1995 to 31 December 2000) at a daily
timescale, with the first year (1995) used as a warm-up period. The remaining 3 years of data (from 1 Janu-
ary 2001 to 31 December 2003) were used for validation_ENREF_40. The objective function for calibration
was the Nash-Sutcliffe coefficient of efficiency (NSE), which has been used widely in rainfall-runoff model-
ing. In addition, the relative bias was also calculated to assess the bias in modeled runoff relative to
observations.
The calibration and validation results are shown in Table 2. For each model, the calibration and validation
performance varies by catchment, and the validation performance is on average slightly lower than the cali-
bration performance. For each catchment, the values of each performance metric are generally similar
across the three rainfall-runoff models, although GR4J on average has the best performance and AWBM has
the worst performance for the case study catchments.
3. Method
A schematic of the methodology is presented in Figure 3. The approach to addressing the three research
questions described in section 1 is detailed in sections 3.1–3.3, respectively.
3.1. Impact of ET Process Representations on Runoff Projections
To assess the impact of different ET process representations within conceptual rainfall-runoff models, we
explored the sensitivity of both PET and runoff to changes in four climate variables related to PET, with dif-
ferences in the ratio of sensitivity values between PET and runoff providing an indicator of the importance
of ET process representation. The sensitivity curve method was employed to achieve this, as it has been
widely applied in previous PET sensitivity studies due to its computational convenience and ease of inter-
pretation [Goyal, 2004; McKenney and Rosenberg, 1993; Vicente-Serrano et al., 2014].
As required by the sensitivity curve method, perturbations were made to the four climatic variables which
influence PET, namely temperature (T), relative humidity (RH), solar radiation (Rs), and wind speed (uz), at
each of the five study sites. This process yields multiple sets of perturbed climate data, each obtained by
perturbing one climate variable while keeping the others unchanged. It is worth noting that by perturb-
ing each input variable independently, the sensitivity curve method does not take into account the
potential joint variations among the input variables due to correlations. However, according to a previous
global sensitivity study across multiple locations in Australia, PET generally showed little sensitivity to
these joint variations among T, RH, Rs, and uz (D. Guo et al., Sensitivity of potential evapotranspiration to
changes in climate variables for different climatic zones, Hydrology and Earth System Science Discussions,
doi:10.5194/hess-2016-441, in review, 2016), so that it is reasonable to assume that this one-at-a-time cli-
mate perturbation is capable of capturing the majority of potential changes in PET due to the four climat-
ic variables.
The bounds for perturbing each variable were selected to be slightly wider than the ranges of the projected
changes in these variables by 2100 for Australia [Stocker et al., 2013] to encompass a comprehensive range
of plausible future climate change scenarios (Table 3).
Table 2. NSE for Calibration and Validation for the GR4J, AWBM, and IHACRES_CMD Models at the Five Case Study Sites, With Relative
Bias Shown in Brackets
SMA Model Name
GR4J AWBM IHACRES_CMD
Study Site Calibration Validation Calibration Validation Calibration Validation
Adelaide 0.861 (0.011) 0.800 (0.025) 0.812 (20.274) 0.804 (0.292) 0.856 (0.020) 0.809 (20.028)
Burnie 0.862 (20.010) 0.869 (20.053) 0.799 (20.089) 0.757 (0.018) 0.860 (0.008) 0.868 (20.070)
Darwin 0.849 (0.052) 0.834 (20.215) 0.825 (0.013) 0.823 (20.148) 0.848 (0.048) 0.848 (20.226)
Alice Springs 0.805 (20.650) 0.581 (0.034) 0.778 (0.599) 0.569 (20.737) 0.800 (20.503) 0.585 (20.912)
Wagga Wagga 0.748 (20.072) 0.695 (0.083) 0.513 (20.096) 0.618 (20.298) 0.713 (20.085) 0.642 (0.083)
Average NSE 0.825 0.756 0.746 0.714 0.815 0.750
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For each climate variable, the perturbation levels relative to its historical baseline consisted of four equidis-
tant levels within the above-mentioned plausible ranges (i.e., 128C, 148C, 168C, and 188C for T, 10%,
25%, 15%, and 110% for RH and Rs, and 220%, 210%, 110%, and 120% for uz), with each perturbation
level being applied as a factor to the entire time series of the corresponding daily historical data. For T and
RH, the Penman-Monteith model requires both the daily minimum and maximum values as input; therefore,
the daily time series of each pair of T and RH variables was considered jointly and thus perturbed by the
same amount for each day. Since all perturbations for T were additive, whereas perturbations for Rs, RH, and uz
were percentage changes, positive values of these variables were maintained during the perturbation. The per-
turbed RH data were also capped at 100% to avoid obtaining physically unrealistic humidity values. The sensi-
tivity of PET and runoff to different levels of perturbation in each of T, RH, Rs, and uz were then represented
as the relative changes to their corresponding baseline
historical data, as used in model calibration.
To compare the PET sensitivity with the runoff sensitivi-
ty from the three rainfall-runoff models, the ratio of the
percentage change in annual average runoff for each
percentage change in annual average PET—referred to
as the runoff ‘‘elasticity’’ to changes in PET [Chiew,
2006]—was also estimated.
Figure 3. Schematic of methodology used to address the research questions posed in section 1.
Table 3. Plausible Perturbation Ranges for Each Climate
Variable Relative to Their Historical Levels
Climate Variable to Perturb Perturbation Range
T 0 to 188C
RH 210% to 110%
Rs 210% to 110%
uz 220% to 120%
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3.2. The Role of Rainfall-Runoff Model Structure on Sensitivity to PET
The focus of this section is to better understand the effect of rainfall-runoff model structure on the sensitivi-
ty of runoff to changes in PET. As discussed in section 2.2.2, the key structural differences of three rainfall-
runoff models in the context of translating PET to AET and runoff are their manner of: (a) converting PET to
AET on wet days and dry days and (b) relating AET to the level of the soil moisture store(s). Therefore, to
understand the causes of the impact of ET process representations on runoff projections, we investigated
the impact of the following factors on the sensitivity of simulated runoff to PET:
1. Wet-day and dry-day patterns, to assess how rainfall-runoff models handle conversion from PET to AET
on wet and dry days. Although the three rainfall-runoff models use different definitions of wet and dry
days to determine how much of PET is converted to AET, for consistency we used a single definition of a
wet day as one with rainfall greater than 1 mm for all models. The conversion from PET to AET was repre-
sented by the AET:PET ratio, which should be between 0 and 1 by definition. We compared the wet-/dry-
day distributions of: (a) the daily PET responses to perturbations in each climate variable and (b) the daily
AET:PET ratios simulated from each rainfall-runoff model. We also investigated whether there were inter-
actions between them that can lead to different AET estimates for the same change in average PET.
2. Seasonal patterns, to assess how rainfall-runoff models relate AET to temporal variations in storage.
Depending on the catchment, there is evidence that the production store can vary significantly by sea-
son [e.g., see Westra et al., 2014]. Therefore, we investigated the role of seasonality in storage on the sim-
ulated AET from rainfall-runoff models. We also investigated whether the responses of PET to each
perturbed climate variable can vary seasonally and thus act synergistically or antagonistically to produce
different AET simulated for the same total change in annual average PET. This was achieved by investi-
gating the seasonal variations in: (a) the daily response of PET to perturbations in each individual climate
variable; (b) the daily AET:PET ratios simulated in the three rainfall-runoff models; and (c) the daily stor-
age levels simulated in the three rainfall-runoff models.
To provide a common basis for comparison, all the sensitivity results in this section were presented per 1%
change in PET.
3.3. Relative Realism of Alternative ET Process Representations
Within Conceptual Rainfall-Runoff Models
To evaluate the relative realism of ET process representations within the three conceptual rainfall-runoff
models, the AET simulated with the three models were compared with EC measurements of AET at Alice
Springs and Wagga Wagga, as these were the only sites at which measured AET data were available. As a
result of limitations in AET measurements at these sites (as discussed in section 2.1), a qualitative approach
was adopted for the comparison, in which the time series of observed and simulated AET were visually
compared to evaluate each model’s ability to represent the temporal variation of ET processes.
4. Results and Discussion
4.1. Impact of ET Process Representations on Runoff Projections
The sensitivity of PET and runoff to changes in each climate variable is shown in Figure 4, with each plot
representing the sensitivity to a different climate variable (see supporting information Figures S1 and S2 for
individual plots of PET and runoff sensitivity). The results show a large range of sensitivity values depending
on (a) the perturbed climate variable, (b) the rainfall-runoff model, and (c) the location. For example, PET is
generally more sensitive to perturbations in T, with an 88C increase in T leading to between a 20% and 32%
increase in average PET depending on location (Figure 4a). RH shows a negative relationship with PET, with
a 10% increase in average RH leading to between a 2% and 13% decrease in average PET (Figure 4b). Sensi-
tivity to Rs and uz is consistently much smaller, with the increase in PET being between 3% and 5% for a
10% increase in average Rs (Figure 4c) and between 3% and 6% for a 20% increase in average uz
(Figure 4d).
Also apparent from Figure 4 is that for a fixed climate perturbation, the runoff sensitivity always has an
opposite sign to that of PET. However, the relative order of impact that the four climate variables have
on runoff is consistent with that for PET. In particular, runoff generally shows a higher sensitivity to per-
turbations in T, for which an 88C increase can cause between a 7% and 31% decrease in runoff
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depending on the location and rainfall-runoff model used (Figure 4a). RH also shows substantial sensitiv-
ity, leading to up to between a 3% and 10% increase in runoff for a 10% increase in RH (Figure 4b). Rs
and uz show much smaller impacts, with a 10% increase in Rs causing between a 1% and 4% decrease in
runoff (Figure 4c), while a 20% increase in uz can cause between a 1% and 8% decrease in runoff (Figure
4d). For both PET and runoff, the relationship between sensitivity values and perturbations in each cli-
mate variable are highly linear, suggesting that the results can be represented per unit change for both
PET and runoff.
To assess the specific role of rainfall-runoff model choice on the sensitivity values in Figure 4, the runoff
elasticity (i.e., the percentage change in annual average runoff for each percentage change in annual aver-
age PET) simulated from three rainfall-runoff models is plotted for each study site in Figure 5. For the two
most humid locations (Darwin and Burnie, which have the lowest long-term PET/P ratios as shown in
Table 1), the elasticity values do not vary much across rainfall-runoff models and climate variables—this will
be discussed further in section 4.3.
For the remaining locations (i.e., Adelaide, Alice Springs, and Wagga Wagga), the choice of both the rainfall-
runoff model and the climate variable being perturbed makes a substantial difference to the runoff elastici-
ty. Although all models suggest that runoff shows higher elasticity when perturbing RH rather than other
climate variables, GR4J and AWBM consistently show much greater elasticity due to RH, compared to IHA-
CRES_CMD. Focusing on Alice Springs, GR4J suggests that for each 1% change in PET, perturbing RH leads
to the greatest change in runoff of 1.5%, whereas perturbing uz leads to the smallest runoff change of only
0.2%. This is equivalent to an over sevenfold difference in runoff elasticity attributable solely to perturbing
different climate variables. A similar magnitude of difference in runoff elasticity is observed for AWBM. In
contrast, IHACRES_CMD suggests that the runoff elasticity for perturbing all four climate variables is below
1%. This is quite surprising, as these conceptual rainfall-runoff models do not directly use the four climate
variables as inputs, but instead use the PET estimated with the Penman-Monteith model. Consequently, the
fact that the variation of runoff responses depends on the climate variable being perturbed clearly
Figure 4. Sensitivity of PET and runoff to the four perturbed climate variables at the five study sites. The sensitivities for PET are represented by solid lines while for runoff dashed lines
are used.
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illustrates the impact of ET process representations within individual rainfall-runoff models on propagating
climate change signals to projected runoff.
To better understand these findings, in the next section, we investigate the effect of rainfall-runoff model
structure on the varying elasticity values shown above.
4.2. The Role of Rainfall-Runoff Model Structure on Sensitivity to PET
In the previous section, it was shown that the elasticity of runoff varied significantly depending on the varia-
bles used to perturb PET. Given that the results in Figure 5 are presented per unit change in annual average
PET, it is anticipated that differences in elasticity values must be due to subannual variations that are differ-
ent depending on the perturbing variable.
In this section, we therefore assess the role of subannual variations in PET on runoff sensitivity, with a focus
on daily and seasonal variations. For illustration purposes, we use the results from Alice Springs, which
exhibited the largest differences in runoff elasticity among the climate variables (Figure 5), and is thus
expected to illustrate the most significant impact of ET process representations. Analyses from other sites
generally led to conclusions that are consistent with those from Alice Springs, and are available in support-
ing information Figures S6–S17.
4.2.1. Interactions Between PET Sensitivity and AET Simulated for Wet and Dry Days
Figure 6a shows the wet/dry-day distribution of PET changes for a 1% change in annual average PET. Note
that the same distribution of PET responses applies to GR4J, AWBM, and IHACRES_CMD, since no rainfall-
runoff modeling is yet involved. The figure indicates that for a fixed average change in PET, there are signifi-
cant differences in the change for wet and dry days. Among all climate variables, RH causes the greatest dif-
ference in average dry-day and wet-day sensitivities of PET (0.743% and 3.04%, respectively). T and Rs also
show lower sensitivity for dry days compared to wet days, but the differences are much smaller compared
to those for RH (with the two sensitivities becoming 0.989% and 1.01% for T and are 0.917% and 1.27% for
Rs, respectively). In contrast, uz leads to higher sensitivities on dry days compared to wet days (with aver-
ages of 1.06% and 0.567%, respectively).
The substantially higher PET sensitivity to RH can be explained with the aid of Figure 6b, where all daily PET
changes that led to a 1% change in annual average PET from perturbing RH (as the second plot in Figure
6a) are plotted against the corresponding baseline daily RH. The figure shows that: (a) wet days are typically
associated with high baseline RH; (b) these high-RH wet days generally lead to greater change in PET. These
illustrate that part of the higher PET sensitivity on wet days can be the result of using multiplicative pertur-
bation for RH, as the average RH on wet days is around 1.5 times of that for dry-day RH, leading to greater
perturbation of RH on wet days than on dry days with any scaling factor. However, the use of a multiplica-
tive perturbation method does not fully explain the fourfold difference in wet-/dry-day PET sensitivity in Fig-
ure 6a, which suggests that the structure of the Penman-Monteith model also contributes to greater PET
changes during wet days compared to dry days.
Figure 5. Runoff elasticity for different climate variables for each study site, as simulated from three rainfall-runoff models.
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Having shown that the PET sensitivity differs from wet to dry days depending on the perturbing climate var-
iable, we now investigate how PET is converted to AET differently on wet and dry days via different rainfall-
runoff models. Figure 6c presents the distribution of daily AET:PET ratios on wet and dry days, simulated
from the three rainfall-runoff models. All three models illustrate higher ratios of AET:PET during wet days
compared to dry days, with GR4J and AWBM showing greater differences than IHACRES_CMD. This is
because GR4J and AWBM both determine if AET 5 PET by checking if P – PET> 0, which produces a peak
ratio of one for most wet days, while those below one correspond to days with P> 1 mm, but still not yet
satisfying P – PET> 0. In contrast, IHACRES_CMD only uses store levels to determine AET, which is therefore
largely independent of individual rainfall events, so that it does not lead to substantially higher AET on wet
days. For dry days, the AET:PET ratios from GR4J and IHACRES_CMD show similar distributions, in contrast
to those from AWBM. Although most dry-day ratios from GR4J and IHACRES_CMD are around zero, they
can vary substantially with values spanning the entire range from 0 to 1, highlighting the direct impact of
instantaneous store levels on AET in both models. In AWBM, this ratio is mostly zero with only a few anoma-
lies, corresponding to dry days that have small rainfall amounts (0< P< 1 mm), but still with water in some
or all of the stores, leading to overall AET at discrete ratios of PET (i.e., 0, 0.433, 0.866, and 1).
Connecting these results with those in Figure 5, it is clear that for a fixed positive average change in PET, a
greater decrease in runoff would be expected to occur for variables that cause the greatest change of PET
during wet days, as a larger percentage of PET would be ‘‘lost’’ to AET during wet days in both GR4J and
AWBM. Based on this finding, one would expect the highest runoff elasticity for both models for RH, fol-
lowed by Rs, T, and finally uz. This is exactly the same order as was identified for Alice Springs in Figure 5.
Figure 6. (a) Distribution of PET changes on wet and dry days, in response to perturbations in each climate variable (in each vertical plot) that result in an annual average PET change of
1% (indicated by the red dashed line), where a red dot represents the mean for each group; (b) all the daily PET changes that lead to a 1% change in annual average PET from perturbing
RH, with different baseline levels of RH for wet and dry days; and (c) AET:PET ratios on wet and dry days, simulated from AWBM, GR4J, and IHACRES_CMD (in each vertical plot).
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4.2.2. Interactions Between Seasonal Variations in PET Sensitivity, Simulated AET, and Storage
We now consider the role of seasonal patterns in the changes in PET as a result of perturbing each climate
variable, and how they interact with simulated AET and storage. Figure 7a shows the seasonal distributions
of the daily PET responses to perturbations in each climate variable that result in a 1% average change in
PET at Alice Springs for the year 2000. The figure highlights substantial differences in the temporal distribu-
tion of PET responses, depending on the climate variable perturbed. For perturbations in RH, PET responses
display high temporal variability: two clear peak periods are shown around February and May with the high-
est PET response exceeding 15 times average levels, while from July to October most responses are close to
zero. In contrast, the variability in PET responses to the perturbations in T, Rs, and uz are much smaller and
close to 1% for the entire year.
Having shown the different seasonal variations in the PET sensitivity depending on the perturbing climate
variable, we now investigate the seasonal patterns in the conversion from PET to AET within the three
rainfall-runoff models. The simulated daily time series of AET:PET ratios from the three models are shown in
Figure 7b for Alice Springs for the year 2000.
Considering first the results from January to October, all models suggest two periods with peak AET:PET
ratios occurring around February and May, respectively, which correspond to the simulated store levels
from all models (Figure 7c), which also show two consistent peak periods. Following the peak periods, the
models show contrasting temporal patterns in both AET and storage: from both GR4J and IHACRES_CMD,
the AET:PET ratios show a smooth ‘‘recession period’’ from 1 to close to 0, while the store drains gradually at
the same time. This is because both models limit the rate of AET when store levels decrease. In contrast, the
role of the store level in simulated AET is less obvious for AWBM, as the AET:PET ratios drop in a ‘‘stepwise’’
fashion (from 1 to levels of 0.866, 0.433, and then 0) following each peak period, corresponding to times
when different stores become empty (as detailed in section 2.2.2). In addition, compared to GR4J and IHA-
CRES_CMD, the stores simulated in AWBM drain at a more constant rate (e.g., before April), because this
model forces each store to keep evaporating at the rate of PET until empty.
Interestingly, after October, GR4J and AWBM both show instantaneous high AET:PET ratios on wet days, but
returning to lower values once the rainfall ceases. This indicates the impact of individual rainfall events,
which is independent of that of storage, since peak ratios can occur even when storage levels are consis-
tently low. Such impact is not visible from IHACRES_CMD as it does not relate AET simulation to individual
rainfall.
From these results, all three models show a fuller storage around both February and May. Since all models
relate AET simulation to storage, a greater amount of PET is also converted to AET during this period, with
associated implications on runoff volume. As these periods also correspond to when RH can cause the
greatest changes in PET, we can expect that for a fixed positive average change in PET, perturbations in RH
can lead to greater decreases in runoff from all three models. This, again, is consistent with the higher sensi-
tivity of runoff to RH shown from all three models in Figure 5.
Combining results from sections 4.2.1 and 4.2.2, we can see that:
1. PET shows substantially higher sensitivity to RH during wet days and around February and May.
2. Both GR4J and AWBM explicitly relate AET simulation to daily wet/dry status, leading to higher impact of
changing PET on AET during wet days.
3. All three models relate AET simulation to catchment storage, leading to higher impact of changing PET
on AET when stores are fuller around February and May.
Relating the above results to observations for Alice Springs in Figure 5, it is clear that the higher elasticity
values for RH compared to the other variables shown in all three models are likely to be attributable to
these models having a higher contrast in the AET:PET ratios across different seasons where store levels vary
substantially (Figure 7). Furthermore, the reason that GR4J and AWBM show even higher sensitivity to RH
can be that these models having higher contrast in AET:PET ratios between wet day dry days across wet
and dry days, which are associated with contrasting levels of RH (Figure 6).
In summary, in this section, we show that there are clear daily and seasonal variations in the sensitivity of
PET depending on which climate variable is perturbed. This can then interact with the way PET is con-
verted to AET in the three models, which depends on whether a day is dry or wet, as well as the temporal
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variation in the production store. The interaction between these two mechanisms can lead to large vari-
ability in runoff sensitivity to different perturbing climate variables, even for the same change in annual
average PET.
Figure 7. Seasonality of (a) daily PET responses to perturbations in each climate variable that result in an average PET change of 1% (black
dashed line); (b) AET:PET ratios for wet and dry days from GR4J, AWBM, and IHACRES_CMD; and (c) levels of production stores from GR4J,
AWBM (with dashed lines indicating store capacities), and IHACRES_CMD (as CMD levels). All results are from Alice Springs for the year 2000.
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4.3. Relative Realism of Alternative ET Process Representations
Within Conceptual Rainfall-Runoff Models
Given the importance of rainfall-runoff model process representation in determining how much AET is con-
verted from PET, we now investigate model realism by comparing observed time series of AET with simulat-
ed AET from the three conceptual rainfall-runoff models at Alice Springs and Wagga Wagga (Figure 8).
For Alice Springs, the differences between model simulated AET clearly illustrate their contrasting ET pro-
cess representations. GR4J illustrates both the effect of individual rainfall events, as well as change in store
levels, with simulated AET peaking on individual wet days and gradually decreasing on the dry days after,
which indicates drops in store levels. In AWBM, the effect of individual rainfall is also illustrated by the peak
AET on wet days; however, the influence of retreating storage is not shown in AWBM, with AET either
remaining at or near its peak value, or dropping suddenly to zero. This instantaneous drop is due to the
‘‘discrete’’ function that AWBM uses to represent the relationship between AET and storage (as discussed in
section 2.2.2). In contrast to GR4J and AWBM, the simulated AET from IHACRES_CMD is not sensitive to indi-
vidual rainfall events, as the occurrence of peak AET is not associated with wet days. This is because AET is
simulated purely as a function of the moisture content in the store. In general, GR4J and IHACRES_CMD bet-
ter resemble the temporal variation in the observed AET in Alice Spring, which indicates that the change in
store levels is likely to be a key controlling mechanism for ET processes in this catchment.
In contrast to Alice Springs, all three models show reasonable performance in producing the temporal pat-
terns in the observed AET at Wagga Wagga, with only slight differences across models suggesting a lower
impact of ET process representation. As an exception, at the start of 2013 and 2014, AWBM shows zero-AET
periods, which are clearly different from observations. As illustrated in Figure 7, these periods correspond to
times when all storages are empty, as a result of AWBM keeping each store evaporating at the PET rate (i.e.,
AET5PET).
The comparisons of AET simulation at the two study sites indicate that the impact of ET process representa-
tions is likely to be greater for drier catchments such as Alice Springs, where stores vary substantially on a
seasonal basis, and experience frequent draining and rapid changes of levels in response to rainfall. In con-
trast, Wagga Wagga is a somewhat more humid catchment with lower seasonal variability (although still
water-limited, see Table 1). As such, it generally has fuller storage levels, which neither drain out completely
nor rise rapidly with individual rainfall events. Under this condition, the simulated AET is likely to be less
sensitive to different ways of defining the relationships between the AET:PET ratio and the storage level
(e.g., GR4J and AWBM). Furthermore, with the consistently fuller stores leading to higher AET overall, the
impact of different ET representations across dry/wet status (e.g., GR4J and IHACRES_CMD) are likely to be
limited. Therefore, model choice is likely to have less impact on ET simulations for catchments with relative-
ly stable store levels. This can also be a possible explanation of the observations in section 4.1, where humid
locations, such as Darwin and Burnie, show fewer differences in runoff sensitivity to different climate varia-
bles across the three rainfall-runoff models.
It should be noted that although the EC-based AET measurements were used as a benchmark for the simulat-
ed AET from the three rainfall-runoff models, the comparison should be interpreted qualitatively rather than
quantitatively, due to several limitations associated with the available data. In particular, both catchments
used for this comparison were assumed to be covered with reference crop when estimating catchment PET
for simulating AET (section 2.2.1). However, the EC measurements were obtained from flux towers within tall
canopy (Mulga woodland for Alice Springs and Eucalyptus forest for Wagga Wagga), which are likely to be val-
id only for a small region for the specific type of canopy around each flux tower, since EC measurements usu-
ally only cover spatial scales of hundreds of meters. This inconsistency can contribute to differences between
the simulated and observed catchment AET. Furthermore, a number of studies have reported biases in AET
measured by the EC method due to the failure to close the energy balance [e.g., Wang and Dickinson, 2012;
Wilson et al., 2001]. These biases appear to be particularly prominent for days with high relative humidity and
wind [Ibrom et al., 2007], as well as during turbulent conditions at night or when precipitation or dew
obscured the sensors [Meiresonne et al., 2003; Meyer et al., 2015; Wilson et al., 2001].
Despite the abovementioned limitations, the ET observations from the two sites illustrate contrasting tem-
poral variations related to rainfall events and store levels, which can be explained by the unique characteris-
tic of each catchment. Therefore, it is likely that these patterns shown in the data may nevertheless be
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useful to scrutinize rainfall-runoff models and assess which models simulate ET processes more realistically.
Furthermore, the results also highlight potential opportunities for more detailed process-based evaluation
of rainfall-runoff models where data are available, which can provide valuable insights to support rainfall-
runoff model selection complementary to the use of conventional runoff-centered performance assessment
(e.g., calibration metrics in Table 2). These process-focused assessments are particularly important when
evaluating the suitability of models for simulating catchment behavior under changed conditions, where
the differences in the runoff projections from alternative rainfall-runoff models are likely to be greatest.
5. Summary and Conclusions
In this study, we:
1. Assessed the impact of ET process representations within conceptual rainfall-runoff models on runoff
projections under plausible changes in the climate drivers of ET.
2. Explored the interaction between conceptual rainfall-runoff model structure and the complex subannual
changes in PET, and how this influences projections of runoff and AET.
3. Evaluated the relative realism of alternative ET process representations within three conceptual rainfall-
runoff models using AET observations.
We investigated five study sites across Australia with contrasting hydro-climatic conditions, at which the
baseline PET was simulated using the Penman-Monteith model. Perturbation of PET was achieved by first
perturbing the historical data of four climatic drivers of ET, namely temperature (T), relative humidity (RH),
solar radiation (Rs), and wind (uz), within plausible ranges of their future changes, and then estimating the
corresponding PET with the Penman-Monteith model. The baseline and perturbed PET time series formed
inputs to three structurally different conceptual rainfall-runoff models (GR4J, AWBM, and IHACRES_CMD),
which were calibrated to historical runoff data at the five study sites. The calibrated rainfall-runoff models
were used to simulate the baseline and perturbed runoff, and then to estimate runoff sensitivity to climate
perturbations.
Our results illustrate that different ET process representations in conceptual rainfall-runoff models can have
substantial impacts on the sensitivity of runoff projection under a changing climate. Specifically, it is possi-
ble to have an over sevenfold difference in runoff elasticity due to rainfall-runoff model choice and the
Figure 8. Comparison of the observed and simulated time series of AET from GR4J, AWBM, and IHACRES_CMD, at (a) Alice Springs and (b) Wagga Wagga.
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climate variable that is perturbed. The significant differences in runoff elasticity were attributed to the dif-
ferent conceptualizations used to convert PET to AET on wet and dry days in the three conceptual rainfall-
runoff models, as well as the contrasting relationships defined between AET and store levels.
Using eddy-covariance-based observations of AET, we also compared and evaluated the ET process repre-
sentations within the three conceptual rainfall-runoff models at Alice Springs and Wagga Wagga. Results
suggest that alternative ET process representations are likely to have a greater impact on drier catchments
consisting of highly variable store levels, such as Alice Springs. As highlighted with the results from Alice
Springs, AWBM poorly simulated the variations in observed AET, whereas GR4J and IHACRES_CMD per-
formed better in simulating the temporal variation of AET as a result of changing store levels.
Although this study demonstrates that evapotranspiration process representation within conceptual
rainfall-runoff models can substantially affect the results from climate impact assessments, quantitative sen-
sitivity values are likely to vary on a case-by-case basis, depending on the catchment and the choice of PET
and rainfall-runoff models. Therefore, specific studies are required for further exploration of the implications
of modeling assumptions for a larger number of rainfall-runoff models, as well as their interactions on other
case studies. Nevertheless, the results from this study highlight the importance of scrutinizing internal pro-
cess realism within rainfall-runoff models as part of climate impact studies, and using alternative sources of
information on model performance in addition to the standard runoff-based metrics, such as by comparing
simulated and observed AET or with the outputs of integrated surface-subsurface flow models [e.g., Li et al.,
2015; Partington et al., 2013; Su et al., 2016; Vervoort et al., 2014]).
These findings are in line with a number of studies that suggest the need for an improved understanding
of physical processes to better infer the potential changes in rainfall-runoff relationships under climate
change, and thus to facilitate better modeling of future water resources [Fowler et al., 2016; Herman
et al., 2013; Kirchner, 2006; Merz et al., 2011; Minville et al., 2014; Saft et al., 2016; Westra et al., 2014]. The
study also provides a practical example of the multiple-hypothesis testing of rainfall-runoff models [Clark
et al., 2011, 2016; Gupta et al., 2008; Harrigan et al., 2014], which suggests that models should be evaluat-
ed based on the validity of any individual hypothesis they describe. With the currently increasing avail-
ability of observations to support hypothesis testing [e.g., see Bl€oschl et al., 2016], this type of process-
based model evaluation can greatly enhance our understanding on how alternative rainfall-runoff mod-
els can propagate climate change signals to hydrological impacts via different model conceptualizations
and assumptions. As highlighted by the substantially different elasticity values found in this study, these
process-based model evaluation studies will be particularly useful to inform the selection of rainfall-
runoff models for climate impact studies, where good model performance under historical climate con-
ditions provides only a partial guide as to how the model will perform under changed climate
conditions.
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CHAPTER 6 Use of a Scenario-Neutral Approach to 
Identify the Key Climate Attributes that Impact 









Scenario-neutral approaches are being used increasingly for assessing the 
potential impact of climate change on water resource systems, as these 
approaches allow the performance of these systems to be evaluated 
independently of climate change projections. However, practical 
implementations of these approaches are still scarce, with a key limitation 
being the ability to generate a range of plausible future time series of hydro-
meteorological data. In this study we apply a recently developed inverse 
approach to stochastic generation to support the scenario-neutral analysis, and 
thus identify the key hydro-meteorological variables to which the system is 
most sensitive. The stochastic generator simulates ‘perturbed’ hydro-
meteorological time series which represent plausible future changes in (1) the 
average, extremes and seasonal patterns of rainfall; and (2) the average values 
of temperature (Ta), relative humidity (RH) and wind speed (uz) as variables 
that drive PET. The perturbed hydro-meteorological time series were then fed 
through a conceptual rainfall-runoff model to simulate the potential changes 
in runoff as a function of changes in the climate variables using both 
correlation and Sobol’ sensitivity analyses. The method was applied to a case 
study catchment in South Australia, and the results showed that the most 
important climate attributes for runoff were winter rainfall followed by the 
annual average rainfall, while the PET-related climate variables show 
comparatively little importance. The high importance of winter rainfall can be 
related to the winter-dominated nature of both the rainfall and runoff regimes 
in this catchment. The approach illustrated in this study can greatly enhance 
our understanding of the key climate attributes and the key processes that are 
likely to drive catchment runoff under a changing climate, thus enabling the 






Scenario-neutral approaches are increasingly being used to assess the 
potential impact of climate change on the performance of water resources 
systems (Dessai and Hulme, 2004, Brown et al., 2012, Brown and Wilby, 
2012, Nazemi and Wheater, 2014). Scenario-neutral approaches generally 
involve the stress testing of specific water resource systems against plausible 
future climate conditions, which can thus provide useful information for 
assessing system vulnerability under alternative climate change scenarios, and 
for defining climatic thresholds at which system performance begins to 
change abruptly (Brown et al., 2011, Poff et al., 2015). Another unique feature 
of scenario-neutral approaches is their ability to identify the hydro-
meteorological variables that have the greatest impact on the specific water 
resource system under consideration. This feature is particularly useful for 
developing a system-tailored study design that can involve the selection of:  
(1) climate models that illustrate higher performance in predicting these key 
variables (e.g. Flato et al., 2013, CSIRO and Bureau of Meteorology, 2015, 
Johnson et al., 2011); (2) strategies to improve the generation of fine-scale 
future rainfall and climate conditions from GCM-based projections (known as 
statistical downscaling) (e.g. Johnson and Sharma, 2011); and (3) alternative 
‘lines of evidence’ (e.g. expert opinion and data from the paleo-climatic 
record) that can provide additional understanding of the possible variations in 
these key variables (e.g. Ault et al., 2014, Ho et al., 2015). Ultimately, 
scenario-neutral approaches can support the development of a tailored set of 
projections for the specific water resource system of interest, by suggesting 
suitable models to predict the future changes in the key hydro-climatic 
variables and attributes for the system, as well as better approaches to link 
these changes to the water resource system (Vano et al., 2015, Steinschneider 
and Brown, 2013, Singh et al., 2014, Nazemi et al., 2013). 
Although the general principles underpinning scenario-neutral approaches 
have been well established (Dessai and Hulme, 2004, Nazemi and Wheater, 
2014, Prudhomme et al., 2010, Brown et al., 2012), practical implementations 
have only appeared in the literature relatively recently (Brown et al. 2012, 
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Prudhomme et al. 2010, Prudhomme et al. 2013a, Poff et al. 2015, Kay et al. 
2014, Singh et al. 2014, Culley et al. 2016). A key challenge in the 
implementation of scenario-neutral approaches is the generation of a set of 
plausible climate conditions (referred to as the ‘exposure space’; see Culley et 
al, 2016) to which a system might be exposed in the future. Ideally, this 
exposure space should consider a range of possible variations not only in the 
average states of the relevant hydro-meteorological variables, such as annual 
average rainfall and potential evapotranspiration (see Kay et al. 2014, 
Prudhomme et al. 2013a), but also a number of other attributes for each 
variable, including extremes, seasonality and inter-annual variability (Meselhe 
et al., 2009, Moody and Brown, 2013, Prudhomme et al., 2010, Steinschneider 
and Brown, 2013). In this way, the sensitivity of water resource systems can 
be tested against a comprehensive range of potential climate changes that can 
be expected in a greenhouse gas-enhanced climate (Prudhomme et al. 2013a, 
Steinschneider and Brown 2013). 
Despite the benefits of considering a wide range of hydro-meteorological 
variables and a variety of their attributes, in most previous scenario-neutral 
studies climate exposure spaces have generally been produced with 
perturbations on a small number of hydro-meteorological variables. In 
particular, most studies have relied on perturbing annual and/or month 
average rainfall and potential evapotranspiration through the use of simple 
scaling factors (Kay et al. 2014, Prudhomme et al. 2013a, Prudhomme et al. 
2010, Paton et al., 2013, Singh et al. 2014). To expand the applicability of 
scenario-neutral approaches to investigate the implications of changes not 
only to the averages but also to other attributes of the climate variables of 
interest, the use of stochastic generators has been proposed. This has been 
illustrated in Whateley et al. (2014), in which the parameters of a weather 
generator were perturbed, followed by quantile correction of the generated 
time series, to achieve a set of pre-specified ‘target’ levels of climate statistics. 
A challenge with this approach, however, arises with the difficulty to assess a 
priori which parameters of the stochastic generator should be modified to 
produce hydro-meteorological time series that represent the different target 
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statistics, which potentially leads to insufficient exploration of the exposure 
space.  
A potential way to address this issue was proposed by Guo et al. (2016a), 
who developed an ‘inverse’ approach to enable stochastic generation of time 
series that represent pre-specified changes of each hydro-meteorological 
variable of interest. In this way, the inverse approach enables a range of 
plausible future climate conditions to be explored, and thus can be used to 
provide uniform coverage of the exposure space and to serve the needs of 
comprehensive scenario-neutral climate impact assessments. Although the 
approach is applicable to perturb any hydro-meteorological variable(s) that 
can be generated by parametric stochastic generators, Guo et al. (2016a) 
focused only on perturbing four attributes of rainfall (i.e. average daily 
rainfall, annual wet days, average dry-spell length and the 99
th
 percentile of 
daily rainfall). Furthermore, the approach has not yet been utilized as part of a 
formal application of the scenario-neutral approach. This study aims therefore 
to extend the applicability of the inverse approach of Guo et al. (2016a) to a 
wider set of climate variables, and to apply the perturbed hydro-
meteorological time series to test the climate sensitivity of a water resource 
system. This enables the identification of the key hydro-meteorological 
variables and attributes that the system is particularly sensitive to as part of 
the scenario-neutral framework.  
In this study, implementation of the scenario-neutral approach was 
illustrated with a natural catchment located in South Australia, and we aimed 
to identify the key climate attributes that impact catchment runoff by testing 
the sensitivity of runoff to a range of plausible future changes in hydro-
meteorological conditions. To better represent these changes, we considered a 
large number of plausible changes in both the rainfall and potential 
evapotranspiration (PET), as they are the two key variables through which 
potential changes in climate can influence catchment runoff. In achieving this, 
we perturbed climate attributes including average annual rainfall, extreme 
rainfall and the key seasonal patterns, as well as the driving variables of 
PET—namely temperature, relative humidity and wind speed. The perturbed 
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time series of climate variables were translated to PET using the Penman-
Monteith model. The perturbed rainfall and PET time series were then used to 
simulate catchment runoff with a lumped conceptual rainfall-runoff model, 
GR4J (Perrin et al., 2003) that has been extensively tested in this catchment 
(Westra et al, 2014b). The relationships between runoff responses and 
perturbations in the rainfall attributes and PET-related climate variables were 
then assessed using both correlation analysis and Sobol’ sensitivity analysis 
(Sobol’ et al., 2007). These results allowed us to identify the key climate 
attributes that impact runoff from the case study catchment. 
The subsequent sections of this paper are structured as follows. Section 
6.2 introduces the case study catchment and data used to illustrate the 
scenario-neutral approach. Section 6.3 describes the methodology used to 
implement the scenario-neutral approach to identify the key climate attributes 
for the case study catchment, which details the generation of climate exposure 
spaces with the inverse approach, followed by a climate stress test on the 
catchment runoff. Section 6.4 presents and discusses two sets of results 
regarding (i) the performance of the inverse approach in terms of its ability to 
generate the desired climate exposure space; and (ii) the key climate attributes 
identified to have high impact on catchment runoff. The study is summarized 
and concluded in Section 6.5.   
6.2 Case study and data 
To illustrate the implementation of the scenario-neutral approach aimed at 
understanding the climate sensitivity of a water resource system, we focused 
on a case study for the Scott Creek catchment (29 km
2
) in the southern Mount 
Lofty Ranges close to Adelaide, South Australia. Scott Creek is a sub-
catchment of the Onkaparinga Catchment and has a Mediterranean climate. 
The mean annual rainfall and PET are 892 mm and 1372 mm, respectively, 
for the study period from 1995 to 2004. The catchment has a winter-
dominated rainfall regime, with over 75% of the rainfall occurring within the 
period from July to September (winter and early spring) in an average year. 
Furthermore, the distribution of runoff is highly skewed, with approximately 
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30% of the total flow volume contributed from the top 1% of flow days 
(Westra et al., 2014b). 
As part of the scenario-neutral approach, a number of relevant climate 
attributes should be selected to construct the climate exposure space 
(Prudhomme et al. 2013a). For this case study catchment, we focused on six 
climate attributes to describe a range of plausible changes in rainfall and PET, 
as defined in Table 6-1. To represent various rainfall patterns, we focused on 
variations in the average wet-day rainfall (PD) as a measure of average 
rainfall, and the 99
th
 percentile of wet-day rainfall (Pex99) as a measure of 
extreme rainfall. In addition, winter rainfall (PJJA) was considered, since the 
catchment has a winter-dominated rainfall regime. The potential changes in 
daily average temperature (Ta), relative humidity (RH) and wind speed (uz) 
were included in the exposure space, since they were identified as the key 
driving variables for PET at the case study location (Guo et al., 2017). The 
average values of each attribute calculated over the study period were used as 
the baseline, and are also provided in Table 6-1.  




Definition Average baseline 
value (1995-2004) 
PD Daily rainfall intensity averaged over all wet 
days 
6.38 mm/day 
Pex99 99th percentile of daily rainfall over wet days  40.0 mm/day 
PJJA Daily rainfall intensity averaged over winter 
(June, July and August) 
7.28 mm/day 
Ta Daily average temperature 17.0 ◦C 
RH Daily average relative humidity 61.2 % 




As mentioned in the Introduction, GR4J was used to simulate the response 
of catchment runoff to various hydro-meteorological conditions included in 
the climate exposure space, as it has been shown to provide a good 
representation of underlying physical processes for the case study catchment 
(Guo et al., 2017). To calibrate the model, historical rainfall and runoff data 
were obtained at the case study catchment, and the PET data were estimated 
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using the Penman-Monteith model with historical climate data of temperature, 
relative humidity, solar radiation and wind speed, using the R package 
Evapotranspiration (http://cran.r-
project.org/web/packages/Evapotranspiration/index.html) (Guo et al., 2016b). 
Since over 80% of the catchment area is covered by grass (Evans and 
Jakeman, 1998), the evaporative surface for the entire catchment was assumed 
to be reference crop, enabling the FAO-56 version of the Penman-Monteith 
model (Allen et al., 1998) to be used. The data sources are detailed as below: 
1. Catchment-average rainfall (mm): Since the catchment is relatively 
small, daily rainfall data were obtained from a rain gauge within the 
catchment and assumed to represent the catchment-average rainfall.  
2. Daily maximum and minimum temperature (Tmax and Tmin in °C), 
maximum and minimum relative humidity (RHmax and RHmin in 
%) and wind speed (uz in m/s): Due to the limited availability of 
high-quality climate data, data on each of these variables were 
obtained directly from the Kent Town weather station, which is 
located approximately 20 km from the catchment outlet. 
3. Daily solar radiation (Rs in MJ/(m
2
.day)): Daily solar radiation was 
calculated from daily sunshine hour data (n in hrs) obtained from the 
Kent Town weather station, using the Ǻngström-Prescott equation 
(McMahon et al., 2013), with constants provided in Chiew and 
McMahon (1991). 
4. Catchment runoff (ML/day): Daily runoff data were obtained from 
the gauging stations at the outlet of the Scott Creek catchment. 
With the abovementioned data, GR4J was calibrated following a 70:30 
split-sample calibration (Klemeš, 1986), which led to a calibration period 
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from 1995 to 2001, and a validation period between 2002 and 2004. The 
model illustrated satisfactory performance over both periods for calibration 
(with a NSE of 0.873 and a relative bias of 0.007) and validation (with a NSE 
of 0.855 and a relative bias of 0.009). In addition to calibrating the rainfall-
runoff model, the climate data from the combined calibration and validation 
period were used as baseline to produce climate perturbations for the climate 
exposure space, and then to simulate the corresponding changes in runoff with 
the calibrated rainfall-runoff model.  
To assess the sensitivity of runoff with the scenario-neutral approach, we 
focused on five key attributes representing different features of runoff for the 
Scott Creek catchment; namely the average daily runoff for all days (Qavg), a 
measure of peak flow as the 99
th
 percentile of daily runoff (Q99), a measure of 
low flow as the 10
th
 percentile of daily runoff (Q10), and the average daily 
runoff for winter and spring, which contribute to majority of the annual flow 
(QJJA and QSON). The definition of each runoff attribute and the 
corresponding baseline value over the study period is shown in Table 6-2. 
Table 6-2: Definitions and baseline values of the five runoff attributes selected to represent 
the runoff response for the case study catchment. 
Runoff attribute Definition Average baseline value 
Qavg Daily average runoff over all days 0.367 mm 
Q99 99
th
 percentile of daily runoff over all days 5.014 mm 
Q10 10
th
 percentile of daily runoff over all days 0.006 mm 
QJJA Daily runoff averaged over winter (June, 
July and August) 
0.912 mm 
QSON Daily runoff averaged over spring 





A schematic of the approach followed in this study is shown in Figure 6-1. 
We first generated the climate exposure space, consisting of a large number of 
combinations of plausible changes in the six selected climate attributes related 
to rainfall and PET (as summarized in Table 6-1, which are visualized as three 
arbitrary attributes—A, B and C—in Figure 6-1). This was achieved by 
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extending the inverse approach from Guo et al. (2016a), which allowed 
perturbation of hydro-meteorological time series using a stochastic generator 
(Section 6.3.2). With the exposure space we then conducted a climate stress 
test for the runoff from the case study catchment. We first used GR4J to 
simulate the responses of the five runoff attributes (as summarized in Table 6-
2) to all climate perturbations obtained from the inverse approach. The runoff 
responses were then assessed to identify the key climate attributes for 
catchment runoff (Section 6.3.3), using two separate analyses: 
1) The Spearman’s rank coefficient correlations were first estimated 
between the runoff attributes and the climate attributes included in the 
climate exposure space, to detect any association between each runoff 
attribute and each climate attribute; and 
2) A Sobol’ sensitivity analysis (Sobol’ et al., 2007, see Appendix 6A.1. 
for details) was then used to assess the relative importance of each 
climate attribute for each runoff attribute, with the aid of the Sobol’ 
first-order and total-order sensitivity indices. For each runoff attribute, 
the first-order index for each climate attribute represents the portion of 
total variance in the runoff attribute that is contributed solely by this 
particular climate attribute, whereas the total-order index represents 





Figure 6-1: Schematic of the method used in this study. Note that although the dimension of 
the climate exposure space was six (i.e. consisting of six climate attributes), it is represented in 
three dimensions corresponding to three arbitrary subsets A, B and C for ease of visualization in 
this figure. 
6.3.2 Generation of climate exposure space 
To generate the climate exposure space, which is made up of various 
plausible changes in the six climate attributes (Table 6-1), we followed the 
inverse approach proposed in Guo et al. (2016a), with an extension to enable 
consideration of the three additional climate variables that affect PET (i.e. Ta, 
RH and uz, as summarised in Table 6-1). The inverse approach involves two 
key steps: 
(1) Identification of a large number of combinations of various ‘target 
levels’ for each climate attribute to include in the exposure space; 
and   
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(2) Generation of hydro-meteorological time series that correspond to 
each target location within the exposure space.  
Further details on each of these steps are provided in the sections below. 
6.3.2.1 Selection of the combinations of target levels in the exposure 
space  
The first step in identifying the target values of each attribute is to specify 
the sampling bounds, which define the ranges within which to perturb each 
climate attribute. These were determined based on recent projections of future 
climate conditions for the case study location by the year 2090 (CSIRO and 
Bureau of Meteorology, 2015, IPCC, 2014) (Table 6-3). The bounds are 
slightly wider than suggested from most climate change projections, to ensure 
that a comprehensive range of plausible future conditions is included in the 
exposure space.  
Table 6-3: Sampling bounds of the six climate attributes included in the exposure space. 
Climate attribute Sampling bounds 
PD -30 – +10% 
Pex99 0 – +30% 
PJJA -40 – 0% 
Ta +2 – 6 ◦C 
RH -10 – +5% 
uz -10 – 0% 
 
Within the plausible bounds, a number of samples were drawn to define 
different combinations of target levels within the climate exposure space. 
Latin hypercube sampling (LHS) was used as the sampling method, due to its 
effectiveness in covering multi-dimensional sampling spaces (Osidele and 
Beck 2001, Sieber and Uhlenbrook 2005, Tang et al. 2007b). It is worth 
noting that the two analyses to assess runoff responses to these climate 
perturbations (i.e. the correlation analysis and the Sobol’ analysis, as 
mentioned in Section 6.3.1) required different numbers of samples to be 
included in the climate exposure space. For the correlation analysis, we used a 
sample size of 1000, which was considered to be sufficient to illustrate 
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correlation patterns between the runoff attributes and the climate attributes. 
For the Sobol’ sensitivity analysis, the sample size should be sufficient to 
ensure the convergence of the estimates of the Sobol’ first-order and total-
order sensitivity indices (Nossent et al., 2011, Zhang et al., 2015). Zhang et al. 
(2015) further defined the condition for convergence as the number of 
samples for which, for the most sensitive input variable, the width of 95 % 
confidence intervals from bootstrap resampling of both of its first-order and 
total-order indices are below 10 % of the corresponding means obtained from 
bootstrapping.   
To determine the sample size within the climate exposure space for the 
Sobol’ analysis, we generated different numbers of LHS samples, which were 
then translated to the corresponding numbers of hydro-meteorological time 
series with the approach detailed in Section 6.3.2.2. To check for 
convergence, for each sample size we derived the 1000-fold bootstrap 
estimates for both the first- and total-order Sobol’ indices (as per Eqns. 1.2 
and 1.5 in Appendix 6A.1, respectively) for the most sensitive climate 
attribute. It was observed that convergence for all Sobol' indices occurred 
when the LHS sample size exceeded 2400, which was therefore used as the 
LHS sample size for the Sobol’ sensitivity analysis. Note that to estimate 
Sobol’ first- and total-order indices, these 2400 LHS samples are required to 
be re-sampled to form a Sobol’ sequence with 19200 samples, as detailed in 
Appendix 6A.1. 
6.3.2.2 Optimization-based generation of hydro-meteorological time 
series to achieve target levels 
To generate hydro-meteorological time series corresponding to each target 
location in the exposure space, the stochastic weather generator WGEN 
(Richardson, 1981) was used. This generator has been widely applied for 
climate impact studies, and has generally been shown to capture most of the 
key features of daily rainfall series (Katz, 2002, Kim et al., 2007, Bastola et 
al., 2011a).  
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WGEN uses a Markov chain model to stochastically generate daily 
rainfall occurrence, and a parametric distribution model to simulate rainfall 
intensity on wet days. The original WGEN model consists of individual 
monthly models for occurrence and intensity, whereas in this study, seasonal 
models were used to minimize the number of model parameters. For other 
climate variables, such as temperature, the model divides every year into 26 
intervals, and generates each climate variable according to its specific 
distributions on wet/dry days in each interval. Therefore, to generate the 
climate attributes included in the exposure space, the following WGEN 
parameters were required: 
 16 parameters for rainfall, consisting of four parameters for each 
season: two parameters of the 1
st
 order two-state Markov chain used 
for representing the transition probabilities of rainfall occurrence: pdd 
(dry–dry probability) and pwd (wet–dry probability), and the rate and 
shape parameters (α and β) for the Gamma distribution of rainfall 
intensity on wet days; 
 312 parameters to define the distributions of the three PET-related 
climate variables, namely: one parameter for the mean and one 
parameter for the standard deviation for each of the three variables, for 
each of the dry and wet days and during each of the 26 intervals; and 
 Nine parameters defining the correlation structures between the three 
PET-related climate variables, namely: six parameters for the lag-1 
cross-correlations and three parameters for the lag-0 cross-
correlations. Note that these correlations are for the residuals of the 
three climate variables after accounting for their individual 
distributions for each of the 26 intervals. 
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In order to generate hydro-meteorological time series corresponding to 
each target location (determined through the sampling process outlined in 
Section 6.3.2.1), the best-fit parameter set for the WGEN model was 
identified using optimization. A genetic algorithm (GA) was used as the 
optimization engine, due to its proven efficiency, particularly for solving 
high-dimensional optimization problems in hydrological studies (Ndiritu and 
Daniell, 2001, Cheng et al., 2002, Shafii and De Smedt, 2009, Gibbs et al., 
2012).  












] ∗ 100⁡⁡⁡⁡                          (6.1) 
In Eqn. 6.1,  j = 1, 2, … 6 for each of the six climate attributes considered 
in the exposure space (Table 6-1), and i = 1, 2, … n for n combinations of 
target levels in the exposure space, which corresponds to the sizes of the two 
exposure spaces we constructed for the correlation and Sobol’ analyses (1000 
and 19200 respectively, as mentioned in Section 6.3.2.1). For the j
th
 climate 
attribute in the exposure space (𝐴𝑇𝑇𝑗), 𝐴𝑇𝑇𝑠,𝑖
𝑗
 represents the i
th
 target value 
and 𝐴𝑇𝑇𝑠,𝑖
?̂?
 represents the corresponding simulated value from the stochastic 
generator. Since different attributes are likely to have different magnitudes, 
the difference between a target level and the corresponding simulated level is 
represented as a percentage change relative to its baseline value (𝐴𝑇𝑇ℎ𝑖𝑠
𝑗
) 
(Table 6-1) to ensure consistent scales across attributes during the 
optimization process.  
When simulating the rainfall time series, since only changes in rainfall 
intensity were included in the exposure space (Table 6-1), the probability 
parameters (pdd’s and pwd’s) that determine the rainfall occurrences were fixed 
at historical levels during the optimization process. To simulate the rainfall 
intensity for each season, both non-negative Gamma parameters (α’s and β’s) 
required were varied between 10
-2
 and 10 during the optimization process. 
This range was identified from preliminary experiments as the optimal range 
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for 1) quick convergence of the optimization algorithm; and 2) generation of 
realistic daily rainfall intensity values.  
For temperature, relative humidity and wind speed, since only changes in 
average conditions are of interest for the exposure space (Table 6-1), during 
the optimization only the mean values for wet days and dry days for each 
attribute were varied within the corresponding plausible ranges, as defined in 
Table 6-3. To minimize the number of parameters to optimize, all other 
parameters, namely the standard deviation and the correlations among 
residuals, were fixed at corresponding historical values.  
The optimization for each target location proceeded as follows. A wet-
/dry-day sequence was first generated with the historical rainfall occurrence 
parameters of WGEN. Following this, four sequential optimization steps were 
conducted to search for the remaining WGEN parameters, aiming to fit 
specific levels of different attributes. These steps consisted of: 
(1)  Optimizing for the best α and β parameters from the gamma 
distribution, which yielded the target levels of both PD and Pex99 
simultaneously. It is worth mentioning that the winter β used for 
each iteration was determined with an additional layer of 
optimization to achieve the target level of PJJA, while all other α 
and β values were sampled randomly;   
(2) Optimizing for the best mean wet- and dry-day temperature for 
WGEN, which yielded the target level of Ta;  
(3) Optimizing for the best mean wet- and dry-day relative humidity 
for WGEN, which yielded the target level of RH; and 
(4) Optimizing for the best mean wet- and dry-day wind speed for 
WGEN, which yielded the target level of uz.  
The convergence criterion was set to a value of 0.1 for the objective 
function (Eqn. 6.1). In addition, as suggested in Guo et al. (2016a), during 
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these optimization processes, the random seed of the stochastic generator was 
held constant. This was due to the consideration that the stochastic generator 
can introduce random behavior to the generated hydro-meteorological time 
series, which can mislead the optimization algorithm and thereby slow down 
the optimization process. Therefore, fixing the random seed ensured that any 
changes in objective function values from one iteration of the optimization 
process to the next were solely due to changes in the optimization decision 
variables (i.e. the model parameters), rather than a combination of these 
changes and any randomness introduced by the stochastic generator.  
Using the best-fit parameters of WGEN obtained from the optimization, 
the 1000 sets (for the Spearman correlation analysis) and the 19200 sets (for 
the Sobol’ sensitivity analysis) of perturbed hydro-meteorological time series 
were generated. The perturbed daily time series of rainfall from WGEN were 
used as a direct input to the calibrated GR4J model. The perturbed daily time 
series for the three PET-related variables (temperature, relative humidity and 
wind speed) were used to estimate daily PET with the Penman-Monteith 
model, and then fed into the calibrated GR4J. It is worth noting that the 
Penman-Monteith model requires both daily maximum and minimum time 
series for temperature and relative humidity as inputs. Therefore, the daily 
perturbations to each pair of temperature and relative humidity variables were 
determined by the changes in the corresponding perturbations in average 
temperature and relative humidity relative to the baseline levels. To ensure 
physical plausibility of the perturbations, the daily maximum and minimum 
values of relative humidity were capped at 100%. In addition, since solar 
radiation was not a climate attribute included in the exposure space, the 
historical solar radiation time series were used for estimating all sets of 
perturbed PET time series.  
6.3.3 Climate stress test on catchment runoff 
With the perturbed rainfall and PET time series obtained from Section 
6.3.2, the calibrated GR4J model (Section 6.2) was run to simulate the 
corresponding catchment runoff. To identify the key climate attributes that 
influence catchment runoff, we first used scatter plots to visualize the 
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association between the runoff responses and the perturbations in each climate 
attribute included in the exposure space using the 1000 samples. The 
Spearman’s rank correlation coefficient between each runoff attribute and 
each climate attribute was also calculated to indicate the strength of the 
relationship between attributes. We then conducted Sobol’ analysis with the 
exposure space with 19200 samples and the corresponding modelled runoff 
responses, to assess the relative importance of each climate attribute in 
influencing each runoff attribute. Both the Sobol’ first- and total-order 
sensitivity indices for each runoff attribute were estimated (as Eqns. 1.2 and 
1.5 in Appendix 6A.1., respectively), which indicates how much the total 
variance of the runoff was due to the individual contribution of each 
individual climate attribute and how much of that was due to the interactions 
among multiple climate attributes. 
6.4 Results  
6.4.1 Performance of inverse approach 
The performance of the inverse approach in terms of its ability to generate 
the desired climate exposure space (Section 6.3.2) is shown in Figure 6-2, as 
pairs plots of the sampled changes relative to the baseline level for each of the 
six climate attributes (as specified in Table 6-1). We illustrate this with our 
first exposure space with 1000 samples, as it consists of fewer samples than 
that used for the Sobol’ analysis (19200 samples), and therefore allows for 
clearer visualization. As can be seen, the inverse approach is effective in 
producing the desired target locations, with all samples falling within the 
bounds of the exposure space (as defined in Table 6-3). In addition, the 
coverage of the climate exposure space is relatively uniform, with low 
correlations between each pair of climate attributes. Therefore, the exposure 
spaces generated with the inverse approach enable us to assess the sensitivity 





Figure 6-2: Climate exposure space consisting of 1000 LHS samples generated with the 
inverse approach, described as a percentage change for PD, Pex99, PJJA, RH and uz, and absolute 
changes for Ta (in ◦C), relative to the corresponding baseline levels (Table 6-1). The lower-right 
triangle displays pairwise Spearman’s correlation coefficients.    
6.4.2 Key climate attributes for catchment runoff 
6.4.2.1 Spearman’s rank correlation coefficients 
The responses of the five runoff attributes to the 1000 sets of perturbed 
climate attributes within the exposure space are plotted in Figure 6-3, as 
percentage changes relative to the corresponding baseline levels. The 
correlation between each runoff attribute and each climate attribute is 
summarized in Table 6-4 in terms of Spearman’s rank correlation coefficients 
(ρ), with shaded cells indicating correlations that are significant at a 0.05 level 
(p < 0.05). Overall, the runoff attributes show strongest correlations with 
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PJJA, followed by the PD. Also, common to all runoff attributes is that the 
three climate attributes related to PET (T, RH and uz) generally have very low 
correlations with the runoff attributes, with the absolute magnitudes of most ρ
 
less than 0.1.  
 
Figure 6-3: Responses of the five runoff attributes (as percentage changes relative to the 
baseline levels) to 1000 perturbations of the six climate attributes considered in the exposure 
space. 
 
Table 6-4: Spearman’s rank correlation coefficients (ρ) between the five runoff attributes and 
the six climate attributes considered in the exposure space, as plotted in Figure 6-3. Shaded cells 
indicate that correlations are significant at the 0.05 level. 
 
PD Pex99 PJJA Ta RH uz 
Qavg 0.251 0.050 0.718 -0.048 0.079 -0.066 
Q99 -0.097 0.228 0.819 -0.034 0.037 -0.078 
Q10 0.802 -0.151 -0.430 -0.092 0.062 0.020 
QJJA 0.106 0.039 0.784 -0.012 0.060 -0.064 
QSON 0.143 0.112 0.472 -0.204 0.060 -0.065 
 
Table 6-4 shows that the Spearman correlation coefficients vary across 
different runoff attributes. However, a common pattern is observed within the 
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runoff attributes that are related to high flows, as they all display strong 
associations with winter rainfall. Specifically, Qavg, Q99 and QJJA all show 
high correlations with PJJA (with ρ values of 0.718, 0.819 and 0.784, 
respectively, which are all significant at the 0.05 level), with strong near-
linear relationships illustrated in Figure 6-3. Following PJJA, the second most 
influencing climate attribute is PD for Qavg and QJJA (with correlation 
coefficients of 0.251 and 0.106, respectively, significant at the 0.05 level), 
whereas Q99 shows a significant correlation with Pex99 (ρ = 0.228). This 
indicates that it is the seasonality of the rainfall, rather than the total annual 
rainfall per se, that appears to be the strongest driver for most of the runoff 
attributes considered.  
In contrast to the above finding, as an indicator of low flow, Q10 
illustrates a somewhat opposite pattern to those shown for Qavg, Q99 and 
QJJA, as it displays the highest correlation with PD (ρ = 0.802), followed by a 
moderate negative correlation with PJJA (ρ = -0.430). Another contrasting 
response is observed in QSON, which does not show a particularly high 
correlation with any rainfall attribute. The strongest correlation is with PJJA, 
with a correlation coefficient of only 0.472.  
It is worth noting that Q10 shows negative correlations with PJJA and 
Pex99, which is likely to be explained by the method of climate perturbation: 
as multiple variables are perturbed at the same time during the inverse 
approach, for a specific average rainfall intensity (PD), an increase in 
winter/extreme rainfall (PJJA/Pex99) has to be achieved by reducing the low 
rainfall intensity and/or rainfall during the drier seasons, which is likely to 
lead to a decrease in low flow (Q10).  
6.4.2.2 Sobol’ sensitivity analysis 
Having assessed the correlations between the five runoff attributes and the 
six climate attributes included in the exposure space, we now quantify the 
relative importance of each climate attribute for the runoff attributes by using 
the Sobol’ indices. The Sobol’ first-order indices of each climate attribute, as 
well as their interactions, are presented in Figure 6-4, and are plotted against 
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the five different runoff attributes. The first-order indices for each runoff 
attribute sum up to one, and describe the partitioning of total variance to the 
contribution from each individual climate attribute, as well as the total effect 
of their interactions.  
 
Figure 6-4: Sobol’ first-order sensitivity indices of the five runoff attributes to changes in the 
six climate attributes (colored) and their interaction effects (grey). 
Consistent with the correlation results in Section 6.4.2.1, the first-order 
indices generally suggest that the two most important climate attributes for 
runoff are PJJA, followed by PD.  Again, the runoff attributes that are related 
to high flows show similar sensitivity patterns. Specifically, for Qavg, Q99 
and QJJA the first-order indices of PJJA always exceed 0.5 (0.513, 0.757 and 
0.634, respectively), indicating that more than half of the variation in the 
responses of each of these runoff attributes is contributed by perturbations in 
PJJA. Following PJJA, PD is the second most important variable for Qavg 
and QJJA (with index values of 0.161 and 0.086, respectively), while Pex99 is 
the second most important variable for Q99 (with an index value of 0.052).  
In contrast to Qavg, Q99 and QJJA, the first-order indices for Q10 suggest 
that PD is the dominant variable (with an index value of 0.548), whereas for 
QSON, the importance of PD, Pex99 and PJJA are of similar magnitude (with 
index values of 0.058, 0.143 and 0.146, respectively). Lastly, T, RH and uz all 
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show first-order indices below 0.03 for all runoff attributes, which again 
indicates low impact of PET-related changes on runoff.  
In addition to providing confirmation of the results obtained using the 
correlation analysis (Section 6.4.2.1), the Sobol’ analysis also provides 
information on the interactions among the six climate attributes (Eqn. 1.6 in 
Appendix 6A.1, represented with grey bars in Figure 6-4). As can be seen, the 
two runoff attributes that are least affected by these interactions are Q99 and 
QJJA, with both interaction terms having values below 0.25. In contrast, the 
interactions are slightly higher for Qavg (0.285) and Q10 (0.284), and 
significantly higher for QSON (0.660), with more than 60% of the total 
variance contributed by interactions, rather than changes in individual climate 
attributes.  
The interaction effects are also reflected in Figure 6-5, which shows the 
Sobol’ total-order sensitivity indices of the six climate attributes for each 
runoff attribute. The magnitude of the total-order index for each climate 
attribute represents the sum of both the individual contribution from that 
climate attribute and all its interaction with other attributes. Comparing these 
total-order indices for each climate attribute to the corresponding first-order 
indices in Figure 6-4, it is clear that the most distinct differences are observed 
for QSON, which displays much higher total-order indices to PD, Pex99 and 
PJJA (0.749, 0.328 and 0.588, respectively) compared to the first-order 
indices (as 0.058, 0.143 and 0.146, respectively). Consistent with Figure 6-4, 
this highlights the importance of the interactions among the three climate 
attributes for QSON, in which the relative importance of the interaction effects 




Figure 6-5: Sobol’ total-order sensitivity indices of the five runoff attributes to changes in the 
six climate attributes. 
6.5 Discussion 
This study sought to expand the scope of scenario-neutral studies to 
consider possible changes in a broader range of variables and attributes of 
those variables, to account for not only mean changes in key atmospheric 
drivers but also the extremes and seasonality. The results from the correlation 
and Sobol’ sensitivity analyses presented in Section 6.4 highlight the relative 
importance of the various climate attributes considered for simulated runoff 
generation for the Scott Creek catchment, which clearly reflect the unique 
catchment characteristics. As illustrated in both analyses, winter rainfall 
(PJJA) was found to be a key climate attribute for this catchment, and has a 
substantial impact on the average and extreme runoff (Qavg and Q99) as well 
as the winter runoff (QJJA). The high sensitivity of average runoff to changes 
in winter rainfall clearly illustrates the winter-dominated nature for both 
rainfall and runoff in the Scott Creek catchment, which is consistent with 
previous literature (Westra et al., 2014b, Westra et al., 2014c). The high 
sensitivity of winter runoff to winter rainfall also indicates that a large portion 
of rainfall is converted to runoff during winter, leading to a near-linear runoff 
response to rainfall. Interestingly, the extreme runoff was found to be much 
 
212 
more sensitive to the winter rainfall than to the extreme rainfall (Pex99), 
highlighting that accumulations of continuous rainfall events over winter are 
likely to have higher impacts on runoff compared to individual extreme 
rainfall events. In contrast to the abovementioned runoff attributes that are 
related to the high flows, the low flow (Q10) is dominantly driven by average 
rainfall (PD), which reflects the heavy-tailed nature of the distribution of daily 
runoff.  
The results also suggest that potential changes in PET generally have a 
low impact on runoff from the Scott Creek catchment. This is likely related to 
the water-limited nature of the catchment, for which the long-term average 
rainfall is substantially lower than the long-term average PET (McVicar et al., 
2010). From a water-balance perspective, since PET represents the upper limit 
of actual ET (AET), the AET from such a water-limited catchment is likely to 
be lower than PET for the majority of the year, which leads to low sensitivity 
of AET to any changes in PET. For this reason, the limited sensitivity to 
changes in PET might be expected to hold for catchments located in similar 
climate zones to Scott Creek, but is unlikely to hold in general. In particular, 
the AET for energy-limited catchments (for which long-term average rainfall 
exceeds long-term average PET) is more likely to be affected by changes in 
PET, since water is generally available for evaporation in these catchments 
(Kay et al., 2013, McMahon et al., 2015). Furthermore, these energy-limited 
catchments are also likely to experience greater changes in PET due to 
changes in their driving climate variables (see Guo et al.. 2017, which 
reported approximately two-fold PET sensitivity in cool-climate energy-
limiated locations in Australia, compared to other locations). This highlights 
the value in the scenario-neutral analysis as a means of identifying the key 
attributes that would be expected to affect hydrological response for any 
particular catchment.  
The above results also highlight the importance of considering various 
attributes for each climate variable, such as sub-annual features and extremes, 
in the design of climate exposure spaces for scenario-neutral approaches. For 
example, the results suggest that winter rainfall has a much greater impact on 
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high flows than average rainfall. This is particularly pertinent for Scott Creek 
catchment, as projections for climate change suggest potentially much 
stronger seasonal changes compared to annual average changes, with higher 
projected declines for rainfall during the wet winter months compared to all 
other seasons (CSIRO and Bureau of Meteorology, 2015, IPCC, 2014). 
Therefore, considering winter rainfall in the exposure space can warrant a 
more comprehensive assessment of the potential responses in catchment 
runoff, compared with if only changes in average rainfall are considered, as is 
done in most previous scenario-neutral studies (e.g. Kay et al. 2014, 
Prudhomme et al. 2013a, Prudhomme et al. 2010). Furthermore, inclusion of 
sub-annual attributes is particularly important when considering catchments 
with highly seasonal variations in rainfall and streamflow regimes, as they are 
likely to be driven by different hydrological processes during different 
seasons and thus respond differently to changes in hydro-meteorological 
conditions across seasons (e.g. Sorg et al., 2012, Chang and Jung, 2010, 
Barnett et al., 2005).  
It is worth highlighting a limitation within the study results, which further 
emphasizes the significance of considering sub-annual variations in 
constructing climate exposure spaces. As highlighted in Figures 6-4 and 6-5, 
spring runoff (QSON) shows substantial sensitivity to interactions among the 
climate attributes, which exceeds that for any individual attribute. An obvious 
interpretation of these results is that spring runoff is driven by more complex 
processes that involve non-linear interactions of the climate attributes, under 
the assumption that all key climate attributes that influence spring runoff have 
been included in the climate exposure space. However, an alternative 
explanation is provided in Figure 6-6, which is an expanded version of Figure 
6-3, in which the corresponding PSON obtained from each of the 1000 
generated rainfall time series used in the correlation analyses is also shown. It 
is clear that QSON shows a strong correlation with PSON. This indicates that 
the changes in QSON are likely to be predominantly driven by PSON, which 
changes as a result of perturbing other climate attributes with the stochastic 
generator. However, since PSON was not considered in our design of the 
climate exposure space and was not sampled together with the other climate 
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attributes, these impacts from varying PSON were not recognized by the 
Sobol’ analyses, but were instead explained as interactions. This example 
illustrates that the exclusion of relevant climate attributes in the exposure 
space can lead to misinterpretation of the sensitivity results obtained from 
scenario-neutral approaches. 
 
 Figure 6-6: Responses of the five runoff attributes (as percentage changes relative to the 
historical levels) to 1000 perturbations of the six climate attributes considered in the exposure 
space, as well as to PSON, which was modified as a result of perturbing the six attributes. 
The abovementioned limitation is partly related to the current capacity of 
the inverse approach, for which it is challenging to generate climate exposure 
spaces with high dimensions, especially when a number of attributes of one 
climate variable are considered. For example, in this study, we have 
considered three attributes for the single variable of rainfall (i.e. the average 
and 99
th
 percentile of rainfall intensity, and winter average values). For testing 
the sensitivity of the catchment to various plausible climate conditions, 
different combinations of perturbations in these attributes were required, 
which were obtained by the implementing the staged optimization processes 
outlined in Section 6.3.2.2. It can be expected that the larger the number of 
attributes to consider for a specific climate variable, the more constraints will 
be imposed on the optimization, which would increase the difficulty and 
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computational effort associated with the successful implementation of the 
inverse approach. This highlights the need to improve the inverse approach 




In this study, we illustrated a formal implementation of the scenario-
neutral approach, to identify the key climatic attributes influencing different 
runoff attributes from the Scott Creek catchment in South Australia. To 
achieve this, we first extended the applicability of a recently developed 
inverse approach to enable stochastic generation of climate exposure space, 
which consists of perturbed time series of a larger number of climate 
variables, namely: (1) rainfall to represent plausible future changes in its 
average conditions, extremes and seasonal patterns; and (2) three climatic 
variables related to PET (i.e., temperature, relative humidity, and wind speed) 
to represent plausible changes in their mean values. With these perturbed 
hydro-meteorological time series, we simulated potential changes in 
catchment runoff with a conceptual rainfall-runoff model, GR4J. By 
investigating the relationships between runoff responses and perturbations in 
each climate attribute using both correlation and Sobol’ sensitivity analyses, 
we identified the key climate attributes that influence different runoff 
attributes from the catchment considered. 
The results from this study show that different runoff attributes are 
dominated by changes in the rainfall attributes, while the PET-related 
variables have a relatively minor effect. Specifically: 
- The runoff attributes that are related to high-flow, namely average 
runoff, extreme runoff and winter runoff, show substantial sensitivity 
to winter rainfall, followed by average rainfall; 
- The runoff attribute that is related to low-flow is mainly affected by 
changes in average rainfall; and 
- Spring runoff does not show high sensitivity to any individual rainfall 
attribute considered in the climate exposure space, but displays a high 
sensitivity to the interactions among these attributes.  
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The key climate attributes highlighted for different runoff attributes are 
closely linked to the unique characteristics of the case study catchment, which 
exhibits significant seasonal variations in not only the rainfall and runoff, but 
also the key processes involved in converting rainfall to runoff. These results 
also highlight the need to design individual implementations of scenario-
neutral approaches for specific case studies, as different water resource 
systems are likely to be driven by different climate attributes and key 
processes (e.g. Merz and Blöschl, 2009, van der Kamp et al., 2003, Gaál et al., 
2012), which can lead to identification of different sets of key climate 
attributes for each individual system. 
In the context of scenario-neutral approaches, the information on key 
climate attributes can greatly enhance our understanding of the processes that 
are likely to impact different runoff attributes for a specific water resource 
system under a changing climate. Such understanding allows us to potentially 
tailor the design of climate impact assessments for the specific system by 
focusing on the key climate processes and variables that the system is 




Appendix 6A Supplementary to Chapter 6 
Sobol’ sensitivity analysis (Sobol’ et al., 2007) 
Sobol’ is considered a variance-based method, in which the total variance 
in a model output due to changes in its inputs is estimated with a Monte-Carlo 
approach. To estimate the variances, a large number of samples is firstly 
drawn by varying all input variables at the same time, and then a Sobol’ 
sequence is constructed by re-sampling from within these Monte-Carlo 
samples (Saltelli et al., 2010). According to Sobol’ et al. (2007), to estimate 
the Sobol’ first-order and total-order indices with a Monte-Carlo sample size 
of n consisting of p input variables, a Sobol’ sequence with a total of n.(p+2) 
samples is required, i.e. with n.(p+2) model evaluations. 
The total variance of model output is partitioned to the contribution of 
each individual input variable (i.e. first-order effects), as well as their 
interactions (i.e. higher-order effects), as follows (equation adapted from 
Zhang et al., 2015): 
𝑉𝑌 =⁡∑ 𝑉𝑖 ⁡⁡⁡⁡⁡⁡⁡+⁡⁡⁡⁡⁡⁡⁡⁡⁡
𝑛
𝑖=1 ∑ 𝑉𝑖𝑗𝑖<𝑗 + ∑ 𝑉𝑖𝑗𝑘𝑖<𝑗<𝑘 …+ 𝑉1,2…,𝑛                      
(1.1) 
Individual effects                        Interactions 
 The outputs from the Sobol’ method comprise (equations adapted from 
Nossent et al., 2011): 
4) First-order sensitivity index, which quantifies the individual 





                                                                       (1.2) 
5) Second- and higher-order sensitivity indices, which quantify the 
contribution of interactions among two or more input variables to 
the total variance of the model’s output: 
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For second-order: 𝑆𝑖𝑗 =
𝑉𝑖𝑗
𝑉𝑌
                                                (1.3) 
For higher-order: 𝑆𝑖𝑗…𝑛 =
𝑉𝑖𝑗...𝑛
𝑉𝑌
                                          (1.4) 
6) Total sensitivity index, which quantifies the contribution of each 
input variable, including its individual effect, as well as all its 
interactions with other input variables, to the total variance of the 
model’s output:  
𝑆𝑇𝑖 = 𝑆𝑖 + ∑ 𝑆𝑖𝑗𝑗≠𝑖 = 1 −
𝑉~𝑖
𝑉𝑌
                                            (1.5) 
From Eqns. 1.1 to 1.4, the sum of individual effects of all input variables 
and all their interactions equals one (adapted from Zhang et al., 2015): 
1 = ⁡∑ 𝑆𝑖 ⁡⁡⁡⁡⁡⁡⁡+⁡⁡⁡⁡⁡⁡⁡⁡⁡
𝑛
𝑖=1 ∑ 𝑆𝑖𝑗𝑖<𝑗 + ∑ 𝑆𝑖𝑗𝑘𝑖<𝑗<𝑘 …+ 𝑆1,2…,𝑛                       
(1.6) 




CHAPTER 7 Conclusions 
Understanding the impacts of climate change has particular significance 
for the future planning, design and operation of water resource systems. 
Scenario-neutral approaches are used increasingly to assess these possible 
impacts. These approaches allow water resource systems to be assessed 
independently of climate change projections, instead focusing on the 
sensitivity of specific systems to a large number of plausible climate change 
conditions. Once developed, these approaches can be used to better 
understand water resource system vulnerability, and provides a mechanism to 
incorporate multiple lines of evidence on possible future climatic changes into 
the climate impact assessment. This research improves the practical 
implementation of scenario-neutral approaches by focusing on two key 
limitations: (1) limited capacity to generate a comprehensive climate exposure 
space to describe a large number of plausible future climate conditions; and 
(2) lack of understanding of how the physical process representation in 
rainfall-runoff models, especially for the evapotranspiration processes, can 
affect future runoff projections. The contributions of this thesis that seek to 
address these two limitations are summarised briefly below.  
7.1 Research contribution 
The overall contribution of this research is the improvement of the 
practical implementation of scenario-neutral approaches. Therefore, this 
research provides recommendations for the future implementations of 
scenario-neutral framework, and thus greatly extends the applicability of this 
framework to a larger range of climate impact assessment problems. 
The specific research contributions are as follows: 
1. This research has led to an enhanced methodology for the generation 
of the climate exposure space to represent a range of plausible future 
changes in a number of climate variables (e.g. rainfall, temperature, 
relative humidity, wind speed) and attributes of those variables (e.g. 
mean, extremes, variability) (Chapters 3, 4 and 6). Specifically, 
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Chapter 3 identifies the key climate variables that can have big impact 
on evapotranspiration across different climate zones, which informs 
the choice of evapotranspiration-related climate variables to include in 
the climate exposure space. Chapter 4 introduces an inverse approach 
to generating a range of plausible changes in rainfall, including 
average conditions as well as extremes and seasonal patterns. This 
approach is further extended in Chapter 6 which considers a combined 
set of climate variables and attributes that are capable of describing 
potential changes in both rainfall and evapotranspiration, for 
constructing a more comprehensive climate exposure space. By 
achieving these outcomes, this research overcomes a long-standing 
problem in scenario-neutral studies, which have tended to focus on 
only a small subset of variables and attributes that might change in the 
future. 
2. This research improves the understanding of the role of physical 
process representations in rainfall-runoff models in providing runoff 
projections. The focus of this research was on the evapotranspiration 
processes, which has received relatively little attention in existing 
literature compared to rainfall processes (Chapter 5). The research 
showed that although the calibration and validation performance of 
alternative rainfall-runoff models may be similar under historical 
climate conditions, the contrasting representation of evapotranspiration 
processes can have a significant impact on future evapotranspiration 
and runoff projections. These findings highlight that alternative 
rainfall-runoff models should be carefully assessed based on their 
process representation to inform model selection in climate impact 
assessments. 
3. This research integrates the abovementioned new knowledge and 
techniques to implement the enhanced scenario-neutral approach to 
identify the key climatic variables for a natural catchment (Chapter 6). 
This approach can be transferrable to identify the key climate 
attributes for other water resource systems, which can greatly enhance 
our understanding of the processes that are likely to impact different 
runoff attributes for specific systems under a changing climate. Such 
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understanding allows us to design tailored climate impact assessments 
for any specific water resource system by focusing on the key climate 
processes and variables that show greater impacts on the system. 
7.2 Limitations and future work 
The limitations of this research and the associated future work recommended 
are discussed below: 
7.2.1 Evapotranspiration process representation 
In Chapters 3, 5 and 6, the potential impact of climate change on 
evapotranspiration is represented by considering a large number of plausible 
future conditions of the climate variables that are relevant to 
evapotranspiration. However, the potential dynamics in some other factors 
influencing evapotranspiration are not considered, including: 1) vegetation 
cover which determines the proportion of incoming radiative energy received 
at the evaporative surface (i.e. albedo) (e.g. Feddema et al., 2005, Liu et al., 
2008); 2) plant-related processes, such as the impact of increasing CO2 (e.g. 
Milly and Dunne, 2016, Bell et al., 2011, Prudhomme et al., 2014). These 
factors can greatly impact the rate of transpiration from vegetated surfaces, 
therefore, they should be considered for conducting a more comprehensive 
assessment of the climate change impacts on evapotranspiration. 
To facilitate more comprehensive estimation of evapotranspiration under a 
changing climate, the impacts of vegetation can be explicitly modelled. This 
can be achieved by integrating evapotranspiration modelling with land-surface 
models which are capable to describe the influences of plant cover on the 
driving energy for evapotranspiration (Allen et al., 2011, Feddema et al., 
2005), and/or climate models which consider the feedbacks between CO2 and 
plant dynamics (Milly and Dunne, 2016, Bell et al., 2011), with both 
approaches involve more complex models and are thus associated with 
increasing requirements for data and simulation work. Further exploration of 
the impact of climate on evapotranspiration is warranted given the finding that 
potential changes in evapotranspiration can vary substantially by baseline 
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climate (Chapter 3), and can also have a much greater impact on runoff than 
previously understood (Chapter 5). 
7.2.2 Rainfall-runoff model selection 
In Chapter 5, three rainfall-runoff models with different structures are 
employed to understand how the contrasting ways of representing physical 
processes can impact the simulated runoff responses to potential climate 
change. However, this analysis is limited to the use of lumped conceptual 
models, which are currently the main class of rainfall-runoff models used in 
climate impact studies (e.g. Chiew et al., 2010, Islam et al., 2014, Najafi and 
Moradkhani, 2015, Vaze and Teng, 2011). However, physically-based and 
distributed models have not been considered, and might be able to provide a 
more in-depth understanding on the effects of physical process representation. 
To enhance the understanding of the impact of different process 
representations within alternative rainfall-runoff models, the comparison of 
rainfall-runoff models can be extended to a larger number of structurally 
different rainfall-runoff models. In particular, since this study focused on 
lumped conceptual models, significant insight can be gained by the inclusion 
of more complex models, such as models with more explicit representation of 
specific hydrological processes (e.g. base flow and inter-flow), and/or more 
detailed consideration of catchment heterogeneity (e.g. land cover types, grid 
cells and vertical layers) (Harrigan et al., 2014, Clark et al., 2011). These 
further investigations are warranted given the finding in Chapter 5, which 
highlighted that performance on projecting runoff in historical climate does 
not guarantee the sufficiency for future impact assessments, and therefore 
more effort is needed for conducting model inter-comparison focusing on 
their ability of representing the physical processes rather than traditional 
calibration metrics. In addition, to support the inclusion of these models for 
inter-comparison studies, additional effort is also required for the collection 
and quality control of relevant hydrological data, since physically-based 




7.2.3 Implementation of inverse approach to generate climate exposure 
space 
In Chapters 4 and 6, the inverse approach has been implemented to 
generate a climate exposure space for scenario-neutral studies. However, these 
implementations are limited in the number of climate attributes considered in 
the climate exposure space. This this is due to two factors. Firstly, as pilot 
exploration of stochastically generating exposure space in the two studies, the 
stochastic weather generators employed were all based on the first-order 
Markov rainfall occurrence model and Gamma rainfall intensity model 
(Richardson, 1981), which had relatively simple structures and thus lower 
computational demand. However, these simple structures can limit the 
flexibility to explore more plausible changes on a larger range of climate 
variables and attributes. Secondly, the current capacity of the inverse approach 
is not yet sufficient to warrant exposure spaces with higher dimensions. This 
is especially an issue when a number of attributes of one climate variable are 
considered, as more constraints need to be imposed during the optimization 
process, thus leading to an increase in the difficulty and computational effort 
for finding the best-fit parameters of the stochastic generator. As illustrated in 
Chapter 6, insufficient exploration of the exposure space can be particularly 
problematic when some key climate features for the system were not 
considered, which led to misinterpretation of the results obtained from 
scenario-neutral approaches.  
The flexibility of the generation of the climate exposure space can be 
improved  by considering alternative stochastic generators, which include: 1) 
more complex and alternative structures of stochastic generators, such as other 
forms of Richardson-type models with higher-order Markov models to 
describe rainfall dependency and/or more complex distributions models to 
include more patterns in low-frequency variability and extremes of rainfall 
(e.g. Wilks, 1999, Mehrotra and Sharma, 2007); 2) models with alternative 
structures, such as alternative renewal models that determine rainfall 
occurrence based on distributions of wet and dry spells (e.g. Semenov and 
Barrow, 1997, Heneker et al., 2001). In addition, the optimization process can 
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also be improved to reduce the computational demand, so that a larger number 
of climate attributes can be included in the climate exposure space. This can 
be addressed by considering alternative searching behaviour over the exposure 
space, implying different weightings constraint the target level of each climate 
attribute (as opposed to the uniform weighting as implemented in Chapters 4 
and 6), and/or employing more efficient programming languages such as 
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