Abstract. Cancer cell invasion is one of the most important stages of metastasis. In this paper, the local existence and uniqueness of the cancer cell invasion model is proved using an iterative procedure. Moreover the numerical simulations are performed using a combination of a nonstandard …nite di¤er-ence scheme and backward and forward Euler methods. It is seen that the results agree well with the expected behaviour of the invasion.
Introduction
Cancer is a multi-step disease which starts with the abnormal proliferation of a single cell due to a DNA mutation. The successive rounds of mutation of these abnormal cells result with a mass which is called a tumor. The tumors are categorized in two categories: benign and malignant. Both types grow in an uncontrolled way. But unlike the benign tumors, the malignant tumors invade the surrounding tissue and reach to the other parts of the body by blood or lymph system and form a secondary tumor there. This process is called metastasis. The reason of cancer deaths is often the metastasis.
The cancer cells have two kinds of directed movements: chemotaxis and haptotaxis. Chemotaxis is the movement of the cells from the direction of the higher concentration of a substance (chemoattractant) to the direction where the concentration is lower. On the other hand, the cells have to adhere to extracellular matrix (ECM) …bres in order to move and their migration is directed from the regions having higher concentration of an existing adhesive molecule on the ECM to the regions with lower concentration. This type of movement is called haptotaxis. Moreover, the contact with the surrounding tissue stimulates the production of the proteolytic matrix degrading enzymes(MDEs) for the degradation of the tissue …bres.
The mathematical modelling of cancer invasion, their analysis and simulations provide an understanding on the behavior of the modelling systems and the studies in this area gain importance in recent years. The models can be grouped as the ordinary di¤erential equation (ODE) models, partial di¤erential equation (PDE) models and stochastic models. The ODE models are usually used for the cell migration controlling models starting at the cell level [1, 2] and for the therapy approach models [3, 4] . The disadvantage of the ODE models is that they consider only the temporal change and do not give information about the spatial e¤ects. Since cancer invasion and metastasis have spatial dependence, the models considering the variations in space are more realistic for this phenomena and are described by using the PDEs. In these PDE models the di¤erent factors on cancer invasion are analyzed. For instance, the e¤ect of environmental pH has been analyzed initially by Gatenby et. al. [5] and the well posedness of an extended model, which has been developed to include the crowding e¤ects in the growth of normal cells, has been shown in [6] . Then the model has been extended to include the intracellular dynamics and it has been shown that the new multiscale model has a global unique solution [7] . Another approach analyzing the e¤ect of chemotaxis and haptotaxis has been made in [8] . On the other hand, in some cases models may contain stochastic e¤ects like the ones in the studies [9, 10, 11] considering the stochasticity in pH dynamics.
In this study we consider the haptotaxis-chemotaxis model [8] . Because of the highly nonlinear character of the model system, the analysis of the system, …nding the analytical solution or the numerical solution are not easy tasks. In this paper, using an iterative procedure [6] the local existence of a unique weak solution is shown. Moreover, the numerical simulations are performed using a …nite di¤er-ence scheme which includes a nonstandard FDM and backward and forward Euler methods. The results of the simulations show the expected behavior of the model system.
Mathematical Model
In this section, the mathematical model given in [8] is considered. The model describes the interaction between the cancer cells (c), the normal cells(n) and the MDE (m) and is given by 
where denotes the outward unit normal to the boundary @ of the smooth enough domain . The initial conditions (ICs) are given by
where c 0 , n 0 and m 0 are nonnegative functions and c 0 and m 0 satisfy the boundary conditions(2.2).
Mathematical Analysis of the Model
In this section the proof for the existence and uniqueness of the solutions for the system (2.1) with the boundary and initial conditions (2.2) and (2.3) is given. To this end, an iterative technique [6] is used for the proof. To this end, the function spaces
is an open bounded domain.
and n 0 2 Z is de…ned as the weak solution of the homogeneous system
(3.12)
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Lemma 1. Assume that
for T > 0. Then (i) the systems (3.7)-(3.9) and (3.10)-(3.12) with the BCs (2.2) and ICs (2.3) have a unique weak solution with
(ii)The functions m k ; c k ; n k are positive and they satisfy
with the appropriate embedding constants C( ; T ).
ii) T is going to be de…ned as
in the proof.
Proof. The proof will be done by using induction. Basis
Step (k=0): The proof is done for each of the equations (3.7)-(3.12) separately.
a 
is a linear ODE and has a positive solution depending on m 0 (t; x) which is given by
and since
is obtained. It is known that as t ! 0 solution of equation (3.24) satis…es [12] lim
and this gives
which shows the inequalities in (3.14) are satis…ed. c) To complete the proofs for (3.16), (3.17) and (3.21) one starts with equation (3.9) and the proof procedure depends on Theorem 7.1.5 in [12] . To apply the Galerkin Method, the function
and the symmetric bilinear form
are de…ned with fw i (x)g 1 i=1 being the orthogonal bases for H 1 ( ) and orthonormal bases for L 2 ( ). If the ideas in [12] are used with a(t; x) = D c then one has
Therefore with c 0 2 H 1 ( ) the unique weak solution of (3.9) is obtained and it satis…es the following properties:
Moreover, since c 0 > 0 the weak maximum principle leads to c 0 (t; x) > 0, i.e., the positivity of c 0 (t; x). Induction Hypothesis Assume that for an arbitrary k 2 N the claims in Lemma 1 are satis…ed.
Induction
Step In this step, the proof is done separately for each of the three equations given in (3.10-3.12) For the appropriate embedding constant c 1 := c 1 ( ; T ) [13] together with the induction hypothesis it is found that
and thus it is found that c
Together with the linear parabolic di¤erential equation theory this leads to the existence of the unique weak solution of the initial and boundary value problem (2.2),(2.3) and (3.10) and this solution satis…es
is de…ned and by using (3.10) it can be easily seen that 
K c The …rst claim in (3.15) is trivial by the induction hypothesis. To prove the second claim on the time derivative, Equation (3.11) is made use of which gives the inequality
40) The induction hypothesis, the smoothness of the initial data and the properties of the heat equation lead to the result that the right hand side of the equation (3.40) is …nite.
In order to show that n k+1 is bounded by the half of the carrying capacity, the induction hypothesis and the inequality m k+1 (t; x) C H for x 2 , t 2 [0; T ] with C H positive are used:
and this gives the positivity of n k+1 together with (3.39). Next, inequality (3.20) is obtained by using equation (3.39 ) and the induction hypothesis:
In order to complete the proof for (3.15) and (3.17) the term on the right hand side of Equation (3.12) is considered. By using the induction hypothesis and the property of the initial condition c 0 (x) 2 H 1 ( ) it can be bounded as
with an appropriate embedding constant c 2 := c 2 ( ; T ): Therefore c 1 c
)) and thus by Theorem 7.1.5 in [12] one obtains the unique weak solution with the properties
Choosing max T 1 C 2 ( ; T ); T 1 C 4 ( ; T ) 1 and
In order to prove that c k+1 is bounded above by the half of the carrying capacity the auxiliary function
is de…ned and induction is used. The proof for the basis step; i.e. for k = 0; is identical with the proof in the induction step. Induction Hypothesis: Assume that c k is bounded above by the half of the carrying capacity for an arbitrary k 2 N.
Step: If one uses the auxiliary function given in (3.41) with the equation (3.12) then
is obtained. By using the induction hypothesis one has
and thus the inequality
is obtained for the right hand side of the inequality in (3.42) where
Since c k < K c and n+1 (0; x) 0 by its de…nition, the weak maximum principle for T 1 1 leads to
which gives the positivity of c k+1 with the positivity of the initial condition. .3) for T > 0 satisfying the conditions (3.13) and (3.14).
Proof. To prove the existence of the unique weak solution of the IBVP (2.1) -(2.3), the sequence (n k ; c k ; m k ) k2Z + is going to be shown to be a Cauchy sequence, which leads to the convergence to the limit function (n; c; m) with the completeness of the function spaces we work on. Throughout the proof, the results obtained in Lemma 1 are going to be used.
For the ease of notation, we de…ne the di¤erences
are obtained. In the next step, one can write [12] 
for the embedding constant c 3 := c 3 ( ; T ) and T 4 = min 1 4 ; 1 4C ( ; T ) 2 c 2 with the embedding constant c 4 := c 4 ( ; T ) and
For the second term on the right hand side of the inequality (3.46) one has
where Cm := K n C 4 : Therefore for the inequality (3.46)
is obtained. This inequality can be written as
by using Gronwall's inequality which leads to
where
If one once more applies Theorem 7.1.5 in [12] to the di¤erence c k+1 c k , the two inequalities
are obtained with
The inequality (3.49) leads to
where the index set of neighbor nodes of the node x i is N i = i 1; i + 1 and i = 1; 2; ; l. Then the discretized matrix-vector equations are obtained after using central di¤erence for the Laplacian term and a combination of forward and backward Euler methods:
A c c k+1 = c k + ck c (4.8) In equation (4.8) , A c is the (l + 1) (l + 1) tridiagonal matrix containing the information coming from chemotaxis, haptotaxis and di¤usion terms, c k and ck are the vectors of dimension l + 1 containing the values of c and 1 (1 c k n k+1 ) at the discretization points, respectively.
For the numerical simulations the ranges for the parameter values [8] are given in Table 2 Parameter Value Range First, we neglect the e¤ect coming from chemotaxis and take c = 0. In Figure  1 , the time evolution of cancer and normal cell densities and MDE concentration are shown in the absence of proliferation i.e. 1 = 2 = 0. At small times (e.g. t = 1), it is seen that the cancer cells penetrate into a small region whereas at larger times (e.g., t = 20) the cells migrate throughout the region. One also observes a cluster of cells at the leading edge of the tumor which is the result of haptotactic migration. In the next set of …gures ( Figure 2 ) the e¤ect of chemotaxis on the model system is analyzed. To this end, the chemotaxis coe¢ cient c is taken as 0:02 and the rest of the parameters remain to be the same. It can be observed that the cancer cells migrate slower which is the result of haptotactic migration which is the result of the fact that gradients of chemotactic and haptotactic responses have opposite directions. Moreover by the e¤ect of chemotaxis another cluster of cancer cells is seen near the left hand boundary due to chemotaxis mediated by MDE. Figure 1 . By the e¤ect of proliferation a larger cluster of cancer cells is formed at the leading edge of the tumor. As the time evolves (by t = 20) the cells migrate throughout the domain and degradation of ECM is much more visible.
Conclusion
In this study, the tissue invasion model given in [8] is considered. The local existence, uniqueness and positivity of solutions are proved for the corresponding model by using an iterative technique. Moreover, the numerical simulations are performed by using a combination of nonstandard FDM, forward and backward 
