Introduction
In Beunckens et al. (2006) , we propose a so-called latent-class mixture model, bringing together features of the selection, pattern-mixture, and shared-parameter model frameworks.
Precisely, information from the location and evolution of the response profiles, a selection model concept, and from the dropout patterns, a pattern-mixture idea, is used simultaneously to define latent groups and variables, a shared-parameter feature. In this manual, we present the GAUSS code developed for fitting such a latent-class mixture model. In Section 2, we briefly show the general latent-class mixture model. The likelihood function is given in Section 3, as well as the method to obtain the maximum likelihood estimate. In Section 4, we mention how the subjects can be classified into the latent groups through the latent-class mixture model. Finally, Section 5 contains the explanation of the GAUSS code, involving both arc and bat files, applied to an example dataset.
Latent-Class Mixture Models
Let the random variable Y ij denote the response of interest, for the ith individual, designed to be measured at time t ij , i = 1, . . . , N , j = 1, . . . , n i . The outcomes can be grouped into a vector Y i = (Y i1 , . . . , Y in i ) . In addition, define a dropout indicator D i for the occasion at which dropout occurs, i.e., Y d i is the first missing value, and apply the convention that In principle, one would like to consider the density of the full data f (y i , d i |θ, ψ), where the parameter vectors θ and ψ describe the measurement and missingness processes, respectively. Covariates are assumed to be measured, but have been suppressed from notation for simplicity. Carrol (1988), Ten Have et al. (1998) , Wu and Bailey (1989) , Mori, Woodworth and Woolson (1992) , Follmann and Wu (1995) , and Little (1995) , introduced a shared-parameter model framework, based on factorizing the joint density as follows:
in which it is assumed there exists a vector of random effects b i , conditional upon which the measurement and dropout processes are independent.
In Beunckens et al. (2006) , we proposed an extension of this shared parameter model capturing possible heterogeneity between the subjects, which is not measured through a covariate, but rather through a latent variable. We call this model a latent-class mixture model. Next to one or more random effects, or so-called shared parameters, b i , such a model contains a latent variable, Q i , dividing the population in g subgroups. This latent variable is a vector of group indicators Q i = (Q i1 , . . . , Q ig ), defined as Q ik = 1, if subject i belongs to group k, and 0 otherwise. The measurement process as well as the dropout process depend on this latent variable, not only directly, but also through the subject-specific effects b i . The distribution of Q i is multinomial and defined by P (Q ik = 1) = π k , where k ranges from 1 to g and π k denotes the group or component probability. Note that the component probabilities are restricted through g k=1 π k = 1. In what follows, π k will also be called the prior probability for any observation to belong to the kth component of the mixture.
The measurement process will be modelled by a heterogeneity linear mixed model proposed by Verbeke and Lesaffre (1996) and also described by Verbeke and Molenberghs (2000, Chapter 12), i.e.,
where X i and Z i are design matrices, β k are fixed effects, possibly depending on the group components, b i denote the shared parameters, following a mixture of g normal distributions with mean vectors µ k and covariance matrices D k , i.e.,
and thus
The measurement error terms ε i follow a normal distribution with mean zero and covariance
and are independent of the shared parameters. Further, we have to assume that the shared effects are 'calibrated', i.e.,
Assuming that the first measurement Y i1 is obtained for every subject in the study, the model for the dropout process is based on a logistic regression for the probability of dropout at occasion j, given the subject was still in the study up to occasion j, given the random effects b i , and given that the subject belonged to the kth component of the mixture. We denote this probability by g ij (w ij , b i , q ik ), in which w ij is a vector containing all relevant covariates:
. Now, the joint likelihood of the measurement and dropout processes will take the form:
Likelihood Function and Estimation
Estimation of the unknown parameters in the latent-class mixture model described in the previous section will be based on the maximum likelihood principle. To this end, the likelihood function of the latent-class mixture model is formulated in Section 3.1. Since it would be very cumbersome to maximize this likelihood function analytically, the EM algorithm (Dempster, Laird and Rubin, 1977) is proposed as it is a practical tool for maximum likelihood estimation in the case of finite mixtures (Redner and Walker, 1984) .
The Likelihood Function
Let π be the vector of component probabilities π = (π 1 , . . . , π g ) and group all other unknown parameters of the measurement process in the vector θ, of the dropout process in ψ, and of the mixture distribution in α. If σ denotes the vector of covariance parameters of all
i , δ the covariance parameters of all D k , µ = (µ 1 , . . . , µ g ), and γ = (γ 1 , . . . , γ g ), then θ = (β, σ), ψ = (γ, λ) and α = (µ, δ). Now, the vector Ω will be the vector containing all unknown parameters in the model, i.e., Ω = (π , θ , ψ , α ).
Estimation and inference for the Ω will now be based on the observed data likelihood,
, obtained by integrating the unobserved data out of the joint distribution of measurement and dropout process and expressed by: Note that this likelihood function is invariant under the g! possible permutations of the parameters corresponding to each of the g mixture components. However, we can put some constraints on the parameters, such that this problem of lack of identifiability disappears.
We will use the constraint suggested by Aitkin and Rubin (1985) ,
The log-likelihood function corresponding to likelihood function (1) is
To maximize (2) with respect to Ω, we will need a numerical iterative procedure. The EM algorithm is designed for maximum likelihood estimation in situations with missing data (Dempster et al., 1977) . Here, the underlying latent variable Q i , representing component membership, will be considered missing. Thus, the response vector Y 
with q = (q 1 , . . . , q n ) the vector of all hypothetically observed population indicators. The log-likelihood function corresponding to likelihood function (3) will be of the form We will denote the expected log-likelihood function by O and call it the objective function.
The EM algorithm is an iterative procedure, i.e., it starts from an initial value Ω (0) for Ω, and then constructs a series of estimates Ω (t) , which converges to the maximum likelihood
estimator Ω of Ω. Initial values can be obtained from considering separate models for the measurement and dropout processes. Given Ω (t) , the current estimate for Ω, the updated estimate Ω (t+1) is obtained through one iteration of the EM algorithm, i.e., through one E step and one M step. The procedure keeps iterating between the E step and the M step until convergence is attained, i.e., until
for some small, pre-specified ε > 0.
The E Step
Let us describe the iteration step t + 1, where the estimate is updated to Ω (t+1) , using the obtained estimate from iteration step t, Ω (t) . The E step consists of the calculation of the conditional expectation of (Ω|y o , d, q), given y o and d, which is given by
Thus, we need to calculate
where π ik (Ω (t) ) is the posterior probability for the ith subject to belong to the kth component of the mixture. This means that the E step reduces to the calculation of posterior probabilities π ik (Ω (t) ), for i = 1, . . . , N and k = 1, . . . , g. Note that this also requires calculation
, and consequently integration over the unknown mixture component membership to calculate, which is done numerically using Gauss-Legendre quadrature.
The M Step
The updated estimate Ω (t+1) is now obtained from maximizing O(Ω|Ω (t) ) with respect to
From the E step we know that O equals
The first term in (5) only depends on π, whereas the second one only depends on θ, ψ, and α. Hence, to find the maximum of the O function with respect to Ω = (π , θ , ψ , α ), we can maximize both terms separately.
Let us first maximize the O function with respect to π. This requires the maximization of
If we now set all first-order derivatives with respect to π 1 , . . . , π g−1 equal to zero, this yields the updated estimate to satisfy
This in turn implies that
, and hence
From (6) and (7) it follows that the updated estimates π
i.e., the updated mixture component probabilities are equal to the average posterior probabilities.
Next, to find the maximization of the O function with respect to θ, ψ, and α, we need to
with respect to these parameters. However, in general, this cannot be done analytically.
Therefore, a classical numerical maximization procedure such as, for example, NewtonRaphson is needed. Note that in such cases, the EM algorithm is doubly iterative, which might have an impact on the computation time.
Some Remarks Regarding the EM Algorithm
It can be shown that an EM step cannot decrease the likelihood value (Ω|y
This is called the monotonicity property of the EM algorithm, guaranteeing convergence of the iterative procedure, provided a finite maximum exists. However, this convergence can be painfully slow. With poorly selected starting values, such slow convergence can lead to long computation times. Apart from the local maxima resulting from the non-identifiability problem, there may be local maxima yielding different likelihood values (Böhning, 1999) .
This suggests that in practice multiple sets of starting values should be used. If the likelihood will have a region where it is flat, we say the likelihood has a ridge. Now, the EM algorithm is capable of converging to some particular point on that ridge, which is not the case for many other, more classical, maximization algorithms.
Classification
After fitting the latent-class mixture model to an incomplete set of repeated measurements, one could also classify the subjects examined into the different mixture components of the fitted model, i.e., into the different latent subgroups of the population.
The decision to which component of the mixture, or equivalently to which subgroup of the population, a specific subject is most likely to belong will be based on posterior probabilities.
Recall that the group indicators Q ik , for i = 1, . . . , N and k = 1, . . . , g, take the value 1 if subject i belongs to group k, and 0 otherwise. We have that P (Q ik = 1) = π k , thus the component probabilities π k , k = 1, . . . , g, express how likely the ith subject is to belong to group k without taking into account either the observed response values y o i or the dropout indicator d i for that subject. For this reason, the component probabilities are often called prior probabilities.
The posterior probability for subject i to belong to the kth group is given by
where Ω is the vector of parameter estimates resulting from the EM algorithm. This expresses how likely the ith subject is to belong to group k, taking into account the observed response y i as well as the dropout indicator d i of that subject. Using these posterior probabilities, we can apply the following classification rule
assigning subject i into the component to which it is most likely to belong.
More details on classification of subjects can be found in Beunckens et al. (2006) .
GAUSS Code
We have implemented the latent-class mixture model using the GAUSS Software. In Section 5.1, we explain how the software code is built up in general. The pgm files, which contain necessary functions for the analyses, are shown in Section 5.2, whereas the main bat files, which include the actual code for a particular dataset, are demonstrated in Section 5.3. (Table 2) 3. EM Algorithm: Iteration 1
• iteration = 1;
Step -For k = 1, . . . , g, calculate the mean of posterior probabilities to obtain estimate π (1) = (π
)
• iteration = iteration + 1;
4. EM Algorithm: Iterate until convergence ε = tol + 1;
Repeat until (|ε| < tol) or (iteration > maxiter)
• E Step at iteration t: For i = 1, . . . , N and k = 1, . . . , g
• M Step at iteration t -For k = 1, . . . , g, calculate the mean of posterior probabilities to obtain estimate π (t+1) (maximum of O 1 function)
→ The EM algorithm converges to the maximum likelihood estimate Ω 
General Form of Software Code
The software code to fit a latent-class mixture model consists of four steps: (1) calculation of the maximum likelihood estimates, (2) calculation of the log-likelihood, standard errors and p-values, corresponding to the maximum likelihood estimates, (3) classification of subjects into the latent groups, and (4) drawing inferences. Let us describe the general code for these three steps in turn. First, according to Section 3.2, we can implement the estimation of the parameters of the latent-class mixture model as shown in Table 1 , to obtain the maximum likelihood estimates Ω.
After obtaining the maximum likelihood estimate Ω using the presented algorithm, the corresponding maximum likelihood value can be calculated as the second step. To this end, a function is written in GAUSS. Using this function, the covariance matrix of the maximum likelihood estimate can be obtained, and consequently we can calculate standard errors and corresponding p-values for the model parameters. Note that the p-values are based on Wald tests, which are valid for the measurement model parameters, but perhaps not for the dropout model parameters or shared effects. Next, as shown in Section 4, subjects can be classified into the latent groups, using the posterior probabilities. Finally, inferences can be drawn, since we now have the maximum likelihood estimates of the parameters and the corresponding covariance matrix.
GAUSS PGM Files shared.pgm and lcmm.pgm
The GAUSS code we developed assumes only one subject-specific effect in the latent-class mixture model, i.e., b i , a shared intercept. Further, this shared intercept is assumed to have equal covariance across the different mixture components, i.e., d
the residual covariance matrices are assumed to be equal and of a simple structure, i.e.,
These simplifications of the latent-class mixture model lead
Note when g = 1, the latent-class mixture model results in a classical shared-parameter model, which results for the measurement model in
2 ). Therefore, we created two files in GAUSS, shared.pgm and lcmm.pgm, containing functions for the shared-parameter model and the latent-class mixture model with g ≥ 2 respectively. Next, regarding the dropout model, we have split the file into two parts. In the first part, the dropout model does not depend on the shared intercept, i.e.,
whereas in the second part, the shared intercept is added to the dropout model, resulting in
Let us now give an overview of the functions which are given in the pgm files. First, shared.pgm includes two functions, integrand and shared. The function integrand calculates for a given value of the shared intercept b i the value of the integrand
with θ, ψ, and α, the unknown parameters of the measurement model, the dropout model, and of the shared effect distribution, respectively. This function is used in the function shared, which is the log-likelihood function
The integration is computed over a finite interval [x 1 , x 2 ] using Gauss-Legendre quadrature, a numerical integration technique. Both functions appear twice in the shared.pgm file, and are distinguished by suffix 1 and 2. Suffix 1 corresponds to assuming dropout model (8), which yields that the integrand
is calculated in integrand1 and the log-likelihood function in shared1 is of the following
whereas suffix 2 corresponds to assuming (9), for which both functions, integrand2 and shared2, are as described above. Note that assuming (8) for the classical shared-parameter model essentially comes down to the MCAR missingness assumption.
Next, in the lcmm.pgm file, there are five function; integrand, fydik, q2negagive, q1function, and lcmm. Again, a suffix distinguishes between the assumption (8) or (9) for the dropout model. In the integrand2 function, the value of the integrand
is given for a certain value of the shared intercept b i . Under (8), the integrand1 function results in computing
Next, this integrand is used in the calculation of f ik (y o i , d i |q ik = 1, Ω) in the fydik function. Under the assumption of (8), we use fydik1 or
whereas under (9) the function fydik2 is computed as follows:
Again, the integration is conducted over a finite interval [x 1 , x 2 ] using Gauss-Legendre quadrature numerical integration. Note that with these functions, the E step of the EM algorithm can be performed, as well as the calculation of the updated estimate for π. However, to obtain the updated estimates for (θ, ψ, α), we need to maximize the O 2 function, which is calculated in the q2negative. Since the optimization procedure optmum in GAUSS is only able to minimize functions, q2negative1 and q2negative2 actually are the negative of the O 2 function, −O 2 . After the E and M step are conducted, we need to calculate ε of the particular iteration. To this end, in addition to the O 2 function, we also need the O 1 function, which is given in q1function. Up to here, we can perform the EM algorithm, and consequently we can obtain the maximum likelihood estimates. To get the maximum likelihood value however, we need an extra function, lcmm, which computes the log-likelihood value (2), or
The first part of the code in lcmm.pgm, i.e., assuming dropout model (8) is presented in Appendix A.
GAUSS BAT File: Example
Next to the pgm files, presented in the previous section, there is a main Gauss file, i.e., a bat file, which contains the code as shown in general in Section 5.1. Let us demonstrate this through an example. An example dataset is created by simulating measurements and covariate information of 100 subjects. The latent variable in the model is assumed to split the subjects into two latent subgroups with component probabilities π 1 = 0.6 and π 2 = 1 − π 1 = 0.4, respectively. The subjects are assumed to be allocated to a treatment or control group, both with probability 0.5. Measurements of a continuous outcome are simulated at five time points. Further, these longitudinal data are assumed to follow a linear trend over time with different intercepts and slopes for both treatment groups. In particular, the parameters are as follows; an intercept β 0 = 7.4, main treatment effect β 1 = −1.25, main time effect To analyze the example dataset, we performed a model building exercise starting with fitting a one-component latent-class mixture model, which comes down to a classical shared parameter model, as well as a two-component latent-class mixture model. Next, we compare these models using the AIC and BIC criteria, and depending on the choice made by both criteria, we decide whether we fit a latent-class mixture model with three latent subgroups.
Regarding the dropout model, we consider both assumptions (8) and (9).
The files exshared.bat and exlcmm.bat are provided to fit respectively a shared-parameter model and a latent-class mixture model to the data. As in the pgm files, both file split into two parts, distinguishing between either assuming dropout model (8) or (9). We will demonstrate the code from the bat file for the two-group latent-class mixture model when assuming no shared intercept in the dropout model, and corresponding GAUSS code is given in Appendix B. When assuming the shared intercept to be present in the dropout model, the program changes only slightly, and the main idea is the same as we will see below. In addition, the shared-parameter model is a special case, and follows naturally.
In line with Section 5.1, the code in exlcmm.bat contains 4 steps. The first one includes four parts, as presented in Table 1 . Here, the first part consists of reading the dataset into GAUSS and create the design matrices. Note that this part of the programs needs to be adapted to one's dataset and to the analysis at hand. In the second part of Step 1, GAUSS will either compute or request the necessary global parameters shown in Table 2 . Also, the initial values for the EM algorithm need to be given. In the analysis of the example dataset, we used 40 quadrature points and the integration was done over the interval [−20, 20] . Further, the tolerance for the Newton-Raphson numerical maximization of O 2 was set to 0.00001, and for the EM algorithm, to maximize the log-likelihood, it was chosen to be 0.0001. Finally, the maximal number of iteration of the EM algorithm was 1000. To get sensible initial values, we fitted the linear mixed model with the same fixed and random effects as used in the heterogeneity model, as well as a logistic regression for the dropout model to the data. Since this is not taking into account any latent group structure, we can use the parameter estimates as initial values for the shared-parameter model. Afterwards, the parameters estimates of the shared-parameter model are used as initial values for the two-group latent-class mixture model, and so on. Note that this technique does not provide initial values for the groupspecific parameters, and thus we get these by trial and error. Further, when the dropout model includes the shared intercept, the initial value for the extra parameter, λ, was also chosen by trial and error to be 0.10. Obviously, the same goes for the prior probabilities of the latent group components. The code for part 3 and 4 contains the EM algorithm, as described before. At the end maximum likelihood estimates for the parameters of the latent-class mixture model are printed. The corresponding code for this first step is shown in Appendix B.1.1-B.1.3.
In the second step, first the likelihood function is evaluated in the maximum likelihood esti-mates, to get the maximized log-likelihood value. Further, the Hessian of the log-likelihood function is calculated using the hessp function in GAUSS. Using this Hessian, evaluated in the maximum likelihood estimates, we obtain the standard errors corresponding to the maximum likelihood estimates. Finally, p-values corresponding to Wald tests are calculated.
The code for
Step 2 is shown in Appendix B.2.
As mentioned in Section 4, subjects can be classified into the different latent groups based on the posterior probabilities. This is Step 3 of the code, which is given in Appendix B.3.
Finally, in the last part, certain hypotheses can be tested. In the example, we test the hypothesis of treatment effect at the last time point. This part can be changed to test any hypothesis of interest. Code can be found in Appendix B.4.
Results for the Example Dataset
A model building exercise is performed starting with fitting a one-component latent-class mixture model, which comes down to a classical shared parameter model, as well as a twocomponent latent-class mixture model. Next, we compare these models using the AIC and BIC criteria, and depending on the choice made by both criteria, we decide whether we fit a latent-class mixture model with three latent subgroups. An overview of the models considered is given in Table 3 . Since assessing the number of components by a classical likelihood ratio test is not valid in the mixture model framework (McLachlan and Peel, 2000) , we calculated the Akaike's Information Criterion (AIC) and Bayesian Information Criterion (BIC) for all models. Table 3 shows that when assuming dropout model (8) Note that, since the dropout model in Model 1 does not depend on the shared intercept, Table 4 .
Once this latent-class mixture model has been fitted to the example data, the posterior probabilities can be used to classify the subjects into two subgroups as shown in Section 4.
The group of 100 subjects is split into 57 and 43 patients, classified into the first and second group, respectively. In Figure 2 , the left panel represents the individual profiles of subjects classified into the first latent group, and the right one represents the individual profiles of subjects classified into the second group. Clearly, the first group corresponds to subjects with lower measurements, whereas the second group contains subjects with a higher response.
This difference between both latent groups is not due to treatment, since the classification of subjects in latent subgroups is independent of their treatment allocation. Indeed, the estimated odds ratio between the latent classification variable and the treatment allocation However, as mentioned in Section 4, using this classification rule does not render insight into how sure the classification is in one of the two groups. This will depend on the magnitude of the maximal posterior probability. Since the latent-class mixture model considered here only contains two latent groups, we merely need to look at one of the posterior probabilities, e.g., at the posterior probability that the subject belongs to group 1, π i1 . Based on this π i1 , the subjects can be classified following the guidelines of Table 5 . If the posterior probability π i1 lies between 0.45 and 0.55, it is uncertain to which group the subject can be classified.
Only 4 out of 100 patients in the example are in this situation. For 95% of the subjects it is clear into which group they can be classified, since their maximal posterior probability is /*****************/ /** INTEGRAND1 **/ /*****************/ proc integrand1(b); local x,z,w,y,subject,i,k,g,param,nbeta,nsigma,ngamma,nmu,nd,nppi,beta,sigma2, mu,d2, ppi,subj,keuze,xi,zi,wi,meani,data,yi,nummi,ni,sigma2i,muk,mumat, pivec,j,fikyb,fkb,integrand; /***********************/ /** FYDIK fik(y,d) */ /***********************/ proc fydik1(param); local x,z,w,y,subject,i,k,g,ntime,qpoints,x1,x2,N,nbeta,nsigma,ngamma, gammma,gammak,subj,keuze,xi,zi,wi,yi,ni,data,nummi,di,j,gij,gidi, aantal,integraaltjes,lengte,x1j,x2j,xlj /************************************************/ /** Q2NEGATIVE1 = -Q2(theta,phi,alpha|psi) **/ /************************************************/ proc q2negative1(param1); local x,z,w,y,subject,g,ntime,qpoints,x1,x2,N,postprob,fyd,Q2,test,param,ppi; x=_x; z=_z; w=_w; y=_y; subject=_subject; g=_g; ntime=_ntime; qpoints=_qpoints; x1=_x1; x2=_x2; N=_N; postprob=_postprob; ppi=_ppi; /* initialization */ fyd=zeros(N,g); /************************************/ /** LCMM1 = log-likelihood of lcmm **/ /************************************/ proc lcmm1(parameters); local x,z,w,y,subject,i,k,g,N,param,ppi,nbeta,nsigma,nmu,nd,ngamma, nppi,gammma,mu,middeni,summ,fydik,loglik; 
