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Abstract. Artificial Intelligence is one of the fastest growing disciplines,
disrupting many sectors. Originally mainly for computer scientists and
engineers, it has been expanding its horizons and empowering many other
disciplines contributing to the development of many novel applications
in many sectors. These include medicine and health care, business and
finance, psychology and neuroscience, physics and biology to mention a
few. However, one of the disciplines in which artificial intelligence has
not been fully explored and exploited yet is education. In this discipline,
many research methods are employed by scholars, lecturers and practi-
tioners to investigate the impact of different instructional approaches on
learning and to understand the ways skills and knowledge are acquired
by learners. One of these is qualitative research, a scientific method
grounded in observations that manipulates and analyses non-numerical
data. It focuses on seeking answers to why and how a particular observed
phenomenon occurs rather than on its occurrences. This study aims to
explore and discuss the impact of artificial intelligence on qualitative
research methods. In particular, it focuses on how artificial intelligence
have empowered qualitative research methods so far, and how it can be
used in education for enhancing teaching and learning.
Keywords: Artificial Intelligence, qualitative research, methods, data
analysis, education, teaching, learning, behaviourism, constructivism, cog-
nitivism, automated reasoning, knowledge representation, machine learn-
ing, planning, perception, natural language processing
1 Introduction
Artificial Intelligence has been disrupting many sectors and disciplines, offer-
ing tools to conduct research and support innovation that were not available a
couple of decades ago. This has been facilitated by the technological progress
and the availability of instruments and technolologies for collecting, storing and
analysing data of many forms. Artificial Intelligence has contributed to many
fields and disciplines, accelerating scientific discovery [32]. It has been inform-
ing natural language research [50], the social sciences [83], medicine [106,38],
?? http://orcid.org/0000-0002-2718-5426
finance [3], psychology and human behaviour research [105], neuroscience [40]
just to mention a few. However, there is a discipline in which the potential of
artificial intelligence has not been fully explored and explored yet: education.
The key goal of education is to design approaches, methodologies, methods and
techniques for enabling learning and facilitating the acquisition of knowledge
and skills. Many educational methods are used within education with teaching
the core one. Teaching can occur in many forms and it is the aim of pedagogy
to investigate different methods and how they can affect and enhance learning
[18]. In contrast to other disciplines where quantitative research methods are fre-
quently employed, education and pedagogy heavily rely on qualitative methods
to extract patterns from non-numerical data and allow inferences.
As a researcher in artificial intelligence and computer science as well as a
third-level pedagogist, I strongly support the use of technology in general, and
AI-based tools and techniques in particular to support teaching and promote
learning. This article is intended for the broad audience of pedagogists, psychol-
ogists, social scientists and educational practitioners, on average not having the
formal and technical skills usually belonging to engineers and computer scien-
tists. Its aim is to informally define artificial intelligence and its main goals, so
as to provide readers with the basic and core components of this fast growing
discipline. Subsequently, the learning theories mainly used within education by
pedagogists are introduced and the main qualitative research methods gener-
ally used by them are briefly described. A discussion follows, showing how the
theoretical and practical advances in artificial intelligence have empowered qual-
itative research data analysis methods so far. Eventually, it proposes ways of
how these advances can advance pedagogy in particular, through specific contri-
butions to each educational learning theories (figure 2).
2 Background
Artificial intelligence, education and qualitative research methods have long his-
tories and for those scholars working mainly in one of them, some notions and
concepts belonging to the others might not sound very familiar. For this pur-
pose, the content of this section is aimed at providing readers with the relevant
background information and at describing the main core notions and concepts
behind each of these fields of research.
2.1 Artificial intelligence
Artificial Intelligence (AI) can be traced back to 1943 when McCulloch and Pitts
proposed a model of artificial neurons inspired by the physiological and func-
tional properties of a neuron in the brain, and building on the propositional logic
of Russell and Whitehead as well as the theory of computation brought forward
by Alan Turing [80]. From this, artificial intelligence has tremendously evolved
and significantly extended its boundaries. It has seen early achievements and
Fig. 1: Exploration of the impact of artificial intelligence for empowering quali-
tative research, its data analysis methods in education, teaching and learning
great expectations but it has also gone through difficult times [9]. Early research
was mainly devoted to knowledge-based systems and the development of expert
systems enabling the commercialisation of tools for supporting various tasks in
industrial settings. After a period known as the AI winter, in middle 80s, neural
networks returned to the scene, and with the re-design of the back-propagation
algorithm, they posed the basis of modern machine learning [58]. In recent years,
AI has gone through a revolution concerning the methodologies employed in re-
search and the actual content being used for research. It is now more common
to exploit existing theories for novel applications rather than proposing new
ones. Late 90s have seen the emergence of intelligence agents to solve the main
sub-problems of AI and then, in the early 2000s, with the availability of large
datasets and computational power, it become norm to tackle these problems
with a stronger emphasis on data and less on the theoretical approach to apply.
Defining AI is not a trivial task since many definitions have been proposed by
many scholars in the last 70 years. However, a set of major goals have emerged
within AI: knowledge representation, automated reasoning, automated planning,
machine perception, machine learning, natural language processing.
Knowledge-representation focuses on the formal representation of informa-
tion about the world in a form that can be actually used by computers for solv-
ing tasks. It is a branch of AI that is connected to psychology because it builds
upon the capabilities of humans to represent knowledge and information as well
as to solve problems employing it [104]. Examples includes ontologies [76], frames
and rules [124], semantics nets [25]. Automated reasoning is another branch of
AI concerning logic and reasoning, strictly connected to the goals of knowledge
representation. It is aimed at designing and building intelligent agents with au-
tomated reasoning capabilities. Example includes reasoning under uncertainty
[98], defeasible and non-monotonic reasoning [70] as well as argumentation [67].
Automated planning is a sub-field of AI devoted to the design and development
of automated scheduling strategies or sequences of actions [31]. This usually con-
cerns the development of intelligent agents that aim to find optimal solutions
in a complex multi-dimensional space and it is often connected to decision the-
ories. Applications include planning and scheduling for autonomous vehicles or
mean of transportations [90], reconfigurable production systems [103,11] and in
general distributed systems [121,120]. Machine perception is that sub-field of AI
that concerns the construction of artificial systems able to interpret data that
resembles the human way through the use of senses and the context around them
[134]. With the technological progress and the explosion of sensor-based tech-
nologies, early systems that were focusing on analysing data, mainly collected
through keyboards and mouse [72], have now been empowered with a wider range
of sensory input that is close to the way humans perceive, including computer
vision [28], machine hearing [75], and machine touch [13]. Machine learning is
probably the fastest-growing sub-field of AI concerned with the development of
statistical models and algorithms that are able to perform specific tasks with-
out the use of explicit rules, instructions and directives [6]. Machine learning
have seen a tremendous acceleration of research outputs and have significantly
informed and contributed to the advance of the other sub-branches of artificial
intelligence [47]. Some of the plethora of applications includes classification of
facial expressions [4] or cancers [22], forecasting in stock markets [43] and image
processing [123] just to mention a few. Eventually, natural language processing
is aimed at designing and developing artificial agents that are capable of inter-
preting and processing natural language. Example of problems includes speech
recognition [42], natural language generation [108] and machine translation [51].
2.2 Qualitative research methods
A number of research methodologies and methods are employed by scholars in
science. One of these is qualitative research methods [135]. These are scientific
methods of observation that, in contrast to quantitative research methods, make
use of non-numerical data such as textual information, images, audio and video.
It is not grounded on the occurrences of things or their frequencies or measures.
Rather it focuses on investigating why and how a phenomenon takes place, by un-
derstanding the meaning of concepts, definitions and features of things. The core
element is the descriptive observations made by scholars and its main strength
lies in its ability to provide complex textual descriptions of how people experi-
ence things. Qualitative research has a very long history and its literature is very
fast that would be impossible to review all of its methods. However, a number of
classes of qualitative research methods have been identified. These are referred
to as semi-structured methods and include participant observations, in-depth
interviews and focus groups [99].
Participant observation is a method for collecting data on naturally occur-
ring behaviours within their usual contexts [126]. The goal of this method is to
get a richer familiarity with a group of people while interacting in their cultural
environments, usually over an extended period of time [89]. For example, within
education, observation can be conducted through analysis of documents pro-
duced by learners in the classroom or other environemts [7]. In-depth interviews
are more relevant on an individual basis, when the researcher is interested in the
history of a learner, her/his own perspectives and experiences [60]. Considerable
effort is spent by the researcher to grasp the essence of the phenomenon under
investigation and to use literary devices to transmit it as rich as possible [143].
Focus group is a method that focuses on eliciting data on the cultural norms of
a group of people. The main goal is to shape broad overviews and summary of
certain issues concerning to a group or represented subgroups [137]. The purpose
is to promote a comfortable atmosphere of disclosure of information by people
who can share their beliefs, ideas, attitudes and experiences about a topic [142].
The format of the questions usually administered by a qualitative researcher
is open-ended. Thus the main type and shape of the data produced by the appli-
cation of qualitative research methods are field notes, audio, sometimes video,
recordings, transcripts and images. These methods seek to explore hypotheses
about a phenomenon rather then confirming them. Data collection instruments
are flexible as well as those approaches and techniques used for eliciting and cat-
egorising responses to questions. The main goal is to describe variation, explain
relationships, investigate individual experiences and group norms. Some aspects
of research studies are adjustable, as the addition or exclusions of questions or
their rewording. The responses by participants might impact the subsequent
questions. In nature, the design of a qualitative research study is iterative: it
evolves and can be updated according to data and what is learned [63].
2.3 Qualitative data analysis methods
A frequently used method to analyse qualitative data is qualitative coding. It
refers to that process of assigning descriptive labels to pieces of data with the
aim of helping researchers in the development of their theories and hypothe-
ses [2]. It is a process of organising qualitative information in a systematic order
employing techniques such as linkage, grouping, aggregation to support meaning
extraction and formulation. Unfortunately, this process is often time-consuming
as it demands scholars to analyse data with great precision in order to iden-
tify interesting patterns, assign descriptive labels and categories according to
commonly shared characteristics [116]. However, with the technological progress
and the plethora of technologies that can be employed for data gathering, the
availability of data is exponentially growing. Therefore, for researchers it would
be impossible to go through thousands of records containing qualitative infor-
mation. This would not support the identification of inconsistencies within data
and the development of robust hypotheses.
Coding enables content analysis, a strict and systematic process of summaris-
ing and reporting written data composed by a set of procedures for the rigorous
investigation, analysis and verification of the contents [79] for making replicable
and valid inferences [54] of any written communicative materials, such as doc-
uments, interviews transcriptions, speeches, intended for people other than the
research analyst. It often uses categorisation as a means to reduce large quan-
tities of data. In a nutshell, content analysis involves coding, categorising the
unit of analysis such as words and sentences in to meaningful categories and
descriptive labels, comparing and linking them as well as concluding by drawing
theoretical conclusions and hypotheses. In detail, content analysis starts with
the definition of a research question and the population from which the unit
of analysis of text are to be sampled. A strategy for defining the sample of
interest is set according to the notions of representativeness, access and general-
isability. It follows a definition of the context of the generation of the document
which includes, for instance, the analysis of who was involved in data collec-
tion/generation/transcription, origins of documents, corroboration and authen-
ticity of data. Then the unit of analysis has to be decided as well as the codes to
be used in it enabling the construction of the categories for grouping key features
of the written data. Subsequently, coding and categorisation of data has to be
performed as well as its analysis that includes activities such as extrapolation
of trends, patterns and differences, standards and indices as well as linguistic
representations. These often produce numerical tabular data that can be used
for statistical analysis by employing quantitative research methods. Eventually,
summarisation follows with the researcher making speculative inferences and
generating theories and hypotheses [18].
Beside content analysis other approaches exist that do not fragment the text
as in coding. The assumption here is that words can carry many meanings thus
their nuances are context dependent and their separation is not always the best
approach. Example of contexts include conversations, narratives and autobiogra-
phies, specific types of discourses. In discourse analysis, words and sentences are
semantically linked to each other and their meaning is influenced by those be-
fore and after [30]. Qualitative research analysis can be conducted also on visual
media such as images and videos. They are a form of text or discourse thus
coding or discourse analysis methodologies can be employed. Visual images can
be analysed by reading their meanings and reflectively disclosing the researcher
point of view, perspective, values and background. Interpreting an image is a
subjective process, thus a more formal approach to minimise the bias and guar-
antee objectivity must be used as for the coding process. The stage of theory
generation offered by qualitative research methods is linked to Grounded Theory.
This is a methodology for developing theories that are grounded in data that
is systematically gathered and analysed [14]. Theories are derived inductively
from the analysis of an underlying study and a reflection and interpretation is
conducted on the phenomena under investigation. It can be referred to as a set
of procedures for explicating the relationship among pieces of data and a set
of descriptive categories from which a plausible explanation of the investigated
phenomena can be generated. The first step of this methodology is theoreti-
cal sampling in which data is collected iteratively until theoretical saturation is
reached, that means when the researcher has enough information to describing
the underlying phenomena under investigation. Coding is subsequently applied
to collected data to disassembling and reassembling it. It first breaks collected
data down into manageable chunks, parts such as lines, paragraphs or sections
to facilitate meaning and pattern extraction. Examples include open, axial and
selective coding techniques. It then employs categorisation to reassemble these
parts and produce concepts thus a new understanding that investigates differ-
ences and similarities across a number of different cases. Initially, confusion is
high, but as the iterative process continues, themes emerge and the analysis
becomes more structured and organised. Through the application of constant
comparison, core categories are identified, accounting for most of the collected
pieces of data and their relationship that far. Eventually, saturation is reached
when no new categories are formed, that means when no new insight, categories
as well as relationships and properties can be produced. Formally, theoretical
saturation is connected to the notion of theoretical completeness that means it
is reached when a theory can be shaped and successfully able to explain the data
satisfactorily and fully [18].
3 Extending qualitative data analysis research methods
with artificial intelligence
Qualitative data analysis is key to generate preliminary research hypothesis that
can be further tested with quantitative research methods. Nowadays, new and
less intrusive data gathering technologies can significantly automatise and speed
the acquisition process of qualitative data. Their advantage is that they allow
to collect higher dimensional information and larger sample sizes. However, the
drawback is that this new multi-dimensional and larger amount of data cannot
be inspected qualitatively and individually by qualitative researchers in its en-
tirety. Therefore, there is the need of intelligent solutions to minimise the time
and labour demanded to qualitative data analysts to interpret qualitative data,
but at the same time to take full advantage of the richness of information and
depth of knowledge that can be extracted from it. Artificial intelligence, with its
theoretical and practical advances, as well as its novel intelligent applications can
offer many solutions to this problem. This section is devoted to the introduction
and description of novel methods for qualitative data analysis offered by artifi-
cial intelligence and its advances. It is intended to provide qualitative research
practitioners with notions and techniques that can be employed to extend their
traditional methods for data analysis. To achieve this goal, the reminder of this
section reviews intelligent applications, created within the larger field of artificial
intelligence, that work on qualitative data. These applications will by organised
and grouped by considering the main goals of artificial intelligence (section 2.1,
and the type and form of qualitative data being considered (section 2.2).
Representing qualitative knowledge into a formal form that either humans
and computer can interpret is one of the goals of artificial intelligence. [122] and
[52] proposed a method for generating semantic networks from text. These types
of networks are aimed at representing a knowledge-base that embeds semantic
relations between concepts in a graph [125] and thus can help the qualitative
researcher to explore knowledge and extract meanings. Similarly, ontologies play
an important role in representing and organising knowledge. They are graphs
but usually contains fewer formal semantics than semantic networks. They are
aimed at representing entities, events, ideas along with their interdependent re-
lations and properties, by using a system of categories [127]. For example, [145]
introduced a method for deriving domain ontologies from the concept maps semi-
automatically generated from textual information for educational purposes. A
similar work proposed a method for the automatic acquisition of taxonomies,
special concept hierarchies from a text corpus in order to formulate rules and re-
lations in an abstract but concise way and foster knowledge search and reuse [17].
Knowledge representation is strictly connected to reasoning, another impor-
tant sub-field of artificial intelligence. Knowledge-graphs, ontologies, taxonomies
can help organise text into interlinked concepts and categories, providing quali-
tative researchers with a formal tool to build knowledge and extract rules that
can be used in a reasoning system. This is a formal tool that generates conclu-
sions from available knowledge inductively or deductively using an underlying
logic [74]. Information in reasoning systems can be formalised using the notion
of rule, a monological structure that links premises, built upon evidence and/or
the knowledge or beliefs of the researcher, to a claim or conclusion. These can
be connected to each other also into a dialogical structure, through the no-
tion of conflict and their interaction can reveal the most rationale conclusion/s
[67]. Reasoning systems can help qualitative researchers to reason over available
knowledge characterised by uncertainty, partiality and conflictuality and can re-
veal special cases in which previous beliefs and intuitions are no longer valid
[70]. An example of application of formal reasoning can be found in [109], where
authors attempted to represent and formally model the ill-defined construct of
mental workload [112] or for the prediction of mortality in elderly using frag-
mented qualitative knowledge related to biomarkers [110,111].
Knowledge representation, reasoning systems and their tools can enable qual-
itative researchers in planning actions or decisions [49]. Automated planning sup-
ports the realisation of strategies and sequences of action from a complex space
of possible solutions. It is strictly related to decision theory and given a descrip-
tion of the possible initial states of the underlying domain under consideration,
the possible desired goals and actions, automated planning allows to synthesise a
plan that is guaranteed to generate a state which contains the desired goals [90].
For example, [53] introduced a system for automatically synthesizing curricula
and dynamically constructing learning paths even from disjoint learning objects
with the goal of providing learners with a personalised learning solution that
accounts for their preferences, profile needs and abilities. Similarly, [29] focused
on planning learning routes employing a constraint programming approach that
required, among other things, to model the profile of learners, to learn concepts
and to understand tasks and attain concepts at different competence levels.
Each act, word and gesture of an interviewed participant is important for a
qualitative researcher. Machine perception, a subfield of AI, can provide methods
for classification and recognition of symbolic human behaviours such as gestures
[84,88] and verbal behaviour such as speech [35]. The latter not only can be em-
ployed to transcribe digital interviews automatically, thus significantly reducing
human labour [46,12], but it can be used for emotion recognition in speeches
[102,138] and dialogs [59], usually tasks for humans. Emotions can be also recog-
nised by automatic analysis of images [26] or hybrid multimodal approaches
including images and speeches [10].
A recent article [15] explored the use of machine learning to support qualita-
tive coding through the use of visual tools. In general machine learning can be
divided into supervised and unsupervised. The former requires labelled data and
it is useful for prediction and forecasting, while the latter is suitable for the ex-
ploration of high-dimensional data, its clustering and patterns extraction. These
can be related to different grounded theories [41]. According to [87], the former
could be related to Glaserian grounded theory [129] because of the availability
of ground truth, the labels, equivalent to the Glaser’s coding families [33]. The
latter can be related to the Straussian grounded theory [130] because it is uncon-
strained to prior theories. Both can be used in different orders and can extend
traditional qualitative research methods. For example, on one hand, [140,1] used
topic modelling for automatic, unsupervised discovery of hidden semantic struc-
tures and clusters of similar words, in a text body. Similarly, [36] proposed an
unsupervised sentiment extraction approach from textual data. Work on opinion
and sentiment analysis is extremely vast [97,65,132,64]. On the other hand, [85]
used supervised machine learning to identify the most representative sentences
that affected success on Kickstarter, a crowdfunding website where artists and
entrepreneurs seek funding, by analysing million phrases and other variables
commonly present on these sites. Similarly, [101] and [23] employed supervised
machine learning respectively for breast cancer classification via histology images
and classification of normal/abnormal brain MRI images. A hybrid approach by
[114] firstly used Latent Dirichlet Allocation and Formal Concept Analysis as two
unsupervised techniques for respectively extracting topics and deriving a concept
hierarchy. The outputs of these approaches were individually used as the input
of a machine learning classifier for the classification of short-text documents.
Similarly, the whole class of deep learning-based classification techniques can
perform automatic feature extraction and learn representations from pictures in
a supervised [91] or unsupervised fashion [131]. Many other applications exist
that segments images [66] or perform sentiment classification from text [133].
A method to help researchers to discover patterns from qualitative data has
been proposed in [136]. A number of semistructured qualitative interviews on
the experience of participants in using distance education were conducted. Audio
recordings were transformed into textual transcripts and an automatic natural
language processing tool identified relevant first and second order categories. A
graph was subsequently developed to associate first and second order categories,
and subsequently employed for theme discovery. Natural language processing has
been shown to be a potential solution for coding problems [37] and a combination
of computational and manual techniques can preserve the strengths of traditional
content analysis, but at the same time offering systematic rigour and contextual
sensitivity [61]. Yan et al. proposed using natural language processing jointly
with machine learning to train a classification model of initially labelled codes
and subsequently used to automatically generate codes. A human-in-the-loop
approach subsequently involves human to supervise and to correct predicted
codes and use the outcome of this process to create more robust and accurate
models [62]. This method allows for a faster categorisation of the unit of a
qualitative linguistic corpus. [21] compared two methods for developing rules for
extracting coded text. The first included a manual approach in which an expert,
in natural language processing, developed rules to extract the coded segments.
The second employed machine learning to train models capable of predicting
codes. Results showed how the former approach worked better with smaller
sample sizes. However, the latter approach achieved better accuracy with larger
sample sizes.
4 Enhancing education, teaching and learning with
artificial intelligence for qualitative data analysis
The discipline of education has a long history and has always attracted many
scholars, practitioners and scientists all interested in understanding how us, as
humans, learn and how to facilitate the acquisition of knowledge and skills. Ed-
ucation is often directed and involves teachers, lecturers, professors and many
other educators who orchestrate classrooms, instructional material, delivery meth-
ods and teaching activities. These notions are the key components of pedagogy,
the theory and practice of education that aims at understanding learning and
supports the growth of learners in various educational contexts with an empha-
sis of the individual interactions and group dynamics. Various learning theories
have emerged in the years, each focusing on different aspects on how knowledge
is acquired, maintained and processed during learning. These can be summarised
in three main categories: behaviourism, constructivism, cognitivism [117,39,44].
Behaviourism, grounded in psychology, is concerned with observable be-
haviour of learners. It is a reductionist methodological approach to learning
assuming that all types of behaviours, regardless of their complexity, can be
reduced to a simple association between external stimulus and response in an
environment without considering the internal mental states of learners [141].
Constructivism, grounded in the earlier work of Piaget [139] and Vygotsky [48],
is focused on how learners construct their knowledge from their experiences.
It is grounded on the notion of prior knowledge, affected by the environment
and social connections of learners. Constructivists assume that learning is an
active constructive process with the learner as the core element of information
processing who creates own internal subjective representation, due to their own
prior knowledge, by acquiring knowledge in objective reality [128]. Cognitivism,
grounded in cognitive psychology, focuses on cognition, largely neglected within
behaviourism [77]. It argues that the way humans think actually affect their
behaviour thus this cannot be regarded as behaviour in and of itself. The core
notion behind cognitivism is that the mind is seen as a closed box which should
be opened and investigated. Cognitivists essentially regard learners as complex
information processors who assimilate and expand knowledge through cogni-
tive development absorbing stimuli within different environments and process-
ing them to produce knowledge and support the formation of skills [45,95]. The
learning theories have been used and compared many times [24] within the field
of instructional design [81,94]. With the technological progress, a new theory
has recently emerged: connectivism [34]. It essentially focused on the Internet
technologies and how these have created a new class of opportunities for learners
to share information across themselves through the World Wide Web.
Artificial intelligence, as previously mentioned, with its theoretical and prac-
tical advances, as well as its novel intelligent applications can offer many solutions
to the problem of qualitative data analysis and extraction of meanings. Unfortu-
nately, their use in educational contexts is often under explored. This is mainly
caused by the background of instructions, lecturers and educational practition-
ers which is very often less technical than that of computer scientists, engineers
and other practitioners working within artificial intelligence. The former usually
tend to employ traditional qualitative research methods for data gathering and
analysis, while the latter usually prefer quantitative research methods. However,
in science, making full use of the advantages of these two methods is known to
enrich data analysis, enhance meaning and knowledge extraction as well as sup-
porting hypothesis generation, testing and confirmation [20,8]. This section is
devoted to the description of how the methods, developed so far within artificial
intelligence that deal with qualitative data, as described in section 3, can em-
power education, teaching and learning. In particular, as a third-level instructor,
I am interested in exploring the possibilities of how these methods can support
my work in the classroom. Thus I focus on describing a set of potential appli-
cations of these methods for enhancing teaching and learning in the classroom
with a reference to the underlying pedagogical theory, as described in section 4.
The main goal of behaviourism is to observe the behaviours of learners over
time. Arranging the setting of a typical third-level classroom in a way that an
instructor can observe the behaviour of the learners against the learning strat-
egy employed is not a trivial task. Learners are more inclined to change their
behaviours and engage in the classroom if they experience positive feelings dur-
ing learning as well as from the approval from their fellow learners. They tend
not to engage in behaviours that are unpleasant but they are rather inclined to
form habits from engaging and pleasant behaviours. AI solutions for face and
emotion recognition can be employed by instructors in real-time in the class-
room and can serve as significant sources of data for improving instructional
design and observing behaviours over time. For example, [27] implemented a
neural network for recognising emotions based on facial expressions. Recognis-
ing emotions in real-time in the classroom can help an instructor understand
the mental states of learners and adjust content delivery accordingly or as a
means to temporally break the activities. The solution can be implemented with
minimal effort as only a few cameras, placed in different corners of a room, are
required for capturing faces and recognising emotions. The bottleneck is repre-
sented by training the neural network that can take many days. However, with
novel transfer learning solutions, within the sub-field of machine learning, pre-
trained networks specialised in specific tasks, in this case face recognition and
then emotion recognition, are available and can be easily deployed [96], demon-
strating the feasibility of this solution. Change in behaviours can also be inferred
by the speech of learners engaged in various activities [119].
Constructivism focuses on understanding how learners construct their knowl-
edge. It emphasises the active and autonomous role of learners while understand-
ing and building knowledge. In a typical classroom, a context with multiple learn-
ers, constructivism can be achieved, for instance, by performing collaboration,
information exchange and inquiring activities among peers. Activity recogni-
tion algorithms, employing audio, video [113] and other qualitative sensor-based
data [107,55], can help categorise the specific activities each learner can per-
form individually or in group such as ‘’speaking’, ‘gestures’, ‘listening’, ‘read-
ing’, ‘writing’ and many others while constructing information. An instructor,
through the individual and group analysis of these categories can design and
converge to more engaging, democratic and student-centered constructivist ac-
tivities that enhance learning and maximise engagement and experience. Di-
alogs and discussions among learners represent the most powerful constructivist
teaching method, thus promoting it is key [93]. By employing natural language
processing techniques from qualitative speech or textual data can help recon-
struct the flows of arguments made among learners as part of discussions while
constructively building knowledge [56]. Additionally, it can help identify clusters
of qualitative data and help instructors build formal representations for an ar-
gumentative piece of text [100] that can be used for assessing learning.
The key objective of cognitivism is to understand how the human brain
actually learns. It involves the exploration of how we memorise and represent
knowledge, how we tackle problem solving and acquire skills, as well as how we
develop intelligence. It is connected to the notion of cognitive development and it
relies on five principles: remembering, understanding, applying, evaluating, and
creating. An instructor can assess each of these skills for each learner in the class-
room, for example by means of text production. Initially, a learner can be asked
to write a paragraph to sketch the content of the previous class (remembering).
Subsequently, s/he can focus on writing another paragraph towards interpreting
that content through a textual debate, a list of examples and any form of classi-
fication of information (understanding). The learner can then focus on problem
solving and, for instance, textually answer questions and solve a specific problem
(applying). Then, the instructor can ask each student to graphically illustrate
certain information, as for instance employing concept maps [92] or producing
a pros and cons list (creating). Eventually, the learner can be asked to write
a short manual or guidebook to demonstrate important information (creating).
Once the textual content for each student is available, the instructor can then
employ natural language processing techniques from artificial intelligence to dis-
cover similarities against own expert textual information. For instance, semantic
similarity techniques can be employed on the text produced by learners and the
instructor [118,19,82] and can be used as a form of formative assessment for
each of the five aforementioned principles. Similarly, the instructor can employ
graph-based methods for assessing conceptual similarity [57,78] of own represen-
tations of instructional material and those produced by learners [115]. Another
interesting application of cognitivism is the assessment of cognitive load of learn-
ers during various educational activities [95,73]. Assessing cognitive load can be
done through the analysis of the speech from learners [144], the evolution of their
emotional states as assessed via emotion recognition [5] as well as their pupil di-
lation and movements [16] via image processing. Many other methods exist for
assessing cognitive load but they are mainly quantitative [71,112,68,86,69].
Fig. 2: A summary of the solutions developed within artificial intelligence for em-
powering qualitative research, its data analysis methods in education, teaching
and learning in the classroom
In summary, qualitative research methods can greatly benefit from the ap-
plication of theoretical methods, practical tools and solutions developed within
the field of artificial intelligence. Catching up with the plethora of theoretical
and practical advances of this fast growing field is very difficult even for those
researchers working in the field itself, thus it is not expected that a qualita-
tive research practitioner and scholar can fully cope with it. However, given the
fact that artificial intelligence is omnipresent and fully part of our daily life, the
suggestion is to encourage educational practitioners, instructors and social scien-
tists, mainly employing traditional qualitative research methods, to embrace it
and further explore and employ its methods. To achieve this goal, on one hand,
scholars in artificial intelligence should work on providing researchers with less
technical knowledge with richer explanations and qualitative descriptions of their
own methods. On the other hand, researchers, mainly adopting qualitative re-
search methods, should expand their technical knowledge and devote effort on
learning those formal concepts and methods offered by artificial intelligence.
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