where A is the Laplacian, k 2 E R is energy, x E R 3 is the space coordinate, and 0 S 2 is a unit vector in R3. We assume that the potential V(x) is real and decreases to zero sufficiently fast as Ixl c. However, we do not assume any spherical symmetry on the potential. As Ixl , the wavefunction (k, where the operators are all defined on L2($2), the Hilbert space of complex valued square integrable functions on the unit sphere S 2 in R 3 with the usual inner product. In this article we study the inverse scattering problem, which consists of recovering V(x) when S(k) is known. Since the main source of information about molecular, atomic, and subatomic particles consists of collision experiments, solving the inverse scattering problem is equivalent to determining the forces among particles from scattering data.
For one-dimensional and radial SchrSdinger equations, the inverse scattering problem is fairly well understood (at least for certain classes of potentials) [1] . In higher dimensions, however, the situation is quite different. The solution methods developed in higher dimensions include the Newton-Marchenko method [2] [3] [4] , the generalized Gel'fand-Levitan method [2] [3] [4] [5] , the 0 method [6] [7] [8] [9] The main idea behind both the Newton-Marchenko and generalized Gel'fandLevitan methods is to formulate the inverse scattering problem as a Riemann-Hilbert boundary value problem, to transform this Riemann-Hilbert problem into a nonhomogeneous integral equation where the kernel contains the Fourier transform of the scattering data, and to obtain the potential from the solution of the resulting integral equation. In this paper we give the solution of the three-dimensional inverse scattering problem by generalizing a method by Muskhelishvili and Vekua [19] , [20] developed to solve Riemann-Hilbert problems with several unknown functions. In the radial case, Newton and Jost used this method to construct potentials from an n x n scattering matrix for a system of n ordinary differential equations [21] . Here we generalize the Muskhelishvili-Vekua method (and hence the Newton-Jost method) to solve an operator Riemann-Hilbert problem and thus to obtain the solution of the inverse scattering problem for the three-dimensional SchrSdinger equation. In this method, the kernel of the key integral equation is an n x n matrix valued function whereas in our case we deal with an integral equation whose kernel is an operator valued function. In the Newton-Jost method the inverse scattering problem pertains to a system of n ordinary differential equations with an n x n scattering matrix; however, in this paper, we deal with the inverse scattering problem for a partial differential equation where the kernel of the key integral equation is an operator valued function. Contrary to the three-dimensional Newton-Marchenko and generalized Gel'fand-Levitan inversion methods, we do not use any Fourier transform in our solution of the inverse scattering problem.
The present paper is organized as follows. In 2 we identify the class of potentials for which all of the results in this paper are valid, and we state the key RiemannHilbert problem which helps to solve the inverse scattering problem for the threedimensional SchrSdinger equation. In 3, using the Riemann-Hilbert problem, we obtain our fundamental Fredholm integral equation (3.10) . In 4, we show that the Fredholm integral operator of (3.10) is compact and self-adjoint and its spectrum is confined to [-i, i] . In 5, we In the Schrhdinger equation (1.1), k appears as k 2 and hence O(-k,x, 0) is a solution whenever (k,x, t) is. These two solutions are related to each other as [2] (2.4) there [2] . Similarly f(-k,x, O) has an analytic extension in k to the lower half complex plane C-. Hence, using (2.4) , we obtain the Riemann-Hilbert problem (2.6) 
where f(k,x,O) is as in (2.5) . Then we can write (2.6) in vector form as (2.9)
k e R, where G(k) is the operator on L2(S2) with its kernel given in (2.7), I is the identity operator on this space, and i is the function on L2(S2) defined as i (0) [4] . This eventually leads to the reduced Riemann-Hilbert problem (2.12)
Once the reduced Riemann-Hilbert problem (2.12) is solved, the solution of the original Riemann-Hilbert problem (2.9) can easily be obtained using (2.10) and (2.11) . Hence, in the following sections, without any loss of generality, we will obtain the solution of the Riemann-Hilbert problem assuming that X+ (k) and X_ (k) have analytic extensions to C+ and C-, respectively, and vanish in the norm of L2(S2) as k + from that half plane. From the Cauchy integral formula we have (3.1) x+(t)
where CPV denotes the Cauchy principal value.
adding the result to (3.1), we obtain (a.a)
Operating on (3.2) by G(k) and
Define the integral operator K whose kernel is given by
Then we can write (3.4) as (3.6) X+
where H(k) is given by
If the potential V(x) belongs to the Newton class defined in 2, the operator G(k) -1 is HSlder continuous [17] . Hence the integral in (3.6) is no longer singular and we can drop CPV in front of this integral. Thus, we obtain the regular Fredholm integral equation of the second kind
The MSbius transformation k --.
(k-i)/(k + i) maps the extended real axis onto the unit circle T, the upper half complex plane C+ onto the unit disk T+, and the lower half complex plane C-onto the exterior of the unit disk T-where oc is considered to be a point of T-. Let () S(k) under this transformation, and let us adopt this notation and use the tilde to denote the MSbius transformed quantity for other functions and operator valued functions throughout the paper.
Let k (k i)/(k + i) and t --, r (t i)/(t + i) under this MSbius
where the kernel of the integral operator K is given by
Comparing (3.11) with (3.5) we see that/ is the MSbius transformed operator for K. that the spectral radius of/ does not depend on the function space used, the iteration converges in the norm of any of the spaces mentioned in Proposition 4.1.
Relationship between solutions of the Fredholm integral equation
and of the Riemann-Hilbert problem. In this section we study the relationship between solutions of the Fredholm integral equation (3.10) and solutions of the Riemann-Hilbert problem on $(T;L2(S2)), where $ is either Lp with 1 < p < or with 0 < / < #, # being the constant specified in Proposition 4.1. We also investigate the relationship between the partial indices of G() [17] and the existence and uniqueness of the solution of (3.10). We will relate the solutions of (5.1) with F E (T; L2($2)) and Y+ e +(T; L2($2)) to the solutions of (5.2) (4.2) and (5.3) . [3 From (4.2) and F 2 I it is immediate that k 2 and F commute. Hence,/2 maps +(T; L2($2))into +(T; L2($2))and _(W; L2($2))into _(T; L2($2)). Thus, using the compactness of k2, we can decompose the kernel and range of I-k as (5.4) Ran(I-k2) {Ran (I- k2) N +(T; L2($2))} {Ran (I- k2) N _(T; L2('2))} and ger(I-k2) {ger(I-k2) $_(T; L2($2))} @ {Ker (I- k2) N $_(T; L2($2))}. Moreover, if it exists, it is possible to choose the solution Z of (5.5) in $+(T; L2($2)), but this solution may not satisfy (5.2) .
Proof. If Y is a solution of (5.2) in $(T; L2($2)), then clearly it is also a solution of (5.5) . To prove the converse, let us first take $ L2. The solution of (5.5) exists provided (I +/)L is orthogonal to Ker(I-/2). Let Zo be such that (I-/2)Z0 0.
Writing Zo Z1 +Z2 where/Z1 Z and/Z2 -Z2, and using the self-adjointness of K, we obtain for : Lp with 2 < p < oc or g" 7-/ with 0 < /< #. The same conclusion may be drawn if g" Lp with 1 < p < 2, but this time we use the fact that L2(T; L(S2)) is continuously and densely imbedded in g'(T; L2($2)).
Finally, from (5.5) it is seen that a solution of (5.5) exists provided (I +/)L Ran(I-/2). Then using (5.4) and the invertibility of (I-/7f2) on Ran(I-/2), it appears the solution of (5.5) To obtain an expression for the sum of the negative indices, we consider the homogeneous Riemann-Hilbert problem which is adjoint to (5.6) e T where Z+ E :+(T;L2 (S2)). Then the number of linearly independent solutions of (5.8) (1) 4-1 are not eigenvalues of the Fredholm integral operator g of (5.2) . (2) The Riemann-Hilbert problem (5.1) has a unique solution Y+/-E E+/-(T; L2($2)) .for every F E E(T; L2($2)). (2.7) , has no partial indices [17] . (6) The three-dimensional Jost operator [5] exists and is unique [17] . Proof. The equivalence of (2)- (6), as well as the existence of the left and right Wiener-Hopf factorizations of G(), has been proven in [17] . First, let us show that (1) implies (2) . Note that from (5.11) we have (I -/() 
Since I-K is boundedly invertible in the absence of eigenvalues :t:1, it must act as a boundedly invertible operator from $+(T; L2($2)) onto G[$+(T; L2($2))]. As a result, the unique solution of (5.2) with right-hand side (5.3) belongs to $+(T;L2(S2)) for every F E g'(T; L2($2)). Then by Theorem 5.1, we can conclude that (1) implies (2) .
To complete the proof of our theorem, it suffices to prove that (3) and (4) together imply (1) . Indeed, let (3) and (4) In the Newton-Marchenko inversion theory [4] , the potential () is obtained from (6.) and (6.6) provided the righ-hand side is independent of 0; his 0-independence is known as he "miracle" ideniy of Newton [4] . If he miracle occurs and he Riemann-Hilbert problem (2.9) has a unique solution, (,z, 0) satisfies he equation (6.8) [A -2 ] oo. v-V(x) (,x,O) o.
Then we would like to show that (6.7) and (6.8) (6.7) and (6.8) ; hence, whenever the miracle condition of Newton is satisfied and the Riemann-Hilbert problem has a unique solution, the potential of the SchrSdinger equation is given by (6.1) .
Remark that whenever the scattering operator S(k) is known to have a corresponding potential, it is guaranteed that the right-hand side of (6.1) is independent of k and .A s a consequence, any of the statements in Theorem 5.3 is sufficient to guarantee that the right-hand side of (6.1) is independent of k and .
7. Concluding remarks. The results of this article remain true for any real measurable potential V(x) on R 3 without real exceptional points that leads to a scattering matrix S(k) such that S(k) I is compact for all k E R and () S(i(1 / )/(1-)) is HSlder continuous in on T. In that case we may generalize our results here to potentials on R ' with n _> 2.
