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Abstract
A nonrelativistic scalar particle that is constrained to move on an asymptotically flat curved
surface undergoes a geometric scattering that is sensitive to the mean and Gaussian curvatures
of the surface. A careful study of possible realizations of this phenomenon in typical condensed
matter systems requires dealing with the presence of defects. We examine the effect of delta-
function point defects residing on a curved surface S. In particular, we solve the scattering
problem for a multi-delta-function potential in plane, which requires a proper regularization of
divergent terms entering its scattering amplitude, and include the effects of nontrivial geometry
of S by treating it as a perturbation of the plane. This allows us to obtain analytic expressions
for the geometric scattering amplitude for a surface consisting of one or more Gaussian bumps.
In general the presence of the delta-function defects enhances the geometric scattering effects.
1 Introduction
The study of quantum mechanics on a curved surface may be considered as the first step towards
developing a quantum theory of gravity. This has provided the motivation for the early investigations
of the subject [1, 2]. Among the basic problems one encounters in trying to quantize a classical
particle moving in a curved space M is the non-uniqueness of the resulting quantum system. This
manifests itself in the form of a factor-ordering problem in the canonical quantization of the system,
the ambiguity in the choice of the measure in its path-integral quantization, and the existence of
different constraint functions in employing Dirac’s formulation of quantizing constrained systems
[3]. In canonical quantization program this problem reduces to the lack of a basic prescription for
determining the coefficients of the curvature terms appearing in the Hamiltonian operator. For a
particle of mass m moving on a surface S embedded in a three-dimensional Euclidean space, the
latter takes the form:
H = − ~
2
2m
∆g +
~2
m
(λ1K + λ2M
2), (1)
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where ∆g is the Laplace-Beltrami operator, which acts on complex-valued functions ψ : S → C
according to
(∆gψ)(x) := g(x)
−1/2∂i
[
gij(x)g(x)1/2∂jψ(x)
]
, (2)
g := det(g), g = [gij] is the 2×2 matrix representing the metric tensor induced on S by the Euclidean
metric of the embedding three-dimensional space, gij are components of g−1, the repeated indices
are summed, x = (x1, x2) label local coordinates of the points on S, K and M respectively stand
for the Gaussian and mean curvatures of S, and λ1 and λ2 are a pair of dimensionless real coupling
constants.
Ref. [4] proposes a resolution for this problem in which the particle is assumed to move in a
three-dimensional Euclidean space in the presence of a certain constraining potential that keeps the
particle inside a thin shell of the form S × [−ǫ, ǫ]. By performing a particular limiting procedure
where the strength of the confining potential becomes infinitely large while the thickness of the shell
tends to zero, one can decouple the motion of the particle along the normal and tangential directions
and show that the tangential motion of the particle is described by an effective Hamiltonian of the
form (1) with
λ1 = −λ2 = 1
2
. (3)
The main problem with this so-called thin-shell quantization scheme is that in reality the strength of
every constraining potential has a finite upper bound. Taking this into account leads to additional
contributions to the curvature terms in the Hamiltonian that depend on the particular constraining
potential one employs [5]. In other words, a careful treatment of the problem seems to indicate that
the choice of the curvature coefficients depends on the details of the system. This supports the idea
of fixing them using experimental data.
The first step in this direction is taken in Ref. [6] where the scattering of a particle moving in
an asymptotically flat surface is examined and the contribution of λ1 to the scattering cross-section
is calculated. The results of this investigation apply to genuine two-dimensional scattering setups
where the surface is void of an extrinsic geometric, i.e., it is not embedded in a particular Euclidean
space. This limits the practical importance of the results of [6], because motion in such a surface is
experimentally out of reach.
A thorough study of the geometric scattering of a particle moving in an embedded curved
surface has been carried out in [7]. This line of research is also motivated by the recent interest in
the study of condensed matter systems involving electrons moving in an effectively curved surface
[8, 9, 10, 11, 12, 13]. In order to put the results on geometric scattering to an experimental test
involving such systems, one needs to take into account the unavoidable presence of defects. The
purpose of the present article is to explore the geometric scattering effects associated with an
embedded surface involving delta-function point defects. We use the following generalization the
Hamiltonian operator (1) to model the motion of a scalar particle on such a surface.
H = − ~
2
2m
∆g +
~2
m
(λ1K + λ2M
2) +
N∑
j=1
ξjδ(x− aj), (4)
where ξj are real or complex coupling constants, x := (x1, x2) marks the coordinates of the points
of the surface S in a local Cartesian coordinate system, δ(x) denotes the Dirac delta-function in
two dimensions, and aj label the position of the point defects on S.
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The presence of the delta function(s) on the right-hand side of (4) makes the solution of the
corresponding scattering problem highly nontrivial even for the case where S is a plane, i.e., the
Hamiltonian has the form
H ′ = − ~
2
2m
∇2 +
N∑
j=1
ξjδ(x− aj). (5)
This provides a remarkable example of a nonrelativistic quantum system whose treatment leads
to divergent terms requiring renormalization. The case of a single delta-function potential, which
corresponds to takingN = 1 in (5), has been thoroughly investigated in [14, 15, 16, 17, 18, 19, 20, 21].
See also [22] and references therein. The mathematical reason for the emergence of divergences in
the treatment of the Hamiltonian operator (5) is that it fails to be a genuine self-adjoint operator
[23]. The renormalization schemes developed for dealing with these divergences are known to
correspond to self-adjoint extensions of this operator. Refs. [24, 25] outline an alternative solution
of the scattering problem for (5) that avoids the divergences of the standard approaches.
Following the strategy pursued in Ref. [7], we address the scattering problem for (4) in two steps:
1. Consider the case that S is a plane, i.e., determine the scattering solutions of the Schro¨dinger
equation for the Hamiltonian H ′;
2. Include the nontrivial geometry of S as a perturbation of the plane, i.e., use the first Born
approximation to solve the scattering problem for H , with H ′ and H−H ′ respectively playing
the role of the unperturbed Hamiltonian and the perturbation.
The organization of the article is as follows. In Sec. 2, we review some basic results on Lippmann-
Schwinger equation and its standard (Born) series solution. In Sec. 3, we use these to solve the
scattering problem for the Hamiltonian (5). Here we provide a detailed discussion of the emerging
singularities and their regularization. In Sec. 4, we use the first Born approximation to compute the
effects of nontrivial geometry of S on the scattering amplitude. In Sec. 5, we examine the utility of
our general results for cylindrically symmetric surfaces. In Sec. 6, we examine the consequences of
our findings for surfaces involving one or more separated Gaussian bumps, and in Sec. 7 we present
our concluding remarks.
2 Potential scattering and Born series in two dimensions
Consider the scattering problem defined in a plane by the Schro¨dinger equation,
H|ψ〉 = E|ψ〉, (6)
where E is a real and positive value of energy. Suppose that the Hamiltonian operator admits the
decomposition:
H = H0 + V0 + ζ V1 = H
′ + ζ V1,
where H0 := p
2/2m is the Hamiltonian for a free particle, V0 and V1 are scattering potentials, ζ is
a real perturbation parameter, and H ′ := H0 + V0.
Clearly, for any wavevector k with wavenumber k := |k| = √2mE/~, we have H0|k〉 = E|k〉,
where 〈x|k〉 = eik·x/2π. Solutions of the Schro¨dinger equation (6) that tend to |k〉 in the absence
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of the potential V := V0 + ζ V1 are linear combinations of a pair of solutions |ψ±(k)〉 fulfilling the
Lippmann-Schwinger equation [26],
|ψ±(k)〉 =|k〉+G±0 (E)(V0 + ζ V1)|ψ±(k)〉, (7)
where
G±0 (E) := lim
ǫ→0+
1
E −H0 ± iǫ = limǫ→0+
∫
d2k′
|k′〉〈k′|
E − ~2k′2/2m± iǫ ,
is the resolvent operator whose integral kernel yields the Green’s functions,
G+0 (x,x
′) := 〈x|G+0 (E)|x′〉 = −
im
2~2
H
(1)
0 (k|x− x′|), (8)
G−0 (x,x
′) := 〈x|G−0 (E)|x′〉 =
im
2~2
H
(2)
0 (k|x− x′|), (9)
and H
(1)
0 (x) and H
(2)
0 (x) are respectively the zero-order Hankel function of the first and second kind
[6].
Next, we recall that
H
(1)
0 (x)→
√
2
πx
ei(x−π/4) for x→∞,
H
(2)
0 (x)→
√
2
πx
e−i(x−π/4) for x→∞,
|x− x′| → r − x · x
′
r
for r →∞,
where r := |x|, [27]. These in turn imply
H
(1)
0 (k|x− x′|)→
√
2
πkr
e−i(k
′·x′+π/4)eikr for r →∞, (10)
H
(2)
0 (k|x− x′|)→
√
2
πkr
ei(k
′·x′+π/4)e−ikr for r →∞, (11)
where k′ := k x/r. In view of (7), (8), (10), and (11),
〈x|ψ±(k)〉 → 1
2π
[
eik·x + f±(k′,k)
e±ikr√
r
]
for r := |x| → ∞, (12)
where
f±(k′,k) :=
∓ime∓πi/4
~2
√
2π
k
∫
R2
d2x′e∓ik
′·x′〈x′|(V0 + ζ V1)|ψ±(k)〉,
=
−2πm
~2
√
±2πi
k
〈±k′|(V0 + ζ V1)|ψ±(k)〉. (13)
According to (12), |ψ+(k)〉 and |ψ−(k)〉 are respectively the solutions of the Schro¨dinger equation
(6) that correspond to the outgoing and incoming waves. It is the former that we identify with
the scattering solutions of this equation. With the choice of the plus sign, the second term on the
right-hand side of (12) represents the asymptotic form of the scattered wave. Its amplitude f+(k′,k)
4
is called the scattering amplitude for the potential V . In the following we drop the superscript +
and label the the scattering amplitude by f(k′,k) for brevity.
We can use (7) to obtain a series expansion for the scattering solutions of (6) in powers of the
perturbation parameter ζ . To do this we substitute the ansatz
|ψ+(k)〉 =
∞∑
n=0
ζn|ψ+n (k)〉 (14)
in both sides of (7) and demand that it holds at each order of ζ separately. This yields a set of
equations for the unknowns |ψ+n (k)〉 that admit the following solution.
|ψ+n (k)〉 =
{ (
1−G+0 (E)V0
)−1 |k〉 for n = 0,(
1−G+0 (E)V0
)−1
G+0 (E)V1|ψ+n−1(k)〉 for n ≥ 1,
=
{ |k〉+G′+(E)V0|k〉 for n = 0,
G′+(E)V1|ψ+n−1(k)〉 for n ≥ 1,
=
{ |k〉+G′+(E)V0|k〉 for n = 0,
[G′+(E)V1]
n|ψ+0 (k)〉 for n ≥ 1,
where
G′+(E) := lim
ǫ→0+
1
E −H ′ + iǫ .
Next, we substitute (14) in (13) to obtain a series expansion of the scattering amplitude in
powers of ζ . This gives the Born series,
f(k′,k) =
∞∑
n=0
ζnfn(k
′,k), (15)
where
fn(k
′,k) :=
−2πm
~2
√
2πi
k
×
{ 〈k′|V0|ψ+0 (k)〉 for n = 0,
〈k′|V0|ψ+n (k)〉+ 〈k′|V1|ψ+n−1(k)〉 for n ≥ 1.
(16)
Ignoring terms of order N +1 and higher in (15), we arrive at the N -th order Born approximation:
f(k′,k) ≈∑Nn=0 ζnfn(k′,k). In particular, the first Born approximation gives
f(k′,k) ≈ f0(k′,k) + ζ f1(k′,k), (17)
where
f0(k
′,k) =
−2πm
~2
√
2πi
k
〈k′|V0|ψ+0 (k)〉, (18)
f1(k
′,k) =
−2πm
~2
√
2πi
k
[(〈k′|V0|ψ+1 (k)〉+ 〈k′|V1|ψ+0 (k)〉)] . (19)
Note that f0(k
′,k) is the exact scattering amplitude for the potential V0, and we can use (15) to
show that(〈k′|V0|ψ+1 (k)〉+ 〈k′|V1|ψ+0 (k)〉) = 〈ψ+0 (k′)|[1− V †0G−0 (E)][1−G+0 (E)V0]−1V1|ψ+0 (k)〉. (20)
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For V0 = 0, the right-hand side of this equation becomes 〈k′|V1|k〉, and (17) –(19) yield the familiar
expression for the first Born approximation [26], namely
f(k′,k) ≈ ζ f1(k′,k) = −2πm
~2
√
2πi
k
〈k′|V1|k〉.
In order to explore the scattering of a particle moving in a curved surface and interacting with
N point defects, we employ (17) with
V0 :=
N∑
j=0
ξj δ(x− aj), (21)
ζ V1 := H −H ′ = − ~
2
2m
(∆g −∇2) + ~
2
m
(λ1K + λ2M
2), (22)
where ξj are real or complex coupling constants, aj label the position of the defects, and H and H
′
are respectively given by (4) and (5).
3 Scattering by delta-function potentials in two dimensions
Consider the scattering process in two dimensions that is defined by the delta-function potential
(21). Because for every state vector |ψ〉,
〈x|aj〉〈a|ψ〉 = δ(x− aj)ψ(aj) = δ(x− aj)ψ(x),
we can express this potential in the form:
V0 =
N∑
j=0
ξj |aj〉〈aj |. (23)
Using this relation in (18), we find
f0(k
′,k) =
−1
2
√
2πi
k
N∑
j=1
Xj(k) e
−iaj ·k
′
. (24)
where
Xj(k) :=
2mξj
~2
〈aj |ψ+0 (k)〉, (25)
According to (15), |ψ+0 (k)〉 is the solution of the Lippmann-Schwinger equation,
(1−G+0 (E)V0)|ψ+0 (k)〉 = |k〉.
This relation together with (8) and (23) imply
〈x|ψ+0 (k)〉 = 〈x|k〉 −
im
2~2
N∑
j=1
ξj〈aj |ψ+0 (k)〉H(1)0 (k|x− aj|). (26)
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Setting x = ai in this equation, with i = 1, 2, · · · , N , and using (25), we find the following system
of N equations for the coefficients Xj(k).
N∑
j=1
[
~2
2mξi
δij +
i
4
H
(1)
0 (k|ai − aj |)
]
Xj(k) = 〈ai|k〉, (27)
where δij is the Kronecker delta symbol. The main problem with this procedure for computing
Xj(k) is that the terms H
(1)
0 (k|ai−aj |) entering (27) diverge for i = j. The standard treatment of
this problem involves removing these divergences via a coupling-constant renormalization [15]. As
we explain below, this in turn introduces a length scale for the problem.
A simple physical interpretation for this length scale is provided by the observation that a point
interaction modeled using (21) is an idealization of a scattering interaction whose range is much
smaller than the wavelength of the scattered wave, λ := 2π/k. More specifically, it vanishes outside
the discs Dn with center aj and radius ρ ≪ λ. Furthermore, Eq. (26), which determines the
scattering solutions of the Schro¨dinger equation, is valid away from these discs. Therefore, we can
at best set x = ai + ρ, where ρ ∈ R2 is any vector with magnitude ρ. The emergence of divergent
terms in setting x = ai in (26) is a manifestation of the fact that we are actually not allowed to
set x = ai. Rather we must use the information about the behavior of the potential inside the
discs Dn to determine the solution of the Schro¨dinger equation that satisfies the outgoing boundary
conditions at their boundary.
Now, consider a scattering experiment where a plane wave with wavevector k is incident up on
N point scatterers located at aj with an interaction range ρ much smaller than k
−1. Away from
the discs Dn, the expression (24) for the scattering amplitude is valid. We need the details of the
potential inside these discs to compute the terms 〈aj|ψ+0 (k)〉 and hence Xj(k). Alternatively, we
can measure the latter scattering amplitude for N different values of k′ and insert the result in (24)
to obtain a system of equations which we can solve to determine Xj(k) and hence the scattering
amplitude for all k′.
Motivated by the above argument on the need for a length scale ρ, we set x = ai + ρ in (26),
and suppose that the ρ → 0 limit of both sides of the resulting equation exists. This is possible,
only if we allow the coupling constants ξj to depend on ρ. Assuming that this is the case and using
(25), we find the following regularized analog of (27).
N∑
j=1
AijXj(k) = 〈ai|k〉, (28)
where
Aℓj :=
1
4
×
{
2~2/mξ˜j + i for j = ℓ,
H
(1)
0 (k|aℓ − aj|) for j 6= ℓ,
(29)
ξ˜j :=
1
ξ−1j − mπ~2 [ln(kρ/2) + γ]
, (30)
γ is Euler’s constant, and we have made use of the fact that
H
(1)
0 (x) =
2i[ln(x/2) + γ]
π
+ 1 +O(x2).
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Letting A denote the matrix of coefficients Aij and using A
−1
ij to label the entries of A
−1, we
can express the solution of (28) as
Xi(k) =
N∑
j=1
A−1ij 〈aj |k〉 =
1
2π
N∑
j=1
A−1ij e
iaj ·k. (31)
Substituting this relation in (24), we find
f0(k
′,k) =
−1
2
√
i
2πk
N∑
i,j=1
A−1ij e
i(aj ·k−ai·k
′). (32)
Because the scattering amplitude is a physical quantity, it should not depend on the choice of the
running renormalization scale ρ. This implies that the same should be true for the renormalized
coupling constants ξ˜j, i.e., the ρ-dependence of the bare coupling constants ξj should be such that
ξ˜j do not depend on ρ.
For N = 1, i.e., a single-delta-function potential,
V0(x) = ξ1δ(x− a1), (33)
Eqs. (29) and (32) imply
f0(k
′,k) = −
√
2i
πk
ξ˜1 e
ia1·(k−k
′)
2~2/m+ iξ˜1
. (34)
This agrees with the results of performing alternative renormalization schemes that are discussed in
Ref. [15] as well as the result obtained by the transfer-matrix approach of Refs. [24, 25]. The latter,
which avoids divergent terms, yield (34) with renormalized coupling constant ξ˜ replaced with the
original (bare) coupling constant ξ. This is equivalent to setting ρ = 2e−γ/k.
For N = 2,
A =
1
4
[
2~2/mξ˜1 + i iH
(1)
0 (k|a1 − a2|)
iH
(1)
0 (k|a2 − a1|) 2~2/mξ˜2 + i
]
, (35)
A−1 =
4ξ˜1ξ˜2
D
[
2~2/mξ˜2 + i −iH(1)0 (k|a1 − a2|)
−iH(1)0 (k|a2 − a1|) 2~2/mξ˜1 + i
]
, (36)
D = [H
(1)
0 (k|a2 − a1|)2 − 1]ξ˜1ξ˜2 + 2i~2(ξ˜1 + ξ˜2)/m+ 4~4/m2. (37)
Substituting (36) in (32), we obtain
f0(k
′,k) = −
√
2i
πk
D−1
{
ξ˜1(2~
2/m+ iξ˜2) e
ia1·(k−k
′) + ξ˜2(2~
2/m+ iξ˜1) e
ia2·(k−k
′)
−iξ˜1ξ˜2H(1)0 (k|a2 − a1|)
[
ei(a2·k−a1·k
′) + ei(a1·k−a2·k
′)
]}
. (38)
The application of the transfer-matrix method for the double-delta-function potential [25], which
does not involve divergent terms, yields (38) with H
(1)
0 (k|a2−a1|) replaced with its real part, namely
J0(k|a2−a1|).1 This disagreement may be a sign that the multi-delta-function potential as treated
in the transfer-matrix approach has a different physical interpretation as the one we have provided
above, namely as a model for describing scatterers having a small but finite size.
1Here and in what follows Jn labels the n-th order Bessel function of the first kind.
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4 Effects of nontrivial geometry on scattering
Consider the motion of a particle on an asymptotically flat surface S that is embedded in a three-
dimensional Euclidean space. Suppose that S has the topology of a plane, i.e., S is obtained by
a local smooth deformation of a plane, and that there are N point defects on S whose effect on
the particle’s motion is described by a (multi-) delta-function potential of the form (21). We are
interested in determining the effect of the nontrivial geometry of S on the scattering amplitude of
this potential. We do this by considering the contribution of the geometry as a perturbation of
the plane. Specifically, we use the first Born approximation (17) with unperturbed potential (21)
subject to the perturbation (22). In the coordinate representation, the latter takes the form
ζ〈x′|V1|x〉 = ~
2
2m
Lx′ δ(x′ − x), (39)
where Lx is the differential operator:
Lx :=
[
gij0 (x)− gij(x)
]
∂i∂j − ∂i[
√
g(x)gij(x)]√
g(x)
∂j + 2λ1K(x) + 2λ2M(x)
2, (40)
gij0 (x) are the components of the inverse of the local matrix representation of the Euclidean metric,
so that whenever x = (x1, x2) are Cartesian coordinates g
ij
0 (x) = δij .
To determine the contribution of the perturbation to the scattering amplitude, we need to obtain
an explicit expression for the right-hand side of (19). This requires computing 〈k′|V1|ψ+0 (k)〉 and
〈k′|V0|ψ+1 (k)〉.
First, we observe that
〈k′|V1|ψ+0 (k)〉 =
1
2π
∫
R2
d2x′
∫
R2
d2x e−ik
′·x′〈x′|V1|x〉〈x|ψ+0 (k)〉
=
~2
4πmζ
∫
R2
d2x′ e−ik
′·x′Lx′〈x′|ψ+0 (k)〉. (41)
Moreover, according to (25), (26), and (31),
〈x|ψ+0 (k)〉 =
eik·x
2π
− i
4
N∑
j=1
H
(1)
0 (k|x− aj |)Xj(k),
=
1
2π
[
eik·x − i
4
N∑
i,j=1
eik·aiA−1ij H
(1)
0 (k|x− aj |)
]
, (42)
where we have also benefited from the fact that A and consequently A−1 are symmetric matrices.
The calculation of 〈k′|V0|ψ+1 (k)〉 is slightly more involved. We begin using (15) to show that
V0|ψ+1 (k)〉 − V0G+0 (E)V0|ψ+1 (k)〉 = V0G+0 (E)V1|ψ+0 (k)〉. (43)
Substituting (23) in this equation, introducing
Yj(k) :=
2m
~2
ξj〈aj |ψ+1 (k)〉, (44)
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and noting that |a1〉, |a2〉, · · · , |aN〉 are linearly independent, we obtain
N∑
i=1
AijYj(k) = Bi(k), (45)
where Aij are given by (29),
Bi(k) := 〈ai|G+0 (E)V1|ψ+0 (k)〉
= − i
4ζ
∫
R2
d2xH
(1)
0 (k|x− ai|)Lx〈x|ψ+0 (k)〉, (46)
and we have made use of (8). We can express the solution of (45) as
Yi(k) =
N∑
j=1
A−1ij Bj(k). (47)
Furthermore, according to (23), (44), and (47),
〈k′|V0|ψ+1 (k)〉 =
~2
2m
N∑
i=1
〈k′|ai〉Yi(k) = ~
2
4πm
N∑
i,j=1
e−iai·k
′
A−1ij Bj(k). (48)
Next, we substitute (41), (46), and (48) in (19) and make use of (42) to identify the contribution
of the geometry of the surface to the scattering amplitude with
ζf1(k
′,k) = −π
√
2πi
k
∫
R2
d2x′ 〈x′|ψ+0 (−k′)〉Lx′〈x′|ψ+0 (k)〉. (49)
In view of (42), we can express this formula in the following more explicit form:
ζf1(k
′,k) = −1
2
√
i
2πk
[
I0 − i
4
N∑
i,j=1
A−1ij Iij −
1
16
N∑
i,j,i′,j′=1
A−1ij A
−1
i′j′ Iiji′j′
]
, (50)
where
I0 =
∫
R2
d2x′ e−ik
′·x′Lx′ eik·x′ , (51)
Iij =
∫
R2
d2x′
{
e−ik
′·aiH
(1)
0 (k|x′ − aj|)Lx′ eik·x
′
+ ei(k·ai−k
′·x′)Lx′H(1)0 (k|x′ − aj |)
}
, (52)
Iiji′j′ = e
i(k·ai′−k
′·ai)
∫
R2
d2x′ H
(1)
0 (k|x′ − aj |)Lx′H(1)0 (k|x′ − aj′|). (53)
An important outcome of these equations is that the presence of the defects can in general boost
the influence of the nontrivial geometry of the surface on the scattering of the particle. This is
because depending on the value of A−1ij , the terms on the right hand side of (50) that involve A
−1
ij
can dominate I0 which signifies the effect of geometry in the absence of the defects.
For a given surface S, we can compute the coefficients of the differential operator (40) and
use the result to evaluate the right-hand side of (51) – (53). In general, this cannot be done
analytically unless we impose certain simplifying conditions on the shape of the surface and the
number and position of the defects. There is, in principle, no obstacle to compute I0, Iij, and Iiji′j′
numerically, but this requires the knowledge of the renormalized coupling constants ξ˜j which need
to be determined experimentally. This manifests the importance of deriving analytic expressions for
the scattering amplitude that would clarify how the coupling constants ξ˜i relate to the scattering
data.
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5 Geometric scattering for cylindrically symmetric surfaces
Let (r, θ, z) denote the cylindrical coordinates in R3, with (r, θ) being the polar coordinates in the
x-y plane, and suppose that the surface S is the graph of a smooth function of r, i.e., there is a
smooth function f : [0,∞)→ R such that
S := {(r, θ, z) ∈ R3 | z = f(r) }. (54)
This is an asymptotically flat differentiable surface, if
lim
r→∞
f˙(r) = f˙(0) = 0, (55)
where a dot denotes differentiation with respect to r. We will parameterize the points of S by the
polar coordinates (r, θ), i.e., set x1 := r and x2 := θ. This in turn yields the following expression
for the metric induced on S by the Euclidean metric on R3.
g = [gij] =
[
1 + f˙ 2 0
0 r2
]
. (56)
As noted in Ref. [7], the Gaussian curvature K and mean curvature M of the surface S are respec-
tively given by
K =
GG˙
r
M =
1
2
(
G
r
+ G˙
)
, (57)
where
G :=
f˙√
1 + f˙ 2
= r
(
M +
√
M2 −K
)
. (58)
To ensure that K and M are regular (nonsingular) functions of r, we demand that f ′(r)/r and
f ′′(r) tend to finite values as r → 0, i.e., limr→0 f ′(r)/r and limr→0 f ′′(r) exist.
In light of (40), (56), (57), and (58) the differential operator Lx associated with the surface (54)
takes the form
Lx = G2

∂2r + 1r
(
1 +
rG˙
G
)
∂r +
2λ1G˙
r G
+
λ2
2r2
(
1 +
rG˙
G
)2 (59)
= G2∂2r + 2MG∂r + 2(λ1K + λ2M
2). (60)
Substituting (59) in (51) we obtain an integral that we can partially evaluate. Following a procedure
described in Ref. [7], we identify the integration variables x′ = (x′, y′) with coordinates in a Cartesian
coordinate system in which k−k′ is along the x′-axis. If we use θ0, θ, and Θ to respectively denote
the angles between k and the x′-axis, k′ and the x′-axis, and k and k′, we can show that
θ0 =
1
2
(π −Θ), θ = 1
2
(π +Θ), |k′ − k| = 2ks, (61)
where
s := sin(Θ/2).
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Next, we transform to the polar coordinates (r′, θ′) associated with (x′, y′), and perform the inte-
gration over the polar angle θ′. To do this we use (61) to establish
e−ik
′·x′∂ℓr′e
ik·x′ = (ik)ℓ cosℓ(θ′ − θ0) e2iksr′ cos θ′, (62)
and recall that for all a ∈ R+ and ℓ = 0, 1, 2,
∫ 2π
0
dθ′ cosℓ(θ′ − θ0)eia cos θ′ =


2πJ0(a) for ℓ = 0,
2πisJ1(a) for ℓ = 1,
2π[s2J0(a)− (2s2−1a )J1(a)] for ℓ = 2,
G˙(r)G(r)J0(ar) =
1
2
{
d
dr
[
G(r)2J0(ar)
]
+ aG(r)2J1(ar)]
}
,
rG˙(r)G(r)J1(ar) =
1
2
{
d
dr
[
rG(r)2J1(ar)
]− arG(r)2J0(ar)]
}
.
With the help of these equations, we obtain
I0 = π
[(
2λ1 + λ2 − 1
2s2
)
g1(2ks) + λ2 g2(2ks)
]
, (63)
where we have introduced the functions:
g1(κ) := κ
∫ ∞
0
dr G(r)2J1(κr), (64)
g2(κ) :=
∫ ∞
0
dr r−1
[
G(r)2 + r2G˙(r)2
]
J0(κr), (65)
and assumed that
lim
r→∞
rJ1(2ksr)G(r)
2 = 0. (66)
The latter holds whenever |G(r)| decays to zero faster than r−1/4 as r →∞, which is a rather mild
condition on S.
We can express the integrand on the right-hand side of (64) and (65) in terms of the mean and
Gaussian curvatures of the surface. This requires the use of (58) and
G2 + r2G˙2 = 2r2(2M2 −K), (67)
which follows from (57).
Inserting (63) in (50) and neglecting terms involving A−1ij , we obtain the scattering amplitude
for geometric scattering in the absence of delta-function defects [7]. In order to determine the effect
of the defects, we need to compute Iij and Iiji′j′. It is not difficult to see that the application of the
same procedure for separating and performing the angular integral appearing in the calculation of
Iij and Iiji′j′ is intractable. Therefore, we focus on some special cases.
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5.1 A central point defect
Suppose that there is a single delta-function defect located at the origin, i.e., N = 1 and a1 = (0, 0).
Then (50), (52), and (53) respectively read:
ζf1(k
′,k) = −1
2
√
i
2πk
(
I0 − iI11
4A11
− I1111
16A211
)
, (68)
I11 =
∫
R2
d2x′
[
H
(1)
0 (kr
′)Lx′ eik·x′ + e−ik′·x′Lx′ H(1)0 (kr′)
]
, (69)
I1111 =
∫
R2
d2x′ H
(1)
0 (kr
′)Lx′ H(1)0 (kr′), (70)
where according to (29),
A11 =
~2
2mξ˜1
+
i
4
. (71)
Substituting (59) in (69) and (70), pursuing an approach similar to the one we have employed in
the calculation of I0, and using various properties of Bessel and Hankel functions, we obtain
I11 = 2π
∫ ∞
0
dr′ r′
{[
4C(r′)− k2G(r′)2
]
J0(kr
′)H
(1)
0 (kr
′)− k2G(r′)2J1(kr′)H(1)1 (kr′)
}
, (72)
I1111 = π
∫ ∞
0
dr′ r′
{[
4C(r′)− k2G(r′)2
]
H
(1)
0 (kr
′)2 − k2G(r′)2H(1)1 (kr′)2
}
, (73)
where C : [0,∞)→ R is the function defined by
C :=
G2
r
[λ1G˙
G
+
λ2
4r
(
1 +
rG˙
G
)2]
= λ1K + λ2M
2.
The latter equation together with (58) allow us to express the integrands on the right-hand side of
(72) and (73) in terms of the mean and Gaussian curvatures of the surface.
5.2 Distant point defects
Consider the situation where the particle interacts with the delta-function defects that are located
sufficiently far from the origin so that in their vicinity the surface is nearly flat, i.e., there is a
neighborhood, Nd := {x ∈ R2 | |x| < d}, of the origin such that the mean and Gaussian curvatures
of the surface take negligible values outside Nd and the location of the defects aj satisfy |aj | ≫ d.
Then, we can ignore the contribution of the integrands on the right-hand side of (52) and (53) unless
|x′| ≪ |aj| for all j. In view of this observation and (10), we can employ the approximation,
H
(1)
0 (k|x′ − aj|) ≈
√
2
πik|aj | e
ik|aj |e−iKj ·x
′
, (74)
in (52) and (53), where Kj := kaj/|aj|. This gives
Iij =
√
2
πik|aj | e
ik|aj |
[
e−ik
′·aiJ(Kj ,k) + e
ik·aiJ(k′,−Kj)
]
, (75)
Iiji′j′ =
2
πik
√|aj ||aj′| eik(|aj |+|aj′ |)ei(k·ai′−k
′·ai)J(Kj,−Kj′), (76)
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where
J(p, q) :=
∫
R2
d2x′ e−ip·x
′ Lx′ eiq·x′.
Comparing this relation with (51), we see that I0 = J(k
′,k). We can repeat the steps of the
calculation of I0 to show that
J(p, q) = π
[(
2λ1 + λ2 +
2q2 cos(2θq)
κ2
− 2q cos θq
κ
)
g1(κ) + λ2g2(κ) +
q cos θq
κ
(
1− 2q cos θq
κ
)
g3(κ)
]
, (77)
where q := |q|, θq is the angle between q and the x′-axis, κ := |q − p|, g1 and g2 are functions
defined by (64) and (65), and
g3(κ) := κ
2
∫ ∞
0
dr r G(r)2J0(κr). (78)
For p = k′ and q = k, cos θq = s and κ = 2ks. Substituting these equations in (77), we recover the
expression (63) for I0.
6 Geometric scattering due to Gaussian bumps
Suppose that S is a Gaussian bump characterized by
z = f(r) := δ e−r
2/2σ2 , (79)
where δ and σ are real parameters with the dimension of length. In order to obtain analytic formulas
for the integrals appearing in the expressions for I0, Iij , and Iiji′j′, we introduce the dimensionless
parameters,
η :=
δ2
σ2
, K := kσ, (80)
and confine our attention to cases where η is so small that we can expand the integrands in (64),
(65), (72), (73), and (78) in powers of η and neglect the quadratic and higher order terms. This
allows for an analytic evaluation of the integrals entering these equations, and with the help of (63)
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and (77) yields
I0 =
π η e−s
2K2
2
[
(4λ1s
2 − 1)K2 + λ2(s4K4 + 2)
]
+O(η2), (81)
I11 =
π η e−K
2/2
2
{[
2(2λ1 − 1)K2 + λ2(K4 + 4)
][
I0(K
2/2)− iK0(K2/2)/π
]
−K2
[
4λ1 + λ2(K
2 + 1)
][
I1(K
2/2) + iK1(K
2/2)/π
]}
+O(η2) (82)
I1111 = η
{
−iK2e−K2/2
2
[(
K2 − 2 + 4(λ1 + λ2)
)
K0(K
2/2) +
(
K2 + 4(λ1 + λ2)
)
K1(K
2/2)
]
+
√
π
[(
K2 + 4(λ1 + λ2)
)
G3,13,4
(
K2
∣∣∣ −1, 12 , 12
0, 0, 0, 1
2
)
− 4(λ1 + λ2)G3,13,4
(
K2
∣∣∣ 0, 12 , 12
0, 0, 0, 1
2
)
+
K2G3,13,4
(
K2
∣∣∣ −1,−12 , 12−1, 0, 1,−1
2
)
+ λ2G
3,1
3,4
(
K2
∣∣∣ −2,−12 , 12
0, 0, 0, 1
2
)
+
iK2G2,01,2
(
K2
∣∣∣ 12
0, 1
)
− iλ2G2,12,3
(
K2
∣∣∣ −2, 12
0, 0, 0
)]}
+O(η2), (83)
J(p, q) =
π η e−κ
2σ2/4
32
{
4q2σ2
[
κ2σ2 cos θq(2 cos θq − κ/q)− 4
]
+
16λ1κ
2σ2 + λ2(κ
4σ4 + 32)
}
+O(η2), (84)
where Iℓ(x) and Kℓ(x) are respectively the ℓ-th order modified Bessel functions of the first and
second kind2, Gm,np,q
(
x
∣∣∣ a1, · · · , ap
b1, · · · , bq
)
labels the Meijer G function [28], and O(η2) stands for the
quadratic and higher order terms in powers of η.
Substituting (81) – (83) in (50) and making use of (34) with a1 = (0, 0), we obtain the scattering
amplitude for the Gaussian bump (79) with a point defect placed at its peak. Similarly, using (84)
in (75) and (76) we can determine the scattering amplitude for the same Gaussian bump in the
presence of a number of defects that are sufficiently far from its peak. See Fig. 1.
Figures 2, 3, 4, 5, 6, and 7 show the plots of the differential cross section |f(k′,k)|2 and its
difference with |f0(k′,k)|2 for a Gaussian bump in the presence of a central or distant point defect.
Here we have taken ξ˜ = ~2/2m. To see if this is a reasonable choice, we consider an electron gas
and identify the defect with a barrier potential (respectively potential well) of height (respectively
depth) V0 := |ξ˜|/ρ2 ≈ 3 eV and cross section ρ2 ≈ 1 nm2. For an electron having an effective
mass m ≈ 10−2me, this corresponds to taking ξ˜j ≈ ±~2/2m. A delta-function potential provides a
reliable approximation for such a barrier potential (resp. potential well) if the energy E := ~2k2/2m
of the incident electron is much smaller than V0 ≈ 3 eV and its de Broglie wavelength λ := 2π/k =
2π~/
√
2mE is much larger than ρ ≈ 1 nm. For m ≈ 10−2me, the latter condition is equivalent to
E ≪ 100 eV, which agrees with the requirement that E ≪ V0.
Figures 8 and 9 show the plots of the differential cross section f(k′,k)|2 and its difference with
|f0(k′,k)|2 for a Gaussian bump in the presence of a pair of distant defects located at the points
(±3σ, 0). Placing the defects at (0,±3σ), we obtain similar graphs that we do not include here for
lack of space.
2For real x, Iℓ(x) = i
−ℓJℓ(ix) and Kℓ(x) = pii
ℓ+1H
(1)
ℓ
(ix)/2.
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Figure 1: Schematic view of a Gaussian bump with a central point defect (on the left) and a
Gaussian bump surrounded by four distant point defects (on the right).
0 1 2 3 4 5
0
0.03
0.06
kσ

f
2
/σ
0 1 2 3 4 5
-0.06
-0.03
0
0.03
kσ
(
f
2
-

f 0

2
)/
σ
Figure 2: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
central defect as functions of kσ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, λ1 = −λ2 = 1/2, and different
values of θ, namely θ = 0 (green), π/3 (dashed blue), 2π/3 (purple), and π (dashed red).
Next, consider a Gaussian bump (79) with a central defect and N distant defects. Because we
employ the first Born approximation to determine the effect of the geometry of the surface, the
scattering amplitude for this setup has the form
f(k′,k) ≈ f0(k′,k) + ζ f(c)1 (k′,k) + ζ f(d)1 (k′,k), (85)
where f0(k
′,k) is the scattering amplitude for the same defects when they are placed on a Euclidean
plane, as give by (32), and ζ f
(c)
1 (k
′,k) and ζ f
(d)
1 (k
′,k) give the geometric contribution to the scat-
tering amplitude in the absence of the distant and central defects, respectively. Figures 10 and
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Figure 3: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
central defect as functions of θ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and different values of λ1
and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0
(purple), and λ1 = λ2 = 1/2 (dashed red).
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Figure 4: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with
a distant defect located at a = (3σ, 0) as functions of kσ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, and
λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0 (green), π/3 (dashed blue), 2π/3 (purple),
and π (dashed red).
11 show the plots of the differential cross section |f(k′,k)|2 and its difference with |f0(k′,k)|2 for a
Gaussian bump in the presence of a central defect and a distant defect.
In order to understand the impact of the point defects on the contribution of the nontrivial
geometry of the surface to the differential cross-section, we have compared |f(k′,k)|2 − |f0(k′,k)|2
with the differential cross-section for the same surface in the absence of the defects. Figure. 12
shows the graphs of the latter. Comparing the magnitude of the variations of |f(k′,k)|2−|f0(k′,k)|2
as given in the right-hand graphs in Figs. 2 – 11 with the those shown in Fig. 12, we see that the
presence of the point defects enhances the contribution of the nontrivial geometry of the surface to
the differential cross-section.
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Figure 5: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
distant defect located at a = (3σ, 0) as functions of θ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and
different values of λ1 and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and λ2 = −1/2 (dashed blue),
λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed red).
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Figure 6: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with
a distant defect located at a = (0, 3σ) as functions of kσ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, and
λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0 (green), π/3 (dashed blue), 2π/3 (purple),
and π (dashed red)
We can extend the above results to cases where the surface S is made of several Gaussian bumps
that are sufficiently far from one another [7]. To do this, first we recall that under a translation,
x → x − c, the scattering amplitude transforms according to f(k′,k) → ei(k−k′)·cf(k′,k). Now,
suppose that S is the surface defined by
z = f(x) :=
M∑
m=1
δm e
−(x−cm)2/2σ2m , (86)
where δm and σm are nonzero real parameters, σm > 0, and cm ∈ R2. If for all m,m′ = 1, 2, · · ·M ,
|cm − cm′ | ≫ σm + σm′ , then employing the first Born approximation we find that the contribution
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Figure 7: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
distant defect located at a = (0, 3σ) as functions of θ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and
different values of λ1 and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and λ2 = −1/2 (dashed blue),
λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed red).
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Figure 8: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
pair of distant defects located at a1 = (−3σ, 0) and a2 = (3σ, 0) as functions of kσ for θ0 = 0,
η = 0.1, ξ˜ = ~2/2m, and λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0 (green), π/3
(dashed blue), 2π/3 (purple), and π (dashed red).
of the nontrivial geometry of S to the scattering amplitude is given by
ζ f1(k
′,k) =
M∑
m=1
ei(k−k
′)·cmζ f1,m(k
′,k), (87)
where ζ f1,m(k
′,k) is the geometric scattering amplitude (50) for a Gaussian bump (79) with δ = δm
and σ = σm. Again, the total scattering amplitude f(k
′,k) is the sum of (87) and the contribution
of the defects in the absence of the geometric effects, i.e., (32). Figures 13, 14, 15, and 16 provide
graphical demonstrations of the outcome of this calculation for two and four identical Gaussian
bumps with a single distant point defect located at the origin of the coordinate system. Here we
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Figure 9: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
pair of distant defects located at a1 = (−3σ, 0) and a2 = (3σ, 0) as functions of θ for θ0 = 0, η = 0.1,
ξ˜ = ~2/2m, kσ = 1, and different values of λ1 and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and
λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed red).
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Figure 10: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with a
central defect and a distant defect located at a = (3σ, 0) as functions of kσ for θ0 = 0, η = 0.1,
ξ˜ = ~2/2m, and λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0 (green), π/3 (dashed
blue), 2π/3 (purple), and π (dashed red).
use σ and δ to label the common value of σm and δm, respectively.
Next, consider the surface made of two identical Gaussian bumps with central defects at c1 =
(3σ, 0) and c2 = (−3σ, 0). Then f1,m(k′,k) is the geometric contribution corresponding to a Gaussian
bump centered at the origin with a pair of defects placed at c1 − cm and c2 − cm. Notice that one
of these defects is a central defect and the other is a distant defect. Therefore, we can compute
f1,m(k
′,k) using our results on central and distant defects. Figures 17 and 18 show the plots of the
differential cross section |f(k′,k)|2 for this arrangement of Gaussian bumps with central defects.
Comparing the graphs of |f(k′,k)|2 − |f0(k′,k)|2 given in Figs. 13 – 18 with those of the dif-
ferential cross section for the same surface in the absence of point defects (not given here for lack
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Figure 11: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a Gaussian bump (79) with
a central defect and a distant defect located at a = (3σ, 0) as functions of θ for θ0 = 0, η = 0.1,
ξ˜ = ~2/2m, kσ = 1, and different values of λ1 and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and
λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed red).
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Figure 12: Plots of the differential cross-section for the geometric scattering due to the Gaussian
bump (79) as function of kσ (on the left) for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, and λ1 = −λ2 = 1/2, and
different values of θ, namely θ = 0 (green), π/3 (dashed blue), 2π/3 (purple), and π (dashed red),
and as functions of θ (on the right) for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and different values of
λ1 and λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and λ2 = −1/2 (dashed blue), λ1 = 1/2 and
λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed red).
of space) confirms our previous observation regarding the amplification of the geometric scattering
due to the presence of the defects.
7 Summary and concluding remarks
When a particle is confined to move on an asymptotically flat curved surface the geometry of the
latter affects its motion. If the particle is made to enter and leave the region of the surface whose
21
0 1 2 3 4 5
0
0.04
0.08
kσ

f
2
/σ
0 1 2 3 4 5
-0.1
0
0.1
0.2
kσ
(
f
2
-

f 0

2
)/
σ
Figure 13: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a pair of identical Gaussian
bumps located at c1 = (−3σ, 0) and c2 = (3σ, 0) with a point defect at the origin (0, 0) as functions
of kσ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, and λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0
(green), π/3 (dashed blue), 2π/3 (purple), and π (dashed red).
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Figure 14: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a pair of identical Gaussian
bumps located at c1 = (−3σ, 0) and c2 = (3σ, 0) with a point defect at the origin (0, 0) as functions of
θ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and different values of λ1 and λ2, namely λ1 = −λ2 = 1/2
(green), λ1 = 0 and λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2
(dashed red).
geometry deviates from that of a plane, it undergoes a geometric scattering. In this paper we
have studied this phenomenon for situations that the surface includes one or more point defects
with known locations. We have identified these with point scatterers modeled using delta-function
potentials.
A major problem one encounters in treating delta-function point scatterers in two and higher
dimensions is that the standard approach to potential scattering leads to divergent terms. This
problem has been studied in detail for the case of a single delta-function potential in the plane.
To regularize the unwanted divergences in dealing with this problem we have performed a renor-
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Figure 15: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for four identical Gaussian bumps
located at c1 = (−3σ, 0), c2 = (3σ, 0), c3 = (0,−3σ), c2 = (0, 3σ) with a point defect at the origin
(0, 0) as functions of kσ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, and λ1 = −λ2 = 1/2, and different values
of θ, namely θ = 0 (green), π/3 (dashed blue), 2π/3 (purple), and π (dashed red).
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Figure 16: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for four identical Gaussian bumps
located at c1 = (−3σ, 0), c2 = (3σ, 0), c3 = (0,−3σ), c2 = (0, 3σ) with a point defect at the origin
(0, 0) as functions of θ for θ0 = 0, η = 0.1, ξ˜ = ~
2/2m, kσ = 1, and different values of λ1 and
λ2, namely λ1 = −λ2 = 1/2 (green), λ1 = 0 and λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0
(purple), and λ1 = λ2 = 1/2 (dashed red).
malization scheme with a simple physical justification to reproduce the known result for a single
delta function. Using this scheme we have calculated the scattering amplitude for N delta-function
defects with arbitrary locations in the plane.
Next, we have extended our results for the plane to curved surfaces. Here, we included the
effect of the geometry of the surface as a perturbation of the scattering system defined by the
delta-function point defects placed on a plane. This leads to highly complicated formulas that we
could study in some detail for surfaces made out of finitely many distant Gaussian bumps with
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Figure 17: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a pair of identical Gaussian
bumps with central defects located at c1 = (−3σ, 0) and c2 = (3σ, 0) as functions of kσ for θ0 = 0,
η = 0.1, ξ˜ = ~2/2m, and λ1 = −λ2 = 1/2, and different values of θ, namely θ = 0 (green), π/3
(dashed blue), 2π/3 (purple), and π (dashed red).
0
π
4
π
2
3π
4
π
0
0.2
0.4
θ

f
2
/σ
0
π
4
π
2
3π
4
π
0
0.15
0.3
θ
(
f
2
-

f 0

2
)/
σ
Figure 18: Plots of |f(k′,k)|2/σ and [|f(k′,k)|2 − |f0(k′,k)|2] /σ for a pair of identical Gaussian
bumps with central defects located at c1 = (−3σ, 0) and c2 = (3σ, 0) as functions of θ for θ0 = 0,
η = 0.1, ξ˜ = ~2/2m, kσ = 1, and different values of λ1 and λ2, namely λ1 = −λ2 = 1/2 (green),
λ1 = 0 and λ2 = −1/2 (dashed blue), λ1 = 1/2 and λ2 = 0 (purple), and λ1 = λ2 = 1/2 (dashed
red).
defects placed in their peak or at large distances to the peaks. An extensive graphical examination
of our analytical results shows that the presence of the point defects amplifies the geometric scat-
tering effect substantially. A heuristic justification for this observation is that the defects cause the
particle to spend more time in the curved regions of the surface. A numerical implementation of
our analytical results should allow for the study of geometric scattering effects in the presence of
randomly distributed point defects.
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