Abstract. Let E be an arbitrary subset of a Banach space X, f : E → R be a function, and G : E ⇒ X * be a set-valued mapping. We give necessary and sufficient conditions on f, G for the existence of a continuous convex extension F : X → R of f such that the subdifferential ∂F of F coincides with G on E.
Introduction and main results
In this paper we are concerned with the following nonsmooth extension problem. Let X be a Banach space and E be an arbitrary subset of E. If f : E → R is a function and G : E ⇒ X * is a set-valued mapping, what necessary and sufficient conditions on f, G will guarantee the existence of a continuous convex extension F of f to all of X such that ∂F (x) = G(x) for every x ∈ E?
As a consequence of the results of K. Schulz and B. Schwartz in [13] , a partial answer to this question was given in the finite-dimensional setting; more precisely, if E is convex and G is the subdiferential mapping of f on E, then there exists a finite convex extension F of f to all of R n with G(x) ⊂ ∂F (x) for every x ∈ E if and only if, for every pair of sequences (y k ) k ⊂ E, (y * k ) k with y * k ∈ G(y k ) and lim k |y * k | = +∞, one has that lim k y k ,y * k −f (y k ) |y * k | = +∞ too. Moreover, whenever this condition is satisfied, the function F (x) = sup{f (y) + y * , x − y : y ∈ E, y * ∈ G(y)}, x ∈ R n ; defines such an extension. Nevertheless the subdifferential ∂F (x) of F at points x ∈ E does not necessarily coincide with G(x).
Very recently, a related problem has been solved for convex functions of the classes C 1 (R n ) and C 1,ω (X) (for a Hilbert space X) in the situation where the mapping G is single-valued and one additionally requires that the extension F be of class C 1 (R n ) (which amounts to asking that ∂F (x) be a singleton for every x ∈ R n ) or of class C 1,ω (X); see [1, 2, 3] . A solution to a similar problem for general (not necessarily convex) functions was given in [11, Theorem 5] , characterizing the pairs f : E → R, G : E ⇒ R n with f continuous and G outer semicontinuous and nonempty, compact and convexvalued which admit a (generally nonconvex) extension F of f whose Fréchet subdifferential is outer semicontinuous on R n and extends G from E.
Let us also mention the results by B. Mulansky and M. Neamtu [12] which prove that any finite subset of data on R or R 2 which is strictly convex in an appropriate sense can be interpolated by a convex polynomial and the work by O. Bucicovschi and J. Lebl [7] which study the continuity and regularity of extensions of functions defined on compact subset K of R n to the convex hull of K. The following theorem is one of the main result of this paper and provides a complete answer to the problem in finite-dimensional spaces.
Theorem 1.1. Let E ⊂ R n be arbitrary, f : E → R be a function and G : E ⇒ R n be a set-valued mapping such that G(x) is compact, convex and nonempty for every x ∈ E. There exists a convex function F : R n → R such that F (x) = f (x) and ∂F (x) = G(x) for every x ∈ E if and only if the following conditions are satisfied.
As we mentioned above, condition (EX) was considered in [13] in order to ensure the existence of convex extensions F of f such that G ⊆ ∂F on E. It is condition (SCS) which allows us to obtain the exact identity ∂F = G on E. If E is compact, then condition (EX) trivially holds and, assuming that G is outer semicontinuous (which we can fairly do since the subdifferential of a continuous convex function on R n is outer semicontinuous), condition (SCS) can be simplified by replacing sequences with points. Theorem 1.2. Let E ⊂ R n be compact, f : E → R be a function and G : E ⇒ R n be an outer semicontinuous set-valued mapping such that G(x) is compact, convex and nonempty for every x ∈ E. There exists a convex function F : R n → R such that F (x) = f (x) and ∂F (x) = G(x) for every x ∈ E if and only if the following conditions are satisfied. (C) : f (x) ≥ f (y) + y * , x − y for every x, y ∈ E, y * ∈ G(y). (P CS) : If x ∈ E and y ∈ E, y * ∈ G(y), then
However, in the case that E is unbounded (and even if E is closed), condition (P CS) cannot replace (SCS), as the following example shows.
, e y }}, and define f and G on E by
Then G(E) is bounded, G is outer semicontinuous and it can be checked that (f, G) satisfies conditions (C) and (P CS) on E, but there is no convex function F : R 2 → R such that F = f and ∂F = G on E.
Indeed, for every convex function ϕ :
Theorem 1.1 actually is a corollary of the following more general result for functions that are bounded on bounded subsets of a separable Banach space.
Theorem 1.4. Let E be an arbitrary subset of a separable Banach space X, let f : E → R be a function and let G : E ⇒ X * be a set-valued mapping such that G(x) is a nonempty convex w * -compact subset of X * for every x ∈ E. There exists a convex function F : X → R, bounded on bounded subsets and such that F (x) = f (x) and ∂F (x) = G(x) for every x ∈ E, if and only if the following conditions are satisfied.
Without any restriction on the Banach space X, but still focusing on the special class of convex functions which are bounded on bounded subsets of X, we have the following result.
Theorem 1.5. Let X be a Banach space, let E ⊂ X be arbitrary, f : E → R be a function and G : E ⇒ X * be a set-valued mapping such that G(x) is a nonempty convex w * -compact subset of X * for every x ∈ E. There exists a convex function F : X → R that is bounded on bounded subsets and such that F (x) = f (x) and ∂F (x) = G(x) for every x ∈ E if and only if the following conditions are satisfied.
Finally, a complete solution to our problem for functions that are not necessarily bounded on bounded sets is given in the following theorem. Theorem 1.6. Let X be a Banach space, let E ⊂ X be arbitrary, f : E → R be a function and G : E ⇒ X * be a set-valued mapping such that G(x) is a nonempty convex w * -compact subset of X * for every x ∈ E. There exists a continuous convex function F : X → R such that F (x) = f (x) and ∂F (x) = G(x) for every x ∈ E if and only if the following conditions are satisfied.
In fact, we will see that in the preceding theorems, an extension F is given by the formula
This extension has the property that, for every continuous convex function H on X such that H = f and ∂H ⊃ G on E, we have F ≤ H on X. Therefore F is the minimal continuous convex extension of the datum (f, G) :
2. Proofs of theorems 1.6, 1.5 and 1.4
Throughout this section (X, · ) will be a Banach space and · * will denote the dual norm on X * . We will start with the proof of the most general results of the paper, that is, Theorems 1.6 and 1.5. Then, a small observation (see Remark 2.6 below) will allow us to deduce Theorem 1.4 for separable spaces.
2.1. Theorems 1.6 and 1.5. Only if part. Let F : X → R be a continuous convex function. We obviously have F (x) ≥ F (y) + y * (x − y) for every x, y ∈ X, y * ∈ ∂F (y). Thus condition (C) is necessary in Theorems 1.6 and 1.5.
Let us now prove that (GEX) is a necessary condition in Theorem 1.6. Let x ∈ X and let (y k ) k ⊂ X, (y * k ) k ⊂ X * with y * k ∈ ∂F (y k ) and lim k y * k = +∞. Assume, for the sake of contradiction, that lim k (y * k (y k − x) − F (y k )) = +∞. Then, after passing to a subsequence, we may find M > 0 such that (2.1)
Since (z k ) k tends to x, the continuity of F at x gives that M ≤ lim k F (z k ) = F (x), contradicting the choice of M in (2.1).
In order to see that (EX) is necessary in Theorem 1.5, assume further that F is bounded on bounded subsets. Suppose that (y * k ) k is a sequence such that lim k y * k * = ∞ and y * k ∈ ∂F (y k ) for every k but there exists M > 0 with
k is a bounded sequence and we can write
where the last term tends to −∞, a contradiction. This proves that lim k
Finally, in order to show that (CS) is a necessary condition in Theorems 1.6 and 1.5, let us first prove the following fact.
Fact 2.1. Let h : X → R be a continuous convex function and let x, y ∈ X be two points such that h(x) = h(y) + y * (x − y) for some y * ∈ ∂h(y). Then y * ∈ ∂h(x).
Proof. Because y * ∈ ∂h(y), we can write, for every z ∈ X,
that is y * ∈ ∂h(x).
Now assume, seeking a contradiction, that (CS) is not satisfied. Then we can find x ∈ X and sequences
Since (y * k ) k is bounded, we can find a subnet (y * kα ) α∈D of (y * k ) k w * -convergent to ξ ∈ X * . Obviously, ξ does not belong to ∂F (x) and, since ∂F (x) is w * -closed, we can apply the Hahn-Banach Theorem for (X * , w * ) in order to find v ∈ X with
For every α ∈ D, the number r α = F (x) − F (y kα ) − y * kα (x − y kα ) is strictly positive (as otherwise, y * kα ∈ ∂F (x) by Fact 2.1) and lim α r α = 0 by (2.2). We now write
for every α ∈ D. Let us consider a sequence (z * α ) α∈D such that z * α ∈ ∂F (x + √ r α v) for each α. Since the net {x + √ r α v} α∈D strongly converges to x, given ε > 0, the · − w * -outer semicontinuity of ∂F (see [6, Proposition 6.1.1]) gives α ε ∈ D such that for every α ∈ D with α ε ≤ α, we can find
Thus for every ε > 0 and α ∈ D with α ε ≤ α, the convexity of F yields (2.5)
Dividing by √ r α in (2.4) and (2.5), we obtain ε + sup
Because the net {− √ r α + (y * kα − ξ)(v)} α∈D converges to 0, we obtain from the preceding inequality that ξ(v) ≤ ε + sup x * ∈∂F (x) x * (v). Since ε > 0 is arbitrary, this contradicts (2.3).
2.2. Theorems 1.6 and 1.5. If part. Let us assume that (f, G) satisfies conditions (C), (GEX) and (CS) of Theorem 1.6 and define
Claim 2.2. F is finite everywhere in X.
Proof. Consider x ∈ X and sequences (
If we take some z 0 ∈ E, condition (C) yields
. This shows that F (x) will be finite as soon as we prove that (y * k ) k is bounded. Assume, for the sake of contradiction, that (y * k ) k is unbounded. Then condition (GEX) tells us that, possibly after passing to a subsequence, lim k (f (y k ) + y * k (x − y k )) = −∞. This contradits (2.6), since obviously F (x) > −∞. Claim 2.3. Assuming further that (f, G) satisfies condition (EX) of Theorem 1.5, F is bounded on bounded subsets of X.
Proof. Since condition (EX) is stronger that (GEX) of Theorem 1.6, we already know that F is finite everywhere in this case, by virtue of Claim 2.2. Let us fix z 0 ∈ E, z * 0 ∈ G(z 0 ). Assume, seeking a contradiction, that B is a bounded subset of X for which F | B is unbounded. Then we can find
Since (x k ) k is bounded, the preceding inequality shows that (y * k ) k must be unbounded, as otherwise (2.7) would give that (F (x k )) k is bounded, a contradiction. Passing to a subsequence we may assume that lim k y * k * = ∞, and then condition (EX) tells us that lim k
where the last term is bounded above. This yields a contradiction and shows that F is bounded on B.
Claim 2.4. F is continuous and convex on X, F = f and G ⊂ ∂F on E.
Proof. The function F, being the supremum of a family of lower semicontinuous convex functions, is convex and lower semicontinuous as well. Moreover, we learnt from Claim 2.2 that dom(F ) = X. Since X is a Banach space, every lower semicontinuous convex function on X is continuous on int(dom(F )) (see for instance [6, Proposition 4.1.5, pg. 129]), hence F is continuous on X.
The inequality F ≥ f on E is obvious by definition of F , and the converse inequality follows immediately from condition (C). Finally, for every x ∈ E, z ∈ X, x * ∈ G(x), the definition of F and the equality F = f on E give
and then x * ∈ ∂F (x).
To conclude the proof of Theorems 1.6 and 1.5 it only remains to prove the following.
Claim 2.5. ∂F = G on E.
Proof. Let x ∈ E and suppose that there exists ξ ∈ ∂F (x) \ G(x). Since G(x) is w * -closed, the Hahn-Banach Theorem for (X * , w * ) provides us with some u ∈ X such that (2.9) ξ(u) > sup
We now pick two sequences (
The sequence (y * k ) k must be bounded. Indeed, let us assume that lim k y * k = +∞. By condition (GEX) we have that
On the other hand, using the convexity of F in combination with (2.10) and taking some x * ∈ G(x), we have that
which implies that
for every k. This shows that (y * k (u)) k is bounded below and then, by virtue of (2.10) and (2.11), we obtain
which is absurd. Thus (y * k ) k is a bounded sequence. Observe that the fact that (y * k ) k is bounded together with (2.10) imply that
Using that ξ ∈ ∂F (x) and (2.10) we can write
We thus have that
and letting ε → 0 + we obtain ξ(u) ≤ sup x * ∈G(x) x * (u), which contradicts (2.9). Proof. Assume that (f, G) satisties condition (CS) on a subset E and consider x ∈ E and (
Since X is separable, the bounded subset G(x) ∪ {y * k } k w * of (X * , w * ) is metrizable; let us denote a suitable distance by d. By the w * -compactness of G(x), we can find a sequence (x * k ) k ⊂ G(x) such that (2.12) d(y * k , x * k ) = dist(y * k , G(x)) := inf{d(y * k , x * ) : x * ∈ G(x)} for every k.
Assume, for the sake of contradiction, that d(y * k , x * k ) does not tend to 0. Then we can find a subsequence (k j ) j , a positive ε and ξ ∈ X * such that (y * 
