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Re´sume´ – Cet article traite de l’extraction automatique d’e´le´ments textuels incruste´s dans des vide´os afin de de´crire se´mantiquement leur
contenu. Pour ce faire, nous avons de´veloppe´ un OCR (Optical Character Recognition) vide´o, spe´cifiquement adapte´ pour de´tecter et reconnaıˆtre
les textes incruste´s. Reposant sur une approche neuronale, notre me´thode se distingue par sa robustesse a` la variabilite´ de styles et de tailles, a`
la complexite´ du fond et aux faibles re´solutions de l’image. Nous introduisons e´galement un mode`le de langue qui pilote l’OCR vide´o afin de
lever les ambiguı¨te´s de la reconnaissance et re´duire les erreurs de segmentation. L’approche, e´value´e sur une base de journaux te´le´vise´s franc¸ais,
a obtenu des taux de reconnaissance de caracte`res de 95%, offrant ainsi la possibilite´ d’alimenter un syste`me d’indexation de vide´os.
Abstract – Our work aims at helping multimedia content understanding by extracting textual clues embedded in digital video data. For this, we
developed a video Optical Character Recognition (OCR) system, specifically adapted to detect and recognize embedded texts. Based on a neural
approach, our method outperforms related work especially in terms of robustness to style and size variability, to background complexity and to
low resolution of the image. We also introduced a language model that drives several steps of the video OCR in order to remove ambiguities
related to recognition and reduce segmentation errors. This approach has been evaluated on a database of French TV news videos and achieves
a character recognition rate of 95%, which enables its incorporation in a video indexing system.
1 Introduction
Avec le de´veloppement de nouveaux syste`mes d’acquisition
d’images et l’ave`nement des services de partage de vide´os,
l’indexation automatique de documents multime´dias est deve-
nue cruciale pour ge´rer ces vastes collections. L’enjeu majeur
consiste a` extraire l’information pertinente permettant de re´su-
mer les contenus et retrouver les documents. Durant ces derni-
e`res anne´es, certains travaux ont opte´ pour la prise en compte
des textes incruste´s dans les vide´os comme moyen d’acce`s a`
(une partie de) la se´mantique de leurs contenus. Dans les re-
cherches pionnie`res de Lienhart et al. [7], un OCR (Optical
Character Recognition) commercial, peu adapte´ aux spe´cifici-
te´s des vide´os, est utilise´ pour reconnaıˆtre les textes de´tecte´s,
ce qui conduit a` des re´sultats juge´s peu satisfaisants. Les ap-
proches suivantes [2, 11] se sont inte´resse´es a` des pre´traite-
ments utiles pour l’ame´lioration des performances d’extraction,
toujours a` l’aide d’OCR commerciaux. Une phase de binari-
sation permettant de se´parer le texte du fond a ainsi e´te´ in-
troduite. La mise au point d’OCR spe´cifiques pour la recon-
naissance de caracte`res dans les vide´os a e´galement fait l’objet
de plusieurs travaux, conduisant a` deux types d’OCR : ceux
reposant sur la mise en correspondance de formes [2, 9] et
ceux construits par apprentissage supervise´ [4, 8]. Dans le pre-
mier type, l’enjeu principal consiste a` de´finir des primitives qui
repre´sentent pre´cise´ment les caracte`res, ce qui induit une va-
riation conside´rable des performances selon les primitives re-
tenues. Les me´thodes du second type conduisent en revanche a`
des performances meilleures et sont le cadre de notre travail.
Dans cet article, nous proposons un syste`me complet d’OCR
spe´cifiquement adapte´ aux vide´os, qui permet de de´tecter et de
reconnaıˆtre les textes incruste´s. Outre l’efficacite´ et la robus-
tesse de notre me´thode de reconnaissance de caracte`res fonde´e
sur une approche de classification neuronale, notre seconde
contribution re´side dans l’introduction d’un mode de supervi-
sion reposant sur un mode`le de langue, qui pilote le syste`me
OCR et prend en compte le contexte lexical. Apre`s avoir de´-
taille´ notre syste`me complet d’OCR en section 2, nous de´cri-
vons et discutons, en section 3, les re´sultats du test de l’inte´-
gralite´ de la chaıˆne de traitement sur une base de vide´os re´elles
de journaux te´le´vise´s. La section 4 rappelle, quant a` elle, nos
contributions et ouvre des perspectives.
2 Un syste`me complet de reconnaissance
de texte
La figure 1 de´crit les diffe´rentes parties de notre syste`me.
Les de´tails relatifs a` chaque phase ainsi que leurs interactions
sont pre´sente´s dans les sous-sections suivantes.
FIGURE 1 – Sche´ma synoptique de l’OCR vide´o propose´.
2.1 De´tection et suivi de texte
La premie`re e´tape de notre syste`me consiste a` de´tecter les
textes incruste´s dans les vide´os. Delakis et Garcia [3] ont pro-
pose´ une solution efficace et tre`s robuste qui repe`re les textes
horizontaux incruste´s dans les images et repose sur un mode`le
neuronal. Nous avons donc choisi d’adapter cette me´thode au
contexte de la vide´o. Pour cela, nous appliquons une de´tection
toutes les 2 secondes 1 afin de repe´rer les nouveaux textes qui
vont apparaıˆtre. Les textes traite´s e´tant statiques, nous utilisons
la corre´lation d’intensite´s comme mesure de similarite´ visuelle
afin de de´terminer, pour chaque texte de´tecte´, les instants exacts
de son apparition et de sa disparition.
2.2 Segmentation de caracte`res fonde´e sur l’al-
gorithme du plus court chemin
Avant la phase de reconnaissance des textes de´tecte´s, une
e´tape pre´liminaire de segmentation est ne´cessaire afin d’obtenir
des images correspondant chacune a` un caracte`re.
2.2.1 Analyse statistique des intensite´s
Afin de se´parer les caracte`res, nous introduisons une phase
de pre´traitement qui distingue le fond du texte. Nous faisons
l’hypothe`se que les intensite´s de ces deux classes (le texte et
1. Nous supposons que les textes incruste´s dans les vide´os s’affichent pen-
dant au moins 2 secondes, sinon ils ne seraient pas lisibles.
le  fond ) suivent des distributions gaussiennes. En utilisant
l’algorithme EM (Espe´rance-Maximisation), nous estimons les
parame`tres de ces distributions qui servent a` la ge´ne´ration d’une
premie`re carte floue d’appartenance a` la classe  texte . Par
ailleurs, nous introduisons l’inte´gration multi-images pour iden-
tifier le fond par son e´ventuelle variabilite´ au cours du temps.
Nous ge´ne´rons une autre carte floue indiquant les probabilite´s
d’appartenir a` la classe  fond . Nous proposons ensuite de
fusionner ces deux cartes en optant pour un ope´rateur a` com-
portement adaptatif. La figure 2 illustre un exemple de carte
produite, utilise´e dans la suite pour la segmentation des ca-
racte`res.
FIGURE 2 – Ge´ne´ration de carte floue d’appartenance.
2.2.2 Segmentation fonde´e sur l’algorithme du plus court
chemin
Nous cherchons alors a` de´terminer les se´parations non li-
ne´aires entre les caracte`res et qui s’adaptent a` leur morpholo-
gie. En nous inspirant de [6], nous de´finissons la segmentation
comme un proble`me de plus court chemin coupant verticale-
ment la carte floue ge´ne´re´e. Trois de´placements sont autorise´s :
45 ◦, 90 ◦ et 135 ◦ par rapport a` l’horizontale. A` tout chemin est
associe´ un couˆt e´gal a` la valeur du pixel de plus forte probabilite´
d’appartenance a` la classe  texte . Deux types de segmenta-
tions sont distingue´s : celles dites  fiables de couˆt infe´rieur
a` un certain seuil et celles dites  risque´es de couˆt plus e´leve´.
Ces dernie`res pourront eˆtre remises en question par la suite (cf.
section 2.4). Comme le montre la figure 3, les segmentations
 risque´es  peuvent correspondre a` des sur-segmentations ou
a` des segmentations de caracte`res attache´s a` un fond complexe.
Les chemins entre les mots sont identifie´s comme un espace.
FIGURE 3 – Un exemple de segmentations obtenues : celles
 fiables repre´sente´es en vert et celles  risque´es en rouge.
2.3 Reconnaissance de caracte`res fonde´e sur une
approche de classification neuronale
Nous pre´sentons ici notre me´thode permettant reconnaıˆtre
les caracte`res segmente´s. Contrairement a` la majorite´ des me´-
thodes de l’e´tat de l’art, nous nous appuyons sur une approche
de classification neuronale capable d’apprendre automatique-
ment et conjointement a` extraire les primitives approprie´es et
a` reconnaıˆtre les classes de caracte`res, sans aucune phase de
binarisation.
Les re´seaux de neurones a` convolutions, ci-apre`s nomme´s
ConvNets, sont des re´seaux de neurones particuliers introduits
par LeCun et al. [5] pour reconnaıˆtre les formes visuelles a`
partir d’une image sans aucun pre´traitement. Ils reposent sur
les notions de champs re´ceptifs locaux, de poids partage´s et
d’ope´rations de sous-e´chantillonnage dans le domaine spatial.
Graˆce a` ces principes, ils sont capables de traiter des formes
extreˆmement variables tout en e´tant robustes aux distorsions, a`
la variabilite´ d’e´chelle et aux transformations ge´ome´triques.
Dans le cadre de notre application, nous avons teste´ plusieurs
configurations de re´seau avant d’opter pour l’architecture de
la figure 4. Le re´seau prend en entre´e une image de caracte`re
en niveaux de gris. Les deux premie`res couches peuvent eˆtre
interpre´te´es comme des extracteurs de primitives alors que les
deux suivantes permettent de combiner ces primitives. Les trois
dernie`res couches de neurones sont charge´es de la classification
et produisent en sortie les degre´s d’appartenance aux classes de
caracte`res.
FIGURE 4 – Architecture du re´seau de neurones a` convolutions.
2.4 Inte´gration d’un mode`le de langue pour ame´-
liorer les performances de la reconnaissance
Malgre´ les bonnes performances de la reconnaissance neu-
ronale (cf. section 3), des erreurs peuvent eˆtre produites a` cause
d’une confusion entre caracte`res, de la complexite´ du fond et de
la mauvaise qualite´ des vide´os. Pour pallier les ambiguı¨te´s re-
latives a` la reconnaissance locale caracte`re par caracte`re, nous
proposons d’introduire des connaissances linguistiques qui vont
piloter les e´tapes de l’OCR.
Les mode`les de langue n-grammes ont montre´ leur capacite´
a` ame´liorer les performances en reconnaissance de la parole en
prenant en compte le contexte lexical. S’appuyant sur des ana-
lyses statistiques de corpora, ils permettent de pre´dire le pro-
chain mot dans une phrase e´tant donne´ les mots qui viennent
d’eˆtre employe´s. Dans notre application, un mode`le n-grammes
est appris afin d’estimer la probabilite´ qu’une se´quence de lettres
soit observe´e. En faisant l’hypothe`se qu’un caracte`re ne de´pend
que de ses n− 1 pre´de´cesseurs et a` l’aide de la librairie SRILM
[10], le mode`le est entraıˆne´ a` apprendre les probabilite´s jointes
des se´quences de caracte`res sur un corpus de mots franc¸ais. Ces
probabilite´s sont ensuite inte´gre´es dans notre chaıˆne pour obte-
nir les propositions les plus fiables de mots. Comme l’illustre
la figure 5, pour chaque mot identifie´, un graphe est construit.
Chaque hypothe`se de segmentation est repre´sente´e par un nœud
ou` les se´quences optimales de caracte`res sont ge´ne´re´es et re-
c¸oivent un score meˆlant re´sultats de la reconnaissance, proba-
bilite´s du mode`le de langue et hypothe`ses de segmentation. Les
meilleurs mots candidats, retrouve´s graˆce a` l’algorithme de Vi-
terbi, sont enfin ve´rifie´s a` l’aide d’un dictionnaire.
FIGURE 5 – Un exemple de graphe de reconnaissance obtenu.
3 Re´sultats expe´rimentaux
Nos expe´rimentations ont e´te´ re´alise´es sur un ensemble de 12
vide´os de journaux te´le´vise´s franc¸ais. Chacun dure en moyenne
30 minutes et contient environ 400 mots incruste´s, soit 2 200
caracte`res assez variables en tailles, couleurs, styles et fonds. 8
vide´os sont annote´es pour servir au test de la chaıˆne comple`te
de l’OCR et 4 sont employe´es pour ge´ne´rer une base de 15 168
images de caracte`res individuels parfaitement se´pare´s, utilise´e
pour entraıˆner le re´seau de neurones. 41 classes sont conside´-
re´es : les 26 lettres, les 10 chiffres, 4 caracte`res spe´ciaux (’.’,
’-’, ’(’, et ’)’) et l’espace entre mots.
Nous e´valuons tout d’abord notre approche neuronale par
ConvNets en reconnaissance de caracte`res et comparons ses
performances a` une classification par SVM (Se´parateurs a` Vaste
Marge). Dorai et al. [4] ayant teste´ les mode`les SVM sur des
caracte`res incruste´s dans les vide´os sur une base diffe´rente de
la noˆtre, nous avons eu recours a` la librairie LIBSVM [1] pour
imple´menter leur me´thode et la tester, dans plusieurs confi-
gurations (cf. tableau 1), sur notre base. De nombreuses ar-
chitectures de ConvNets ont e´te´ e´galement e´value´es (cf. ta-
bleau 2). Parmi celles-ci, ConvNet 2 obtient le meilleur taux de
reconnaissance : 98.04%. Les taux des autres architectures sont
e´galement bons mais infe´rieurs a` 90% a` cause d’un proble`me
de ge´ne´ralisation pour ConvNet 1 et de sur-apprentissage pour
ConvNet 3. Malgre´ ces limites, les taux de reconnaissance des
ConvNets restent bien supe´rieurs a` ceux des SVM ou` le meilleur
re´sultat est de 81.18%.
Nous testons ensuite, sur les 8 vide´os annote´es, l’influence
de l’inte´gration du mode`le de langue sur les performances du
syste`me complet. La figure 6 illustre certaines corrections ap-
porte´es, notamment la leve´e de la confusion de caracte`res et
TABLE 1 – Taux de reconnaissance des configurations de SVM
(C est le parame`tre de pe´nalite´, VS le vecteur support et TR le
taux de reconnaissance).
SVM Id C Nombre de VS TR de caracte`res
SVM 1 1 9215 75.46%
SVM 2 2 8544 81.18%
SVM 3 3 8091 80.65%
TABLE 2 – Taux de reconnaissance des architectures de Conv-
Nets : C1 et C2 (resp. N1 and N2) sont les nombres de cartes
de primitives (resp. neurones) des couches 2 et 3 (resp. 5 et 6).
ConvNets Id C1 C2 N1 N2 TR de caracte`res
ConvNets 1 10 15 60 40 87, 17%
ConvNets 2 12 25 80 50 98.04%
ConvNets 3 15 20 120 80 89, 96%
l’e´limination de sur-segmentations.
FIGURE 6 – Exemples de textes extraits et reconnus : (a) les
images extraites, (b) et (c) les textes reconnus avant et apre`s
l’inte´gration d’un mode`le de langue (trigrammes).
Le tableau 3 de´crit l’impact de la taille de l’historique du
mode`le n-grammes. Le faible contexte du mode`le bigrammes,
s’il permet une hausse des performances, semble insuffisant.
Le meilleur taux de reconnaissance de mots est obtenu par le
trigrammes, le quadrigrammes n’ame´liorant pas les re´sultats
tout en e´tant plus complexe. La diminution du taux de recon-
naissance de caracte`res entre les tableaux 2 et 3 (de 98.04%
a` 92.69%) peut se justifier par des erreurs de segmentation,
force´ment absentes dans l’expe´rimentation sur la base de ca-
racte`res, que le mode`le de langue n’a pu rectifier. La prise en
compte additionnelle du dictionnaire permet d’accroıˆtre encore
le taux de reconnaissance de caracte`res (94.95%) et de mots
(78.24%) de notre syste`me.
4 Conclusion
Dans cet article, nous avons pre´sente´ une chaıˆne comple`te
d’OCR spe´cialement conc¸ue pour de´tecter et reconnaıˆtre les
textes incruste´s dans des vide´os. Se basant sur une approche
neuronale, la me´thode de reconnaissance de caracte`res pro-
pose´e a permis d’obtenir de tre`s bons re´sultats (98%) et a con-
side´rablement de´passe´ les performances de me´thodes reposant
sur des mode`les SVM (81%). Nous avons aussi de´montre´ que
notre syste`me tire profit de l’ajout de connaissances linguis-
tiques (mode`le de langue et dictionnaire) prenant en compte le
contexte lexical. L’OCR vide´o propose´, e´value´ sur une base
de vide´os de journaux te´le´vise´s, atteint ainsi un taux de re-
connaissance de caracte`res tre`s e´leve´ d’environ 95% corres-
pondant a` un taux de reconnaissance de mots de 78%. Ces
re´sultats prometteurs permettent d’envisager l’inte´gration de
notre OCR dans un syste`me d’indexation de vide´os. Plus parti-
culie`rement, les textes reconnus serviront a` extraire des infor-
mations de haut niveau se´mantique participant a` l’indexation
des vide´os conjointement avec des informations issues d’autres
modalite´s.
TABLE 3 – E´valuation de l’influence du parame`tre n.
n-grammes TR de caracte`res TR de mots
Syste`me de re´fe´rence 88.14% 63.04%
Bigrammes 89.37% 65.45%
Trigrammes 92.69% 74.34%
Quadrigrammes 90.13% 68.78%
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