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in the Sobolev space H (Ω, ℝ N ). If A is strictly rank-one convex on ℝ Nn , that is when the Legendre-Hadamard condition α,β,i,j A αiβj η α a i η β a j ≥ c|η| |a| , η ∈ ℝ N , a ∈ ℝ n ,
holds for some c > (where | ⋅ | denotes the Euclidean norm on both ℝ N and ℝ n ), then it is textbook material that problem ( . ) has a unique weak solution which is a minimiser of ( . ) in the space H (Ω, ℝ N ), see e.g. [ , ] . Moreover, by standard regularity results it follows that the solution is actually strong, lies in the space (H ∩ H )(Ω, ℝ N ) and satisfies the system a.e. on Ω (e.g. [ ]). The primary advance in this paper is that we prove existence of solution to ( . ) without assuming the standard strict ellipticity condition ( . ), but instead only the degenerate ellipticity condition ( . ) and an extra constraint on the (non-trivial) nullspace of A which we explain later. Without ( . ) the functional ( . ) is convex but non-coercive and standard variational/PDE methods fail. This is not a technical weakness, since as we show by examples (Examples . -. ) the solution in this case does not exist as an element of any standard Sobolev space and may not exist not even in the sense of distributions unless a compatibility condition is satisfied. To the best of our knowledge, problem ( . ) has not been considered before without the assumption of strict rank-one convexity.
The idea of the proof is based on the vanishing viscosity approximation of ( . ) by the strictly elliptic systems 
and on the derivation of partial estimates along rank-one directions which are stable as ε → . By introducing an appropriate variant of the Distributional solutions adapted to the degeneracy of A, we prove the existence of solution in this sense. We note that the satisfaction of the boundary condition is also a serious issue under the low regularity of the solution since the solution fails in general to be in W , loc (Ω, ℝ N ) and there is no general trace operator for L loc (Ω, ℝ N ) mappings.
Before stating our existence result we need some preparation. Let A be a given tensor which satisfies ( . ) and will be fixed for the rest of the paper. The notation
will be used to denote the nullspace of A when A acts as a mapping
Evidently, {e i }, {e α } and {e α ⊗ e i } denote the Euclidean bases of ℝ n , ℝ N and ℝ Nn respectively. Let us define the vector spaces
The space Π is the orthogonal complement of the nullspace of A (namely, the range) and contains the "rank-one directions of strict ellipticity", that is
We will follow the convention that the same letters Π, Σ will denote the subspaces as well as the orthogonal projections on them. The meaning will be clear from the context, for example the projection map satisfies
Note also that we have Π ⊥ = { } if and only if A defines a strictly convex quadratic form, whence we also have Σ = ℝ N and Π = ℝ Nn in this case. Let now
be the space of "test maps" valued in the subspace Σ ⊆ ℝ N . We consider the space of Distributions "valued in Σ", namely the dual space of D(Ω, Σ)
We consider both spaces D , D ὔ as being equipped with their usual topologies (which we will not need, so we refer to [ ] for their definition).
Definition. We will say that the map u :
The following is our main result. 
In the above statement, "H n− " denotes the (n − )-Hausdor measure, " ⋅ " denotes the Euclidean inner product and "D a " is the standard directional derivative along a. We remark that f must be valued in the subspace Σ since this is a necessary compatibility condition arising from the degenerate nature of the PDE.
The following considerations show that the results and the assumptions of Theorem . are optimal.
Example . (Compatibility condition).
The compatibility condition in Theorem . which requires that f must be valued in Σ is necessary: the degenerate × system
has no solution whatsoever in any weak sense unless f ≡ .
Example . (Partial regularity).
In general, the solution we obtain in Theorem . cannot be a Sobolev function. Let Ω = ( ) ⊆ ℝ be the unit disc centred at the origin and choose a function f ∈ C (Ω) which is not weakly di erentiable with respect to x for any x . Then, the Dirichlet problem for the degenerate elliptic single equation
has the solution
In the above, h is the function
where g ∈ C (∂Ω) is the function which is given by
In view of our choice of f , the solution u is not in W , loc (Ω).
Remark . (Nonuniqueness on the subspace of "degeneracies"). If we do not require the generalised solution we obtain in Theorem . to satisfy Σ ⊥ u ≡ , then it may not be unique (unless A is strictly elliptic, in which case we have
which satisfies the boundary condition is also a solution. For instance,ũ
is also a solution of the same Dirichlet problem for any g.
The motivation to study problem ( . ) and the method of proof come from the very recent paper of the author [ ] and its companion paper [ ].
In [ ] we proposed a new duality-free theory of generalised solutions which applies to fully nonlinear PDE systems. This approach allows for nonlinearities of any order and with discontinuous coe cients whilst the only a priori regularity requirement of the solution is measurability. The standing idea of integration-by-parts which applies only to divergence systems is replaced by a probabilistic representation of derivatives which do not exist in the classical sense. Technically, this is done by utilising Young (parameterised) measures to describe the limiting behaviour of di erence quotients over the compactification of the "state space", that is the space wherein the derivatives are valued. Among other existence results in these papers, in [ ] we proved existence of a so-called "di use solution" to the problem
where F : Ω × ℝ Nn s → ℝ N is a Carathéodory mapping and ℝ Nn s is the Euclidean space wherein the hessians D u of smooth maps are valued. The result for ( . ) extends previous work of the author for ( . ) but on the realm of strictly elliptic systems and of strong solutions (see [ , , ] and [ ]). The crucial assumption for existence is a degenerate ellipticity condition which roughly requires F to be "close" to a linear degenerate system of the form we consider herein. This system has been solved in the "di use" sense in [ ] under assumptions stronger than those we consider herein, as a stepping stone in order to solve ( . ). The aim of this paper is to show that under the present weaker assumptions, the PDE system ( . ) has solutions in a certain distributional sense as well.
A particular di culty is the satisfaction of the boundary condition. In fact, the only reason that strict convexity of Ω is needed is for the satisfaction of the boundary condition. The strictness is meant in the sense that ∂Ω contains no non-trivial straight line segment. Although in general there is no trace operator because the solution may not be in any Sobolev space, yet it has "di erentiable rank-one projections". This means that the gradient Du does not exist as a whole, but only certain projections of it exist along rank one lines of ℝ Nn . Surprisingly, this su ces for a partial trace operator to exist.
The following condition which was introduced in [ ] provides a su cient condition about when the assumption of Theorem . that Π is spanned by rank-one directions is satisfied (see ( . )). Note that (SH) trivialises when either N = or n = since any symmetric non-negative matrix satisfies it. Although (SH) is quite restrictive, by its constructive nature is evident how to demonstrate non-trivial examples when n, N ≥ .
Structural Hypothesis (SH). The tensor A satisfies (SH) if it can be decomposed as

Proof of the main result
Proof of Theorem . . The proof is based on the approximation by the strictly elliptic systems ( . ) as ε → .
Step . To begin with, fix f ∈ L (Ω, Σ), ε > and consider the functional
placed in H (Ω, ℝ N ). Standard semicontinuity and regularity results (see e.g. [ , ] ) imply that problem ( . ) has a unique strong solution u ε ∈ (H ∩ H (Ω, ℝ N ) which also is a global minimiser of ( . ) over H (Ω, ℝ N ).
Step . Now we obtain estimates stable in ε. We begin with some algebraic consequences of our assumptions. By ( . ), ( . ) and the Spectral Theorem applied to the symmetric linear map A : ℝ Nn → ℝ Nn , we have that there exists ν > such that ΠAΠ = A = AΠ = ΠA ( . ) and α,i,β,j
In ( . ), | ⋅ | denotes the Euclidean norm on ℝ Nn , namely |Q| = ∑ α,i Q αi Q αi . The identities ( . ) say that A commutes with the projection map Π on its range. Inequality ( . ) is a consequence of the fact that the restriction A| Π on the range is invertible. Moreover, we have that
Observe that ( . ) says that the image of the linear map A : ℝ Nn → ℝ N is a subspace of Σ. This is a result of the degeneracy of A and can be seen as follows: every X ∈ ℝ Nn can be written as
Then, by ( . ) we have (if the components of the projection Π are denoted by Π αiβj and we use the symmetry of Π)
By the definition of Σ in ( . ), the above says that the vector η := ∑ α η α e α belongs to Σ and hence ( . ) follows. Now, since u ε is a minimiser, by ( . ) and by the compatibility condition which says that Σf = f (because f is valued in Σ ⊆ ℝ N ), we have
By ( . ) and by the symmetry of the projection map Σ, for any δ > small we deduce
Now we need a generalisation of the Poincaré inequality and of the trace operator. The rest of the proof follows similar lines to those of [ ], by we provide all the details for the convenience of the reader.
Claim . (Partial Poincaré inequality, cf. [ ]).
Let Ω, Π, Σ be as in Theorem . . Then, there exists a constant C = C(Ω, n, N) > depending only on the diameter of Ω and on the dimensions n, N such that, for any u ∈ H (Ω, ℝ N ), we have the estimate
We note that Claim . is actually true for any bounded open domain Ω.
Proof of Claim . . Fix vectors e ∈ ℝ N and η ∈ ℝ N , and let us denote by e ⊥ the hyperplane normal to e. For any y ∈ e ⊥ , we set (see Figure ) I y,e := t ∈ ℝ : y + te ∈ Ω , Ω e := y ∈ e ⊥ : there exists t ∈ ℝ such that y + te ∈ Ω .
We fix a function u ∈ C (Ω, ℝ N ) and some x = y + te ∈ Ω. Then, for the projection η ⋅ u along η we have
By integration with respect to t ∈ I y,e and y ∈ Ω e , Fubini's theorem implies
Since by assumption Π ⊆ ℝ Nn is spanned by rank-one directions of the form η ⊗ e, by the definition of Σ in ( . ) the desired estimate follows by considering a basis of Π consisting of rank-one matrices and by using a standard density argument in the Sobolev norm. Figure Finally , by using Claim . and ( . ), by choosing δ > small enough we have the uniform in ε estimate
for all ε > . By ( . ) and by weak compactness, there exist maps u ∈ L (Ω, Σ) and U ∈ L (Ω, Π) such that
along a sequence ε = ε k → as k → ∞.
Step . Now we prove existence of a solution to ( . ). Since, for any ε > , u ε is a strong solution of ( . ), we have 
By ( . ) we have that
and hence by using that Σϕ = ϕ and ( . ), ( . ) gives
By letting ε = ε k → , the convergences of ( . ) imply that the previously obtained limit map u ∈ L (Ω, Σ) is a distributional solution in D ὔ (Ω, Σ) of the system
Step . We now consider the problem of the satisfaction of the boundary condition. The next result shows that for strictly convex domains we have a partial trace operator under the assumptions of Theorem . .
Claim . (Trace operator, cf. [ ]).
Let Ω, Π, Σ be as in Theorem . . Then, there exists a closed
for all maps u ∈ H (Ω, ℝ N ). In addition, we have that
We note that Claim . is a minor extension of standard results (see e.e. [ , ] ).
Proof of Claim . . Suppose E ⊆ ∂Ω is the closed set defined in the statement of the claim. By the strict convexity of Ω, it can be seen that H n− (E) = . Let us fix a function u ∈ C (Ω, ℝ N ) and a unit rank-one matrix η ⊗ e ∈ Π ⊆ ℝ Nn . We cover ∂Ω \ E by a sequence of open cubes {Q j } ∞ whose sides are orientated parallel to {e, e ⊥ } (see Figure ) . For every cube Q j , we consider the sets
Let us fix a triplet (Q j , Ω j , Γ j ) and assume that e points towards the interior of Ω j (for otherwise we may replace it by −e). We may also restrict η ⋅ u, D(η ⋅ u) on Ω j and define
Figure
Then, standard estimates imply that for any x ∈ Γ j we have
Suppose now that F j ∈ W ,∞ (ℝ n ) is a Lipschitz function such that when restricted to Ω j , it satisfies the following: for each t ≥ , the level set {F j = t} coincides with the translate of a portion of the boundary ∂Ω + te. Such a function F j can be given by
and can be trivially extended to a Lipschitz function on ℝ n . Then, we integrate over x ∈ Γ j and apply the co-area formula (see e.g. [ ]) and Fubini's theorem:
By using the assumption that Π has a basis consisting of rank-one matrices η ⊗ e and Σ is spanned by the respective directions η ∈ ℝ N , the rest of the proof is an obvious application of a standard argument of partitions of unity.
An application of Claim . shows that the distributional solution u is H n− ∂Ω-measurable and u = H n− -a.e. on ∂Ω. In addition, it is H n− -measurable on the boundary of any strictly convex subdomain of Ω.
Step . We now show the uniqueness of the solution. Suppose the problem has two solutions u and v, and set w := u − v. Then, w ∈ L (Ω, Σ) is a solution in D ὔ (Ω, Σ) of Finally, by Claim . and by the compactness of the support of w ε we obtain Σw ε = on ℝ n . Since Σ ⊥ w ≡ , by letting ε → we get w ≡ and as such we infer that the solution of the problem is unique.
Step . In order to conclude it remains to show the weak di erentiability of the projection η ⋅ u along the a-direction of ℝ n when η ⊗ a ∈ Π. This is a consequence of the convergences in ( for any ϕ ∈ C ∞ c (Ω). As a consequence, we have that D a (η ⋅ u) = η ⊗ a : U and also that η ⊗ a : U is in L (Ω). The proof of the theorem is completed.
