A spanning generalized caterpillar is a spanning tree in which all vertices of degree more than two are on a path. In this note, we find a relation between the existence of spanning generalized caterpillar and the independence and connectivity number in a graph. We also point out to an error in a "theorem" in the paper "Spanning spiders and light-splitting switches", by L. Gargano et al. in Discrete Math. (2004), and find out a relation between another mentioned theorem and the existence of spanning generalized caterpillar.
As defined in [2] , a tree is called a generalized caterpillar if all vertices of degree more than two are on a path or equivalently a caterpillar in which hairs edges incident to the spine, are replaced by paths.
A motivation to define such a tree comes from the definition of spider , i.e. a star in which hairs are replaced by paths. Obviously a generalized caterpillar is also a generalization of spider.
In earlier results, it is shown that:
Theorem A. ( [3] ) The bandwidth problem is NP-complete for generalized caterpillars of hair length at most 3.
But we are interested in the conditions under which a graph has a spanning generalized caterpillar (or for simplicity an SGC). In order to find some sufficient conditions, we concentrated on the special case of spiders. In this way we looked at the paper [4] , where it is discussed about the different aspects of the existence of spanning spiders in a graph:
Theorem B. (Proposition 1 of [4] ) It is NP-complete to decide whether a given graph G admits a spanning spider.
So finding necessary and sufficient conditions for the existence of SGC in a graph does not seem to be an easy task! One of the results which was particularly interesting for us is the following:
where s(G) is the minimum number of branch vertices in a spanning tree in G.
But we found that the following wrong theorem was used to prove Theorem C which is:
) Vertices of any graph G can be covered by at most
We checked the reference [5] to which the authors have referred, and we could not find that used result in there. Indeed, we have a counterexample to "Theorem D":
. We have α(G) = 2κ(G) = 2m but we can not cover the vertices of G by at most two vertex disjoint paths P and Q.
Proof. If P = ∅, it means that G has a hamiltonian path which is obviously wrong. So P and Q are not empty. Since G is connected there is an edge e which is incident with a vertex in P and also a vertex in Q. Adding this edge leads to a spanning tree T which has all vertices of degree at most 2, except for at most two vertices of degree 3. G is bipartite, so the edges of T have exactly one vertex in the part with m vertices. But we have:
On the other hand, since T is a spanning tree we know that |E(T )| = |V (G)| − 1 = 3m − 1 which is greater than 2m + 4 for m > 5. So Theorem D is wrong.
In fact, we have:
Vertices of any graph G can be covered by at most
But what is the relation of Theorem C to the existence of SGC? At first glance, the relation between connectivity, independence and existence of certain kind of spanning trees might not be obvious. But there exist many theorems discussing about this relation [7] .
The following theorem answers the above question:
Proof. We use the following well-known lemma to prove it.
Lemma. ([1])
In any graph G, any set with κ(G) vertices can be covered by a cycle.
The proof of the lemma given above can be found in [1] , page 170. Now since there exists a spanning tree T with at most κ(G) vertices, we can add a cycle C to the edges of T so that in the new spanning subgraph T all vertices of degree more than 2 are on that cycle. Now delete one arbitrary edge from C, like e, and from each cycle in T delete one arbitrary edge which is not in C − e (as C − e is a path we can do this). At last, we obtain a spanning tree in which all vertices of degree more than 2 are on a path : C − e. So we have an SGC.
Now if we consider graphs for which
, then by Theorem C we have:
So as a corollary of Theorem 1, we can deduce that for all graphs with α(G) ≤
we have an SGC. Now we try to construct graphs which do not have SGC:
There exists a graph G having no spanning generalized caterpillar as in the following construction:
1. Consider an independent set of vertices S = {v 1 , . . . , v m }.
Consider m + 2 graphs
From each G i select m arbitrary vertices from the part with 2m + 1 vertices like {t i,1 , . . . , t i,m } and for each 1 ≤ i ≤ m + 2 add the edge t i,j v r for all 1 ≤ r, j ≤ m.
Proof. We have shown the cases m = 1 and m = 2 in Figure 1 . We show by contradiction that G does not have an SGC. Suppose that we have an SGC like T . Consider P , the set that contains all branch vertices. Let A i be the part with m vertices in G i and B i be the other part which has 2m + 1 vertices.
Proof of the claim 1 . If for some i we have G i ∩ P = ∅, by considering the definition of GC, it means that all vertices of G i are covered by, let us say, n vertex disjoint paths. And also, each of these paths has at least one of its ends, in the set of vertices {t i,1 , . . . , t i,m }, because these are the only vertices which are connected to the vertices outside of G i . Hence we get n ≤ m. If we denote the paths by {P 1 , . . . , P n }, then obviously as the graph G i is bipartite we have
So we obtain:
which is a contradiction with n ≤ m. Therefore for each i,
Define Q to be the shortest path in T that contains all branch vertices. Now we claim the following and the contradiction is immediate:
Claim 2. We have more than 2m edges which are in Q and also are incident to a vertex in S.
Proof of the claim 2 . In the last claim we proved that for each i, 1 ≤ i ≤ m + 2 we have G i ∩ Q = ∅ . Obviously G i ∩ Q is a set of vertex disjoint paths. Take one of them like L. Now we look at the ends of L, namely x and y. There exist three cases:
(i) x or y (and not both) is at the end of Q.
(ii) both of x, y are vertices of degree 2 in Q.
(iii) x, y are the ends of Q.
In the case (i), if y is at the end of Q then since x has degree 2 in Q, one of two edges is in E(G i ) and the other is an edge between G i and S. On the other hand as Q has two ends, this case can happen for at most two G i 's.
In the case (ii), both of the vertices have the same condition of x in the last case. So there are two edges between G i and S which are in Q.
As for the case (iii), it can not happen, because Q is connected and has vertices in at least two different G i 's. So there must exist an edge in Q but not in L and incident to one of the vertices of L so that L can be connected to other parts of Q in other G i 's.
Hence by considering the fact that (i) happens at most two times there exist at least:
edges between each G i and S which are in Q.
But |S| = m and each vertex in Q has degree at most 2. As 2m+2 |S| > 2, there is a vertex v ∈ S ∩ Q which has degree at least 3 in Q. Thus G does not have any SGC.
It is easy to see that α(G) = (2m + 1)(m + 2) and κ(G) = m. Hence, we have proved that if α(G) ≥ (2κ(G) + 1)(κ(G) + 2), then we may not have SGC. We don't know whether Theorem C is true or wrong but if we can construct 'better' graphs which have no SGC, i.e. a graph for which the ratio
is less than
, then we may be able to find a counterexample for s(G) ≤ 2
At last, we provide a bound for α(G) in terms of κ(G) which guarantees the existence of SGC: By using Theorem F for the case n = κ(G) and Theorem 1 we have an SGC. Since before adding the cycle C mentioned in Theorem 1, the degree of each vertex was at most 3, we get an SGC with maximum degree at most 5.
