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We study the properties of the minimizers of a singularly perturbed non-convex functional
with a penalization term Fε,μ(v,u; I) = 12 ε2
∫
I v
2
xx dx + 12
∫
I W (vx)dx + μ2ε2
∫
I (v − u)2 dx,
where I = (0,1), 0 < ε  1 and μ > 0 are parameters, u is a given function and
W (p) = (p2 − 1)2. We analyze the phenomenon of microstructure formation and show
the dependence on μ and u.
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1. Introduction
Many problems of great scientiﬁc interest such as image processing, phase transitions, crystal growth and nonlinear
elasticity, present different length scales. The structures on a scale between the atomic and the macroscopic are called mi-
crostructures, the study of their formation can be faced by the methods of calculus of variation. This is based on the idea
that their presence is due to an optimization of some physically relevant quantity. Microstructure can be analyzed attempt-
ing to minimize non-convex functionals. An important example, in the context of elasticity theory, consists of minimizing
the functional
I(v) =
∫
I
W (vx)dx, (1)
where I = (0,1) and W (p) = (p2 − 1)2 is the so-called double-well potential. Any sawtooth function with slope ±1 min-
imizes (1), i.e. there does not exist an exact optimum, moreover it is impossible to predict the length scale and the ﬁne
properties of minimizers. If one is interested in the physically relevant minimizers, minimizing the functional does not give
information on the geometrical arrangements of the two phases ±1. The idea due to Van der Waals and then reintroduced
by Cahn and Hilliard (see [3]) is to add a term that penalizes sharp transitions between the two phases in order to obtain
information about the transition layers. They consider the functional
Iε(v) = 1
2
ε2
∫
I
v2xx dx+
∫
I
W (vx)dx, (2)
where ε > 0 is a small parameter. By a simple scaling argument it easy to expect that the transition layers are of order
ε and this can be made rigorous applying a Γ -convergence argument. It results that the Γ -limit of the functional 1ε Iε is
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[2] for the study of the L2-gradient systems dynamics associated to (2)). In [8] and [1] a generalization of the functional (2)
was proposed:
Iaε(v) =
1
2
ε2
∫
I
v2xx dx+
∫
I
W (vx)dx+ a
∫
I
v2 dx, (3)
where a is a strictly positive constant. The competition between the ﬁrst and third term lead to the formation of a new
two-scale structure for the ﬁrst derivative of minimizers: the transition layers of order ε are spaced with period of order ε
1
3 .
Rigorous results, with a Young measure approach, were proved in [1] even in the case where a is replaced by an L∞ and
strictly positive a.e. function. In this paper we consider a modiﬁcation of (3):
Fε,μ(v,u; I) := 1
2
ε2
∫
I
v2xx dx+
1
2
∫
I
W (vx)dx+ μ
2ε2
∫
I
(v − u)2 dx, (4)
where μ is a strictly positive parameter and u is a given function. From classical results, using direct methods of calculus of
variation, if u ∈ L2(I) then there exists a minimum of (4) of class H2(I) and by the classical regularity theory if u ∈ C∞(I)
then the minimizers of (4) are of class C∞( I¯) (see [5]). It is obvious to expect that, depending on the choice of u and μ,
as ε → 0, the minimizers converge to u in L2(I) while the ﬁrst derivative takes values closer and closer to ±1. The hard
competition between these two terms, as ε goes to zero, lead to presence of microstructure. By elementary considerations
on the form of the functional we expect that:
A. the minimizers, remaining in an ε neighborhood (in L2 norm) of u, should present a high number of oscillations of the
ﬁrst derivative depending on the choice of u and μ;
B. due to factor ε−2 in the third term of (4) the length scale of microstructure should be smaller than that of the mini-
mizers of (2) and (3);
C. the microstructure is expected to appear locally where |ux|  1, if |ux| > 1 we expect a different behavior because a
function with derivative larger than 1 cannot be approximated by sawtooth functions with derivative ±1;
D. the length scale of microstructure depends on ux , it approaches +∞ (lack of microstructure) as |ux| → 1, in fact the
competition between the ﬁrst and the third term of the functional (4) gets harder as |ux| → 0.
The aim of the present work is to prove in a rigorous way the conjectures discussed above. In Section 2 we present the main
results after giving our rigorous deﬁnition of microstructure. The results are summarized in three theorems concerning the
role of the parameter μ and of the given function u in determining microstructure properties. Moreover we give another
deﬁnition of microstructure that involves the number of the change of sign of the second derivative of the minimizers and
we give a rigorous result depending on the parameter μ. Section 3 contains useful a priori inequalities and energy estimates
for the minimizers while Section 4 contains the proofs of the main theorems. Finally, in Section 5 we give technical results.
2. Main deﬁnitions and results
In order to prove rigorously the above conjectures, about the minimizers vε,μ of the functional (4), we introduce several
deﬁnitions. Since the minimizers of (4) are expected to satisfy such an inequality ‖vε,μ −u‖L2(I)  cε we focus our attention
on the L2 norm of the ﬁrst derivative of minimizers. We say that the minimizers vε,μ present microstructure in J ⊂ I if
the number of oscillations in J of vε,μx around ux is increasing as ε → 0 and the norm ‖vε,μx − ux‖L2( J ) remains positive
(as ε → 0). If, on the contrary, the action of the third term of (4) is too strong such that ‖vε,μx − ux‖L2 J → 0 as ε → 0 then
we say that the minimizers do not present microstructure. In order to investigate the dependence on u of microstructure
properties, we distinguish two cases (see Fig. 1).
Deﬁnition 1. In the ﬁrst case the derivative of u takes its values on the set where the potential W is not convex:
ΣL(u) :=
{
x ∈ I: ux(x) ∈
(
−
√
3
3
,
√
3
3
)}
, (5)
while in the second case it takes values in the set where the convex envelope W ∗∗ of W is smaller than W (where W ∗∗ ≡ 0
in [−1,1] and W ∗∗ = W otherwise):
ΣG(u) :=
{
x ∈ I: ux(x) ∈ (−1,1)
}
. (6)
The reason of this deﬁnition is due to the fact that it is easy to expect that the non-convexity of W plays an impor-
tant role in the whole process. We consider suﬃcient conditions depending on μ for the minimizers to present or not
microstructure (Theorems 1 and 2). In Theorem 3 we investigate much deeply the dependence on ux and we consider the
372 R. Colucci / J. Math. Anal. Appl. 388 (2012) 370–385Fig. 1. The sets ΣL(u) and Σ = G(u) for u = 1− x2.
case in which there are regions in which the minimizers present microstructure and regions in which they do not. Before
stating the main theorems we give our deﬁnition of minimizers with microstructure.
Deﬁnition 2. We say that the minimizers vε,μ of (4) do not present microstructure in J ⊂ I if
vε,μ → u, in W 1,2( J ).
Deﬁnition 3. We say that the minimizers vε,μ of (4) present microstructure in J ⊂ I if there exists a positive constant C
such that∥∥vε,μ − u∥∥W 1,2( J ) > C, for 0 < ε  1,
and the number of oscillations of vε,μx in J goes to ∞ as ε → 0.
Theorem 1. Let u ∈ H2(I): ΣG(u) = ∅. For all x0 ∈ ΣG(u) there exists a positive number μ∗(ux(x0)) independent of ε such that for
all μ > μ∗(ux(x0)) the minimizers do not present microstructure in a neighborhood Bx0 = (x0 − r, x0 + r) of x0 . Moreover
lim
r→0μ
∗(ux(x0))= [1− ux(x0)2]2. (7)
Theorem 2. Let u ∈ H2(I): ΣL(u) = ∅. For all x0 ∈ ΣL(u) there exists a positive number μ∗(ux(x0)) independent of ε such that for
all 0 < μ < μ∗(ux(x0)) the minimizers present microstructure in a neighborhood Bx0 = (x0 − r, x0 + r) of x0 . Moreover the length
scale of microstructure is of order O (εk) with k 1 and
lim
r→0μ∗
(
ux(x0)
)= [1− 3ux(x0)2]2. (8)
These results are in accordance with the above conjectures. In particular they underline the dependence on μ and ux of
the presence of microstructure (see conjecture A). Theorem 1 gives an estimate of the wave length of microstructure that
is compatible with conjecture B while Theorem 3 is a result toward what conjectures C, D state. The following theorem
distinguishes locally the structures of minimizers in dependence on ux . For this purpose we need that the given function u
presents a large variety of values of its ﬁrst derivative that is the reason way we require that ux presents both low (values
in ΣL(u)) and high (we suppose (q,1) ⊂ ux(I)) values.
Theorem 3. Let u ∈ H2(I): ΣL(u) = ∅ and such that:
∃q ∈
(
0,
√
3
3
)
: (q,1) ⊂ ux(I)
(
or (−1,−q) ⊂ ux(I) equivalently
)
. (9)
For all x1 ∈ ΣL(u) there exist a point x2 ∈ ΣG(u) \ ΣL(u) and two positive numbers μ1 = μ1(ux(x1)) and μ2 = μ2(ux(x1),ux(x2))
such that:
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2. for all μ ∈ (μ2,μ1) there exist neighborhoods Bx1 and Bx2 , respectively of x1 and x2: the minimizers present microstructure in
Bx1 and do not in Bx2 ;
3. for all μ < μ1 the minimizers present microstructure in I .
We consider another deﬁnition of microstructure, that involves the second derivative of the minimizers. We describe a
microstructure by the number of change of sign of wε,μxx := vε,μxx − uxx as ε → 0.
Deﬁnition 4. Let f : (a,b) ⊂ I → R be a continuous function, and let I be the set of all ﬁnite partitions {xi}N+1i=0 of (a,b),
x0 := a < x1 < · · · < xN < xN+1 := b such that, for any i ∈ {0, . . . ,N}, either f  0 in (xi, xi+1) or f  0 in (xi, xi+1). We
deﬁne
N ( f ; (a,b)) := inf
I
#{xi}, (10)
N ε,μ((a,b)) := infN (wε,μxx ; (a,b)), (11)
where the inf is taken on all the minimizers vε,μ = u + wε,μ of the functional Fε,μ(·,u; I). We say that the minimizers
vε,μ oscillate around u in (a,b) if
lim
ε→0+
N ε,μ((a,b))= +∞.
From Theorem 4 below we are able to ﬁnd values of the parameter μ for which the minimizer vε,μ oscillates around u,
moreover, locally and in the limit ε → 0, we give the expression of the critical value of μ (see (13) below).
Theorem 4. Let u ∈ H2(I): ΣL(u) = ∅. Then for all x¯ ∈ ΣL(u) there exists μ¯(x¯) > 0 such that for all μ ∈ (0, μ¯(x¯)) we have
lim
ε→0+
N ε,μ(Bx¯) = +∞, with Bx¯ := (x¯− r, x¯+ r), (12)
lim
r→0 μ¯ Jδ =
1
16
W ′′
(
ux(x¯)
)2
. (13)
3. Energy estimates
We start the section with some a priori estimates for the minimizers of (4).
Proposition 1. Let vε,μ = u + wε,μ be a minimizer of (4) then
∥∥wε,μ∥∥ (2E
μ
) 1
2
ε,
∥∥wε,μx ∥∥ c2, ∥∥wε,μxx ∥∥ c1ε−1, (14)∥∥wε,μ∥∥L∞(I)  c3ε1/2, (15)
where ci = ci(|I|,u,μ) > 0, i = 1, . . . ,3, are constants and ‖(·)‖ = ‖(·)‖L2(I) .
Proof. Let E = Fε,μ(u,u; I) be the energy of u, then directly by (4) we get ‖wε,μ‖ ( 2Eμ )
1
2 ε and ‖wε,μxx ‖ ‖uxx‖+‖vε,μxx ‖
c1ε−1. Using an interpolating equation [4, p. 233] we get∥∥wε,μx ∥∥2  C∥∥wε,μ∥∥H2(I)∥∥wε,μ∥∥= C(∥∥wε,μ∥∥2 + ∥∥wε,μx ∥∥∥∥wε,μ∥∥+ ∥∥wε,μxx ∥∥∥∥wε,μ∥∥)
 C
∥∥wε,μ∥∥2 + C
2
(
C
∥∥wε,μ∥∥2 + 1
C
∥∥wε,μx ∥∥2)+ C∥∥wε,μ∥∥∥∥wε,μxx ∥∥
and using the previous estimate we get ‖wε,μx ‖ c2. We conclude the proof using an interpolating equation [4, p. 312], we
have ∥∥wε,μ∥∥2L∞(I)  C˜∥∥wε,μ∥∥∥∥wε,μ∥∥H1(I) = C˜(∥∥wε,μ∥∥2 + ∥∥wε,μ∥∥∥∥wε,μx ∥∥) c23ε. 
We prove an important inequality for the local estimate of energy of minimizers on which are based the proofs of
Theorems 2–4. We start (Proposition 2) with the case ux ≡ p, we estimate locally the gain Fε,μ(u) − Fε,μ(vε,μ) of energy
of the minimizers by estimating the term
∫
J [W (ux) − W (ux + wε,μx )]dx. Then we generalize this results for any ux in
Theorem 5.
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Proposition 2. Let ux = p ∈ (−1,1) for all x ∈ J ⊂ I . Then there exists a number ρp = 11−p2 > 0 such that
1
2
∫
J
[
W (p) − W (p + hx)
]
dx 1
ρp
∫
J
h2x dx, (16)
for all h ∈ Ap,E where
Ap,E :=
{
h ∈ H1( J ): h|∂ J=0, 1
2
∫
J
[
W (p) − W (p + hx)
]
dx = E
}
.
Proof. The strategy of the proof consists in ﬁnding a lower bound of the term infAp,E
∫
J h
2
x dx, proving that it is positive and
that can be expressed in terms of E; that is ρp E 
∫
J h
2
x dx. To simply the proof we will show that the inf problem can be
restricted to a subset of Ap,E . The main ingredient is the monotone increasing rearrangement theory [6], we note that any
rearrangement that effects h but not hx , leaves
∫
J h
2
x dx and E unchanged. Moreover we show that we can associate to each
x ∈ J two slopes, p1(x) and p2(x), and express
∫
J h
2
x dx and E in terms of them. Then it will be possible to express the inf
problem as the inf of a function depending on two variables p1, p2 in a subset of R2.
By a well-known result (see [6]) on rearrangement theory it is possible to restrict the inf problem to the set of convex
functions Acp,E ⊂ Ap,E . Let v := u + h, h ∈ infAcp,E , and suppose that there exists a unique x¯ ∈ J : vx = p, if on the contrary
vx = p on a segment we can rearrange the function v (Fig. 2) obtaining a new convex function that satisﬁes the hypothesis.
We consider lines r′(z) with slope p through the points z ∈ [−px¯ + v(x¯),0] and let ξ˜ (z) and 1 − η˜(z) the abscissas of
intersections of r′(z) with the graph of v (Fig. 3). Then in this manner we can associate to z a point x := ξ˜ (z) + η˜(z) ∈ J .
The idea is to invert these functions deﬁning z = z(x), ξ(x) = ξ˜ (z(x)) and η(x) = η˜(z(x)) and this works since ξ˜ , η˜ are
strictly decreasing. Moreover it is easy to check from the deﬁnition that ξ˜ (z) and η˜(x) are Lipschitz and then differentiable
a.e., with derivatives
∂ξ˜
∂z
= ξ˜ ′ = 1
vx(ξ˜ ) − p
,
∂η˜
∂z
= η˜′ = 1
p − vx(1− η˜) .
The inverse functions share the same properties, in particular they satisfy
x = ξ(x) + η(x), v(ξ(x))= pξ(x) + z(x),
v
(
1− η(x))= p(1− η(x))+ z(x). (17)
ξ ′(x) = z
′(x)
vx(ξ(x)) − p , η
′(x) = − z
′(x)
vx(1− η(x)) − p , a.e.,
1= ξ ′(x) + η(x)′, a.e., (18)
from which
z′(x) = (vx(ξ(x))− vx(1− η(x)))ξ ′(x)η′(x), a.e.
ξ ′(x) = vx(1− η) − p , η′(x) = vx(ξ(x)) − p , a.e. (19)vx(1− η) − vx(ξ) vx(ξ(x)) − vx(1− η(x))
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We note that by construction vx(ξ(x)) < p < vx(1 − η(x)), ∀x and then to each x ∈ J we associate two slopes p1(x) :=
vx(ξ(x)) and p2(x) := vx(1− η(x)). Notice that for any continuous function f we have:∫
J
f
(
vx(x)
)
dx =
ξ(β)∫
ξ(α)
f
(
vx(x)
)
dx+
1−η(β)∫
1−η(α)
f
(
vx(x)
)
dx, (20)
and operating the changes of variable x = ξ(τ ) and x = 1 − η(τ ) respectively in the second and third integral of (20) and
using (17)–(19), we obtain∫
J
[
f
(
vx
(
ξ(τ )
))
ξ ′(τ ) + f (vx(1− η(τ )))η′(τ )]dτ
=
∫
J
[
f
(
vkx
(
ξ(τ )
)) vx(1− η) − p
vx(1− η) − vx(ξ) + f
(
vkx
(
1− η(τ ))) vx(ξ) − p
vx(ξ) − vx(1− η)
]
dτ . (21)
Then, putting in (21) f = x2 and then f = W , we can rewrite the inf problem in terms of p1(x) and p2(x):
inf
h∈Acp,E
∫
J
ω(x)dx, with E =
∫
J
E(x)dx,
where ω(x) := (p2(x) − p)(p − p1(x)) and E(x) := W (p) − p2(x)−pp2(x)−p1(x)W (p1(x)) −
p−p1(x)
p2(x)−p1(x)W (p2(x)). We restrict the inf
problem to the set A+ ⊂ Acp,E of functions h such that the associated functions E(x) are positive. We consider the parts
of the graph of h that generate E(x) < 0 and substitute them by segments of slope p (Fig. 4), we rearrange the function
in order to obtain a new convex function h˜ that by construction satisﬁes
∫
J h˜
2
x dx
∫
J h
2
x dx and
∫
J E˜(x)dx E . In order to
obtain again equality for the constraint we operate a further transformation: we substitute parts of the graph of h˜, that
generate E(x) > 0, with straight lines. Then we rearrange it obtaining a new convex function hˆ such that ∫ J hˆ2x dx ∫ J h˜2x dx
and ﬁnally
∫
J Eˆ(x)dx = E . This simpliﬁcation lets us to obtain the inequality (16), in fact as a consequence of the positivity
of E it is possible to deﬁne a measure that is absolutely continuous with respect to the Lebesgue measure letting us to
operate the following change of variable:
1
2
∫
J
h2x dx =
∫
J
ωdx =
E∫
0
ω
E dE˜, dE˜ = E dx, (22)
from which we obtain (16)
ρp E 
1
2
∫
J
h2x dx, h ∈ A+, (23)
ρp := inf
(p1,p2)∈Kp
ω
E = inf(p1,p2)∈Kp
(p − p1)(p2 − p)
1{W (p) − p2−p W (p1) − p−p1 W (p2)}  0, (24)2 p2−p1 p2−p1
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Kp =
{
(p1, p2): p1 < p < p2,
[
W (p) − p2 − p
p2 − p1 W (p1) −
p − p1
p2 − p1 W (p2)
]
> 0
}
. (25)
Then, by the above discussion, we have replaced the inf problem on Ap,E by a problem of ﬁnding the inf of a function
deﬁned on a subset of R2. The set Kp consist of p1 < p < p2 such that the lines trough (p1,W (p1)) and (p2,W (p2))
in p take values in the interval (0,W (p)). We ﬁx the value of E ∈ (0,W (p)), among all (p1, p2) ∈ KP that reach this
value we chose the ones who minimize ω. By simply using Lagrange multipliers we obtain three equations: E = c = 0 and
∂
∂pk
ω = λ ∂
∂pk
E , with k = 1,2. From the last two we have W (p2)−W (p1)p2−p1 =
W ′(p1)+W ′(p2)
2 , we note that if p1 = 0 then p2 = 0,
while otherwise we solve the equation with respect to p1p2 = q obtaining the equation q3 − q2 − q+ 1= 0 with the solutions
q = ±1 that this p1 = ±p2. The solution q = 1 does not satisfy the ﬁrst equation E = c, since this case corresponds to
p1, p2 → p for which E → 0. Thus, using p2 = −p1 we write, independently of the value of E :
ω
E =
2(p22 − p2)
W (p) − W (p2) ,
and ddp2
ω
E  0 and is zero iff W ′(p2) = 2p2p+p2 [
W (p2)−W (p)
p2−p ] and this is true iff p2 = ±p. Since p2 = −p is not admissible we
conclude that
inf
(p1,p2)∈K˜ p
ω
E = limp2→p
2
(
p22 − p2
)
W (p) − W (p2) = −
4p
W ′(p)
= 1
1− p2
and this completes the proof. 
The next theorem generalizes the previous proposition in the case in which ux is not constant.
Theorem 5. Let u ∈ C2(I), I˜ ⊂ I and h ∈ H2( I˜), then for all β > 0 there exist positive numbers ρux , c¯ = c¯(u,W (·)) > 0 such that
1
2
∫
I˜
[
W (ux) − W (ux + hx)
]
dx 1
ρux
∫
I˜
h2x dx+ c¯
(
εβ‖uxx‖L∞( I˜) + ε−β‖h‖L∞( I˜)
)
.
Proof. We generalize Proposition 2 in the case in which ux = p by approximating u with a peace linear function u˜ and
estimating the error in considering u˜ instead of u. We divide I˜ in subintervals J = (a,b): | J | = a¯εβ , with β > 0 and let
u˜(x) = p(x− a) + u(a), x ∈ J , p := u(b) − u(a)| J | .
Then to each h ∈ H1( J ) with h(a) := η1, h(b) := η2, we associate a function h˜ ∈ A˜, that satisﬁes hypothesis of Proposition 2
and such that
h(x) = h˜(x) + η2 − η1| J | (x− a), ∀x ∈ J ,
A˜ =
{
h˜ ∈ H1( J ): h˜(a) = h˜(b) = η1, 1
2
∫
J
[
W (p) − W (p + h˜x)
]
dx = E
}
,
1
2
∫
J
[
W (p) − W (p + h˜x)
]
dx 1
ρp
∫
J
h˜2x dx, ∀h˜ ∈ A˜. (26)
Then we have∫
J
h2x dx =
∫
J
h˜2x dx+
(η2 − η1)2
| J | 
1
2
ρp
∫
J
[
W (p) − W (p + h˜x)
]
dx. (27)
We compare the last term of (27) with
∫
J [W (ux) − W (ux + hx)]dx to obtain the thesis. From Lagrange Theorem and
regularity of u for all x ∈ J we get
W
(
ux(x)
)− W (p) = W ′(p + s˜(x))(ux(x) − p)= W ′(p + s˜(x))uxx(x˜)(x− x¯),
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J
∣∣W (ux) − W (p)∣∣dx < c3‖uxx‖L∞( J )| J |2, c3 :=max
J
{
W ′
(
p + s˜(x))}.
By the same argument and by deﬁnition of h˜ we obtain∫
J
[
W (p + h˜x) − W (ux + hx)
]
dx =
∫
J
W ′
(
p + h˜x + s¯(x)
)[
uxx(x˜)(x− x¯) + η2 − η1| J |
]
dx,
with 0 < |s¯(x)| < |ux(x)− p+ η2−η1| J | |, we note that |s¯(x)| < (‖uxx‖L2( J ) +‖hx‖L2( J ))| J | < c′ from the following inequality with
v = hx [4, p. 234]:
‖v‖L∞( J ) < c′′‖v‖1/2L2( J )‖v‖
1/2
H1( J )
. (28)
Putting c4 :=max J {W ′(p + h˜x + s¯(x))} and from |η1|, |η2| < ‖h‖L∞( J ) we get∫
J
∣∣W (p + h˜x) − W (ux + hx)∣∣dx < c4| J |(‖uxx‖L∞( J )| J | + |η2| + |η1|| J |
)
< C
(‖uxx‖L∞( J )| J |2 + ‖h‖L∞( J )).
Putting all together we obtain an estimate for the difference
∫
J [W (ux) − W (ux + hx)]dx −
∫
J [W (p) − W (p + h˜x)]dx, that
gives:
1
ρp
∫
J
h2x dx+ c˜
(| J |2‖uxx‖L∞( J ) + ‖h‖L∞( J )) ∫
J
[
W (ux) − W (ux + hx)
]
dx. (29)
To conclude the proof it is suﬃcient to sum Eq. (29) for all subinterval J of I˜ and set 1ρux
=max J⊂ I˜ 1ρp . 
Remark 1. Since 1ρp = (1 − p2), if I˜ = (x0 − δ, x0 + δ) ⊂ I we have that 1ρux = (1 − p¯2) where p¯ = ux(x1) with x1 ∈ (x0 −
δ, x0 + δ) and 1ρux → (1− ux(x0)2) as δ → 0.
4. Proof of theorems
For the proof of Theorems 1 and 2 we study the behavior of the norm ‖vε,μ −u‖W 1,2(I) as ε → 0 to say if the minimizers
present or not microstructure (see Deﬁnitions 2 and 3). From the third term of (4) we have that ‖vε,μ − u‖ converges to
zero as ε → 0, then it remains to control the behavior of ‖vε,μx − ux‖ = ‖wε,μx ‖.
Proof of Theorem 1. Let x0 ∈ I and Bx0 ⊂ I a neighborhood of it. In order to prove the lack of microstructure in Bx0 we ﬁrst
ﬁnd a bound of ‖wε,μ‖ by an energy estimate, then we estimate ‖wε,μx ‖ by an interpolating inequality. From Theorem 5
(with β = 1/4), (15) and an interpolating inequality:
1
2
∫
Bx0
[
W (ux) − W
(
vε,μx
)]
dx ε
2
2
∫
Bx0
(
wε,μxx
)2
dx+ 1
2ε2ρ2ux
∫
Bx0
(
wε,μ
)2
dx+ c˜ε1/4,
from which we obtain the following energy estimate in Bx0
Fε,μ
(
vε,μ,u, Bx0
)− Fε,μ(u,u; Bx0) 12ε2
(
μ − 1
ρ2ux
) ∫
Bx0
(
wε,μ
)2
dx− c˜ε1/4 + ε2
∫
Bx0
uxxw
ε,μ
xx dx, (30)
while from Lemma 3 we get the upper bound Fε,μ(vε,μ,u; Bx0 ) − Fε,μ(u,u; Bx0 ) < cε. Then putting together the previous
inequalities we obtain
1
2ε2
(
μ − 1
ρ2ux
) ∫
Bx0
(
wε,μ
)2
dx < c′ε1/4 + ε2
∣∣∣∣ ∫
Bx0
uxxw
ε,μ
xx dx
∣∣∣∣< c˜ε1/4,
and from Proposition 1 we conclude
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μ − 1
ρ2ux
) ∫
Bx0
(
wε,μ
)2
dx < c′′ε9/4.
Then we obtain an estimate of ‖wε,μ‖Bx0 for an appropriate choice of μ:∥∥wε,μ∥∥L2(Bx0 ) < C˜ε 98 , ∀μ > μ∗(x0) := 1(ρux)2 , (31)
and from Remark 1 we have a precise expression of the critical value of μ:
μ∗(x0) =
(
1− ux(x1)2
)2
, where x1 ∈ Bx0 .
From (31), ‖w‖H2(Bx0 )  c˜‖wxx‖L2(Bx0 ) and interpolation we obtain∥∥wε,μx ∥∥L2(Bx0 ) < Cˆε 14 , ∀μ > μ∗(x0). (32)
This ends the proof since for all μ > μ∗(x0) we have that ‖vε,μ − u‖W 1,2(Bx0 ) → 0 as ε → 0, that is, the minimizers do not
present microstructure in Bx0 . 
Proof of Theorem 2. Let x0 ∈ ΣL(u) and Bx0 = (x0 − r, x0 + r) ⊂ ΣL(u). We consider the set Aδ(Bx0 ) = {x ∈ Bx0 : |wε,μx | > δ}
with δ > 0. In order to prove the presence of microstructure in Bx0 , according to Deﬁnition 3, we ﬁrst prove (Part 1) that
the set Aδ(Bx0 ) has full measure, then (Part 2) that the number of its connected components Nδ → ∞ as ε → 0 and give
an estimate of their order of magnitude.
Part 1. We suppose by contradiction that for all δ > 0 there exist sequences εk , Ck → 0 such that limεk→0 Ck = 0 and
|Aδ(Bx0 )| < Ck for all εk . Without loss of generality, thanks to Lemma 1, we suppose that the hypothesis of Lemma 2 with
q = 0 is satisﬁed in ∂Bx0 . Under this hypothesis we construct a function v¯ that contradicts the minimality of vε,μ . We
consider the oscillatory function w of Lemma 4 with α = 0 and deﬁne
v¯ :=
{
vε,μ, I \ Bx0 ,
u + w, (x0 − r + ε, x0 + r − ε).
We extend v¯ in a C1-way on (x0 − r, x0 − r + ε) ∪ (x0 + r − ε, x0 + r) by the argument of the proof of Lemma 2, moreover
the energy estimate of Lemma 2 holds with q = 0. Then (see Lemma 4):
Fε,μ(u + w,u; Bx0) − Fε,μ(u,u; Bx0) <
1
4
K 2|Bx0 |
(
μ − μ∗(x0)
)+ (c1K + C˜)ε,
with μ∗(x0) = 116 minBx0 |W ′′(ux + s)|2, while the energy of the minimizer:
Fε,μ(u,u; Bx0) − Fε,μ
(
vε,μ,u; Bx0
)
< ε2
‖uxx‖2L2(Bx0 )
2
+ 1
2
∫
Bx0\Aδ(Bx0 )
[
W (ux) − W
(
vε,μx
)]
dx+ 1
2
∫
Aδ(Bx0 )
[
W (ux) − W
(
vε,μx
)]
dx.
We estimate the energy using the Lagrange Theorem, ∀x ∈ Bx0 ∃s(x):
W
(
vε,μx
)− W (ux) = W ′(ux + s(x))wε,μx with 0 < ∣∣s(x)∣∣< ∣∣vε,μx ∣∣.
Then by the deﬁnition of Aδ(Bx0 ) we have
Fε,μ(u,u; Bx0) − Fε,μ
(
vε,μ,u; Bx0
)
<
ε2
2
‖uxx‖2L2(Bx0 ) +
c2
2
|Bx0 |δ +
c3
2
∣∣Aδ(Bx0)∣∣,
where c2 :=maxBx0 W ′(ux(x) + s(x)) and c3 =maxBx0 W (ux(x)). Then
Fε,μ(v¯,u; Bx0) − Fε,μ
(
vε,μ,u; Bx0
)
<
1
2
c2|Bx0 |δ +
1
2
c3
∣∣Aδ(Bx0)∣∣+ K 24 |Bx0 |(μ − μ∗(x0))+
(
c1K + C˜ +
‖uxx‖2L2(Bx0 )
2
)
ε.
Then for all μ ∈ (0,μ∗(x0)) there exists δ ∈ (0, K 22c2 μ∗(x0)) such that for 0 < ε  1, we have a contradiction to the mini-
mality of vε,μ . Then there exists μ∗(x0) > 0 such that for all μ ∈ (0,μ∗(x0)) there exist δ > 0 and C = C(δ) > 0 such that
|Aδ(Bx0 )| > C for 0 < ε  1. Moreover by the deﬁnition of μ∗(x0) we have that limr→0 μ∗(x0) = [1− 3ux(x0)2]2.
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contradiction that |B| = c′εk , with k < 1. We repeat the construction of Part 1 in (α,β) obtaining
Fε,μ(v¯,u; B) − Fε,μ
(
vε,μ,u; B)< c3
2
|B| + K
2
4
|B|(μ − μ∗) + C1ε − μ
2ε2
∫
B
(
wε,μ
)2
dx.
It remains to estimate the last term of the previous inequality. By Lagrange Theorem ∀x ∈ B there exists s ∈ (x, β):
wε,μ(β) − wε,μ(x) = wε,μx (s)(β − x) > δ(β − x), from which∣∣wε,μ(β)∣∣2 + ∣∣wε,μ(x)∣∣2 > δ2
2
(β − x)2,
analogous expressions are valid in (α, x). Then from the hypothesis |wε,μ(α)|, |wε,μ(β)| < Cε and from (A + B)2  2(A2 +
B2) we get∣∣wε,μ(x)∣∣2 + C2ε2 > δ2
2
[
(β − x)2 + (x− α)2]> δ2
4
|B|2. (33)
Then integrating (33) on B and multiplying for μ
2ε2
we get the bound
μ
2ε2
∫
B
(
wε,μ
)2
dx >
μδ2
8ε2
|B|3 − μ
2
C2|B|.
Then using |B| = c′εk we can estimate the energy in the following way
Fε,μ(v¯,u; B) − Fε,μ
(
vε,μ,u; B)< c′εk[C1ε1−k + K 2
4
(μ − μ∗) + c3
2
+ μC
2
2
− μc
′2δ2
8ε2(1−k)
]
.
Then since k < 1, for all μ ∈ (0,μ∗) and ε suﬃciently small the r.h.s. of the previous became negative leading to the
contradiction of minimality of vε,μ . Then |B|  c′εk , with k  1. Moreover the number Nδ of connected components of
Aδ(Bx0 ) satisﬁes Nδε > |Aδ(Bx0 )| > C > 0, then we conclude the proof noting that limε→0 Nδ = +∞. 
Proof of Theorem3. The proof is a direct consequence of Theorems 1, 2 and of the expressions of the critical values of μ. Let
x1 ∈ ΣL(u) and Bx1 ∈ ΣL(u) then from Theorem 2 there exists μ∗(x1) > 0 such that ∀μ ∈ (0,μ∗(x1)) the minimizers do not
present microstructure in Bx1 while from Theorem 1, ∀x2 ∈ ΣG(u) there exists μ∗(x2) such that ∀μ > μ∗(x2) minimizers
present microstructure in Bx2 ⊂ ΣG(u). In order to prove statement 2 of the theorem we show that there are values of
μ for which we have simultaneously, in different regions of I , lack and presence of microstructure. From Proposition 2
and Theorem 5 we have that there exists x3 ∈ Bx2 such that μ∗(x2) = (1 − ux(x3)2)2, with ux(x3) ∈ ΣG(u). We observe
that μ∗(x2) → 0 as ux(x3) → 1 then thanks to hypothesis (9) it is possible to chose x2 ∈ ΣG(u) suﬃciently close to 1
(respectively −1) such that μ∗(x2) < μ∗(x1). Then ∀μ ∈ (μ∗(x2),μ∗(x1)) the minimizers present microstructure in Bx2 and
do not present it in Bx1 and this concludes the proof. 
Proof of Theorem 4. We prove the theorem by contradiction, deﬁning a function v¯ that contradicts the minimality of vε,μ ,
thanks to an estimate provided by Proposition 3. Let x¯ ∈ ΣL(u) and r > 0 such that Bx¯ = (x¯− r, x¯+ r) ⊂ ΣL(u). We suppose
by contradiction that the number N ε,μ(Bx¯) remains ﬁnite. Then there exists a subinterval, that we still call Bx¯ , in which
wε,μxx does not change sign and such that |Bx¯| > C > 0 with C independent of ε. By Lemma 2 there exists (a,b) ⊂ Bx¯ such
that |b − a| > C > 0 with C independent of ε and such that (37) holds in {a,b} with q = 0. We deﬁne a function v¯ like in
the proof of Theorem 1, with α ∈ (0, 18 ), such that
Fε,μ
(
u + w,u; (a,b))− Fε,μ(u,u; (a,b))< K 2
4
|b − a|ε2α(μ − μ¯(x¯))+ (C˜ + c1K )ε.
By Proposition 3 (with q = 0) and Theorem 5 (with β = 1/4) we get:
1
2
b∫
a
[
W (ux) − W
(
ux + wε,μx
)]
dx 1
ρux
b∫
a
(
wε,μx
)2
dx+ c¯ε1/4  cˆε1/4,
from which we estimate the energy of vε,μ in (a,b)
Fε,μ
(
u,u; (a,b))− Fε,μ(u + wε,μ,u; (a,b))
<
1
2
b∫ [
W (ux) − W
(
ux + wε,μx
)]
dx+ 1
2
ε2
b∫
u2xx dx+ c˜ε1/4. (34)a a
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Fε,μ
(
v¯,u; (a,b))− Fε,μ(vε,μ,u; (a,b))< c′ε1/4 + |b − a|K 2
4
ε2α
(
μ − μ¯(x¯)).
Then for all μ < μ¯(x¯) and 0 < ε  1 we obtain a contradiction to the minimality of vε,μ , that proves (12). We conclude
the proof noting that from Lemma 4 we have that μ¯(x¯) = 116 |W˜ ′′|2 with |W˜ ′′| = min(a+ε,b−ε) |W ′′(ux(x) + s(x))| and where
s(x) = O (εα). To conclude we note that
lim
ε→0
∣∣W˜ ′′∣∣=min
(a,b)
∣∣W ′′(ux(x))∣∣,
and if |b − a| → 0 (letting r → 0 since (a,b) ⊂ (x¯− r, x¯+ r)) we get (13). 
5. Technical lemmas
We give technical results useful for the proof of the main theorems.
Lemma 1. Let μ > 0 be ﬁxed and let vε,μ be a minimizer of Fε,μ(·,u; I), then given d ∈ (0,1), q ∈ [0,1) there exists a constant
C = C(d,q) independent of ε such that for any interval (a,b) ⊂ I with |b − a| dεq there is s ∈ (a,b):∣∣wε,μ(s)∣∣< Cε 2−q2 and ∣∣wε,μx (s)∣∣< Cε− q2 . (35)
Proof. Let (a,b) ⊂ I: |b − a| dεq . For simplicity we introduce the sets
A = {x ∈ (a,b): ∣∣wε,μ(x)∣∣ Cε 2−q2 }, B := {x ∈ (a,b): ∣∣wε,μx (x)∣∣ Cε− q2 },
where C > 0 is a constant, whose measure can be simply estimated by (14):
|A|C2ε2−q 
∫
A
wε,μ2 dx 2E
μ
ε2 ⇒ |A| 2E
μC2
εq := C1
C2
εq,
|B|C2ε−q 
∫
B
wε,μx
2
dx c22 ⇒ |B|
εq
C2
c22. (36)
We conclude the proof noting that if we take C > max{C1, c22} then, from (36), we get that ((a,b) \ A) ∩ ((a,b) \ B) is not
empty, that is there exist points in (a,b) that satisfy (35). 
Lemma 2. Let vε,μ = u + wε,μ be a minimizer of Fε,μ(·,u; I) and let x0 ∈ I:∣∣wε,μ(x0)∣∣< Cε 2−q2 and ∣∣wε,μx (x0)∣∣< Cε− q2 , (37)
for some C > 0. Then there exist a function w˜ : [x0 − ε, x0] → R of class C∞ and a constant C˜ such that
w˜(x0 − ε) = α, w˜x(x0 − ε) = β, (38)
w˜(x0) = wε,μ(x0), w˜x(x0) = wε,μx (x0), (39)
Fε,μ
(
u + w˜,u; (x0 − ε, x0)
)
< C˜ε1−q, (40)
where α,β ∈ R are such that |α| < Cε 2−q2 , |β| < Cε −q2 .
Proof. We consider a function ρ ∈ C∞(R) such that
ρ ≡ 0 on (−∞,1/3), ρ ≡ 1 on (2/3,+∞). (41)
For all x ∈ [x0 − ε, x0] we deﬁne
w˜(x) := [β(x− x0 + ε) + α][1− ρ( x− x0 + ε
ε
)]
+ wε,μ(x0)ρ
(
x− x0 + ε
ε
)
+ wε,μx (x0)(x− x0)ρ
(
x− x0 + ε
ε
)
. (42)
It is immediate to verify that (38) and (39) are satisﬁed, moreover
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(
wε,μx (x0) − β
)
ρ
(
x− x0 + ε
ε
)
+ [wε,μ(x0) − βε + (wε,μx (x0) − β)(x− x0) − α]1
ε
ρ ′
(
x− x0 + ε
ε
)
, (43)
w˜xx(x) = 2
(
wε,μx (x0) − β
)1
ε
ρ ′
(
x− x0 + ε
ε
)
+ [wε,μ(x0) − βε + (wε,μx (x0) − β)(x− x0) − α] 1
ε2
ρ ′′
(
x− x0 + ε
ε
)
. (44)
We observe that in (x0 − ε, x0) we have |x− x0 + ε| ε and |x− x0| < ε. Then from (42) and (37) we obtain
|w˜| < 2Cε 2−q2 . (45)
If C0 max(‖ρ ′‖L∞(I),‖ρ ′′‖L∞(I)), by (37), (43) and (44) we get
|w˜x| < 5C(C0 + 1)ε− q2 , |w˜xx| < 9C0Cε−(1+ q2 ). (46)
Finally, from (45), (46) and by (a + b)2  (a2 + b2) we get
ε2
2
x0∫
x0−ε
(uxx + w˜xx)2 dx+ μ
2ε2
x0∫
x0−ε
|w˜|2 dx < ε2‖uxx‖ + 81C20C2ε1−q + 2C2με1−q.
Moreover from Lagrange Theorem, ∀x ∈ (x0 − ε, x0) ∃t(x) ∈ (0, w˜(x)):
1
2
x0∫
x0−ε
W (ux + w˜x)dx = 1
2
x0∫
x0−ε
(
W (ux) + W ′(ux)t(x)
)
dx <
W0
2
[
1+ 5C(C0 + 1)
]
ε1−
q
2 ,
where W0 :=max[xx−ε,x0]{W (ux),W ′(ux)}. Then we obtain (40) by setting
C˜ := ‖uxx‖ + C2
(
81C20 + 2μ
)+ W0
2
[
1+ 5C(C0 + 1)
]
. 
Lemma 3. Let vε,μ = u + wε,μ be a minimizer of the functional (4). Then for any open interval J := (α,β) ⊂ I , q ∈ [0,1) and
d ∈ (0,1] there exists an interval J˜ that satisﬁes J˜ ⊂ J or J ⊂ J˜ and there exists a constant c > 0:∣∣| J˜ | − | J |∣∣ 2dεq, (47)
Fε,μ
(
u + wε,μ,u; J˜)− Fε,μ(u,u; J˜ ) < cε1−q. (48)
Proof. Let Jα and Jβ be the neighborhoods of radius dεq , respectively of α and β . From Lemma 1 there exist points x10 ∈ Jα
and x20 ∈ Jβ such that∣∣wε,μ(xi0)∣∣< Cε 2−q2 , ∣∣wε,μx (xi0)∣∣< Cε− q2 , i = 1,2.
The interval J˜ := (x10, x20) satisﬁes (47). Moreover from Lemma 2 there exist two functions wˆ1 : (x10, x20 + ε) → R and
wˆ2 : (x20 − ε, x20) → R of class C∞:
wˆi(x0) = wε,μ
(
xi0
)
, (wˆi)x(x0) = wε,μx
(
xi0
)
, i = 1,2,
wˆ1
(
x10 + ε
)= (wˆ1)x(x10 + ε)= wˆ2(x20 − ε)= (wˆ2)x(x20 − ε)= 0,
Fε,μ
(
u + wˆ1,u;
(
x10, x
1
0 + ε
))+ Fε,μ(u + wˆ2,u; (x20 − ε, x20))< Cˆε1−q,
where α = β = 0 (see (38)). We deﬁne the function w˜ := wε,μ on I \ J˜ and
w˜(x) :=
⎧⎪⎨⎪⎩
wˆ1, x ∈ (x10, x10 + ε),
0, x ∈ (x10 + ε, x20 − ε),
wˆ2, x ∈ (x20 − ε, x20).
(49)
We observe that the function u + w˜ is of class H2 in I . In fact the functions u + wε,μ , u + wˆ1 and u + wˆ2 are in H2(I)
and we can glue, in a C1-way, u to the functions u + wˆ1, u + wˆ2 in the points x1 + ε, x2 − ε respectively, and the function0 0
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have
Fε,μ
(
u + wε,μ,u; I)− Fε,μ(u,u; I) Fε,μ(u + w˜,u; I) − Fε,μ(u,u; I),
and since wε,μ = w˜ on I \ J˜ we have
Fε,μ
(
u + wε,μ,u; J˜)− Fε,μ(u,u; J˜ )
 Fε,μ(u + w˜,u; J˜ ) − Fε,μ(u,u; J˜ )
= Fε,μ
(
u + wˆ1,u;
(
x10, x
1
0 + ε
))+ Fε,μ(u + wˆ2,u; (x20 − ε, x20))− Fε,μ(u,u; (x10, x10 + ε)∪ (x20 − ε, x20))
< Cˆε1−q + 1
2
∫
(x10,x
1
0+ε)∪(x20−ε,x20)
[
ε2u2xx + W (ux)
]
dx.
We obtain (48) by setting c = Cˆ + ‖uxx‖L2(I) + supI W (ux) and this concludes the proof. 
Lemma 4. Let Iε = (a+ ε,b − ε), then there is a function w(x) such that
Fε,μ(u + w,u; Iε) − Fε,μ(u,u; Iε) < K
2
4
|b − a|ε2α(μ − μ¯ J ) + c1Kεα+1. (50)
Proof. We consider the oscillatory function
w(x) = Kε1+α sin ωx
ε
, α  0, (51)
in Iε ⊂ I . Consider the difference of energy between u + w and u:
Fε,μ(u + w,u; Iε) − Fε,μ(u,u; Iε)
= 1
2
ε2
b−ε∫
a+ε
w2xx dx+ ε2
b−ε∫
a+ε
uxxwxx dx+ μ
2ε2
b−ε∫
a+ε
w2 dx+ 1
2
b−ε∫
a+ε
[
W (ux + wx) − W (ux)
]
dx.
We estimate each term in details:
1
2
ε2
b−ε∫
a+ε
w2xx dx =
1
2
K 2ω4ε2α
b−ε∫
a+ε
sin2
ωx
ε
dx <
1
4
K 2ω4
[
|b − a| + ε
ω
]
ε2α,
ε2
b−ε∫
a+ε
uxxwxx dx < ε
α+1Kω2
( b−ε∫
a+ε
sin2
ωx
ε
dx
)1/2
‖uxx‖ < εα+1Kω2‖uxx‖ 1√
2
[
|b − a| + ε
ω
]1/2
,
μ
2ε2
b−ε∫
a+ε
w2 dx = μ
2
ε2αK 2
b−ε∫
a+ε
sin2
ωx
ε
dx <
μ
4
ε2αK 2
[
|b − a| + ε
ω
]
.
We estimate the last term by the Lagrange Theorem, for all x ∈ Iε there exists s(x) such that 0 < |s(x)| < |wx| < Kωεα and
W (ux + wx) − W (ux) = W ′(ux)wx + 1
2
W ′′
(
ux + s(x)
)
w2x .
If α = 0 we chose K suﬃciently small in order to have ux(x) + s(x) ∈ ΣL , we recall that ux(x) ∈ ΣL . Under this hypothesis
we have
1
2
b−ε∫
a+ε
[
W (ux + wx) − W (ux)
]
dx
= 1
2
Kωεα
b−ε∫
W ′(ux) cos
ωx
ε
dx− 1
4
K 2ω2ε2α
b−ε∫ ∣∣W ′′(ux + s(x))∣∣ cos2 ωx
ε
dxa+ε a+ε
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1
2
Kεα+1
{(
W ′(ux) sin
ωx
ε
)∣∣∣∣b−ε
a+ε
−
b−ε∫
a+ε
[
W ′(ux)
]
x sin
ωx
ε
dx
}
− 1
8
K 2ω2ε2α
∣∣W˜ ′′∣∣[|b − a| + ε
ω
]
<
1
2
Kεα+1
[
2
∥∥W ′(ux)∥∥∞ + |b − a|∥∥W ′′(ux)∥∥∞‖uxx‖∞]− 18 K 2ω2ε2α∣∣W˜ ′′∣∣
[
|b − a| + ε
ω
]
,
where we have set |W˜ ′′| =min(a,b) |W ′′(ux(x) + s(x))|. Then we have
Fε,μ(u + w,u; Iε) − Fε,μ(u,u; Iε) < K
2
4
|b − a|ε2α
(
μ + ω4 − ω
2
2
∣∣W˜ ′′∣∣)+ c1Kεα+1,
where c1 = c1(u, K ,ω, |b − a|). We chose ω in order to minimize ω4 − 12 |W˜ ′′|ω2, that is ω = 12 |W˜ ′′|1/2, then we conclude
the proof putting μ¯ J = 116 |W˜ ′′|2 from which we get (50). 
The following proposition is useful for proving Theorem 4, it gives a sharp estimate of the norm ‖wε,μx ‖L2(I) , in an
interval in which the function wε,μxx does not change the sign. We consider the set A˜ of functions h ∈ H2(a,b):
h(a) = η1, h(b) = η2; (52)
hxx(x) 0, ∀x ∈ (a,b), (53)
b∫
a
h2  2E ε
2
μ
,
b∫
a
h2xx 
2E
ε2
, E = Fε,μ(u,u; I). (54)
Proposition 3. Set ‖ · ‖ = ‖ · ‖L2(a,b) and ‖ · ‖∞ = ‖ · ‖L∞(a,b) . There exists a constant c = c(E, |b − a|,C1,C2) > 0 such that for all
h ∈ A˜:
|η1|, |η2| < C1ε1−q/2, q ∈ [0,1), and ‖h‖∞ < C2ε1/2, (55)
we have
‖hx‖ cε(1−q)/6.
Proof. For simplicity to any h ∈ A we associate a function h˜:
h = h˜ + η2 − η1
b − a (x− a) + η1, hx = h˜x +
η2 − η1
b − a . (56)
We note that h˜(a) = h˜(b) = 0 and hxx ≡ h˜xx . From (54) we have
b∫
a
h2 dx =
b∫
a
h˜2 dx+ (b − a)
3
(η2 − η1)2 + η21(b − a) + η1
b∫
a
h˜ dx
+ η2 − η1
b − a
b∫
a
xh˜ dx+ (b − a)
2
η1(η2 − η1) 2E ε
2
μ
,
from which
‖h˜‖
(
8E
μ
)1/2
ε +√12(b − a)[η21 + η22 + (|η1| + |η2|)‖h‖∞]1/2.
From the previous inequality and from (55) we get
‖h˜‖ c1ε(3−q)/4. (57)
We ﬁnd an L∞ estimate of h˜. Let x1, x2 be respectively the minimum and maximum point in (a,b) such that h˜x(x) = 0 and
note that h˜(x1) = h˜(x2) = ‖h˜‖∞ . Using convexity and negativity of h˜ we get
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x− a
x1 − a , x ∈ (a, x1), h˜(x) = h(x1), x ∈ (x1, x2),
h˜(x) h˜(x2)
x− b
x2 − b , x ∈ (x2,b),
‖h˜‖2  ‖h˜‖2∞
[ x1∫
a
(
x− a
x1 − a
)2
dx+
b∫
x2
(
x− b
x2 − b
)2
dx+ (x2 − x1)
]
,
from which we conclude
‖h˜‖∞ 
√
3/(b − a)‖h˜‖. (58)
Again we use convexity to perform an L2 estimate for h˜x . In [0, x1] the function h˜ has an inverse ξ : [0, h˜(x1)] → [0, x1],
then
x1∫
a
h˜2x dx =
h˜(x1)∫
0
h˜x dh h˜x(a)h˜(x1) =
∣∣h˜x(a)∣∣∣∣h˜(x1)∣∣. (59)
For all x ∈ (a, x1) we can write
h˜x(x) − h˜x(a) =
x∫
a
h˜xx(t)dt,
from which∣∣h˜x(x) − h˜x(a)∣∣ (x− a)1/2‖h˜xx‖.
Since h˜x(x) → 0 for x→ x1 there exists x ∈ (a, x1): h˜x(x) = h˜x(a)2 then
|h˜x(a)|
2
 (x− a)1/2‖h˜xx‖, (60)
and since h˜xx  0 we have |h˜x(t)| |h˜x(a)|2 in (a, x). Then we have
h˜(x1) < h˜(x) =
x∫
a
h˜x(t)dt < (x− a) h˜x(a)
2
, and x− a 2|h˜(x1)||h˜(a)| .
From (60) and from the previous inequality we have |h˜x(a)|  2|h˜(x1)|1/3‖h˜xx‖2/3, while from the previous and from (59)
we get
x1∫
a
h˜2x dx 2
∣∣h˜(x1)∣∣4/3‖h˜xx‖2/3. (61)
An analogous expression holds in (x2,b) and since h˜x = 0 in (x1, x2) we get
‖h˜x‖ 2‖h˜‖2/3∞ ‖h˜xx‖1/3, (62)
while using (58) and hxx ≡ h˜xx we rewrite the previous
‖h˜x‖ 2
[
3/(b − a)]1/3‖h˜‖2/3‖hxx‖1/3.
We conclude the proof coming back to h, from deﬁnition of h˜ we get
‖hx‖2  2‖h˜x‖2 + 8
b − a‖h‖
2∞,
then we obtain the thesis by the previous, (54), (55) and (57):
‖hx‖2  8
[
3
b − a
]2/3
‖h˜‖4/3‖hxx‖2/3 + 8
b − a‖h‖
2∞  c1ε(1−q)/3 + c2ε  cε(1−q)/3. 
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