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A monopole Floer invariant for foliations
without transverse invariant measure
Boyu Zhang
Abstract
Let Y be a closed oriented 3-manifold and F a smooth oriented
foliation on Y . Assume that F does not admit any transverse invariant
measure. This article constructs an invariant cpFq for F which takes
value in }HM ‚pY q. The invariant is well defined up to a sign. If
two foliations F1 and F2 are homotopic through foliations without
transverse invariant measure, then cpF1q “ cpF2q. The grading of
cpFq is represented by the homotopy class of the tangent plane field
of F , and its image in HM ‚pY q is nonzero.
1 Introduction
Let Y be a smooth oriented three manifold and F an oriented foliation
on Y . The foliation F is called taut if for every point p P Y there
exists an embedded circle in Y passing through p and transverse to
F . When F is smooth, it can be written as kerλ for some smooth 1-
form λ, and the following theorem gives some geometric and analytic
characterizations of the tautness of F .
Theorem 1.1 (Rummler [20] , Sullivan [22] ). If F “ kerλ is a smooth
oriented foliation on Y , then the following conditions are equivalent:
1. For @p P Y , there exists an embedded circle in Y passing through
p and transverse to F .
2. There exists a closed 2-form ω on Y such that ω ^ λ ą 0 every-
where.
3. There exists a Riemannian metric on Y such that the leaves of
F are minimal surfaces.
4. There is no transverse invariant measure on F that defines an
exact foliation cycle.
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Tautness can also be defined for higher dimensional manifolds,
but this article will only consider foliations on smooth oriented three
manifolds.
The existence problem of taut foliations on a given three manifold
has been studied for decades. By Roussarie-Thurston theorem, if Y
admits a taut foliation then every embedded sphere of Y is either
nullhomotopic or isotopic to a leaf. Reeb’s stability theorem then
implies that if a reducible manifold supports a taut foliation then
it has to be S2 ˆ S1 with the product foliation. Gabai [10] proved
that every irreducible three manifold with b1 ě 1 supports a taut
foliation. The existence problem for taut foliations on manifolds with
b1 “ 0, namely on rational homology spheres, is not yet solved. It
was proved in [16] that if Y is a rational homology sphere supporting
a smooth taut foliation, then the reduced monopole Floer homology
HM ‚pY q must be nonzero. This implies, for example, that lens spaces
do not support any smooth taut foliations. The theorem was proved
for general three manifolds in [15] and it was further generalized to
C0 taut foliations in [3].
The flexibility of taut foliations has also been studies for years.
Eynard-Bontemps [9] proved that if two taut foliations can be homo-
toped to each other via plane fields then they can be homotoped to
each other via foliations. On the other hand, Vogel [25] and Bowden
[5] recently constructed examples of taut foliations that are homo-
topic as plane fields but cannot be homotoped to each other via taut
foliations.
The proofs of the obstruction of existence of taut foliatons and of
Vogel and Bowden’s examples rely on the following theorem, which
was due to Eliashberg and Thurston for C2 foliations and generalized
by Bowden to the C0 case:
Theorem 1.2 (Eliashberg-Thurston [8], Bowden [3]). Let F be an
orientable C0 foliation on Y which is not homeomorphic to the product
foliation of S2 ˆ S1, then F can be C0 approximated by a pair of
positive and negative contact structures. If the foliaiton is taut, then
the contact structures are weakly semi-fillable.
The non-vanishing of HM ‚pY q for taut foliations then follows from
the theorem that for a negative weakly semi-fillable contact structure
on Y , the image of the contact element in HM ‚pY q is always nonzero
[15]. For the examples in [25] and [5], it was first proved that the
perturbed contact structures are uniquely determined up to isotopy
by the taut foliations, and then the claims were proved by studying
the isotopy classes of the those contact structures.
This article proposes a method to study the interaction between
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F and the monopole Floer homology without invoking Eliashberg-
Thurston theorem, when F is a smooth taut foliation. For technical
reasons, one needs to assume that F does not have any transverse in-
variant measure. By entry 4 of theorem 1.1 this assumption is stronger
than the tautness of F . Let F “ ker λ, Sullivan [22] proved that F
has no transverse invariant measure if and only if there exists an exact
2-form ω on Y such that ω ^ λ is everywhere positive. Therefore, on
rational homology spheres a foliation F has no transverse invariant
measure if and only if it is taut.
The idea of this article is inspired by [14]. For a taut foliation
F “ ker λ on Y , a canonical symplectic structure on Y ˆ R will be
constructed. There is a metric g on Y ˆ R which is compatible with
this symplectic structure and having bounded geometry. Now consider
a metric on Y ˆR which equals g on Y ˆ p´8,´1s and is cylindrical
on Y ˆr0,8q. It will be proved in theorem 6.1 that a suitable counting
of solutions of the Seiberg-Witten equations gives an invariant cpFq P}HM ‚pY q for the foliation F . The invariant is defined up to a sign, and
it is independent of the choice of the 1-form λ and other parameters
appeared in the construction. It is also invariant under deformations
of the foliation through foliations without transverse measure.
The construction of cpFq follows a similar structure as the def-
inition of the monopole Floer contact element. For a positive con-
tact structure ξ on Y the contact element takes value in }HM ‚p´Y q.
However, unlike contact structures, the foliation F does not dictate
a canonical orientation for the three manifold Y , hence the invari-
ant cpFq can take value in either }HM ‚pY q or }HM ‚p´Y q, depending
on the choice of orientations and conventions. To simplify notations,
the invariant cpFq is defined to be an element of }HM ‚pY q instead of}HM ‚p´Y q.
In section 6 it will be proved that the grading of cpFq is given by
the homotopy class of F as a plane field, and that cpFq has a nonzero
image in HM ‚pY q. Therefore the construction of cpFq implies the
nonvanishing theorem of HM rFspY q (theorem 41.4.1 of [15]) for foli-
ations without transverse invariant measure. Since taut foliations on
rational homology spheres do not have transverse invariant measure,
this gives the same obstruction for the existence of smooth taut foli-
ations on rational homology spheres as obtained in [16]. With some
more effort, one can use the nonvanishing theorem for foliations with-
out transverse invariant measure to prove the nonvanishing theorem
of taut foliations when Y is an atoroidal manifold but not a surface
bundle over S1. The proof was explained to the author by Jonathan
Bowden and it will be given in section 7.
The invariant cpFq can also be used to study the flexibility of
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foliations without transverse invariant measure. Section 7 will give a
construction of smooth foliations without transverse invariant measure
that are homotopic as plane fields but have different foliation invari-
ants in }HM ‚pY q. Therefore, these foliations can not be deformed to
each other via smooth foliations without transverse invariant measure.
Besides taut foliations on rational homology spheres, smooth foli-
ations with no transverse invariant measure can also be constructed
from Anosov flows. Let v be a vector field on Y that gnenerates an
Anosov flow, then the normal bundle of v splits to the direct sum of a
contracting subspace and a expanding subspace. The plane field gen-
erated by v and the expanding direction of the normal bundle is then
a foliation without transverse invariant measure. As an example, let Σ
is a compact hyperbolic surface, let Y be its unit tangent bundle, then
Y “ ΓzPSL2pRq for some cocompact subgroup Γ Ă PSL2pRq. Let
e1, e2, and e3 be left invariant vector fields of ΓzPSL2pRq which take
value
ˆ
1 0
0 ´1
˙
,
ˆ
0 1
0 0
˙
and
ˆ
0 0
1 0
˙
respectively at the unit element.
Then e1 defines an Anosov flow on Y , and e2 represents the expand-
ing direction of its normal bundle, therefore kerpe3q “ spante1, e2u is
a foliaiton without transverse invariant measure. Let te1, e2, e3u be
the dual basis of te1, e2, e3u, then de1 “ ´e2 ^ e3, de2 “ ´2e1 ^ e2,
and de3 “ 2e1 ^ e3, thus de3 is an exact form that is positive on this
foliation.
It should be pointed out that for foliations without transverse in-
variant measure there is a canonical way to deform the foliation to con-
tact structures by a linear deformation (theorem 2.1.2 of [8]), therefore
the contact element of the deformed contact class also defines an in-
variant for the foliation. For now it is not clear to the author whether
these two invariants are the same.
The article is organized as follows. Sections 2 and 3 write down
the perturbed Seiberg-Witten equations that will be used to define the
invariant cpFq. Section 4 provides the Fredholm theory necessary for
the definition of moduli space. Section 5 proves a uniform exponen-
tial decay estimate for the solutions of the Seiberg-Witten equations.
This is the only step that one needs to assume that F is a foliation
without transverse invariant measure rather than just a taut foliation.
A similar uniform exponential decay estimate was also used in the
definition of contact elements in [16], which referred to the analyti-
cal reults in [14], but the analytical details were not completely given
there. In [18], in the remark after lemma 2.2.7, the analysis in [14]
was explained, but the argument was for compact 4-manifolds with
contact boundary, not for manifolds with cylindrical ends which was
needed in the definition of contact elements. The method developed in
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section 5 of this article can also be used to fill in the analytical details
for the definition of contact elements. Section 6 uses the analytical
results proved in the previous sections to establish the invariant cpFq.
Finally, section 7 discusses its topological applications.
I would like to express my most sincere gratitude to Clifford Taubes
for his patient guidence and encouragements. I want to thank Pe-
ter Kronheimer and Tomasz Mrowka for helping me understand their
work. I also want to thank Jonathan Bowden, Dan Cristofaro-Gardiner,
Amitesh Datta, Jianfeng Lin, Cheuk Yu Mak, Jiajun Wang, and Yi
Xie for many helpful discussions. Finally, I want to thank Mariano
Echeverria for having read the manuscript carefully and given me
many suggestions.
2 Setting the stage
From now on, let Y be a closed oriented 3-manifold and F a smooth
oriented foliation on Y . The orientations of Y and F give a co-
orientation of F . Take a smooth non-zero 1-form λ such that F “ kerλ
and λ is positive on the positive side of F . By Frobenius theorem,
λ^ dλ “ 0. Since F has no transverse invariant measure, by Sullivan
[22] there exists an exact 2-form ω such that ω^λ ą 0 everywhere on
Y . Take a smooth 1-form θ such that dθ “ ω.
Consider the cylinder Y ˆ R, let t be the coordinate of the R-
component. Use the same notations ω, λ, and θ to denote the pull back
forms on Y ˆR when there is no danger of confusion. Let Ω “ ω`dptλq
be a 2-form on Y ˆ R, then Ω is a symplectic form. Let Θ “ θ ` tλ,
then Ω “ dΘ.
Fix a metric g0 on Y such that |λ|g0 “ 1 and λ “ ˚ω. Locally ω can
be written as ω “ e1 ^ e2 where e1 and e2 are orthonormal cotangent
vector fields on Y . Since λ ^ dλ “ 0, there is a unique µ1 such that
dλ “ µ1 ^ λ and xλ, µ1yg0 “ 0. Now dµ1 ^ λ “ dpµ1 ^ λq “ d2 λ “ 0,
hence there is a unique µ2 such that dµ1 “ µ2 ^ λ and xµ2, λyg0 “ 0.
Now define a Riemannian metric on Y ˆ R compatible with Ω as
follows. Notice that Ω “ e1 ^ e2 ` dt^ λ` tµ1 ^ λ. Take
g “ e1be1`e2be2`p1`t2qλbλ` 1
1` t2 pdt`tµ1qbpdt`tµ1q. (2.1)
It is easy to verify that g does not depend on the choice of e1 and e2,
and that it is compatible with Ω. (i.e. Ω is a self-dual 2-form of length?
2 under the metric g.) Denote the Riemannian manifold pY ˆR, gq
by X.
Lemma 2.1. The symplectic manifold pX,Ω “ dΘq has the following
properties:
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1. X is complete.
2. The injectivity radius of X is bounded from below by a positive
number.
3. Let R be the curvature tensor of X, then ∇kR is bounded for
each k.
4. The tensor ∇kΘ is bounded for each k.
Proof. Let v “ x ¨ BBt ` u be a tangent vector of X, where x is a real
number and u is a vector tangent to the Y component of X. By the
definition of g and Cauchy’s inequality:
|v| ¨
a
t2|µ1|2 ` t2 ` 1
ě
c
|u|2 ` 1
1` t2
`
x` t ¨ µ1puq
˘2 ¨at2|µ1|2 ` p1` t2q
ě|t||µ1||u| ` |x` t ¨ µ1puq|
ě|x|.
Therefore |v| ě |x|{?1` z ¨ t2, where z “ sup |µ1|2`1. The length
of each curve from the slice t “ ´T to t “ T is thus at leastż T
´T
1{
a
1` z ¨ t2 dt.
Since
ş8
´8 1{
?
1` z ¨ t2 dt “ `8, this proves the completeness of X.
For the boundedness of ∇kR and ∇kΩ, use the moving frame
method. Take an arbitrary point q on Y , choose a contractible neigh-
borhood Uq of q, and fix a choice of e
1 and e2 on Uq. Let
e3 “
a
1` t2 ¨ λ,
e4 “ 1?
1` t2 pdt` t ¨ µ1q.
Then te1, e2, e3, e4u form an orthonormal basis of the cotangent bundle
on Uq ˆ R. There exist smooth functions νi on Uq (i “ 1, 2, ..., 10),
such that
d e1 “ ν1 e1 ^ e2 ` ν2 e1 ^ λ` ν3 e2 ^ λ,
d e2 “ ν4 e1 ^ e2 ` ν5 e1 ^ λ` ν6 e2 ^ λ,
µ1 “ ν7 e1 ` ν8 e2,
µ2 “ ν9 e1 ` ν10 e2.
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By schrinking the neighborhood Uq if necessary, assume that ∇
kνi is
bounded for each k. A straight forward calculation shows:$’’’’&’’’’%
d e1 “ ν1 e1 ^ e2 ` ν2?
1`t2 e
1 ^ e3 ` ν3?
1`t2 e
2 ^ e3,
d e2 “ ν4 e1 ^ e2 ` ν5?
1`t2 e
1 ^ e3 ` ν6?
1`t2 e
2 ^ e3,
d e3 “ t?
1`t2 e
4 ^ e3 ` ν7
1`t2 e
1 ^ e3 ` ν8
1`t2 e
2 ^ e3,
d e4 “ 1
1`t2 e
4 ^ pν7 e1 ` ν8 e2q ´ t1`t2 e3 ^ pν9 e1 ` ν10 e2q.
(2.2)
Write
dei “
ÿ
j‰k
aijk e
j ^ ek,
such that aijk “ ´aijk, then the equations above imply that ∇maijk is
bounded for each m.
Suppose ∇ei “ ωij b ej , then the connection matrix tωji u can be
calculated from taijku by the formula
ωij “ p´akji ` aikj ` ajikqek,
and the curvature matrix under the basis teiu is given by dωji´ωki ^ωjk.
Since aijk and their exterior derivatives are bounded, it follows that
under the basis teiu the matrix of ∇kR are bounded on Uq ˆ R for
each k. This proves the boundedness of ∇kR on Uq ˆ R. Since Y is
compact, it is covered by finitely many such Uq’s, therefore ∇
kR are
bounded on X “ Y ˆR.
For the estimates on Θ, write θ as
θ “ ν11e1 ` ν12e2 ` ν13λ,
then
Θ “ ν11e1 ` ν12e2 ` t` ν13?
1` t2 e
3,
and the same calculation proves the boundedness of ∇kΘ.
For the lower bound on injectivity radius one needs the following
theorem:
Theorem (Cheeger-Gromov-Taylor [7]). Let pM,gq be a complete
Riemannian manifold, let K ą 0 be a constant such that the sec-
tional curvature of M is bounded by K from above. Let 0 ă r ă π
4
?
K
.
Then the injectivity radius at each point p PM satisfies the following
inequality:
injppq ě r VolpBM pp, rqq
VolpBM pp, rqq ` VolTpM pBTpM p0, 2rqq
. (2.3)
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Here VolTpM pBTpM p0, 2rqq denotes the volume of the ball of radius 2r
in TpM , where both the volume and the distance function are defined
using the pull-back of the metric g to TpM via the exponential map.
Back to the proof of lemma 2.1. Let K ą 0 be an upper bound of
the sectional curvature. For each point q P Y , let Lq be the leaf of F
through q, the metric on Lq is taken to be the restriction from g0. Let
ǫ “ infqPY injpLqq. Since Y is compact, ǫ is positive. Take a positive
constant r such that 0 ă r ă mint π
4
?
K
, ǫ, 1u. Let p “ pq, tq P X. The
following argument will show that injppq is bounded from below by a
positive constant independent of p. Without loss of generality, assume
|t| ą 1.
By the volume comparison theorem, there is a positive constant z1
depending only on K and r such that
VolTpXpBTpXp0, 2rqq ď z1. (2.4)
Let Dpq, r{3q be the open disk of radius r{3 on Lq centering at q, Let
U “ tx P Y |distg0px,Dpq, r{3qq ă
r
3
?
1` t2 u.
Then the distance from each point in U to Dpq, r{3q under the metric
g|Y ˆttu is less than r{3, thus the distance from each point of U to q is
less than 2r{3. Therefore,
BX,gpp, rq Ě U ˆ pe´r{3 t, er{3 tq.
The volume of U under the metric g0 is bounded from below by a
constant multiple of r{p3?1` t2q where the constant depends only on
g0 and F , thus the volume of U ˆ pe´r{3 t, er{3 tq under the product
metric of Y ˆR is bounded from below by a positive constant. Notice
that the volume form of the product metric on Y ˆ R is the same as
the volume form of g. Therefore
VolpBXpp, rqq ą 1
z2
(2.5)
for some positive constant z2 depending on F , g0 and r. The lower
bound of injectivity radius of X follows immediately from (2.3), (2.4),
and (2.5).
Remark. The fact that the injectivity radius of X is bounded from
below could be counter intuitive because of the factor 1
1`t2 in the
definition of g. In fact, by the proof of lemma 2.1 one can visualize
the geometry of X as follows. First consider the three manifold Y
with the metric g0. For any x P Y , r, ǫ ą 0, let Lx be the leaf of
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F containing x with the induced metric from g0, let Dr be the r-
neighborhood of x in Lx, and let Drpǫq be the ǫ neighborhood of Dr
in Y . When r is fixed and ǫ is small, Drpǫq looks like a thin slice near
Dr. Now let r0 ą 0 be a lower bound of the injectivity radius, then a
normal neighborhood of X centering at pq, tq with radius r0 contains
the set Dr0{3
`
r0
3
?
1`t2
˘ ˆ pe´r0{3t, er0{3tq. When t is large, this looks
like a thin slice near a portion of the leaf containing x times a long
interval.
The rest of this section gives some technical definitions for later
reference.
Definition 2.2. Let M be a noncompact Riemannian 4-manifold pos-
sibly with boundary. Then M is called a cylindrical end if M is iso-
metric to Yg0 ˆ r0,`8q with the product metric.
Definition 2.3. Let M be a noncompact Riemannian 4-manifold pos-
sibly with boundary. Then M is called a symplectic end if the following
conditions hold:
1. BM is compact, each geodesic ray on M either intersects BM or
can be extended infinitely.
2. There is an open neighborhood Z of BM such that Z has compact
closure and injpMq is bounded away from zero on M ´ Z.
3. Let R be the curvature tensor of M , then ∇kR is bounded for
each k.
4. There exists an exact symplectic form Ω “ dΘ which is compat-
ible with the metric on M , such that for each k, the tensor ∇kΘ
is bounded.
Definition 2.4. Let M be a complete manifold, and Z ĂM an open
submanifold such that Z is a manifold with boundary. A component
of M ´Z is said to be a symplectic end of M if it is a symplectic end
as defined in definition 2.3, and the symplectic structure extends to a
neighborhood of the component. The component is said to be a cylin-
drical end of M if it is a cylindrical end as defined in definition 2.2,
and the product metric extends to a neighborhood of the component.
Whenever a manifold M is said to have symplectic or cylindrical
ends, it will always be assumed that the subset Z has been specified
in advance.
Remark. The definition of symplectic ends is a generalization of the
AFAK structure discussed in [14].
By lemma 2.1, X is a manifold with symplectic ends.
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3 The Seiberg-Witten equations
3.1 Spinc Structures
For any oriented Riemannian 4-manifold M , the positively oriented
orthonormal frame bundle is a principal SOp4q bundle, denote it by
P . A Spinc structure s on M is a lifting of P to a principal Spincp4q
bundle. Denote the set of isomorphism classes of Spinc structures on
M by SpincpMq.
Although the definition of Spinc structures depends on a choice of
metric, the following well-known lemma shows that different choices
of metrics give essentially the same set of Spinc structures:
Lemma 3.1. Let M1, M2 be two oriented Riemannian 4-manifolds,
let ϕ : M1 Ñ M2 be an orientation-preserving diffeomorphism. Then
the pull back map ϕ˚ defines a bijection from SpincpM2q to SpincpM1q.
Once a Spinc structure s on the 4-manifold M is chosen there
are some standard constructions. This subsection briefly summarizes
them in order to fix notations. For details, see for example [17]. The
notations here are mostly following [15]. There are two maps from
Spincp4q to Up2q, thus s gives rise to two associated C2 bundles S` and
S´. The bundle S “ S` ‘ S´ is called the spinor bundle. There is a
Clifford action ρ : TM Ñ HompS, Sq induced by the Spinc structure,
which satisfies ρpXq2 “ ´|X|2. The action ρ extends to T ˚M and
^2T ˚M by the Riemannian metric. The bundles S` and S´ are
labelled so that ^2`T ˚M acts nontrivially on S`.
A unitary connection A on S is called a Spinc connection if ∇Aρ “
0, where the connection on TM is taken to be the Levi-Civita connec-
tion. Every Spinc connection decomposes as a sum of unitary connec-
tions on S` and S´, and it induces a connection on detpS`q. Con-
versely every unitary connection on detpS`q is defined by a unique
Spinc connection on S. Use At to denote the connection on detpS`q
defined by A. If A is a Spinc connection on S, use DA to denote the
Dirac operator defined by A.
There is a similar definition for Spinc structures on 3-manifolds.
Notice that SOp3q – SUp2q{t˘1u and Up2q – SUp2q ˆ Up1q{t˘1u,
hence there is a map from Up2q to SOp3q given by projection to the first
component. A Spinc structure on a oriented Riemannian 3 manifold
Y is defined to be a lifting of the oriented orthonormal frame bundle
to a Up2q bundle. If t is a Spinc structure on a 3-manifold Y , its
spinor bundle is t ˆUp2q C2 and there is a Clifford action ρ : TM Ñ
HompS, Sq. A unitary connection B on the spinor bundle is called a
Spinc connection iff ∇Bρ “ 0.
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If M is a Riemannian 4-manifold with a compatible symplectic
structure, then there is a canonically defined Spinc structure on M
such that
S` “ T 0,0M ‘ T 0,2M,
S´ “ T 0,1M.
On this canonical Spinc structure, there is a canonical section of S`
given by 1 P ΓpM,T 0,0Mq, and there is a canonical Spinc connection
A0 on S such that DA0Φ0 “ 0 (cf. [12]).
3.2 Configuration spaces
IfM is a manifold with each end being either symplectic or cylindrical,
this subsection defines a suitable configuration space on M for the
study of moduli spaces. First, following notations of [14], define a
configuration space on compact manifolds:
Definition 3.2. If
mathfraktfrakt is a Spinc structure on a compact 3-manifold N , let
S be the spinor bundle. Define CkpN, tq to be the set of pairs pB,ψq
such that B is a locally L2k Spin
c-connection for t, and ψ is a locally
L2k section of S. Define CpN, tq “ Xkě1CkpN, tq.
Definition 3.3. If s is a Spinc structure on a compact 4-manifold M ,
let S be the spinor bundle. Define CkpM, sq to be the set of pairs pA,φq
such that A is a locally L2k Spin
c-connection for s, and φ is a locally
L2k section of S
`. Define CpM, sq “ Xkě1CkpM, sq.
Now suppose M is a Riemannian 4-manifold with each end being
either symplectic or cylindrical. Let Hi be its cylindrical ends and
Gj be the symplectic ends. Let s be a Spin
c structure on M such
that s|Gj is isomorphic to the canonical Spinc structure on Gj . Let τj
be an isomorphism from s|Gj to the canonical Spinc structure on Gj ,
and assume that τj can be smoothly extended to a neighborhood of
Gj . For later references, the following definition gives a name to such
structures.
Definition 3.4. The structure ps, tτjuq satisfying the assumptions
above is called an admissible Spinc structure on M .
Notice that M has the product metric on each Hi, therefore the
restriction of s to Hi is the product Spin
c structure given by a Spinc
structure ti on Y , as described in [15, p. 89]. The spinor bundle of ti
is isomorphic to S`|Hi . If pA,φq P CkpHi, s|Hiq, then by restriction to
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each slice it defines a path pBptq, ψptqq, where the pBptq,Spincptqq P
Ck´1pY, tiq.
The following space is the suitable configuration space for the pur-
pose of this article:
Definition 3.5. Let M be a manifold with each end being either sym-
plectic or cylindrical, let ps, tτjuq be an admissible Spinc structure, let
Aj be the pull back of the canonical connection by τj , let φj be the pull
back of the canonical section by τj. Let r ą 0 be a real number. Define
CkpM, s, r, tτjuq to be the set of pairs pA,φq such that:
1. A is a locally L2k Spin
c-connection for S, φ is a locally L2k section
of S`.
2. On each symplectic end Gj ,
A´Aj P L2kpGj , iT ˚Mq,
φ´?r φj P L2k,AjpGj , S`q.
3. For each cylindrical end Hi, the restriction of pA,φq on Hi gives
a path in Ck´1pY, tiq which converges to some point in the con-
figuration space of pY, tiq.
Define CpM, s, r, tτjuq “ Xkě1CkpM, s, r, tτjuq.
3.3 Strongly tame perturbations
In [15, p. 85], the Chern-Simons-Dirac functional L is defined on CpY, tq
once a base connection B0 is chosen. A class of tame perturbations of
L is then studied and they played a crucial rule for the regularity of
the moduli spaces. For the purpose of this article, however, a stronger
version of tameness needs to be introduced. Later a version of Seiberg-
Witten equations will be defined on manifolds with each end being
either symplectic or cylindrical using strongly tamed perturbations.
Notice that if q is a perturbation of the gradient of the Chern-
Simons-Dirac functional, then it defines a perturbation pqˆ0, qˆ1q on the
cylinder Y ˆ r0, 1s. (See secion 10.1 of [15]).
Definition 3.6. A perturbation q of L is called strongly tame if
1. It is a tame perturbation as defined in definition 10.5.1 of [15].
2. There is a constant m0 such that
}qˆ0pA,φq}C0 ď m0p}φ}C0 ` 1q
for all pA,φq P CpY ˆ r0, 1s, t1q, where t1 is the product Spinc
structure on Y ˆ r0, 1s defined by t.
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3. There is a constant m1 such that
}qˆ1pA,φq}C0 ď m1
for all pA,φq P CpY ˆ r0, 1s, t1q.
Using the calculations in [15, p. 176] it is straight forward to verify
that the cylindrical functions constructed in section 11.1 of [15] are
strongly tame, therefore all the results about the class of tame per-
turbations proved in [15] works for strongly tame perturbations. In
particular, a Banach space P of strongly tame perturbations can be
defined so that the conclusions of theorem 11.6.1 of [15] is satisfied,
and moreover for every q P P the norm of q satisfies
}qˆ0pA,φq}C0 ď }q} p}φ}C0 ` 1q, (3.1)
}qˆ1pA,φq}C0 ď }q}, (3.2)
for all pA,φq P CpY ˆ r0, 1s, t1q.
3.4 Perturbed Seiberg-Witten equations
Let M be a Riemannian 4-manifold with each end being either sym-
plectic or cylindrical, let Hi be the cylindrical ends and Gj be the
symplectic ends. Let ps, tτjuq be an admissible Spinc structure on M .
Let r ą 0 be a constant. This section defines a perturbed version of
Seiberg-Witten equations on CkpM, s, r, tτjuq when k ě 5. The reason
to take k ě 5 is to ensure that the elements in CkpM, s, r, tτjuq are in
C2.
For pA,φq P CkpM, s, r, tτjuq, define the Seiberg-Witten map
FpA,φq “ pρpF`
At
q ´ pφφ˚q0,DAφq.
By definition, FpA,φq is a section of isupS`q ‘ S´.
Recall that in the end of subsection 3.3, a Banach space P of
strongly tame perturbations was defined, and the norm of P satisfies
(3.1) and(3.2). Definition 22.1.1 of [15] defined a class of admissible
perturbations as one of the ingredients in the definition of monopole
Floer homology. A straight forward modification of theorem 15.1.1
and proposition 15.1.3 of [15] shows that admissible perturbations
form a residual subset of P. Now define a perturbation on the cylin-
drical ends as follows. Take an admissible perturbation qt P P for each
Spinc structure t on Y . The choice of qt will be fixed for the rest of
the article. Use qˆt to denote the corresponding 4 dimensional pertur-
bations on Y ˆ R. For each cylindrical end Hi, take another element
pi P P such that }pi} ă 1. The perturbations pi do not have to be
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admissible, later they will be chosen to obtain transversality. Let pˆi
be the 4 dimensional perturbations corresponding to pi.
Next, define a perturbation on the symplectic ends. For each Gj ,
let Ωj be the corresponding symplectic form, let φj, Aj be the pull
back of the canonical section and the canonical Spinc structure via τj.
Define a perturbation uˆj P C8pGj , isupS`q ‘ S´q such that
uˆj “ p´rpφjφ˚j q0 ` ρpF`Atj q, 0q
“ `´ ir
4
ρpΩjq ` ρpF`Atj q, 0
˘
(3.3)
Finally, glue these perturbations together. For each end Hi, the
perturbation qˆi extends smoothly to a neighborhood H
1
i of Hi. Simi-
larly each uˆj extends smoothly to a neighborhood G
1
j of Gj . Let η ě 0
be a smooth cutoff function on M such that supp η Ă pYG1jq Y pYH 1iq
and η “ 1 on a neighborhood of pYGjq Y pYHiq. Let ρ ě 0 be a
nonzero smooth function on p0,`8q with compact support, and let
ti : Hi Ñ r0,`8q be the projection, take ηi “ ρ ˝ ti. Define
µˆ “ η
ÿ
i
qˆi ` η
ÿ
j
uˆj `
ÿ
i
ηi pˆi. (3.4)
The Seiberg-Witten equation that will be considered in this article is
then an equation on pA,φq P CkpM, s, r, tτjuq which reads as:
FpA,φq “ µˆpA,φq. (3.5)
Notice that any section φ P ΓpGj , S`q can be decomposed as
φ “ ?r `φj ¨ τ˚j pαq ` τ˚j pβq˘ (3.6)
where α P ΓpGj ,Cq and β P ΓpGj , T 0,2Gjq. For any Spinc connection
A on Gj , define a unitary connection ∇
1
A on T
0,2Gj as:
∇
1
A s “ p∇τ˚pAq sqp0,2q, @s P C8pGj , T 0,2Gjq.
On the other hand, a “ A ´ Aj is an iR valued 1-form it gives a
unitary connection on the trivial C-bundle on Gj . Given pA,φq P
CkpM, s, r, tτjuq, define the energy density function E on the symplec-
tic ends as:
E “ |1´ |α|2 ´ |β|2|2 ` |β|2 ` |∇aα|2 ` |∇1Aβ|2 ` |Fa|2.
If k ě 3, then for each for each pA,φq P CkpM, s, r, tτjuq the sections
p1´ αq, β, and a are in L21,Aj X C0 , thereforeż
Gj
E ă `8.
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4 Fredholm theory
Let M be a manifold with only symplectic ends, and suppose ps, tτjuq
is an admissible Spinc structure. This section studies the Fredholm
theory for the operator F on CkpM, s, r, tτjuq. As before, assume that
k ě 5. The argument in this section is a slight modification of the
arguments of Kronheimer and Mrowka in [14].
The space CkpM, s, r, tτjuq is acted upon by the following gauge
group
Gk`1 “
 
u :M Ñ C˚ ˇˇ|u| “ 1 and 1´ u P L2k`1(.
Using standard techniques of gauge theory (see lemma 1.2 of [24], for
example), it is straight forward to prove that if a, b P CkpM, s, r, tτjuq
and if there is a locally L2 gauge transformation u such that upaq “ b,
then u P Gk`1.
Fix a pair pA,φq P CkpM, s, r, tτjuq, and let l ď k. Let tGju be the
ends ofM , and let A0 be an extension of the pull back of the canonical
connections on YGj . Define
δ1 : Ll`1piRq Ñ L2l piT ˚Mq ‘ L2l,A0pS`q,
δ2 : L
2
l`1piT ˚Mq ‘ L2l`1,A0pS`q Ñ L2l pisupS`qq ‘ L2l,A0pS´q,
as
δ1pfq “ p´df, fφq,
δ2pa, ϕq “
`
2ρpd`aq ´ pφϕ˚ ` ϕφ˚q0,DAϕ` ρpaqφ
˘
.
Then δ1 and δ2 are the tangent maps of the gauge transformation and
the Seiberg-Witten map.
The Seiberg-Witten equations used in this article follow the con-
ventions of [23]. It is different from the Seiberg-Witten equations used
in [14] by a coefficient of 2. To apply the calculations in [14], define
the isomorphisms
σ1 : iT
˚M ‘ S` Ñ T ˚M ‘ S`
pa, ϕq ÞÑ pa, ϕ{
?
2q,
σ2 : isupS`q ‘ S´ Ñ isupS`q ‘ S´
ps, ϕq ÞÑ ps{2, ϕ{
?
2q.
Let δ11 “ σ1 ˝ δ´11 , δ12 “ σ2 ˝ δ2 ˝ σ´11 . Then
δ11pfq “
`´ df, fp φ?
2
q˘,
δ12pa, ϕq “
´
ρpd`aq ´ p φ?
2
¨ ϕ˚ ` ϕ ¨ φ
˚
?
2
q0,DAϕ` ρpaq φ?
2
¯
.
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Now δ11 and δ12 become the linearized Seiberg-Witten operators at
pA, φ?
2
q as in the conventions of [14]. Let pδ11q˚ and pδ12q˚ be their
formal dual. Let D “ pδ11q˚ ` δ12 and D˚ “ δ11 ` pδ12q˚.
The goal of this section is to prove the following proposition.
Proposition 4.1. Let M be a manifold with symplectic ends. There
exists a constant r0 depending on M , such that when r ą r0, the map
D : L2l`1piT ˚Mq ‘ L2l`1,A0pS`q Ñ L2l piRq ‘ L2l pisupS`qq ‘ L2l,A0pS´q
is always a Fredholm operator for any pA,φq P CkpM, s, r, tτjuq and
0 ď l ď k. Let epM, s, tτjuq be the relative Euler number where the
trivilizations on the ends are the pull back of canonical sections via
tτju, then the index of D equals epM, s, tτjuq.
Definition 4.2. Let E, F be two vector boundles over M with smooth
unitary connections AE and AF . Let k be a positive integer, let r ą 0.
An operator D : C8pEq Ñ L2locpF q is called pk, rq-admissible if the
following conditions hold:
1. D “ ι ˝∇AE ` T , where ι : T ˚M b E Ñ F and T : E Ñ F are
bundle maps with bounded norm.
2. For @ 0 ď l ď k, D extends continuously to a map
D : L2l`1,AEpEq Ñ L2l,AF pF q.
3. (Regularity) For @ 0 ď l ď k, if Ds “ u in the sense of distri-
butions, and if s P L2pEq, u P L2l,AF pF q, then s P L2l`1,AEpEq.
Moreover, there is a constant C independent of s such that
}s}L2
l`1,AE
ď C`}Ds}L2
l,AF
` }s}L2
˘
. (4.1)
4. There exists a bundle map R P HompE,F q, such thatż
M
|Ds|2 “
ż
M
|∇AEs|2 ` r|s|2 ` xRs, sy (4.2)
for every compactly supported s P L21,AEpEq,and there exists a
compact set Z ĂM such that |R| ă r{2 on M ´ Z.
Lemma 4.3. There exists a constant r0 ą 0 such that if r ą r0, then
the operators D and D˚ are both pk, r{2q-admissible.
Proof. Condition 1 of admissibility comes from definitions of D and
D˚, condition 2 is proved by Sobolev embeddings, condition 3 follows
from standard elliptic regularity. Conditions 4 follow from Proposi-
tions 3.8 and 3.10 of [14].
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Proposition 4.4. If an operator D and its formal dual D˚ are both
pk, rq admissible, then for 0 ď l ď k, the map D : L2l`1,AE pEq Ñ
L2l,AF pF q is Fredholm, and indD “ dimkerD ´ dimkerD˚.
To prove the proposition one needs the following two lemmas.
Lemma 4.5. Let D be a pk, rq admissible operator. If a sequence
tsiu Ă L21,AEpEq satisfies
}si}L2 ď 1,
Dsi Ñ y in L2pF q.
Then there exists s P L2pEq such that si Ñ s in L21,AEpEq and Ds “ y.
Proof. By standard elliptic regularity, there exists a subsequence con-
verging to some section s P L21,loc in L2loc. Denote the subsequence by
the same notation si. The limit s satisfies
}s}L2 ď lim sup
iÑ8
}si}L2 ď 1,
Ds “ y as distributions.
Therefore by the regularity of D, the section s P L21,AE .
Let ui “ si ´ s, then
}ui}L2 ď 2, (4.3)
lim
iÑ8
}Dui}L2 “ 0, (4.4)
and since si Ñ s locally in L2,
lim
iÑ8
ż
J
}ui}2L2 “ 0 (4.5)
for any compact subset J Ă M . For any set S Ă M , denote the
interior of S by S˝. Let βn be a sequence of compactly supported
Lipschitz functions such that
1 ě βn`1 ě βn ě 0,
suppβn Ă β´1n`1p1q
˝
,ď
n
β´1n p1q˝ “M,
|∇βn| ď 1
n
.
Such a sequence βn can be constructed for example as follows. Let x be
any point onM , let dx be the distance function to x, let η : R
ě0 Ñ Rě0
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be a Lipschitz function such that |∇η| ď 1, supp η Ă r0, 3s, and η “ 1
on r0, 1s. Then βn can be defined by βn “ ηpdx{nq.
Let Z be the compact set in definition 4.2. Take a number m such
that Z Ă β´1m p1q˝. For any n ě m, equation (4.2) gives
r}pβn ´ βmqui}2L2 ` }∇AE
`pβn ´ βmqui˘}2L2
“}D`pβn ´ βmqui˘}2L2 ´ ż
M
pβn ´ βmq2xRpuiq, uiy
ď}Dui}2L2 ` }ι
`
dpβn ´ βmq b ui
˘}2L2 ` r2
ż
M
|βn ´ βm|2 |ui|2.
Thus
r
2
}pβn ´ βmqui}2L2 ď }Dui}2L2 `
1
m2
¨ sup |ι|2 ¨ }ui}2L2 .
Let nÑ8, this gives
}p1´ βmqui}2L2 ď
2
r
}Dui}2L2 `
2
m2r
¨ sup |ι|2 ¨ }ui}2L2 .
Therefore
}ui}2L2 ď 2}βmui}2L2 ` 2}p1 ´ βmqui}2L2
ď 2}βmui}2L2 `
4
r
}Dui}2L2 `
4
m2r
¨ sup |ι|2 ¨ }ui}2L2 .
Take m ą
b
8
r
¨ sup |ι|, then
}ui}2L2 ď 4}βmui}2L2 `
8
r
}Dui}2L2 .
By (4.4) and (4.5), this proves lim
iÑ8
}ui}L2 “ 0. Hence the regularity
of D implies that ui Ñ 0 in L21,AE pEq, therefore si Ñ s in L21,AEpEq
and the lemma is proved.
Lemma 4.6. If D is a pk, rq admissible operator, then the map
D : L21,AEpEq Ñ L2pF q
has finite dimensional kernel and closed range.
Proof. The lemma 4.5 implies that the unit ball of kerD is compact,
therefore kerD has finite dimension.
Now let yi be a convergent sequence in ImD, let y “ lim
iÑ8
yi. Take a
sequence tsiu such thatDsi “ yi and si K kerD in the space L21,AEpEq.
If }si}L2 are bounded then lemma 4.5 asserts that tsiuiě0 has a
convergent subsequence in L21,AEpEq, hence y P ImD.
18
If }si}L2 are not bounded, without loss of generality assume that
lim
iÑ8
}si}L2 “ 8.
Take ui “ si{}si}L2 , then Dui Ñ 0, }ui}L2 “ 1. Lemma 4.5 then
asserts that a subsequence of ui converges to an element of kerD in
L21,AE pEq, contradicting the assumption that si K kerD.
Proof of proposition 4.4. First prove the result for l “ 0. In this case,
every element u in the L2 orthogonal complement of ImD satisfies
D˚u “ 0 in the sense of distributions. The regularity of the operatorD
thus imples u P L21,AF pF q. On the other hand, every element of kerD˚
is perpendicular to ImD in the L2 norm. Hence ImDK – kerD˚.
Apply lemma 4.6 to D and D˚, this proves that D is Fredholm and
dim cokerD “ dimkerD˚.
The result for 0 ă l ď k follows from the regularity of D. In
fact, let Rl be the image of D : L
2
l`1,AEpEq Ñ L2l,AF pF q, then Rl “
R0 X L2l,AF pF q and the result for l “ 0 implies that Rl is a closed
subspace of L2l,AF pF q of finite codimension. Since Rl is dense in R0
under the L2 norm, the codimension of Rl in L
2
l,AF
pF q equals the
codimension of R0 in L
2pF q.
Corollary 4.7. Let r0 be as in lemma 4.3 and assume r ą r0, then
D and D˚ are Fredholm operators.
The rest of this section calculates the index of D . The follow-
ing lemma proves the index formula when the relative Euler number
epM, s, tτjuq is zero.
Lemma 4.8. Let r0 be as in lemma 4.3 and let r ą r0. If
epM, s, tτjuq “ 0,
then indD “ 0.
Proof. Since epM, s, tτjuq “ 0, there exists an element
pA,φq P CkpM, s, 1, tτjuq
such that |φ| ą 1{2 everywhere. Define
pA,Φq “ pA,?r φq P CkpM, s, r, tτjuq.
For sufficiently large r, pA,Φq satisfies
|Φpxq|2 ě 1
2
max
xPM
´
|Ricpxq| ` |Rpxq| ` 1
4
|spxq| ` 1
2
|FApxq|
` |∇AΦpxq| ` |DAΦpxq|
¯
(4.6)
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where R is the tensor defined from the Weyl curvature as in propo-
sition 3.10 of [14]. By lemma 3.11 of [14], inequality (4.6) implies
that both D and D˚ have trivial kernel, hence by proposition 4.4,
the operator D defined at pA,Φq has indD “ 0. Since the index is
invariant under homotopy, this implies indD “ 0 at every point of
CkpM, s, r, tτjuq.
To calculate the index for the general case, one needs the following
lemma:
Lemma 4.9. Let pM1, s1q and pM2, s2q be two 4-manifolds with Spinc
structures. Then there exists a Spinc structure s1#s2 on M1#M2,
such that
s1#s2|Mi´pt – si|Mi´pt, i “ 1, 2.
Proof. Define a new metric on M1 ´ pt and M2 ´ pt such that the
ends of the two manifolds are cylinders S3 ˆ r0,8q with the standard
product metric. By lemma 3.1, s1 and s2 pulls back to Spin
c structures
onM1´pt andM2´pt with the new metric. On the end ofMi´pt the
Spinc structure is a product Spinc structure given by a Spinc structure
on S3. Since H1pS3q “ H2pS3q “ 0, there is only one Spinc structure
t on S3 up to isomorphism, and any self-isomorphism of t is homotopic
to identity. Therefore up to homotopy there is a unique way to glue
the Spinc structures on the ends of M1´pt and M2´pt together and
that gives the desired Spinc structure s1#s2.
Lemma 4.10. If M is a manifold with symplectic ends, and suppose
that ps, tτjuq are given, then there exists a closed 4-manifold with a
Spinc structure pN, sN q such that epM#N, s#sN , tτjuq “ 0
Proof. By lemma 28.2.3 of [15], for any compact 4-manifold with a
Spinc structure,´
c2pS`q ´ 1
4
c1pS`q2
¯
rN s “ ´1
4
`
2χpNq ` 3σpNq˘.
Therefore for two given compact 4-manifolds with Spinc structures
pN1, s1q and pN2, s2q one has the following identity:
c2pN1#N2, S`qrN1#N2s “ c2pN1, S`1 qrN1s ` c2pN2, S`2 qrN2s ` 1,
where S, S1 and S2 are the spinor bundles for s1#s2, s1, and s2. Since
connected sum is a local construction this also proves
epM#N, s#sN , tτjuq “ epM, s, tτjuq ` c2pN,S`qrN s ` 1,
therefore one needs to find compact manifolds pN, sN q such that
c2pN,S`qrN s “ ´epM, s, tτjuq ´ 1. (4.7)
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Notice that c1pS`q can take any characteristic element in the inter-
section form. Therefore there is a Spinc structure on CP 2 such that
c1pS`q equals a generator of H2pCP 2,Zq, and for this Spinc structure
c2 “ ´2. On the other hand the canonical Spinc structure on CP 2 has
a nowhere vanishing section and therefore c2 “ 0. By taking connected
sum of these two Spinc structures, one can easily construct a closed
manifold pN, sN q satisfing (4.7). Hence the lemma is proved.
Proof of proposition 4.1. The Fredholm property of D is already con-
tained in Corollary 4.7, the rest of the proof gives the index formula.
If epM, s, tτjuq “ 0, the index formula follows from lemma 4.8. If
pM, sq is a closed manifold with a Spinc structure, it is well-known
that indD “ epM, sq (see for example lemma 27.1.1 and lemma 28.2.3
of [15]).
For the general case, let M be a manifold with symplectic ends,
let psM , tτjuq be the compatible Spinc structure. By lemma 4.10,
there exists a closed manifold N with a Spinc structure sN such that
epM#N, s#sN , tτjuq “ 0. Let pM 1, sM 1q be an arbitrary closed man-
ifold with a Spinc structure. For a manifold X with symplectic ends
and a compatible Spinc structure, use indX to denote the index of
the corresponding operator D. Then the excision property of index
implies
indM “ indM 1 ´ indM 1#N ` indM#N .
Therefore the index formula for the general case follows from lemma
4.8 and the index formula for closed manifolds.
5 Exponential decay of solutions
Let M be a manifold with each end being either symplectic or cylin-
drical with an admissible Spinc structure ps, tτjuq. The purpose of
this section is to establish an exponential decay estimate for solutions
of equation (3.5) in CkpM, s, r, tτjuq. As before, assume that k ě 5,
therefore on each symplectic end Gj ,ż
Gj
E ă `8. (5.1)
By definition, the compatible symplectic structure on each sym-
plectic end Gj can be extended to a neighborhood of Gj . Let A0 be
a smooth extention of the canonical connections from the symplectic
ends to pM, sq such that on the cylindrical ends A0 is in temporal
gauge and is invariant under translations. For the rest of the sec-
tion, the connection A0 will be fixed. Let Φ0 be the pull back of the
canonical section on YGj .
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Let φ “ ?r pΦ0 ¨ τ˚j α ` τ˚j βq be the decomposition of φ on Gj as
in (3.6). Let a “ A´A0.
Let K ą 0 be an upper bound of the sectional curvature of M ,
let ǫj ą 0 be positive numbers such that the compatible symplec-
tic structure on each symplectic end Gj can be extended to the ǫj-
neighborhood of Gj . Let ǫ0 “ mintinjpW q, π{p2
?
Kq,min
j
ǫj , 1u. For
each x P M , consider the Gaussian normal coordinates centered at
x with radius ǫ0. Let tgpxqij u1ďi,jď4 be the metric matrix under this
coordinate frame. Since M has bounded geometry, for each k ě 0 the
functions Bkgpxqij are uniformly bounded for any x.
To avoid excessively wordy explanations for the dependence of con-
stants, the following conventions will be assumed for the rest of the
article: when a constant is said to be depending on a manifold M
with each end being either symplectic or cylindrical, it means the con-
stant depends on the manifold M and the admissible Spinc structure
ps, tτjuq, the choice of the perturbation qt, the cutoff functions in the
definition of equation (3.5), and the choice of the connection A0. The
notations zi will denote constants that only depend onM . It is always
assumed that r ą r0, where r0 is a positive constant sufficiently large
so that the estimates will work. The value of r0 may increase as the
argument moves on, and r0 depends only on M .
5.1 Convergence of configurations
This subsection defines a version of convergence up to gauge trans-
formations, and provides a sufficient condition for the existence of
convergent subsequences. The result might be obvious to experts, but
a proof is given here for lack of a direct reference.
Definition 5.1. Suppose tpMn, gnquně1 is a sequence of complete ori-
ented Riemannian 4-manifolds. For each n, let pn be a point on Mn,
let sn be a Spin
c structure on Mn and Sn be the corresponding spinor
bundle, and ρn : TMn Ñ HompSn, Snq the Clifford actions. Let An
be a locally L2k Spin
c-connection for sn, let φn be a locally L
2
k section
of Sn` .
The sequence tpMn, gn, pn, sn, An, φnquně1 is said to be convergent
to another configuration
pM,g, p, s, A, φq
up to gauge transformations, if there exists a sequence
tpdn, Un, Vn, ϕn, ϕ˜n, unquně1
such that the following conditions hold:
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1. For any n, the element dn is a positive number, and lim
nÑ8 dn “
`8. The element Vn is an open neighborhood of pn, and Un
is an open neighborhood of p. The open sets Vn and Un satisfy
BMnppn, dnq Ă Vn and BM pp, dnq Ă Un. The element ϕn is a
diffeomorphism from Un to Vn mapping p to pn. Moreover, for
each compact subset K of M ,
lim
nÑ8 }ϕ
˚
npgnq ´ g}CmpUnXKq “ 0, @m P N.
2. The element ϕ˜n is a map from Sn|Vn to S|Un , which is a smooth
isomorphism of vector bundles lifting ϕn. Moreover, for each
compact subset K of M ,
lim
nÑ8 }ϕ˜
˚
npρnq ´ ρ}CmpUnXKq “ 0, @m P N
3. The element un is a gauge transformation of sn on Vn. Moreover,
for each compact subset K of M ,
lim
nÑ8 }ϕ˜
˚
npunpAn, φnqq ´ pA,φq}CmpUnXKq “ 0, @m P N
Definition 5.2. A sequence of pointed complete Riemannian mani-
folds
tpMn, gn, pnquně0
is said to have uniformly bounded geometry if the following conditions
hold:
1. There exists ǫ0 ą 0 such that for all n, the injectivity radius of
Mn is greater than ǫ0.
2. For each integer k, there is a constant Nk ą 0 such that the
norm of the kth covariant derivative of the curvature tensor of
Mn is bounded by Nk for every n.
The following result is essentially a properness property for the
Seiberg-Witten map.
Proposition 5.3. Let tpMn, gn, pnquně1 be a sequence of pointed com-
plete oriented Riemannian 4-manifolds with uniformly bounded geom-
etry, let ǫ0 be a positive lower bound of their injecticity radii. Let sn
be a Spinc structure on Mn, let An be locally L
2
1 Spin
c-connections for
sn and φn be locally L
2
1 sections of Sn` . Assume that there exists a
constant C ą 0 such that for every point x PMn,ż
BMn px,ǫ0q
|FAn |2 ă C, (5.2)
|φnpxq| ă C. (5.3)
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Moreover, assume that
DAnpφnq “ 0 (5.4)
for each n, and assume that FpAn, φnq is smooth for each n and there
is a sequence of positive numbers Ck such that
}FpAn, φnq}Ck ă Ck, @k, n ě 1. (5.5)
Then there exists a subsequence of tpMn, gn, pn, sn, An, φnquně1 which
converges to some pM,g, p, s, A, φq up to gauge transformations in the
sense of definition 5.1.
Remark. The assumption (5.4) is not essential. However, if DAnpφnq
is not 0, one needs to be more careful about the formulation of (5.5).
Since this article will only use the result when (5.4) is satisfied, the
more general statement will not be discussed here.
Proof. Since tpMn, gn, pnqu have uniformly bounded geometry, by [19]
there is a pointed complete Riemannian manifold pM,g, pq such that
a subsequence of tpMn, gn, pnqu converges to pM,g, pq in C8, in the
sence defined in [19]. Without loss of generality assume the subse-
quence is tpMn, gn, pnqu itself. Then by the definition there exists a
sequence tpdn, Un, Vn, φnqu such that condition 1 of definition 5.1 is
satisfied.
By (5.2), the L2 norm of ϕn˚pFAnq is bounded on any compact
subset of M . Take any fixed compact surface Σ in M , let NpΣq be a
tubular neighborhood of Σ. Then the L2 bound of ϕn˚pFAnq implies
that the sequence
ş
NpΣq |ϕn˚pFAnq| is bounded. Let P pΣq be a closed
2-form that is supported in NpΣq and represents the Poincare´ dual of
Σ, then ż
Σ
c1pϕ˚npsnqq “
1
2πi
ż
NpΣq
ϕ˚npFAnq ^ P pΣq
is uniformly bounded for any compact surface Σ in M . Therefore
there exists a subsequence tniu of tnu such that for each compact
subset K of M , the Chern class c1pϕn˚psniqq|K is constant for large i.
By taking a further subsequence one may assume that ϕn˚psinq|K is a
constant sequence up to isomorphisms when n is large. Without loss
of generality, assume this subsequence is the original sequence. Then
there is a Spinc structure s on M such that s|Un – ϕn˚psn|Vnq. Now ϕ
can be lifted to ϕ˜ so that condition 2 of definition 5.1 holds.
The only thing remaining to prove is the existence of the gauge
transformations un satisfying condition 3 in definition 5.1. By theorem
5.2.1 of [15] one only needs to prove the boundedness of the analytic
energy of tpAn, φnqu on ϕ´1n pKq for any given compact subsetK ĂM .
(The theorem in [15] requires the manifold and the Spinc structure to
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be fixed but the same argument works for a sequence of manifolds
satisfying conditions 1 and 2 of definition 5.1.)
Without loss of generality, assume that Vn is compact for each n.
Fix a positive integer m and let nÑ `8, one only needs to prove:
E
an|VmpAn, φnq ă Nm, @n ą m
for some constant Nm depending on m.
Since the manifolds Mn have uniformly bounded geometry, with-
out loss of generality (by taking a further subsequences if necessary)
assume that Un´1 ĂĂ Un, and that there are cut-off functions χn ě 0
defined on M such that suppχn Ă Un, χn|Un´1 “ 1, and the pull-back
of χn to Mn satisfies |∇ϕn˚pχnq| ď 1 for all n.
For n ą m, let pA1n, φ1nq “ pAn, ϕ˚pχm`1q ¨ φnq. By assumptions
(5.3) and (5.5),
}FpA1n, φ1nq}L2 ă C 1, @n ě m ě 1 (5.6)
for some constant C 1 depending on m.
Since A1n is compactly supported on Vm, the topological energy of
pA1n, φ1nq on Vm (see definition 4.5.4 of [15]) is
E
toppA1n, φ1nq|Vm “
1
4
ż
Vn
FpA1nqt ^ FpA1nqt , (5.7)
and it is bounded because of (5.2). Since
E
anpA1n, φ1nq “ E toppA1n, φ1nq ` }FpA1n, φ1nq}2L2 ,
(5.6) and (5.7) imply the boundedness of EanpA1n, φ1nq on Vm`1. Notice
that pAn, φnq “ pA1n, φ1nq on Vm, so this implies the boundedness of
EanpAn, φnq on Vm.
5.2 C0 bound
Let M be a manifold with each end being either symplectic or cylin-
drical, and ps, tτjuq be an admissible Spinc structure. Let
pA,φq P CkpM, s, r, tτjuq
be a solution of equation (3.5). Let a “ A ´ A0. This subsection
proves a C0 estimate for φ and F`. The main result is the following
estimate:
Proposition 5.4. There exists a constant z such that |φ| ď z ¨ ?r
and |Fa` | ď z ¨ r at every point of M .
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The proof starts with a C0 estimate on symplectic ends. As be-
fore, use Gj to denote the symplectic ends of M . Let Nj be the ǫ0
neighborhood of BGj . The following lemma is inspired by lemma 3.23
of [14].
Lemma 5.5. There exists a constant z ą 0, such that for every lo-
cally L2k configuration pA,φq defined on the end Gj solving (3.5), the
inequality
|φ| ď z ¨ ?r
holds on Gj ´Nj.
Proof. By inequality (2.2) of [23], the following inequality holds on
Gj :
1
2
d˚d|φ|2 ` |∇Aφ|2 ` 1
4
|φ|2p|φ|2 ´ rq ´ z1 ¨ |φ|2 ď 0.
Require r0 ą 4z1, and throw away the term |∇Aφ|2, one obtains
1
2
d˚d|φ|2 ` 1
4
|φ|2p|φ|2 ´ 2rq ď 0.
For any x P Gj´Nj, use Bx to denote the ball onM centered at x with
radius ǫ0. Let ρ be the distance function to x, let f “ 1{pǫ20 ´ ρ2q2 be
a radial function on Bx. Take a normal coordinate of Bx centered at x
and let g be the determinant of the metric matrix, then on Bx ´ txu,
d˚df “ ´ 1
ρn´1?g
B
Bρ
`
ρn´1
?
g ¨ df
dρ
pρq˘.
Notice that M has bounded geometry, hence }g}C0 and }∇g}C0 are
both bounded by constants independent of x, and g is bounded away
from 0. A straight forward calculation shows that for some large
constant z2 ą 0,
1
2
d˚d
`pz2q2rf˘` 1
4
`pz2q2rf˘`pz2q2rf ´ 2r˘ ě 0.
By the maximum principle, this shows |φ|2 ď pz2q2rf ` 2r on Bx,
hence |φpxq| ď z ¨ ?r for some constant z.
The following lemma deals with the cylindrical ends:
Lemma 5.6. Let Hi – Yi ˆ r0,`8q be a cylindrical end, use t to
denote the projection from Hi to r0,`8q. Then there exists a constant
z only depending on the perturbations qt such that
lim sup
tÑ`8
|φ| ď z
26
Proof. Since q is an admissible perturbation, there are only finitely
many critical points of the corresponding perturbed Chern-Simons-
Dirac functional L´ modulo gauge transformations. Let Σ be the set
of critical points of L´, let
z “ max
pB,ψqPΣ
}ψ}C0
Then the definition of CkpM, s, r, tτjuq implies lim sup
tÑ`8
|φ| ď z.
Now starts the prove of proposition 5.4.
Proof of proposition 5.4. There are two possibilities:
Case 1. The supremum supM |φ| is either not achieved on M
or achieved in Gj ´ Nj for some symplectic end Gj . In this case
supM |φ| ď z ¨
?
r by lemma 5.5 and lemma 5.6.
Case 2. For some x0 P M ´ YpGj ´ Njq, |φpx0q| “ supM |φ|. Let
Bx0 be the closed ball onM centered at x0 with radius ǫ, where ǫ ă ǫ0
is a positive constant to be determined later. Then pφ,Aq satisfies the
following equations on Bx0 :
ρpF`
At
q “ pφφ˚q0 ` µˆ0pA,φq, (5.8)
DAφ “ µˆ1pA,φq. (5.9)
Since the perturbations pi and qt are strongly tame and }pi} ă 1, there
exists a constant z1 such that the following holds on Bx0 :
}µˆ0pA,φq}C0 ď z1 ¨ p1` |φpx0q|q, (5.10)
}µˆ1pA,φq}C0 ď z1. (5.11)
Apply DA to both sides of (5.9),
D2Aφ “ DApµˆ1q.
By the Weitzenbo¨ck formula, this implies
∇
˚
A∇Aφ`
1
2
ρpF`
At
qφ` 1
4
sφ “ DApµˆ1q, (5.12)
where s denotes the scalar curvature of M . Plugging in (5.8), and
take inner product with φ, equation (5.12) becomes
1
2
d˚d|φ|2 ` |∇Aφ|2 ` 1
4
|φ|4 ` 1
4
xsφ, φy ` 1
2
xµˆ0φ, φy “ xDApµˆ1q, φy.
(5.13)
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Notice that the inequality of arithmetic and geometric means gives
1
16
|φ|4 ´ 1
2
z1|φpx0q| ¨ |φ|2 ě ´pz1q2|φpx0q|2
Therefore inequality (5.13) implies:
1
2
d˚d|φ|2 ` |∇Aφ|2 ` 1
8
|φ|4 ´ z0p1` |φpx0q|2q ď xDApµˆ1q, φy.
Let h ě 0 be a smooth radial function on Bx0 such that h “ 1 on
BW px0, ǫ{4q and supph Ă BW px0, ǫ{2q. Let χ “ h4. Let Gx0 ě 0 be
the Green’s kernel on Bx0 with a pole at x0 and equals zero on BBx0 .
Then:ż
Bx0
´1
2
d˚d|φ|2 ` |∇Aφ|2 ` 1
8
|φ|4 ´ z0p1` |φpx0q|2q
¯
¨Gx0 ¨ χ
ď
ż
Bx0
xDApµˆ1q, φ ¨Gx0χy,
which is the same asż
Bx0
´`´ 1
2
∆p|φ|2χq ` 1
2
|φ|2∆χ`∇|φ|2 ¨∇χ˘ ¨Gx0 ` |∇Aφ|2Gx0 χ
` 1
8
|φ|4Gx0 χ´ z0p1` |φpx0q|2qGx0 χ
¯
ď
ż
Bx0
xµˆ1,DApφGx0 χqy.
(5.14)
Therefore
1
2
|φpx0q|2 ď
ż
Bx0
´
p´1
2
|φ|2∆χ´∇|φ|2 ¨∇χq ¨Gx0 ´ |∇Aφ|2Gx0 χ
´ 1
8
|φ|4Gx0 χ` z0p1` |φpx0q|2qGx0 χ` xµˆ1,DApφGx0 χqy
¯
. (5.15)
By the inequality of arithmetic and geometric means,
´ 1
2
|φ|2∆χ´ 1
16
|φ|4 χ
ď|φ|2p2h3|∆h| ` 6h2|∇h|2q ´ 1
16
|φ|4h4
ďz1p|∆h|2h2 ` |∇h|4q,
and
|∇|φ|2| ¨ |∇χ| ´ 1
2
|∇Aφ|2χ´ 1
16
|φ|4 χ
ď2|φ| ¨ |∇Aφ| ¨ p4h3|∇h|q ´ 1
2
|∇Aφ|2h4 ´ 1
16
|φ|4 h4
ďz2|φ|2h2|∇h|2 ´ 1
16
|φ|4 h4
ďz3|∇h|4.
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By (5.11) and the inequality of arithmetic and geometric means,ż
Bx0
xµˆ1,DAφyGx0 χ ď
ż
Bx0
1
2
|∇Aφ|2Gx0χ` z4
ż
Bx0
Gx0 χ.
Thus by (5.15),
1
2
|φpx0q|2 ď z0p1` |φpx0q|2q
ż
Bx0
Gx0 χ
`
ż
Bx0
´
z1p|∆h|2h2 ` |∇h|4q ` z3|∇h|4
¯
Gx0 ` z4
ż
Bx0
Gx0 χ
`
ż
Bx0
|µˆ1||φ||∇pGx0 χq|. (5.16)
By the assumption, |φ| attains maximum at x0, thereforeż
Bx0
|µˆ1||φ||∇pGx0 χq| ď |φpx0q|
ż
Bx0
|µˆ1||∇pGx0 χq|
ď 1
4
|φpx0q|2 `
´ ż
Bx0
|µˆ1||∇pGx0 χq|
¯2
. (5.17)
Notice that the constants zi do not depend on the choice of ǫ. Take ǫ
small enough such that ż
Bx0
Gx0 ď
1
8z0
. (5.18)
Since M has bounded geometry, the choice of ǫ can be made to be
independent of x0. Plug in (5.17) and (5.18) to (5.16) and rearrange,
this gives
1
8
|φpx0q|2 ď z0
ż
Bx0
Gx0 χ
`
ż
Bx0
´
z1p|∆h|2h2 ` |∇h|4q ` z3|∇h|4
¯
Gx0
` z4
ż
Bx0
Gx0 χ`
´ż
Bx0
|µˆ1||∇pGx0 χq|
¯2
.
Therefore |φpx0q|2 ď z5 for some constant z5.
Combining case 1 and case 2, this proves the C0 bound for |φ|. The
bound for |Fa` | then follows from equation (3.5) and the C0 bound of
the perturbation.
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5.3 Exponential decay on symplectic ends
This subsection proves the exponential decay of E on symplectic ends.
Recall that given a configuration pA,φq on any symplectic end Gj , the
function E is defined as
E “ |1´ |α|2 ´ |β|2|2 ` |β|2 ` |∇aα|2 ` |∇1Aβ|2 ` |Fa|2.
If pA,φq P CkpM, s, r, tτjuq thenż
Gj
E ă `8.
The main result of this subsection is:
Proposition 5.7. There exists a constant z such that the following
holds. Let pA,φq be a locally L2k solution of (3.5) on a symplectic end
Gj . Let d be the distance function to BGj . Assume
ş
Gj
E ă `8.
Then there is a constant d0 which may depend on pA,φq such that
Epxq ă e´
?
r¨pdpxq´d0q{z
for every x P Gj with dpxq ą d0.
To prove proposition 5.7, one needs the following lemma:
Lemma 5.8. Suppose pA,φq satisfies the assumptions of proposition
5.7, then on the end Gj , one has lim
dpxqÑ`8
Epxq “ 0.
Proof. Assume the contrary, then there is a sequence txnu Ă Gj and
a constant δ ą 0 such that dpxnq Ñ 8 and Epxnq ě δ for all n. Let
Bn “ BM pxn, ǫ0q. Without loss of generality, assume that Bn are
pairwise disjoint. Let g be the metric of M , consider the sequence
pM,g, xn, s, A, φq. By proposition 5.3 and the C0 estimate of φ in
lemma 5.5, a subsequence of it converges to some limit configuration
pĂM, g˜, x˜, s˜, A˜, φ˜q. Since ∇kΩ is bounded for all k, the form Ω passes
to a limit rΩ in the limit space ĂM . The form rΩ is a symplectic form
compatible with g˜, and s˜ is the canonical Spinc structure given by
pg˜, Ω˜q. Thus φ˜ decomposes into an α component and a β component
as in (3.6) and the corresponding energy density function rE will satisfyrEpx˜q ě δ. Therefore there will be a possitive constant δ1 ą 0 such thatş
Bn
E ą δ1 for sufficiently large n. This contradicts the assumption ofş
Gj
E ă `8.
The next lemma is the work horse for all the estimates in the proof
of proposition 5.7. The lemma and the way it is used in the proof of
proposition 5.7 are inspired by the arguments in [14].
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Lemma 5.9. Let K, v0 ą 0 be constants. Let r ě 1. Let N be an
n-dimensional complete Riemannian manifold with Ric ě ´K, let s
be a C2 function on the ball BN px0, Rq with radius R. If s satisfies:
1
2
d˚d s` rV s ď h,
s|BBM ps,Rq “ t.
where V ě v0 ą 0 is a positive function, then there is a positive
constant ǫ depending only on n, K, and v0, such that the following
inequality holds:
spx0q ď
´
sup
BN px0,Rq
ˇˇˇ
h
rV
ˇˇˇ¯
`
´
sup
BBN px0,Rq
|t|
¯
e´ǫR
?
r.
If BBM px0, Rq “ ∅, then the value of sup
BBM px0,Rq
|t| is understood as 0.
Proof. Let ρ be the distance function to x0. By the Laplacian com-
parison theorem (cf. [21, p. 7-8]),
∆ρ ď n´ 1
ρ
p1` k ρq.
in the sense of distributions, where k “ aK{pn´ 1q. Let fpuq ě u
be a smooth function on R such that fpuq “ 1 when u ď 1{2 and
fpuq “ u when u ě 1. Let h “ eǫ
?
rfpρq be a function on M , where ǫ is
a small positive constant to be determined. Notice that in the sense
of distributions,
´∆h “ ´pǫ?rf2pρq ` ǫ2rpf 1pρqq2 ` ǫ?rf 1pρq∆ρqh
ě ´
´
ǫ
?
rf2pρq ` ǫ2rpf 1pρqq2 ` ǫ?rf 1pρq`n´ 1
ρ
` kpn´ 1q˘¯ h.
Therefore, there exists a constant z ą 0 independent of r such that
when ǫ ă 1{z, the inequality 1
2
d˚dh ` rV h ě 0 holds in the sense of
distributrions. By the maximum principal for weak solutions ([11],
Theorem 8.1), this implies
s ď sup
BN px0,Rq
ˇˇˇ
h
rV
ˇˇˇ
`
´
sup
BBN px0,Rq
|t|
¯
¨ g
eǫ
?
rfpRq ,
on the ball BN px0, Rq, hence the lemma is proved.
Proof of proposition 5.7. The proof is divided into 7 steps:
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Step 1. By lemma 5.8, there is a d1 ą 0 such that if dpxq ą d1 then
|αpxq| ą 1
2
, Epxq ă 1. (5.19)
In the following steps it will always be assumed that dpxq ą d1.
Step 2: pointwise estimates on α and β. By [23] Lemma 2.2, there
exist constants z1, z2, z3 ě 1, such that when ζ P p0, r2z1z2 q, r ą z1,
and δ ą z3, set
u “ p1´ |α|2q ´ ζ|β|2 ` δ
ζr
,
then the following inequality holds:
1
2
d˚du` r
4
|α|2u ě 0.
Therefore lemma 5.9 and (5.19) implies that
u ě ´z5e´
?
r¨pd´d1q{z6 , if d ą d1.
Thus
|α|2 ď 1` z7
r2
, (5.20)
|β|2 ď z7
r
`
1´ |α|2 ` z7
r2
˘
, (5.21)
whenever d ą d0 ` 1.
Step 3: pointwise estimates on Fa. On Gj , the first equation of
(3.5) reads as
F`a “ ´
i
8
r ¨ `1´ |α|2 ` |β|2qΩ` r
4
pα˚β ´ αβ˚q. (5.22)
Thus by inequalities (5.20) and (5.21),
|F`a | ď
r
4
?
2
p1` z11
r
qp1´ |α|2q ` z11.
Now estimate |Fa´ |. By lemma 2.5 of [23], there exists constants
z12, z13, z14, z15 such that if r ą z15, let
q0 “ r
4
?
2
p1` z12
r
qp1´ |α|2q ´ z13 ¨ r|β|2 ` z14,
s “ |F´a |,
then
1
2
d˚dps´ q0q ` r
4
|α|2ps´ q0q ď |R|s,
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where R is a tensor defined by curvature.
Therefore when r ą 8 sup |R|,
1
2
d˚dps ´ q0q ` r
8
|α|2ps´ q0q ď |R|q0.
Notice that if dpxq ą d1 then Epxq ď 1 hence q0 is bounded by a
constant. Apply lemma 5.9, this implies:
|F´a | ď
r
4
?
2
p1` z16
r
qp1´ |α|2q ` z16.
In conclusion, there is a constant z17 such that
|F˘a | ď
r
4
?
2
p1` z17
r
qp1´ |α|2q ` z17.
Step 4: pointwise estimates on |∇aα| and |∇1Aβ|. Let
y “ |∇aα|2 ` r|∇1Aβ|2.
Inequality (2.43) of [23] shows that for a constant z18,
1
2
d˚dpy ´ z18 ¨ r ¨ uq ` r
4
|α|2py ´ z18 ¨ r ¨ uq ď 0.
By lemma 5.9 again and the pointwise estimates on α and β, this
implies
|∇aα|2 ` r ¨ |∇1Aβ|2 ď z19 ¨ r ¨ p1´ |α|2q ` z19.
Step 5: Exponential decay of |∇aα|, |∇1Aβ|, and |β|. Let
y1 “ |∇aα|2 ` r
32
|∇1Aβ|2 `
r2
16 z20
|β|2.
Inequality (4.15) of [23] shows that1 if z20 is large enough then there
exists a constant z21 such that,
1
2
d˚dy1 ` r
4
|α|2y1 ď
`
z21 ¨ r ¨ p1´ |α|2q ` r
8
qy1 (5.23)
Take d2 ą 0 so that when d ą d2,
|1´ |α|2| ă min
! 1
16 z21
,
1
8
)
.
1In [23], the derivation of inequality (4.15) only used the pointwise estimates of α, β,
Fa, ∇aα and ∇
1
A
β developed in section 2, and it doesn’t depend on the refined pointwise
estimate of F´a developed in section 3d. Therefore, the inequalities derived from step 2 to
step 4 are sufficient for deriving inequality (5.23) here.
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Then (5.23) implies
1
2
d˚dy1 ` r
32
y1 ď 0.
By lemma 5.9 this implies
y1 ă z22 ¨ e
?
r¨pd´d2q{z23 , (5.24)
when d ą d2.
Step 6: decay of |1´ |α|2|. By equation (2.3) of [23],
1
2
d˚d|α|2 ` |∇aα|2 ` r
4
|α|2p|α|2 ´ 1` |β|2q ` α b∇1Aβ ` α b β “ 0,
where b are pointwise bilinear pairings defined by the metric and the
symplectic form. A straight forward calculation thus shows
1
4
d˚d|1´ |α|2|2 “`1
2
d˚dp1´ |α|2q˘ ¨ p1´ |α|2q ´ 1
2
|∇a|α|2|2
“´ r
4
|α|2|1´ |α|2|2 ` |∇aα|2 ¨ p1´ |α|2q
` r
4
|α|2|β|2p1´ |α|2q ` p1´ |α|2q ¨ pα b∇1Aβ ` α b βq.
The inequality above and (5.24) shows that when d ą d2,
1
4
d˚d|1´ |α|2|2 ` r
4
|α|2|1´ |α|2|2 ď z24 ¨ epd´d3q
?
r{z25 .
By lemma 5.9, this implies
|1´ |α|2|2 ă z26 ¨ epd´d3q
?
r{z27 , (5.25)
when d ą d2.
Step 7: decay of |Fa|. The exponential decay for |Fa` | follows from
(5.22), (5.24) and (5.25). For s “ |Fa´ |, inequality (2.19) of [23] gives
1
2
d˚ds` r
4
p|α|2 ` |β|2qs ď |R|s` r
4
?
2
p|∇aα|2 ` |∇1Aβ|2q
` z28 ¨ rp|α||β| ` |α||∇1Aβ| ` |β||∇aα| ` |β|2q.
Therefore (5.24) and (5.25) shows that if |α| ą 7{8 and r ą 16 sup |R|,
then
1
2
d˚ds` r
8
|α|2s ď z29 ¨ epd´d3q
?
r{z30 .
By lemma 5.9, this implies
s ă z31 ¨ epd´d3q
?
r{z32 , (5.26)
when t ą d2.
The proposition then follows from (5.24), (5.25), and (5.26).
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The exponential decay in proposition 5.7 will be uniform if there
is an apriori bound on the integral of E. More precisely:
Proposition 5.10. For any constant C ą 0, there is a constant d0
depending on C and r such that the following holds. Let pA,φq be
a locally L2k solution of (3.5) on a symplectic end Gj . Let d be the
distance function to BGj . If ż
Gj
E ă C, (5.27)
then
Epxq ă e´
?
r¨pdpxq´d0q{z
for every x P Gj with dpxq ą d0.
To simplify notations, denote the function 1
2
ΛFa “ 12xΩ, Fay by
Fωa . The following lemma is needed for the proof of proposition 5.10.
The same identity also appeared in [14].
Lemma 5.11. Let pA,φq be a L2k configuration on a symplectic end
Gj with the canonical Spin
c structure, assume that suppφ Ă Gj , andż
Gj
E ă 8.
Thenż
Gj
´
|B¯aα` B¯˚aβ|2 ` 2|iFωa ´
r
8
p1´ |α|2 ` |β|2q|2 ` 2|F 0,2a ´
r
4
α¯β|2
` r
2
iFωa ´ 2|iFωa |2 ´ 2|F 0,2a |2
¯
“
ż
Gj
´1
2
|∇aα|2 ` 1
2
|∇A1`aβ|2 ` 1
2
xiFωA1`aβ, βy
` r
2
32
p1´ |α|2 ´ |β|2q2 ` r
2
8
|β|2 ´ 2xN ˝ Baα, βy
¯
. (5.28)
Where A1 is the unique unitary connection on Λ0,2pT ˚Gjq such that
∇
1,0
A1 “ B. N is the Nijenhuis tensor.
Proof. The identity follows from the Weitzenbo¨ck formulas (12) and
(13) in [13]. Translated to the notations of this article, these identities
are:
B¯˚a B¯aα “
1
2
p∇˚a∇aα´ 2iFωa αq,
B¯aB¯˚aβ “
1
2
p∇˚A1`a∇A1`aβ ` 2iFωA1`aβq.
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The finiteness of energy justifies the following integration by parts:ż
Gj
xB¯aα, B¯˚aβy “
ż
Gj
xB¯aB¯aα, βy,ż
Gj
xB¯aα, B¯aαy “
ż
Gj
xB¯˚a B¯aα,αy,ż
Gj
xB¯˚aβ, B¯˚aβy “
ż
Gj
xB¯aB¯˚aβ, βy,ż
Gj
x∇aα,∇aαy “
ż
Gj
x∇˚a∇aα,αy,ż
Gj
x∇A1`aβ,∇A1`aβy “
ż
Gj
x∇˚A1`a∇A1`aβ, βy.
The lemma is then proved by a direct computation.
Proof of proposition 5.10. The first step is to prove lim
dpxqÑ8
Epxq “ 0
uniformly on the symplectic end Gj . Assume the contrary, then for
some δ0 there is a sequence of locally L
2
k solutions pAn, φnq defined
on Gj satisfying
ş
Gj
En ă C, and a sequence of points xn P Gj with
dpxnq Ñ 8 such that Enpxnq ě δ0 for all n. Let g be the metric on
M . By proposition 5.3 and the C0 bound of |φn| proved in lemma 5.5,
the sequence tpM,g, s, xn, An, φnquně1 converges to a configuration
pĂM, g˜, s˜, x˜, A˜, φ˜q. Notice that the symplectic form Ω “ dΘ is exact
and ∇kΘ is bounded for all k, thus by taking a subsequence, the
symplectic structures converge to a limit rΩ on ĂM such that rΩ “ drΘ
for some 1-form rΘ with bounded norm, and s˜ is the canonical Spinc
structure given by rΩ. Therefore φ˜ decomposes as in (3.6) and the
corresponding energy density function rE satisfies rEpx˜q ě δ0.
Notice that ĂM is a complete symplectic manifold with bounded
geometry, and ∇kΘ is bounded on ĂM . Moreover, by (5.27),ż
ĂM rE ď C.
Let d˜ be the distance function to x˜. Then proposition 5.7 shows that
there are constants z˜, d˜0 ą 0 such that
E˜ ă e´
?
rpd˜´d˜0q{z˜ (5.29)
when d˜ ą d˜0.
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Lemma 5.11 givesż
ĂM
´
|B¯a˜α˜` B¯˚a˜ β˜|2 ` 2|iFωa˜ ´
r
8
p1´ |α˜|2 ` |β˜|2q|2 ` 2|F 0,2a˜ ´
r
4
¯˜αβ˜|2
` r
2
iFωa˜ ´ 2|iFωa˜ |2 ´ 2|F 0,2a˜ |2
¯
“
ż
ĂM
´1
2
|∇a˜α˜|2 ` 1
2
|∇A˜1`a˜β˜|2 `
1
2
xiFω
A˜1`a˜β˜, β˜y
` r
2
32
p1´ |α˜|2 ´ |β˜|2q2 ` r
2
8
|β˜|2 ´ 2xN˜ ˝ Ba˜α˜, β˜y
¯
. (5.30)
By (5.29) and the volume comparison theorem, every term in the in-
tegrals above is integrable when r is sufficiently large. By the Seiberg-
Witten equations, the first three terms on the left hand side of (5.30)
are zero. Thereforeż
ĂM
`r
2
iFωa˜ ´ 2|iFωa˜ |2 ´ 2|F 0,2a˜ |2
˘
“
ż
ĂM
´1
2
|∇a˜α˜|2 ` 1
2
|∇A˜1`a˜β˜|2 `
1
2
xiFω
A˜1`a˜β˜, β˜y
` r
2
32
p1´ |α˜|2 ´ |β˜|2q2 ` r
2
8
|β˜|2 ´ 2xN˜ ˝ Ba˜α˜, β˜y
¯
. (5.31)
The exponential decay estimate (5.29) and volume comparison the-
orem justifies the following integration by parts for sufficiently large
r: ż
ĂM Fωa˜ “
ż
ĂM
1
2
Fa˜ ^ drΘ “ 0.
Thus equation (5.31) becomes
0 “
ż
ĂM
´
2|iFωa˜ |2`2|F 0,2a˜ |2`
1
2
|∇a˜α˜|2` 1
2
|∇A˜1`a˜β˜|2`
1
2
xiFω
A˜1`a˜β˜, β˜y
` r
2
32
p1´ |α˜|2 ´ |β˜|2q2 ` r
2
8
|β˜|2 ´ 2xN˜ ˝ Ba˜α˜, β˜y
¯
(5.32)
However, when r is sufficiently large the right hand side of (5.32) is
bounded from below byż
ĂM
1
4
|∇a˜α˜|2 ` 1
4
|∇A˜1`a˜β˜|2 `
r2
64
p1´ |α˜|2 ´ |β˜|2q2 ` r
2
16
|β˜|2 ` 2|F`a˜ |2
(5.33)
This implies the integral in (5.33) is identically 0 on ĂM , contradicting
the assumption that rEpx˜q ě δ0.
Now go back to the proof of theorem 5.10. Since the convergence
lim
dpxqÑ`8
Epxq “ 0
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is uniform, the constants d1 and d2 in the proof of proposition 5.7
can be taken to be independent of the solutions, and therefore the
exponential decay estimates proved in proposition 5.7 are uniform.
Remark. Although this is not used in the proof, it is worth noticing
that if M “ X as in lemma 2.1, then the geometry of ĂM in the proof
above will have some interesting properties. In fact, the orthonormal
local frame pe1, e2, e3, e4q in (2.2) will converge to an orthonormal local
frame pe˜1, e˜2, e˜3, e˜4q on ĂM . Write xn “ pqn, tnq on X, and by taking
a subsequence assume that qn is convergent in Y . Since |tn| Ñ 8,
equation (2.2) gives: $’’’’&’’’’%
d e˜1 “ ν1 e˜1 ^ e˜2
d e˜2 “ ν4 e˜1 ^ e˜2
d e˜3 “ e˜4 ^ e˜3
d e˜4 “ 0.
Therefore, if one takes K1 “ ker e˜1 X ker e˜2 and K2 “ ker e˜3 X ker e˜4,
then K1 and K2 do not depend on the choice of pe1, e2q on Y , and
they define two orthogonal distributions on the limit manifold ĂM .
Frobeninus theorem shows that K1 and K2 define two foliations. The
two foliations are both totally geodesic. The leaves of K2 are limits of
the leaves of the taut foliation F , and the leaves of K1 have curvature
0. The proof of lemma 2.1 can be used to show that the injectivity
radius of every leaf of K1 is infinite, therefore the leaves of K1 are flat
planes.
One can also write down the limit metric in local coordinate sys-
tems. Let xn “ pqn, tnq be a sequence of points inX satisfying tn Ñ8.
By taking a subsequence, assume that qn converge to a point q in Y .
Since F “ ker λ is a foliation, on a small open neighborhood U of q
there is a local coordinate system px1, x2, x3q, such that the x3 coor-
dinate of q is 0, and λ “ f dx3 for some positive function f . Write the
forms e1, e2, µ1 on U as
e1 “ σ1 dx1 ` σ2 dx2 ` σ3 dx3,
e2 “ υ1 dx1 ` υ2 dx2 ` υ3 dx3,
µ1 “ ζ1 dx1 ` ζ2 dx2 ` ζ3 dx3.
Let β ą 0 be any positive constant, consider the following functions
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on U ˆ pe´βtn, eβtnq:
x1n “ x1,
x2n “ x2,
x3n “
a
t2n ` 1x3,
x4n “ ln |t| ´ ln |tn|.
The functions x1n, x
2
n, x
3
n, x
4
n define a local coordinate system for U ˆ
pe´βtn, eβtnq. The forms e1, e2, e3, e4 can then be written as:
e1 “ σ1 dx1n ` σ2 dx2n `
σ3a
t2n ` 1
dx3n
e2 “ υ1 dx1n ` υ2 dx2n `
υ3a
t2n ` 1
dx3n
e3 “
a
pexppx4nq|tn|q2 ` 1a
t2n ` 1
f dx3n
e4 “ t?
1` t2 pζ1 dx
1
n ` ζ2 dx2n `
ζ3
1` t2n
dx3q ` |t|?
1` t2 dx
4
n.
Let n Ñ `8, the coordinate functions px1n, x2n, x3n, x4nq converge to a
coordinated system px˜1n, x˜2n, x˜3n, x˜4nq on the limit manifold ĂM . Now it is
obvious from the calculations above that the metrics on the open sets
Uˆpe´βtn, eβtnq converge to a limit metric on ĂM . The limit orthonor-
mal frame pe˜1, e˜2, e˜3, e˜4q on ĂM are expressed in the local coordinate
system as
e˜1 “ σ1 dx1n ` σ2 dx2n
e˜2 “ υ1 dx1n ` υ2 dx2n
e˜3 “ e2 x4nf dx3n
e˜4 “ ζ1 dx1n ` ζ2 dx2n ` dx4n.
5.4 Uniform energy bound
In this section, the notation Ci will denote the constants that are
independent of the solution pA,φq but may depend on r.
This subsection proves the following uniform energy bound:
Proposition 5.12. Let M be a manifold with each end being either
symplectic or cylindrical, let ps, tτjuq be an admissible Spinc structure
onM . Then there exists a constant r0 and a constant C which depends
on M and r, such that if r ą r0 and pA,φq P CkpM, s, r, tτjuq is a
solution to (3.5), then ÿ
j
ż
Gj
E ă C (5.34)
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An immediate corollary of proposition 5.12 and proposition 5.10 is
the following result:
Theorem 5.13. There exists a constant r0 ą 0 and a constant z
depending on M , and a constant C depending on both M and r, such
that if r ą r0 and pA,φq P CkpM, s, r, tτjuq solves (3.5), then the
inequality
E ă e´
?
r¨pd´Cq{z (5.35)
holds on each symplectic end Gj whenever d ą C.
The rest of the subsection is devoted to the proof of proposition
5.12.
First define some notation: Let Ω be the symplectic form on YGj .
Let d be a function defined on M such that d “ 0 on M ´YGj and d
equals the distance to BGj on Gj . If a P CpY, tq is a critical point of L´,
let γa P CpY ˆ r0, 1s, t1q be the configuration on Y ˆ r0, 1s which is in
temporal gauge and represents the constant path at a. Since there are
only finitely many critical points up to gauge transformations, there
is a constant z such that
}Fγa}2L2 ă z (5.36)
for every critical point a.
Let pA,φq P CkpM, s, r, tτjuq be a solution to (3.5). Choose a gauge
representative of pA,φq such it is in temporal gauge on each cylindrical
end. Let t be the function onM which is the projection ofHi to r0,R`q
on each cylindrical end Hi and is zero on M ´ pYHiq. Recalled that
A0 is a fixed Spin
c connection on pM, sq such that A0 equals the pull
back of canonical connections on the symplectic ends, and A0 is in
temporal gauge and invariant under translations on each cynlindrical
end. Take
z1 “ z `
ż
tPp0,1s
|FA0 |2 ` 1.
Let nc be the number of cylindrical ends. By (5.36), there exists an
R ą 1 sufficiently large such thatż
tpxqPrR,R`1s
|Fapxq|2 ă z1 ¨ nc. (5.37)
Lemma 5.14. There is a constant r0 ą 0 and a function T pκ, r, zq ą 0
depending on the manifold M with the following property. Let R ą 1,
r ą r0, let pA,φq be a locally L2k configuration defined on t ď R ` 1
solving the perturbed Seiberg-Witten equation (3.5) on the symplectic
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ends with
ş
Gj
E ă `8 for each j. Suppose there are constants κ ą 0,
z ą 0 such that ż
tpxqPrR,R`1s
|Fa|2 ď κ. (5.38)
and suppose that whenever tpxq ď R`1, the norms |φpxq| and |Fa` pxq|
satisfy the following C0 bounds:
|φpxq| ď z ¨ ?r, |F`a pxq| ď z ¨ r. (5.39)
Then the following inequalities hold:ÿ
j
ż
Gj
E ă T pκ, r, zq ` 5z2 r2 ncVolpY q ¨ R, (5.40)ż
tpxqPp0,Rs
|Fa|2 ă T pκ, r, zq ` 4z2 r2 ncVolpY q ¨R. (5.41)
Proof. Use Ti to denote constants that may depend on M , κ, r, and
z but are independent of the choice of pA,φq.
On each Gj , the equation (3.5) reads as
B¯aα` B¯˚aβ “ 0,
Fωa “ ´
ir
8
p1´ |α|2 ` |β|2q,
F 0,2a “
r
4
α¯β.
Denote the ǫ0-neighborhood of BGj by Nj. Let χ ě 0 be a cut-
off function on M such that suppχ Ă YpGj ´ Njq and χ “ 1 when
d ą 2ǫ0. Let φ1 “ χφ. Apply lemma 5.11 for pA,φ1q, notice that
proposition 5.7 and the volume comparison theorem implies that each
term on either side of (5.28) is integrable for sufficiently large r. Apply
the C0 bound in (5.39), there is the following inequality:
T1 `
ÿ
j
ż
Gj
`r
2
iFωa ´ 2|iFωa |2 ´ 2|F 0,2a |2
˘ ěÿ
j
ż
Gj
´1
2
|∇aα|2
` 1
2
|∇A1`aβ|2 ` 1
2
xiFωA1`aβ, βy `
r2
32
p1´ |α|2 ´ |β|2q2
` r
2
8
|β|2 ´ 2xN ˝ Baα, βy
¯
.
For sufficiently large r, a rearrangment argument proves:ÿ
j
ż
Gj
pE ´ |F´a |2q ď T2 ` i r
ÿ
j
ż
Gj
Fa ^ Ω, (5.42)
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where the constant T2 depends on r.
Now by (5.38) and lemma 5.1.2 of [15], there exists a new con-
nection a1 of the trivial C-bundle defined on the set tx P M |tpxq P
rR,R ` 1su, such that:
1. }a´ a1}L2
1
ă T3, for some constant T3 depending on κ.
2. a1 “ a when t P rR,R` 1
3
s.
3. Fa1 “ 0, when t P rR` 23 , R ` 1s.
Notice that by definition 2.4 the symplectic form Ωj “ dΘj and
it can be extended to a neighborhood of Gj , therefore there exists an
exact form Ω “ dΘ on M such that
1. Ω “ Ωj on each Gj .
2. Θ “ Θj on Gj ´Nj.
3. Ω “ 0 outside a tubular neighborhood of YGj .
On a symplectic end Gj , |φpxq| Ñ
?
r as dpxq Ñ 8. Therefore one
can take a gauge representative of pA,φq such that φ{Φ0 P R when
dpxq is large. By proposition 5.7, for some constants z0, d0 ą 0.
|a| ď e´
?
r¨pd´d0q{z0 (5.43)
when d ą d0. Now extend a1 to t ď R ` 1 by taking a1 “ a when
t ă R. For r sufficiently large, the inequality (5.43) justifies the
following identities from integration by parts:ż
tďR`1
Fa1 ^ Ω “ 0, (5.44)ż
tďR`1
Fa1 ^ Fa1 “ 0. (5.45)
Let ZR “ tx P M |x R Gj for any j, and tpxq ď R ` 1u. Then
VolpZRq ď z1 ` nc ¨R ¨VolpY q. By (5.42),ÿ
j
ż
Gj
pE ´ |F´a |2q ď T2 ` r
ˇˇˇÿ
j
ż
Gj
Fa ^ Ω
ˇˇˇ
ď T3 ` r
ˇˇˇÿ
j
ż
Gj
Fa1 ^ Ω
ˇˇˇ
Notice that (5.44) impliesÿ
j
ż
Gj
Fa1 ^ Ω`
ż
ZR
Fa1 ^ Ω “ 0.
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Therefore,ÿ
j
ż
Gj
pE ´ |F´a |2q ďT3 ` r
ˇˇˇÿ
j
ż
Gj
Fa1 ^ Ω
ˇˇˇ
“T3 ` r
ˇˇˇ ż
ZR
Fa1 ^ Ω
ˇˇˇ
ďT3 ` 1
4
ż
ZR
|Fa1 |2 ` r2
ż
ZR
|Ω|2
ďT4 ` 1
4
ż
ZR
|Fa1 |2
ďT4 ` 1
4
ż
tăR`1
|Fa1 |2
“T4 ` 1
2
ż
tăR`1
|F`a1 |2
ďT5 ` 1
2
ż
ZR
|F`a |2 `
1
2
ÿ
j
ż
Gj
pE ´ |F´a |2q
ďT6 ` 1
2
z2 r2 ncVolpY q ¨ R` 1
2
ÿ
j
ż
Gj
pE ´ |F´a |2q,
where the last inequality comes from assumption (5.39). Henceÿ
j
ż
Gj
pE ´ |F´a |2q ď 2T6 ` z2 r2 ncVolpY q ¨R. (5.46)
Therefore,ż
tďR`1
|Fa|2 ď T7 `
ż
tďR`1
|Fa1 |2
“ T7 ` 2
ż
tďR`1
|F`a1 |2
ď T7 ` 2
ż
ZR
|F`a |2 ` 2
ÿ
j
ż
Gj
pE ´ |F´a |2q
ď T8 ` 4z2 r2 ncVolpY q ¨R. (5.47)
The lemma follows immediately from (5.46) and(5.47).
On the other hand, there is the following estimate:
Lemma 5.15. For every Riemannian 3-manifold N , there are con-
stants z1, z2 and a function of R0pT,Cq depending on N , such that
the following holds: let a be a L24 unitary connection for the trivial C
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bundle on N ˆ r0, Rs, where N ˆ r0, Rs is endowed with the product
metric. If T, C ą 0, R ą R0pT,Cq andż R
0
|Fa|2 ď T ` C ¨R, (5.48)
|F`a |2 ď C pointwise on N ˆ r0, Rs, (5.49)
then ż R
2
` 1
2
R
2
´ 1
2
|Fa|2 ă z1 ¨ C ` z2. (5.50)
Proof. Put a in temporal gauge, and represent a as a function aptq of
t which takes value in L23pN, iT ˚Nq. Then
|F`a | “
?
2
2
ˇˇ
9aptq ` ˚daptqˇˇ,
|F´a | “
?
2
2
ˇˇ
9aptq ´ ˚daptqˇˇ.
Let
¨ ¨ ¨ ă λ´3 ă λ´2 ă λ´1 ă λ0 “ 0 ă λ1 ă λ2 ă λ3 ă ¨ ¨ ¨
be the eigenvalues of the self-adjoint operator ˚d on N . Let
k “ max
! 1
|λ´1| ,
1
|λ1|
)
.
Decompose a as
aptq “
`8ÿ
n“´8
anptq,
where ˚danptq “ λnanptq. Let
bnptq “ 9anptq ` λnptqanptq.
By (5.49),
8ÿ
n“´8
}bnptq}2L2 ď 2C ¨ VolpNq.
By (5.48),ż R
0
} ˚ daptq}2L2 dt ď
1
2
ż R
0
`} 9aptq ` ˚daptq}2L2 ` } 9aptq ´ ˚daptq}2L2˘ dt
“
ż R
0
|Fa|2
ď T `CR.
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Thus there exits a t1 P r0, 1s such thatÿ
n
λ2n}anpt1q}2L2 ď T ` CR. (5.51)
Now if n ą 0,
λnanptq “ anpt1q ¨ ept1´tqλn ¨ λn `
ż t
t1
eλnps´tq ¨ λn ¨ bnpsq ds
When t ą k ` 1,
}λnanptq}2L2 ď 3
`
X2nptq ` Y 2n ptq ` Z2nptq
˘
,
where
Xnptq “ }anpt1q ept1´tqλnλn}L2
Ynptq “ }
ż t´k
t1
bnpsq eps´tqλnλn ds}L2
Znptq “ }
ż t
t´k
bnpsq eps´tqλnλn ds}L2
Notice that since |λn| ě 1k ,
Xnptq ď }λnanpt1q}L2 ¨ ept1´tq{k,
Now assume R ą 2k ` 3. By (5.51),ż R
2
` 1
2
R
2
´ 1
2
ÿ
ně1
Xnptq2 dt ď pT ` CRq ¨ e´pR´3q{k.
Notice that if s´ t ă ´k then the function λ ÞÑ eps´tqλλ is decreasing
when λ ą λ1. By Minkowski’s inequality, for t ą k ` 1,´ ÿ
ně1
Ynptq2
¯1{2 ď ´ ÿ
ně1
` ż t´k
t1
}bnpsq}L2 eps´tqλnλn ds
˘2¯1{2
ď
´ ÿ
ně1
` ż t´k
t1
}bnpsq}L2 eps´tqλ1λ1 ds
˘2¯1{2
ď
ż t´k
t1
´ ÿ
ně1
}bnpsq}2L2
¯1{2
eps´tqλ1λ1 ds
ď
a
2C ¨ VolpNq.
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Thus ż R
2
` 1
2
R
2
´ 1
2
ÿ
ně1
Ynptq2 dt ď 2C ¨ VolpNq.
As for Zn, the Minkowski inequality gives´ ż R
2
` 1
2
R
2
´ 1
2
Znptq2 dt
¯1{2 ď ´ż R2 ` 12
R
2
´ 1
2
` ż k
0
}bnpt´ sq}L2 ¨ e´sλnλn ds
˘2
dt
¯1{2
ď
ż k
0
´ż R
2
` 1
2
R
2
´ 1
2
}bnpt´ sq}2L2 dt
¯1{2
e´sλnλn ds
ď
ż k
0
´ż R
2
` 1
2
R
2
´ 1
2
´k
}bnptq}2L2 dt
¯1{2
e´sλnλn ds
ď
´ż R
2
` 1
2
R
2
´ 1
2
´k
}bnptq}2L2 dt
¯1{2
.
Therefore ż R
2
` 1
2
R
2
´ 1
2
ÿ
ně1
Znptq2 dt ď
ż R
2
` 1
2
R
2
´ 1
2
´k
ÿ
ně1
}bnptq}2L2 dt
ď pk ` 1q2C ¨ VolpNq.
Combining the estimates above,ż R
2
` 1
2
R
2
´ 1
2
ÿ
ně1
}λnanptq}2L2 dt ď
ż R
2
` 1
2
R
2
´ 1
2
ÿ
ně1
3
`
X2nptq ` Y 2n ptq ` Z2nptq
˘
ď 6pk ` 2qVolpNq ¨ C ` 3pT ` CRq ¨ e´pR´3q{k.
On the other hand, there exists a t2 P rR´ 1, Rs such thatÿ
n
λ2n}anpt2q}2L2 ď T ` CR.
If n ă 0, then
λnanptq “ anpt2q ¨ ept´t2qp´λnq ¨ λn ´
ż t2
t
ep´λnqpt´sq ¨ λn ¨ bnpsq ds.
When R ą 2k ` 3, the same argument provesż R
2
` 1
2
R
2
´ 1
2
ÿ
nď´1
}λnanptq}2L2 dt ď 6pk`2qVolpNq¨C`3pT `CRq¨e´pR´3q{k .
46
Therefore, when R ą 2k ` 3ż R
2
` 1
2
R
2
´ 1
2
} ˚ da}2L2 dt “
ż R
2
` 1
2
R
2
´ 1
2
`8ÿ
n“´8
}λnanptq}2L2 dt
ď 12pk ` 2qVolpNq ¨ C ` 6pT ` CRq ¨ e´pR´3q{k.
Notice that ż R
2
` 1
2
R
2
´ 1
2
ˇˇ|F`a | ´ |F´a |ˇˇ2 ď ż R2 ` 12
R
2
´ 1
2
2} ˚ daptq}2L2 dt.
Hence ż R
2
` 1
2
R
2
´ 1
2
|Fa|2 ď 2
ż R
2
` 1
2
R
2
´ 1
2
ˇˇ|F`a | ´ |F´a |ˇˇ2 ` |2F`a |2
ď 8CVolpNq ` 48pk ` 2qVolpNq ¨ C
` 24pT `CRq ¨ e´pR´2q{k,
and the lemma follows from the inequality above.
The proof of proposition 5.12 follows easily from the previous two
lemmas:
Proof of proposition 5.12. Pick r0 large enough so that lemma 5.14 is
valid when r ą r0. Let z1 be the constant in (5.37). Let the function
T pκ, r, zq be as in lemma 5.14, and constant z be as in proposition
5.4, and let the function R0pT,Cq and constants z1, z2 be as in lemma
5.15 when N equals nc copies of Y .
Let C1 “ 4z2 r2nc ¨maxpVolpY q, 1{4q, take κ “ maxpz1 ¨nc, z1 ¨C1`
z2q.
Let
Rmin “ inftR ą 2|
ż
tPrR,R`1s
|Fa|2 ă κu.
By (5.37), Rmin is finite. By (5.41),ż
tPp0,Rs
|Fa|2 ă T pκ, r, zq ` 4z2 r2ncVolpY q ¨R
ď T pκ, r, zq ` C1 ¨R.
and since the constant z is the same constant in proposition 5.4,
|F`a |2 ď z2 r2 ď C1.
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If Rmin ą maxpR0pT pκ, r, zq, C1q, 5q, take R1 “ pRmin ´ 1q{2, then
lemma 5.15 givesż
tPrR1 ,R1`1s
|Fa|2 ă z1 ¨ C1 ` z2 ď κ.
This contradicts the definition of Rmin. Therefore,
Rmin ď maxpR0pT pκ, r, zq, C1q, 5q,
hence by (5.40),ÿ
j
ż
Gj
E ă T pκ, r, zq ` 5z2 r2 ncVolpY q ¨ Rmin
ď T pκ, r, zq ` 5z2 r2 ncVolpY q ¨maxpR0pT pκ, r, zq, C1q, 5q.
And proposition 5.12 is proved.
5.5 Manifold with a stretching neck
For later references, this subsection considers the following scenario:
Let M be a manifold with only symplectic ends. Let Gj be the
ends ofM , let d be the function onM such that d “ 0 onM´YGj and
d is the distance function to BGj on Gj . Let ps, tτjuq be an admissible
Spinc structure. Suppose the three manifold Y is embedded in M
such that Y XGj “ ∅ for each Gj , and M ´ Y has two components.
Assume that the metric of M on a tubular neighborhood of Y is the
product metric Y ˆ p´ǫ, ǫq. For R ą ǫ, let MR be the Riemannian
manifold which is diffeomorphic to M but the metric on the tubular
neighborhood of Y is changed to the product metric of Y ˆ p´R,Rq.
In other words, MR is obtained from M by “stretching” the tubular
neighborhood of Y . Let fR : MR Ñ M be the map that shrinks the
neck. The map fR can be chosen in such a way that at each point of
MR the norm of the tangent map of fR is less than or equal to 1. The
admissible Spinc structure ps, tτjuq and the function d then pull back
to MR via fR.
Let ηptq be a cutoff function on R supported in p´ǫ, ǫq. Take two
strongly tame perturbations p1 and p2 such that }p1}, }p2} ă 1. Take
the perturbation on the symplectic ends as in (3.3). If t is the induced
Spinc structure on Y by s, take the perturbation on Y ˆp´R,Rq to be
qˆt`ηpt`R´ ǫqpˆ1`ηpt´R` ǫqpˆ2, and extend them to a perturbation
µˆR on MR by using a partition of unity. Consider the equation
FpA,φq “ µˆRpA,φq. (5.52)
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Recall that a Spinc connection A0 was chosen and fixed on pM, sq. Let
AR be the pull back of A0 to MR; any Spin
c connection on MR can
be written as AR ` a.
Theorem 5.16. There exists a constant r0 ą 0 and a constant z
depending only on M and the embedding of Y , such that for every
r ą r0 there is a constant C ą 0 depending on r but independent of
R, such that if pA,φq P CkpMR, s, r, tτjuq solves the equation (5.52),
then the inequality
E ă e´
?
r¨pd´Cq{z
holds on each end Gj whenever d ą C.
The proof of theorem 5.16 is similar to the proof of theorem 5.13.
Before giving the proof of theorem 5.16, several lemmas are needed.
Lemma 5.17 (C0 estimate). Under the assumptions of theorem 5.16,
there is a constant z depending only on M and the embedding of Y ,
such that |φ| ă z ¨ ?r, |Fa` | ă z ¨ r.
Proof. The proof is the same as the proof of proposition 5.4.
Let ZR be the neck Y ˆp´R,Rq. The following lemma is analogous
to lemma 5.14.
Lemma 5.18. Under the assumptions of theorem 5.16, let z be the
constant in lemma 5.17, then there is a constant C0 depending on M ,
the embedding of Y in M , and r, such thatÿ
j
ż
Gj
E ă C0 ` 10z2 r2VolpY q ¨R, (5.53)ż
ZR
|Fa|2 ă C0 ` 8z2 r2VolpY q ¨ R. (5.54)
Remark. The coefficients in the inequalities (5.53) and (5.54) are twice
the corresponding coefficients in lemma 5.14, because in this case the
neck length is 2R instead of R. Of course, the exact values of the
coefficients won’t matter.
Proof of lemma 5.18. Let Ω be the symplectic form on YGj . Use Ci
to denote constants depending on M , the embedding of Y in M , and
r, but independent of R. Integration by parts as in inequality (5.42),
one obtains ÿ
j
ż
Gj
pE ´ |F´a |2q ď C1 ` i r
ÿ
j
ż
Gj
Fa ^ Ω. (5.55)
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Notice that c0 “
ş
MR
Fa ^ Fa is a topological invariant of ps, tτjuq.
Let Ω “ dΘ be the symplectic form on the ends and extend Ω to an
exact form Ω1 “ dΘ1 on M such that Θ “ Θ1 when d ą ǫ0 and suppΘ1
is contained in a tubular neighborhood of the symplectic ends. Pull
Θ1 and Ω1 back to MR and denote the pulled back forms by ΘR and
ΩR. Since |dfR| ď 1, the norm of ΩR and ΘR are uniformly bounded.
Since ΩR “ dΘR, this implies
ş
MR
Fa ^ ΩR “ 0. Therefore,ÿ
j
ż
Gj
pE ´ |F´a |2q ď C1 ` r
ˇˇˇ ż
MR´YGj
Fa ^ ΩR
ˇˇˇ
ď C1 ` 1
4
ż
MR´YGj
|Fa|2 ` r2
ż
MR´YGj
|ΩR|2
ď C2 ` 1
4
ż
MR
|Fa|2
“ C2 ` c0
4
` 1
2
ż
MR
|F`a |2
ď C3 ` z2 r2VolpY q ¨ R` 1
2
ÿ
j
ż
Gj
pE ´ |F´a |2q,
Therefore ÿ
j
ż
Gj
pE ´ |F´a |2q ď 2C3 ` 2z2 r2VolpY q ¨ R.
On the other hand,ż
MR
|Fa|2 ď |c0| ` 2
ż
MR
|F`a |2
ď |c0| ` 2
ż
MR´YGj
|F`a |2 ` 2
ÿ
j
ż
Gj
pE ´ |F´a |2q
ď C4 ` 8z2r2VolpY q ¨R.
The lemma is then proved by combining the two inequalities above.
Proof of theorem 5.16. By proposition 5.10, one needs to find a uni-
form upper bound for
ÿ
j
ż
Gj
E. Lemma 5.18 provides an upper bound
that grows linearly with respect to R. An argument similar to the
proof of proposition 5.12 can improve it to a uniform bound.
In fact, take the function T pκ, r, zq in lemma 5.14, and take the
constants z1, z2 and the function R0pT,Cq in lemma 5.15 applied to
N “ Y . Let C0 be the constant in lemma 5.18, let z be the constant
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in lemma 5.17. Take C1 “ 8z2r2VolpNq, take κ “ z1C1 ` z2 and
T “ max `C0, T pκ, r, z0q˘. If R ă R0pT,C1q ` 3 then the energy is
bounded uniformly by lemma 5.18. Otherwise, by lemma 5.15,ż
Nˆp´1{2,1{2q
|Fa|2 ď κ.
Take
Rmax “ suptR1|R1 ď R´ 2,
ż
NˆpR1,R1`1q
|Fa|2 ď κu,
then lemma 5.15 proves
R´Rmax ď R0pT,C1q ` 5.
Now apply lemma 5.14 to the component of M ´ Y ˆ p0, Rmax ´ 1{2q
which contains Y ˆ tRu, a uniform energy bound on the symplectic
ends of this component is then obtained. The energy bound on the
other component follows from the same argument by considering
Rmin “ inftR1|R1 ě ´R` 2,
ż
NˆpR1´1{2,R1`1{2q
|Fa|2 ď κu,
and obtaining an upper bound of Rmin `R.
6 Monopole Floer homology
This section defines cpFq for a smooth oriented and co-oriented folia-
tion F wihtout transverse invariant measure, and proves the properties
claimed in the introduction.
Recall that in section 2, a Riemannian manifold X “ pY ˆR, gq is
defined, and there is a compatible symplectic form Ω on X such that
pX,Ωq is a manifold with symplectic ends.
By section 27.3 of [15], ifW is a compact 4-manifold with boundary
Y´ Y Y`, and b`2 pW q ě 2, then there is a map
ÝÝÑ
HMpW q : yHM ‚pY´q Ñ }HM ‚pY`q
defined by attaching two cylinders Y´ ˆ p´8, 0s and Y` ˆ r0,`8q
to W and counting solutions of a perturbed Seiberg-Witten equation
on this extended manifold. In particular, if Y´ “ S3, then this map
defines an element
ÝÝÑ
HMpW qp1q P }HM ‚pY`q. Another way to interpret
the element
ÝÝÑ
HMpW qp1q P }HM ‚pY`q is to attach aD4 to the boundary
Y´ – S3 and count solutions on D4 YW Y Y` ˆ r0,`8q. By lemma
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27.4.2 of [15], it is straight forward to prove that the two constructions
give the same element in }HM ‚pY`q
To construct the invariant cpFq of the foliation F , one considers
the manifold X0 “ Y ˆ p´8,´1s with the restriction metric from X.
After attaching a cylinder Y ˆr0,`8q and smoothing the metric, the
manifoldX0YY ˆr0,`8q becomes a manifold with one cylindrical end
and one symplectic end. By lemma 3.1, the canonical Spinc structure
on X0 is extended to a Spin
c structure on X0 Y Y ˆ r0,`8q. Denote
this Spinc structure by s. Let M “ X0 Y Y ˆ r0,`8q, and let τ be
the identity map from s|X0 to the canonical Spinc structure on X0.
Theorem 6.1. For a generic choice of the perturbation p and suffi-
ciently large r, the moduli space pA,φq P CkpM, s, r, tτuq | pA,φq solves (3.5)( {Gk`1
is a countable union of finite dimensional manifolds. Counting the
number of solutions in the zero-dimensional components of the moduli
space as in definition 27.3.1 of [15] gives an element cpFq in }HM ‚pY q.
The solutions are counted with relative signs as depicted section 20 of
[15], therefore the class cpFq is only defined up to an overall sign. The
element cpFq does not depend on the choice of λ, ω, g, qt, p, or r.
Moreover, cpFq is invariant under homotopies of F among foliations
without transverse invariant measure.
Proof. If X0 were a compact manifold with boundary then the regu-
larity of moduli space would follow from proposition 24.4.7 of [15] and
the definition of cpFq would follow from proposition 27.3.2 of [15].
Because of the uniform exponential decay estimate in theorem 5.13,
the machinary developed in [15] for compact manifolds can be applied
to X0 with few modifications. Whenever the compactness is used in
[15] it can always be replaced by the exponential decay estimate or
the Fredholm theorey developed in section 4. Here is a list of the
modifications:
1. Notice that for any pA,φq P CkpM, s, r, tτuq, the spinor φ cannot
be identically zero, therefore no reducible solution is possible and
there is no need to make the assumption b2 ě 2.
2. In [15] the proof of proposition 24.3.1 took integration on the
compact manifold X to obtain equation (24.11). However, since
there are no reducible solutions, one doesn’t need to blow up
the configuration space. Therefore the corresponding result for
X0, that the solution space on X0 is a Hilbert manifold, can
be proved directly by the unique continuation theorem without
resorting to equation (24.11).
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3. The Fredholm theory for elliptic operators on compact manifolds
was used in [15] to establish the Fredholmness on maps between
Hilbert manifolds. This can be substituted by proposition 4.1.
4. The topological energy for a solution would be infinite if the defi-
nition is copied verbatim from definition 4.5.4 of [15]. A new def-
inition of the topological energy for solutions in CkpM, s, r, tτjuq
can be defined as follows: let C be the constant in theorem 5.13,
let d be the function on M which equals zero on M ´ X0 and
equals the distance function to BX0 on X0. Fix a subsetM 1 ĂM
such that M 1 XX0 is compact, M 1 Ą tx|dpxq ă Cu, and BM 1 is
a smooth submanifold. Define
E toppA,φq “ 1
4
ż
M 1
FAt ^ FAt ´
ż
BM 1
xφ,DBφy `
ż
BM 1
pH{2q|φ|2.
(6.1)
Here H is the mean curvature of BM 1 and B is the boundary
Dirac operator (cf. section 4.5 of [15]).
The topological energy defined in (6.1) is not invariant under
homotopy of solutions. However inequality (5.35) implies that
the difference of the topological energies of two solutions in the
same connected component is bounded by a constant. Therefore
one can still bound the topological energy by the index as in [15].
5. The compactness of the space of brocken trajectories follows from
theorem 5.13 and elliptic regularity.
Therefore the arguments of [15] can be carried over to the case con-
sidered here. The same proof as in corollary 25.3.9 of [15] proves that
the homology class cpFq defined in this theorem is invariant under
homotopy of the parameters, thus cpFq is independent of the choices
of parameters and is invariant under homotopy of F .
Let j˚ : }HM ‚pY q Ñ yHM ‚pY q be the map in the long exact se-
quence of monopole Floer homologies. The next theorem proves the
nonvanishing of j˚cpFq.
Theorem 6.2. Let F be a smooth foliation on Y with no transverse
invariant measure, then j˚cpFq ‰ 0.
The proof uses a standard gluing argument. Consider the moduli
space of solutions on X. Recall that X0 “ Y ˆ p´8,´1s Ă X. Let
X1 “ Y ˆ r1,`8q Ă X, then X can be considered as a manifold with
two symplectic endsX0 andX1. Let s be the canonical Spin
c structure
on X, let s0 “ s|X0 , s1 “ s|X1 . Let A0 be the canonical connection for
s, and Φ0 be the canonical section of the spinor bundle. Let τ0 : s0 Ñ
s0 be the identity map, let τ1 : s1 Ñ s1 be an isomorphism. The next
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lemma considers solutions of the following version of Seiberg-Witten
equation on X:#
ρpF`
At
q ´ pφφ˚q0 “ ρpF`At
0
q ´ pΦ0Φ0˚q0
DApφq “ 0
(6.2)
On the symplectic ends X0 and X1, this equation is the same as (3.5).
Lemma 6.3. Suppose r is sufficiently large. If
pA,φq P CkpX, s, r, tτ0, τ1uq
is a solution to (6.2), then τ1 is homotopic to identity and pA,φq is
gauge equivalent to pA0,
?
rΦ0q. Moreover, the moduli space of solu-
tions, which is a point in this case, is regular.
Proof. Theorem 5.7 proves the exponential decay of pA,φq on ends.
Integration by parts as in lemma 5.11 givesż
X
´
|B¯aα` B¯˚aβ|2 ` 2|iFωa ´
r
8
p1´ |α|2 ` |β|2q|2 ` 2|F 0,2a ´
r
4
α¯β|2
` r
2
iFωa ´ 2|iFωa |2 ´ 2|F 0,2a |2
¯
“
ż
X
´1
2
|∇aα|2 ` 1
2
|∇A1`aβ|2 ` 1
2
xiFωA1`aβ, βy
` r
2
32
p1´ |α|2 ´ |β|2q2 ` r
2
8
|β|2 ´ 2xN ˝ Baα, βy
¯
. (6.3)
Equation (6.2) implies that the first three terms of the left hand side
of (6.3) are zero. Therefore when r is sufficiently large,ż
X
r
2
iFωa ě
1
4
ż
X
pE ´ |F´a |2q.
However by exponential decay,ż
X
Fa ^ Ω “
ż
X
Fa ^ dΘ “ 0.
Therefore E ´ |Fa´ |2 ” 0 for any solution pA,φq. The regularity of
moduli space follows from inequality (4.6) of section 4 and lemma 3.11
of [14].
Proof of theorem 6.2. Notice that X1 is a noncompact manifold with
´Y as its boundary. Here ´Y denotes the manifold Y with a reversed
orientation. The same construction as in theorem 6.1 applied to X1
attached with a cylindrical end Y ˆ p´8, 0s gives a cohomology class
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c˚pFq P yHM ‚pY q. Now stretch the normal neighborhood of Y ˆ t0u
of X. Theorem 5.16 justfies the standard gluing argument and gives
xj˚cpFq, c˚pFqy “
ÿ
τ1
SW pX, s, τ0, τ1q. (6.4)
Here the summation is taken over the homotopy classes of τ1 such
that the formal dimension of the moduli space of solutions to (6.2) in
CkpX, s, r, tτ0, τ1uq is zero. The number SW pX, s, τ0, τ1q is an oriented
counting of points in the moduli space after a generic perturbation of
the equation.
By the previous lemma, the point pA0,
?
rΦ0q is a regular point in
the moduli space of solutions to (6.2), and it is the only point in that
moduli space. Equation (6.4) then implies
xj˚cpFq, c˚pFqy “ ˘1.
Hence j˚cpFq ‰ 0.
The next result concerns the grading of cpFq.
Theorem 6.4. The grading of cpFq is represented by the homotopy
class of the tangent plane field of F .
Proof. By the index formula in proposition 4.1, the grading of cpFq
is represented by a nowhere vanishing section ψ P ΓpY ˆ t0u, S`q
such that the relative Euler number epX0 Y Y ˆ r0,8q,Φ0|X0 , ψq “
0. Since s is the canonical Spinc structure, ψ can be taken to be
Φ0|Yˆt0u. A straight forward calculation then shows that the plane
field corresponding to pS`, ψq is homotopic to kerα “ F .
7 Topological applications
The following result is a corollary of theorem 6.2 and theorem 6.4.
Corollary 7.1 (Kronheimer and Mrowka [15]). Let Y be an oriented
three manifold. If F is a smooth foliation on Y without transverse
invariant measure, then HM rFspY q ‰ 0.
Since every foliation without transverse invariant measure is a taut
foliation, the corollary above is a special case of theorem 41.4.1 of
[15]. On the other hand, on rational homology spheres every foliation
without transverse invariant measure is a taut foliation. Therefore,
corollary 7.1 gives an alternative proof of theorem 41.4.1 of [15] for
rational homology spheres without making reference to the Eliashberg-
Thurston theorem.
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With some more effort one can use corollary 7.1 to prove the non-
vanishing theorem for taut foliations on some other three manifolds.
In fact, the following lemma shows that in many cases smooth fo-
laitions without transverse invariant measure are “generic” among
smooth taut foliations. The lemma was explained to the author by
Jonathan Bowden.
Lemma 7.2 (Bowden [4]). Let Y be an atoroidal manifold and F a
smooth taut foliation on Y . Then F can be C0 approximated by a
smooth taut folaition F 1 such that either F 1 has no transverse invari-
ant measure or the pair pY,F 1q is homeomorphic to a surface bundle
over S1 foliated by the fibers.
Proof. By [2], the foliation F can be can be C0 approximated by a
smooth taut folaition F1 such that every closed leaf of F1 has genus 0
or 1. Since Y fl S2 ˆ S1, by Reeb’s stability theorem the foliation F1
has no closed leaf with genus 0. Since every closed leaf of a taut folia-
tion is incompressible and Y is assumed to be atoroidal, the foliation
F1 has no torus leaf. This proves that F1 has no closed leaf.
If F1 has a transverse invariant measure µ, let A be a minimal set
contained in the support of µ. Since F1 has no closed leaf, the minimal
set A is either equal to Y or is exceptional. If A is exceptional, by
Sacksteder’s theorem, there exists a leaf L in A containing a curve
of contracting linear holonomy. Since L is in the support of µ, on a
neighborhood of L the measure µ has to be a constant multiple of the
delta measure of L. This implies that L is a closed leaf, which is a
contradiction. Therefore A “ Y , and in this case F1 can be further
perturbed in the C0 norm to a foliation which is homeomorphic to a
surface bundle over S1 foliated by the fibers (corollary 9.5.9 of [6]).
The following nonvanishing theorem follows immediately.
Corollary 7.3 (Kronheimer and Mrowka [15]). Let Y be an atoroidal
manifold, and assume that Y is not a surface bundle over S1. If F is
a smooth taut foliation on Y , then HM rFspY q ‰ 0.
The next two corollaries follow from the fact that HM pY q is of
finite rank.
Corollary 7.4 (Kronheimer and Mrowka [14]). On a three manifold
Y , there are only finitely many homotopy classes of plane fields that
can be realized by smooth foliations without transverse invariant mea-
sure.
Corollary 7.5 (Kronheimer and Mrowka [14]). If Y is a rational
homology sphere, or if Y is an atoroidal manifold and not homeomor-
phic to a surface bundle over S1, then there are only finitely many
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homotopy classes of plane fields that can be realized by smooth taut
foliations.
Since cpFq is non-zero and is graded by the homotopy class of F ,
foliations in different homotopy classes as oriented plane fields have
different values of cpFq. It turns out that the invariant cpFq is stronger
than the homotopy class itself. The following theorem is a preparation
for the construction of such examples.
Theorem 7.6. Suppose Y bounds a 4-manifold M , and assume that
there is an exact symplectic form ω on M such that ω|Y is positive on
F . Assume further that 2 c1pωq ‰ 0. Let ´F be the same foliation as
F but with orientation reversed. Then the foliation invariants cpFq
and cp´Fq are linearly independent.
Proof. Write F “ ker λ and let πY be the projection of Y ˆ R onto
Y , the the symplectic form Ω on Y ˆR used in the definition of cpFq
can be taken to be Ω “ π˚Y pωY q ` dpt ¨ π˚Y λq.
Now identify a neighborhood of Y “ BM ĂM as p´1, 0sˆY , and
attach a cylindrical end r0,`8qˆ Y to the boundary. Let ĂM “M Y
r0,`8q ˆ Y be the resulting manifold. Fix a non-decreasing smooth
function p : r´1,`8q Ñ r´1, 0s such that pptq “ 0 for p ě 0 and
pptq “ t on r´1,´1{2s. The map pˆ idY : r´1,`8qˆYÑ r´1, 0sˆY
then extends to a map p1 : ĂM Ñ M by identity. Let g : r´1,`8q Ñ
r0,`8q be a non-decreasing smooth function such that gptq “ 0 near
t “ ´1, and gptq ą 0 when t ě ´1{2, and gptq “ t when t ě 1. The
form dpgptqπ˚Y λq is defined on r´1,`8q ˆ Y and extends to ĂM by
zero. Denote the extended form by ν, let Ω0 “ ν ` p1˚pωq. Then Ω0
is a symplectic form on ĂM which coincides with Ω on r1,`8q ˆ Y .
Let g0 be a metric on ĂM which is compatible with Ω0 and equals the
metric g defined by equation (2.1) on r1,`8q ˆ Y .
Remove a small ball inM , the remaining part of M forms a cobor-
dism from Y to S3. For any Spinc structure s on M , it induces a map}HM ˚pM, sq : }HM ˚pS3q Ñ }HM ˚pY q. Write 1ˇ P }HM ˚pS3q “ ZrU s be
the generator of the cohomology.
Let s0 be the canonical Spin
c structure associated to the symplectic
form Ω0 on ĂM , let A0 be its canonical Spinc connection, let Φ0 be the
canonical section of the spinor bundle of s0. For any Spin
c structure
s on ĂM , consider the perturbed Seiberg-Witten equation
FpA,φq “ `´ ir
4
ρpΩ0q ` ρpF`At
0
q, 0˘. (7.1)
Use integration by parts as in lemma 6.3, one can prove that when
r is sufficiently large the only solution to equation (7.1) up to gauge
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transformation is s “ s0 and pA,φq “ pA0,
?
rΦ0q. Inequality (4.6)
of section 4 and lemma 3.11 of [14] then implies that this solution
represents a regular point of the moduli space of solutions. By the
gluing formula:
x}HM ˚pM, sqp1ˇq, cpFqy “ #˘1 if s “ s0,
0 otherwise.
Now change the symplectic form onM from ω to ´ω, the canonical
Spinc structure is then changed to the conjugation of s0, and the gluing
formula becomes:
x}HM ˚pM, sqp1ˇq, cp´Fqy “ #˘1 if s “ s0,
0 otherwise.
Since 2 c1pωq ‰ 0, the Spinc structures s0 and s0 are different,
therefore cpFq and cp´Fq are linearly independent.
The next lemma will help to provide examples that satisfy the
conditions of theorem 7.6. The result was explained to the author by
Cheuk Yu Mak. Recall that a contact form α on Y is said to have a
strong symplectic filling if Y bounds a 4-manifold pM,ωq, such that
there is a Liouville vector field X near Y with pιXωq|Y “ α.
Lemma 7.7. Let Y be an S1 bundle over a compact surface of genus
g with Euler number e ă 0 and e ‰ 2 ´ 2g. There exists a contact
form α on Y , such that α has an exact strong symplectic filling with
a non-torsion first Chern class, and such that the Reeb vector field of
α is the positive unit tangent vector field of the S1-fibers.
Proof. Let E be a holomorphic line bundle with Euler number e over a
Riemann surface of genus g, denote the complex structure on E by J .
Let h be an Hermittian metric on E such that its Chern connection
has negative curvature. Let E1 be the unit disk bundle of E with
respect to the metric h, then E1 is a complex manifold with a J-
convex boundary. The circle bundle BE1 is a principal Up1q-bundle
and the Chern connection on E induces a connection on BE1. Let α1
be the connection form on BE1. Then kerα1 “ TBE1 X JpTBE1q is a
contact structure on BE1, and the Reeb vector field of α1 is exactly
the positive unit tangent vector field of the S1-fibers.
By a theorem of Bogomolov and de Oliveira [1], there exists a
smooth family of integrable almost complex structures Jt, t P p0, 1q
on E1, such that J0 “ J and pE1, Jtq is Stein when t ą 0.
Let f be a J0-convex function defined near BE1, such that BE1 “
f´1p1q, the value 1 is a regular value of f , and that f ă 1 in the
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interiori of E1. There exists an ǫ0 ą 0 sufficiently small such that for
any 0 ă δ ă ǫ0, the function f is Jδ-convex and the level set f´1p1´δq
is regular and diffeomorphic to f´1p1q. Now α1´δ :“ df˝Jδ is a contact
form on the level set f´1p1´ δq.
Let α11´δ be the pull back of α1´δ to BE1. For sufficiently small δ,
the contact structure kerα11´δ is C
8 close to kerα1, thus by Gray’s
stability theorem there exists a diffeomorphism ι : BE1 Ñ BE1 which
is isotopic to the identity and a positive function u on BE1 such that
ι˚pu ¨ α11´δq “ α1. The Reeb vector field of ι˚pu ¨ α11´δq is therefore
the positive unit tangent vector field of the S1-fibers. Notice that
for a sufficiently large constant C, there exists a strong symplectic
cobordism from pBE1, u ¨α11´δq to pBE1, α11´δ{Cq. Since pBE1, α11´δq is
Stein fillable, this implies that the contact form u ¨α11´δ is strong exact
symplecticly fillable, hence so is ι˚pu ¨ α11´δq. The first Chern class of
the filling is equal to the first Chern class of the complex manifold
pE, Jq, which is not torsion when e ‰ 2 ´ 2g. Since Y – BE1, this
proves the lemma.
Let Y be an S1 bundle over a compact surface of genus g ą 1 with
Euler number e, such that 2´2g ă e ă 0. By a theorem of Wood [26],
there exists an oriented smooth foliation F on Y which is transverse
to the S1 fibers. Let ´F be the same foliation as F but with the
opposite orientation.
Proposition 7.8. Let Y , e, F , and ´F be defined as above. Then
F , ´F are foliations without transverse invariant measure, and cpFq
and cp´Fq are linearly independent. Furthermore, if e|2g ´ 2, then
cpFq and cp´Fq are homotopic as oriented plane fields.
Proof. By lemma 7.7, there exists a contact form α on Y with a strong
exact symplectic filling pM,ωq, such that c1pωq is not torsion on M
and the Reeb vector field of α is positively transverse to F . Notice that
the Reeb vector field being positively transverse to F is equivalent to
the form ω being positive on F . Since ω is exact, this implies that F
and ´F have no transverse invariant measure. Moreover, by theorem
7.6, cpFq and cp´Fq are linearly independent.
It remains to prove that F and ´F are homotopic as plane fields
when e|2g ´ 2. Let S1 Ñ Y πÑ Σ be the bundle structure of Y , let
epY q P H2pΣq be the Euler class of the bundle. By the Gysin exact
equence,
H0pΣq YepY qÝÑ H2pΣq π˚ÝÑ H2pY q
is exact. Notice that F is isomorphic to π˚pTΣq as a plane bundle,
therefore the assumption e|2g ´ 2 implies that the Euler class of F
is zero, hence F has a globally defined basis te1, e2u. Let e3 be the
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positively oriented normal vector field of F , then for t P r0, 1s the
family of plane fields Ft “ span
 
e1, cospπtq e2 ` sinpπtq e3
(
defines a
homotopy from F to ´F .
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