Automated UI testing is an important component of the continuous integration process of software development. A modern web-based UI is an amalgam of reports from dozens of microservices written by multiple teams. Queries on a page that opens up another will fail if any of that page's microservices fails. As a result, the overall cost for automated UI testing is high since the UI elements cannot be tested in isolation. For example, the entire automated UI testing suite at LexisNexis takes around 30 hours (3-5 hours on the cloud) to execute, which slows down the continuous integration process.
INTRODUCTION
Complex web applications must be validated using a variety of methods. Early in the lifecycle, unit and integration tests can be used to validate many aspects of an application. However, these isolated tests cannot realistically simulate the behavior of a modern web page that combines together many services. For this reason, user interface (UI) testing are applied and automated. Compared to unit tests, automated UI tests are more expensive to write and maintain. Also, they usually have a higher execution time. For example, the automated UI test suite at LexisNexis takes around 30 hours (3-5 hours on the cloud) to execute. Hence:
• Testing has become the key component in continuous integration.
If a system can only be rebuilt and tested (say) twice in an eighthour work day, that also determines how often developers can ship new (or fixed) features to clients.
• Developers are less agile when testing forces them to wait for hours to get feedback on their latest changes. Worse still, since automated UI tests are expressed in terms of actions taken by a browser user agent, failures do not have a straightforward relationship to the underlying application code or architecture. As shown in Figure 1 , a modern web-based UI is an amalgam of reports from dozens of microservices written by multiple teams. If a query on one webpage opens up another, then that query interacts with code from multiple teams. The code that generated Figure 1 comes from seven different teams which, in turn, use "under-the-hood" components from dozens of other teams. Consequently, much of the testing is "black box" in nature since most of the code associated with subpages will be opaque to the query author. Hence, it is hard to determine what part of the code is being tested by which test case.
One possible solution to this problem is test case prioritization (TCP). TCP is a topic widely studied in software testing, where test cases are prioritized so that test cases revealing faults are executed earlier, allowing software developers to identify and fix problems earlier [17, 25, 34, 35, 39] . A problem with many of the existing TCP techniques is that they rely on coverage information extracted from the source code, such as what branches/statements/functions of the source code are covered by which test cases [4, 26, 30, 40, 41] . A modern web page is an amalgam of many microservices. This figure shows a real example from LexisNexis where a single click invokes multiple components of the software. By our estimates, the code on this page comes from seven different teams which, in turn, use "under-the-hood" components from dozens of other teams. The failure of any component will lead to a test failure. That failure may be opaque to the author of the test since it may result from the failure of components written by many other teams. As a result, when a team is prioritizing their own tests, all they can reason about is the test description information (e.g see Figure 2 (b)) and prior results from their own testing results (time to run the test; whether or not that prior test failed).
Test search for 1+1:
• Given the user has entered search term "1+1"
• When the user clicks on the search button
• Then single result is shown for "2" Unfortunately, such techniques are not applicable to automated UI testing since the coverage information is not available-as discussed above, the relationship between an automated UI test case and the source code being tested is blurred. This paper explores TCP techniques for higher failure detection rates utilizing only "black box" information; i.e. test descriptions and results from their own prior (and current) test runs (time to run the test, whether or not that test failed). Our central insight is that this kind of test case prioritization problem belongs to a class of information retrieval problems called the total recall problem [20] (defined in §3.1). To test this idea, in this work we apply total recall methods to "read" the description and history results of the test cases to build a classifier that predicts which tests might fail sooner. Specifically, we incrementally update a support vector machine (SVM) model with the results of executed tests, then reflect on the SVM model to decide which test to run next. Formally speaking, this is an active learning [46] based framework.
We compared our proposed approach, which we call TERMI-NATOR, with 12 state of the art TCP algorithms and 2 baseline algorithms on 54 consecutive runs of automated UI testing (data from three months of testing at LexisNexis) to answer the following two research questions:
• RQ1: can the proposed approach TERMINATOR achieve significantly higher failure detection rates than other TCP algorithms when prioritizing automated UI tests from LexisNexis? Our results show that TERMINATOR significantly outperformed other TCP algorithms in terms of failure detection rates. This suggests that techniques from the total recall problem can be successfully applied and adapted to address the automated UI test case prioritization problem.
• RQ2: what is the computational overhead of TERMINA-TOR? Our results show that TERMINATOR had 50% more computational overhead than the simple history-based TCP algorithms because it recursively updates the SVM model and dynamically adjusts the order of the unexecuted tests. However, TERMINA-TOR's overhead was still negligible compared to the runtime of the test cases (0.33% of the runtime of the test suite). Therefore, we conclude that it is practical to apply TERMINATOR for prioritizing automated UI tests in LexisNexis. The main contributions of this paper are: (1) Identification of an under-explored problem: prioritizing automated UI tests. Features of this problem are: (a) the prioritization target is to reach higher failure detection rates and (b) source code information is unavailable. By our reading of the literature, most existing TCP approaches utilize source code information and prioritize for fault detection rates. Only 27 of 239 approaches do not rely on source code information, among which we derived 12 approaches that can prioritize automated UI tests. (2) A dataset for automated UI testing is provided 1 for reproducing and improving this work. This is an important contribution since, in the research literature, there are very few examples of real-world industrial test results from large systems. (3) The lesson learned that test case prioritization for failure detection rates can be generalized as the total recall problem.
1 https://github.com/ai-se/Data-for-automated-UI-testing-from-LexisNexis (4) By applying and adapting the total recall problem, we propose a new TCP algorithm that significantly outperformed other TCP algorithms in terms of failure detection rates. (5) The proposed algorithm can be easily applied or tested on other TCP problems since it requires minimal information. The rest of this paper is structured as follows. Background and related work on automated UI testing and test case prioritization are discussed in §2. The total recall problem is introduced and the proposed new TCP algorithms are presented in §3. The proposed TCP approach TERMINATOR is compared against other TCP algorithms in §4. Impacts of this work to LexisNexis are reported in §5 while conclusion and future work are provided in §6.
BACKGROUND AND RELATED WORK
LexisNexis is a corporation providing computer-assisted legal research (CALR) as well as business research and risk management services [1, 49] . During the 1970s, LexisNexis pioneered the electronic accessibility of legal and journalistic documents [38] . As of 2006, the company had the world's largest electronic database for legal and public-records related information [38] .
LexisNexis provides regulatory, legal, business information and analytics to the legal community. Legal and research professionals use the Lexis Advance platform to find relevant information more easily and efficiently [2] . It helps them prepare legal cases and drive better legal outcomes. The Lexis Advance platform is maintained by a set of automated UI tests. Those automated UI tests simulate user behaviours on the interface of the platform and detect potential failures of the underlying microservices whenever the system is modified and rebuilt.
Automated UI Testing
Automated UI testing is an important component of the continuous integration process of software development. To automatically test the user interface of a complex system such as the Lexis Advance platform, the test team of LexisNexis designs a large set of automated UI test cases, each of which simulates one action in a specific scenario. As an example, Figure 2 shows how one automated UI test case is designed for a simple search of "1+1". In this example, the test designer wants to test the search function by (a) verifying that when a user inputs "1+1" and hits the search button, a result of "2" will show up. To automate this UI test, the test designer would first (c) define the test code for a set of scenarios, then (b) write down the automated UI test case with the pre-defined scenarios and expected input and output. In this way, the test designer does not need to know what code will be executed when an automated UI test is executed, and the pre-defined scenarios can be reused for designing other automated UI test cases.
Test Case Prioritization
The goal of test case prioritization is to schedule test cases for execution in an order that attempts to increase their effectiveness at meeting some performance goal [44] 
where T Fi is the first test case that reveals fault i, m is the total number of faults revealed by the test suite, and n is the total number of test cases in the test suite. Ranging from 0% to 100%, higher APFD values mean better ordering of test cases in terms of early fault detection.
In APFD, each test case is considered to be of the same cost and the same severity. However in practice, some test cases can take much longer to run than others while some faults can cause more damage than others if not detected. To this end, Elbaum et al. [15] proposed the metric of average percentage of faults detected with cost (APFDc), which takes into consideration the cost related to the resources required to execute and validate each test case and the severity of each fault. Let T be a test suite containing n test cases with costs t1, t2, . . . , tn. Let F be a set of m faults revealed by the test suite and let f 1, f 2, . . . , f m be the severities of those faults. Let T Fi be the first test case that reveals fault i. APFDc is calculated as follows:
In order to measure APFD or APFDc, researchers use manually seeded faults [58] , mutation faults [12, 47] or real fault detection records [33, 42] . Source code information is required to manually seed faults or to generate mutation faults while failure to fault mapping information (i.e. which failures reveal which faults) is required for real fault detection records.
• Failure detection rate: Some studies prioritize test cases to achieve higher failure detection rates. This is a compromise prioritization target when failure to fault mapping information is not available and is often seen when real world data is applied to evaluate TCP performance. Similar to fault detection rate, Liang et al. [31] apply APFDc to measure failure detection rates. Here it becomes average percentage of failures detected with the same equation as (2), except that T Fi represents ith failed test case.
What Information is Used. Different TCP algorithms utilize different information to decide the execution order of test cases:
• Coverage information: Most test case prioritization techniques rely on coverage information extracted from source code [44] , changes in source code [37] , requirements [32] , previously detected faults [14] , etc. Usually, coverage information requires access to the source code and takes time to compute. • History information: Some algorithms learn the fault/failure exposing potential of each test case from its fault/failure detection history to prioritize test cases for current execution. Then, the test cases can be prioritized in descending order of their fault/failure exposing potential.
• Cost information: Some TCP algorithms take into consideration the cost of each test case to prioritize the test cases, e.g. execute all test cases in ascending order of their runtime estimated from the execution history [23] .
• Test description information: Standard natural language processing techniques (stopword removal, stemming, bag-of-word, etc.) can be applied to extract features from test description information as shown in Figure 2 (b). Some algorithms train a predictive model with independent variables from test description features and dependent variables extracted from failure/fault history. The test cases are then prioritized based on the predicted probability of failure/fault detection [22, 29] .
• Feedback information: Some algorithms iteratively utilize execution results (pass/fail) in current test runs to reorder the rest of the unexecuted test cases in the test suite [5, 59] . The priorities of unexecuted test cases are adjusted dynamically based on two heuristics: (1) if one test case fails, increase the priority of unexecuted test cases that are similar/related to the failed one; (2) if one test case passes, decrease the priority of unexecuted test cases that are similar/related to the passed one.
Prioritizing Automated UI Test Cases
There are two characteristics of automated UI test case prioritization: (1) its prioritization target is to reach higher failure detection rate, and (b) source code information is unavailable. To analyze what existing TCP algorithms can be applied to prioritize automated UI test cases, we conducted a systematic literature review [55] and ended up identifying 239 TCP papers. Surprisingly, we found that there are few papers [3, 22, 48, 59 ] (4 out of 239) exploring similar scenarios as automated UI test case prioritization-prioritizing for failure detection rates without source code information. This suggests that although lots of work has been done in the TCP arena, the scenario where source code information and failure to faults mapping are not available is under-explored and many of the existing TCP algorithms cannot be applied to prioritizing automated UI tests.
METHODOLOGY
The central idea of this paper is that prioritizing automated UI tests can be generalized as the total recall problem [20] and techniques addressing the total recall problem can be applied and adapted to better prioritize the automated UI tests.
Total Recall
The aim of total recall is to optimize the cost for achieving very high recall (ideally, very close to 100%) with a human assessor in the loop [20] . More specifically, the total recall problem can be described as follows:
Given candidates E with a small positive fraction R ⊂ E , each x ∈ E can be inspected to label it positive (x ∈ R) or negative (x R) at a cost. Starting with the labels L = ∅, the task is to inspect and label as few candidates as possible (min |L|) while achieving very high recall (max |L ∩ R|/|R|).
The Total Recall Problem:
State of the art solutions [56, 57] for the total recall problem use an active learning based framework. The key idea behind active learning is that a machine learning algorithm can train faster (i.e. using less data) if it is allowed to choose the data from which it learns [46] . The experience in explored total recall problems is that such active learners outperform supervised and semisupervised learners and can significantly reduce the effort required to achieve high recall [7-11, 19, 50-54, 56, 57] . To understand active learning, consider the decision plane between the failed and passed test cases of Figure 3 . Suppose we want to find more failing test cases and we had access to the Figure 3 model. One tactic would be to execute test cases that fall into the region of red circles in this figure, as far as possible from the green squares (this tactic is called certainty sampling). Another tactic would be to verify the position of the boundary; i.e. execute test cases that are closest to the boundary (this tactic is called uncertainty sampling).
TERMINATOR
The automated UI test case prioritization problem can be generalized to the total recall problem as follows:
• E: the test suite to be prioritized.
• R: the set of test cases that will fail if executed.
• L: the set of test cases already executed in the current run.
• L R = L ∩ R: the set of failed test cases in the current run.
Given the information available in automated UI testing, we extract three types of features:
• Text feature: the same text mining feature extraction used in the total recall approaches [56, 57] Using the foregoing types of features, the proposed framework is described in Algorithm 1 with engineering choices of N 1 , N 2 . N 1 is the batch size of the process. In this paper, we chose N 1 = 10 to simulate the scenario where test cases are executed in parallel on 10 computation nodes on the cloud. N 2 represents the threshold above which certainty sampling is applied instead of uncertainty sampling. In this paper, we chose N 2 = 30 as suggested by previous works on total recall [57] . 
// Keep reviewing until all the test cases are executed
// Execute the selected test cases
// Certainty Sampling (highest predicted probability of failing)
// If the selected test case fails, append it to the list of failed ones
EMPIRICAL STUDY
We conducted an empirical study to answer the following research questions: Test Check Box in page B P P F P t4
Test Radio Button in page B F P F F
• RQ1: can TERMINATOR achieve significantly higher failure detection rates than other TCP algorithms when prioritizing automated UI tests from LexisNexis? Given that the goal of automated UI test case prioritization is to detect failures faster, TERMINATOR will only be considered useful it can achieve significantly higher failure detection rates than other TCP algorithms.
• RQ2: what is the computational overhead of TERMINA-TOR? It is also important for a TCP algorithm to have low computational overhead, e.g., a TCP algorithm will not be considered useful if it can sort test cases in an effective order but requires even longer time than the total runtime of the test suite to compute that order.
Dataset
To conduct this study, we collected data for 54 consecutive runs of 2661 automated UI test cases in LexisNexis from September 27th to November 15th in 2018. The collected data contains the test description written using Gherkin syntax 3 (as shown in Figure 2 (b) ), test duration, outcome (passed/failed), and error message associated with each test case. To remove the effect of environmental errors, failures with "time out" messages are labeled with "Timeout" and are not considered failures. This dataset is available online 4 . For confidentiality, only the featurized vectors are provided for test descriptions while error messages are omitted. The collected dataset is used to simulate the performance of different TCP algorithms. We simulate Run 6 to Run 54 by using different prioritization approaches and compare their performance 5 . When prioritizing for Run n, the execution results from Run 1 to Run n-1 are available as information for the prioritization algorithm. Table 1 shows a small example of the dataset with 4 test cases and 4 consecutive runs. To prioritize for test cases in Run 4, all testing results from Run 1 to Run 3 and the description of each test case can be utilized.
Independent Variables
Three variants of the proposed active learning based TCP framework TERMINATOR are compared against 12 existing "black box" TCP techniques and 2 baselines. As shown in Table 1 , in Run 4, when t1 has been executed and other tests have not, the feedback information would be "t1 failed". Note that some of the state of the art algorithms are not reproduced exactly as presented in the original paper, rather, they are partially implemented because of lack of information or differences in the workflow of automated UI testing.
Group A: Baselines. Group A shows baseline algorithms for comparison, in which
• A1 is the simplest TCP algorithm utilizing no information. It executes all the test cases in a random order. A TCP algorithm has no value if it cannot perform better than A1. In the example of Table 1 , A1 could place tests in an order such as {t1, t3, t2, t4} for Run 4.
• A2 executes the test cases in the optimal order. It represents the upper bound of the TCP performance any algorithm can ever achieve. In the example of Table 1 , A2 will execute the tests in the order {t1, t2, t4, t3} for Run 4 to maximize the failure detection rate. A2 is not applicable in practice because it requires knowledge of which test cases will fail to determine the optimal order, but it can be used in simulations to show how much room there is to improve from the TCP algorithms.
Group B:
History-based Algorithms. Group B algorithms use metrics extracted from the execution history information, as described in §2.2.2 to order the test cases before each run:
• B1: time since last failure. Many algorithms assign higher priority to test cases with more recent failures [16, 21, 28] . To apply this metric to our dataset, it becomes the number of consecutive nonfailures before Run n. For example, B1 metrics for Run 4 in Table 1 are {1, 1, 0, 0} for t1 to t4. Therefore, B1 will sort the test cases in the order {t3, t4, t1, t2} before Run 4.
• B2: failure rate (number of times failed/number of times executed). Fazlalizadeh et al. [17] , Aman et al. [3] , and Tsai et al. [48] apply this metric to determine the order of test cases (higher priority for higher value of B2 metrics). For example, B2 metrics for Run 4 in Table 1 are {1/2, 2/3, 1/3, 2/3} for t1 to t4. Therefore, B2 will sort the test cases in the order {t2, t4, t1, t3} before Run 4.
• B3: Exponential decay metrics [27] P 0 = h 1
where h i = 0 if the test case passed or was skipped in Run i and h i = 1 if the test case failed in Run i. α is the learning rate. In our experiments, α = 0.9 achieves better performance than other values ranging from 0.1 to 1. Higher priority is assigned for higher B3 metrics. For example, B3 metrics for Run 4 in Table 1 are {0.09, 0.1, 0.9, 0.99} for t1 to t4. Therefore, B3 will sort the test cases in the order {t4, t3, t2, t1} before Run 4.
• B4: ROCKET metrics [36] 
where h j = 0 if the test case passed or was skipped in Run j and h j = 1 if the test case failed in Run j. Higher priority is assigned for higher B4 metrics. For example, B4 metrics for Run 4 in Table 1 are {0.2, 0.3, 0.7, 0.8} for t1 to t4. Therefore, B4 will sort the test cases in the order {t4, t3, t2, t1} before Run 4.
• B5: time since last execution. Some algorithms assign higher priority to test cases that have not been executed for a long time [3, 16] . To apply this metric to our dataset, we utilized the number of consecutive skips before Run n. For example, using this metric, the value for Run 4 in Table 1 are {1, 0, 0, 0} for t1 to t4. Given that there are only a few skipped test cases in our dataset, this metric is never applied alone. Therefore, we followed the work of Aman et al. [3] using time since last execution and failure rate (B5) to prioritize the test cases by the Mahalanobis distance of the two metrics to the origin:
where S is the variance-covariance matrix of all the data x and S −1 is its inverse. Their Mahalanobis distances to the origin are {17.625, 18, 4.5, 18}. Therefore, B5 will sort the test cases in the order {t2, t4, t1, t3} before Run 4.
Group C:
Cost-based Algorithms. C1 executes test cases in ascending order of their costs [23] . Usually, the cost is the runtime of each test case (which can be estimated from the execution history). For example, in Table 1 , C1 will sort the test cases in the order {t1, t2, t3, t4} before Run 4 based on their increasing estimated cost from previous runs.
Group D:
Test Case Description-based Algorithms. Group D algorithms utilize execution history information as dependent variables and test case description information as independent variables to build regression models and predict the probability that each test case will fail. The hypothesis behind this is that, if two test cases have similar descriptions, they tend to also have the same outcomes (fail/pass together). Text features are extracted from the test case description as described in §3.2. There are three ways to construct the dependent variables [22] :
• D1: Simple History (SH). Assign value 0 to the passed and skipped test cases and value 1 to the failed test cases in the immediately previous run. For example, the dependent variables of t1 to t4 of Run 4 in Table 1 will be {0,0,1,1}. A regression model will be trained to learn that test cases are more likely to fail if "page B" is in their description. Therefore, D1 will sort the test cases in the order {t3, t4, t1, t2} before Run 4.
• D2: All History (AH). Assign the failure rate value (B2) as the dependent variable. This measure considers the entire history rather than just the immediately previous run (SH). For example, the dependent variables of t1 to t4 of Run 4 in Table 1 will be {1/2, 2/3, 1/3, 2/3}. A regression model will be trained to learn that test cases with "Radio Button" are more likely to fail than test cases with "Check Box" in their descriptions and test cases with "page A" are more likely to fail than test cases with "page B" in their descriptions. Therefore, D2 will sort the test cases in the order {t2, t4, t1, t3} before Run 4.
• D3: Weighted History (WH). Assign weighted averages (as opposed to simple averages of AH measures) of SH values in all previous runs placing more importance on recent runs. For example, ω k in (4) from B4 can be applied as the weights and the dependent variables of t1 to t4 of Run 4 in Table 1 will be {0.2, 0.3, 0.7, 0.8}. A regression model will be trained to learn that test cases with "page B" are more likely to fail than test cases with "page A" in their descriptions and test cases with "Radio Button"are more likely to fail than test cases with "Check Box" in their descriptions . Therefore, D2 will sort the test cases in the order {t4, t3, t2, t1} before Run 4.
Group E:
Feedback-based Algorithms. Group E algorithms utilize execution history information to find correlations between test cases, then dynamically order the test cases based on feedback information. For example, if t1 failed, then increase the priority of t3 because t1 and t3 are related.
• E1: co-failure. The idea behind this is that, if test A and test B failed together in the past 75% of the time, then if we observe a failure of test A in the current run, we may prioritize the execution of test B since there would be a high probability that test B will fail as well [59] . Given a just finished test case result t finished , for every unexecuted test case t ∈ T unexecuted : Priority(t) = Priority(t) + (P(t = fail, t finished ) − 0.5)
where P(t = f ail, t finished ) is the probability that t fails given that t finished has passed/failed. For example, E1 initializes the priority of each test case as 0 for Run 4. Then it executes t1 first, and observes that t1 fails. The priority of t2, t3, and t4 will be updated to {0.5, -0.5, -0.5}. Therefore, t2 will be executed next. Given that t2 also fails, the priority of t3 and t4 will be updated to [-0.5, -1]. Then t3 will be executed and pass. The priority of t4 will be updated to -1 and finally t4 will be executed.
• E2: Flipping history. AFSAC [5] analyzes the execution history of the test suite and builts a correlation matrix of test cases. Two test cases are correlated when their results are changed to the opposite status by one commit in two consecutive test sessions (flipped together). The correlation matrix is composed of values reflecting the accumulated number of flipped results. AFSAC [5] uses an improved ROCKET metric to find the first failure before reordering the test cases based on flipping history. For example, in Table 1 , E2 initializes the order of Run 4 as {t4, t3, t2, t1}, then executes t4 and t4 fails. The priority of t1, t2, and t3 will be updated to {1, 1, 1} given that t1, t2, and t3 all flipped with t4 together once in the previous runs (runs 1 to 3). Therefore, there is no adjustment to the order and t3 is executed next. Since t3 passes, there is no update on the priorities and t2 will be executed. After t2 fails, the priority of t1 is updated to max{1, 1} = 1 since t1 also flipped with t2 together once. Finally t1 is executed.
• E3: Rule-based. REMAP [43] Table 1 , with minimum support set to 2, one pass rule (if t2 fails then t3 will pass) and one fail rule (if t3 passes then t2 will fail) can be mined from Run 1 to Run 3. An initial order will be {t2, t3, t4, t1} given that t2 and t3 each has one rule associated and their failure rates are {1/2, 2/3, 1/3, 2/3}. After t2 fails, according to the pass rule, t3 is pushed back to the end of the execution order {t4, t1, t3}. Since there are no rules associated with t4 or t1, the order will not change after their execution.
4.2.6 Group F: TERMINATOR. Group F includes three variants of the proposed active learning based framework TERMINATOR. As shown in Table 2 , different variants of TERMINATOR utilize different information. Consider the example of Table 1 , with N 1 = 1 and N 2 = 2. Here, TERMINATOR first randomly selects t2 to execute. After t2 fails, t1 is selected (randomly) as a presumptive non-relevant example, and a model is trained with t2 being positive (failure) and t1 being negative (non-failure). Suppose the prediction probabilities of being positive for t1, t3, and t4 are {0.1, 0.8, 0.6}. Since |R| < N 2 , uncertainty sampling is applied to select t4 for execution since the model is most uncertain about the prediction of t4 (closest to 0.5). After t4 fails, t3 and t1 are selected as presumptive non-relevant examples. After aggressive undersampling, a model is trained with t2 and t4 being positive, and with t1 and t3 being negative. Suppose the prediction probabilities of being positive for t1 and t3 are {0.3, 0.2}. Since |R| ≥ N 2 , certainty sampling is applied to select t1 for execution since t1 has a higher predicted probability for being positive than t3.
Note that in the above example, F1, F2, and F3 will have different features; thus the predictions will be different, providing a different dynamic ordering of test cases.
Dependent Variables
To answer the two research questions, we collected two performance metrics to evaluate the performance of each algorithm:
• APFDc: average percentage of failure detected with cost, as calculated in (2) with severities of each failure set to be the same (f i = 1). APFDc is applied to evaluate the failure detection rates and answer RQ1.
• Overhead: computation time of the algorithm / total runtime of all test cases. Overhead is collected to evaluate the extra computational cost of each TCP algorithm and answer RQ2. To test the significance of any improvements, Scott-Knott analysis is applied to cluster and rank the two performance metrics of each algorithm from Run 6 to Run 54. It clusters algorithms with little difference in performance together and ranks each cluster with the median performances [45] . Nonparametric hypothesis tests are applied to handle the non-normal distribution. Specifically, ScottKnott decided that, the two algorithms are not of little difference if both bootstrapping [13] , and an effect size test (Cliff's delta) [6] , agreed that the difference is statistically significant (99% confidence) and not a negligible effect (Cliff's Delta ≥ 0.147). 
Threats to Validity
This section discusses validity threats [18] to the above design. External validity concerns how well the conclusion can be applied outside. All the conclusions in this study are drawn from 54 automated UI testing runs from LexisNexis. When applied to other case studies, the following concerns might arise: 1) TERMINATOR might not be applicable if not all three types of information are not available; 2) other TCP algorithms might perform better than TERMINATOR when using more information, e.g. coverage.
Internal validity focuses on how sure we can be that the treatment caused the outcome. To enhance internal validity, we heavily constrained our simulations to the same dataset with the same workflow for the TCP algorithms we evaluate. However, some of the algorithms in Table 2 are not exact implementations or reproductions of the original algorithms. Rather, they are only partially implemented to fit the workflow and information availability of our data. This may be a threat to internal validity. Another threat to internal validity comes from flaky tests. Apart from removing all the "time out" failures, we did not identify other types of flaky tests. These flaky tests could have affected the model learned as well as the evaluations. We plan to explore ways to tackle flaky tests problem in our future work.
Construct validity focuses on the relation between the theory behind the experiment and the observation. We use default parameters for the 17 algorithms in our simulations. For some of the algorithms, e.g. B3 and D1, different parameter settings can make large differences in failure detection rates. Therefore, it is possible that our observation does not hold when different parameters are applied for each algorithm. We would consider hyper-parameter tuning as future work to alleviate this concern.
Conclusion validity focuses on the significance of the treatment. To enhance conclusion validity, we applied Scott-Knott tests to the collective results of 49 runs to see whether one algorithm was significantly better than another on certain performance metrics. Table 3 shows the results of the 17 algorithms presented in Table 2 . First, we analyze the APFDc results from Table 3 for RQ1: • F3, which is TERMINATOR with the hybrid feature, performed the best in terms of APFDc. Its failure detection rates are significantly higher than those of the other algorithms (9% higher than a Rank 3 algorithm like B4).
Results
• Simple history-based algorithms (B2, B3, B4, B5) are the second best algorithms in terms of APFDc. The more complex algorithms from Groups D or E that utilized more information performed worse than the simple history-based algorithms from Group B. Even though 9% higher APFDc does not seem to be a large improvement, it actually increases the failure detection rates substantially. As an example, Figure 4 shows the failure detection curves for the algorithms of each rank. Here we can see that TERMINATOR (F3) finds many more failures earlier than the other TCP algorithms, e.g., when 20% of the time is spent, F3 finds 60% of the failures while B4 finds 30%. By comparing the A2 and F3 results from Table 3 , we can offer a precise measure for the success of the proposed method:
As seen in the Rank column of Table 3, F3 (TERMINA-TOR Second, we analyze the overhead results from Table 3 for RQ2:
• Even though F3 has higher overhead (50% higher than simple history-based algorithms from Group B), its overhead (35 seconds in median, which is only 0.33% of the total runtime of the test suite) is negligible compared to the cost it can potentially save.
• Algorithms utilizing feedback information (Groups E and F) tend to have higher overhead since the orders of test cases are dynamically adjusted based on the execution results.
The computational overhead of TERMINATOR is 0.33% of the total runtime of the test suite, which is negligible compared to the cost it can potentially save by achieving higher failure detection rates.
RQ2: what is the computational overhead of TERMINA-TOR?
The reasons for the superior performance of TERMINATOR are: (1) TERMINATOR has an advanced framework adapted from the solutions of the total recall problem which utilizes different data balancing techniques and query strategies. (2) TERMINATOR utilizes more information (test history, test case description, and current feedback) than other algorithms. That said, there are some limitations to the current results. Specifically, compared to the optimal result, the APFDc of F3 is still lower than that of A2. That is, there is still room to improve this result.
ORGANIZATIONAL IMPACTS
With higher failure detection rates provided by TERMINATOR, LexisNexis teams can build more versions of tested software within one eight hour shift. This will have three major effects:
• Higher responsiveness to customer feedback. The faster LexisNexis can build and test systems, the faster their customers can see new features (or fixes to old features).
• Greater programmer adaptability. The faster programmers can get feedback on their systems, the better they can become in software adaption and extension.
• Increased recruitment and retention of programmers. Here at NC State, many of our graduates work in the large and local information technology industry. Based on feedback from that population, we can assert that organizations that ship products faster can also recruit and retain more software developers.
CONCLUSION AND FUTURE WORK
Automated UI testing is an important component of the continuous integration process of software product development. Faster automated UI testing leads to shorter development cycles and better quality. This paper studies the specific problem of how to prioritize automated UI test cases. By analyzing what information is available when prioritizing automated UI test cases, 12 state of the art TCP algorithms are found to be applicable to automated UI test case prioritization. In addition, prioritizing test cases for failure detection rates can be generalized as a total recall problem.
A new TCP algorithm is proposed by adapting the active learning based framework from the total recall problem to the TCP problem. Utilizing the information of execution history, test case description, and feedback, TERMINATOR (F3) outperformed all other TCP algorithms in terms of failure detection rates (APFDc) on a dataset of 54 consecutive runs of real world automated UI testing in LexisNexis.
Lessons learned from this work are summarized as follows:
• Automated UI testing is widely applied in industry and consumes a large portion of time and resources. Optimizing the execution of automated UI testing deserves much more attention in research.
• Black box test case prioritization (given no information on source code) for failure detection rates is under-explored in the research arena. This is strange since, at least in our experience, this kind of testing is more often than not the only practical approach for large organizations like LexisNexis.
• The test case prioritization for failure detection rates problem can be generalized as a total recall problem. Techniques from the total recall problem can be applied to improve performance on the TCP problem. This also suggests that future improvements in TCP can in return be applied to help solve other total recall problems like citation screening, vulnerability inspection, and static warning identification. Given the validity threats and limitations of current work, our future work includes: (1) Hyper-parameter tuning for different TCP algorithms including the proposed active learning based framework to see if better configurations can be found. 
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