Abstract
Introduction
Handwriting is a skill that is personal to individuals. The term "handwriting" is defined to mean as a surface consisting of artificial graphic marks conveying some message through the mark's conventional relation to language [1] . Handwriting recognition is the task of producing the symbolic form, from the stored information of the handwriting data. Handwriting data is captured and stored in its digital format either by scanning the writing on paper or by writing with a special pen on an electronic surface such as a digitizer combined with a liquid crystal display. The two approaches are respectively distinguished as off-line and on-line handwriting. Online systems for handwriting recognition are available in hand-held computers such as PDAs with acceptable performance [1] . Off-line systems are less accurate than on-line systems due to their less informative data capturing device, which is usually the scanner. However, they are now good enough that they have a significant economic impact in specialized domains such as interpreting handwritten postal addresses on envelopes and reading courtesy amounts on bank cheques [1] .
Comparing the achievements of various researches in this field is quite difficult as the databases and general approaches might differ. Testing done with different databases would give differing results as variations and complexity of the data in the databases are not the same. Similar issues are also with approaches. Approaches would differ in recognition of characters, digits, words, cursive, noncursive, with or without post-processing. Even though research in the area are extensive many more can be done at not necessarily in improving the percentage of accuracy but also at attempting to reduce complexity of its pre-processing techniques, its classifier, its post-processing and also the need for huge databases for trainings.
In this paper a hybrid approach of recognition is investigated with the fusion of Hidden Markov Model and Fuzzy Logic. The motivation behind this is to incorporate the syntactical nature of a fuzzy logic with the statistical approach of an HMM. The following section will discuss the problem statement of the research. In Section 3 the solution to the problem will be discussed. Section 4 and 5 will introduced the basic concepts of HMM and Fuzzy Logic so that readers may have the general idea where the two approaches may be integrated. The discussion of the overall system flow will be the presented in Section 6 followed by the experimental results of the research in Section 7 and its conclusion in Section 8.
Problem Statement
As the problem of handwritten character recognition deals with lots of variations and complexity of data, most of the time to use a purely statistical method would be too risky. In 1965, Zadeh [2] introduced a modified set theory namely known as fuzzy sets. Fuzzy logic deals with fuzzy sets that classify using unsharp boundaries. Since the data of some of the handwritten characters are sometimes vaguely distinguishable, a fuzzy inference seems to be a very logical way to deal with the recognition. Fuzzy rule-based systems utilize linguistic variables and changing numerical data of an image into its linguistic form can be very challenging. Furthermore one of the major drawbacks of fuzzy logic is the lack of learning capabilities, unlike in neural networks and HMM, where its parameters can be trained. There have been efforts in this area where neurofuzzy systems are introduced.
HMM has been used in a lot of the handwritten character/word recognition as a classifier of characters/words and as a hybrid approach with other methods [3, 4] . In this research project, HMM will instead be use in the preparation of linguistic variables of a fuzzy logic recogniser.
Problem Solution
A HMM model is a very useful tool to be incorporated into a fuzzy logic rule based system. It provides an approach that is compatible to the needs of a fuzzy system. The calculation of probabilities by a statistical model such as HMM provides a solid base for the more syntactical approach of a fuzzy system. HMM yields a more accurate assessment of probabilities for the linguistic variables of a fuzzy system. However the nature of fuzziness in the data captured for the offline handwritten characters recognition research makes a pure statistical approach a little inappropriate. Fuzzy logic has been used in many of the offline researches, giving an impressive result [5, 6, 3] . There are many ways of using fuzzy classifier into the problem of handwritten character recognition and this paper proposes a method that does not need huge training sets and that is computationally simpler.
Linguistic variables which are considered an important element in a fuzzy system are prepared and trained by using HMM [7] . Since the linguistic variables are just used at identifying strokes and curves from the input image not much training data will be needed as it would to train the HMM in identifying each of the characters. This is in line with the motivation of this research as one of it is to minimize training data. Hence by incorporating HMM and fuzzy logic, it seems to be an idea worth investigating.
In making the research more manageable, the area of concentration is scoped down to the recognition of isolated handwritten lowercase characters. The database used is The IRESTE On/Off (IRONOFF) Dual Handwriting Database, developed by researchers from University of Nantes, France. The IRONOFF database can be obtained by contacting: Christian VIARD-GAUDIN : cviard@ireste.fr).
Hidden Markov Model
HMM is a doubly statistical process with an underlying Markov process that is not directly observable (hidden), but can only be observed through another set of statistical processes that produce the sequence of observed symbols [8, 9] . The HMM is characterized by a finite-state Markov chain and a set of output distributions.
Following are the notations introduced by Rabiner (1989) . The elements of the first-order HMM for character recognition are formally defined as follows.
An HMM is characterized by the following elements: i) N, the number of states in the model. Even though the states are usually hidden often there are some physical significance attached to the states or to set of states of the models. ii)
M, the number of distinct observation symbols per state. The observation symbols correspond to the physical output of the system being modeled. The individual symbols are denoted
The state transition probability distribution A= {a ij } where ,
The observation symbol probability distribution in state j, B = {b j (k)}, where
The intial state distribution π = { π i }, where
Given appropriate values of N, M, A, B and π, the HMM can be used as a generator to give an observation sequence, Hence, a model can be denoted by a parameter set λ=(A,B, π).
As according to Rabiner (1989) , there are three basic problems of interest in an HMM. Problem 1 is the evaluation problem, namely given a model and a sequence of observations, how do we compute the probability that the observed sequence was produced by the model. This problem allows the model that best matches the observation be chosen. Problem 2 is where we attempt to uncover the hidden part of the model, i.e. to find the 'correct' state sequence. Problem 3 is the one in which we adjust the model parameters so as to best describe how a given observation sequence comes about. The observation sequence used to adjust the model parameters is called a training sequence since it is used to "train" the HMM. The training problem is a crucial one for most applications of HMMs, since it allows us to optimally adapt model parameters to observed training data -i.e. to create best models for real phenomena. This is part of machine learning.
Since our problem would be an evaluation problem whereby, given a model and a sequence of observations, how do we compute the probability that the observed sequence was produced by the model or also viewed as one of scoring how well a given model matches a given observation sequence. In our view point we are considering a case in which we are trying to choose among several competing models, the model which best matches the observations. As such Problem 1 will be of our concern. Problem 3 will also be needed as we need to first train the model parameters to the observed training data. With this we would be incorporating the concept of machine learning into the system. Since the two problems will be used in this research work, both of the solutions to the problems will be elaborated below.
Solution to Problem 1
As we wish to calculate the probability of the observation sequence O = O 1 , O 2 ,..., O T given the model λ, i.e. P(O| λ), a more efficient procedure to use would be the forward procedure [9] . Consider the following forward variable α t (i) defined as
α t (i) may then be solved inductively as follows ,
Induction :
In modeling the problem to an HMM, the observation sequence would be the extracted chaincodes of the hand-written characters images. The chain codes will then be fed to the appropriate HMM of strokes to be identified. The codes will be 'churned' by the HMM and as a result strokes will be identified together with its associated probabilities. The strokes as identified will go through a fuzzification algorithm that will change it to linguistic variables which will then be utilized by a fuzzy classifier. It is not the intention of this paper to discuss the fuzzification process and the fuzzy recogniser.
Solution to Problem 3
The third problem is the most difficult as it is to determine a method to adjust the model parameters (A, B, π) to maximize the probability of the observation sequence given the model. There is no known way to analytically solve for the model which maximizes the probability of the observation sequence. However we can choose λ = (A, B, π) such that P(O| λ ) is locally maximized using an iterative procedure such as Baum-Welch method or equivalent [8] . Here the iterative procedure of BaumWelch will be discussed as a solution for problem 3.
To implement the solution we will first need to define the variable ) (i t γ the probability of being in 
Fuzzy Logic
Fuzzy logic refers to all of the theories and technologies that employ fuzzy sets, which are classes with unsharp boundaries. Not as in a classical set theory, the concept in fuzzy sets does not have a well defined natural boundary. A representation of the concept closer to human interpretation is to allow a gradual transition. In order to achieve this, the notion of membership in a set needs to become a matter of degree. This is the essence of fuzzy sets.
A fuzzy logic system would usually consist of the following : a) a fuzzification unit which maps the measured inputs, which might be in the form of crisp values, into the fuzzy linguistic values used by the fuzzy reasoning mechanism. b) a knowledge based which is the collection of the expert control rules (knowledge) needed to achieve the control goal. c) a fuzzy reasoning mechanism which performs various fuzzy logic operations to infer the control action for the given fuzzy inputs. d) a defuzzification unit which converts the inferred fuzzy control action into the required crisp control value.
In this research it is to the second part of the system that an HMM Model is introduced to. This second part of the system is the feature extraction part for the subsequent fuzzy rule-based classifier. The fuzzy linguistic values are extracted and quantified by an HMM Model. As mentioned above, the extracted chain-codes of the hand-written character images will then be fed to a few HMM models of strokes to be identified. As a result strokes will be identified together with its associated probabilities. The strokes as identified will go through a fuzzification algorithm that will change it to linguistic variables which will then be utilized by a fuzzy classifier. Thinning is a process where the edge of the character will be traced through and, at best, only one pixel will be left to define the edge. Since the image of handwritten words are relatively small and less elaborate and less convex than an image of other objects, a slightly simpler version of a thinning algorithm would suffice. The thinning process used in this research is a one pass thinning algorithm that has been slightly modified to ensure connectivity and at the same time to repair any repairable discontinuities [10] .
Overall System's Flow
One preprocessing technique that has been particularly helpful in determining features in a word is reference line estimation. These reference lines can then be used to identify the three zones in character images. The zones are : upper zone, middle zone and lower zone. The upper zone and lower zone are those that contain character component called ascenders and descenders respectively. Ascenders would characterize characters as "b", "d", "h", "l" , etc, while descenders characterize characters such as "j", "g" and "y". Some of the other characters will fall in the middle zone, which here would be classified as neither. Besides strokes, these features is used by the fuzzy rules to classify the characters.
Next, the one-dimensional model of the image is obtained by tracing the contour edges of the character image and representing the path by Freeman chain codes [11] . Figure 2a and 2b, shows a directional guide of a Freeman Code. The length of the chain-code string is dependent on the character class as well as writing style, degree of slant, image quality, etc. Hence the length of chain-codes varies even for characters of the same class. The objective of the whole tracing would be to get chain codes that would traverse an image of a handwritten character as naturally as it would as it was written. The challenge of the chain-coding process would lie very much on the way the image would be traverse and the starting point of the traversing method. A same image will produce a different chain-code if it starts from a different point or traverse in a different direction. Consistency would be required in order to minimize variations in chain-codes of the same character. As such the starting point is taken as first black pixel in the lower left hand side of the image, because many characters in cursive English handwriting start from lower left hand side. Traversing will then be done of the skeleton in an anti-clockwise manner, segmenting it into parts separated by points that have one or more than three neighbors (since these points are either endpoints or sites where different strokes meet). All the preprocessing processes used by the system will be discussed in detail in a submitted future paper [10] .
(a) 6 6 6 5 4 5 4 5 5 5 6 5 5 6 5 6 5 6 5 6 6 6 6 6 6 6 6 6 6 7 6 7 7 After a careful study of the different types of stroke directions in a character set a few types are selected and thought to have distinguishing factors to identify a character class. Table 1 shows the types of strokes that are used to distinguish the characters. In order to simply the strokes without needing to consider the way it might be traverse, codes that visually produced the same, the directions are usually combined. For example, in identifying a vertical stroke, if the image is traverse from bottom up then the direction will be North and if it is traverse top to bottom the directions will be South. Of course the traversing method is meant to be consistent and it will always traverse the same way, but just in case, the directions are disregarded and both will be considered as a vertical stroke. Hence are true for the Horizontal stroke, the Right Slant and the Left Slant.
The other two obvious strokes are named as the C-curve and the D-curve. The last two strokes will be given the highest priorities in the investigation of strokes. In the case where the curve might be broken and not too distinguishable then the normal NSEW directions will be investigated. The combination of these smaller identifiable strokes can still make a good set of features for producing linguistic variables. The C-curve would be a prominent feature in characters like a, c, d, e etc., and the D-curve in characters like b, p , etc. Some of the characters may have the combinations of both curves and some may have a fuller curve than others. All these differences are projected in the linguistic that will describe the strokes. 
HMM Models of the strokes
Each of the strokes has its own HMM model. The HMM models for the strokes have varied number of states from N = 3 to N = 9. Strokes that need lesser codes to be identified would have lesser states and strokes with more codes to be identified benefits from having more states. The observation symbol, M, is 8, as the direction codes are from 0,..,7. K = 7 to 10, which is the train sample set used to train each of the HMM models.
The 
Experimental Results
The result of the following experiment is based on the recognitions of characters from the IRONOFF database. A sample of not more than 1000 handwritten characters with variability in handwriting is used from that database. Characters chosen from the database based on its legibility. That means characters that could not be recognize by the naked eye and those written too cursively would be dropped from the test samples. This is because some of the characters in the database are written in a cursive S1 S0 S3 S4 S2 manner and without context it would quite difficult to be recognized. About 20 to 30 samples of each character are used in the testing. An overall recognition rate of 70.2% is recorded for the system. Table 2 shows the recognition rate grouped by the categories of the characters which is used as one of the distinguishing features in the fuzzy rules.
The features extracted by the HMM yields a very good medium for further conversion of the linguistic variables. The strokes as identified, together with its probability will go through the process of fuzzification. The triangular and the trapezoidal membership functions were used to change the strokes probability into its linguistic variable forms. The two membership functions were chosen due to their simple formulas and computational efficiencies. When the HMM models were used with the fuzzy rules to recognize the handwritten characters, a favorable results was achieved. Bearing in mind that comparing the achievements of various researches in this field is quite difficult as the database and general approaches might differ. Testing done with different databases would give differing results as variations and complexity of the data in the databases are not the same. Similar issues are also with approaches. Approaches would differ in recognition of characters, digits, words, cursive, non-cursive, with postprocessing or not. Even though research in the area are extensive many more can be done at not necessarily in improving the percentage of accuracy but also at attempting to reduce complexity of its preprocessing techniques, its classifier, its postprocessing and also the need for huge databases. 
Discussions
The success of the fuzzy rule-based system that is used in recognizing the characters would be quite heavily depended on the accuracy of the features extracted and the way the rules are structured. The work presented by Lazzerini and Marcelloni [12] uses a purely linguistic fuzzy recognizer on handwritten character digit with a recognition rate of 69.5%. Even though it might seem comparatively lower than other methods, the method presented has the novelty in other areas of importance.
With a reasonable rate of recognition on a more difficult database of lower-case characters, HMM model is proven to be a very useful tool to be incorporated into a fuzzy logic rules based system. It provides an approach that is compatible to the needs of the system. The calculation of probabilities for each observation by a statistical model such as HMM provides a solid base for the more syntactical approach of a fuzzy system. HMM yields a more accurate assessment of probabilities for the linguistic variables of a fuzzy system. However the nature of fuzziness in the data captured for the offline handwritten characters recognition research makes a pure statistical approach a little inappropriate. Fuzzy logic has been used in many of the offline researches, giving an impressive result [3, 5, 6] . There are many ways of using fuzzy classifier into the problem of handwritten character recognition and this paper proposes a method that does not need huge training sets and is computationally simpler.
The tasks of digit recognition and upper-case character recognition have proven to be simpler than lower-case character recognition. For comparison purposes, some character classifiers recognize some 97% for digits [13, 14] , 97% for upper-case letters [15] and 80% for lower-case letters [16] . However, these results are obtained by using complex image processing techniques [13] , or combination feature types, e.g. a combination of structural and statistical features [15] , or complex classifiers [14] . Even though much lower recognition accuracy is achieved by our method comparatively with other methods but on the whole the objective of the research is met. This is to investigate the compatibility of an HMM with a fuzzy rule-based system as the recognizer.
