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Einleitung
Ziel dieser Arbeit ist es, einen gradierten Splittingsatz in Analogie zu den Ausfu¨hrungen von Do-
man´ski und Vogt in [DV] Theorem 4.5 fu¨r Produkte von Potenzreihenra¨umen endlichen Typs zu
formulieren und nachzuweisen. Im Gegensatz zu der Theorie in [DV] wird hierbei ein abstrak-
ter kategorieller Ansatz gewa¨hlt, der es unter anderem ermo¨glicht den zahmen und linear-zahmen
Fall gleichzeitig zu behandeln. Daru¨ber hinaus wird auf diese Weise die sonst sehr technische Be-
weisfu¨hrung umgangen.
Nachdem im ersten Kapitel zuna¨chst grundlegende Begriffe der Kategorientheorie eingefu¨hrt
werden, gilt unser besonderes Interesse einer speziellen Klasse von halbabelschen Kategorien; und
zwar den quasiabelschen. Diese ist insofern von Bedeutung, als sie eine aus funktionalanalytischer
Sicht bedeutende Pushout- und Pullback-Konstruktion garantiert, die der Charakterisierung von
Ext1 dient und daru¨ber hinaus von technischem Nutzen ist. Indem die Eigenschaften des Pullback
und Pushout sehr genau untersucht werden, gelingt es, eine ausfu¨hrliche Charakterisierung 1.1.29
dafu¨r anzugeben, wann eine halbabelsche Kategorie quasiabelsch ist. Im Anschluß wird das der Be-
weisfu¨hrung dienende Werkzeug in einem sehr allgemeinen kategoriellen Rahmen hergeleitet, so daß
im Verlauf der folgenden Ausfu¨hrungen darauf zuru¨ckgegriffen werden kann. Darunter fa¨llt auch
der Satz 1.1.43, der eine Verallgemeinerung des in [DV] Proposition 3.2 angewandten Verfahrens
darstellt. Abschließend folgt eine kurze Zusammenfassung der fu¨r die weiteren Betrachtungen rele-
vanten Begriffe aus der homologischen Algebra.
Im zweiten Abschnitt fu¨hren wir die Kategorie der L-zahmen Vektorra¨ume ein. Diese war Grund-
lage vieler Untersuchungen, unter anderem von Nyberg [N1], [N2], Poppenberg und Vogt [PV1], [P1],
[V4], dabei wurde jedoch eine genaue Auseinandersetzung mit der kategoriellen Struktur ausgelas-
sen. Dieser widmen wir uns im zweiten Abschnitt. Nachdem nachgewiesen ist, daß die Kategorie der
L-zahmen Ra¨ume quasiabelsch ist und genu¨gend viele injektive Objekte besitzt, kann die Definition
der Rechtsableitungen Extk
L
des Hom-Funktors auf klassische Art und Weise erfolgen. In Anlehnung
an die Ausfu¨hrungen von Vogt in [V4] beweisen wir zum Ende des zweiten Abschnittes den L-zahmen
Splittingsatz 2.2.8. Dieser ist eine Verallgemeinerung des Theorems 6.1 in [PV1] bzw. [PV2] und
des Theorems 4.7 in [V4] und impliziert das Korollar 2.2.10, welches Extk
L
(E,F ) = 0 im zahmen
bzw. linear-zahmen Fall garantiert, wenn E ein Unterraum und F ein Quotient eines Potenzreihen-
raumes endlichen Typs ist und E oder F zahm bzw. linear-zahm nuklear ist. In der Kategorie der
Fre´chetra¨ume ist Ext1(E,F ) 6= 0 fu¨r einen Potenzreihenraum endlichen Typs E und einen shift-
stabilen Potenreihenraum endlichen Typs F (siehe [V3] Corollary 4.4). Daher ist es notwendig, um
ein dem Korollar 2.2.10 entsprechendes Resultat zu erhalten, die zahme bzw. linear-zahme Katego-
rie zu betrachten. Genauso wie im Fall der gradierten Fre´chetra¨ume in [DV] der Splittingsatz von
Vogt und Wagner aus [VW] fu¨r den nuklearen Fall die Grundlage des gradierten Splittingsatzes
4.5 aus [DV] bildet, ist fu¨r den Beweis des gradierten L-zahmen Splittingsatzes 3.2.10 der L-zahme
Splittingsatz 2.2.8 wesentlich.
Aufbauend auf die Kategorie der L-zahmen Ra¨ume kann nun im dritten Abschnitt die Einfu¨hrung
der Kategorie der gradierten L-zahmen Ra¨ume erfolgen. Diese ist quasiabelsch, besitzt genu¨gend
viele injektive Objekte und abza¨hlbare unendliche Produkte. Fu¨r den Beweis des gradierten Split-
tingresultats spielt die Existenz der kanonischen Auflo¨sung eine zentrale Rolle. Aus diesem Grund
definieren wir fu¨r einen gradierten L-zahmen Fre´chetraum das Spektrum der lokalen Fre´chetra¨ume
und untersuchen, unter welchen Voraussetzungen die kanonische Auflo¨sung gradiert L-zahm ex-
akt ist. Um den gradierten L-zahmen Splittingsatz in einem allgemeineren Rahmen formulieren zu
ko¨nnen, betrachten wir in den folgenden Ausfu¨hrungen alle zu dem Spektrum der lokalen Fre´chetra¨u-
me L-zahm a¨quivalente Spektren. Wesentlich hierbei ist, den Begriff der Striktheit aus [DV] Sec. 2
unter den uns gegebenen Umsta¨nden zu interpretieren. Im Anschluß definieren wir in Analogie zu der
Definition der s-Freundlichkeit den allgemeiner gehaltenen Begriff der E-Freundlichkeit. Nachdem
in der Proposition 3.2.4 der Zusammenhang zwischen dem gradierten Zerfallen und Proj1 gekla¨rt
wurde, kann nun der Beweis des gradierten Splittingsatzes 3.2.10 auf abstrakte Weise gefu¨hrt wer-
den. Insbesondere erhalten wir aus 3.2.10 den Satz 3.2.13, ein dem gradierten Splittingresultat in
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[DV] Theorem 4.5 entsprechendes Ergebnis fu¨r Produkte von Potenzreihenra¨umen endlichen Typs.
Dabei gelingt es, die Voraussetzungen soweit abzuschwa¨chen, daß auf zusa¨tzliche Forderungen an
den Raum in der Mitte verzichtet werden kann. Der dritte Abschnitt endet schließlich mit einer
wichtigen Anwendung des gradierten L-zahmen Splittingsatzes. Dabei handelt es sich um das gra-
dierte zahme bzw. linear-zahme Zerfallen von gradierten zahmen bzw. linear-zahmen Komplexen von
Produkten von Potenzreihenra¨umen endlichen Typs. Dafu¨r ist es no¨tig zu untersuchen, wann sich
die E-Freundlichkeit eines gradierten L-zahmen Fre´chetraumes auf Quotienten vererbt. Dies errei-
chen wir im Fall des Produkts von Potenzreihenra¨umen endlichen Typs mit dem Lemma 3.2.14. Ein
allgemeineres Ergebnis fu¨r den nuklearen Fall liefert die Proposition 3.2.16, die auf die Proposition
2.1.20 aus dem zweiten Abschnitt aufbaut. Die Proposition 2.1.20 sagt aus, daß aus Ext1L(E,F ) = 0,
im Fall, daß F L-zahm nuklear ist, Ext1
L
(E,G) = 0 fu¨r jeden L-zahmen Quotienten G von F folgt.
Dies ist das Analogon zu dem topologischen Resultat von Vogt in [V1] Corollary 1.5. Zentral fu¨r die
U¨bertragung der E-Freundlichkeit auf Quotienten ist wie im Fall der gradierten Fre´chetra¨ume in
[DV] die Striktheit des Fre´chetraumes, modulo dessen der Quotient gebildet wird. Die vorliegende
Arbeit endet mit dem dem Theorem 5.2 in [DV] entsprechenden gradierten L-zahmen Splittingresul-
tat 3.2.18 fu¨r Komplexe von Produkten von Potenzreihenra¨umen endlichen Typs. Eine analytische
Anwendung des Satzes 3.2.18 wird das Zerfallen exakter Differentialkomplexe zwischen den Ra¨um-
en der ω-Ultradistributionen D′{ω}(Ω) im Sinne von [BMT] sein. In [BMT] Proposition 5.6 wurde
nachgewiesen, daß D′{ω}(Ω) isomorph zu dem Produkt eines Potenzreihenraumes endlichen Typs
ist. Daß die Isomorphie und die Exaktheit in der gradierten zahmen bzw. linear-zahmen Kategorie
erhalten bleibt, wird dann zu zeigen sein.
An dieser Stelle danke ich Herrn Prof. Dr. Dietmar Vogt fu¨r die ausgezeichnete Betreuung und
hervorragende Fo¨rderung. Insbesondere gilt mein herzlicher Dank PD Dr. Leonhard Frerick, dessen
wertvolle und unermu¨dliche Unterstu¨tzung sehr zum Gelingen dieser Arbeit beigetragen hat.
0 BEZEICHNUNGEN 1
0 Bezeichnungen
Grundlage unserer Betrachtungen sind die u¨blichen Definitionen fu¨r Fre´chetra¨ume (vgl. [MV]).
Unter einem lokalkonvexen Raum verstehen wir einen nicht notwendig hausdorffschen topolo-
gischen Vektorraum u¨ber einen Ko¨rper K = R oder C, der eine Nullumgebungsbasis aus absolut-
konvexen Mengen besitzt. Im folgende verstehen wir unter einer Nullumgebung eines lokalkonvexen
Raumes stets eine absolutkonvexe Nullumgebung.
Ein Fre´chetraum ist ein vollsta¨ndiger metrisierbarer lokalkonvexer Raum.
Eine lineare Abbildung A : (E, ‖ · ‖E) −→ (F, ‖ · ‖F ) zwischen zwei Banachra¨umen heißt nuklear,
falls es eine Folge (an)n∈N stetiger Linearformen auf E und eine Folge (bn)n∈N in F existiert mit∑
n∈N ‖an‖
∗
E‖bn‖F <∞, so daß
A(x) =
∑
n∈N
an(x)bn fu¨r alle x ∈ E gilt,
wobei ‖an‖
∗
E := supx∈E,‖x‖E≤1 | an(x) | ist.
Sei (‖ ·‖n)n∈N ein monoton wachsendes Fundamentalsystem von Halbnormen auf einem Fre´chet-
raum E. Ferner sei E/ ker ‖ · ‖n mit der von ‖ · ‖n induzierten Quotientennorm versehen und En
seine Vervollsta¨ndigung. Die so erzeugten Banachra¨ume (En)n∈N werden als lokale Banachra¨ume
von E bezeichnet und in : E −→ En mit in(x) := x+ker ‖ · ‖n fu¨r n ∈ N als kanonische Abbildung.
Die Identita¨t auf E induziert stetige, lineare Abbildungen ikn : Ek −→ En fu¨r k ≥ n, welche durch
die Beziehung ikn ◦ ik = in eindeutig bestimmt sind.
Ein Fre´chetraum E heißt nuklear, falls fu¨r alle n ∈ N ein k ≥ n existiert, so daß die Abbildung
ikn : Ek −→ En nuklear ist. Die Nuklearita¨t ist eine linear-topologische Invariante und u¨bertra¨gt
sich auf Unterra¨ume, Quotienten und unendliche Produkte.
Ein Fre´chetraum E mit einem monoton wachsenden Fundamentalsystem (‖ · ‖n)n∈N von Halb-
normen besitzt die Eigenschaft (DN), falls folgendes gilt:
Es gibt ein p ∈ N, so daß zu jedem k ∈ N ein l ∈ N und ein C > 0 existieren mit
‖x‖2k ≤ C‖x‖p‖x‖l fu¨r alle x ∈ E.
Die Eigenschaft (DN) ist eine linear-topologische Invariante und vererbt sich auf abgeschlossene
Unterra¨ume und endliche Produkte.
Ein Fre´chetraum E mit einem monoton wachsenden Fundamentalsystem (‖ · ‖n)n∈N von Halb-
normen besitzt die Eigenschaft (Ω), falls folgendes gilt:
Zu jedem p ∈ N gibt es ein q ∈ N, so daß fu¨r alle k ∈ N ein 0 < θ < 1 und ein C > 0 existieren mit
‖y‖∗q ≤ C‖y‖
∗1−θ
p ‖y‖
∗θ
k fu¨r alle y ∈ E
′.
Die Eigenschaft (Ω) ist eine linear-topologische Invariante und vererbt sich auf Quotienten und
abza¨hlbar unendliche Produkte.
Wir bezeichnen mit
s := { x := (xj)j∈N ∈ K
N : ‖x‖2k :=
∑
j∈N
|xj |
2j2k < +∞ fu¨r alle k ∈ N }
den Raum der schnell fallenden Folgen. s mit den Normen (‖ ·‖n)n∈N ist ein nuklearer Fre´chetraum.
Es sei α := (αn)n∈N eine monoton wachsende Folge nicht-negativer reeller Zahlen, so daß
limn→∞ αn = +∞ gilt. Unter einem Potenzreihenraum endlichen Typs, verstehen wir im folgenden
den Folgenraum
Λ0(α) := { x := (xj)j∈N ∈ K
N : ‖x‖2k :=
∞∑
j=1
|xj |
2 exp(−
2αj
k
) < +∞ fu¨r alle k ∈ N }.
Versehen mit der Folge von Hilbertnormen (‖ · ‖k)k∈N ist Λ0(α) ein Fre´chet-Hilbertraum.
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1 Grundlagen
1.1 Der Pullback und der Pushout in halbabelschen Kategorien
Die folgenden Ausfu¨hrungen sind teilweise bekannter Bestandteil der Kategorientheorie. Die Beweise
sind auf einfachste Weise ausgefu¨hrt, um eine intensive Auseinandersetzung mit der Kategorientheo-
rie zu umgehen. Die Propositionen 1.1.22, 1.1.23 und 1.1.24 und die Sa¨tze 1.1.27 und 1.1.29 sind
der Autorin aus der Kategorientheorie nicht bekannt. Ziel ist es, den Satz 1.1.29 zu beweisen.
Definition 1.1.1 (a) Eine Kategorie C besteht aus einer Klasse Obj (C) von Objekten und aus
einer Menge Mor (E,F ) von Morphismen fu¨r alle Paare (E,F ) von Objekten. Weiter existiere
fu¨r jedes Objekt E ein Morphismus IE ∈ Mor (E,E) und eine Komposition ◦ : Mor (E,F ) ×
Mor (F,G) −→ Mor (E,G) fu¨r alle Tripel von Objekten (E,F,G), so daß folgendes gilt:
(i) (h ◦ g) ◦ f = h ◦ (g ◦ f) fu¨r alle f ∈Mor (E,F ), g ∈Mor (F,G) und h ∈ Mor (G,H).
(ii) IF ◦ f = f ◦ IE = f fu¨r alle f ∈ Mor (E,F ). Den Morphismus IF bezeichnen wir als die
Identita¨t auf F.
(b) Eine additive Kategorie C ist eine Kategorie, bei der fu¨r jedes Paar von Objekten (E,F ) die
Menge der Morphismen Mor (E,F ) bezu¨glich einer Verknu¨pfung + abelsche Gruppenstruktur
besitzt, so daß folgende Distributivgesetze erfu¨llt sind:
(f + g) ◦ h = f ◦ h+ g ◦ h und f ◦ (g + h) = f ◦ g + f ◦ h.
Weiter existiert ein Objekt 0, so daß fu¨r jedes Objekt E die Mengen Mor (E, 0) und Mor (0, E)
genau einen Morphismus enthalten. Im folgenden bezeichnen wir das Einselement inMor (E,F )
mit 0.
Es sei C eine Kategorie. Fu¨r f ∈Mor (E,F ) schreiben wir im folgenden auch f : E −→ F .
Definition 1.1.2 Es sei C eine additive Kategorie.
(a) Ein Morphismus f ∈ Mor (E,F ) heißt Monomorphismus bzw. Epimorphismus, falls aus
f ◦ g = 0 fu¨r ein g ∈Mor (Z,E) bzw. g ◦ f = 0 fu¨r ein g ∈Mor (F,Z) stets g = 0 folgt.
(b) Ein Morphismus f ∈ Mor (E,F ) heißt Bimorphismus, falls f ein Monomorphismus und ein
Epimorphismus ist.
(c) Ein Morphismus f ∈ Mor (E,F ) heißt Isomorphismus, falls ein g ∈ Mor (F,E) existiert, so
daß f ◦ g = IF und g ◦ f = IE gilt.
Ist f ∈ Mor (E,F ) ein Isomorphismus in einer beliebigen Kategorie C, so ist der Morphismus
g ∈Mor (F,E) mit f ◦ g = IF und g ◦ f = IE eindeutig bestimmt. Wir bezeichnen g mit f
−1. Eine
zentrale Rolle in der Kategorientheorie spielen die folgenden Begriffe:
Definition 1.1.3 Es sei C eine additive Kategorie.
(a) Ein Kern eines Morphismus f ∈ Mor (E,F ) ist ein Paar (ker f, kf ), bestehend aus einem
Objekt ker f ∈ Obj (C) und einem Morphismus kf ∈ Mor (ker f,E) mit f ◦ k = 0 und der
Eigenschaft, daß fu¨r alle Morphismen j ∈ Mor (Z,E) mit f ◦ j = 0 genau ein Morphismus
˜ ∈Mor (Z, ker f) mit j = kf ◦ ˜ existiert.
(b) Ein Kokern eines Morphismus f ∈ Mor (E,F ) ist ein Paar (coker f, cf), bestehend aus einem
Objekt coker f ∈ Obj (C) und einem Morphismus cf ∈Mor (F, coker f) mit cf ◦ f = 0 und der
Eigenschaft, daß fu¨r alle Morphismen j ∈ Mor (F,Z) mit j ◦ f = 0 genau ein Morphismus
˜ ∈Mor (coker f, Z) mit j = ˜ ◦ cf existiert.
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(c) Ein Bild eines Morphismus f ∈Mor (E,F ) ist ein Paar (im f, if), bestehend aus einem Objekt
im f ∈ Obj (C) und einem Morphismus if ∈Mor (im f, F ), das ein Kern eines Kokerns von f
ist.
(d) Ein Kobild eines Morphismus f ∈Mor (E,F ) ist ein Paar (coim f, cif), bestehend aus einem
Objekt coim f ∈ Obj (C) und einem Morphismus cif ∈ Mor (E, coim f), das ein Kokern eines
Kerns von f ist.
Kerne und Kokerne und damit auch Bilder und Kobilder eines Morphismus f ∈Mor (E,F ) sind
bis auf kanonische Isomorphien eindeutig bestimmt. Das bedeutet: Falls (ker f, kf ) und (
˜ker f, k˜f )
zwei Kerne von f sind, dann existiert genau ein Isomorphismus J : ker f −→ ˜ker f mit k˜f ◦ J = kf .
Analoges gilt fu¨r Kokerne. Dies rechtfertigt die Tatsache, daß wir im folgenden von dem Kern bzw.
Kokern sprechen. Gleiches gilt fu¨r das Bild und das Kobild. Offensichtlich ist ein Morphismus f
genau dann ein Monomorphismus bzw. Epimorphismus, falls ker f = 0 bzw. coker f = 0 ist. Aus
den universellen Eigenschaften des Kerns und des Kokerns folgt:
Proposition 1.1.4 Es sei C eine additive Kategorie und f ∈ Mor (E,F ), so daß der Kern (ker f, kf ),
der Kokern (coker f, cf ), das Bild (im f, if) und das Kobild (coim f, cif) von f existieren. Dann exi-
stiert ein eindeutig bestimmter Morphismus f˜ ∈ Mor (coim f, im f), so daß f = if ◦ f˜ ◦ cif gilt.
Wir bezeichnen f˜ : coim f −→ im f aus der obigen Proposition als induzierten Morphismus
zwischen Kobild und Bild von f . f˜ gibt Anlaß zur folgenden
Definition 1.1.5 Es sei C eine additive Kategorie und f ∈ Mor (E,F ), so daß der Kern (ker f, kf ),
der Kokern (coker f, cf ), das Bild (im f, if ) und das Kobild (coim f, cif) von f existieren.
(a) f heißt Homomorphismus, falls der induzierte Morphismus f˜ : coim f −→ im f ein Isomor-
phismus ist.
(b) f heißt Monohomomorphismus bzw. Epihomomorphismus, falls f ein Homomorphismus
und ein Monomorphismus bzw. Epimorphismus ist.
Beispiel 1.1.6 Ist (ker f, kf ) Kern bzw. (coker f, cf ) Kokern eines Morphismus f ∈Mor (E,F ), so
ist kf bzw. cf stets ein Monohomomorphismus bzw. Epihomomorphismus.
Wir sind nun so weit, eine spezielle Klasse von Kategorien zu definieren, die fu¨r unsere weiteren
Betrachtungen wesentlich ist:
Definition 1.1.7 (a) Eine additive Kategorie C heißt halbabelsch, falls fu¨r jeden Morphismus f
der Kern und der Kokern existieren und der induzierte Morphismus f˜ : coim f −→ im f
ein Bimorphismus ist. Weiter existiert fu¨r jedes Paar von Objekten (E,F) ein Objekt E × F
und Morphismen πE ∈ Mor (E × F,E) und πF ∈ Mor (E × F, F ), so daß fu¨r beliebige gE ∈
Mor (Z,E) und gF ∈ Mor (Z,F ) genau ein g ∈ Mor (Z,E × F ) existiert mit gE = πE ◦ g und
gF = πF ◦ g. Das Objekt E×F bezeichnen wir als Produkt von E und F und den Morphismen
πE bzw. πF als kanonische Projektion auf E bzw. F .
(b) Eine halbabelsche Kategorie C heißt abelsch, falls jeder Morphismus ein Homomorphismus ist.
Beispiel 1.1.8 Betrachtet man als Objekte die Vektorra¨ume u¨ber K und als Morphismen die li-
nearen Abbildungen, so erha¨lt man mit der u¨blichen Verknu¨pfung und Addition von Funktionen die
abelsche Kategorie LS der linearen Ra¨ume.
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Definition 1.1.9 Eine Kategorie C besitzt Koprodukte, falls fu¨r beliebige Objekte E und F ein
Objekt E × F und Morphismen ωE ∈ Mor (E,E × F ) und ωF ∈ Mor (F,E × F ) existieren, so
daß fu¨r beliebige Morphismen gE ∈ Mor (E,Z) und gF ∈ Mor (F,Z) genau ein Morphismus g ∈
Mor (E×F,Z) existiert mit gE = g ◦ωE und gF = g ◦ωF . Den Morphismus ωE bzw. ωF bezeichnen
wir als kanonische Einbettung.
Die folgende Definition vereinfacht die folgenden Beweisfu¨hrungen:
Definition 1.1.10 Es sei C eine Kategorie. Die duale Kategorie Co zu C besteht aus der Objekt-
klasse Obj (C) von C und fu¨r ein beliebiges Paar (E,F ) von Objekten, definiert durch
Mor Co(E,F ) := Mor (F,E) die Menge von Morphismen in C
o. Auf Co betrachten wir die Kompo-
sition ◦ : Mor Co(E,F ) ×Mor Co(F,G) −→ Mor Co(E,G) mit (f, g) 7→ g ◦ f , welche in C gebildet
wird.
Bemerkung 1.1.11 (a) Offenbar ist die Komposition assoziativ und die Identita¨ten in C und Co
stimmen u¨berein. Dies rechtfertigt die Bezeichnung duale Kategorie.
(b) Der Kern bzw. Kokern eines Morphismus f ∈ Mor (E,F ) ist offenbar der Kokern bzw. Kern
von f ∈ Mor Co(F,E). Der Begriff des Kerns und des Kokerns verha¨lt sich also dual. Analog verhalten
sich das Bild und das Kobild. Eine entsprechende Beziehung besteht zwischen dem Produkt und dem
Koprodukt und zwischen einem Mono- und einem Epimorphismus. Die Isomorphismen in C und Co
stimmen u¨berein. Da fu¨r jeden Morphismus f in C der induzierte Morphismus f˜ : coim f −→ im f
in Co der gleiche bleibt, ist der Begriff eines Homomorphismus invariant bezu¨glich des Dualisierens.
Ist C eine additive Kategorie, so ist offensichtlich auch Co additiv.
Daß die Existenz von Produkten und Koprodukten in einer additiven Kategorie a¨quivalent ist,
zeigt folgende
Proposition 1.1.12 Es sei C eine additive Kategorie. C besitzt genau dann Produkte, falls sie
Koprodukte besitzt.
Beweis: Da die beiden Aussagen der Proposition dual zueinander stehen, reicht es, folgendes nach-
zuweisen: Es sei E ∈ C und F ∈ C. Falls Produkte existieren, betrachten wir das Produkt E×F mit
den zugeho¨rigen Projektionen πE , πF . Dann existiert zu den Morphismen IE und 0 ∈ Mor (E,F )
genau ein Morphismus ωE ∈ Mor (E,E × F ) mit IE = πE ◦ ωE und 0 = πF ◦ ωE . Analog erhalten
wir genau einen Morphismus ωF ∈ Mor (F,E × F ) mit IF = πF ◦ ωF und 0 = πE ◦ ωF . Es gilt
ωE◦πE+ωF ◦πF = IE×F . Dies folgt aus πE◦(ωE◦πE+ωF ◦πF ) = πE und πF ◦(ωE◦πE+ωF ◦πF ) = πF
und aus der universellen Eigenschaft von Produkten. Wir wollen nun nachweisen, daß (E×F, ωE , ωF )
gerade das Koprodukt zu dem Paar (E,F ) ist. Dazu seien gE ∈ Mor (E,G) und gF ∈ Mor (F,G)
zwei beliebige Morphismen. Indem wir g := gE ◦ πE + gF ◦ πF setzen, erhalten wir g ◦ωE = gE und
g ◦ ωF = gF . Angenommen, es existiert g˜ ∈Mor (E ×F,G) mit g˜ ◦ωE = gE und g˜ ◦ ωF = gF , dann
gilt g˜ = g˜ ◦ (ωE ◦ πE + ωF ◦ πF ) = gE ◦ πE + gF ◦ πF = g. Damit wa¨re auch die Eindeutigkeit des
Morphismus g gezeigt.
Bemerkung 1.1.13 Nun ist in einer additiven Kategorie die Existenz von Produkten a¨quivalent
zu der Existenz von Koprodukten. Unter Beachtung von Bemerkung 1.1.11 u¨bertragen sich damit
die Eigenschaften einer halbabelschen bzw. abelschen Kategorie auf die duale Kategorie.
Definition 1.1.14 Es sei C eine Kategorie.
(a) Es sei f ∈ Mor (E,F ) und g ∈ Mor (E,G). Ein Tripel (P, p1, p2) bestehend aus einem Objekt
P ∈ C und zwei Morphismen p1 ∈ Mor (G,P ) und p2 ∈ Mor (F, P ) mit p1 ◦ g = p2 ◦ f heißt
Pushout von f und g, falls fu¨r beliebige Morphismen q1 ∈ Mor (G,Z) und q2 ∈ Mor (F,Z)
mit q1 ◦ g = q2 ◦ f genau ein Morphismus h ∈ Mor (P,Z) existiert, so daß h ◦ p1 = q1 und
h ◦ p2 = q2 gilt.
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(b) Es sei f ∈ Mor (F,E) und g ∈ Mor (G,E). Ein Tripel (P, p1, p2) bestehend aus einem Objekt
P ∈ C und zwei Morphismen p1 ∈ Mor (P,G) und p2 ∈ Mor (P, F ) mit g ◦ p1 = f ◦ p2 heißt
Pullback von f und g, falls fu¨r beliebige Morphismen q1 ∈ Mor (Z,G) und q2 ∈ Mor (Z,F )
mit g ◦ q1 = f ◦ q2 genau ein Morphismus h ∈ Mor (Z,P ) existiert, so daß p1 ◦ h = q1 und
p2 ◦ h = q2 gilt.
Der Pullback bzw. Pushout in einer Kategorie C ist offensichtlich der Pushout bzw. Pullback in
der dualen Kategorie Co. In einer additiven Kategorie impliziert die Existenz eines Pullback bzw.
eines Pushout die Existenz von Produkten bzw. Koprodukten. Wir erhalten folgende
Proposition 1.1.15 Es sei C eine additive Kategorie. Existiert in C der Pushout bzw. Pullback,
dann auch das Koprodukt bzw. Produkt.
Beweis: Es sei E,F ∈ Obj (C). Betrachten wir den Pushout (P, p1, p2) der Morphismen 0E ∈
Mor (0, E) und 0F ∈ Mor (0, F ), dann gilt aufgrund der Tatsache, daß die Menge Mor (0, Z) aus
genau einem Element besteht, gE ◦ 0E = gF ◦ 0F fu¨r beliebige Morphismen gE ∈ Mor (E,Z) und
gF ∈ Mor (F,Z). Damit sichert die Eigenschaft des Pushout die Existenz genau eines Morphismus
h ∈ Mor (P,Z) mit h ◦ p1 = gE und h ◦ p2 = gF . Das bedeutet: (P, p1, p2) ist gerade das Koprodukt
von E und F .
Existiert andererseits der Pullback in C, so existiert der Pushout in der dualen Kategorie Co. Aus
dem oben gezeigten folgt, daß Koprodukte in Co existieren. Dies bedeutet jedoch, daß Produkte in
C existieren.
Unter welchen Voraussetzungen die umgekehrte Aussage der obigen Proposition gilt, zeigt
Proposition 1.1.16 Es sei C eine additive Kategorie. Besitzt C Produkte und Kokerne bzw. Ko-
produkte und Kerne, so existiert in C auch der Pushout bzw. der Pullback.
Beweis: Es sei f ∈ Mor (E,F ) und g ∈ Mor (E,G). Betrachten wir das Produkt (F × G, πF , πG),
so existiert genau ein Morphismus p ∈ Mor (E,F × G) mit πF ◦ p = f und πG ◦ p = −g. Es
sei (coker p, cp) der Kokern von p und (F × G,ωF , ωG) das Koprodukt von F und G. Setzen wir
nun p1 := cp ◦ ωG und p2 := cp ◦ ωF , so gilt −(p1 ◦ g) + p2 ◦ f = −(cp ◦ ωG ◦ g) + cp ◦ ωF ◦ f =
cp◦ωG◦(−g)+cp◦ωF ◦f = cp◦ωG◦πG◦p+cp◦ωF ◦πF ◦p = cp◦(ωG◦πG+ωF ◦πF )◦p = cp◦p = 0. Um
nachzuweisen, daß (coker p, p1, p2) der Pushout von f und g ist, geben wir uns beliebige Morphismen
q1 ∈Mor (G,Z) und q2 ∈ Mor (F,Z) vor, die q1 ◦g = q2 ◦f erfu¨llen. Nun gilt (q1 ◦πG+ q2 ◦πF )◦p =
q1 ◦πG ◦p+ q2 ◦πF ◦p = q1 ◦ (−g)+ q2 ◦ f = −(q1 ◦ g)+ q2 ◦ f = 0. Damit sichert die Eigenschaft des
Kokerns die Existenz genau einer Abbildung h ∈Mor (coker p, Z) mit h◦ cp = q1 ◦πG+ q2 ◦πF . Dies
impliziert einerseits h ◦ p1 = h ◦ cp ◦ωG = (q1 ◦ πG+ q2 ◦ πF ) ◦ωG = q1 ◦ πG ◦ωG+ q2 ◦ πF ◦ωG = q1
und entsprechend andererseits h ◦ p2 = q2. Damit ist (cokerp, p1, p2) der Pushout von f und g. Da
die beiden Aussagen des Satzes dual zueinander stehen, folgt die Behauptung.
Wir fassen nun zusammen:
Korollar 1.1.17 Es sei C eine additive Kategorie in der Kerne und Kokerne existieren. Dann sind
folgende Aussagen a¨quivalent:
(a) C besitzt Produkte.
(b) C besitzt Koprodukte.
(c) C besitzt Pushouts.
(d) C besitzt Pullbacks.
Im folgenden wollen wir den Pullback und den Pushout genauer untersuchen.
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Bemerkung 1.1.18 Es sei C eine additive Kategorie und (P, p1, p2) der Pushout von f ∈Mor (E,F )
und g ∈Mor (E,G). Dann ist g genau dann ein Epimorphismus, falls p2 ein Epimorphismus ist. Dazu
sei g ein Epimorphismus. Angenommen, es existiert ein Morphismus q ∈ Mor (P,Z) mit q ◦ p2 = 0.
Dann ist 0 = q ◦ p2 ◦ f = q ◦ p1 ◦ g. Da nun g ein Epimorphismus ist, folgt q ◦ p1 = 0. Insgesamt
erhalten wir aufgrund der Eigenschaft des Pushout q = 0 und damit ist p2 ein Epimorphismus. Ist
andererseits p2 ein Epimorphismus und existiert ein Morphismus q ∈ Mor (G,Z) mit q ◦ g = 0, dann
garantiert der Pushout die Existenz genau eines Morphismus h ∈ Mor (P,Z) mit h ◦ p2 = 0 und
h ◦ p1 = q. Da p2 ein Epimorphismus ist, folgt daraus h = 0 und damit q = 0.
Damit gilt natu¨rlich auch die dazu duale Aussage: Ist (P, p1, p2) der Pullback von f ∈ Mor (F,E)
und g ∈Mor (G,E), dann ist g genau dann ein Monomorphismus, falls p2 ein Monomorphismus ist.
Mit Isomorphismen verha¨lt es sich a¨hnlich. Ist (P, p1, p2) der Pushout von f ∈ Mor (E,F )
und g ∈ Mor (E,G) und ist g ein Isomorphismus, so ist auch p2 ein Isomorphismus. Denn es gilt
IF ◦ f = f ◦ IE = f ◦ g
−1 ◦ g und damit existiert genau ein Morphismus h ∈ Mor (P, F ) mit
h ◦ p1 = f ◦ g
−1 und h ◦ p2 = IF . Dann ist aber p2 ◦ h ◦ p1 = p2 ◦ f ◦ g
−1 = p1 ◦ g ◦ g
−1 = p1 und
p2 ◦ h ◦ p2 = p2 und damit gilt auch p2 ◦ h = IP . Entsprechend gilt die duale Aussage.
Daru¨ber hinaus erhalten wir folgende
Proposition 1.1.19 Es sei C eine additive Kategorie, in der Kerne und Kokerne existieren.
(a) Es sei f ∈Mor (E,F ) und g ∈Mor (E,G) und (P, p1, p2) der Pushout von f und g, dann sind
die Kokerne der Morphismen g und p2 bzw. f und p1 isomorph.
(b) Es sei f ∈Mor (F,E) und g ∈ Mor (G,E) und (P, p1, p2) der Pullback von f und g, dann sind
die Kerne der Morphismen g und p2 bzw. f und p1 isomorph.
Beweis: Da (b) die duale Aussage von (a) ist, reicht es (a) nachzuweisen. Es sei (coker g, cg) der
Kokern von g und (coker p2, cp2) der Kokern von p2. Es gilt 0 = cg ◦ g = 0 ◦ f . Ist nun (P, p1, p2) der
Pushout von f und g, so existiert genau ein Morphismus h ∈ Mor (P, coker g) mit h ◦ p2 = 0 und
h◦p1 = cg. Da h◦p2 = 0 gilt, existiert aufgrund der Eigenschaft des Kokerns genau ein Morphismus
v ∈ Mor (cokerp2, coker g) mit h = v ◦ cp2 . Aus demselben Grund existiert aufgrund der Tatsache,
daß (cp2 ◦ p1) ◦ g = cp2 ◦ p2 ◦ f = 0 gilt, genau ein Morphismus z ∈ Mor (coker g, cokerp2) mit
z ◦ cg = cp2 ◦ p1. Im folgenden wollen wir nachweisen, daß v ◦ z gerade die Identita¨t in coker g und
z ◦ v gerade die Identita¨t in coker p2 ist. Aus v ◦ (z ◦ cg) = v ◦ (cp2 ◦ p1) = (v ◦ cp2) ◦ p1 = h ◦ p1 = cg
folgt, da cg stets ein Epimorphismus ist, daß v◦z die Identita¨t in coker g ist. Um die andere Identita¨t
nachzuweisen, bemerken wir, daß die Eigenschaft des Pushout die Existenz genau eines Morphismus
j ∈ Mor (P, coker p2) garantiert, fu¨r den j ◦ p1 = cp2 ◦ p1 und j ◦ p2 = 0 gilt. Damit ist j = cp2 .
Da z ◦ h ◦ p1 = z ◦ cg = cp2 ◦ p1 und z ◦ h ◦ p2 = 0 gilt, folgt z ◦ h = cp2 . Insgesamt erhalten wir
z ◦ v ◦ cp2 = z ◦ h = cp2 . Da cp2 stets ein Epimorphismus ist, folgt die Behauptung.
Proposition 1.1.20 Es sei C eine halbabelsche Kategorie.
(a) Es sei (P, p1, p2) der Pushout von f ∈Mor (E,F ) und g ∈Mor (E,G). Ist g ein Epihomomor-
phismus, so ist auch p2 ein Epihomomorphismus, bzw. ist f ein Epihomomorphismus, so ist
auch p1 ein Epihomomorphismus.
(b) Es sei (P, p1, p2) der Pullback von f ∈ Mor (F,E) und g ∈ Mor (G,E). Ist g ein Monohomo-
morphismus, so ist auch p2 ein Monohomomorphismus, bzw. ist f ein Monohomomorphismus,
so ist auch p1 ein Monohomomorphismus.
Beweis: Der Teil (b) ist die duale Aussage von Teil (a). Es reicht also Teil (a) nachzuweisen. Da
g ein Epimorphismus ist, folgt mit der Bemerkung 1.1.18, daß auch p2 ein Epimorphismus ist.
Es sei nun (ker p2, kp2) der Kern des Morphismus p2 und (ker g, kg) der Kern des Morphismus
g. Da p2 ◦ f ◦ kg = p1 ◦ g ◦ kg = 0 gilt, existiert genau ein Morphismus h ∈ Mor (ker g, kerp2) mit
kp2◦h = f◦kg. Bezeichnet (coim g, cig) bzw. (coim p2, cip2) das Kobild von g bzw. von p2, so ist damit
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cip2 ◦ f ◦ kg = cip2 ◦ kp2 ◦ h = 0. Das bedeutet, daß genau ein Morphismus v ∈ Mor (coim g, coimp2)
existiert mit v ◦ cig = cip2 ◦ f . Insgesamt erhalten wir folgendes kommutative Diagramm:
F −→
cip2 coim p2 −→
p˜2
P
f ↑ (I) ↑v (II) ↑p1
E −→
cig
coim g −→˜
g
G ,
wobei p˜2 den kanonischen Morphismus in Mor (coim p2, P ) mit p2 = p˜2 ◦ cip2 bezeichnet und ent-
sprechend g˜. Der Teil (I) des Diagramms kommutiert wegen der Faktorisierungseigenschaft von v.
Der Teil (II) kommutiert wegen p˜2 ◦ v ◦ cig = p˜2 ◦ cip2 ◦ f = p2 ◦ f = p1 ◦ g = p1 ◦ g˜ ◦ cig und der
Tatsache, daß cig ein Epimorphismus ist. Im folgenden wollen wir nachweisen, daß (P, p˜2, p1) gerade
der Pushout von v und g˜ ist. Dazu sei q1 ∈Mor (G,Z) und q2 ∈ Mor (coim p2, Z) mit q1 ◦ g˜ = q2 ◦ v.
Dann gilt auch q1 ◦ g = q1 ◦ g˜ ◦ cig = q2 ◦ v ◦ cig = q2 ◦ cip2 ◦ f . Der Pushout (P, p1, p2) sichert damit
die Existenz genau eines Morphismus h ∈ Mor (P,Z) mit h ◦ p1 = q1 und h ◦ p2 = q2 ◦ cip2 . Nun ist
cip2 ein Epimorphismus, also folgt aus q2 ◦ cip2 = h ◦ p2 = h ◦ p˜2 ◦ cip2 , daß q2 = h ◦ p˜2 gilt. Damit
ist (P, p˜2, p1) gerade der Pushout von v und g˜. Da nach der Bemerkung 1.1.18 Isomorphismen auf
Pushouts u¨bergeben werden, folgt schließlich die Behauptung.
Bemerkung 1.1.21 Es sei C eine halbabelsche Kategorie.
(a) Ist f ∈ Mor (E,F ) ein Monohomomorphismus und gilt f = h ◦ g fu¨r ein g ∈ Mor (E,G)
und ein h ∈ Mor (G,F ), dann ist auch g ein Monohomomorphismus. Offensichtlich ist g ein Mo-
nomorphismus, das bedeutet, daß g = ig ◦ g˜ gilt, wobei ig ∈ Mor (im g,G) das Bild von g und
g˜ ∈ Mor (E, im g) den von g induzierten kanonischen Morphismus bezeichnet. Im selben Kontext
gilt dann auch if ◦ f˜ = f . Im folgenden wollen wir nachweisen, daß g˜ ein Isomorphismus ist. Es
sei (coker f, cf ) der Kokern von f . Dann gilt cf ◦ h ◦ ig ◦ g˜ = cf ◦ h ◦ g = cf ◦ f = 0 und, da g˜
stets ein Bimorphismus ist, folgt cf ◦ h ◦ ig = 0. Damit sichert das Bild von f die Existenz eines
Morphismus v ∈Mor (im g, im f) mit if ◦ v = h ◦ ig. Da if stets ein Monomorphismus ist, folgt aus
if ◦ v ◦ g˜ = h ◦ ig ◦ g˜ = h ◦ g = f = if ◦ f˜ , daß v ◦ g˜ = f˜ ist. Setzen wir w := f˜
−1 ◦ v ∈ Mor (im g, E),
dann gilt w ◦ g˜ = f˜−1 ◦ v ◦ g˜ = f˜−1 ◦ f˜ = IE . Nun ist g˜ stets ein Epimorphismus, also ist auch
g˜ ◦ w = Iim g.
Entsprechend erhalten wir die duale Aussage: Ist f ∈ Mor (E,F ) ein Epihomomorphismus und
gilt f = h ◦ g fu¨r ein g ∈Mor (E,G) und ein h ∈Mor (G,F ), dann ist auch h ein Epihomomorphis-
mus.
(b) Es sei f ∈Mor (E,F ) ein Homomorphismus und g ∈ Mor (F,G) ein Monohomomorphismus,
dann ist g ◦ f ∈ Mor (E,G) ein Homomorphismus. Denn es sei (im f, if ) bzw. (im g ◦ f, ig◦f ) das
Bild von f bzw. von g ◦ f . Bezeichnet (ker g ◦ f, kg◦f ) bzw. (ker f, kf ) den Kern von g ◦ f bzw. f , so
ist, da g ein Monomorphismus ist, ker g ◦ f = ker f . Damit gilt fu¨r das Kobild coim g ◦ f = coim f .
Es sei ˜g ◦ f ∈ Mor (coim g ◦ f, im g ◦ f) bzw. f˜ ∈ Mor (coim f, im f) der kanonische Morphismus,
so gilt g ◦ f = ig◦f ◦
˜g ◦ f ◦ cif bzw. f = if ◦ f˜ ◦ cif . Es sei weiter (im g, ig) das Bild von g und
(coker f, cf ) bzw. (coker g, cg) der Kokern von f bzw. g. Aus 0 = cg ◦g◦f = cg ◦ ig◦f ◦
˜g ◦ f ◦cif folgt
0 = cg ◦ ig◦f . Damit existiert genau ein Morphismus h ∈ Mor (im g ◦ f, im g) mit ig ◦ h = ig◦f . Da g
ein Monohomomorphismus ist, gilt g = ig ◦ g˜, wobei g˜ ∈ Mor (F, im g) ein Isomorphismus ist. Wir
erhalten ig ◦ g˜ ◦ if ◦ f˜ ◦ cif = g ◦ f = ig◦f ◦
˜g ◦ f ◦ cif = ig ◦h ◦
˜g ◦ f ◦ cif , woraus g˜ ◦ if ◦ f˜ = h ◦
˜g ◦ f
folgt. Damit gilt if ◦ f˜ = g˜
−1 ◦ h ◦ ˜g ◦ f . Nun ist 0 = cf ◦ if ◦ f = cf ◦ g˜
−1 ◦ h ◦ ˜g ◦ f , was
cf ◦ g˜
−1 ◦ h = 0 impliziert. Also sichert das Bild von f die Existenz genau eines Morphismus
z ∈Mor (im g ◦f, imf) mit if ◦z = g˜
−1 ◦h. Beachten wir, daß g˜◦ if ◦ f˜ = h◦
˜g ◦ f gilt, so folgt damit
g˜ ◦ if ◦ z ◦
˜g ◦ f = h ◦ ˜g ◦ f = g˜ ◦ if ◦ f˜ . Da g˜ ◦ if ein Monomorphismus ist, muß schon z ◦
˜g ◦ f = f˜
gelten. Damit ist z ◦ ˜g ◦ f ◦ f˜−1 = Iim f . Nun ist
˜g ◦ f ◦ f˜−1 stets ein Bimorphismus, also gilt auch
˜g ◦ f ◦ f˜−1 ◦ z = Iim g◦f . Setzen wir schließlich
˜g ◦ f
−1
:= f˜−1 ◦ z, so gilt ˜g ◦ f ◦ ˜g ◦ f
−1
= Iim f und
˜g ◦ f
−1
◦ ˜g ◦ f = f˜−1 ◦ z ◦ ˜g ◦ f = Iim g◦f .
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Entsprechend erhalten wir die duale Aussage: Es sei f ∈ Mor (E,F ) ein Epihomomorphismus
und g ∈Mor (F,G) ein Homomorphismus, dann ist g ◦ f ∈ Mor (E,G) ein Homomorphismus.
Proposition 1.1.22 Es sei C eine halbabelsche Kategorie.
(a) Es sei (P, p1, p2) der Pushout von f ∈ Mor (E,F ) und g ∈ Mor (E,G) und (Q, q1, q2) der
Pullback von p2 und p1, dann existiert genau ein Epimorphismus h ∈ Mor (E,Q) mit q1◦h = g
und q2 ◦ h = f .
(b) Es sei (P, p1, p2) der Pullback von f ∈ Mor (F,E) und g ∈ Mor (G,E) und (Q, q1, q2) der
Pushout von p2 und p1, dann existiert genau ein Monomorphismus h ∈Mor (Q,E) mit h◦q1 =
g und h ◦ q2 = f .
Beweis: Da (b) die duale Aussage von (a) ist, reicht es (a) zu zeigen. Wir betrachten p ∈ Mor (E,F×
G) mit πG ◦ p = −g und πF ◦ p = f . Ist (cokerp, cp) der Kokern von p, so ist, wie der Beweis von
Proposition 1.1.16 zeigt, (cokerp, cp ◦ωG, cp ◦ωF ) ein Pushout von f und g. Es sei nun (im p, ip) das
Bild von p. Dann ist (im p,−πG ◦ ip, πF ◦ ip) ein Pullback von cp ◦ ωF und cp ◦ ωG. Denn zuna¨chst
gilt −(cp ◦ωG ◦ (−πG ◦ ip) + cp ◦ωF ◦ πF ◦ ip = cp ◦ωG ◦ πG ◦ ip+ cp ◦ωF ◦ πF ◦ ip = cp ◦ (ωG ◦ πG+
ωF ◦ πF ) ◦ ip = cp ◦ ip = 0. Sind v1 ∈ Mor (Z,G) und v2 ∈ Mor (Z,F ) zwei beliebige Morphismen
mit cp ◦ ωG ◦ v1 = cp ◦ ωF ◦ v2, dann folgt cp ◦ (−(ωG ◦ v1) + ωF ◦ v2) = 0. Wegen der universellen
Faktorisierungseigenschaft des Bildes existiert damit genau ein Morphismus h ∈ Mor (Z, imP ) mit
ip◦h = −(ωG◦v1)+ωF ◦v2. Schließlich gilt dann auch −(πG◦ip)◦h = πG◦ωG◦v1−πG◦ωF ◦v2 = v1
und entsprechend πF ◦ ip ◦ h = v2. Also ist (im p,−πG ◦ ip, πF ◦ ip) ein Pullback von cp ◦ ωF und
cp ◦ ωG.
Es sei cip ∈ Mor (E, coim p) das Kobild von p und p˜ ∈ Mor (coim p, im p) der von p induzierte
Morphismus, dann ist p˜ ◦ cip in einer halbabelschen Kategorie stets ein Epimorphismus. Es gilt
−(πG ◦ ip) ◦ (p˜ ◦ cip) = −(πG ◦ p) = g und (πF ◦ ip) ◦ (p˜ ◦ cip) = πF ◦ p = f . Da Pullbacks und
Pushouts bis auf kanonische Isomorphien eindeutig bestimmt sind, folgt die Behauptung.
Proposition 1.1.23 Es sei C eine halbabelsche Kategorie.
(a) Es sei (P, p1, p2) der Pushout von f ∈ Mor (E,F ) und g ∈ Mor (E,G). Ist g oder f ein
Monohomomorphismus, dann ist (E, g, f) der Pullback von p2 und p1.
(b) Es sei (P, p1, p2) der Pullback von f ∈ Mor (F,E) und g ∈ Mor (G,E). Ist g oder f ein
Epihomomorphismus, dann ist (E, g, f) der Pushout von p2 und p1.
Beweis: Es sei (Q, q1, q2) der Pullback von p2 und p1. Mit der Proposition 1.1.22 existiert genau ein
Epimorphimus h ∈ Mor (E,Q) mit q1 ◦ h = g und q2 ◦ h = f . Da g ein Monohomomorphismus ist,
folgt mit der Bemerkung 1.1.21 (a), daß auch h ein Monohomomorphismus ist. Insgesamt ist also h
ein Isomorphismus und es folgt die Behauptung. Damit gilt auch der Teil (b) als duale Aussage von
(a).
Proposition 1.1.24 Es sei C eine halbabelsche Kategorie.
(a) Es sei (P, p1, p2) der Pushout von f ∈ Mor (E,F ) und g ∈ Mor (E,G). Weiter sei Q ∈
Mor (G,Z) mit kerQ = im g. Fu¨r den induzierten Morphismus h ∈Mor (P,Z) mit h ◦ p1 = Q
und h ◦ p2 = 0 gilt dann kerh = im p2.
(b) Es sei (P, p1, p2) der Pullback von f ∈ Mor (F,E) und g ∈ Mor (G,E). Weiter sei J ∈
Mor (Z,G) mit im J = ker g. Fu¨r den induzierten Morphismus h ∈ Mor (Z,P ) mit p1 ◦ h = J
und p2 ◦ h = 0 gilt dann imh = ker p2.
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Beweis: Es sei (coker g, cg) bzw. (coker cp2 , cp2) der Kokern von g bzw. von p2 und (kerQ, kQ) bzw.
(kerh, kh) der Kern von Q bzw. h. Weiter sei (coimQ, ciQ) das Kobild von Q und (imQ, iQ) das
Bild von Q. Aus im g = kerQ folgt stets coker g = coimQ. Denn es ist cg ◦ kQ = 0, da kQ = ig gilt,
wobei (im g, ig) gerade das Bild von g bezeichnet. Ist andererseits j ∈ Mor (G,H) mit j ◦ kQ = 0,
dann gilt auch j ◦ g = 0, da g u¨ber sein Bild bzw. u¨ber den Kern von Q faktorisiert. Somit existiert
genau ein Morphismus ˜ ∈ Mor (coker g,H) mit ˜ ◦ cg = j. Damit gilt auch die duale Aussage:
Ist coker g = coimQ, so folgt stets im g = kerQ. Insgesamt verha¨lt sich also (b) dual zu (a). Im
folgenden weisen wir (a) nach. Die Faktorisierungseigenschaft des Pushout liefert dann genau einen
Morphismus v ∈ Mor (P, coker g = coimQ) mit v◦p1 = cg = ciQ und v◦p2 = 0. Im folgenden wollen
wir nachweisen, daß gerade h = iQ ◦ Q˜ ◦ v gilt, wobei Q˜ die von Q induzierte Abbildung zwischen
coimQ und imQ bezeichnet. Es ist iQ ◦ Q˜ ◦ v ◦ p1 = iQ ◦ Q˜ ◦ ciQ = Q und iQ ◦ Q˜ ◦ v ◦ p2 = 0. Aus
der Eindeutigkeit des Morphismus h folgt h = iQ ◦ Q˜ ◦ v.
Nun gilt es kerh = im p2 zu zeigen. Es ist cp2 ◦ p1 ◦ g = cp2 ◦ p2 ◦ f = 0. Damit sichert der Kokern
von g die Existenz eines Morphismus z ∈ Mor (coker g, cokerp2) mit z ◦ cg = cp2 ◦ p1. Fu¨r z gilt:
z ◦ v ◦ p1 = z ◦ cg = cp2 ◦ p1 und z ◦ v ◦ p2 = 0 = cp2 ◦ p2. Die Eindeutigkeit der Faktorisierung
eines Pushout impliziert dann z ◦ v = cp2 . Da 0 = h ◦ kh = iQ ◦ Q˜ ◦ v ◦ kh gilt und iQ stets
ein Monomorphismus und Q˜ stets ein Bimorphismus ist, folgt v ◦ kh = 0. Insgesamt erhalten wir
cp2 ◦ kh = z ◦ v ◦ kh = 0.
Sei nun j ∈Mor (H,P ) mit cp2 ◦ j = 0. Da h ◦ p2 = 0 gilt, faktorisiert h bezu¨glich eines Morphismus
w ∈Mor (coker p2, Z) u¨ber den Kokern von p2. Somit gilt auch h ◦ j = w ◦ cp2 ◦ j = 0. Der Kern von
h liefert schließlich einen eindeutig bestimmten Morphismus ˜ ∈ Mor (H, kerh) mit kh ◦ ˜ = j und
es folgt die Behauptung.
Definition 1.1.25 Es sei C ein halbabelsche Kategorie.
(a) Eine Folge von Morphismen
· · · −→ E
f
−→ F
g
−→ G −→ · · ·
in C heißt Komplex, falls die Hintereinanderausfu¨hrung zweier Morphismen stets der Null-
morphismus ist.
(b) Ein Komplex heißt azyklisch in F , falls im f = ker g gilt.
(c) Ein Komplex heißt linksexakt bzw. rechtsexakt in F , falls er azyklisch in F ist und f bzw. g
ein Homomorphismus ist.
(d) Ein Komplex heißt exakt in F , falls er links- und rechtsexakt in F ist.
(e) Ein Komplex heißt exakt, falls er an allen Stellen exakt ist.
(f) Eine kurze Sequenz in C ist ein Komplex der Form
0 −→ E
f
−→ F
g
−→ G −→ 0.
Aus homologischer Sicht ist die folgende Klasse von Kategorien (siehe [Wen] Definition 5.1.2)
von besonderem Interesse:
Definition 1.1.26 Eine halbabelsche Kategorie C heißt quasiabelsch, falls fu¨r jede kurze exakte
Sequenz 0 −→ E
J
−→ G
Q
−→ Z −→ 0 gilt:
(a) fu¨r jeden Morphismus f ∈Mor (E,F ) existiert folgendes kommutative Diagramm mit exakten
Zeilen:
0 −→ F −→P −→Z −→ 0
↑f ↑ ↑I
0 −→ E −→
J
G −→
Q
Z −→ 0.
(1)
1 GRUNDLAGEN 10
(b) fu¨r jeden Morphismus f ∈ Mor (F,Z) existiert folgendes kommutative Diagramm mit exakten
Zeilen:
0 −→ E −→
J
G −→
Q
Z −→ 0
↑I ↑ ↑f
0 −→ E −→P −→F −→ 0.
(2)
Wann eine halbabelsche Kategorie quasiabelsch ist, zeigt folgender
Satz 1.1.27 Es sei C eine halbabelsche Kategorie.
(a) C besitzt genau dann die Eigenschaft 1.1.26 (a), falls fu¨r den Pushout (P, p1, p2) von zwei belie-
bigen Morphismen f ∈ Mor (E,F ) und g ∈ Mor (E,G) gilt: Ist g ein Monohomomorphismus,
dann ist auch p2 ein Monohomomorphismus.
(b) C besitzt genau dann die Eigenschaft 1.1.26 (b), falls fu¨r den Pullback (P, p1, p2) von zwei
beliebigen Morphismen f ∈ Mor (F,E) und g ∈ Mor (G,E) gilt: Ist g ein Epihomomorphismus,
dann ist auch p2 ein Epihomomorphismus.
Beweis: Es sei 0 −→ E
J
−→ G
Q
−→ Z −→ 0 eine kurze exakte Sequenz. Wir betrachten den Pushout
(P, p1, p2) von f und J . Aufgrund der universellen Eigenschaften des Pushout und der Bemerkung
1.1.21 (b) und der Propositionen 1.1.24 folgt die Behauptung unmittelbar aus der Voraussetzung.
Sind andererseits f ∈ Mor (E,F ) und g ∈ Mor (E,G) zwei beliebige Morphismen, wobei g ein
Monohomomorphismus ist, dann erhalten wir folgende kurze exakte Sequenz:
0 −→ E
g
−→ G
cg
−→ coker g −→ 0, wobei (coker g, cg) den Kokern von g bezeichnet. Die Eigenschaft
1.1.26 (1) liefert dann ein Objekt P˜ ∈ Obj (C) und zwei Morphismen q1 ∈ Mor (G, P˜ ) und q2 ∈
Mor (F, P˜ ) mit q2 ◦f = q1 ◦g, wobei q2 ein Monohomomorphismus ist. Es sei (P, p1, p2) der Pushout
von f und g. Dann existiert genau ein Morphismus h ∈ Mor (P, P˜ ) mit h ◦ p1 = q1 und h ◦ p2 =
q2. Da q2 ein Monohomomorphismus ist, folgt aus der Bemerkung 1.1.21 (a), daß auch p2 ein
Monohomomorphismus ist. Damit wa¨re (a) gezeigt. (b) ist gerade die duale Aussage von (a).
Bemerkung 1.1.28 Aufgrund der Symmetrie ko¨nnen wir den Satz 1.1.27 (a) auch wie folgt for-
mulieren: C besitzt genau dann die Eigenschaft 1.1.26 (a), falls fu¨r den Pushout (P, p1, p2) von zwei
beliebigen Morphismen f ∈ Mor (E,F ) und g ∈ Mor (E,G) gilt: Ist f ein Monohomomorphismus,
dann ist auch p1 ein Monohomomorphismus. Analoges gilt auch fu¨r die Aussage 1.1.27 (b) .
Beru¨cksichtigen wir den Satz 1.1.27, so liefert der folgende Satz eine Charakterisierung von
quasiabelschen Kategorien:
Satz 1.1.29 Es sei C eine halbabelsche Kategorie.
(a) Die folgenden Eigenschaften sind a¨quivalent:
(i) Es sei p ∈ Mor (E,F ×G) und (coker p, cp) der Kokern und (im p, ip) das Bild von p. Ist
πG ◦ ip ein Monohomomorphismus, so ist cp ◦ ωF ein Monohomomorphismus.
(ii) Fu¨r den Pushout (P, p1, p2) von zwei beliebigen Morphismen f ∈ Mor (E,F ) und g ∈
Mor (E,G) gilt: Ist g ein Monohomomorphismus, dann ist auch p2 ein Monohomomor-
phismus.
(iii) Ist A ∈ Mor (F ×G,Z) ein Epihomomorphismus, fu¨r den πG ◦ kA ∈ Mor (kerA,G) ein
Monohomomorphismus ist, so ist A ◦ ωF ∈Mor (F,Z) ein Monohomomorphismus.
(b) Die folgenden Eigenschaften sind a¨quivalent:
(i) Es sei p ∈ Mor (F × G,E) und (ker p, kp) der Kern und (coim p, cip) das Kobild von p.
Ist cip ◦ ωG ein Epihomomorphismus, so ist πF ◦ kp ein Epihomomorphismus.
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(ii) Fu¨r den Pullback (P, p1, p2) von zwei beliebigen Morphismen f ∈ Mor (F,E) und g ∈
Mor (G,E) gilt: Ist g ein Epihomomorphismus, dann ist auch p2 ein Epihomomorphismus.
(iii) Ist A ∈ Mor (Z,F × G) ein Monohomomorphismus, fu¨r den cA ◦ ωG ∈ Mor (G, cokerA)
ein Epihomomorphismus ist, so ist πF ◦A ∈Mor (Z,F ) ein Epihomomorphismus.
Beweis: Im folgenden weisen wir den Teil (a) nach. Die Aussage (b) ist die duale Aussage zu (a).
′′(i)⇒ (ii)′′: Es sei f ∈Mor (E,F ) und g ∈ Mor (E,G) und (P, p1, p2) der Pushout von f und g. Im
folgenden wollen wir nachweisen, daß im Fall, daß g ein Monohomomorphismus ist, auch p2 ein Mo-
nohomomorphismus ist. Dazu betrachten wir den Morphismus p ∈Mor (E,F ×G) mit πG ◦ p = −g
und πF ◦p = f . Wie der Beweis der Proposition 1.1.16 zeigt, ist (cokerp, cp◦ωG, cp◦ωF ) ein Pushout
von f und g. In der Proposition 1.1.22 haben wir nachgewiesen, daß (im p,−πG ◦ ip, πF ◦ ip) ein
Pullback von cp ◦ ωF und cp ◦ ωG ist. Ist g ein Monohomomorphismus, so ist nach der Proposition
1.1.23 (E, g, f) ein Pullback von cp ◦ ωF und cp ◦ ωG. Da Pullbacks bis auf kanonische Isomorphien
eindeutig bestimmt sind, ist unter Beru¨cksichtigung der Bemerkung 1.1.21 (b), auch der Morphismus
−πG ◦ ip bzw. πG ◦ ip ein Monohomomorphismus. Damit folgt nach Voraussetzung, daß cp ◦ ωF ein
Monohomomorphismus ist. Da Pushouts bis auf kanonische Isomorphien eindeutig bestimmt sind,
folgt zusammen mit der Bemerkung 1.1.21 (b) schließlich die Behauptung.
′′(ii)⇒ (iii)′′: Es seiA ∈Mor (F×G,Z) ein Epihomomorphismus, so daß πG◦kA ∈Mor (kerA,G)
ein Monohomomorphismus ist. Dann gilt A◦ωG◦πG◦kA+A◦ωF ◦πF ◦kA = A◦(ωG◦πG+ωF ◦πF )◦
kA = A ◦ kA = 0. Im folgenden wollen wir nachweisen, daß (Z,−A ◦ ωG, A ◦ ωF ) der Pushout von
πF ◦kA und πG◦kA ist. Dazu sei q1 ∈Mor (G,H) und q2 ∈Mor (F,H) mit q1◦πG◦kA = q2◦πF ◦kA.
Dann gilt (−q1 ◦ πG + q2 ◦ πF ) ◦ kA = 0. Damit sichert das Kobild von A die Existenz genau eines
Morphismus v ∈ Mor (coimA,H) mit −q1 ◦ πG + q2 ◦ πF = v ◦ ciA. Dabei sei (coimA, ciA) das
Kobild von A. Da A ein Epihomomorphismus ist, faktorisiert A = A˜ ◦ ciA u¨ber sein Kobild, wobei
A˜ ∈Mor (coimA,Z) ein Isomorphismus ist. Setzen wir h := v ◦ A˜−1, so erhalten wir h ◦ −A ◦ ωG =
−(v◦A˜−1◦A◦ωG) = −(v◦A˜
−1◦A˜◦ciA◦ωG) = −(v◦ciA◦ωG) = −((−q1◦πG+q2◦πF )◦ωG) = q1 und
entsprechend h◦A◦ωF = q2. Existiert ein weiterer Morphismus h˜ ∈Mor (Z,H) mit h˜◦(−A◦ωG) = q1
und h˜ ◦A ◦ωF = q2, dann ist h˜ ◦A = h˜ ◦A ◦ (ωG ◦ πF +ωF ◦ πF ) = h ◦A. Da A ein Epimorphismus
ist, folgt h˜ = h. Damit ist (Z,−A ◦ ωG, A ◦ ωF ) der Pushout von πF ◦ kA und πG ◦ kA. Aus der
Voraussetzung folgt schließlich, daß A ◦ ωF ein Monohomomorphismus ist.
′′(iii) ⇒ (i)′′: Da der Kokern cp ∈ Mor (F × G, cokerp) ein Epihomomorphismus ist und der
Kern des Kokerns stets das Bild ist, folgt damit nach Voraussetzung, daß cp ◦ ωF ein Monohomo-
morphismus ist.
Beispiel 1.1.30 (a) Die Kategorie LCS der lokalkonvexen Ra¨ume ist quasiabelsch. Unter Beach-
tung des Satzes 1.1.27 reicht es, dazu die Eigenschaften (a) (i) und (b) (i) aus dem Satz 1.1.29
nachzuweisen. Um die Eigenschaft (a) (i) nachzuweisen, reicht es, zu zeigen: Ist A ⊂ F × G ein
Unterraum und πG|A ein Monohomomorphismus, so ist q ◦ ωF , wobei q die Quotientenabbildung
von F ×G auf F ×G/A bezeichnet, ein Monohomomorphismus. Dazu sei UF bzw. UG eine Nullum-
gebung in F bzw. G. Zu UF und UG existiert eine Nullumgebung VG in G mit πG((UF ×UG)∩A) ⊃
VG∩im πG|A. Da die Abbildung πG|A ein Monomorphismus ist, gilt dann nach einer einfachen Rech-
nung q((UF +UF )× 0) ⊃ (UF × VG +A)∩ im q|F×0. Offensichtlich ist q ◦ωF ein Monomorphismus,
und es folgt die Behauptung.
Um die Eigenschaft (b) (ii) nachzuweisen, reicht es, zu zeigen: Ist A ⊂ F × G ein Unterraum
und q ◦ ωG ein Epihomomorphismus, wobei q die Quotientenabbildung von F × G auf F × G/A
bezeichnet, so ist πF |A ein Epihomomorphismus. Dazu sei UF bzw. UG eine Nullumgebung in F
bzw. in G. Zu UG existiert eine Nullumgebung VF in F und eine Nullumgebung VG in G mit
q(0 × UG) ⊃ VF × VG +A. Es gelte ohne Beschra¨nkung der Allgemeinheit VG ⊂ UG und VF ⊂ UF .
Dann folgt πF ((UF × (UG − UG)) ∩A) ⊃ πF ((VF × (VG − UG)) ∩ A) ⊃ πF (VF × VG) = VF . Damit
ist πF |A ein Epihomomorphismus.
(b) Die Kategorie der Fre´chetra¨ume F bzw. der Banachra¨ume B unterscheiden sich in Hinblick
auf Kerne, Kobilder und Monomorphismen nicht von der Kategorie LCS der lokalkonvexen Ra¨ume.
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Das Bild eines Morphismus T ∈Mor (E,F ) in der Kategorie F bzw. B ist jedoch der Abschluß T (E)
in F . Beachten wir, daß aber aufgrund des Satzes u¨ber die offene Abbildung ein Morphismus T in
der Kategorie F bzw. B genau dann ein Homomorphismus ist, falls T offen auf T (E) ist, so folgt
wie in (a), daß die Kategorie F der Fre´chetra¨ume bzw. B der Banachra¨ume quasiabelsch ist.
Im folgenden weisen wir einige technische Hilfsmittel nach, die der Beweisfu¨hrung in den na¨chsten
Kapiteln dienen.
Proposition 1.1.31 Es sei C eine halbabelsche Kategorie und
0 −→ F −→
J0
W −→
Q0
V −→ 0
L ↑ ↑T ↑R
0 −→ E −→
J
G −→
Q
Z −→ 0.
ein kommutatives Diagramm mit exakten Zeilen. Dann gilt: Es existiert genau dann ein Morphismus
Φ ∈ Mor (G,F ) mit Φ ◦ J = L, falls ein Morphismus Ψ ∈Mor (Z,W ) existiert mit Q0 ◦Ψ = R.
Beweis: Im Beweis beru¨cksichtigen wir, daß die beiden Aussagen der Proposition dual zueinander
stehen. Es sei Φ ∈ Mor (G,F ) mit L = Φ ◦ J . Da Q ein Epihomomorphismus ist, gilt Q = Q˜ ◦ ciQ,
wobei (coimQ, ciQ) das Kobild von Q und Q˜ den von Q induzierten Morphismus von coimQ nach
Z bezeichnet. Weil J ein Monomorphismus ist, gilt J = iJ ◦ J˜ , wobei (imJ, iJ) das Bild von J
und J˜ den von J induzierten Morphismus von E auf imJ bezeichnet. Setzen wir h˜ : G −→ W mit
h˜ := T−J0◦Φ, so gilt h˜◦J = T ◦J−J0◦Φ◦J = T ◦J−J0◦L = T ◦J−T ◦J = 0. Da J˜ ein Bimorphismus
ist, folgt daraus h˜ ◦ iJ = 0. Nun gilt imJ = kerQ. Damit ist h˜ ◦ kQ = 0, wobei (kerQ, kQ) den
Kern von Q bezeichnet. Dann existiert genau ein Morphismus h ∈Mor (coimQ,W ) mit h◦ ciQ = h˜.
Insgesamt erhalten wir: Q0 ◦ h ◦ ciQ = Q0 ◦ h˜ = Q0 ◦ (T − J0 ◦ Φ) = Q0 ◦ T = R ◦Q = R ◦ Q˜ ◦ ciQ.
Da ciQ ein Epimorphismus ist, folgt somit Q0 ◦ h = R ◦ Q˜. Die Behauptung folgt schließlich mit
Ψ := h ◦ Q˜−1.
Definition 1.1.32 Es sei C eine Kategorie und E ∈ Obj (C). Ein Morphismus P ∈ Mor (E,E)
heißt Projektor bzw. Projektion, falls P ◦ P = P gilt.
Bemerkung 1.1.33 Jeder Projektor P ∈ Mor (E,E) in einer halbabelschen Kategorie ist ein
Homomorphismus. Denn es sei (imP, iP ) das Bild von P , (coimP, ciP ) das Kobild von P und
P˜ ∈ Mor (coimP, imP ) der kanonische Morphismus, so daß P = iP ◦ P˜ ◦ ciP gilt. Dann folgt aus
iP ◦ P˜ ◦ ciP = P = P ◦ P = iP ◦ P˜ ◦ ciP ◦ iP ◦ P˜ ◦ ciP , daß P˜ ◦ ciP ◦ ip ◦ P˜ = P˜ gilt. Da P˜ stets ein
Bimorphismus ist, folgt einerseits P˜ ◦ ciP ◦ iP = IimP und andererseits ciP ◦ iP ◦ P˜ = IcoimP . Also
ist P˜ ein Isomorphismus und damit P ein Homomorphismus.
Proposition 1.1.34 Es sei C eine halbabelsche Kategorie und
0 −→ F
J
−→ G
Q
−→ E −→ 0
eine kurze exakte Sequenz in C. Dann sind die folgenden Aussagen a¨quivalent:
(a) Es existiert ein Morphismus L ∈ Mor (G,F ) mit L ◦ J = IF .
(b) Es existiert ein Morphismus R ∈ Mor (E,G) mit Q ◦R = IE .
(c) Es existiert ein Projektor P ∈ Mor (G,G) mit imP = imJ = kerQ.
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Beweis: Da (b) die duale Aussage zu (a) ist, reicht es, (a) nachzuweisen. Es sei (P, p1, p2) der
Pushout von f und J . Dann erhalten wir wie im Beweis des Satzes 1.1.27 das folgende kommutative
Diagramm mit exakten Zeilen
0 −→ F −→
p2
P −→
q
Z −→ 0
↑f ↑p1 ↑I
0 −→ E −→
J
G −→
Q
Z −→ 0.
Da nun J˜ ◦ g ◦ f = h ◦ J gilt, sichert der Pushout die Existenz genau einer Abbildung w : P −→ X ,
so daß w ◦p2 = J˜ ◦ g und w ◦p1 = h gilt. Es bleibt noch Q˜◦w = k ◦ q nachzuweisen. Es ist einerseits
Q˜ ◦w ◦ p1 = Q˜◦h = k ◦Q = k ◦ q ◦ p1 und andererseits Q˜ ◦w ◦ p2 = Q˜◦ J˜ ◦ g = 0 = k ◦ q ◦ p2. Da der
Pushout die Existenz genau einer Abbildung s : P −→ Y garantiert mit s ◦ p1 = 0 und s ◦ p2 = 0,
folgt damit Q˜ ◦ w = k ◦ q und insgesamt die Behauptung.
Lemma 1.1.39 Es sei C eine quasiabelsche Kategorie.
(a) Fu¨r jedes kommutative Diagramm mit exakten Zeilen
F1
0 E1 G1 Z1 0
F2
0 E2 G2 Z2 0
w


f1
w
J1
w
Q1
w
u
j21
w


f2
u
i21
w
J2
u
g21
w
Q2
u
z21
w
existiert ein kommutatives Diagramm mit exakten Zeilen
0 F1 P1 Z1 0
0 E1 G1 Z1 0
0 F2 P2 Z2 0
0 E2 G2 Z2 0,
w w
p12
w
q1
w
w


f1
w
J1


p11
w
Q1


I
w
w
u
j21
w
p22
u
w
w
q2
u
z21
w
w


f2
u
i12
w
J2


p21
u
g21
w
Q2


I
u
z21
w
wobei (P1, p
1
1, p
1
2) der Pushout zu f1 und J1 und (P2, p
2
1, p
2
2) der Pushout zu f2 und J2 ist. Die
Abbildung w : P2 −→ P1 ist dadurch eindeutig bestimmt, daß w◦p
2
2 = p
1
2◦j
2
1 und w◦p
2
1 = p
1
1◦g
2
1
gilt.
(b) Fu¨r jedes kommutative Diagramm mit exakten Zeilen
0 E1 G1 Z1 0
F1
0 E2 G2 Z2 0
F2
w w
J1
w
Q1
w


f1
w
u
i21
w
J2
u
g21
w
Q2
u
z21
w

f2
u
j21
1 GRUNDLAGEN 16
existiert ein kommutatives Diagramm mit exakten Zeilen
0 E1 G1 Z1 0
0 E1 P1 F1 0
0 E2 G2 Z2 0
0 E2 P2 F2 0,
w w
J1
w
Q1
w
w


I
w
j1


p11
w
p12


f1
w
w
u
i21
w
J2
u
g21
w
Q2
u
z21
w
w


I
u
i12
w
j2


p21
u
w
w
p22

f2
u
j21
w
wobei (P1, p
1
1, p
1
2) der Pullback zu Q1 und f1 und (P2, p
2
1, p
2
2) der Pullback zu Q2 und f2 ist. Die
Abbildung w : P2 −→ P1 ist dadurch eindeutig bestimmt, daß p
1
2◦w = j
2
1 ◦p
2
2 und p
1
1◦w = g
2
1◦p
2
1
gilt.
Beweis: Die Aussage (b) ist die duale Aussage zu (a). Im folgenden weisen wir (a) nach. Es sei
(P1, p
1
1, p
1
2) der Pushout zu f1 und J1 und (P2, p
2
1, p
2
2) der Pushout zu f2 und J2, so erhalten wir wie
im Beweis des Satzes 1.1.27 das folgende kommutative Diagramm mit exakten Zeilen
0 F1 P1 Z1 0
0 E1 G1 Z1 0
0 F2 P2 Z2 0
0 E2 G2 Z2 0.
w w
p12
w
q1
w
w


f1
w
J1


p11
w
Q1


I
w
w
u
j21
w
p22
w
q2
w
w


f2
u
i21
w
J2


p21
u
g21
w
Q2


I
u
z21
w
Aus der Voraussetzung folgt, daß p12 ◦ j
2
1 ◦ f2 = p
1
2 ◦ f1 ◦ i
2
1 = p
1
1 ◦ J1 ◦ i
2
1 = p
1
1 ◦ g
2
1 ◦ J2 gilt.
Damit garantiert der Pushout (P2, p
2
1, p
2
2) die Existenz genau einer Abbildung w : P2 −→ P1 mit
w ◦ p22 = p
1
2 ◦ j
2
1 und w ◦ p
2
1 = p
1
1 ◦ g
2
1 . Es bleibt noch zu zeigen, daß q1 ◦ w = z
2
1 ◦ q2 gilt. Es
ist einerseits q1 ◦ w ◦ p
2
1 = q1 ◦ p
1
1 ◦ g
2
1 = Q1 ◦ g
2
1 = z
2
1 ◦ Q2 = z
2
1 ◦ q2 ◦ p
2
1 und andererseits
q1 ◦ w ◦ p
2
2 = q1 ◦ p
1
2 ◦ j
2
1 = 0 = z
2
1 ◦ q2 ◦ p
2
2. Da der Pushout die Existenz genau einer Abbildung
s : P2 −→ Z1 garantiert mit s ◦ p
2
1 = 0 und s ◦ p
2
2 = 0, folgt q1 ◦ w = z
2
1 ◦ q2 und es folgt die
Behauptung.
Definition 1.1.40 Es sei C eine Kategorie. Ein (projektives) Spektrum bzw. projektives System
(Fn, j
m
n )n,m∈N,n≤m in C ist ein Folge (Fn)n∈N von Objekten in C und eine Familie
(jmn : Fm −→ Fn)n,m∈N,n≤m von Morphismen in C, so daß j
m
n ◦ j
k
m = j
k
n fu¨r alle n ≤ m ≤ k gilt.
Dabei soll jnn fu¨r alle n ∈ N gerade die Identita¨t in Fn bezeichnen. Zur Vereinfachung schreiben wir
(Fn, j
m
n )n,m∈N.
Im folgenden sei L eine nicht-leere Menge, bestehend aus monoton wachsenden Abbildungen
l : N −→ N, so daß folgende Eigenschaften erfu¨llt sind:
(i) id, id + 1 ∈ L, (ii) l1, l2 ∈ L ⇒ l1 ◦ l2 ∈ L und
(iii) l1, l2 ∈ L ⇒ ∃l3∈Lmit l3(n) < l3(n+ 1)∀n∈N und l3 ≥ l1, l2.
Definition 1.1.41 Es sei C eine Kategorie. Zwei Spektren (Fn, j
m
n )n,m∈N und (F˜n, ˜
m
n )n,m∈N in
C heißen L-a¨quivalent, falls ein l ∈ L existiert, so daß Morphismen T
l(n)
n : Fl(n) −→ F˜n und
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S
l(n)
n : F˜l(n) −→ Fn existieren, so daß
Sl(n)n ◦ T
l2(n)
l(n) = j
l2(n)
n bzw. T
l(n)
n ◦ S
l2(n)
l(n) = ˜
l2(n)
n und (3)
˜mn ◦ T
l(m)
m = T
l(n)
n ◦ j
l(m)
l(n) bzw. j
m
n ◦ S
l(m)
m = S
l(n)
n ◦ ˜
l(m)
l(n) (4)
fu¨r alle n,m ∈ N und m ≥ n gilt.
Im Fall L := {l ∈ NN : l(n) ≤ l(n+ 1) ∀n∈N } bezeichnen wir die Spektren schlicht als a¨quivalent.
Offensichtlich definiert die obige Definition eine A¨quivalenzrelation auf der Menge aller abza¨hl-
barer Spektren in C, und stimmt mit der Definition von a¨quivalenten u¨berabza¨hlbaren Spektren
in [FW] 2.7 u¨berein. Sie unterscheidet sich zuna¨chst von der in [DV] Sec. 2 eingefu¨hrten A¨quiva-
lenzrelation zwischen abza¨hlbaren projektiven Spektren in der Kategorie der Fre´chetra¨ume im Fall
L := {l ∈ NN : l(n) ≤ l(n+1) ∀n∈N } darin, daß sie zusa¨tzlich die Eigenschaft (4) fordert. Im folgen-
den werden wir jedoch nachweisen, daß aus der Eigenschaft (3) schon die Eigenschaft (4) folgt. Der
Grund dafu¨r, daß wir diese vermeintlich zusa¨tzliche Bedingung in die Definition miteinbeziehen, ist
der, daß sie die Beweisfu¨hrungen erheblich vereinfacht. Fu¨r den Beweis des folgenden Satzes 1.1.43
ist sie sogar unabdingbar.
Bemerkung 1.1.42 Die Eigenschaft (3) impliziert die Eigenschaft (4). Denn sind (Fn, j
m
n )n,m∈N
und (F˜n, ˜
m
n )n,m∈N zwei Spektren in einer Kategorie C, so daß entsprechend der obigen Definition
ein k ∈ L existiert, so daß (3) gilt, dann erfu¨llen die Morphismen aus (3) folgende Eigenschaft:
˜k
2(n)
n ◦ T
k3(n)
k2(n) = T
k(n)
n ◦ j
k3(n)
k2(n) und j
k2(n)
n ◦ S
k3(n)
k2(n) = S
k(n)
n ◦ ˜
k3(n)
k2(n) fu¨r alle n ∈ N. (5)
Wir wa¨hlen die Folgen von Morphismen (T
k2n−1(1)
k2(n−1)(1)
)n∈N und (S
k2n(1)
k2n−1(1))n∈N und setzen zuna¨chst
T˜
k(1)
1 := T
k(1)
1 und S˜
k2(1)
m := j
k(1)
m ◦ S
k2(1)
k(1) fu¨r 1 ≤ m ≤ k(1). Es sei n ∈ N.
Fu¨r k2(n−1)(1) < m ≤ k2n(1) definieren wir T˜
k2n+1(1)
m := ˜
k2n(1)
m ◦ T
k2n+1(1)
k2n(1) und fu¨r
k2n−1(1) < m ≤ k2n+1(1) setzen wir S˜
k2n+2(1)
m := j
k2n+1(1)
m ◦ S
k2n+2(1)
k2n+1(1) . Auf diese Weise erhalten wir
fu¨r alle m ∈ N ein k˜(m) ∈ N und ein k′(m) ∈ N und Morphismen T˜
k˜(m)
m : Fk˜(m) −→ F˜m und S˜
k′(m)
m :
F˜k′(m) −→ Fm, so daß T˜
k˜(m)
m ◦ j
k˜(m+1)
k˜(m)
= ˜m+1m ◦ T˜
k˜(m+1)
m+1 und S˜
k′(m)
m ◦ ˜
k′(m+1)
k′(m) = j
m+1
m ◦ S˜
k′(m+1)
m+1
fu¨r alle m ∈ N gilt.
Denn sei m ∈ N, dann existiert ein n ∈ N, so daß k2(n−1)(1) < m ≤ k2n(1) gilt. Dann ist T˜
k˜(m)
m ◦
j
k˜(m+1)
k˜(m)
= ˜
k2n(1)
m ◦ T
k2n+1(1)
k2n(1) ◦ j
k˜(m+1)
k2n+1(1). Ist k
2(n−1)(1) < m + 1 ≤ k2n(1), so gilt ˜m+1m ◦ T˜
k˜(m+1)
m+1 =
˜m+1m ◦ 
k2n(1)
m+1 ◦ T˜
k2n+1(1)
k2n(1) . Im Fall, daß k
2n(1) < m + 1 ≤ k2(n+1)(1) gilt, erhalten wir einerseits
˜m+1m ◦ T˜
k˜(m+1)
m+1 = ˜
m+1
m ◦ ˜
k2n+2(1)
m+1 T˜
k2n+3(1)
k2n+2(1) und unter Beru¨cksichtigung von (5) andererseits ˜
k2n(1)
m ◦
T
k2n+1(1)
k2n(1) ◦ j
k˜(m+1)
k2n+1(1) = ˜
k2n(1)
m ◦ T
k2n+1(1)
k2n(1) ◦ j
k2n+3(1)
k2n+1(1) = ˜
k2n(1)
m ◦ ˜
k2n+2(1)
k2n(1) ◦ T
k2n+3(1)
k2n+2(1) . Der Nachweis
der entsprechenden Aussage fu¨r die Morphismen S
k′(m)
m geht analog. Daru¨ber hinaus bleibt die
Eigenschaft (3) im folgenden Sinne erhalten: Es gilt T˜
k˜(m)
m ◦ S˜
k′(k˜(m))
k˜(m)
= ˜
k′(k˜(m))
m und S˜
k′(m)
m ◦
T˜
k˜(k′(m))
k′(m) = j
k˜(k′(m))
m fu¨r alle m ∈ N. Denn sei m ∈ N und n ∈ N mit k2(n−1) < m ≤ k2n. Dann gilt
T˜
k˜(m)
m ◦ S˜
k′(k˜(m))
k˜(m)
= ˜
k2n(1)
m ◦ T
k2n+1(1)
k2n(1) ◦ S
k2n+2(1)
k2n+1(1) = ˜
k2n+2(1)
m .
Die Bedingung S˜
k′(m)
m ◦ T˜
k˜(k′(m))
k′(m) = j
k˜(k′(m))
m folgt analog. Es ist k˜(n) ≤ k3(n) und k′(n) ≤ k3(n)
fu¨r alle n ∈ N. Setzen wir nun l(n) := k3(n) fu¨r n ∈ N, so ist l ∈ L. Definieren wir schließlich
Tˆ
l(m)
m := T˜
k˜(m)
m ◦ j
l(m)
k˜(m)
und Sˆ
l(m)
m := S˜
k′(m)
m ◦ ˜
l(m)
k′(m), so erhalten wir Morphismen, die der Bedingung
(3) und (4) genu¨gen, und es folgt die Behauptung.
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Wir beenden diesen Abschnitt mit der folgenden Anwendung, die eine Verallgemeinerung des in
[DV] Proposition 3.2 eingefu¨hrten Verfahrens darstellt:
Proposition 1.1.43 Es seien (Fn, j
m
n )n,m∈N, (Gn, g
m
n )n,m∈N und (En, i
m
n )n,m∈N Spektren in einer
quasiabelschen Kategorie, so daß folgendes kommutative Diagramm mit exakten Zeilen existiert
0 −→ F1 −→
J1
G1 −→
Q1
E1 → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ Fn −→
Jn
Gn −→
Qn
En → 0
↑jn+1n ↑gn+1n ↑in+1n
0 −→ Fn+1 −→
Jn+1
Gn+1 −→
Qn+1
En+1 → 0
↑ ↑ ↑
...
...
... .
(6)
(a) Es sei (F˜n, ˜
m
n )n,m∈N ein weiteres Spektrum, so daß ein l ∈ L und Morphismen T
l(n)
n : F˜l(n) −→
Fn und S
l(n)
n : Fl(n) −→ F˜n existieren, so daß S
l(n)
n ◦T
l2(n)
l(n) = ˜
l2(n)
n bzw. T
l(n)
n ◦S
l2(n)
l(n) = j
l2(n)
n
und S
l(n)
n ◦j
l(n+1)
l(n) = ˜
n+1
n ◦S
l(n+1)
n+1 bzw. T
l(n)
n ◦ ˜
l(n+1)
l(n) = j
n+1
n ◦T
l(n+1)
n+1 fu¨r alle n ∈ N gilt. Dann
existiert ein Spektrum (G˜n, g˜
m
n )n,m∈N, so daß das folgende Diagramm mit exakten Zeilen
0 −→ F˜1 −→
J˜1
G˜1 −→
Q˜1
El(1) → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ F˜n −→
J˜n
G˜n −→
Q˜n
El(n) → 0
↑˜n+1n ↑g˜n+1n ↑i
l(n+1)
l(n)
0 −→ F˜n+1 −→
J˜n+1
G˜n+1 −→
Q˜n+1
El(n+1) → 0
↑ ↑ ↑
...
...
...
(7)
kommutiert und so daß Morphismen p
l(n)
n : Gl(n) −→ G˜n und v
l(n)
n : G˜l(n) −→ Gn existieren
mit v
l(n)
n ◦ p
l2(n)
l(n) = g
l2(n)
n bzw. p
l(n)
n ◦ v
l2(n)
l(n) = g˜
l2(n)
n und g˜n+1n ◦ p
l(n+1)
n+1 = p
l(n)
n ◦ g
l(n+1)
l(n) bzw.
v
l(n)
n ◦ g˜
l(n+1)
l(n) = g
n+1
n ◦ v
l(n+1)
n+1 fu¨r alle n ∈ N. Weiter gilt Qn ◦ v
l(n)
n = i
l2(n)
n ◦ Q˜l(n) und
Q˜n ◦ p
l(n)
n = Ql(n) fu¨r alle n ∈ N.
(b) Es sei (E˜n, ı˜
m
n )n,m∈N ein weiteres Spektrum, so daß ein l ∈ L und Morphismen T
l(n)
n : E˜l(n) −→
En und S
l(n)
n : El(n) −→ E˜n existieren, so daß S
l(n)
n ◦T
l2(n)
l(n) = ı˜
l2(n)
n bzw. T
l(n)
n ◦S
l2(n)
l(n) = i
l2(n)
n
und S
l(n)
n ◦ i
l(n+1)
l(n) = ı˜
n+1
n ◦S
l(n+1)
n+1 bzw. T
l(n)
n ◦ ı˜
l(n+1)
l(n) = i
n+1
n ◦T
l(n+1)
n+1 fu¨r alle n ∈ N gilt. Dann
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existiert ein Spektrum (G˜n, g˜
m
n )n,m∈N, so daß das folgende Diagramm mit exakten Zeilen
0 −→ F1 −→
J˜1
G˜1 −→
Q˜1
E˜l(1) → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ Fn −→
J˜n
G˜n −→
Q˜n
E˜l(n) → 0
↑jn+1n ↑g˜
n+1
n ↑ı˜
l(n+1)
l(n)
0 −→ Fn+1 −→
J˜n+1
G˜n+1 −→
Q˜n+1
E˜l(n+1) → 0
↑ ↑ ↑
...
...
...
(8)
kommutiert und so daß Morphismen p
l2(n)
n : Gl2(n) −→ G˜n und vn : G˜n −→ Gn existieren mit
vn ◦ p
l2(n)
n = g
l2(n)
n bzw. p
l2(n)
n ◦ vl2(n) = g˜
l2(n)
n fu¨r alle n ∈ N und gn+1n ◦ vn+1 = vn ◦ g˜
n+1
n bzw.
p
l2(n)
n ◦ g
l2(n+1)
l2(n) = g˜
n+1
n ◦ p
l2(n+1)
n+1 fu¨r alle n ∈ N. Weiter gilt p
l2(n)
n ◦ Jl2(n) = J˜n ◦ j
l2(n)
n und
vn ◦ J˜n = Jn fu¨r alle n ∈ N.
Bemerkung 1.1.44 Der obige Satz besagt, daß, ausgehend von dem Diagramm (6), fu¨r jedes zu
(Fn, j
m
n )n,m∈N bzw. (En, i
m
n )n,m∈N L-a¨quivalente Spektrum (F˜n, ˜
m
n )n,m∈N bzw. (E˜n, ı˜
m
n )n,m∈N ein
L-a¨quivalentes Spektrum (G˜, g˜mn )n,m∈N existiert, so daß das Diagramm (7) bzw. (8) kommutiert.
Sind die Spektren (Fn, j
m
n )n,m∈N und (F˜n, ˜
m
n )n,m∈N bzw. (En, i
m
n )n,m∈N und (E˜n, ı˜
m
n )n,m∈N a¨qui-
valent bezu¨glich l ∈ L, so sind die Spektren (Gn, g
m
n )n,m∈N und (G˜n, g˜
m
n )n,m∈N bezu¨glich l bzw. l
2
a¨quivalent. Die Tatsache, daß in 1.1.43 (b) die Spektren (Gn, g
m
n )n,m∈N und (G˜n, g˜
m
n )n,m∈N L-a¨qui-
valent bezu¨glich l2 sind und daß das Diagramm (8) bezu¨glich eines Teilspektrums von (E˜n, ı˜
m
n )n,m∈N
kommutiert, la¨ßt sich darauf zuru¨ckfu¨hren, daß die beiden Aussagen 1.1.43 (a) und (b) nicht dual
zueinander stehen.
Beweis: (a) Da nach Voraussetzung ˜n+1n ◦ S
l(n+1)
n+1 = S
l(n)
n ◦ j
l(n+1)
l(n) fu¨r alle n ∈ N gilt, liefert das
Lemma 1.1.39 (a) fu¨r n ∈ N folgendes kommutative Diagramm mit exakten Zeilen:
0 F˜n G˜n El(n) 0
0 Fl(n) Gl(n) El(n) 0
0 F˜n+1 G˜n+1 El(n+1) 0
0 Fl(n+1) Gl(n+1) El(n+1) 0.
w w
J˜n
w
Q˜n
w
w
[
[℄
Sl(n)n
w
Jl(n)
\
\℄
pl(n)n
w
Ql(n)
\
\℄
I
w
w
u
˜n+1n
w
J˜n+1
u
g˜n+1n
w
Q˜n+1
u
i
l(n+1)
l(n)
w
w
[
[℄
S
l(n+1)
n+1
u
j
l(n+1)
l(n)
w
Jl(n+1)
\
\℄
p
l(n+1)
n+1
u
g
l(n+1)
l(n)
w
Ql(n+1)
\
\℄
I
u
i
l(n+1)
l(n)
w
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Da (G˜l(n), p
l2(n)
l(n) , J˜l(n)) der Pushout zu S
l2(n)
l(n) und Jl2(n) ist, erhalten wir fu¨r n ∈ N, indem wir das
Lemma 1.1.38 (a) anwenden, folgendes kommutative Diagramm mit exakten Zeilen:
0 Fn Gn En 0
0 F˜l(n) G˜l(n) El2(n) 0
0 Fl2(n) Gl2(n) El2(n) 0,
w w
Jn
w
Qn
w
w
u
T l(n)n
w
J˜l(n)
u
vl(n)n
w
Q˜l(n)
u
il
2(n)
n
w
w
u
S
l2(n)
l(n)
w
Jl2(n)
u
p
l2(n)
l(n)
w
Ql2(n)
u
I
w
so daß v
l(n)
n ◦ p
l2(n)
l(n) = g
l2(n)
n gilt. Setzen wir g˜mn := g˜
n+1
n ◦ · · · ◦ g˜
m
m−1 fu¨r alle m ≥ n, so sind
die Abbildungen g˜mn nach dem Lemma 1.1.39 (a) gerade dadurch eindeutig bestimmt, daß g˜
m
n ◦
p
l(m)
m = p
l(n)
n ◦ g
l(m)
l(n) und g˜
m
n ◦ J˜m = J˜n ◦ ˜
m
n gilt. Da p
l(n)
n ◦ v
l2(n)
l(n) ◦ p
l3(n)
l2(n) = p
l(n)
n ◦ g
l3(n)
l(n) und
p
l(n)
n ◦ v
l2(n)
l(n) ◦ J˜l2(n) = p
l(n)
n ◦ Jl(n) ◦ T
l2(n)
l(n) = J˜n ◦ S
l(n)
n ◦ T
l2(n)
l(n) = J˜n ◦ ˜
l2(n)
n ist, folgt damit,
daß p
l(n)
n ◦ v
l2(n)
l(n) = g˜
l2(n)
n fu¨r alle n ∈ N gilt. Wir erhalten also ein Spektrum (G˜n, g˜
m
n ), so daß
Morphismen p
l(n)
n : Gl(n) −→ G˜n und v
l(n)
n : G˜l(n) −→ Gn existieren mit v
l(n)
n ◦ p
l2(n)
l(n) = g
l2(n)
n bzw.
p
l(n)
n ◦ v
l2(n)
l(n) = g˜
l2(n)
n und g˜n+1n ◦ p
l(n+1)
n+1 = p
l(n)
n ◦ g
l(n+1)
l(n) fu¨r alle n ∈ N. Im folgenden wollen wir
nachweisen, daß auch v
l(n)
n ◦ g˜
l(n+1)
l(n) = g
n+1
n ◦v
l(n+1)
n+1 fu¨r alle n ∈ N gilt. Das Lemma 1.1.38 (a) liefert
fu¨r n ∈ N folgendes kommutative Diagramm mit exakten Zeilen
0 Fn Gn En 0
Fn+1
0 F˜l(n+1) G˜l(n+1) El2(n+1) 0
0 Fl2(n+1) Gl2(n+1) El2(n+1) 0,
w w
Jn
w
Qn
w
u
jn+1n
w
u
T
l(n+1)
n+1
w
J˜l(n+1)
u
wn
w
Q˜l(n+1)
u
il
2(n+1)
n
w
w
u
S
l2(n+1)
l(n+1)
w
Jl2(n+1)
u
p
l2(n+1)
l(n+1)
w
Ql2(n+1)
u
I
w
wobei die Abbildungen wn : G˜l(n+1) −→ Gn genau dadurch eindeutig bestimmt sind, daß wn ◦
p
l2(n+1)
l(n+1) = g
l2(n+1)
n und wn ◦ J˜l(n+1) = Jn ◦ j
n+1
n ◦ T
l(n+1)
n+1 gilt. Nun gilt einerseits g
n+1
n ◦ v
l(n+1)
n+1 ◦
p
l2(n+1)
l(n+1) = g
n+1
n ◦ g
l2(n+1)
n+1 = g
l2(n+1)
n und v
l(n)
n ◦ g˜
l(n+1)
l(n) ◦ p
l2(n+1)
l(n+1) = v
l(n)
n ◦ p
l2(n)
l(n) ◦ g
l2(n+1)
l2(n) = g
l2(n+1)
n .
Andererseits ist gn+1n ◦ v
l(n+1)
n+1 ◦ J˜l(n+1) = g
n+1
n ◦Jn+1 ◦T
l(n+1)
n+1 = Jn ◦ j
n+1
n ◦T
l(n+1)
n+1 und Jn ◦ j
n+1
n ◦
T
l(n+1)
n+1 = Jn ◦T
l(n)
n ◦ ˜
l(n+1)
l(n) = v
l(n)
n ◦ J˜l(n) ◦ ˜
l(n+1)
l(n) = v
l(n)
n ◦ g˜
l(n+1)
l(n) ◦ J˜l(n+1), da nach Voraussetzung
jn+1n ◦ T
l(n+1)
n+1 = T
l(n)
n ◦ ˜
l(n+1)
l(n) fu¨r alle n ∈ N gilt. Aus der Eindeutigkeit der Abbildungen wn
folgt somit, daß v
l(n)
n ◦ g˜
l(n+1)
l(n) = g
n+1
n ◦ v
l(n+1)
n+1 fu¨r alle n ∈ N gilt. Damit erhalten wir insgesamt
ein Spektrum (G˜n, g˜
m
n ), so daß einerseits das Diagramm (7) erfu¨llt ist und so daß andererseits
Morphismen p
l(n)
n : Gl(n) −→ G˜n und v
l(n)
n : G˜l(n) −→ Gn existieren mit v
l(n)
n ◦ p
l2(n)
l(n) = g
l2(n)
n bzw.
p
l(n)
n ◦ v
l2(n)
l(n) = g˜
l2(n)
n und g˜n+1n ◦ p
l(n+1)
n+1 = p
l(n)
n ◦ g
l(n+1)
l(n) bzw. v
l(n)
n ◦ g˜
l(n+1)
l(n) = g
n+1
n ◦ v
l(n+1)
n+1 fu¨r alle
n ∈ N und es folgt die Behauptung.
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(b) Da nach Voraussetzung in+1n ◦ T
l(n+1)
n+1 = T
l(n)
n ◦ ı˜
l(n+1)
l(n) fu¨r alle n ∈ N gilt, liefert das Lemma
1.1.39 (b) fu¨r n ∈ N folgendes kommutative Diagramm mit exakten Zeilen:
0 Fn Gn En 0
0 Fn G˜n E˜l(n) 0
0 Fn+1 Gn+1 En+1 0
0 Fn+1 G˜n+1 E˜l(n+1) 0.
w w
Jn
w
Qn
w
w
\
\℄
I
w
J˜n
\
\℄
vn
w
Q˜n
[
℄
T l(n)n
w
w
u
jn+1n
w
Jn+1
u
gn+1n
w
Qn+1
u
in+1n
w
w
\
\℄
I
u
jn+1n
w
J˜n+1
\
℄vn+1
u
g˜n+1n
w
Q˜n+1
[
℄
T
l(n+1)
n+1
u
ı˜
l(n+1)
l(n)
w
Da (G˜n, Q˜n, vn) der Pullback von Qn und T
l(n)
n ist, erhalten wir fu¨r n ∈ N, indem wir das Lemma
1.1.38 (b) anwenden, folgendes kommutative Diagramm mit exakten Zeilen:
0 Fn Gn En 0
0 Fn G˜n E˜l(n) 0
0 Fl2(n) Gl2(n) El2(n) 0,
w w
Jn
w
Qn
w
w
u
I
w
J˜n
u
vn
w
Q˜n
u
T l(n)n
w
w
u
jl
2(n)
n
w
Jl2(n)
u
pl
2(n)
n
w
Ql2(n)
u
S
l2(n)
l(n)
w
so daß vn ◦ p
l2(n)
n = g
l2(n)
n gilt. Setzen wir g˜mn := g˜
n+1
n ◦ · · · ◦ g˜
m
m−1 fu¨r alle m ≥ n, so sind die
Abbildungen g˜mn nach dem Lemma 1.1.39 (b) gerade dadurch eindeutig bestimmt, daß vn ◦ g˜
m
n =
gmn ◦ vm und Q˜n ◦ g˜
m
n = ı˜
l(m)
l(n) ◦ Q˜m gilt. Da vn ◦p
l2(n)
n ◦ vl2(n) = g
l2(n)
n ◦ vl2(n) und Q˜n ◦p
l2(n)
n ◦ vl2(n) =
S
l2(n)
l(n) ◦ Ql2(n) ◦ vl2(n) = S
l2(n)
l(n) ◦ T
l3(n)
l2(n) ◦ Q˜l2(n) = ı˜
l3(n)
l(n) ◦ Q˜l2(n) fu¨r alle n ∈ N ist, folgt damit,
daß p
l2(n)
n ◦ vl2(n) = g˜
l2(n)
n fu¨r alle n ∈ N gilt. Wir erhalten also ein Spektrum (G˜n, g˜
m
n ), so daß
Morphismen p
l2(n)
n : Gl2(n) −→ G˜n und vn : G˜n −→ Gn existieren mit vn ◦ p
l2(n)
n = g
l2(n)
n bzw.
p
l2(n)
n ◦vl2(n) = g˜
l2(n)
n und gn+1n ◦vn+1 = vn◦ g˜
n+1
n fu¨r alle n ∈ N. Im folgenden wollen wir nachweisen,
daß auch p
l2(n)
n ◦g
l2(n+1)
l2(n) = g˜
n+1
n ◦p
l2(n+1)
n+1 fu¨r alle n ∈ N gilt. Das Lemma 1.1.38 (b) liefert fu¨r n ∈ N
folgendes kommutative Diagramm mit exakten Zeilen
0 Fn Gn En 0
0 Fn G˜n E˜l(n) 0
El2(n)
0 Fl2(n+1) Gl2(n+1) El2(n+1) 0,
w w
Jn
w
Qn
w
w
u
I
w
J˜n
u
vn
w
Q˜n
u
T l(n)n
w
u
S
l2(n)
l(n)
w
u
jl
2(n+1)
n
w
Jl2(n+1)
u
wn
w
Ql2(n+1)
u
i
l2(n+1)
l2(n)
w
wobei die Abbildungen wn nach dem Lemma 1.1.38 (b) gerade dadurch eindeutig bestimmt sind,
daß vn ◦ wn = g
l2(n+1)
n und Q˜n ◦ wn = S
l2(n)
l(n) ◦ i
l2(n+1)
l2(n) ◦Ql2(n+1) gilt. Es ist vn ◦ p
l2(n)
n ◦ g
l2(n+1)
l2(n) =
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g
l2(n)
n ◦ g
l2(n+1)
l2(n) = g
l2(n+1)
n und vn ◦ g˜
n+1
n ◦ p
l2(n+1)
n+1 = g
n+1
n ◦ vn+1 ◦ p
l2(n+1)
n+1 = g
n+1
n ◦ g
l2(n+1)
n+1 =
g
l2(n+1)
n . Weiter gilt Q˜n ◦ p
l2(n)
n ◦ g
l2(n+1)
l2(n) = S
l2(n)
l(n) ◦Ql2(n) ◦ g
l2(n+1)
l2(n) = S
l2(n)
l(n) ◦ i
l2(n+1)
l2(n) ◦Ql2(n+1) und
Q˜n◦g˜
n+1
n ◦p
l2(n+1)
n+1 = ı˜
l(n+1)
l(n) ◦Q˜n+1◦p
l2(n+1)
n+1 = ı˜
l(n+1)
l(n) ◦S
l2(n+1)
l(n+1) ◦Ql2(n+1) = S
l2(n)
l(n) ◦i
l2(n+1)
l2(n) ◦Ql2(n+1),
da S
l(n)
n ◦ i
l(n+1)
l(n) = ı˜
n+1
n ◦ S
l(n+1)
n+1 fu¨r alle n ∈ N ist. Aus der Eindeutigkeit der Abbildung wn, folgt
somit p
l2(n)
n ◦g
l2(n+1)
l2(n) = g˜
n+1
n ◦p
l2(n+1)
n+1 . Damit erhalten wir insgesamt ein Spektrum (G˜n, g˜
m
n ) so daß
das Diagramm (8) erfu¨llt ist und, so daß Morphismen p
l2(n)
n : Gl2(n) −→ G˜n und vn : G˜n −→ Gn
existieren mit vn ◦ p
l2(n)
n = g
l2(n)
n bzw. p
l2(n)
n ◦ vl2(n) = g˜
l2(n)
n und gn+1n ◦ vn+1 = vn ◦ g˜
n+1
n bzw.
p
l2(n)
n ◦ g
l2(n+1)
l2(n) = g˜
n+1
n ◦ p
l2(n+1)
n+1 fu¨r alle n ∈ N, und es folgt die Behauptung.
Bemerkung 1.1.45 Es seien (Fn, j
m
n )n,m∈N, (Gn, g
m
n )n,m∈N und (En, i
m
n )n,m∈N Spektren in einer
quasiabelschen Kategorie C, so daß das Diagramm (6) existiert. Sind (F˜n, ˜
m
n )n,m∈N bzw. (E˜n, ı˜
m
n )n,m∈N
zwei zu (En, i
m
n )n,m∈N bzw. (Fn, j
m
n )n,m∈N L-a¨quivalente Spektren bezu¨glich l ∈ L, so liefert der Satz
1.1.43 ein zu (Gn, g
m
n )n,m∈N L-a¨quivalentes Spektrum (G˜n, g˜
m
n )n,m∈N, so daß das folgende Diagramm
mit exakten Zeilen kommutiert:
0 −→ F˜1 −→
J˜1
G˜1 −→
Q˜1
E˜l2(1) → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ F˜n −→
J˜n
G˜n −→
Q˜n
E˜l2(n) → 0
↑˜n+1n ↑g˜
n+1
n ↑ı˜
l2(n+1)
l2(n)
0 −→ F˜n+1 −→
J˜n+1
G˜n+1 −→
Q˜n+1
E˜l2(n+1) → 0
↑ ↑ ↑
...
...
... .
(9)
Das fu¨r den Beweis von Satz 1.1.43 angewandte Verfahren fu¨hrt dazu, daß man im Gegensatz zu dem
Verfahren in [DV] Proposition 3.2 nicht zu Teilspektren (E˜l2n+1(1), ı˜
m
n )n,m∈N und (F˜l2n−1(1), ˜
m
n )n,m∈N
u¨bergehen muß, um das Diagramm (9) zu erhalten. Alle Verluste bezu¨glich der Teilspektren und der
A¨quivalenz von Spektren, die durch das Verfahren in 1.1.43 entstehen, sind wieder durch Funktionen
in der Menge L darstellbar, na¨mlich ho¨chstens durch l2. Sind die Spektren L-a¨quivalent, ohne daß
die Eigenschaft (4) erfu¨llt ist, so betra¨gt der Verlust nach der Bemerkung 1.1.42 ho¨chstens l6.
1.2 Kohomologie
Im folgende Abschnitt stellen wir einige homologische Grundlagen zusammen, die im Laufe unserer
weiteren Ausfu¨hrungen von Bedeutung sind. Dabei halten wir uns eng an den Rahmen unserer
Betrachtungen. Fu¨r eine intensivere Auseinandersetzung verweisen wir auf das Lehrbuch [Wei], die
Arbeit [P] von Palamodov, die fundamental ist, was das Einbinden homologischer Methoden in die
Funktionalanalysis anbelangt, und auf [Wen].
Definition 1.2.1 Es sei C eine halbabelsche Kategorie.
(a) Ein Objekt P ∈ Obj (C) heißt projektiv, falls fu¨r alle Morphismen f ∈ Mor (P,E) und jeden
Epihomomorphismus q ∈ Mor (F,E) ein Morphismus f ′ ∈ Mor (P, F ) existiert, so daß f =
q ◦ f ′ gilt.
(b) Ein Objekt I ∈ Obj (C) heißt injektiv, falls fu¨r alle Morphismen f ∈ Mor (E, I) und jeden
Monohomomorphismus i ∈ Mor (E,F ) ein Morphismus f ′ ∈ Mor (F, I) existiert, so daß f =
f ′ ◦ i gilt.
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(c) Die Kategorie C besitzt genu¨gend viele injektive 0bjekte, falls fu¨r jedes Objekt E ∈ Obj (C)
ein injektives Objekt I ∈ Obj (C) und ein Monohomomorphismus j ∈Mor (E, I) existieren.
(d) Eine injektive Auflo¨sung fu¨r ein Objekt E ∈ Obj (C) ist ein exakter Komplex der Form
0 −→ E
ι
−→ I0
ι0−→ I1
ι1−→ I2 −→ · · · ,
wobei die Objekte In fu¨r alle n ≥ 0 injektiv in C sind.
Dual zu 1.2.1 (c) und (d) kann man auch die Existenz von genu¨gend vielen projektiven Objekten und
projektiven Auflo¨sungen definieren. Davon sehen wir ab, da es fu¨r unsere weiteren Betrachtungen
irrelevant ist.
Beispiel 1.2.2 (a) In der KategorieLS der K-Vektorra¨ume ist jedes Element injektiv und projektiv.
In der Kategorie LCS der lokalkonvexen Ra¨ume, B der Banachra¨ume und F der Fre´chetra¨ume ist
fu¨r jede beliebige Indexmenge J der Raum l∞(J) := {x := (xj)j∈J ∈ K
J : ‖x‖∞,J := supj∈J |xj | <
+∞} versehen mit der von der Norm ‖ · ‖∞,J induzierten Topologie ein injektives Objekt.
(b) Fu¨r jede beliebige Indexmenge J ist der Raum l1(J) := {x := (xj)j∈J ∈ K
J : ‖x‖1,J :=∑
j∈J |xj | < +∞} versehen mit der Norm ‖ · ‖1,J ein projektives Objekt in der Kategorie B der
Banachra¨ume.
Bemerkung 1.2.3 Es sei C eine halbabelsche Kategorie. Definieren wir analog zu dem Produkt
zweier Objekte in C das beliebige Produkt, so folgt unmittelbar aus der universellen Eigenschaft des
Produkts, daß beliebige Produkte injektiver Objekte wieder injektiv sind.
Wir skizzieren den Beweis des folgenden Satzes, um spa¨ter darauf zuru¨ckgreifen zu ko¨nnen.
Satz 1.2.4 Es sei C eine halbabelsche Kategorie mit genu¨gend vielen injektiven Objekten, dann
existiert fu¨r jedes Objekt E ∈ Obj (C) eine injektive Auflo¨sung
0 −→ E
ι
−→ I0
ι0−→ I1
ι1−→ I2 −→ · · · .
Beweis: Zu E ∈ C wa¨hlen wir ein injektives Objekt I0 ∈ C und einen Monohomomorphismus
ι : E −→ I0. Betrachten wir den Kokern (coker ι, cι) von ι, so wa¨hlen wir ein weiteres injektives
Objekt I1 ∈ C und einen Monohomomorphismus j1 : coker ι −→ I1 und setzen ι0 := j1◦cι. Nun ist j1
ein Monohomomorphismus und cι ein Epihomomorphismus, also ist nach 1.1.21 (b) der Morphismus
ι0 ein Homomorphismus. Da j1 ein Monomorphismus ist, ist der Kern von ι0 gerade der Kern von
ci, der gerade das Bild von i ist. Ein sukzessives Fortfahren liefert die Behauptung.
Definition 1.2.5 Es seien A und C Kategorien.
(a) Ein Funktor F von A in C ist eine Vorschrift die jedem Objekt E ∈ Obj (A) ein Objekt
F (E) ∈ Obj (C) zuordnet, sowie jedem Morphismus f ∈ MorA(E,G) einen Morphismus
F (f) ∈ MorC(F (E), F (G)) zuordnet, so daß F (g ◦ f) = F (g) ◦ F (f) fu¨r alle f ∈ MorA(E,G)
und g ∈MorA(G,H) und F (IE) = IF (E) fu¨r alle E ∈ Obj (A) gilt.
(b) Ein Funktor F zwischen zwei additiven Kategorien heißt additiv, falls F (g+f) = F (g)+F (f)
fu¨r alle f, g ∈MorA(E,G) gilt.
Definition 1.2.6 Es sei F ein additiver Funktor zwischen zwei halbabelschen Kategorien.
(a) F heißt injektiv, falls fu¨r jeden exakten Komplex 0 −→ H
j
−→ G
q
−→ E der Komplex
0 −→ F (H)
F (j)
−→ F (G)
F (q)
−→ F (E) exakt ist.
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(b) F heißt semi-injektiv, falls fu¨r jeden exakten Komplex 0 −→ H
j
−→ G der Komplex
0 −→ F (H)
F (j)
−→ F (G) exakt ist.
Bemerkung 1.2.7 Jeder injektive Funktor ist insbesondere semi-injektiv.
Dies ist leicht einzusehen, da jeder Monohomomorphismus j ∈ Mor (H,G) die kurze exakte Sequenz
0 −→ H
j
−→ G
cj
−→ coker j −→ 0 induziert.
Es sei C eine halbabelsche undA eine abelsche Kategorie.Weiter sei F : C −→ A ein additiver und
semi-injektiver Funktor. Im folgenden wollen wir die Rechtsableitungen des Funktors F definieren,
dabei verzichten wir auf das Einfu¨hren der Kategorie der Kokomplexe. Fu¨r einen allgemeineren
Ansatz siehe [Var] 2.1.5. Es sei E ∈ Obj (C) und
0 −→ E
ι
−→ I0
ι0−→ I1
ι1−→ I2 −→ · · ·
eine injektive Auflo¨sung von E in C. Dann ist
0 −→ F (E)
F (ι)
−→ F (I0)
F (ι0)
−→ F (I1)
F (ι1)
−→ F (I2) −→ · · ·
ein aufgrund der Kovarianz und Additivita¨t des Funktors ein Komplex. Damit induziert fu¨r alle k ≥ 1
der Kern (kerF (ιk), kF (ιk)) von F (ιk) genau einen Morphismus j ∈ Mor (imF (ιk−1), kerF (ιk)), so
daß kF (ιk)◦j = iF (ιk−1) gilt, wobei (imF (ιk−1), iF (ιk−1)) das Bild von F (ιk−1) bezeichnet. Aus 1.1.21
(a) folgt, daß j ein Monohomomorphismus ist, dies rechtfertigt die Schreibweise kerF (ιk−1) →֒
imF (ιk−1) fu¨r j. Wir setzen F
0(E) := kerF (ι0) und F
k(E) := coker (kerF (ιk−1) →֒ imF (ιk−1))
fu¨r k ≥ 1. Die auf diese Weise definierten Rechtsableitungen F k(E) sind unabha¨ngig von der Wahl
der injektiven Auflo¨sung von E. Ist g ∈Mor (E,G) und 0 −→ G
η
−→ J0
η0
−→ J1 −→ · · · eine injektive
Auflo¨sung von G, so existiert stets das folgende kommutative Diagramm
0 −→ E −→
ι
I0 −→
ι0
I1 −→ · · ·
g ↓ ↓g0 ↓g1
0 −→ G −→
η
J0 −→
η0
J1 −→ · · · .
Wenden wir den Funktor F auf das obige Diagramm an, so erhalten wir
0 −→ F (E) −→
F (ι)
F (I0) −→
F (ι0)
F (I1) −→ · · ·
F (g) ↓ ↓F (g0) ↓F (g1)
0 −→ F (G) −→
F (η)
F (J0) −→
F (η0)
F (J1) −→ · · · .
Die Morphismen F (gn) aus dem obigen Diagramm induzieren dann Morphismen F
n(g) : Fn(E) −→
Fn(G), so daß Fn ein Funktor wird. Ist F ein injektiver Funktor, so ist der Funktor F 0 isomorph
zu F (siehe [P] §2).
Wir kommen nun zu einem zentralen Resultat. Fu¨r den Beweis verweisen wir auf [P] 2.1 oder
[Wen] 2.1.1.
Satz 1.2.8 Es sei C eine halbabelsche und A eine abelsche Kategorie. Daru¨ber hinaus besitze C
genu¨gend viele injektive Objekte. Weiter sei F : C −→ A ein additiver und semi-injektiver Funktor.
Dann induziert jede kurze exakte Sequenz 0 −→ H
j
−→ G
q
−→ E −→ 0 in C den exakten Komplex
0 −→ F 0(H)
F 0(j)
−→ F 0(G)
F 0(q)
−→ F 0(E) −→ F 1(H)
F 1(j)
−→ F 1(G)
F 1(q)
−→ F 1(E) −→ F 2(H) −→ · · · .
Diesen bezeichnen wir als die lange exakte Kohomologie-Sequenz.
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Eine wichtige Rolle fu¨r die weiteren Ausfu¨hrungen spielt der projektive Limesfunktor. Um die-
sen in Anlehnung an [Wen] 3.1 definieren zu ko¨nnen, fu¨hren wir zuna¨chst die Kategorie LSN der
projektiven Spektren in der Kategorie LS der K-Vektorra¨ume ein. Die Objekte in LSN bilden die
Spektren (En, i
m
n )n,m∈N in der Kategorie LS. Ein Morphismus f : (En, i
m
n ) −→ (Fn, j
m
n ) ist eine
Folge (fn : En −→ Fn)n∈N von linearen Abbildungen, so daß fn ◦ i
n+1
n = j
n+1
n ◦ fn+1 fu¨r alle n ∈ N
gilt. Wir erhalten so die abelsche Kategorie LSN der projektiven Spektren in LS. Die Kategorie
LSN besitzt genu¨gend viele injektive Objekte.
Es sei nun E := (En, i
m
n )n∈N ∈ LS
N. Wir setzen
proj←nEn := {(xn)n∈N ∈
∏
n∈N
En : i
n+1
n (xn+1) = xn fu¨r allen ∈ N}
und definieren den projektiven Limesfunktor wie folgt: Proj : LSN −→ LS mit Proj (E) := proj←n En
fu¨r alle E ∈ LSN und Proj (f) ∈ Mor (Proj (E),Proj (F)) mit Proj (f)((xn)n∈N) := (fn(xn))n∈N fu¨r
alle f ∈ Mor (E ,F) und (xn)n∈N ∈ Proj (E). Der Funktor Proj ist additiv und injektiv. Fu¨r seine
Rechtsableitungen gelten die folgenden bekannten Aussagen, die wir zum Abschluß dieses Abschnitts
auffu¨hren. Was die Beweise anbelangt, verweisen wir auf [Wen] 3.1.4 und 3.1.7.
Satz 1.2.9 Es sei E := (En, i
m
n )n,m∈N ∈ LS
N. Dann gilt:
Proj 0(E) ist isomorph zu Proj (E), Proj k(E) = 0 fu¨r alle k ≥ 2 und Proj 1(E) ist isomorph zu∏
n∈N En/imσ mit σ :
∏
n∈N En −→
∏
n∈N En und σ((xn)n∈N) = (xn − i
n+1
n (xn+1)n∈N.
Proposition 1.2.10 Es seien E := (En, i
m
n )n,m∈N und F := (Fn, j
m
n )n,m∈N zwei a¨quivalente Spek-
tren in LS. Dann ist Proj k(E) isomorph zu Proj k(F) fu¨r alle k ≥ 0.
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2 Die Kategorie der L -zahmen Ra¨ume
In dem folgenden Abschnitt fu¨hren wir zuna¨chst die Kategorie der L-zahmen Vektorra¨ume ein und
beweisen anschließend einen L-zahmen Splittingsatz. Dies ist grundlegend fu¨r die Ausfu¨hrungen im
Abschnitt 3.
2.1 Einfu¨hrung
Es sei wie in dem Abschnitt 1.1 L eine nicht-leere Menge, bestehend aus monoton wachsenden
Abbildungen l : N −→ N, so daß folgende Eigenschaften erfu¨llt sind:
(i) id, id + 1 ∈ L, (ii) l1, l2 ∈ L ⇒ l1 ◦ l2 ∈ L und
(iii) l1, l2 ∈ L ⇒ ∃l3∈Lmit l3(n) < l3(n+ 1)∀n∈N und l3 ≥ l1, l2.
Die Forderung id ∈ L erleichtert die folgenden Beweisfu¨hrungen. Der Grund dafu¨r, daß wir auch
von id + 1 ∈ L ausgehen, la¨ßt sich darauf zuru¨ckfu¨hren, daß sich bei dem Splittingresultat 2.2.8 der
”Verlust von 1” nicht umgehen la¨ßt (siehe auch [V4]).
Die Objekte in der Kategorie der L-zahmen Ra¨ume sind die Vektorra¨ume versehen mit einer
Familie monoton wachsender Halbnormen (‖ · ‖n)n∈N.
Die Morphismen zwischen zwei Objekten (E, (‖ · ‖En )n∈N) und (F, ‖ · ‖
F
n )n∈N) sind alle linearen
Abbildungen T : E −→ F , so daß ein l ∈ L existiert, so daß fu¨r alle n ∈ N ein Cn > 0 existiert,
so daß ‖Tx‖Fn ≤ Cn‖x‖
E
l(n) fu¨r alle x ∈ E gilt. In diesem Fall bezeichnen wir T als L-zahmen
Operator und schreiben T ∈ TL(E,F ). Wegen der Eigenschaft (iii) ko¨nnen wir ohne Beschra¨nkung
der Allgemeinheit davon ausgehen, daß l ≥ id gilt.
Im folgenden setzen wir BEn := {x ∈ E : ‖x‖
E
n ≤ 1}. Dann ist eine lineare Abbildung T : E −→ F
genau dann ein L-zahmer Operator, falls ein l ∈ L existiert, so daß fu¨r alle n ∈ N ein Cn > 0
existiert, so daß T (BEl(n)) ⊂ CnB
F
n gilt.
Aufgrund der Eigenschaft (ii) ist die Verknu¨pfung zweier L-zahmer Operatoren wieder ein L-
zahmer Operator. Da das Halbnormensystem monoton wachsend ist, impliziert die Eigenschaft (iii),
daß die Summe zweier L-zahmer Operatoren wieder ein L-zahmer Operator ist. Zusammen mit der
u¨blichen Verknu¨pfung, Addition und skalaren Multiplikation von Operatoren ist TL(E,F ) fu¨r alle
L-zahmen Ra¨ume E und F ein Vektorraum, und wir erhalten so die additive Kategorie T LS der
L-zahmen Ra¨ume.
Beispiel 2.1.1 Setzen wir L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃b∈N∀n∈N : l(n) ≤ n+ b}, so
erhalten wir die Kategorie der zahmen Ra¨ume.
Im Fall L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃a,b∈N∀n∈N : l(n) ≤ an+ b} erhalten wir die
Kategorie der linear zahmen Ra¨ume.
Es sei (E, (‖·‖En )n∈N) ∈ T
LS und A ⊂ E ein linearer Teilraum von E. Wir bezeichnen A versehen
mit (‖ · ‖En )n∈N als L-zahmen Unterraum von E und (E/A, (‖ · ‖
∧
n)n∈N), wobei ‖ · ‖
∧
n die von der
Halbnorm ‖ · ‖En induzierte Quotientenhalbnorm bezeichnet, als L-zahmen Quotienten von E.
Fu¨r jeden L-zahmen Unterraum A von E ∈ T LS ist offensichtlich aufgrund der Eigenschaft (i)
die Einbettung j : A →֒ E und die Quotientenabbildung q : E −→ E/A auf den L-zahmen Quoti-
enten ein L-zahmer Operator. Damit ist T genau dann ein Monomorphismus bzw. Epimorphismus
in T LS, falls T injektiv bzw. surjektiv ist. Denn ist g ∈ TL(G,E) bzw. g ∈ TL(F,G) und T ◦ g = 0
bzw. g ◦ T = 0, dann folgt aufgrund der Injektivita¨t bzw. Surjektivita¨t von T , daß g = 0 ist. Ist
andererseits T ∈ TL(E,F ) ein Monomorphismus bzw. Epimorphismus in T LS, dann ist die Einbet-
tung j : T−1(0) −→ F bzw. die Quotientenabbildung q : F −→ F/T (E) ein L-zahmer Operator.
Unter der Annahme, daß T nicht injektiv bzw. nicht surjektiv ist, gilt: j 6= 0 bzw. q 6= 0. Es ist
jedoch T ◦ j = 0 bzw. q ◦ T = 0. Dies widerspricht der Definition eines Monomorphismus bzw.
Epimorphismus.
T ∈ TL(E,F ) ist genau dann ein Isomorphismus in T LS, falls T bijektiv ist und ein l ∈ L
existiert, so daß fu¨r alle n ∈ N ein Cn > 0 existiert, so daß ‖x‖
E
n ≤ Cn‖T (x)‖
F
l(n) fu¨r alle x ∈ E gilt.
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Denn die an T gestellte Bedingung ist notwendig und hinreichend fu¨r die L-Zahmheit der Umkehr-
abbildung.
Es sei T ∈ TL(E,F ). Ist A ⊃ T (E) ein L-zahmer Unterraum von F , dann ist auch T : E −→ A
ein L-zahmer Operator. Ist A ⊂ T−1(0) ein Unterraum, dann ist aufgrund der L-Zahmheit von T
auch die Abbildung T˜ : E/A −→ F mit T = T˜ ◦ q ein L-zahmer Operator.
Damit ist offensichtlich die Einbettung T−1(0) →֒ E Kern und die Quotientenabbildung F −→
F/T (E) Kokern von T . Entsprechend ist die Einbettung T (E) →֒ F Bild und die Quotientenabbil-
dung E −→ E/T−1(0) Kobild von T . Wir verwenden im folgenden fu¨r den Kern und Kokern bzw.
fu¨r das Bild und Kobild von T ∈ TL(E,F ) in Einklang mit dem Kapitel 1 die Bezeichnung kerT
und cokerT bzw. imT und coimT .
Betrachten wir nun die von T ∈ TL(E,F ) induzierte Abbildung T˜ : E/T−1(0) −→ T (E) zwi-
schen Kobild und Bild von T mit T˜ ◦ q = TE→T (E), so ist T˜ stets injektiv und surjektiv, d.h. ein
Bimorphismus in T LS. T˜ ist genau dann ein Isomorphismus in T LS, falls die Umkehrabbildung T˜−1
ein L-zahmer Operator ist. Dies ist genau dann der Fall, wenn ein l ∈ L existiert, so daß fu¨r alle
n ∈ N ein Cn > 0 existiert, so daß ‖y‖
∧
n ≤ Cn‖T˜ (y)‖
F
l(n) fu¨r alle y ∈ E/T
−1(0) gilt. Damit erhalten
wir: T ∈ TL(E,F ) ist genau dann ein Homomorphismus in T LS, falls ein l ∈ L existiert, so daß fu¨r
alle n ∈ N ein Cn > 0 existiert, so daß ‖q(x)‖
∧
n ≤ Cn‖T (x)‖
F
l(n) fu¨r alle x ∈ E gilt. In diesem Fall
bezeichnen wir T als L-zahmen Homomorphismus.
Es seien E,F ∈ T LS. Fu¨r eine lineare Abbildung T : E −→ F existiert genau dann ein l ∈ L,
so daß fu¨r alle n ∈ N ein Cn > 0 existiert mit ‖q(x)‖
∧
n ≤ Cn‖T (x)‖
F
l(n) fu¨r alle x ∈ E, falls ein
l ∈ L existiert, so daß fu¨r alle n ∈ N ein Cn > 0 existiert, so daß T (CnB
E
n ) ⊃ B
F
l(n) ∩ imT gilt. Ist
T : E −→ F linear und genu¨gt T einer der beiden Bedingungen, so bezeichnen wir T als L-zahm
offen aufs Bild.
Fu¨r eine endliche Folge (Ek, (‖ · ‖
k
n)n∈N)k≤N von Objekten in T
LS ist das Produkt
∏
k≤N Ek
versehen mit dem aufsteigenden Halbnormensystem (maxk≤N ‖ · ‖
k
n)n∈N ein Objekt in T
LS. Die
natu¨rlichen Projektionen πk :
∏
k≤N Ek −→ Ek sind dann aufgrund der Eigenschaft (i) L-zahme
Operatoren. Sei nun F ein beliebiges Objekt in T LS und gk ∈ T
L(F,Ek) fu¨r k = 1, . . . , N . Dann
ist aufgrund der Eigenschaft (iii) die Abbildung g : F −→
∏
k≤N Ek mit g = (gk)k≤N ein L-zahmer
Operator. Damit wa¨re die Existenz von endlichen Produkten in der Kategorie T LS nachgewiesen.
Wir fassen nun zusammen: Eine lineare Abbildung g : F −→
∏
k≤N Ek ist genau dann ein L-zahmer
Operator, falls πk ◦g ∈ T
L(F,Ek) fu¨r alle k ≤ N gilt. Wir bezeichnen das L-zahme endliche Produkt
mit TL-
∏
n≤N En bzw. im Fall N = 2 mit E1 ×L E2.
Die Kategorie T LS besitzt jedoch im Allgemeinen keine unendlichen Produkte.
Weiter gilt:
Bemerkung 2.1.2 Es sei (Tn : En −→ Fn)n≤N eine endliche Familie L-zahmer Homomorphismen,
dann ist auch der Operator T := (Tn ◦ πn)n≤N : T
L-
∏
n≤N En −→ T
L-
∏
n≤N Fn ein L-zahmer
Homomorphismus. Offensichtlich ist T ein L-zahmer Operator, denn es gilt: πn ◦ T = Tn ◦ πn.
Um nachzuweisen, daß T auch L-zahm offen auf sein Bild ist, sei l ∈ L, so daß fu¨r alle k ∈ N
ein Ck > 0 existiert mit infzn∈kerTn ‖xn + zn‖
n
k ≤ Ck‖Tn(xn)‖
n
l(k) fu¨r alle xn ∈ En und n =
1, . . .N . Es sei ǫ > 0 und k ∈ N. Zu xn ∈ En fu¨r n = 1, . . . , N wa¨hlen wir yn ∈ kerTn, so daß
‖xn + yn‖
n
k ≤ ǫ + infzn∈kerTn ‖xn + zn‖
n
k ≤ ǫ + Ck‖Tn(xn)‖
n
l(k) gilt. Damit gilt maxn≤N ‖xn +
yn‖
n
k ≤ ǫ+ Ckmaxn≤N ‖Tn(xn)‖
n
l(k). Da (yn)n≤N ∈ kerT gilt und ǫ > 0 beliebig wa¨hlbar ist, folgt
inf(zn)n≤N∈kerT maxn≤N ‖xn+zn‖
n
k ≤ Ckmaxn≤N ‖Tn(xn)‖
n
l(k) fu¨r alle (xn)n≤N ∈
∏
n≤N En. Somit
ist T ein L-zahmer Homomorphismus.
Lemma 2.1.3 Eine Projektion P in E ist genau dann L-zahm, falls der Operator
Φ : imP ×L kerP −→ E mit Φ(x, y) := x+ y ein L-zahmer Isomorphismus ist.
Beweis: Die Abbildung Φ ist stets linear und bijektiv. Da die Addition in E L-zahm ist, ist Φ stets
L-zahm. Es gilt Φ−1 = (P, id − P ). Ist nun P L-zahm, so ist Φ−1 als Produkt zweier L-zahmer
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Operatoren L-zahm. Andererseits gilt P = π ◦ Φ−1, wobei π die natu¨rliche Projektion auf imP
bezeichnet. Mit Φ−1 ist dann auch P L-zahm.
Bemerkung 2.1.4 Es sei E ∈ T LS, dann ist jede Projektion P auf 0
E
L-zahm, wobei mit 0
E
die
Abschließung der 0 in E bezu¨glich der vom Halbnormensystem auf E induzierten Topologie gemeint
ist. Denn jeder Operator T : F −→ E mit imT ⊂ 0
E
ist L-zahm, da stets T (BFn ) ⊂ 0
E
⊂ BEn gilt.
Da in der Kategorie der Vektorra¨ume jedes Objekt injektiv ist, folgt mit demselben Argument, daß
0
E
in T LS injektiv ist.
Aus homologischer Sicht ist die Existenz genu¨gend vieler injektiver Objekte von Bedeutung. Um
dies zu untersuchen, beno¨tigen wir folgendes
Lemma 2.1.5 (a) Es sei J eine beliebige Indexmenge, dann ist l∞(J) := {x := (xj)j∈J ∈ K
J :
‖x‖∞,J := supj∈J |xj | < +∞} ein injektives Objekt in T
LS.
(b) Es sei (Jk)k∈N eine abza¨hlbare Familie von beliebigen Indexmengen, dann ist das Produkt
(
∏
k∈N l∞(Jk), (‖ · ‖n)n∈N) mit ‖(xk)k∈N‖n := maxk≤n‖xk‖∞,Jk ein injektives Objekt in T
LS.
Beweis: (a) Es sei T : E −→ l∞(J) ein L-zahmer Operator und i : E −→ F ein L-zahmer Mo-
nohomomorphismus. Dann ist der Operator i−1 : im i −→ E L-zahm. Es sei πj die natu¨rliche
Projektion und tj := πj ◦ T ◦ i
−1 : im i −→ K fu¨r j ∈ J . Dann existieren aufgrund der Zahmheit
der Operatoren T und i−1 ein s ∈ N und eine Abbildung li ∈ L, so daß CT , Ci > 0 existieren mit
|tj ◦ i(x)| = |πj ◦ T (x)| ≤ supj∈J |πj ◦ T (x)| = ‖T (x)‖∞,J ≤ CT ‖x‖s ≤ CTCi‖i(x)‖li(s) fu¨r alle
x ∈ E.
Mit Hilfe des Satzes von Hahn-Banach lassen sich die Funktionale tj auf ganz F fortsetzen, wobei
die obige Ungleichung erhalten bleibt. Bezeichnen wir nun diese Fortsetzungen mit t˜j und setzen
T˜ : F −→ l∞(J) mit T˜ := (t˜j)j∈J , so ist T˜ wegen der obigen Ungleichung wohldefiniert und L-zahm
im folgenden Sinne: fu¨r m := li(s) existiert ein C > 0, so daß ‖T˜ (x)‖∞,J ≤ C‖x‖m fu¨r alle x ∈ F
gilt. Schließlich folgt aus T˜ ◦ i(x) = (t˜j ◦ i(x))j∈J = (πj ◦ T (x))j∈J = T (x) fu¨r alle x ∈ E die
Behauptung.
(b) Es sei T : E −→
∏
k∈N l∞(Jk) ein L-zahmer Operator und i : E −→ F ein L-zahmer Monoho-
momorphismus. Betrachten wir die Operatoren Tk := πk ◦T : E −→ l∞(Jk), so erhalten wir, wie der
Beweis von (a) zeigt, Operatoren T˜k : F −→ l∞(Jk) mit T˜ ◦i = Tk, so daß einmk ∈ N und ein Ck > 0
existiert mit ‖T˜k(x)‖∞,Jk ≤ Ck‖x‖mk fu¨r alle x ∈ E gilt. Dabei giltmk = li◦(sk) , wobei sk ∈ N aus
der L-zahmheit von Tk bzw. li ∈ L, aus der L-zahmen Offenheit aufs Bild der Abbildung i resultiert.
Nun gilt jedoch ‖Tk(x)‖∞,Jk = ‖πk ◦ T ‖∞,Jk ≤ ‖T (x)‖k. Ist also lT ∈ L, so daß fu¨r alle k ∈ N ein
Ck > 0 existiert mit ‖T (x)‖k ≤ Ck‖x‖lT (k) fu¨r alle x ∈ E gilt, so kann damit mk = li ◦ lT (k) =: l(k)
fu¨r k ∈ N gewa¨hlt werden. Setzen wir nun T˜ := (T˜k)k∈N, so gilt T˜ ◦ i = (T˜k ◦ i)k∈N = (πk ◦T )k∈N = T
und fu¨r alle n ∈ N existiert ein Cn > 0 mit ‖T˜ (x)‖n = maxk≤n ‖T˜k(x)‖∞,Jk ≤ Cn‖x‖l(n) fu¨r alle
x ∈ E. T˜ ist somit ein L-zahmer Operator und es folgt die Behauptung.
Proposition 2.1.6 Die Kategorie T LS besitzt genu¨gend viele injektive Objekte.
Beweis: Zu E ∈ T LS betrachten wir den L-zahmen Quotienten F := E/0
E
. Da jedes algebraische
Komplement von 0
E
ein L-zahmes topologisches Komplement ist, gilt: E ist L-zahm isomorph zu
F ×L 0
E
. Wir setzen Uk := {y ∈ F : ‖y‖
∧
k ≤ 1}, wobei (‖ · ‖
∧
k )k∈N die von den Halbnormen
(‖ · ‖k)k∈N auf E induzierte Familie monoton wachsender Quotientenhalbnormen auf F bezeichnet,
und definieren Jk : F −→ l∞(U
◦
k ) mit y 7→ (φ(y))φ∈U◦k . Da nun supφ∈U◦k |φ(y)| = ‖y‖
∧
k fu¨r alle y ∈ F
und k ∈ N gilt, ist die Abbildung Jk fu¨r alle k ∈ N wohldefiniert, und der Operator J˜ : F −→∏
k∈N l∞(U
◦
k ) mit J˜(y) := (Jk(y))k∈N genu¨gt der Gleichung ‖J˜(y)‖n := maxk≤n ‖Jk(y)‖∞,U◦k =
maxk≤n supφ∈U◦
k
|φ(y)| = maxk≤n ‖y‖
∧
k = ‖y‖
∧
n fu¨r alle y ∈ F und n ∈ N. Damit ist J˜ wegen
der Separiertheit von F injektiv und ein L-zahmer Homomorphismus. Betrachten wir schließlich
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die Abbildung J := (J˜ × id) ◦ Φ : E −→
∏
k∈N l∞(U
◦
k ) × 0
E
vermo¨ge des kanonischen L-zahmen
Isomorphismus Φ zwischen E und F ×L 0
E
, so ist J injektiv und ein L-zahmer Homomorphismus.
Mit der Bemerkung 2.1.4, dem Lemma 2.1.5 (b) und der Bemerkung 1.2.3 folgt die Behauptung.
Bemerkung 2.1.7 Da die Kategorie T LS halbabelsch ist und genu¨gend viele injektive Objekte
besitzt, existiert nach 1.2.4 fu¨r jeden L-zahmen Vektorraum E eine injektive Auflo¨sung in T LS. Der
Beweis der Proposition 2.1.6 macht deutlich, daß fu¨r alle L-zahmen Fre´chetra¨ume E ein injektiver
L-zahmer Fre´chetraum I ∈ T LS und ein injektiver Monohomomorphismus i : E −→ I existieren.
Beru¨cksichtigen wir den Beweis des Satzes 1.2.4, so existiert fu¨r jeden L-zahmen Fre´chetraum E
eine injektive Auflo¨sung
0 −→ E
ι
−→ I0
ι0−→ I1
ι1−→ I2 −→ · · · ,
wobei die Ra¨ume Ik fu¨r alle k ≥ 0 L-zahme Fre´chetra¨ume sind.
Definition 2.1.8 Es sei E ∈ T LS ein Fre´chetraum und (En, (i
m
n )n,m∈N)n∈N das Spektrum der
lokalen Banachra¨ume. E heißt L-zahm nuklear, falls ein l ∈ L existiert, so daß i
l(n)
n : El(n) −→ En
fu¨r alle n ∈ N nuklear ist.
Bemerkung 2.1.9 Es sei E ein L-zahmer Fre´chetraum und F ⊂ E ein abgeschlossener L-zahmer
Unterraum. Ist E L-zahm nuklear, dann ist auch der L-zahme Unterraum F bzw. der L-zahme Quo-
tient E/F L-zahm nuklear. Um dies einzusehen, beachten wir zuna¨chst, daß der lokale Banachraum
Fn von F bzw. Gn von E/F isometrisch isomorph zu in(F ) bzw. En/in(F ) ist, falls (En, i
m
n )n,m∈N
das Spektrum der lokalen Banachra¨ume von E bezeichnet. Existiert nun ein l ∈ L, so daß die Ab-
bildung i
l(n)
n : El(n) −→ En fu¨r alle n ∈ N nuklear ist, so existiert fu¨r alle n ∈ N eine nukleare
Abbildung Dn : l2 −→ l2 und stetige Abbildungen Tn : El(n) −→ l2 und Sn : l2 −→ En, so daß
i
l3(n)
n = Sn ◦Dn ◦ Tn gilt. Die Behauptung folgt dann wie im Beweis von [MV] Satz 28.6.
Ist (En)n≤N eine endliche Folge L-zahm nuklearer Fre´chetra¨ume, dann ist auch das L-zahme Pro-
dukt TL-
∏
n≤N En L-zahm nuklear. Denn, bezeichnet Gk fu¨r k ∈ N den lokalen Banachraum des
Produkts
∏
n≤N En, dann ist Gk fu¨r k ∈ N isomorph zu dem Produkt
∏
n≤N E
k
n, dabei sei E
k
n fu¨r
k ∈ N der lokale Banachraum von En.
Proposition 2.1.10 Es sei F ein L-zahmer Fre´chetraum und (Fn, j
m
n )n,m∈N ein Spektrum in der
Kategorie der Banachra¨ume. Weiter sei (jn : F −→ Fn)n∈N eine Folge linearer Abbildungen mit
jmn ◦ jm = jn fu¨r alle m ≥ n, so daß ein l ∈ L existiert, so daß fu¨r alle n ∈ N ein Cn > 0 existiert
mit ‖jn(x)‖
Fn ≤ Cn‖x‖l(n) fu¨r alle x ∈ F . Daru¨ber hinaus existiere ein l ∈ L, so daß fu¨r alle n ∈ N
ein Cn > 0 existiert mit ‖x‖n ≤ Cn‖jl(n)(x)‖
Fl(n) fu¨r alle x ∈ F . Weiter existiere ein l ∈ L, so
daß j
l(n)
n (Fl(n)) ⊂ jn(F ) fu¨r alle n ∈ N gilt. Versehen wir das Produkt
∏
n∈N Fn mit dem monoton
wachsenden Halbnormensystem (maxk≤n ‖ · ‖
Fk)n∈N, dann ist kurze Sequenz
0 −→ F
j
−→
∏
n∈N
Fn
σ
−→
∏
n∈N
Fn −→ 0
mit j(x) := (jn(x))n∈N und σ((xn)n∈N) := (xn − j
n+1
n (xn+1))n∈N L-zahm exakt.
Beweis: Unmittelbar aus den Voraussetzungen folgt, daß im j = kerσ gilt und daß σ surjektiv ist.
Offensichtlich ist j ein injektiver L-zahmer Homomorphismus und σ L-zahm. Um nachzuweisen, daß
σ ein L-zahmer Homomorphismus ist, beachten wir, daß j
l(n)
n (Fl(n)) ⊂ jn(F ) fu¨r alle n ∈ N ist. Wir
wa¨hlen fu¨r ǫ > 0 und (xn)n∈N ∈
∏
n∈N Fn ein z ∈ F , so daß ‖j
l(n)
n (xl(n)) − jn(z)‖
Fn ≤ ǫ gilt. Die
Behauptung folgt dann wie im Beweis des Satzes 3.1.5.
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Bemerkung 2.1.11 (a) Insbesondere ist nach dem Satz 2.1.10 fu¨r jeden L-zahmen Fre´chetraum
die kanonische Auflo¨sung bezu¨glich des Spektrums der lokalen Banachra¨ume (Fn, j
m
n )n,m∈N L-zahm
exakt. Jedes zu dem Spektrum der lokalen Banachra¨ume L-a¨quivalente Spektrum (F˜n, ˜
m
n )n,m∈N
erfu¨llt die Voraussetzungen des Satzes im folgenden Sinne: Aufgrund der L-A¨quivalenz existieren
ein l ∈ L und stetige Operatoren T
l(n)
n : Fl(n) −→ F˜n und S
l(n)
n : F˜l(n) −→ Fn, so daß T
l(n)
n ◦S
l2(n)
l(n) =
˜
l2(n)
n und S
l(n)
n ◦ T
l2(n)
l(n) = j
l2(n)
n fu¨r alle n ∈ N gilt. Setzen wir ˜n = T
l(n)
n ◦ jl(n) fu¨r n ∈ N, so gilt
S
l(n)
n ◦ ˜l(n) = jn fu¨r alle n ∈ N. Die Folge (˜n)n∈N von Operatoren erfu¨llt dann die Voraussetzungen
des Satzes 2.1.10.
(b) Jeder L-zahm nukleare Fre´chetraum besitzt ein zu dem Spektrum der lokalen Banachra¨ume
(Fn, j
m
n )n,m∈N L-a¨quivalentes Spektrum (F˜ , ˜
m
n )n,m∈N mit F˜n = l∞ fu¨r alle n ∈ N. Denn, da ein l ∈ L
existiert, so daß die Abbildungen j
l(n)
n fu¨r alle n ∈ N nuklear sind, existieren stetige Abbildungen
S
l(n)
n : Fl(n) −→ F˜n und Tn : F˜n −→ Fn fu¨r alle n ∈ N mit Tn ◦ S
l(n)
n = j
l(n)
n und F˜n = l∞
fu¨r alle n ∈ N. Wir betrachten die Folgen der Operatoren (Tln(1) : F˜ln(1) −→ Fln(1))n∈N und
(S
ln(1)
ln−1(1) : Fln(1) −→ F˜ln−1(1))n∈N. Fu¨r 1 < m ≤ l(1) − 1 setzen wir F˜m := F˜1. Im Fall n ≥ 1 und
ln(1) ≤ m ≤ ln+1(1) − 1 setzen wir F˜m := F˜ln(1). Weiter definieren wir ˜
l(1)
1 := S
l(1)
1 ◦ Tl(1) und
˜
ln+1(1)
ln+1(1)−1 := S
ln+1(1)
ln(1) ◦ Tln+1(1) fu¨r n ≥ 1 und j
m+1
m = id sonst. Dann existiert fu¨r alle m ∈ N ein
n ∈ N mit ln−1 ≤ m ≤ ln(1) − 1, so daß jm+1m = S
ln(1)
ln−1(1) ◦ Tln(1) gilt. Das so erzeugte Spektrum
(F˜ , ˜mn )n,m∈N ist bezu¨glich l
2 L-a¨quivalent zu (Fn, j
m
n )n,m∈N.
Das nachfolgende Lemma ist fu¨r spa¨tere Ausfu¨hrungen von technischem Nutzen.
Lemma 2.1.12 In der Kategorie T LS gilt: I ∈ T LS ist genau dann ein injektives Objekt, falls fu¨r
jeden beliebigen L-zahmen Operator T : E −→ I und jeden beliebigen injektiven Operator i : E −→
F , fu¨r den ein l ∈ L existiert, so daß fu¨r alle n ∈ N ein Cn > 0 existiert, so daß ‖x‖n ≤ Cn‖i(x)‖l(n)
fu¨r alle x ∈ E gilt, der aber nicht notwendig L-zahm ist, ein L-zahmer Operator Tˆ : F −→ I existiert,
so daß T = Tˆ ◦ i gilt.
Beweis: Offensichtlich gilt es nur die Notwendigkeit nachzuweisen. Wir betrachten die surjektive
Abbildung A : E × F −→ F mit A(x, y) := i(x) + y fu¨r alle x ∈ E und y ∈ F und bezeichnen mit
Fˆ den Raum F versehen mit den aufsteigenden Halbnormen ‖y‖∧n := inf{‖(ξ, η)‖n : y = A(ξ, η)}
fu¨r y ∈ F und n ∈ N. Es gilt BFˆn ⊃ A(B
E
n × B
F
n ). Die Abbildung A : E ×L F −→ Fˆ ist somit ein
L-zahmer Operator. Die Einbettung ω : E −→ E ×L F mit ω(x) := (x, 0) fu¨r x ∈ E ist L-zahm
und aus A ◦ ω = i folgt auch die L-Zahmheit der Abbildung i : E −→ Fˆ . Da nun i : E −→ F
L-zahm offen aufs Bild ist und stets 12B
Fˆ
n ⊂ A(B
E
n × B
F
n ) gilt, existiert ein l ∈ L, so daß fu¨r alle
n ∈ N ein Cn > 0 existiert, so daß i(B
E
n ) ⊃ i(
1
2B
E
n +
1
2B
E
n ) ⊃
1
2 i(B
E
n ) + (
1
2CnB
F
l(n) ∩ im i) ⊃
min{ 12 ,
1
2Cn}A(B
E
n × B
F
l(n)) ∩ im i ⊃ min{
1
2 ,
1
2Cn}
1
2B
Fˆ
l(n) ∩ im i gilt. Damit folgt insgesamt, daß
i : E −→ Fˆ ein L-zahmer Homomorphismus ist. Nun ist I ein injektives Objekt in T LS, das be-
deutet, daß bezu¨glich i : E −→ Fˆ ein L-zahmer Operator Tˆ : Fˆ −→ I existiert mit Tˆ ◦ i = T . Die
Einbettung F →֒ Fˆ ist ein L-zahmer Operator, denn es gilt BFn ⊂ i(B
E
n )+B
F
n = A(B
E
n ×B
F
n ) ⊂ B
Fˆ
n .
Damit ist auch Tˆ : F −→ I L-zahm und es folgt die Behauptung.
Wir halten nun eine weitere wichtige Eigenschaft der Kategorie T LS fest:
Satz 2.1.13 Die Kategorie der L-zahmen Vektorra¨ume T LS ist quasiabelsch.
Beweis: dies beweist man analog zu 1.1.30.
Es sei E ∈ T LS. Wir setzen TL(E, ·)(X) := TL(E,X) fu¨r alle X ∈ T LS und TL(E, ·)(T ) := T ∗
fu¨r alle T ∈ TL(X,Y ) und alle X,Y ∈ T LS mit T ∗ : TL(E,X) −→ TL(E, Y ) und T ∗(A) := T ◦ A
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fu¨r alle A ∈ TL(E,X). Wir erhalten so einen additiven Funktor TL(E, ·) : T LS −→ LS, wobei LS
die Kategorie der K-Vektorra¨ume bezeichnet.
Proposition 2.1.14 Es sei E ∈ T LS. Der Funktor TL(E, ·) ist injektiv.
Beweis: Es sei 0 −→ X
j
−→ Y
q
−→ Z exakt in T LS. Da die Kategorie LS abelsch ist, reicht es,
zu zeigen, daß j∗ injektiv ist und im j∗ = ker q∗ gilt. Aus 0 = j∗(h) = j ◦ h fu¨r h ∈ TL(E,X)
folgt aufgrund der Injektivita¨t von j, daß h = 0 ist. Damit ist j∗ injektiv. Um im j∗ = ker q∗
nachzuweisen, sei f ∈ TL(E, Y ) mit f = j∗(h) und h ∈ TL(E,X). Da im j = ker q gilt, folgt aus
q∗(f) = q ◦f = q ◦ j ◦h = 0, daß im j∗ ⊆ ker q∗ gilt. Ist f ∈ TL(E, Y ) mit 0 = q∗(f) = q ◦f , dann ist
im f ⊆ ker q = im j. Nun ist j ein L-zahmer Homomorphismus, das bedeutet, daß j−1 : im j −→ X
ein L-zahmer Operator ist. Die Tatsache, daß im f ⊆ im j gilt, impliziert, daß auch j−1◦f : E −→ X
ein L-zahmer Operator ist. Fu¨r h := j−1 ◦ f gilt f = j∗(h) und es folgt die Behauptung.
Wir sind nun so weit, die Rechtsableitungen des Hom-Funktors TL(E, ·) in der Kategorie der
L-zahmen Vektorra¨ume definieren zu ko¨nnen. Gema¨ß dem Abschnitt 1.2 setzen wir Ext0
L
(E,F ) :=
ker ι∗0 = im ι
∗ ∼= TL(E,F ) und ExtkL(E,F ) := coker (im ι
∗
k−1 →֒ ker ι
∗
k) = ker ι
∗
k/im ι
∗
k−1 fu¨r k ≥ 1.
Im folgenden sei k ∈ N. Es gilt genau dann Extk
L
(E,F ) = 0, falls ker ι∗k = im ι
∗
k−1 ist. Da stets
im ι∗k−1 ⊆ ker ι
∗
k gilt, ist Ext
k
L(E,F ) = 0 genau dann, falls ker ι
∗
k ⊆ im ι
∗
k−1 gilt, das heißt, falls fu¨r
alle A ∈ TL(E, Ik) mit ιk ◦A = 0 ein B ∈ T
L(E, Ik−1) existiert, so daß A = ιk−1 ◦B gilt.
Bemerkung 2.1.15 Es seien E, F ∈ T LS.
(a) Ist (Fn)n≤N eine endliche Folge L-zahmer Ra¨ume, so folgt unmittelbar aus der universellen
Eigenschaft des endlichen Produkts, daß TL(E,TL-
∏
n≤N Fn) =
∏
n≤N T
L(E,Fn) gilt.
Weiter ist Extk
L
(E,TL-
∏
n≤N Fn) isomorph zu
∏
n≤N Ext
k
L
(E,Fn) fu¨r alle k ≥ 1. Denn es sei
0 −→ Fn
ιn
−→ In0
ιn0−→ In1
ιn1−→ In2
ιn2−→ . . . eine injektive Auflo¨sung von Fn fu¨r n ∈ N in T
LS, so ist
aufgrund der Bemerkung 2.1.2 und 1.2.3 der folgende exakte Komplex
0 −→ TL-
∏
n≤N Fn
(ιn)n≤N
−→ TL-
∏
n≤N I
n
0
(ιn0 )n≤N
−→ TL-
∏
n≤N I
n
1
(ιn1 )n≤N
−→ TL-
∏
n≤N I
n
2
(ιn2 )n≤N
−→ . . . eine
injektive Auflo¨sung von TL-
∏
n≤N Fn in T
LS.
Dann ist (ιn)∗n≤N = (ι
n∗)n≤N und (ι
n
k )
∗
n≤N = (ι
n∗
k )n≤N fu¨r alle k ≥ 0.
Damit ist ExtkL(E,T
L-
∏
n≤N Fn) = ker(ι
n
k )
∗
n≤N/im (ι
n
k−1)
∗
n≤N =
∏
n≤N ker ι
n∗
k /
∏
n≤N im ι
n∗
k−1 =∏
n≤N ker ι
n∗
k /im ι
n∗
k−1 =
∏
n≤N Ext
k
L
(E,Fn) fu¨r alle k ≥ 1.
(b) Ist (En)n≤N eine endliche Folge L-zahmer Ra¨ume, so folgt unmittelbar aus der universellen
Eigenschaft des endlichen Koprodukts, daß TL(TL-
∏
n≤N En, F ) isomorph zu
∏
n≤N T
L(En, F ) ist.
Weiter ist ExtkL(T
L-
∏
n≤N En, F ) isomorph zu
∏
n≤N Ext
k
L(En, F ) fu¨r alle k ≥ 1.
Da T LS halbabelsch, LS abelsch und TL(E, ·) ein additiver und injektiver Funktor fu¨r jedes
E ∈ T LS ist, erhalten wir die Existenz der langen exakten Kohomologie-Sequenz:
Satz 2.1.16 Es sei E ∈ T LS. Dann induziert jede
exakte Sequenz 0 −→ X
j
−→ Y
q
−→ Z −→ 0 in T LS einen exakten Komplex
0 −→ TL(E,X)
j∗
−→ TL(E, Y )
q∗
−→ TL(E,Z) −→ Ext1L(E,X) −→
−→ Ext1
L
(E, Y ) −→ Ext1
L
(E,Z) −→ Ext2
L
(E,X) −→ . . .
in LS.
Ist eine kurze Sequenz exakt in T LS, so bezeichnen wir sie im folgenden als L-zahm exakt.
Zerfa¨llt sie in T LS, so bezeichnen wir dies als L-zahmes Zerfallen.
2 DIE KATEGORIE DER L -ZAHMEN RA¨UME 32
Aus der Existenz der langen exakten Kohomologie-Sequenz und der Tatsache, daß T LS quasiabelsch
ist, folgt:
Proposition 2.1.17 Es sei E,F ∈ T LS. Folgende Aussagen sind a¨quivalent:
(i) Ext1L(E,F ) = 0
(ii) Jede exakte Sequenz 0 −→ F
j
−→ G
q
−→ E −→ 0 zerfa¨llt in T LS.
Beweis: ′′(i) ⇒ (ii)′′: Es sei 0 −→ F
j
−→ G
q
−→ E −→ 0 exakt in T LS. Betrachten wir die lange
exakte Kohomologie-Sequenz
0 −→ TL(E,F )
j∗
−→ TL(E,G)
q∗
−→ TL(E,E) −→ Ext1
L
(E,F ) −→ . . . ,
so ist q∗ surjektiv, da nach Voraussetzung Ext1L(E,F ) = 0 gilt. Die Surjektivita¨t der Abbildung
q∗ bedeutet insbesondere, daß fu¨r die Identita¨t in E ein Operator R ∈ TL(E,G) existiert mit
q ◦R = idE .
′′(ii)⇒ (i)′′: Wir wa¨hlen eine injektive Auflo¨sung 0 −→ F
ι
−→ I0
ι0−→ I1
ι1−→ . . . fu¨r F in T LS. Um
Ext1
L
(E,F ) = 0 nachzuweisen, zeigen wir im folgenden, daß fu¨r alle A ∈ TL(F, I1) mit i1 ◦A = 0 ein
Operator B ∈ TL(F, I0) existiert, so daß A = i0 ◦B gilt. Aus i1 ◦A = 0 folgt imA ⊆ ker i1 = im i0.
Aufgrund der L-zahmen Exaktheit der injektiven Auflo¨sung ist 0 −→ F
ι
−→ I0
ι0−→ im ι0 −→ 0
exakt in T LS. Da die Kategorie T LS quasiabelsch ist, erhalten wir folgendes L-zahme kommutative
Diagramm mit L-zahm exakten Zeilen:
0 −→ F −→
ι
I0 −→
ι0
im ιo −→ 0
↑id ↑ ↑A
0 −→ F −→ Z −→ E −→ 0.
(10)
Nach Voraussetzung zerfa¨llt die untere Zeile in T LS. Damit existiert nach 1.1.31 ein Operator
B ∈ TL(E, I0) mit ι0 ◦B = A.
Unmittelbar aus der Proposition 2.1.17 und dem Satz 1.1.36 erhalten wir folgenden
Satz 2.1.18 Es sei E, F ∈ T LS. Die folgenden Aussagen sind a¨quivalent:
(a) Ext1
L
(E,F ) = 0.
(b) Fu¨r jede exakte Sequenz
0 −→ H
J
−→ G
Q
−→ E −→ 0
in T LS und jeden Operator φ ∈ TL(H,F ) existiert ein Operator ψ ∈ TL(G,F ) mit ψ ◦ J = φ.
(c) Fu¨r jede exakte Sequenz
0 −→ F
J
−→ G
Q
−→ H −→ 0
in T LS und jeden Operator φ ∈ TL(E,H) existiert ein Operator ψ ∈ TL(E,G) mit Q◦ψ = φ.
Zum Schluß dieses Abschnitts untersuchen wir Extk
L
(E,F ) im Fall, daß E ∈ T LS und F ein
L-zahm nuklearer Fre´chetraum ist. Mit der selben Beweisfu¨hrung wie in [V1] Theorem 1.3 und
Corollary 1.5 erhalten wir das folgende Lemma und die anschließende Proposition.
Lemma 2.1.19 Es sei E ∈ T LS und F ein L-zahm nuklearer Fre´chetraum.
Dann gilt Extk
L
(E,F ) = 0 fu¨r alle k ≥ 2.
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Beweis: Beachten wir die Bemerkung 2.1.11, so folgt aus der Proposition 2.1.10, daß eine kurze
L-zahm exakte Sequenz der Form
0 −→ F
j
−→
∏
n∈N
l∞
σ
−→
∏
n∈N
l∞ −→ 0
existiert. Nach dem Lemma 2.1.5 (b) ist die obige Sequenz eine injektive Auflo¨sung fu¨r F , woraus
offensichtlich die Behauptung folgt.
Proposition 2.1.20 Es sei E ∈ T LS und F ein L-zahm nuklearer Fre´chetraum, so daß
Ext1L(E,F ) = 0 gilt. Dann ist Ext
1
L(E,G) = 0 fu¨r jeden separierten L-zahmen Quotienten G von F.
Beweis: Da G ein separierter L-zahmer Quotient von F ist, erhalten wir eine kurze L-zahm exakte
Sequenz der Form 0 −→ H −→ F −→ G −→ 0, wobei H ein abgeschlossener L-zahmer Unterraum
von F ist. Mit dem Satz 2.1.16 erhalten wir den folgenden exakten Komplex:
· · · −→ Ext1L(E,F ) −→ Ext
1
L(E,G) −→ Ext
2
L(E,H) −→ . . . .
Einerseits gilt nach der Voraussetzung Ext1
L
(E,F ) = 0. Nach der Bemerkung 2.1.9 und dem Lemma
2.1.19 ist andererseits Ext2L(E,H) = 0. Damit gilt auch Ext
1
L(E,G) = 0, und es folgt die Behauptung.
2.2 Ein L-zahmer Splittingsatz
Im folgenden beweisen wir einen L-zahmen Splittingsatz in Anlehnung an die Ausfu¨hrungen von
Vogt in [V4].
Indem wir uns auf die wesentlichen Voraussetzungen, die fu¨r den Beweis notwendig sind, be-
schra¨nken, erhalten wir zuna¨chst die folgende Version des Lemmas 4.5 aus [V4]:
Lemma 2.2.1 Es seien E0, E1 und E2 bzw. F0, F1 und F2 Banachra¨ume. Weiter seien i
1
2 : E2 −→
E1 und i
1
0 : E1 −→ E0 mit i
2
0 := i
1
0◦i
2
1 bzw. j
1
2 : F2 −→ F1 und j
1
0 : F1 −→ F0 mit j
2
0 := j
1
0 ◦j
2
1 stetige
lineare Verbindungsabbildungen. Daru¨ber hinaus sei Bi := {y ∈ E
′
i : ‖y‖
∗
i ≤ 1} und Ui := {x ∈
Fi : ‖x‖i ≤ 1} fu¨r i = 0, 1, 2.Existieren reelle Folgen rk ր +∞, sk ր +∞ und positive monoton
wachsende Funktionen φ, ψ mit
∑
k∈N
rk
sk−1
< +∞ und
∑
n∈N
ψ(sk)
φ(rk)
< +∞, so daß
i2
′
1 B1 ⊂ rk i
2′
0 B0 +
1
φ(rk)
B2 und
j10U1 ⊂
1
sk
U0 + ψ(sk)j
2
0U2
fu¨r alle k ∈ N0 gilt, dann existiert fu¨r jedes ǫ > 0 ein C > 0, so daß fu¨r jede nukleare Abbildung
b : E1 −→ F1 mit ν(b) ≤ 1 nukleare Operatoren r0 : E0 −→ F0 mit ν(r0) ≤ ǫ und r2 : E2 −→ F2
mit ν(r2) ≤ C existieren, so daß j
1
0 ◦ b ◦ i
2
1 = r0 ◦ i
2
0 + j
2
0 ◦ r2 gilt.
Fu¨r den Beweis der Aussage (a) des anschließenden Lemmas verweisen wir auf [MV] Lemma
29.13. Die Aussage (b) folgt a¨hnlich unter Beru¨cksichtigung des Bipolarensatzes.
Lemma 2.2.2 Es sei E ein K-Vektorraum und ‖ · ‖0 ≤ ‖ · ‖1 ≤ ‖ · ‖2 Halbnormen auf E. Weiter
sei Ui := {x ∈ E : ‖x‖i ≤ 1} bzw. Bi := {y ∈ (E, ‖ · ‖i)
′ : ‖y‖∗i ≤ 1} fu¨r i = 0, 1, 2 und 0 < θ < 1.
(a) Die folgenden Aussagen sind a¨quivalent:
(i) Es existiert ein C > 0, so daß ‖ · ‖∗1 ≤ C‖ · ‖
∗1−θ
0 ‖ · ‖
∗θ
2 auf (E, ‖ · ‖0)
′ gilt.
(ii) Es existiert ein C > 0, so daß ‖ · ‖∗1 ≤ C(s‖ · ‖
∗
0+ s
1− 1
θ ‖ · ‖∗2) fu¨r alle s > 0 auf (E, ‖ · ‖0)
′
gilt.
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(r
k(n)
n )n∈N ∈
∏
n∈N L(Ek(n), Fn) existiert, so daß r
k(n)
n ◦ i
k(n+1)
k(n) − j
n+1
n ◦ r
k(n+1)
n+1 = b
l(n+1)
n ◦ i
k(n+1)
l(n+1)
fu¨r alle n ∈ N gilt, dann zerfa¨llt die Sequenz L-zahm.
Beweis: Es sei (Gn, g
m
n )n,m∈N das Spektrum der lokalen Banachra¨ume auf G. Dann erhalten wir
zuna¨chst folgendes kommutative Diagramm mit exakten Zeilen
0 −→ F˜1 −→
J˜1
G1 −→
Q˜1
E˜1 → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ F˜n −→
J˜n
Gn −→
Q˜n
E˜n → 0
↑˜n+1n ↑g
n+1
n ↑ı˜
n+1
n
0 −→ F˜n+1 −→
J˜n+1
Gn+1 −→
Q˜n+1
E˜n+1 → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ F −→
J
G −→
Q
E → 0,
wobei F˜n := gn(J(F ))
Gn
fu¨r n ∈ N isometrisch isomorph zum lokalen Banachraum von J(F )
bezu¨glich der von G induzierten Halbnorm ‖ ·‖n auf J(F ) und E˜n := Gn/gn(J(F ))
Gn
fu¨r n ∈ N iso-
metrisch isomorph zum lokalen Banachraum von G/J(F ) bezu¨glich der von der Halbnorm ‖ · ‖n auf
G induzierten Quotientenhalbnorm auf G/J(F ) ist. Da J bezu¨glich l ∈ L ein L-zahmer Homomor-
phismus ist, folgt, daß stetige Abbildungen S
l(n)
n : F˜l(n) −→ Fn und T
l(n)
n : Fl(n) −→ F˜n existieren,
so daß S
l(n)
n ◦ ˜l(n) = jn und T
l(n)
n ◦ jl(n) = ˜n gilt. Da ˜n(F ) = F˜n und jn(F ) = Fn fu¨r alle n ∈ N
gilt, folgt jmn ◦ S
l(m)
m = S
l(n)
n ◦ ˜
l(m)
l(n) und ˜
m
n ◦ T
l(m)
m = T
l(n)
n ◦ j
l(m)
l(n) fu¨r alle m > n. Da Q bezu¨glich
l ∈ L ein L-zahmer Homomorphismus ist, folgt, daß stetige Abbildungen B
l(n)
n : E˜l(n) −→ En und
A
l(n)
n : El(n) −→ E˜n existieren, so daß B
l(n)
n ◦ ı˜l(n) = in und A
l(n)
n ◦ il(n) = ı˜n gilt. Da ı˜n(E) = E˜n
und in(E) = En fu¨r alle n ∈ N gilt, folgt i
m
n ◦B
l(m)
m = B
l(n)
n ◦ ı˜
l(m)
l(n) und ı˜
m
n ◦A
l(m)
m = A
l(n)
n ◦ i
l(m)
l(n) fu¨r
alle m ≥ n.
Wir behandeln zuna¨chst den Fall, daß E L-zahm nuklear ist. Dann erhalten wir unter Anwen-
dung der Proposition 1.1.43 (a) ein Spektrum (G˜n, g˜
m
n )n,m∈N von Banachra¨umen und folgendes
kommutative Diagramm mit exakten Zeilen:
0 −→ F1 −→
J1
G˜1 −→
Q1
E˜l(1) → 0
↑ ↑ ↑
...
...
...
↑ ↑ ↑
0 −→ Fn −→
Jn
G˜n −→
Qn
E˜l(n) → 0
↑jn+1n ↑g˜n+1n ↑ı˜
l(n+1)
l(n)
0 −→ Fn+1 −→
Jn+1
G˜n+1 −→
Qn+1
E˜l(n+1) → 0
↑ ↑ ↑
...
...
... .
(15)
Daru¨ber hinaus erhalten wir mit Hilfe der Proposition 1.1.43 (a) fu¨r alle n ∈ N stetige Abbildungen
p
l(n)
n : Gl(n) −→ G˜n und v
l(n)
n : G˜l(n) −→ Gn mit v
l(n)
n ◦ p
l2(n)
l(n) = g
l2(n)
n bzw. p
l(n)
n ◦ v
l2(n)
l(n) = g˜
l2(n)
n
und g˜n+1n ◦ p
l(n+1)
n+1 = p
l(n)
n ◦ g
l(n+1)
l(n) bzw. v
l(n)
n ◦ g˜
l(n+1)
l(n) = g
n+1
n ◦ v
l(n+1)
n+1 fu¨r alle n ∈ N. Weiter gilt
Q˜n ◦ v
l(n)
n = ı˜
l2(n)
n ◦Ql(n) fu¨r alle n ∈ N. Wir betrachten nun fu¨r n ∈ N das folgende kommutative
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Bemerkung 2.2.9 Es seien E,F ∈ T LS.
(a) Es sei A ⊂ E ein L-zahmer Unterraum von E. Weiter sei G ⊂ F ein Unterraum und F/G ein
L-zahmer Quotient von F . Genu¨gen E und F der Eigenschaft (17) und (18), so erfu¨llen auch A und
F/G die Eigenschaft (17) und (18). Denn fu¨r alle k ∈ N und y ∈ (F/G, ‖·‖∧k )
′ ist ‖y‖∧
∗
k = ‖y◦q‖
∗
k|G◦ ,
wobei q die Quotientenabbildung auf F/G und G◦ die Polare von G in (F, ‖ · ‖k)
′ bezeichnet.
(b) Es seien E = Λ0(α) und F = Λ0(β) Potenzreihenra¨ume endlichen Typs, versehen mit den
Normen ‖(xj)j∈N‖
2
k :=
∑∞
j=1 |xj |
2 exp(−
2αj
k
) bzw. ‖(xj)j∈N‖
2
k :=
∑∞
j=1 |xj |
2 exp(−
2βj
k
) fu¨r k ∈ N.
Weiter sei L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃b∈N∀n∈N : l(n) ≤ n+ b} oder
L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n + 1) und ∃a,b∈N∀n∈N : l(n) ≤ an + b}. Dann gilt stets ‖ · ‖
∗
n ≤
‖ · ‖∗
θn
n+1‖ · ‖
∗1−θn
n−1 fu¨r θn =
n+1
2n auf F . Ist nun l ∈ L, so wa¨hlen wir k ≥ l mit k(n) = n + b fu¨r
b ∈ N bzw. k(n) = an + b fu¨r a, b ∈ N, und wir erhalten ‖ · ‖k(n+1) ≤ ‖ · ‖
τn
k(n+2)‖ · ‖
1−τn
k(n) fu¨r
τn =
k(n+2)
k(n+1)
k(n+1)−k(n)
k(n+2)−k(n) <
n+1
2n auf E. Damit genu¨gen E und F der Bedingung (17) und (18) fu¨r
m = id.
(c) Es sei Λ0(α) ein nuklearer Potenzreihenraum endlichen Typs. Λ0(α) ist genau dann nuklear,
falls
∑
j∈N exp(−αjt) < +∞ fu¨r alle t > 0 gilt (siehe [MV] Satz 29.6 (2)). Betrachten wir fu¨r
k ∈ N den zu Λ0(α) assoziierten lokalen Hilbertraum Λ
(k)
0 (α) = {x := (xn)n∈N ∈ K
N : ‖x‖2k :=∑
j∈N |xj |
2 exp(
−2αj
k
) < +∞}, dann ist die Einbettung ik+1k : Λ
(k+1)
0 (α) →֒ Λ
(k)
0 (α) fu¨r alle k ∈ N
nuklear. Denn bezeichnet ej den j-ten Einheitsvektor, so gilt i
k+1
k (·) =
∑
j∈N〈·, ej〉k+1‖ej‖
−2
k+1ej und∑
j∈N
‖ej‖k
‖ej‖k+1
=
∑
j∈N exp(−αj(
1
k
− 1
k+1 )). Damit ist jeder nukleare Potenzreihenraum endlichen
Typs Λ0(α) schon L-zahm nuklear.
Beachten wir, daß aus Ext1L(E,F ) = 0 fu¨r E,F ∈ T
LS stets Ext1L(G,H) = 0 fu¨r jeden zu E
bzw. F L-zahm isomorphen L-zahmen Raum G bzw. H folgt, so erhalten wir unmittelbar aus dem
Satz 2.2.8 und den Bemerkungen 2.1.9 und 2.2.9 das folgende
Korollar 2.2.10 Es sei L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃b∈N∀n∈N : l(n) ≤ n+ b} oder
L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃a,b∈N∀n∈N : l(n) ≤ an+ b}.
Weiter sei E ein Fre´chetraum, der L-zahm isomorph zu einem Unterraum eines (nuklearen) Po-
tenzreihenraumes endlichen Typs und F ein Fre´chetraum, der L-zahm isomorph zu einem Quotien-
ten eines nuklearen (nicht notwendig nuklearen) Potenzreihenraumes endlichen Typs ist. Dann gilt
Ext1
L
(E,F ) = 0.
Ein analoges Resultat wie in 2.2.10 erzielten Poppenberg und Vogt im Fall von zahm bzw.
linear-zahm exakten Sequenzen von Fre´chet-Hilbertra¨umen, indem Sie in [PV1] Theorem 6.1 und
[PV2] Theorem 6.1 einen zu 2.2.8 a¨hnlichen Splittingsatz fu¨r Fre´chet-Hilbertra¨ume nachwiesen. Der
nukleare Fall wurde neben Vogt in [V4] auch von Nyberg in [N1] und [N2] untersucht. Abschließend
verweisen wir noch auf das Splittingresultat in [P1] Theorem 4.2 fu¨r Ko¨thera¨ume λ1(A), dessen
Formulierung nicht auf zahm und linear zahm eingeschra¨nkt ist, sondern sich an einen allgemeineren
Rahmen ha¨lt, was unserem Ansatz nahe steht.
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3 Die Kategorie der gradierten L-zahmen Ra¨ume
3.1 Einfu¨hrung
Die Objekte in der Kategorie der gradierten L-zahmen Ra¨ume sind alle Vektorra¨ume E, versehen
mit einer Familie (Hk)k∈N von Halbnormensystemen, so daß Hk := (‖ · ‖k,s)s∈N fu¨r alle k ∈ N
monoton wachsend ist und die Identita¨t (E,Hk+1) →֒ (E,Hk) fu¨r alle k ∈ N ein L-zahmer Operator
ist. In diesem Fall schreiben wir Hk+1 ⊃ Hk fu¨r k ∈ N und bezeichnen (E, (Hk)k∈N) als gradierten
L-zahmen Raum. Wir setzen BEk,s := {x ∈ E : ‖x‖k,s ≤ 1}.
Fu¨r die von den Identita¨ten (E −→ (E,Hk))k∈N induzierte Initialtopologie auf E schreiben wir
∪k∈NHk. Ein monoton wachsendes Fundamentalsystem von Halbnormen bezu¨glich der Topologie
∪k∈NHk ist (maxj≤k ‖·‖j,k)k∈N. Im folgenden bezeichnen wir (E, (Hk)k∈N) als gradierten L-zahmen
Fre´chetraum, falls (E,∪k∈NHk) ein Fre´chetraum ist.
Die Morphismen zwischen zwei Objekten (E, (HEk )k∈N) und (F, (H
F
k )k∈N) sind alle linearen Ab-
bildungen T : E −→ F , so daß fu¨r alle k ∈ N ein m ∈ N existiert, so daß T : (E,HEm) −→ (F,H
F
k )
ein L-zahmer Operator ist. Da Hk+1 ⊃ Hk fu¨r alle k ∈ N gilt, ko¨nnen wir ohne Einschra¨nkung der
Allgemeinheit von m > k ausgehen. Wir bezeichnen dann T als gradierten L-zahmen Operator und
schreiben T ∈ TLg (E,F ). Zusammen mit der u¨blichen Verknu¨pfung, Addition und skalaren Multipli-
kation von Operatoren ist TLg (E,F ) fu¨r alle gradierten L-zahmen Ra¨ume E und F ein Vektorraum,
und wir erhalten insgesamt die additive Kategorie g-T LS der gradierten L-zahmen Ra¨ume.
Es sei (E, (Hk)k∈N) ∈ g-T
LS und A ⊂ E ein linearer Teilraum. Wir bezeichnen A, versehen mit
(Hk|A)k∈N, als gradierten L-zahmen Unterraum von E und (E/A, (Hˆk)k∈N), wobei Hˆk := (‖·‖
∧
k,s)s∈N
das von den Halbnormen (‖ · ‖k,s)s∈N auf E induzierte System von Quotientenhalbnormen bezeich-
net, als gradierten L-zahmen Quotienten von E. Fu¨r jeden gradierten L-zahmen Unterraum A von
E sind dann offensichtlich die Einbettung A →֒ E und die Quotientenabbildung E −→ E/A gra-
dierte L-zahme Operatoren. Daraus folgt wie im Fall der Kategorie der L-zahmen Ra¨ume, daß
T ∈ TLg (E,F ) genau dann ein Monomorphismus bzw. Epimorphismus in g-T
LS ist, falls T injektiv
bzw. surjektiv ist.
T ∈ TLg (E,F ) ist genau dann ein gradierter L-zahmer Isomorphismus, falls T bijektiv ist und
falls fu¨r alle k ∈ N ein m ∈ N existiert, so daß ein l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0
existiert mit ‖x‖k,s ≤ Cs‖T (x)‖m,l(s) fu¨r alle x ∈ E. Denn die an T gestellte Bedingung ist offen-
sichtlich a¨quivalent zu der gradierten L-Zahmheit der Umkehrabbildung.
Es sei T ∈ TLg (E,F ) und A ⊃ T (E) ein gradierter L-zahmer Unterraum von F . Dann ist auch
T : E −→ A ein gradierter L-zahmer Operator. Ist A ⊆ T−1(0) ein gradierter L-zahmer Unterraum
von E und bezeichnet q die Quotientenabbildung von E auf E/A, dann ist aufgrund der gradierten
L-Zahmheit von T auch die Abbildung Tˆ : E/A −→ F mit T = Tˆ ◦ q ein gradierter L-zahmer
Operator. Damit ist offensichtlich die Einbettung T−1(0) →֒ E Kern und die Quotientenabbildung
F −→ F/T (E) Kokern von T . Entsprechend ist die Einbettung T (E) →֒ F Bild und die Quotien-
tenabbildung E −→ E/T−1(0) Kobild von T .
Wir verwenden im folgenden fu¨r den Kern und Kokern bzw. fu¨r das Bild und Kobild von T ∈
TL(E,F ) in Einklang mit dem Kapitel 1 die Bezeichnung kerT und cokerT bzw. imT und coimT .
Betrachten wir nun die von T induzierte Abbildung Tˆ : E/T−1(0) −→ T (E) zwischen Kobild
und Bild von T mit T |E−→T (E) = Tˆ ◦ q, so ist Tˆ stets ein Bimorphismus in g-T
LS. Tˆ ist genau dann
ein Isomorphismus in g-T LS, falls fu¨r alle k ∈ N ein m ∈ N existiert, so daß ein l ∈ L existiert, so
daß fu¨r alle s ∈ N ein Cs > 0 existiert mit ‖y‖k,s ≤ Cn‖Tˆ y‖m,l(s) fu¨r alle y ∈ E/T
−1(0). Damit ist
T genau dann ein gradierter L-zahmer Homomorphismus, falls fu¨r alle k ∈ N ein m ∈ N existiert, so
daß fu¨r ein l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0 existiert mit ‖q(x)‖k,s ≤ Cs‖T (x)‖m,l(s)
fu¨r alle x ∈ E. Das bedeutet T ∈ TLg (E,F ) ist genau dann ein gradierter L-zahmer Homomorphis-
mus, falls fu¨r alle k ∈ N ein m ∈ N existiert, so daß T : (E,HEk ) −→ (F,H
F
m) L-zahm offen auf sein
Bild ist. DaHk ⊂ Hk+1 gilt, ko¨nnen wir ohne Einschra¨nkung der Allgemeinheit vonm > k ausgehen.
Im folgenden wollen wir die Existenz von Produkten in der Kategorie g-T LS nachweisen. Da-
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zu sei ((En, (H
n
k )k∈N))n∈N eine abza¨hlbare unendliche Folge von Objekten in g-T
LS. Wir setzen∏
n≤kH
n
k := (maxn≤k ‖ · ‖
n
k,s)s∈N fu¨r k ∈ N. Da das Halbnormensystem H
n
k fu¨r alle k, n ∈ N
monoton wachsend ist, ist auch
∏
n≤kH
n
k fu¨r alle k ∈ N monoton wachsend. Um nachzuweisen,
daß die Identita¨t (
∏
n∈N En,
∏
n≤k+1 H
n
k+1) →֒ (
∏
n∈N En,
∏
n≤kH
n
k ) fu¨r alle k ∈ N L-zahm ist,
beachten wir, daß die Identita¨ten (En, H
n
k+1) →֒ (En, H
n
k ) fu¨r alle n, k ∈ N L-zahm sind. Auf-
grund der Existenz des endlichen L-zahmen Produktes folgt damit die L-Zahmheit der Identita¨t
(
∏
n≤k En,
∏
n≤kH
n
k+1) →֒ (
∏
n≤k En,
∏
n≤kH
n
k ) fu¨r alle k ∈ N. Das bedeutet, daß fu¨r alle k ∈ N
ein lk ∈ N existiert, so daß fu¨r alle s ∈ N ein Ck,s > 0 existiert, so daß maxn≤k ‖xn‖
n
k,s ≤
Ck,smaxn≤k ‖xn‖
n
k+1,l(s) ≤ Ck,smaxn≤k+1 ‖xn‖
n
k+1,l(s) fu¨r alle (xn)n∈N ∈
∏
n∈N En. Damit gilt∏
n≤k+1 H
n
k+1 ⊃
∏
n≤kH
n
k , und insgesamt ist das abza¨hlbare unendliche Produkt
∏
n∈N En verse-
hen mit (
∏
n≤kH
n
k )k∈N ein Objekt in g-T
LS.
Die natu¨rlichen Projektionen πn : (
∏
n∈N En,
∏
n≤mH
n
m) −→ (En, H
n
m) sind fu¨r alle n ∈ N und
m ≥ n L-zahme Operatoren, denn nach Abschnitt 2 ist πn : (
∏m
n=1 En,
∏
n≤mH
n
m) −→ (En, H
n
m)
fu¨r alle n ≤ m L-zahm. Da Hnk+1 ⊃ H
n
k fu¨r alle k, n ∈ N gilt, ist die Identita¨t (En, H
n
m) →֒ (En, H
n
k )
fu¨r alle n, k ∈ N und alle m ≥ k ein L-zahmer Operator. Wa¨hlen wir nun zu n, k ∈ N ein m ≥ n, k,
so ist die Projektion πn : (
∏
n∈N En,
∏
n≤mH
n
m) −→ (En, H
n
m) →֒ (En, H
n
k ) ein L-zahmer Ope-
rator und damit πn : (
∏
n∈N En, (
∏
n≤kH
n
k )k∈N) −→ (En, (H
n
k )k∈N) fu¨r alle n ∈ N ein gradierter
L-zahmer Operator.
Es sei F ∈ g-T LS und gn ∈ T
L
g (F,En) fu¨r n ∈ N. Weiter sei k ∈ N. Fu¨r n = 1, . . . , k existiert
ein mn ∈ N, so daß gn : (F,H
F
mn
) −→ (En, H
n
k ) L-zahm ist. Da H
F
k+1 ⊃ H
F
k fu¨r alle k ∈ N
gilt, ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit von m1 = . . . = mk =: m ausgehen. Da in
der Kategorie T LS endliche Produkte existieren, ist damit die Abbildung (gn)n≤k : (F,H
F
m) −→
(
∏
n≤k En,
∏
n≤kH
n
k ) ein L-zahmer Operator. Das bedeutet, daß ein l ∈ L existiert, so daß fu¨r
alle s ∈ N ein Cs > 0 existiert, so daß maxn≤k ‖gn(x)‖
n
k,s ≤ Cs‖x‖
F
m,l(s) fu¨r alle x ∈ F . Damit
ist g : (F, (HFk )k∈N) −→ (
∏
n∈N En, (
∏
n≤kH
n
k )k∈N) ein gradierter L-zahmer Operator. Wir halten
fest: Eine lineare Abbildung g : (F, (HFk )k∈N) −→ (
∏
n∈N En, (
∏
n≤kH
n
k )k∈N) ist genau dann ein
gradierter L-zahmer Operator, falls πn ◦ g ∈ T
L
g (F,En) fu¨r alle n ∈ N gilt.
Im Gegensatz zu der Kategorie T LS der L-zahmen Ra¨ume erhalten wir also in der Kategorie g-T LS
der gradierten L-zahmen Ra¨ume die folgende
Proposition 3.1.1 Die Kategorie g-T LS besitzt abza¨hlbar unendliche Produkte.
Das abza¨hlbar unendliche gradierte L-zahme Produkt bezeichnen wir im folgenden mit TLg -
∏
n∈N En.
In Anlehnung an die in [DV] Sec. 2 definierte konstante Gradierung setzen wir folgendes fest: Es
sei (E, (‖ ·‖s)s∈N) ein L-zahmer Vektorraum. Versehen wir E mit der konstanten Folge des Halbnor-
mensystems H := (‖ · ‖s)s∈N), so erhalten wir einen gradierten L-zahmen Vektorraum (E, (H)k∈N),
den wir im folgenden mit Ec bezeichnen. Das von (Ecn)n∈N induzierte gradierte L-zahme Produkt
(
∏
n∈N En, (
∏
n≤kHn)k∈N) mit
∏
n≤kHn := (maxn≤k ‖ · ‖
n
s )s∈N bezeichnen wir mit gL-
∏
n∈N En.
In der Kategorie g-T LS existiert also insbesondere das endliche Produkt. Im folgenden verstehen
wir unter dem endlichen Produkt stets (
∏
n≤N En, (
∏
n≤N H
n
k )k∈N) mit
∏
n≤N H
n
k := (maxn≤N ‖ ·
‖nk,s)s∈N. Wir bezeichnen das endliche gradierte L-zahme Produkt mit T
L
g -
∏
n≤N En und im Fall
N = 2 mit E1 ×
L
g E2. Weiter gilt:
Bemerkung 3.1.2 Es sei Tn ∈ T
L
g (En, Fn) fu¨r n ∈ N. Dann ist der Operator T := (Tn ◦ πn)n∈N :
TLg -
∏
n∈N En −→ T
L
g -
∏
n∈N Fn ein gradierter L-zahmer Operator, denn offensichtlich gilt πn ◦ T =
Tn ◦ πn fu¨r alle n ∈ N. Sind die Operatoren (Tn)n∈N gradierte L-zahme Homomorphismen, so ist
auch der Operator T ein gradierter L-zahmer Homomorphismus. Denn sei k ∈ N, dann existiert
ohne Beschra¨nkung der Allgemeinheit ein m ≥ k, so daß Tn : (En, H
n
k ) −→ (Fn, H
n
m) fu¨r alle
n = 1, . . . , k L-zahm offen auf sein Bild ist. Mit der Bemerkung 2.1.2 ist dann (Tn ◦ πn)n≤k :
(
∏
n≤k Ek,
∏
n≤kH
n
k ) −→ (
∏
n≤k Fk,
∏
n≤kH
n
m) L-zahm offen aufs Bild. Das bedeutet, daß ein
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l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0 existiert, so daß inf(zn)n≤k∈ker(Tn)n≤k maxn≤k ‖xn +
zn‖
n
k,s ≤ Csmaxn≤k ‖Tn(xn)‖
n
m,l(s) ≤ Csmaxn≤m ‖Tn(xn)‖
n
m,l(s) fu¨r alle (xn)n∈N ∈
∏
n∈N En gilt.
Ist (zn)n≤k ∈ ker(Tn)n≤k, so gilt (z1, . . . , zk, 0, 0, . . . ) ∈ kerT . Damit ist also der Operator
T : (
∏
n∈N En,
∏
n≤kH
n
k ) −→ (
∏
n∈N En,
∏
n≤mH
n
m) L-zahm offen aufs Bild, und es folgt die Be-
hauptung.
Lemma 3.1.3 Fu¨r jedes injektive Objekt (I, (‖·‖s)s∈N) in der Kategorie T
LS der L-zahmen Ra¨ume
ist Ic ein injektives Objekt in der Kategorie g-T LS der gradierten L-zahmen Ra¨ume.
Beweis: Es sei T ∈ TLg (E, I
c) und i ∈ TLg (E,F ) ein injektiver gradierter L-zahmer Homomorphis-
mus. Dann existiert ein m ∈ N, so daß T : (E,Hm) −→ (I, (‖ · ‖s)s∈N) ein L-zahmer Operator ist,
und zu m existiert ein r ∈ N, so daß i : (E,Hm) −→ (F,Hr) L-zahm offen aufs Bild ist. Das Lemma
2.1.12 impliziert dann die Existenz eines L-zahmen Operators Tˆ : (F,Hr) −→ (I, (‖ · ‖s)s∈N) mit
Tˆ ◦ i = T . Damit ist Tˆ : F −→ Ic schon ein gradierter L-zahmer Operator.
Proposition 3.1.4 Die Kategorie g-T LS besitzt genu¨gend viele injektive Objekte.
Beweis: Es sei E ∈ g-T LS. Da die Kategorie T LS genu¨gend viele injektive Objekte besitzt, exi-
stiert fu¨r alle n ∈ N ein injektives Objekt (In, Hn) ∈ T
LS mit Hn := (‖ · ‖
n
s )s∈N und ein injek-
tiver L-zahmer Homomorphismus Jn : (E,H
E
n ) −→ (In, Hn). Betrachten wir nun (In, Hn) und
(E,HEn ) =: En als gradierten L-zahmen Raum, so ist Jn ein injektiver gradierter L-zahmer Ho-
momorphismus. Unter Beru¨cksichtigung der Bemerkung 3.1.2 ist damit auch der Operator J :=
(Jn)n∈N : gL-
∏
n∈N En −→ gL-
∏
n∈N In ein injektiver gradierter L-zahmer Homomorphismus. Wir
setzen i : (E, (HEn )n∈N) −→ gL-
∏
n∈N En mit i(x) := (x)n∈N. Die Abbildung i ist offensichtlich
injektiv. Da πn ◦ i = id : (E, (H
E
n )n∈N) −→ (E,H
E
n ) gilt, ist i ein gradierter L-zahmer Operator. Da
stets ‖x‖k,s ≤ maxn≤m ‖x‖n,s fu¨r alle m ≥ k gilt, folgt, daß i : (E,H
E
k ) −→ (
∏
n∈N En,
∏
n≤k+1 Hn)
fu¨r alle k ∈ N L-zahm offen aufs Bild ist. Also ist insgesamt i ∈ TLg (E, gL-
∏
n∈N En) ein gradierter
L-zahmer Homomorphismus. Da die Komposition zweier injektiver gradierter L-zahmer Homomor-
phismen wieder ein injektiver gradierter L-zahmer Homomorphismus ist, folgt schließlich mit J ◦ i
unter Beachtung des Lemmas 1.2.3 und 3.1.3 die Behauptung.
Lemma 3.1.5 Es sei (F, (Hk)k∈N) ein gradierter L-zahmer Fre´chetraum und (Fn, j
k
n)n,k∈N ein L-
zahmes projektives Spektrum von Fre´chetra¨umen. Weiter sei (jn : F −→ Fn)n∈N eine Familie
linearer Abbildungen, so daß fu¨r alle n ∈ N ein ν ∈ N existiert, so daß jn : (F,Hν) −→ Fn ein
L-zahmer Operator ist und jkn ◦ jk = jn fu¨r alle k ≥ n gilt. Daru¨ber hinaus existiere fu¨r alle n ∈ N
ein m ∈ N mit jmn (Fm) ⊂ jn(F )
Fn
. Existiert fu¨r alle k ∈ N ein r ∈ N, so daß ein l ∈ L existiert, so
daß fu¨r alle s ∈ N ein Cs > 0 existiert, so daß j
−1
r (B
Fr
l(s)) ⊂ CsB
F
k,s gilt, dann ist die kurze Sequenz
0 −→ (F, (Hk)k∈N)
j
−→ gL-
∏
n∈N
Fn
σ
−→ gL-
∏
n∈N
Fn −→ 0
mit j(x) := (jn(x))n∈N und σ((xn)n∈N) := (xn − j
n+1
n (xn+1))n∈N gradiert L-zahm exakt.
Beweis: Offensichtlich implizieren die Voraussetzungen (F,∪k∈NHk) = proj←k Fk im topologischen
Sinne, wobei wir proj←k Fk als Unterraum des topologischen Produkts
∏
n∈N Fn auffassen. Damit
gilt im j = kerσ. Da fu¨r alle n ∈ N einm ∈ N existiert mit jmn (Fm) ⊂ jn(F )
Fn
, folgt die Surjektivita¨t
der Abbildung σ. Da fu¨r alle n ∈ N ein ν ∈ N existiert, so daß jn : (F,Hν) −→ Fn ein L-zahmer
Operator ist, folgt die gradierte L-Zahmheit der Abbildungen jn : (F, (Hk)k∈N) −→ Fn. Insgesamt
erhalten wir, daß j ∈ TLg (F, gL-
∏
n∈N Fn) gilt. Da die Abbildungen j
m
k : Fm −→ Fk fu¨r alle m ≥ k
L-zahme Operatoren und die Projektionen πk fu¨r alle k ∈ N gradierte L-zahme Operatoren sind, ist
der Operator πk ◦ σ = πk − j
k+1
k ◦ πk+1 : gL-
∏
n∈N Fn −→ Fk fu¨r alle k ∈ N gradiert L-zahm, und
damit gilt insgesamt σ ∈ TLg (gL-
∏
n∈N Fn, gL-
∏
n∈N Fn).
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Im folgenden bezeichnen wir das Halbnormensystem Nk auf Fk mit (‖ · ‖
k
s)s∈N und setzen B
k
s :=
{(xn)n∈N ∈
∏
n∈N Fn : maxj≤k ‖xj‖
j
s ≤ 1}. Nach Voraussetzung existiert fu¨r alle k ∈ N ein r ∈ N,
so daß ein l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0 existiert, so daß j
−1
r (B
Fr
l(s)) ⊂ CsB
F
k,s
gilt. Daraus folgt: j(CsB
F
k,s) ⊃ j(j
−1
r (B
Fr
l(s))) ⊃ B
r
l(s) ∩ im j. Damit ist j ein gradierter L-zahmer
Homomorphismus.
Um nachzuweisen, daß die Abbildung σ ein gradierter L-zahmer Homomorphismus ist, wa¨hlen wir
zuna¨chst zu k ∈ N ein m ∈ N, so daß jmk (Fm) ⊂ jk(F )
Fk
gilt. Im folgenden wollen wir nachweisen,
daß dann σ : (
∏
n∈N Fn,
∏
n≤kNn) −→ (
∏
n∈N Fn,
∏
n≤mNn) L-zahm offen ist. Da nach Voraus-
setzung die Abbildungen jµk fu¨r alle k, µ ∈ N L-zahm sind, ko¨nnen wir ohne Einschra¨nkung der
Allgemeinheit davon ausgehen, daß ein l˜ ∈ L existiert, so daß fu¨r alle s ∈ N ein C˜s > 0 existiert,
so daß ‖jn+1n (·)‖
n
s ≤ C˜s‖ · ‖
n+1
l˜(s)
fu¨r alle n = 1, . . . ,m − 1 gilt. Nun du¨rfen wir l˜ ≥ id anneh-
men, also erhalten wir, indem wir l := l˜m setzen, daß fu¨r alle s ∈ N ein Cs > 0 existiert, so daß
‖jµn(·)‖
n
s ≤ Cs‖ · ‖
µ
l(s) fu¨r alle 1 ≤ n < µ ≤ m gilt. Es sei s ∈ N. Weiter sei (xn)n∈N ∈
∏
n∈N Fn und
ǫ > 0. Wir wa¨hlen z ∈ F mit ‖jmk (xm)− jk(z)‖
k
l(s) ≤ ǫ. Dann gilt: ‖xn − jn(z)‖
n
s ≤
∑m−1
µ=n ‖j
µ
nxµ −
jµ+1n (xµ+1)‖
n
s + ‖j
m
n (xm)− jn(z)‖
n
s ≤
∑m−1
µ=n Cs‖xµ − j
µ+1
µ (xµ+1)‖
µ
l(s) + Cs‖j
m
k (xm) − jk(z)‖
k
l(s) ≤
mCsmax
m
µ=1 ‖xµ − j
µ+1
µ (xµ+1)‖
µ
l(s) + Csǫ fu¨r alle 1 ≤ n ≤ k. Da stets (jn(z))n∈N ∈ kerσ fu¨r alle
z ∈ F ist und ǫ > 0 beliebig wa¨hlbar ist, erhalten wir insgesamt, daß ein l ∈ L existiert, so daß fu¨r alle
s ∈ N ein C˜s > 0 existiert mit inf(zn)n∈N∈kerσmax
k
n=1 ‖xn − zn‖
n
s ≤ C˜smax
m
µ=1 ‖xµ − j
µ+1
µ xµ+1‖
µ
l(s)
fu¨r alle (xn)n∈N ∈
∏
n∈N Fn. Damit ist σ ein gradierter L-zahmer Homomorphismus, und es folgt
die Behauptung.
Bemerkung 3.1.6 Es sei (F, (Hk)k∈N) ein gradierter L-zahmer Fre´chetraum. Fu¨r k ∈ N betrach-
ten wir den zu (F,Hk) separierten Quotienten (F,Hk)/ 0
Hk . Wir bezeichnen mit (Fk, H˜k) seine
Vervollsta¨ndigung, wobei H˜k die Fortsetzung des Halbnormensystems bestehend aus den von Hk
induzierten Quotientenhalbnormen auf F/ 0
Hk bezeichnet. Betrachten wir nun die Abbildungen
jk : F −→ Fk mit x 7→ x+ 0
Hk und jmk : Fm −→ Fk mit x+ 0
Hm
7→ x+ 0
Hk fu¨r k ∈ N und m ≥ k,
so erhalten wir ein projektives Spektrum von Fre´chetra¨umen mit jmk ◦ jm = jk fu¨r alle m ≥ k und
jk(F )
Fk
= Fk fu¨r alle k ∈ N. Aus ‖x‖k,s = infz∈0Hk ‖x+ z‖k,s = ‖jk(x)‖k,s fu¨r alle k, s ∈ N und alle
x ∈ F , folgt daß die Abbildungen jk : (F,Hk) −→ (Fk, H˜k) fu¨r alle k ∈ N L-zahme Homomorphis-
men sind. Da Hk+1 ⊃ Hk fu¨r alle k ∈ N gilt, sind die Abbildungen j
m
k : Fm −→ Fk fu¨r alle m ≥ k
L-zahm. Das auf diese Weise erzeugte L-zahme Spektrum von Fre´chetra¨umen bezeichnen wir im
folgenden als das Spektrum der lokalen Fre´chetra¨ume von F .
Das Lemma 3.1.5 zusammen mit der Bemerkung 3.1.6 liefert fu¨r gradierte L-zahme Fre´chetra¨ume
die Existenz einer kanonischen Auflo¨sung, welche wir im folgenden Korollar festhalten:
Korollar 3.1.7 Es sei (F, (Hk)k∈N) ein gradierter L-zahmer Fre´chetraum. Dann existiert ein L-
zahmes projektives System (Fn, j
m
n )n,m∈N von Fre´chetra¨umen und eine Familie L-zahmer Operatoren
(jn : (F,Hn) −→ Fn)n∈N, so daß Fn = jn(F )
Fn
fu¨r alle n ∈ N gilt und die kurze Sequenz
0 −→ (F, (Hk)k∈N)
j
−→ gL-
∏
n∈N
Fn
σ
−→ gL-
∏
n∈N
Fn −→ 0
mit j(x) := (jn(x))n∈N und σ((xn)n∈N) := (xn − j
n+1
n (xn+1))n∈N gradiert L-zahm exakt ist.
Bemerkung 3.1.8 Wir wollen nun den Bezug zu Doman´ski und Vogt in [DV] eingefu¨hrten Defi-
nition eines gradierten Fre´chetraumes erla¨utern. Dazu sei ((Ek, i
m
k )k,m∈N, (ik)k∈N) ein festes Spek-
trum aus einer A¨quivalenzklasse projektiver Spektren aus Fre´chetra¨umen auf einem Fre´chetraum
E im Sinne von Doman´ski und Vogt, wobei wir fu¨r k ∈ N den Fre´chetraum Ek mit einem festen
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monoton wachsenden Fundamentalsystem von Halbnormen versehen, das wir mit (‖ · ‖k,s)s∈N be-
zeichnen. Dann induziert fu¨r k ∈ N die Abbildungen ik ein monoton wachsendes Halbnormensystem
Hk := (‖ik(·)‖k,s)s∈N auf E. Da die Abbildungen i
m
k fu¨r alle m ≥ k stetig sind, ist die Einbet-
tung (E,Hk+1) →֒ (E,Hk) fu¨r alle k ∈ N stetig. Die von dem Spektrum ((Ek, i
m
k )k,m∈N, (ik)k∈N)
induzierte projektive Topologie auf E, ist gerade die lokalkonvexe Topologie ∪k∈NHk. Setzen wir
L := {l ∈ NN : l(n) ≤ l(n + 1) ∀n∈N} und versehen wir E mit der Folge (Hk)k∈N, so ist E ein
gradierter L-zahmer Fre´chetraum in unserem Sinne. Das bedeutet, jeder Repra¨sentant einer A¨qui-
valenzklasse von projektiven Systemen im Sinne von Doman´ski und Vogt induziert genau einen
gradierten L-zahmen Fre´chetraum in g-T LS. A¨quivalente Spektren im Sinne von Doman´ski und
Vogt induzieren gradiert L-zahm isomorphe Fre´chetra¨ume in der Kategorie g-T LS.
Ist T : (E, ((En, i
m
n )n,m∈N, (in)n∈N)) −→ (F, ((Fn, j
m
n )n,m∈N, (jn)n∈N)) ein gradierter Operator nach
Doman´ski und Vogt, so bleibt T offensichtlich unter der oben beschriebenen Betrachtungsweise
ein L-zahmer gradierter Operator in g-T LS. Analoges gilt auch fu¨r Homomorphismen. Insgesamt
bedeutet das, daß jede gradiert exakte Sequenz im Sinne von Doman´ski und Vogt auf die oben
beschriebene Art und Weise gradiert L-zahm exakt in g-T LS bleibt.
Sei andererseits L := {l ∈ NN : l(n) ≤ l(n+ 1) ∀n∈N} und (E, (Hk)k∈N) ein gradierter L-zahmer
Fre´chetraum, dann ist das Spektrum der lokalen Fre´chetra¨ume ((En, i
m
n )n,m∈N, (in)n∈N) ein redu-
ziertes Spektrum aus Fre´chetra¨umen auf (E,∪k∈NHk) im Sinne von Doman´ski und Vogt. Indem wir
(E,∪k∈NHk) mit der Menge aller zu dem Spektrum ((En, i
m
n )n,m∈N, (in)n∈N) a¨quivalenter Spektren
versehen, wird (E,∪k∈NHk) zu einem gradierten Fre´chetraum nach Doman´ski und Vogt. Jeder gra-
dierte L-zahme Fre´chetraum induziert eine Gradierung nach Doman´ski und Vogt. Sind (E, (Hk)k∈N)
und (E, (H˜k)k∈N) gradiert L-zahm isomorph, so induzieren sie die gleiche Gradierung. Da die von der
Abbildung ik induzierte Initialtopologie auf E und die von dem Halbnormensystem Hk induzierte
Topologie auf E fu¨r alle k ∈ N u¨bereinstimmen, erhalten wir: Ist T : (E, (HEk )k∈N) −→ (F, (H
F
k )k∈N)
ein gradierter L-zahmer Operator bzw. ein gradierter L-zahmer Homomorphismus zwischen zwei
gradierten L-zahmen Fre´chetra¨umen, dann ist T unter der oben beschriebenen Betrachtungsweise
ein gradierter Operator bzw. ein gradierter Homomorphismus im Sinne von Doman´ski und Vogt.
Das bedeutet: Gradiert L-zahm exakte Sequenzen gradierter L-zahmer Fre´chetra¨ume bleiben auf
die oben beschriebene Art und Weise gradiert exakt in der Betrachtungsweise von Doman´ski und
Vogt.
Satz 3.1.9 Die Kategorie g-T LS ist quasiabelsch.
Beweis: Fu¨r den folgenden Beweis beru¨cksichtigen wir den Satz 1.1.29. Es sei A ⊂ F ×Lg G ein gra-
dierter L-zahmer Unterraum und πG|A ein injektiver gradierter L-zahmer Homomorphismus. Das
bedeutet, daß fu¨r alle k ∈ N ein m ∈ N existiert, so daß πG : (A, (H
F
k × H
G
k )|A) −→ (G,H
G
m)
L-zahm offen aufs Bild ist. Beachtet man, daß HFm ⊃ H
F
m gilt, so geht der Nachweis dafu¨r, daß
q|F×Lg 0 : (F ×
L
g 0, H
F
k ×
L
g 0) −→ ((F ×
L
g G)/A,H
∧
m) injektiv und L-zahm offen aufs Bild ist, analog
zu dem Beweis 1.1.30 (a). Dabei bezeichnet q die Quotientenabbildung auf (F ×Lg G)/A und H
∧
m das
von den Halbnormen HFm ×H
G
m induzierte System von Quotientenhalbnormen auf (F ×G)/A. Da
q ein gradierter L-zahmer Operator ist, ist auch die Einschra¨nkung q|F×Lg 0 ein gradierter L-zahmer
Operator. Insgesamt folgt damit, daß q|F×Lg 0 ein injektiver gradierter L-zahmer Homomorphismus
ist.
Der Beweis dafu¨r, daß im Fall eines gradierten L-zahmen Unterraumes A ⊂ F ×Lg G, so daß die Quo-
tientenabbildung q auf (F ×Lg G)/A eingeschra¨nkt auf 0 ×
L
g G ein surjektiver gradierter L-zahmer
Homomorphismus ist, die Abbildung πF |A ein surjektiver gradierter L-zahmer Homomorphismus
ist, geht analog. Hier beachte man zusa¨tzlich, daß HGm ⊃ H
G
m ist.
Es sei E ∈ g-T LS. Analog zu der Kategorie der L-zahmen Ra¨ume setzen wir TLg (E, ·)(X) :=
TLg (E,X) fu¨r alle X ∈ g-T
LS und TLg (E, ·)(T ) := T
∗ fu¨r alle T ∈ TLg (X,Y ) und alle X,Y ∈ g-T
LS
mit T ∗ : TLg (E,X) −→ T
L
g (E, Y ) und T
∗(A) := T ◦A fu¨r alleA ∈ TLg (E,X). Auf diese Weise erhalten
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wir einen additiven Funktor TLg (E, ·) : g-T
LS −→ LS, wobei LS die Kategorie der Vektorra¨ume
bezeichnet.
Genauso wie im Fall der L-zahmen Ra¨ume beweisen wir folgende
Proposition 3.1.10 Es sei E ∈ g-T LS. Der Funktor TLg (E, ·) ist injektiv.
Die Rechtsableitungen des Hom-Funktors in der Kategorie g-T LS der gradierten L-zahmen
Ra¨ume definieren wir wie folgt: Ext0g(E,F ) := ker ι
∗
0 = im ι
∗ ∼= TLg (E,F ) und Ext
k
g(E,F ) :=
coker (im ι∗k−1 →֒ ker ι
∗
k) = ker ι
∗
k/im ι
∗
k−1 fu¨r k ≥ 1.
Bemerkung 3.1.11 Es seien E, F ∈ g-T LS.
(a) Ist (Fn)n∈N eine Folge gradiert L-zahmer Ra¨ume, so folgt unmittelbar aus der universellen
Eigenschaft des abza¨hlbar unendlichen Produkts, daß TLg (E,T
L
g -
∏
n∈N Fn) =
∏
n∈N T
L
g (E,Fn) gilt.
Beru¨cksichtigen wir die Bemerkung 3.1.2 und 1.2.3, so folgt wie in der Bemerkung 2.1.15 (a), daß
Extkg(E,T
L
g -
∏
n∈N Fn) =
∏
n∈N Ext
k
g(E,Fn) fu¨r alle k ≥ 1 gilt.
(b) Aus der universellen Eigenschaft des endlichen Koproduktes erhalten wir:
Ist (En)n≤N eine endliche Folge gradierter L-zahmer Ra¨ume, so ist Ext
k
g(
∏
n≤N En, F ) isomorph zu∏
n≤N Ext
k
g(En, F ) fu¨r alle k ≥ 0.
In Analogie zu der Kategorie T LS der L-zahmen Ra¨ume bezeichnen wir eine exakte Sequenz in
g-T LS als gradiert L-zahm exakt und das Zerfallen in g-T LS als gradiertes L-zahmes Zerfallen.
Satz 3.1.12 Der Satz 2.1.16, die Proposition 2.1.17 und der Satz 2.1.18 gelten auch in der Kate-
gorie g-T LS der gradierten L-zahmen Ra¨ume.
3.2 Ein gradierter L-zahmer Splittingsatz
In der Beweisfu¨hrung der folgenden Resultate spielt die kanonische Auflo¨sung der lokalen Fre´chet-
ra¨ume aus dem Kapitel 2 eine zentrale Rolle. Aus diesem Grund setzen wir im folgenden stets
gradierte L-zahme Fre´chetra¨ume voraus. Um die Ergebnisse in einem allgemeineren Rahmen zu
formulieren, liegt es nahe, zu dem Spektrum der lokalen Fre´chetra¨ume L-zahme a¨quivalente Spektren
zu betrachten, was zur folgenden Definition fu¨hrt:
Definition 3.2.1 Es sei F ein gradierter L-zahmer Fre´chetraum und (Fn, j
m
n )n,m∈N das Spek-
trum der lokalen Fre´chetra¨ume von F . Ein zu (Fn, j
m
n )n,m∈N gema¨ß 1.1.41 in der Kategorie T
LS
der L-zahmen Ra¨ume a¨quivalentes Spektrum (F˜n, ˜
m
n )n,m∈N aus Fre´chetra¨umen bezeichnen wir als
definierendes Spektrum fu¨r F .
Bemerkung 3.2.2 Es sei (F, (Hk)k∈N) ein gradierter L-zahmer Fre´chetraum und (Fn, j
m
n )n,m∈N
das Spektrum der lokalen Fre´chetra¨ume von F .
(a) Ist (F˜n, ˜
m
n )n,m∈N ein definierendes Spektrum fu¨r F und T
k(n)
n : Fk(n) −→ F˜n bzw. S
k(n)
n :
F˜k(n) −→ Fn L-zahme Operatoren, die der Eigenschaft (3) und (4) aus 1.1.41 genu¨gen, so erhalten
wir, indem wir ˜n := T
k(n)
n ◦ jk(n) : (F,Hk(n)) −→ F˜n fu¨r n ∈ N setzen, eine Familie L-zahmer
Operatoren, so daß S
k(n)
n ◦ ˜k(n) = jn fu¨r alle n ∈ N gilt. Da die Operatoren T
k(n)
n bzw. S
k(n)
n fu¨r
alle n ∈ N L-zahm sind, existiert einerseits fu¨r alle n ∈ N ein m ∈ N, so daß ein l ∈ L existiert,
so daß fu¨r alle s ∈ N ein Cs > 0 existiert mit ˜
−1
m (B
F˜m
l(s)) ⊂ j
−1
n (CsB
Fn
s ), und andererseits existiert
fu¨r alle n ∈ N ein m ∈ N, so daß ein l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0 existiert mit
j−1m (B
Fm
l(s)) ⊂ ˜
−1
n (CsB
F˜n
s ). Da fu¨r das Spektrum der lokalen Fre´chetra¨ume das Bild der Abbildung
jn fu¨r alle n ∈ N dicht in Fn liegt, existiert fu¨r alle n ∈ N ein m ∈ N, so daß ˜
m
n (Fm) ⊂ ˜n(F )
F˜n
gilt.
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Insgesamt erfu¨llt damit jedes definierende Spektrum fu¨r F die Voraussetzungen des Lemmas 3.1.5,
was die gradierte Exaktheit der kanonischen Auflo¨sung
0 −→ (F, (Hk)k∈N)
j
−→ gL-
∏
n∈N
F˜n
σ
−→ gL-
∏
n∈N
F˜n −→ 0
mit j(x) := (˜n(x))n∈N und σ((xn)n∈N) := (xn − ˜
n+1
n (xn+1))n∈N impliziert.
(b) Es sei E ein weiterer gradierter L-zahmer Fre´chetraum und (En, j
m
n )n,m∈N das Spektrum der
lokalen Fre´chetra¨ume von E.
Ist T : E −→ F ein gradierter L-zahmer Operator, dann existiert fu¨r alle n ∈ N ein m ∈ N, so daß
ein L-zahmer Operator Tmn : Em −→ Fn existiert, so daß jn ◦ T = T
m
n ◦ im gilt.
Ist F ein L-zahmer Fre´chetraum, so stimmen die lokalen Fre´chetra¨ume von F c mit F u¨berein. Das
bedeutet, daß jeder gradierte L-zahme Operator T : E −→ F c fu¨r ein m ∈ N L-zahm u¨ber den
lokalen Fre´chetraum Em von E faktorisiert. Ist Am : Em −→ F
c L-zahm mit Am ◦ im = A, so
existiert fu¨r jedes weitere definierende Spektrum (E˜n, ı˜
m
n )n,m∈N fu¨r E ein r ∈ N und ein L-zahmer
Operator Srn : E˜r −→ Em, so daß Am ◦ S
r
m ◦ ı˜r = A gilt.
Ist schließlich T : E −→ F ein gradierter L-zahmer Operator und (E˜n, ı˜
m
n )n,m∈N bzw. (F˜n, ˜
m
n )n,m∈N
ein definierendes Spektrum auf E bzw. F , so folgt aus dem oben gezeigten und der Definition von
definierenden Spektren, daß fu¨r alle n ∈ N ein m ∈ N und ein L-zahmer Operator Tmn : E˜m −→ F˜n
existieren, so daß ˜n ◦ T = T
m
n ◦ ı˜m gilt.
Lemma 3.2.3 Es sei E ein gradierter L-zahmer Fre´chetraum und F ein L-zahmer Fre´chetraum.
Weiter sei (En, i
m
n )n,m∈N ein definierendes Spektrum fu¨r E, so daß fu¨r alle n ∈ N ein m ≥ n
existiert, so daß Ext1L(Em, F ) = 0 gilt. Dann folgt Ext
1
gL
(E,F c) = 0.
Beweis: Es sei 0 −→ F
ι
−→ I0
ι0−→ I1
ι1−→ I2
ι2−→ . . . eine injektive Auflo¨sung fu¨r F in der Kategorie
T LS der L-zahmen Ra¨ume. Nach der Bemerkung 2.1.7 ko¨nnen wir davon ausgehen, daß Ik fu¨r alle
k ≥ 0 ein L-zahmer Fre´chetraum ist.
Dann ist 0 −→ F c
ι
−→ Ic0
ι0−→ Ic1
ι1−→ Ic2
ι2−→ . . . unter Beru¨cksichtigung des Lemmas 3.1.3 eine injek-
tive Auflo¨sung fu¨r F c in der Kategorie g-T LS der gradiertenL-zahmen Ra¨ume. Es ist Ext1gL(E,F
c) =
0 genau dann, falls fu¨r alle A ∈ TLg (E, I
c
1) mit ι1◦A = 0 ein B ∈ T
L
g (E, I
c
0) existiert, so daß A = ι0◦B
gilt. Ist A ∈ TLg (E, I
c
1), dann existiert nach der Bemerkung 3.2.2 (b) ein m ∈ N, so daß ein Operator
Am ∈ T
L(Em, I1) existiert mit A = Am ◦ im und ι1 ◦ Am = 0. Ohne Einschra¨nkung der Allge-
meinheit sei m ∈ N so gewa¨hlt, daß Ext1
L
(Em, F ) = 0 gilt. Dann existiert ein L-zahmer Operator
B ∈ TL(Em, I0) mit Am = ι0 ◦ B. Da B ◦ im ∈ T
L
g (E, I
c
0) ist und A = ι0 ◦ B ◦ im gilt, folgt damit
die Behauptung.
Die Aussage des obigen Lemmas bleibt auch unter der Voraussetzung, daß (E, (Hk)k∈N) ein
beliebiger gradierter L-zahmer Raum und F ein L-zahmer Raum ist, erhalten. Anstelle des definie-
renden Spektrums wird dann die Folge der L-zahmen Ra¨ume (E,Hk)k∈N betrachtet. Der Beweis des
anschließenden gradierten Splittingsatzes 3.2.10 steht in engem Zusammenhang mit der folgenden
Proposition 3.2.4 Es sei E ∈ g-T LS und F ein gradierter L-zahmer Fre´chetraum. Weiter sei
(Fn, j
m
n )n,m∈N ein definierendes Spektrum fu¨r F und
0 −→ (F, (Hk)k∈N)
j
−→ gL-
∏
n∈N
Fn
σ
−→ gL-
∏
n∈N
Fn −→ 0
seine kanonische Auflo¨sung mit j(x) := (jn(x))n∈N und σ((xn)n∈N) := (xn − j
n+1
n (xn+1))n∈N.
Daru¨ber hinaus gelte Ext1gL(E,F
c
n) = 0 fu¨r alle n ∈ N. Dann sind folgende Aussagen a¨quivalent:
(a) Es gilt Ext1gL(E,F ) = 0.
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(b) Fu¨r jeden Operator T ∈ TLg (E, gL-
∏
n∈N Fn) existiert S ∈ T
L
g (E, gL-
∏
n∈N Fn), so daß σ◦S = T
gilt.
(c) Es gilt Proj1(TLg (E,F
c
n))n∈N = 0.
Beweis: ′′(a)⇒ (b)′′: folgt unmittelbar aus 2.1.18 fu¨r die Kategorie g-T LS der gradierten L-zahmen
Ra¨ume.
′′(b) ⇒ (a)′′: Beachten wir den Satz 2.1.17 fu¨r die Kategorie g-T LS, so reicht es nachzuweisen,
daß jede beliebige gradiert L-zahme kurze exakte Sequenz der Form
0 −→ F
J
−→ G
Q
−→ E −→ 0
gradiert L-zahm zerfa¨llt. Da Ext1gL(E,F
c
n) = 0 fu¨r alle n ∈ N gilt, folgt mit der Bemerkung 3.1.11
(a), daß auch Ext1gL(E, gL-
∏
n∈N Fn) = 0 ist. Damit sichert der Satz 2.1.18 fu¨r die Kategorie g-T
LS
die Existenz einer Abbildung φ ∈ TLg (G, gL-
∏
n∈N Fn) mit φ ◦ J = j. Wir erhalten also folgendes
gradiert L-zahme kommutative Diagramm mit gradiert L-zahm exakten Zeilen:
0 −→ F −→
j
gL-
∏
n∈N Fn −→
σ
gL-
∏
n∈N Fn −→ 0
I ↑ ↑φ
0 −→ F −→
J
G −→
Q
E −→ 0.
Die Proposition 1.1.37 (a) liefert dann eine Abbildung T ∈ TLg (E, gL-
∏
n∈N Fn) mit T ◦Q = σ◦φ. Aus
der Voraussetzung folgt dann, daß eine Abbildung S ∈ TLg (E, gL-
∏
n∈N Fn) existiert, so daß σ◦S = T
gilt. Unter Beru¨cksichtigung der Proposition 1.1.31 existiert damit eine Abbildung L ∈ TLg (G,F )
mit L ◦ J = I, woraus schließlich die Behauptung folgt.
′′(b)⇒ (c)′′: folgt unmittelbar aus der universellen Eigenschaft des abza¨hlbar unendlich gradier-
ten L-zahmen Produktes.
′′(c)⇒ (b)′′: ist offensichtlich erfu¨llt.
Wir kommen nun zu der Definition eines strikt gradierten L-zahmen Fre´chetraumes. In Analogie
zu der Definition eines strikt gradierten Fre´chetraumes in [DV] Sec. 2 ist das Ziel, fu¨r ein definierendes
Spektrum (F˜n, ˜
m
n )n,m∈N fu¨r F fu¨r alle n ∈ N die Existenz eines m ∈ N zu sichern, so daß die kurze
Sequenz 0 −→ ker ˜mn →֒ F˜m
˜mn−→ F˜n −→ 0 L-zahm exakt ist. Im Fall L := {l ∈ N
N : l(n) ≤
l(n + 1)∀n∈N } ist dies aufgrund des Satzes der offenen Abbildung genau dann der Fall, falls ˜
m
n
surjektiv ist. Im Allgemeinen muß also die Definition eines strikt gradierten L-zahmen Fre´chetraumes
wie folgt lauten:
Definition 3.2.5 Es sei F ein gradierter L-zahmer Fre´chetraum. F heißt strikt, falls ein definie-
rendes Spektrum (F˜n, ˜
m
n )n,m∈N fu¨r F existiert, so daß fu¨r alle n ∈ N ein m ≥ n existiert, so daß
die Abbildungen ˜kn : Fk −→ Fn fu¨r alle k ≥ m surjektive Homomorphismen in der Kategorie der
L-zahmen Ra¨ume T LS sind.
Im Anschluß beweisen wir entsprechend den Ausfu¨hrungen in [DV] Sec. 2 eine a¨quivalente Bedin-
gung zu der L-zahmen Striktheit eines gradierten L-zahmen Fre´chetraumes. Da wir im allgemeinen
Rahmen unserer Betrachtungen nicht ohne weiteres auf den Satz der offenen Abbildung zuru¨ckgrei-
fen ko¨nnen, erhalten wir folgendes
Lemma 3.2.6 Es sei F ein gradierter L-zahmer Fre´chetraum. F ist genau dann strikt, falls fu¨r
jedes definierende (fu¨r ein definierendes) Spektrum (F˜n, ˜
m
n )n,m∈N fu¨r F und alle n ∈ N ein m ∈ N
existiert, so daß fu¨r alle k ≥ m ein l ∈ L existiert, so daß fu¨r alle s ∈ N ein Cs > 0 existiert mit
˜mn (B
F˜m
l(s)) ⊂ ˜
k
n(CsB
F˜k
s ). (19)
3 DIE KATEGORIE DER GRADIERTEN L-ZAHMEN RA¨UME 49
Bemerkung 3.2.7 Aufgrund der L-Zahmheit der Abbildungen ˜kn fu¨r alle k ≥ n ist die Bedingung
(19), so zu verstehen, daß die Bilder ˜mn (F˜m) und ˜
k
n(F˜k) fu¨r alle k ≥ m als Quotienten L-zahm
isomorph sind.
Beweis des Lemmas 3.2.6: Es sei (Fn, j
m
n )n,m∈N ein definierendes Spektrum fu¨r F , so daß fu¨r alle
n ∈ N ein m ∈ N existiert, so daß die Abbildung jmn ein surjektiver L-zahmer Homomorphismus
ist. Ist nun (F˜n, ˜
m
n )n,m∈N ein weiteres definierendes Spektrum fu¨r F und sind T
k(n)
n : Fk(n) −→ F˜n
und S
k(n)
n : F˜k(n) −→ Fn die aus der A¨quivalenz der beiden Spektren resultierenden L-zahmen
Operatoren, so existiert zu k(n) ∈ N ein µ ≥ k(n), so daß fu¨r alle ν ≥ µ ein l ∈ L existiert, so
daß fu¨r alle s ∈ N ein Cs > 0 existiert, so daß j
ν
k(n)(CsB
Fν
s ) ⊃ B
Fk(n)
l(s) gilt. Damit existiert ohne
Einschra¨nkung der Allgemeinheit fu¨r alle r ≥ k2(µ) ein l ∈ L, so daß fu¨r alle s ∈ N ein Cs > 0
existiert, so daß ˜rn(C
4
sB
F˜r
s ) ⊃ ˜
r
n ◦ T
k(r)
r (C3sB
Fk(r)
l(s) ) = T
k(n)
n ◦ j
k(r)
k(n)(C
3
sB
Fk(r)
l(s) ) ⊃ T
k(n)
n (C2sB
Fk(n)
l2(s) ) ⊃
T
k(n)
n ◦ S
k2(n)
k(n) (CsB
F˜k2(n)
l3(s) ) = ˜
k2(n)
n (CsB
F˜k2(n)
l3(s) ) ⊃ ˜
k2(µ)
n (B
F˜k2(µ)
l4(s) ).
Es sei andererseits (Fn, j
m
n )n,m∈N ein definierendes Spektrum fu¨r F , so daß fu¨r alle n ∈ N ein
mn ∈ N existiert, so daß die Bedingung (19) erfu¨llt ist. Indem wir F˜n := j
mn
n (Fmn) fu¨r alle n ∈ N
setzen und F˜n mit der von den Abbildungen j
mn
n induzierten Familie von Quotientenhalbnormen
‖y‖F˜ns := inf{‖z‖
Fmn
s : jmnn (z) = y} fu¨r s ∈ N versehen, erhalten wir eine Folge (F˜n)n∈N von
Fre´chetra¨umen. Es gilt BF˜ns ⊃ j
mn
n (B
Fmn
s ) und jmnn (B
Fmn
s ) ⊃
1
2B
F˜n
s fu¨r alle s, n ∈ N. Zusammen
mit der Eigenschaft (19) folgt daraus leicht, daß die Abbildungen jrn : F˜r −→ F˜n fu¨r alle n ∈ N
und r ≥ n surjektive L-zahme Homomorphismen sind und daß das Spektrum (F˜n, i
m
n )n,m∈N ein
definierendes Spektrum fu¨r F ist.
Anlaß der folgenden Definition sind die Ausfu¨hrungen in [DV] Sec. 4. Sie verallgemeinert den Begriff
s-freundlich in [DV].
Definition 3.2.8 Es seien E und F gradierte L-zahme Fre´chetra¨ume. Weiter sei (Fn, j
m
n )n,m∈N
ein definierendes Spektrum fu¨r F . Wir setzen F
(s)
n := ker jns fu¨r alle n, s ∈ N mit n ≥ s. F heißt
E-freundlich, falls
(i) F strikt ist und
(ii) falls ein definierendes Spektrum (En, i
m
n )n,m∈N fu¨r E existiert, so daß fu¨r alle n ∈ N ein
s ≥ n existiert, so daß fu¨r alle m ≥ s ein r ≥ m, s existiert, so daß die Einschra¨nkung
jrm : F
(s)
r −→ F
(n)
m u¨ber einen L-zahmen Fre´chetraum H L-zahm faktorisiert, so daß fu¨r alle
k ∈ N ein ν ≥ k existiert, so daß Ext1L(Eν , H) = 0 gilt.
Bemerkung 3.2.9 (a) Die Eigenschaft 3.2.8 (ii) ist unabha¨ngig von der Wahl des definierenden
Spektrums fu¨r F . Denn es sei (Fn, j
m
n )n,m∈N ein definierendes Spektrum, so daß 3.2.8 (ii) erfu¨llt
ist. Ist (F˜n, ˜
m
n )n∈N ein weiteres definierendes Spektrum fu¨r F , so existiert aufgrund der A¨quivalenz
der beiden Spektren fu¨r alle n ∈ N ein k(n) ∈ N und fu¨r alle m ≥ n ein k(m) und ein L-zahmer
wohldefinierter Operator T
k(m)
m : F
(k(n))
k(m) −→ F˜
(n)
m . Nach Voraussetzung existiert zu k(n) ein s ≥ k(n)
und zu k(m) ein r ≥ k(m), s, so daß die Abbildung jr
k(m) : F
(s)
r −→ F
(k(n))
k(m) u¨ber H faktorisiert.
Schließlich impliziert die A¨quivalenz der Spektren, daß zu r ein k(r) und zu s ein k(s) und ein
L-zahmer wohldefinierter Operator S
k(r)
r : F˜
(k(s))
k(r) −→ F
(s)
r existiert, so daß T
k(m)
m ◦ jrk(m) ◦ S
k(r)
r =
T
k(m)
m ◦S
k2(m)
k(m) ◦ ˜
k(r)
k2(m) = ˜
k(r)
m gilt. Damit faktorisiert auch die Einschra¨nkung ˜
k(r)
m : F˜
(k(s))
k(r) −→ F˜
(n)
m
u¨ber H , und es folgt die Behauptung.
(b) Es seien E und F gradierte L-zahme Fre´chetra¨ume. Die folgende Eigenschaft ist unabha¨ngig
von der Wahl des definierenden Spektrums fu¨r F : Fu¨r alle n ∈ N existiert ein s ≥ n, so daß fu¨r
alle r ≥ s und jede lineare Abbildung A ∈ TLg (E, F˜
c
s ) ein Operator B ∈ T
L
g (E, F˜
c
r ) existiert, so daß
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˜sn ◦A = ˜
r
n ◦B gilt. Denn es seien (F˜n, ˜
m
n ) und (Fn, j
m
n )n,m∈N zwei definierende Spektren fu¨r F und
T
k(n)
n : Fk(n) −→ F˜n bzw. S
k(n)
n : F˜k(n) −→ Fn die L-zahmen Operatoren die der Eigenschaft (3)
und (4) genu¨gen. Genu¨gt (F˜n, ˜
m
n ) dieser Eigenschaft, so wa¨hlen wir zu k(n) ∈ N ein s > k(n), so
daß fu¨r alle r ≥ s und jede lineare Abbildung A ∈ TLg (E, F˜
c
s ) ein Operator B ∈ T
L
g (E, F˜
c
r ) existiert,
so daß ˜sk(n) ◦A = ˜
r
k(n) ◦B gilt. Es gilt: j
k(s)
n ◦A = S
k(n)
n ◦T
k2(n)
k(n) ◦ j
k(s)
k2(n) ◦A = S
k(n)
n ◦ ˜sk(n) ◦T
k(s)
s ◦A
fu¨r alle A ∈ TLg (E,F
c
k(s)). Nach der Voraussetzung existiert fu¨r alle m ≥ k(s) ein B ∈ T
L
g (E, F˜
c
k(m))
mit ˜sk(n) ◦T
k(s)
s ◦A = ˜
k(m)
k(n) ◦B. Damit gilt insgesamt j
k(s)
n ◦A = S
k(n)
n ◦ ˜
k(m)
k(n) ◦B = j
m
n ◦S
k(m)
m ◦B.
Da die Operatoren S
k(m)
m L-zahm sind, folgt die Behauptung.
Wir sind nun so weit, einen gradierten Splittingsatz zu formulieren:
Satz 3.2.10 Es seien E und F gradierte L-zahme Fre´chetra¨ume. Daru¨ber hinaus gelte:
(i) Es existieren definierende Spektren (En, i
m
n )n,m∈N fu¨r E und (Fn, j
m
n )n,m∈N fu¨r F , so daß fu¨r
alle n ∈ N und alle k ∈ N ein m ≥ k existiert, so daß Ext1
L
(Em, Fn) = 0 gilt.
(ii) F ist E-freundlich.
Dann folgt Ext1gL(E,F ) = 0.
Beweis: Mit dem Lemma 3.2.3 folgt aus (i), daß Ext1gL(E,F
c
n) = 0 fu¨r alle n ∈ N gilt. Nach der
Proposition 3.2.4 reicht es, damit Proj1(TLg (E,F
c
n))n∈N = 0 nachzuweisen. Wir weisen im folgenden
nach, daß fu¨r alle n ∈ N ein s ∈ N existiert, so daß fu¨r alle k ≥ s und alle A ∈ TLg (E,F
c
s )
eine Abbildung B ∈ TLg (E,F
c
k ) existiert, so daß j
s
n ◦ A = j
k
n ◦ B gilt. Dazu sei n ∈ N. Da F
strikt ist, existiert ein definierendes Spektrum (F˜n, ˜
m
n )n,m∈N, so daß ein m ≥ n existiert, so daß
die Abbildungen ˜mn : F˜m −→ F˜n fu¨r alle k ≥ m surjektive Homomorphismen in T
LS sind. Zu
n ∈ N existiert ein s ≥ n, so daß fu¨r alle k ≥ s ein r ≥ k, s existiert, so daß die Einschra¨nkung
˜rk : F˜
(s)
r −→ F˜
(n)
k u¨ber einen L-zahmen Fre´chetraum H faktorisiert, so daß fu¨r alle ν ∈ N ein
µ ≥ ν existiert mit Ext1
L
(E˜µ, H) = 0 fu¨r ein definierendes Spektrum (E˜n, ı˜
m
n )n,m∈N fu¨r E. Ohne
Beschra¨nkung der Allgemeinheit sei s ≥ m. Zu s ∈ N wa¨hlen wir ρ ∈ N, so daß die Abbildung
˜τs : F˜τ −→ F˜s fu¨r alle τ ≥ ρ ein surjektiver L-zahmer Homomorphismus ist. Ohne Beschra¨nkung
der Allgemeinheit sei r ≥ ρ. Ist nun A ∈ TLg (E, F˜
c
s ), so erhalten wir ein t ∈ N, so daß ein L-zahmer
Operator At : E˜t −→ F˜
c
s existiert mit A = At ◦ ı˜t. Es gelte ohne Einschra¨nkung der Allgemeinheit
Ext1
L
(E˜t, H) = 0. Da die Kategorie T
LS quasiabelsch ist, erhalten wir damit insgesamt folgendes
L-zahme kommutative Diagramm mit L-zahm exakten Zeilen:
0 F˜
(n)
k F˜k F˜n 0
H
0 F˜ (s)r F˜r F˜s 0
0 F˜ (s)r Z E˜t 0.
w w w
˜kn
w
u
w
u
w
u
w
˜rs
u
˜sn
w
w
u
id
w
u
w
u
At
w
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Die Proposition 1.1.38 (a) liefert dann das folgende L-zahme kommutative Diagramm mit L-zahm
exakten Zeilen:
0 F˜
(n)
k F˜k F˜n 0
0 H P E˜t 0
0 F˜ (s)r Z E˜t 0.
w w w
˜kn
w
w
u
w
u
T
w
q
u
˜sn◦At
w
w
u
w
u
w
u
id
w
Da Ext1
L
(E˜t, H) = 0 gilt, existiert eine Abbildung R : E˜t −→ P mit q◦R = id. Setzen wir B˜ := T ◦R,
dann ist B˜ ∈ TL(E˜t, F˜k) und es gilt ˜
s
n ◦At = ˜
k
n ◦ B˜. Nun ist B˜ ◦ ı˜t ∈ T
L
g (E, F˜
c
k ) und wir erhalten:
Fu¨r alle n ∈ N existiert ein s ∈ N, so daß fu¨r alle k ≥ s und alle A ∈ TLg (E, F˜
c
s ) eine Abbildung
B ∈ TLg (E, F˜
c
k ) existiert, so daß ˜
s
n ◦ A = ˜
k
n ◦ B gilt. Mit der Bemerkung 3.2.9 (b) folgt schließlich
die Behauptung.
Der Satz 3.2.10 gilt auch in dem Fall, daß (E, (Hk)k∈N) ein beliebiger gradierter L-zahmer Vektor-
raum ist. Dazu wa¨re eine Anpassung der Definition von E-freundlich no¨tig. Fu¨r die anschließenden
Anwendungen in der Praxis ist dies jedoch irrelevant.
Wir wollen nun den Bezug zu den Anwendungen herleiten:
Bemerkung 3.2.11 (a) Es sei F ein L-zahmer Fre´chetraum. Weiter sei (F˜n, ˜
m
n )n,m∈N ein L-
zahmes Spektrum aus Fre´chetra¨umen und (˜n : F −→ F˜n)n∈N eine Familie linearer Abbildungen,
so daß ˜ := (˜n)n∈N : F −→ proj←n F˜n ein topologischer Isomorphismus ist. Dabei betrachten wir
proj←n F˜n als Unterraum des topologischen Produkts
∏
n∈N F˜n. Daru¨ber hinaus gelte F˜n := ˜n(F )
fu¨r alle n ∈ N. Fu¨r n ∈ N bezeichne (‖ ·‖F˜ns )s∈N das Halbnormensystem auf F˜n. Dann induzieren die
linearen Abbildungen ˜n : F −→ F˜n fu¨r n ∈ N ein monoton wachsendes System von Halbnormen
Hn := (‖˜n(·)‖
F˜n
s )s∈N auf F . Da die Abbildungen ˜
m
n fu¨r alle n,m ∈ N L-zahme Operatoren sind,
sind die Einbettungen (F,Hn+1) →֒ (F,Hn) fu¨r alle n ∈ N L-zahm. Offensichtlich ist (F,∪n∈NHn)
ein Fre´chetraum. Insgesamt ist damit (F, (Hn)n∈N) ein gradierter L-zahmer Fre´chetraum. Bezeichnet
(Fn, j
m
n )n,m∈N das Spektrum der lokalen Fre´chetra¨ume von (F, (Hn)n∈N), dann ist daru¨ber hinaus
Fn isomorph zu F˜n fu¨r alle n ∈ N, und zwar so, daß ‖ · ‖
F˜n
s = ‖ · ‖
Fn
s fu¨r alle s ∈ N gilt. Auf die eben
beschriebene Art und Weise induziert das L-zahme Spektrum (F˜n, ˜
m
n )n,m∈N auf dem Fre´chetraum
F ein definierendes Spektrum fu¨r den gradierten L-zahmen Fre´chetraum (F, (Hn)n∈N). Jedes weitere
zu (F˜n, ˜
m
n )n,m∈N im Sinne der Eigenschaft (3) a¨quivalente L-zahme Spektrum in der Kategorie T
LS
der L-zahmen Ra¨ume induziert ein weiteres definierendes Spektrum fu¨r (F, (Hk)k∈N).
(b) Es sei E ein Fre´chetraum. Fu¨r n ∈ N induzieren die natu¨rlichen Projektionen pn : E
N −→
En und pmn : E
m −→ En fu¨r m ≥ n das Spektrum (En, pmn )n,m∈N, so daß (pn)n∈N : E
N −→
proj←n En ein Isomorphismus ist. Das projektive System (E
n, pmn )n,m∈N ist offensichtlich ein strik-
tes L-zahmes Spektrum aus Fre´chetra¨umen. Betrachten wir das von Ec induzierte Produkt gL-E
N ,
so ist (En, pmn )n,m∈N gerade das Spektrum der lokalen Fre´chetra¨ume von gL-E
N .
(c) Es sei (F, (Hk)k∈N) ein gradierter L-zahmer Fre´chetraum und (Fn, j
m
n )n,m∈N das Spektrum
der lokalen Fre´chetra¨ume von F . Weiter sei A ⊂ F ein gradierter L-zahmer Unterraum von F , der
bezu¨glich ∪k∈NHk abgeschlossen ist. Dann ist das Spektrum (An := jn(A)
Fn
, jmn |An)n,m∈N gerade
das Spektrum der lokalen Fre´chetra¨ume von A, dabei betrachten wir An fu¨r alle n ∈ N als L-zahmen
Unterraum von Fn.
Betrachten wir den gradierten L-zahmen Quotienten F/A von F , so induziert das Spektrum der
lokalen Fre´chetra¨ume (Fn, j
m
n )n,m von F ein Spektrum (Fn/An, g
m
n )n,m, wobei wir Fn/An fu¨r alle
n ∈ N als L-zahmen Quotienten von Fn betrachten. Ist qn : Fn −→ Fn/An fu¨r n ∈ N die ent-
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sprechende Quotientenabbildung, so bezeichnet gmn : Fm/Am −→ Fn/An fu¨r m ≥ n, gerade jenen
L-zahmen Operator, fu¨r den gmn ◦ qm = qn ◦ j
m
n gilt. Dann ist (Fn/An, g
m
n )n,m gerade das Spektrum
der lokalen Fre´chetra¨ume von F/A.
Ist (F˜ , ˜mn )n,m∈N ein definierendes Spektrum fu¨r F , so ist (A˜n := ˜(A)
F˜n
, ˜mn |A˜)n,m∈N ein definieren-
des Spektrum fu¨r A und (F˜n/A˜n, g˜
m
n )n,m∈N ein definierendes Spektrum fu¨r F/A.
Betrachten wir die gradierte L-zahme Kategorie bezu¨glich L := {l ∈ NN : l(n) ≤ l(n+1) ∀n∈N },
so bezeichnen wir diese im folgenden schlicht als gradierte Kategorie. Genauso verfahren wir mit
allen im Rahmen der gradierten Kategorie auftretenden Begriffen. Beachten wir die Bemerkung
3.2.11, so erhalten wir unmittelbar aus dem Satz 3.2.10 und den Splittingresultaten von Vogt und
Wagner in [V3] das folgende Korollar, das die Ergebnisse des Satzes 4.5 in [DV] zusammenfaßt:
Korollar 3.2.12 (a) Es seien E und F gradierte Fre´chetra¨ume. Besitzt E ein definierendes Spek-
trum von (nuklearen) Fre´chetra¨umen mit der Eigenschaft (DN) und ist F ein strikt gradier-
ter Fre´chetraum, der ein definierendes Spektrum (Fn, j
m
n )n,m∈N von nuklearen (nicht notwen-
dig nuklearen) Fre´chetra¨umen mit der Eigenschaft (Ω) besitzt, so daß fu¨r alle n ∈ N ein
s ≥ n existiert, so daß fu¨r alle m ≥ n ein r ≥ m, s existiert, so daß die Einschra¨nkung
jrm : F
(s)
r −→ F
(n)
m u¨ber einen nuklearen (nicht notwendig nuklearen) Fre´chetraum H mit der
Eigenschaft (Ω) faktorisiert, oder
(b) ist E ein gradierter Fre´chetraum, der gradiert isomorph zu einem gradierten Unterraum von
gL- s
N ist, und F ein strikt gradierter Fre´chetraum, der ein definierendes Spektrum (Fn, j
m
n )n,m∈N
von Fre´chetra¨umen mit der Eigenschaft (Ω) besitzt, so daß fu¨r alle n ∈ N ein s ≥ n existiert,
so daß fu¨r alle m ≥ n ein r ≥ m, s existiert, so daß die Einschra¨nkung jrm : F
(s)
r −→ F
(n)
m
u¨ber einen Fre´chetraum H mit der Eigenschaft (Ω) faktorisiert, oder
(c) ist F ein gradierter Fre´chetraum, der gradiert isomorph zu einem gradierten gL- s
N -freundlichen
Quotienten von gL- s
N ist, und E ein gradierter Fre´chetraum, der ein definierendes Spektrum
aus Fre´chetra¨umen mit der Eigenschaft (DN) besitzt,
dann gilt Ext1gL(E,F ) = 0.
Die Aussage 3.2.12 (a) ist eine Verallgemeinerung des Ergebnisses in [DV] Satz 4.5 (2). Unter
Beru¨cksichtigung des Korollars 2.2.10 ist eine weitere Anwendung des Satzes 3.2.10 der folgende
Satz. Fu¨r den Beweis beachte man die Bemerkung 3.2.11 und die Tatsache, daß das endliche Pro-
dukt von (nuklearen) Potenzreihenra¨umen endlichen Typs, L-zahm isomorph zu einem (nuklearen)
Potenzreihenraum endlichen Typs ist.
Satz 3.2.13 Es sei L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃b∈N∀n∈N : l(n) ≤ n+ b} oder
L := {l ∈ NN : ∀n∈N : l(n) ≤ l(n+ 1) und ∃a,b∈N∀n∈N : l(n) ≤ an+ b}.
Es sei Λ0(α) ein (nuklearer) Potenzreihenraum endlichen Typs.
(a) Ist E ein gradierter L-zahmer Fre´chetraum, der gradiert L-zahm isomorph zu einem gradierten
L-zahmen Unterraum von gL-Λ0(α)
N ist, und F ein strikt gradierter L-zahmer Fre´chetraum,
so daß folgendes gilt:
(i) Es existiert ein definierendes Spektrum (Fn, j
m
n )n,m∈N fu¨r F , bestehend aus Quotienten
von nuklearen (nicht notwendig nuklearen) Potenzreihenra¨umen endlichen Typs.
(ii) Fu¨r alle n ∈ N existiert ein s ≥ n, so daß fu¨r alle m ≥ n ein l ≥ m, s existiert, so
daß die Einschra¨nkung jlm : F
(s)
l −→ F
(n)
m u¨ber einen Quotienten eines nuklearen (nicht
notwendig nuklearen) Potenzreihenraumes endlichen Typs L-zahm faktorisiert.
Oder:
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