In the current paper we consider the Helical Cone Beam CT. This scanning method exposes the patient to large quantities of radiation and results in very large amounts of data being collected and stored. Both these facts are prime motivators for the development of an efficient, reduced rate, sampling pattern. We calculate bounds on the support in the frequency domain of the collected data and use these to suggest an efficient sampling pattern. A reduction of up to a factor of 2 in sampling rate is suggested. Indeed, we show that reconstruction quality is not affected by this reduction of sampling rates.
Introduction
In computerized tomography (CT) a patient is being scanned by a rotating illuminating source (e.g. X-ray) and the projections of the rays passing through the body are being recorded on an array of sensors. These projections are then used to reconstruct either a cross section of the scanned body (2D CT) or the whole scanned body (3D CT). Over the past decades CT became very popular in medical imaging because it enables the physician to visualize the internal structure of the patient, or at least some properties of it (e.g. X-ray attenuation), without the need to actually invade the patient interior.
In the current paper we consider the Helical Cone Beam (HCB) 3D CT.
In this system, while a cone beam X-ray source and a 2D array of sensors are rotating around the scanned body, the bed with the body is moving along the rotational axis. The result, from the scanned body point of view, is equivalent to the X-ray source and sensor array moving along a helical path. Clearly, this scanning method exposes the patient to large quantities of radiation and results in very large amounts of data being collected and stored. Both these facts are prime motivators for the development of an efficient, reduced rate, sampling pattern which is the goal of the work presented here.
It is known that theoretically, given the projections data one can reconstruct the scanned body in both above cases. However, in practice, only sampled versions of these projections are available. Clearly, if the sampling is sufficiently dense, the body image can be reconstructed to any desired quality. However, as sampling rate is closely associated with the amount of radiation to which the scanned body is exposed, the challenge is to sample as efficiently as possible while still maintaining a satisfactory reconstructed image quality.
Dose reduction in CT has drawn a considerable attention recently. For instance, in [12, 13, 14] it was shown that the equally sloped tomography algorithm can achieve good reconstruction quality with reduced x-ray dose. In a different direction, several attempts were made to reduce the sampling rate by compressive sensing methods [17, 15, 16] . This work contributes to the ongoing effort by showing that the standard uniform sampling leads to significant redundancy.
The common sampling used is uniform sampling. Rattey and Lindgran [7] were the first to investigate the possibility of a more efficient (i.e. reduced rate) sampling pattern for the parallel beam 2D CT. They observed that the impulse response of the scanning system has a bow tie shape in the frequency domain and used the concept of essential bandwidth to derive an interlaced sampling pattern of lower density while maintaining the quality of the reconstructed image. Natterer in [5] and Desbat in [2] have generalized this result to the 2D fan beam case and 3D fan beam case, respectively.
We generalize these works, calculate (essential) bounds on the support in the frequency domain and use these to suggest an efficient sampling pattern for the HCB CT. A reduction of up to a factor of 2 in sampling rate is suggested.
Indeed, we show that reconstruction quality is not affected by this reduction of sampling rates. However, looking at some of the simulation results we present, it is quite clear that tighter bounds may be possible, resulting in potentially higher gains in sampling rates.
The outline of the paper is as follows. In Section 2 we introduce some notation and system geometry. In Section 3, which is the main part of this paper, we analyze the frequency domain of the HCB scan and calculate bounds on its essential support. In Section 4 we use this analysis to suggest an efficient sampling pattern. In Section 5 we compare reconstructions of a common phantom using our sampling scheme with the standard sampling and finally, in Section 6, we summarize the results and draw some conclusions.
Notations, Geometry and Reconstruction
Let us start with some notations. We use x = [x, y, z] T for the Cartesian coordinate systems, ' * ' to denote linear convolution and ' · ' to denote the floor operation.
Let the function f (x) be an unknown smooth attenuation function which represents a patient to be scanned. We recall that the Fourier transform of the function f (x) is given byf
The function f (x) is confined to a cylinder of radius ρ and is scanned by a scanner which rotates at radius R > ρ > 0. The scanned patient bed is moving along the z-axis at a constant rate. The result is equivalent to having the scanned body stationary and the scanning system moving on a helical trajectory 
where we assume that the scanned body is of finite length, z ∈ [−Z, Z], resulting in a finite range for β ∈ [−B, B], and h denotes a constant helix pitch 1 . A schematic layout of the HCB CT is presented in Figure 1 .
1 Pitch is the distance along the helix's axis that is covered by one complete rotation of the helix (see Figure 1 ).
is commonly referred to as a PI-line. When one restricts 0 ≤ t ≤ 1 one gets a PI-section (see Figure 1 ).
With Definition 1 we can quote an interesting property [1] :
(Helix Property) Consider the helix trajectory as defined in (2) .
Then every point x confined within the helix has a unique PI-line passing through
it.
An immediate consequence of Theorem 2 is the following coordinate transform:
where t ∈ [0, 1], which is a one-to-one transform provided |β 1 − β 2 | < 2π.
The data collected is the set of all projections of rays going through the scanned body. Specifically, a projection is the integral along a ray emanating from the source at position γ(β), passing through the scanned object f (x) and
hitting the sensors array at the coordinates [α, v] T . The aim of a reconstruction algorithm is to reconstruct f (x) from its projections, namely, the measured data. The (continuous) projection data is given by
where by x (α, β, v) we denote all the points on the line (ray) connecting γ(β)
to [α, v]
T on the sensor array (see Figure 1 ).
Before we conclude this section, we wish to point out that there are a num-ber of perfect reconstruction algorithms using the data Df (α, β, v). That is to say that, one can reconstruct the exact image, f (x), from its helical cone beam projections. Good examples are found in [3, 11] which are of the filtered back-projection type and have computational advantages. These algorithms use the Helix property to reconstructed each PI-section independently using data
Essential Support Analysis
While perfect reconstruction of f (x) from Df (α, β, v) is theoretically possible, in practice, one can only collect a sampled version of Df (α, β, v). The commonly used sampling is uniform in (α, β, v) and to avoid aliasing it needs to be sufficiently dense (in the sense of Nyquist rate). This, however, as pointed out earlier, results in patient exposure to high amounts of radiation and in very large amounts of data which needs to be stored and processed. To alleviate some of these problems, we will investigate the frequency content of Df (α, β, v), and adapt the sampling pattern to its support. Strictly speaking, there are no band-limited functions of finite spatial support. Thus, we use the term essential support and work with functions that have a finite essential support in the frequency domain.
Definition 3. Given the function g(ω), ω ∈R 3 , its essential support is given by
Since the function we consider is Df (α, β, v) and it is periodic in α, its Fourier transform will have the form
where
Substituting (5), we get
We start by observing from Figure 1 that
So, we can rewrite (9) as
Our goal will now be to find E x = L {E x (m, ω β , ω v )} and then find the
Clearly, by (7) and ( 
Rewriting (12) we then have
where the mono-dimensional convolution is with respect to the variable ω β and
Since g 1 (α, β) is periodic in β, we have
The integral in (17) is the one investigated by Natterer [5] where the essential support, under the assumption that f (x) is essentially band limited to a ball of radius Ω, was found to be
Let us now concentrate on calculating the essential support of g 2 (ω β , ω v ). We first introduce the notations
Then, g 2 (β, v) becomes
and, substituting (20) we get
and
where g 3 (β) := 1 1 + r 2 − 2r cos β ,
In Appendix A, we calculate the constraints for the essential supports of g 3 (ω β ) and g 4 (ω β , ω v )
where K = log 0.01 1 + r 2 2 log r ,
Since the essential support of L I B (ω β ) = ω β : |ω β | ≤ 16 B , we get
So far the assumption that f (x) is essentially band limited to the ball of radius Ω has been only used to generate (18). We will now use it to derive an additional constraint. We start by an alternative description of the line
Then, from (1) and (5) we get
As
2R cos α and as we assume that f (ω x , ω y , ω z ) is (essentially) zero for ω 2
x + ω 2 y + ω 2 z > Ω 2 we can readily conclude that 
We are ready now to combine the constraints we derived to get E as defined in (11) . We first rewrite more explicitly the set defined by (18) (see Figure 2) ,
Observing now (14) we conclude that the resulting support of E x (m, ω β , ω v ), 
we conclude by its definition that
In Figure 2 we present a cross section of this set for a general value of ω v . 
Efficient Sampling
We now use the set in (32) to tile the 3D frequency space. To do that we consider a lattice in this 3D space. Then, around each lattice point we put a replica of the set (32) and attempt to cover the 3D space with these replicas without them overlapping each other. The tightest tilling (by this we mean the least space uncovered by this tiling) was achieved by using the lattice defined by
where T is the sampling matrix given by (see Figures 3 and 4 ) Figure 4 : The tiling in the 3D frequency space.
with W v and D (ω v ) defined in (29) and (31) respectively. So, the suggested sampling lattice is given by
corresponding to the set in (31). The bounding box in the frequency domain is given by (see Figure 2 
Namely, the sampling matrix is given by
The gain in sampling rates is given by the ratio
Let us assume that ρ = cṘ, for some constant 0 < c < 1. Then,
For all practical parameters, the right hand term is smaller than 1, and thus the gain ratio is bounded by 2.
Consider now a CT system with fixed R and h and a scanned object of dimensions ρ and 2Z. Then, the size of the essential support of the scanned object represented by Ω, determines the detail demands on the image generated by the system. This is clearly translated into the dimensions of the set defined in (32). The larger Ω is the larger this set becomes. This in turn means, finer sampling in the (α, β, v) space and a potential for a larger gain in a more efficient sampling. This can readily be observed in the gain ratio as given in equation ). We clearly observe that the calculated support is indeed contained in the set we derived and the shape is also captured. However, our set seems to be quite conservatively evaluated.
The second experiment compared standard and efficient reconstructions of which is based on the degradation of structural information, where SSIM index of 1 means a perfect match between two images [9] . In (7) , a region from a slice of the original 3D phantom is presented. We recall that our phantom is composed of ellipses for which the Fourier transforms are known, and thus its essential support can be estimated to be at most 3.3/a, where a is the smallest radius of the ellipse. In this experiment, Ω was chosen to be 3.3/0.05 = 66[rad/m] [4] . Figure ( 
Conclusion and discussion
The main result of this paper is the evaluation of the a bounding set in the frequency domain for the HCB CT system. This result led to a more efficient sampling pattern with gain ratio given in (37). Furthermore, filtering the collected data with a low-pass filter according to (32) can be used to attenuate the measurement noise. However, as our experiments indicate, our evaluation seems to be conservative with a potential of a further reduction in sampling rate.
As a side result, we have calculated the Nyquist sampling rate of the scan in terms of its geometrical parameters and the essential support of the scanned object. This essential support can be easily calculated for several known shapes such as ellipsoid, cylinder and rectangular. Otherwise, it should be estimated based on past experience, trial and error or desired resolution. In Figure (5) ,
we have shown that the larger Ω is the larger the gain becomes.
We would like to conclude our paper with an idea which could suggest efficient sampling patterns for generalized HCB CT systems. As pointed out earlier in the paper, the rotation of source/sensor array around the bed and the travel of the bed can be perceived as a helical trajectory of the cone beam source on a cylindrical surface. By viewing the position of the cone beam source as a point on a cylindrical surface of radius R with angle β and height ζ, the resulting scan becomes a 4D function of (α, β, ζ, v) which could be analyzed as such. One can then associate β and ζ resulting in a particular trajectory on the cylindrical surface in a way that is better adapted to the scanned object. In particular, if ζ = h 2π β we have the current scanning pattern. As an example, suppose now we have as a prior information, that the scanned body has less detail in its middle than at its ends. Then, a possible adaptation could be a variable pitch, smaller at the ends and higher in the middle. This could lead to a more efficient sampling suited for this case. This idea is beyond the scope of the current paper but definitely a topic for further research.
where K = log 0.01 1 + r 2 2 log r .
Similarly, we get
(1 − r cos β) e −jnβ 1 + r 2 − 2r cos β dβ
and again, from the residue theorem we conclude Before tackling the essential support of g 4 (β, ω v ), we need to look at the Fourier transform of βI B (β) g 5 (β). Since 
To find constraints on the essential support of g 4 (ω β , ω v ) we rewrite g 4 (β, ω v ) as g 4 (β, ω v ) = e −j2ωv(z− h 2π β)I B (β)g5(β−φ) = e −jC(z,ωv)g6(β) ,
Since |g 5 (β − φ)| < 1 1−r , we readily observe that |g 6 (β)| ≤ 1. Then, we use the approximation e −jC(z,ωv)g6(β) ≈ e −jC(z,ωv) sin((K+ 48 B )β)
to apply Carson's rule to determine the constraint for the essential support of g 4 (ω β , ω v ). Specifically, Carson's rule says that if a signal can be written as [8] cos ∆ω ω m sin (ω m β)
then its essential support is contained in {ω β : |ω β | ≤ ∆ω + ω m }. Comparing (54) and (55). we conclude that
