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Abstract
In this paper, we explore two conjectures about Rademacher sequences. Let (ǫi) be a
Rademacher sequence, i.e., a sequence of independent {−1, 1}-valued symmetric random
variables. Set Sn = a1ǫ1 + · · · + anǫn for a = (a1, . . . , an) ∈ Rn. The first conjecture
says that P (|Sn| ≤ ‖a‖) ≥ 12 for all a ∈ Rn and n ∈ N. The second conjecture says that
P (|Sn| ≥ ‖a‖) ≥ 732 for all a ∈ Rn and n ∈ N. Regarding the first conjecture, we present
several new equivalent formulations. These include a topological view, a combinatorial
version and a strengthened version of the conjecture. Regarding the second conjecture, we
prove that it holds true when n ≤ 7.
MSC: Primary 60C05; Secondary 60G50
Keywords: Rademacher sequence; Tomaszewaki’s constant; Hitczenko and Kwapien´’s constant.
1 Introduction
Let a = (a1, . . . , an) be a real vector with
∑n
i=1 a
2
i = 1. Consider the 2
n sign sums of the form
S = ±a1 ± · · · ± an. In 1986, B. Tomaszewaki (see Guy [7]) posed the question that whether
∗Corresponding author
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at least half of these sign sums satisfy |S| ≤ 1. This question looks simple but turns out to be
very challenging. Although several partial results have been obtained, the conjecture still remains
open after more than 30 years.
Tomaszewaki’s conjecture can also be described as a probability problem. Throughout this
paper, we let {ǫi, i = 1, 2, . . .} be a Rademacher sequence, i.e., a sequence of independent random
variables with P (ǫi = −1) = P (ǫi = 1) = 12 . Let n ∈ N and ǫ = (ǫ1, . . . , ǫn). For a = (a1, . . . , an) ∈
R
n, denote a · ǫ := a1ǫ1 + · · ·+ anǫn. Then Tomaszewaki’s conjecture can be formulated as
P (|a · ǫ| ≤ ‖a‖) ≥ 1
2
.
Hereafter ‖a‖ := (∑ni=1 ai2) 12 . Consider the non-increasing sequence of constants
Tn = inf {P (|a · ǫ| ≤ ‖a‖) : a ∈ Rn} , n ∈ N.
T = infn{Tn} is known as Tomaszewaki’s constant. This constant occurs frequently in opti-
mization and operations research (cf. [4, 14]). Since T2 =
1
2
whenever a1a2 6= 0, Tomaszewaki’s
conjecture is equivalent to T = 1
2
.
Holzman and Kleitman [11] proved that T ≥ 3
8
. Ben-Tal, Nemirovski and Roos [1] indepen-
dently proved that T ≥ 1
3
(see also [13] for an improvement to 36%). The update results are
T > 13
32
by Boppana and Holzman [2] and T9 =
1
2
by Hendriks and van Zuijlen [8]. van Zurjlen
[15] and von Heymann [9] showed that Tomaszewaki’s conjecture is true for the special case that
all |ai| are equal. Tomaszewaki’s constant can be approximated surprisingly via an algorithm
constructed by De et al. [4]. According to that algorithm, for any ε > 0, a value between T and
T + ε is returned when the running time is long enough. In this paper, we will present several
new equivalent formulations for Tomaszewaki’s conjecture. These include a topological view, a
combinatorial version and a strengthened version of the conjecture. We hope that our results can
shed new light on this long-standing open problem.
Besides T , another constant related to the Rademacher sequence arises in a variety of contexts.
Consider the non-increasing sequence of constants
Gn = inf {P (|a · ǫ| ≥ ‖a‖) : a ∈ Rn} , n ∈ N. (1.1)
G = infn{Gn} is known as Hitczenko and Kwapien´’s constant. This constant has been applied
to Kolmogorov-type lower estimates for independent random variables and other problems (cf.
[3, 10]). Burkholder [3] showed that G > 0. Hitczenko and Kwapien´ [10] showed that G > 1
4
e−4.
Oleszkiewicz [12] showed that G > 1
10
. He also pointed out that G might be equal to 7
32
and
proved that G6 =
7
32
. It can be checked that G1 = 1, G2 =
1
2
, G3 = G4 = G5 =
1
4
. In this paper,
we will prove that G7 =
7
32
(see Theorem 3.1 and Remark 3.2 below).
Note that Gn yields an upper bound 1−Gn for P (|a · ǫ| < ‖a‖), but not for P (|a · ǫ| ≤ ‖a‖).
The following slightly different constants yield an upper bound for P (|a · ǫ| ≤ ‖a‖):
G′n := inf {P (|a · ǫ| > ‖a‖) : a ∈ Rn, ai 6= 0, ∀i = 1, . . . , n} . (1.2)
We will show that G′1 = 0, G
′
2 =
1
2
, G′3 = G
′
5 =
1
4
, G′4 =
1
8
, G′6 =
3
16
, G′7 =
7
32
.
The rest of this paper is organized as follows. In Section 2, we explore Tomaszewaki’s con-
jecture and present several new equivalent formulations. In Section 3, we study Hitczenko and
Kwapien´’s conjecture and prove among other things that G7 = G
′
7 =
7
32
.
2
2 Equivalent formulations for Tomaszewski’s conjecture
In this section, we make some explorations on Tomaszewski’s conjecture. In Section 2.1, we give
an equivalent formulation for Tomaszewski’s conjecture from a topological view. In Section 2.2,
we reformulate Tomaszewski’s conjecture as a conjecture in terms of natural numbers. In Section
2.3, we present a strengthened version of Tomaszewski’s conjecture.
2.1 A topological view
Suppose n ≥ 2. Define
Sn−1 := {a ∈ Rn : ‖a‖ = 1} ,
and
D :=
{
a ∈ Sn−1 : P (|a · ǫ| ≤ 1) ≥ 1
2
}
.
Lemma 2.1 Tomaszewski’s conjecture holds if and only if there exists a dense subset V of Sn−1
such that the inequality
P (|a · ǫ| ≤ 1) ≥ 1
2
(2.1)
holds for all a ∈ V .
Proof. We need only prove the sufficiency. To this end, it is sufficient to show that D is a closed
subset of Sn−1.
Let a ∈ Sn−1 and {a(m)} ⊂ D such that ‖a(m) − a‖ → 0 as m→∞. We have
P (|a(m) · ǫ| ≤ 1) ≥ 1
2
, ∀m ∈ N.
Note that {−1, 1}n contains 2n vectors. Then, there exist
{(η(l)1 , . . . , η(l)n ) ∈ {−1, 1}n : 1 ≤ l ≤ 2n−1}
and a subsequence {mk} such that∣∣∣∣∣
n∑
i=1
a
(mk)
i η
(l)
i
∣∣∣∣∣ ≤ 1, ∀l ∈ {1, 2, . . . , 2n−1}, ∀k ∈ N.
By ‖a(m) − a‖ → 0 as m→∞, we get∣∣∣∣∣
n∑
i=1
aiη
(l)
i
∣∣∣∣∣ ≤ 1, ∀l ∈ {1, 2, . . . , 2n−1}.
It follows that P (|a · ǫ| ≤ 1) ≥ 1
2
, which implies that a ∈ D. Hence D is a closed subset of Sn−1.
The proof is complete.
3
To make further analysis, we define
A := {a ∈ Sn−1 : P (|a · ǫ| = 1) = 0},
B := {a ∈ Sn−1 : P (|a · ǫ| = 1) > 0},
and
C :=
{
a ∈ A : P (|a · ǫ| > 1) ≤ 1
2
}
.
Note that
C =
{
a ∈ A : P (|a · ǫ| ≥ 1) ≤ 1
2
}
=
{
a ∈ A : P (|a · ǫ| ≤ 1) ≥ 1
2
}
.
Lemma 2.2 A is a dense open subset of Sn−1 and C is both an open and closed subset of A.
Proof. Obviously, A is a dense subset of Sn−1. We first show that B is a closed subset of Rn
and hence A = Sn−1 − B is an open subset of Sn−1. In fact, let {a(m)} ⊂ B and ‖a(m) − a‖ → 0
as m→∞. Then, there exist (η1, . . . , ηn) ∈ {−1, 1}n and a subsequence {mk} such that∣∣∣∣∣
n∑
i=1
a
(mk)
i ηi
∣∣∣∣∣ = 1, ∀k ∈ N.
By ‖a(m) − a‖ → 0 as m → ∞, we get |∑ni=1 aiηi| = 1, which implies that a ∈ B. Hence B is a
closed subset of Rn.
Next we show that C is an open subset of A. Let a ∈ C. Then, there exist
{(ηp1, . . . , ηpn) ∈ {−1, 1}n : 1 ≤ p ≤ 2n−1}
such that ∣∣∣∣∣
n∑
i=1
aiη
p
i
∣∣∣∣∣ < 1, ∀p ∈ {1, 2, . . . , 2n−1}.
Hence there exists δ > 0 such that for any b ∈ A satisfying ‖b− a‖ < δ,∣∣∣∣∣
n∑
i=1
biη
p
i
∣∣∣∣∣ < 1, ∀p ∈ {1, 2, . . . , 2n−1}.
Thus
P (|b · ǫ| ≥ 1) ≤ 1
2
,
which implies that b ∈ C. Since a ∈ C is arbitrary, C is an open subset of A.
Finally, we show that C is a closed subset of A. Let a ∈ A and {a(m)} ⊂ C such that
‖a(m) − a‖ → 0 as m→∞. We have
P (|a(m) · ǫ| ≤ 1) ≥ 1
2
, ∀m ∈ N.
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Then, there exist
{(η(q)1 , . . . , η(q)n ) ∈ {1,−1}n : 1 ≤ q ≤ 2n−1}
and a subsequence {mk} such that∣∣∣∣∣
n∑
i=1
a
(mk)
i η
(q)
i
∣∣∣∣∣ ≤ 1, ∀q ∈ {1, 2, . . . , 2n−1}, ∀k ∈ N.
By ‖a(m) − a‖ → 0 as m→∞, we get∣∣∣∣∣
n∑
i=1
aiη
(q)
i
∣∣∣∣∣ ≤ 1, ∀q ∈ {1, 2, . . . , 2n−1}.
Thus P (|a · ǫ| ≤ 1) ≥ 1
2
, which implies that a ∈ C. Hence C is a closed subset of A.
By Lemma 2.2, A is a open subset of Sn−1. We equip A with the inherited topology from
Sn−1. Now we can state the main result of this subsection.
Theorem 2.3 Tomaszewski’s conjecture holds if and only if each connected component of A
contains at least one point that satisfies (2.1).
Proof. We need only prove the sufficiency. Suppose that each connected component of A contains
at least one point that satisfies (2.1). Let F be a connected component of A. Then there exists
a point a ∈ F satisfying (2.1). By Lemma 2.2, all points in F must satisfy (2.1). Since F is
arbitrary, we conclude that all points in A satisfy (2.1). Finally, since A is a dense subset of Sn−1,
Lemma 2.1 implies that Tomaszewski’s conjecture holds.
2.2 A combinatorial version
Let n ∈ N and In = {1, . . . , n}. For J ⊆ In, set Jc = In − J and
J (2) = {(i, j) : i, j ∈ J, i < j}. (2.2)
For a finite set A, we use |A| to denote its cardinality.
Theorem 2.4 Tomaszewski’s conjecture holds if and only if for any n ∈ N and l1, . . . , ln ∈ N,
1
2n
∣∣∣∣∣∣

J ⊆ In :
∑
(i,j)∈J(2)∪J
(2)
c
lilj −
∑
(i,j)∈J×Jc
lilj ≤ 0


∣∣∣∣∣∣ ≥
1
2
. (2.3)
Before proving Theorem 2.4, we present a lemma.
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Lemma 2.5 Let n ≥ 2. Then the following two statements are equivalent:
(i) For any a = (a1, . . . , an) ∈ Rn and ǫ = (ǫ1, . . . , ǫn),
P (|a · ǫ| ≤ ‖a‖) ≥ 1
2
. (2.4)
(ii) For any independent random variables η1, . . . , ηn with symmetric two-point distributions,
P
(∑
i 6=j
ηiηj ≤ 0
)
≥ 1
2
. (2.5)
Proof. (i) ⇒ (ii): Let η1, . . . , ηn be independent random variables with symmetric two-point
distributions. Define
ai = |ηi|, ǫi = ηi|ηi| , 1 ≤ i ≤ n.
Then a1, . . . , an are constants, ǫ1, . . . , ǫn are independent Rademacher random variables with
ηi = aiǫi, 1 ≤ i ≤ n.
Note that
|a · ǫ| ≤ ‖a‖ ⇔
(
n∑
i=1
aiǫi
)2
≤
n∑
i=1
a2i
⇔
∑
i 6=j
aiǫiajǫj ≤ 0
⇔
∑
i 6=j
ηiηj ≤ 0. (2.6)
Hence (i) implies (ii).
(ii) ⇒ (i): Let a = (a1, . . . , an) ∈ Rn and ǫ = (ǫ1, . . . , ǫn). Define ηi = aiǫi, 1 ≤ i ≤ n. Then
the proof is complete by (2.6).
Proof of Theorem 2.4. “⇒” Suppose that Tomaszewski’s conjecture holds. Let l1, . . . , ln ∈ N
and ǫ1, . . . , ǫn be independent Rademacher random variables. Define
ηi = liεi, 1 ≤ i ≤ n.
Then, η1, . . . , ηn are independent and have symmetric two-point distributions. By (2.5), we get
P
(∑
i 6=j
lilj · εiεj ≤ 0
)
≥ 1
2
.
Hence there exist 2n−1 different vectors
s(k) = (sk,1, . . . , sk,n) ∈ {−1, 1}n, k = 1, . . . , 2n−1,
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such that ∑
i 6=j
lilj · sk,isk,j ≤ 0, ∀k ∈ {1, 2, . . . , 2n−1}. (2.7)
For each vector s(k), define
Jk = {i : sk,i = 1}, k = 1, . . . , 2n−1. (2.8)
Then Jk, k = 1, . . . , 2
n−1 are different subsets of In. Note that sk,isk,j = 1 for (i, j) ∈ J (2)k ∪(Jk)(2)c ,
and sk,isk,j = −1 for (i, j) ∈ Jk × (Jk)c . It follows from (2.7) that∑
(i,j)∈J
(2)
k
∪(Jk)
(2)
c
lilj −
∑
(i,j)∈Jk×(Jk)c
lilj ≤ 0, ∀k ∈ {1, . . . , 2n−1}.
Thus (2.3) holds.
“⇐” Suppose that for any n ∈ N and l1, . . . , ln ∈ N, (2.3) holds. We will show that for any
n ∈ N and a = (a1, . . . , an) ∈ Rn, (2.4) holds.
We use proof by contradiction. Suppose that (2.4) does not hold for some n ∈ N and a =
(a1, . . . , an) ∈ Rn. We can assume without loss of generality that n ≥ 2 and each ai > 0. Then
there exist 2n−1 + 1 different vectors s(k) = (sk,1, . . . , sk,n) ∈ {−1, 1}n, k = 1, . . . , 2n−1 + 1 such
that |a · s(k)| > ‖a‖, i.e.,
(a · s(k))2 − a · a > 0, ∀k ∈ {1, . . . , 2n−1 + 1}. (2.9)
For each 1 ≤ i ≤ n, we choose a sequence {r(m)i : m = 1, 2, . . . } of positive rational numbers
such that r
(m)
i → ai as m→∞. Let
r(m) = (r
(m)
1 , . . . , r
(m)
n ).
Then we have ‖r(m)−a‖ → 0 as m→∞. By (2.9) and the continuity of functions ϕk(·) : ϕk(x) =
(x · s(k))2 − x · x, x ∈ Rn, k = 1, . . . , 2n−1 + 1, there exists m0 ∈ N such that
(r(m0) · s(k))2 − r(m0) · r(m0) > 0, ∀k ∈ {1, . . . , 2n−1 + 1}. (2.10)
Note that (2.10) also holds with r(m0) replaced by cr(m0) for any c > 0. Since r(m0) is a vector
made up of positive rational numbers, there exists a positive integer l0 such that li = l0r
(m0)
i are
positive integers for i = 1, . . . , n. Set l = (l1, . . . , ln) = l0r
(m0). Then, l ∈ Nn and
(l · s(k))2 − l · l > 0, ∀k ∈ {1, . . . , 2n−1 + 1}.
Since s(k) = (sk,1, . . . , sk,n) ∈ {−1, 1}n, the above equalities can be written as∑
i 6=j
lilj · sk,isk,j > 0, ∀k ∈ {1, . . . , 2n−1 + 1}. (2.11)
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Let Jk be defined by (2.8). Then sk,isk,j = 1 for (i, j) ∈ J (2)k ∪ (Jk)(2)c and sk,isk,j = −1 for
(i, j) ∈ Jk × (Jk)c . Thus (2.11) implies that∑
(i,j)∈J
(2)
k
∪(Jk)
(2)
c
lilj −
∑
(i,j)∈Jk×(Jk)c
lilj > 0
for 2n−1+1 different subsets Jk, k = 1, . . . , 2
n−1+1. Hence (2.3) does not hold. We have arrived
at a contradiction. Therefore, for any a = (a1, . . . , an) ∈ Rn, (2.4) holds, i.e., Tomaszewski’s
conjecture holds. The proof is complete.
2.3 A strengthened version
Tomaszewski’s conjecture says that for any n ∈ N and a = (a1, . . . , an) ∈ Rn with ‖a‖ = 1, it
holds that
P (|a · ǫ| ≤ 1) ≥ 1
2
.
This means that at least half of the 2n sign sums of the form S = ±a1 ± · · · ± an satisfy |S| ≤ 1.
In this subsection, we present a strengthened version of Tomaszewski’s conjecture, which provides
information about the other half of the 2n sign sums.
Theorem 2.6 Tomaszewski’s conjecture holds if and only if for any n ∈ N and a = (a1, . . . , an) ∈
R
n with ‖a‖ = 1, the 2n sign sums of the form S = ±a1 ± · · · ± an can be partitioned into 2n−1
pairs {(sj1, sj2) : j = 1, . . . , 2n−1} such that |sj1| · |sj2| ≤ 1, j = 1, . . . , 2n−1.
Before proving Theorem 2.6, we present a lemma.
Lemma 2.7 Tomaszewski’s conjecture is equivalent to each of the following statements:
(i) For any n ∈ N and a = (a1, · · · , an) ∈ Rn,
P (|a · ǫ| < ‖a‖) ≥ P (|a · ǫ| > ‖a‖) . (2.12)
(ii) For any n ∈ N, a = (a1, · · · , an) ∈ Rn with ‖a‖ = 1, and δ > 0,
P (a · ǫ > δ) + P
(
a · ǫ > 1
δ
)
≤ 1
2
. (2.13)
Proof. (2.12) ⇒ (2.4): (2.4) follows directly from (2.12) by
P (|a · ǫ| ≤ ‖a‖) ≥ P (|a · ǫ| < ‖a‖) ≥ P (|a · ǫ| > ‖a‖) = 1− P (|a · ǫ| ≤ ‖a‖) .
(2.4) ⇒ (2.13): Set 2b = δ − 1
δ
, a∗ = (a1, . . . , an, b), ǫ
∗ = (ǫ1, . . . , ǫn, ǫn+1). Since (2.4) holds
with (a, ǫ) replaced by (a∗, ǫ∗), it follows that
P (a∗ · ǫ∗ > ‖a∗‖) ≤ 1
4
. (2.14)
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Note that
a∗ · ǫ∗ = a · ǫ+ b ǫn+1, ‖a∗‖ =
√
‖a‖2 + b2 =
√
1 + b2.
By taking conditional probability on ǫn+1 = ±1, (2.14) can be written as
1
2
P
(
a · ǫ+ b >
√
1 + b2
)
+
1
2
P
(
a · ǫ− b >
√
1 + b2
)
≤ 1
4
,
i.e.,
P
(
a · ǫ >
√
1 + b2 − b
)
+ P
(
a · ǫ >
√
1 + b2 + b
)
≤ 1
2
.
Note that 2b = δ − 1
δ
implies that 2
√
1 + b2 = δ + 1
δ
and
√
1 + b2 − b = 1
δ
,
√
1 + b2 + b = δ.
Thus
P (a · ǫ > δ) + P
(
a · ǫ > 1
δ
)
≤ 1
2
,
which implies that (2.13) holds.
(2.13) ⇒ (2.12): By symmetry, the case that ‖a‖ = 0 is trivial.
Let ‖a‖ > 0. Applying (2.13) to a′ = a
‖a‖
, we get
P (|a · ǫ| > δ‖a‖) + P
(
|a · ǫ| > 1
δ
‖a‖
)
≤ 1.
Letting δ ↑ 1, we obtain that
P (|a · ǫ| ≥ ‖a‖) + P (|a · ǫ| > ‖a‖) ≤ 1.
Thus P (|a · ǫ| < ‖a‖) = 1− P (a · ǫ ≥ ‖a‖) ≥ P (|a · ǫ| > ‖a‖), i.e., (2.12) holds. 
Remark 2.8 (a) We have the following two apparently equivalent formulations of (2.12):
P (|a · ǫ| > ‖a‖) ≤ 1
2
− 1
2
P (|a · ǫ| = ‖a‖) ,
and
P (|a · ǫ| ≤ ‖a‖) ≥ 1
2
+
1
2
P (|a · ǫ| = ‖a‖) .
(b) An equivalent version of (2.13) has appeared in Dzindzalieta [5, Proposition 1] (cf. also
[6, Proposition 13]):
P (|a · ǫ| ≤ δ) ≥ P
(
|a · ǫ| ≥ 1
δ
)
. (2.15)
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It is shown in [5, Proposition 1] that (2.4) holds if and only if (2.15) holds for all 0 ≤ δ ≤ 1.
However, there is an error in the proof of [5, Proposition 1]. To show that (2.4) holds implies
that (2.15) holds for all 0 ≤ δ ≤ 1, the author used the following inequality
P (|a · ǫ| ≥ δ) + P
(
|a · ǫ| ≥ 1
δ
)
≤ 1. (2.16)
We point out that (2.16) does not hold in general. If we let a = (1
2
, 1
2
, 1
2
, 1
2
) and δ = 1, then
P (|a · ǫ| ≥ δ) + P
(
|a · ǫ| ≥ 1
δ
)
=
5
4
> 1.
Although (2.16) does not hold in general, (2.15) is still an equivalent formulation of (2.13).
In fact, suppose that (2.13) holds for any δ > 0. Then, we have
P (|a · ǫ| ≤ δ) = lim
ε→0
P (|a · ǫ| ≤ δ + ε)
= lim
ε→0
[1− 2P (a · ǫ > δ + ε)]
≥ lim sup
ε→0
[
1− 2
(
1
2
− P
(
a · ǫ > 1
δ + ε
))]
= lim sup
ε→0
P
(
|a · ǫ| > 1
δ + ε
)
= P
(
|a · ǫ| ≥ 1
δ
)
,
i.e., (2.15) holds. If (2.15) holds, then by the symmetry of (ǫi), we get
P (a · ǫ > δ) + P
(
a · ǫ > 1
δ
)
=
1
2
[
P (|a · ǫ| > δ) + P
(
|a · ǫ| > 1
δ
)]
=
1
2
[
1− P (|a · ǫ| ≤ δ) + P
(
|a · ǫ| > 1
δ
)]
≤ 1
2
[
1− P (|a · ǫ| ≤ δ) + P
(
|a · ǫ| ≥ 1
δ
)]
=
1
2
− 1
2
[
P (|a · ǫ| ≤ δ)− P
(
|a · ǫ| ≥ 1
δ
)]
≤ 1
2
,
i.e., (2.13) holds.
Proof of Theorem 2.6. We need only prove the necessity. Suppose that Tomaszewski’s conjec-
ture holds. Then, Lemma 2.7 implies that (2.13) holds.
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For a = (a1, . . . , an) ∈ Rn with ‖a‖ = 1, we arrange the 2n sign sums of the form S = ±a1 ±
· · ·±an in non-decreasing order and denote the obtained sequence by s−2n−1 , . . . , s−1, s1, . . . , s2n−1 .
It follows that s−k ≤ 0 ≤ sk and s−k = −sk for k = 1, . . . , 2n−1. To finish the proof, it is sufficient
to show that
sk · s2n−1+1−k ≤ 1, ∀k ∈ {1, . . . , 2n−1}. (2.17)
We use proof by contradiction. Assume that (2.17) does not hold. Then, there exists some
k ∈ {1, . . . , 2n−1} such that
sk · s2n−1+1−k > 1.
It follows that sk > 0 and there exists a positive number δ ∈ (1/sk, s2n−1+1−k). Thus
1
δ
< sk, δ < s2n−1+1−k.
Note that ǫ has a uniform distribution on {−1, 1}n and s1 ≤ · · · ≤ s2n−1 . We get
P
(
a · ǫ > 1
δ
)
≥ 2
n−1 + 1− k
2n
, P (a · ǫ > δ) ≥ k
2n
.
Hence
P (a · ǫ > δ) + P
(
a · ǫ > 1
δ
)
≥ 2
n−1 + 1
2n
>
1
2
,
which contradicts with (2.13). Hence (2.17) holds and therefore the proof is complete.
3 On Hitczenko-Kwapien´’s conjecture
In this section, we first consider Hitczenko-Kwapien´’s conjecture and prove the following result.
Theorem 3.1 Suppose n ≤ 7. Then for any a ∈ Rn, it holds that
P (|a · ǫ| ≥ ‖a‖) ≥ 7
32
.
Remark 3.2 Since P (|a · ǫ| ≥ ‖a‖) = 7
32
for a = (1, 1, 1, 1, 1, 1, 0), the lower bound 7
32
is optimal.
Let Gn be defined by (1.1). Then, Theorem 3.1 implies that G7 =
7
32
.
We will also consider the constant G′n defined by (1.2) and prove the following result.
Theorem 3.3 G′1 = 0, G
′
2 =
1
2
, G′3 = G
′
5 =
1
4
, G′4 =
1
8
, G′6 =
3
16
, G′7 =
7
32
.
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3.1 Some lemmas
By the symmetry of (ǫi), we can assume without loss of generality that a1 ≥ a2 ≥ · · · ≥ an ≥ 0.
Define
R
(n)
d = {(a1, . . . , an) ∈ Rn : a1 ≥ a2 ≥ · · · ≥ an ≥ 0}.
For any sign vector s = (s1, . . . , sn) ∈ {−1, 1}n, set a · s = a1s1+ · · ·+ ansn. We will estimate the
cardinality of the set
Vsd(a) = {s ∈ {−1, 1}n : a · s ≥ ‖a‖}.
For two different vectors s and s′ in {−1, 1}n, we say that s′ is better than s if a · s′ ≥ a · s for
all a ∈ R(n)d and denote it by s ≺ s′. If s ≺ s′ or s = s′, we denote s  s′. It is easy to see that if
s ∈ Vsd(a) and s′ is better than s, then s′ is also in Vsd(a). Our idea is to find an s in Vsd(a) such
that there are as many as possible sign vectors which are better than s.
For J ⊆ In = {1, . . . , n}, let (J)n denote the sign vector s = (s1, . . . , sn) ∈ {−1, 1}n such
that sj = −1 for j ∈ J and sj = 1 otherwise. Obviously J 7→ (J)n sets up a one-to-one corre-
spondence between 2In and {−1, 1}n. For example, (6)7 and (3, 4)7 denote (1, 1, 1, 1, 1,−1, 1) and
(1, 1,−1,−1, 1, 1, 1), respectively. In the case that J = ∅, we just write ()7 for (1, 1, 1, 1, 1, 1, 1).
The following lemma can be easily checked.
Lemma 3.4 Suppose that J, J ′, J ′′ ⊆ In.
(i) If i < j, then (i)n ≺ (j)n.
(ii) If J ⊃ J ′, then (J)n ≺ (J ′)n.
(iii) If (J)n ≺ (J ′)n and (J ′)n ≺ (J ′′)n, then (J)n ≺ (J ′′)n.
(iv) If (J ′)n ≺ (J ′′)n and J ∩ J ′ = J ∩ J ′′ = ∅, then (J ∪ J ′)n ≺ (J ∪ J ′′)n.
(v) Suppose that i1 ≤ j1, . . . , im ≤ jm for some i1 < i2 < · · · < im and j1 < j2 < · · · < jm. Then
(i1, . . . , im)n  (j1, . . . , jm)n.
For J ⊆ In, let J (2) be defined by (2.2).
Lemma 3.5 Let a ∈ R(n)d . Suppose that J,K ⊆ In with a · (J)n ≥ 0 and a · (K)n ≥ 0.
(i) Let Jc = In − J . Then (J)n ∈ Vsd(a) if and only if∑
(i,j)∈J(2)∪J
(2)
c
aiaj −
∑
(i,j)∈J×Jc
aiaj ≥ 0.
(ii) Let (J ∪K)c = In − (J ∪K). Suppose that J ∩K = ∅ and∑
(i,j)∈J(2)∪K(2)∪(J∪K)(2)
c
aiaj −
∑
(i,j)∈J×K
aiaj ≥ 0. (3.1)
Then, either (J)n or (K)n is in Vsd(a).
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Proof. (i) Note that a · (J)n =
∑
i∈Jc
ai −
∑
i∈J ai. By the assumption that a · (J)n ≥ 0, we get
(J)n ∈ Vsd(a) ⇔ [ a · (J)n ]2 ≥ ‖a‖2
⇔
[∑
i∈Jc
ai −
∑
i∈J
ai
]2
≥
∑
i∈In
a2i
⇔
∑
(i,j)∈J(2)∪J
(2)
c
aiaj −
∑
(i,j)∈J×Jc
aiaj ≥ 0.
(ii) Note that Jc = (J ∪K)c ∪K and Kc = (J ∪K)c ∪ J . Then∑
(i,j)∈J(2)∪J
(2)
c
aiaj −
∑
(i,j)∈K×Kc
aiaj
=

 ∑
(i,j)∈J(2)∪K(2)∪(J∪K)(2)
c
aiaj +
∑
(i,j)∈K×(J∪K)
c
aiaj

−

 ∑
(i,j)∈K×(J∪K)
c
aiaj +
∑
(i,j)∈K×J
aiaj


=
∑
(i,j)∈J(2)∪K(2)∪(J∪K)(2)
c
aiaj −
∑
(i,j)∈J×K
aiaj .
Thus, by symmetry,
 ∑
(i,j)∈J(2)∪J
(2)
c
aiaj −
∑
(i,j)∈J×Jc
aiaj

+

 ∑
(i,j)∈K(2)∪K
(2)
c
aiaj −
∑
(i,j)∈K×Kc
aiaj


= 2

 ∑
(i,j)∈J(2)∪K(2)∪(J∪K)(2)
c
aiaj −
∑
(i,j)∈J×K
aiaj

 .
By (3.1), we find that at least one term of the left hand side is non-negative. Therefore, either
(J)n or (K)n is in Vsd(a) by (i). 
Lemma 3.6 Let a ∈ R(7)d . Then at least one of (2)7, (3, 4)7 and (5, 6, 7)7 is in Vsd(a).
Proof. Case 1: a2 < a3 + a5 + a6 + a7.
Applying Lemma 3.5 with J = {2} and K = {5, 6, 7}, (J ∪K)c = {1, 3, 4}, we get
(a1a3 + a1a4 + a3a4) + (a5a6 + a5a7 + a6a7)− a2(a5 + a6 + a7)
= (a1a3 + a1a4 − a2a5 − a2a6) + (a3a4 + a5a6 + a5a7 + a6a7)− a2a7
≥ (a3a4 + a5a6 + a5a7 + a6a7)− (a3 + a5 + a6 + a7)a7
≥ 0.
Then, we obtain by Lemma 3.5 (ii) that either (2)7 or (5, 6, 7)7 is in Vsd(a).
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Case 2: a2 ≥ a3 + a5 + a6 + a7.
Applying Lemma 3.5 with J = {3, 4} and K = {5, 6, 7}, we get
a1a2 + a3a4 + (a5a6 + a5a7 + a6a7)− (a3 + a4)(a5 + a6 + a7)
≥ a22 − 2a3(a5 + a6 + a7)
≥ (a3 + a5 + a6 + a7)2 − 2a3(a5 + a6 + a7)
≥ 0.
Then, we obtain by Lemma 3.5 (ii) that either (3, 4)7 or (5, 6, 7)7 is in Vsd(a).
Therefore, for both case 1 and case 2, at least one of (2)7, (3, 4)7, (5, 6, 7)7 is in Vsd(a). 
3.2 Proof of Theorem 3.1
Since ǫ = (ǫ1, . . . , ǫ7) has a uniform distribution on {−1, 1}7, which consists of 27 = 128 sign
vectors. We have
P (a · ǫ ≥ ‖a‖) = |Vsd(a)|
128
.
Then it is sufficient to show that Vsd(a) contains at least 14 elements for any a ∈ R(7)d .
Case 1: a1 ≥ a4 + a5.
Applying Lemma 3.5 with J = {3, 6} and K = {4, 5, 7}, (J ∪K)c = {1, 2}, we get
a1a2 + a3a6 + (a4a5 + a4a7 + a5a7)− (a3 + a6)(a4 + a5 + a7)
= a1a2 − a3(a4 + a5) + (a3 − a5)(a6 − a7) + a4(a5 − a6) + (a4 − a6)a7
≥ 0.
Then, we obtain by Lemma 3.5 (ii) that either (3, 6)7 or (4, 5, 7)7 is in Vsd(a).
Case 1a: Suppose that (4, 5, 7)7 ∈ Vsd(a). By Lemma 3.4, the following 13 sign vectors are all
better than (4, 5, 7)7:
(4, 6, 7)7, (5, 6, 7)7, (4, 5)7, (4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (4)7, (5)7, (6)7, (7)7, ()7.
Then all of these vectors are in Vsd(a). Hence there are at least 14 elements in Vsd(a).
Case 1b: Suppose that (3, 6)7 ∈ Vsd(a). Then the following 12 better sign vectors are also in
Vsd(a):
(3, 7)7, (4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (3)7, (4)7, (5)7, (6)7, (7)7, ()7.
Moreover, by Lemma 3.6, at least one of (2)7, (3, 4)7, (5, 6, 7)7 is in Vsd(a), and the three sign
vectors are not included in the above sequence. Thus there are also at least 14 elements in Vsd(a).
Case 2: a1 < a4 + a5.
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We will show that in this case at least one of (1, 7)7, (3, 6)7, (4, 5)7 is in Vsd(a). Since a · (3, 6)7,
a · (4, 5)7 and a · (1, 7)7 are all nonnegative, it is sufficient to show that
[ a · (3, 6)7]2 + [ a · (4, 5)7]2 + [ a · (1, 7)7]2 − 3‖a‖2 ≥ 0.
Expanding the left hand side of the above inequality, we get
[ a · (3, 6)7]2 + [ a · (4, 5)7]2 + [ a · (1, 7)7]2 − 3‖a‖2
= 3(a1a7 + a3a6 + a4a5) + a2(a1 + a3 + a4 + a5 + a6 + a7)
−(a1 + a7)(a3 + a6)− (a1 + a7)(a4 + a5)− (a3 + a6)(a4 + a5)
= −a1(a4 + a5 + a6) + (a2 − a3)(a1 + a4 + a5) + (2a3 − a4 − a5)a6
+(3a1 + a2 − a3 − a4 − a5 − a6)a7 + a2a3 + a2a6 + a3a6 + 3a4a5
≥ a2a3 + a2a6 + a3a6 + 3a4a5 − a1(a4 + a5 + a6)
> a2a3 + (a2 + a3)a6 + 3a4a5 − (a4 + a5)(a4 + a5 + a6)
≥ 0.
Then it follows that at least one of (1, 7)7, (3, 6)7, (4, 5)7 is in Vsd(a).
Case 2a: Suppose that (1, 7)7 ∈ Vsd(a). Then the following 13 better sign vectors are also in
Vsd(a):
(2, 7)7, (3, 7)7, (4, 7)7, (5, 7)7, (6, 7)7, (1)7, (2)7, (3)7, (4)7, (5)7, (6)7, (7)7, ()7.
Thus there are at least 14 elements in Vsd(a).
Case 2b: Suppose that (3, 6)7 ∈ Vsd(a). Then as in Case 1b there are at least 14 elements in
Vsd(a).
Case 2c: Suppose that (4, 5)7 ∈ Vsd(a). Then the following 10 better sign vectors are also in
Vsd(a):
(4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (4)7, (5)7, (6)7, (7)7, ()7.
Moreover, since a1 < a4 + a5 and (4, 5)7 ∈ Vsd(a), we have
a · (1)7 > a · (4, 5)7 ≥ ‖a‖.
Then (1)7 is in Vsd(a). Hence (2)7 and (3)7 are also in Vsd(a). Therefore, in this case there are at
least 14 elements in Vsd(a).
3.3 Proof of Theorem 3.3
By the symmetry of (ǫi), we can assume without loss of generality that a1 ≥ a2 ≥ · · · ≥ an > 0.
Define
Vsd+(a) = {s ∈ {−1, 1}n : a · s > ‖a‖}.
Obviously, if s ∈ Vsd+(a) and s′ is better than s, then s′ is also in Vsd+(a). Note that
G′n = 2 inf {P (a · ǫ > ‖a‖) : a ∈ Rn, ai 6= 0, ∀i = 1, . . . , n} .
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(1) By the definition of G′n, we have G
′
1 = 0.
(2) By a1 − a2 <
√
a21 + a
2
2 < a1 + a2, we have P (a · ǫ > ‖a‖) = 14 for n = 2. Then G′2 = 12 .
(3) By a1 + a2 + a3 >
√
a21 + a
2
2 + a
3
3, we know that ()3 ∈ Vsd+(a). Then P (a · ǫ > ‖a‖) ≥ 18
for n = 3. On the other hand, P (a · ǫ > ‖a‖) = 1
8
for a = (1, 1, 1). Thus G′3 =
1
4
.
(4) As above, we have ()4 ∈ Vsd+(a). Then P (a · ǫ > ‖a‖) ≥ 116 for n = 4. On the other hand,
P (a · ǫ > ‖a‖) = 1
16
for a = (1, 1, 1, 1). Thus G′4 =
1
8
.
Before presenting the proof for n = 5, 6, 7, we need the following lemma whose proof is similar
to that of Lemma 3.5.
Lemma 3.7 Let a = (a1, . . . , an) be a vector with a1 ≥ · · · ≥ an > 0. Suppose that J,K ⊆ In
satisfying J ∩K = ∅, a · (J)n > 0, a · (K)n > 0 and∑
(i,j)∈J(2)∪K(2)∪(J∪K)(2)
c
aiaj −
∑
(i,j)∈J×K
aiaj > 0.
Then either (J)n or (K)n is in Vsd+(a).
(5) Let n = 5. We will show that Vsd+(a) contains at least 4 elements. Applying Lemma 3.7
with J = {3} and K = {4, 5}, (J ∪K)c = {1, 2}, we get
a1a2 + a4a5 − a3a4 − a3a5 = a1a2 − a23 + (a3 − a4)(a3 − a5) ≥ 0.
Case (i): Suppose that a1a2 − a23 + (a3 − a4)(a3 − a5) > 0. Then, by Lemma 3.7 (ii), we find
that either (3)5 or (4, 5)5 is in Vsd+(a). Note that (4)5, (5)5 and ()5 are better than both (3)5 and
(4, 5)5. In either case Vsd+(a) contains at least 4 elements. Thus
P (a · ǫ > ‖a‖) ≥ 4
32
=
1
8
. (3.2)
Case (ii): Suppose that a1a2 − a23 + (a3 − a4)(a3 − a5) = 0. Then we have a1 = a2 = a3 =
a4 ≥ a5 > 0. Thus a · (1)5 = 2a1 + a5 >
√
4a21 + a
2
5 = ‖a‖, which implies that (1)5 ∈ Vsd+(a), and
hence (2)5, (3)5, (4)5, (5)5, ()5 are all in Vsd+(a). Therefore P (a · ǫ > ‖a‖) = 632 and (3.2) still
holds.
On the other hand, we have P (a · ǫ > ‖a‖) = 1
8
for a = (2, 2, 1, 1, 1). Hence G′5 =
1
4
.
(6) Let n = 6. We will show that Vsd+(a) contains at least 6 elements. Applying Lemma 3.7
with J = {2} and K = {4, 6}, (J ∪K)c = {1, 3, 5}, we get
a4a6 + (a1a3 + a1a5 + a3a5)− (a2a4 + a2a6) > (a1a3 − a2a4) + (a1a5 − a2a6) ≥ 0.
Then, by Lemma 3.7 (ii), we find that either (2)6 or (4, 6)6 is in Vsd+(a).
Case (i): Suppose that (2)6 is in Vsd+(a). Then the following better sign vectors are also in
Vsd(a):
(3)6, (4)6, (5)6, (6)6, ()6.
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Thus there are at least 6 elements in Vsd(a).
Case (ii): Suppose that (4, 6)6 is in Vsd+(a). Then the following sign vectors are also in
Vsd(a):
(5, 6)6, (4)6, (5)6, (6)6, ()6.
Thus in either case Vsd+(a) contains at least 6 elements. Hence
P (a · ǫ > ‖a‖) ≥ 6
64
=
3
32
.
On the other hand, P (a · ǫ > ‖a‖) = 3
32
for a = (2, 1, 1, 1, 1, 1). Therefore G′6 =
3
16
.
(7) Let n = 7. The proof for this case is similar to that of Theorem 3.1. By Lemma 3.7 and
the proof of Lemma 3.6, we can prove the following lemma, since the equality in that proof does
hold in the case that a1 ≥ · · · ≥ a7 > 0.
Lemma 3.8 Suppose that a = (a1, . . . , a7) with a1 ≥ · · · ≥ a7 > 0. Then at least one of
(2)7, (3, 4)7 and (5, 6, 7)7 is in Vsd+(a).
We now show that Vsd+(a) contains at least 14 elements.
Case 1: a1 > a4 + a5. Applying Lemma 3.7 with J = {3, 6} and K = {4, 5, 7}, (J ∪K)c =
{1, 2}, following the proof of Theorem 3.1 (Case 1), we get
a1a2 + a3a6 + (a4a5 + a4a7 + a5a7)− (a3 + a6)(a4 + a5 + a7)
= a1a2 − a3(a4 + a5) + (a3 − a5)(a6 − a7) + a4(a5 − a6) + (a4 − a6)a7
> 0.
Then, we obtain by Lemma 3.7 (ii) that either (3, 6)7 or (4, 5, 7)7 is in Vsd+(a).
Case 1a: Suppose that (4, 5, 7)7 ∈ Vsd+(a). By Lemma 3.4, the following 13 sign vectors are
all better than (4, 5, 7)7:
(4, 6, 7)7, (5, 6, 7)7, (4, 5)7, (4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (4)7, (5)7, (6)7, (7)7, ()7.
Then all of these vectors are in Vsd+(a). Hence there are at least 14 elements in Vsd+(a).
Case 1b: Suppose that (3, 6)7 ∈ Vsd+(a). Then the following 12 better sign vectors are also in
Vsd+(a):
(3, 7)7, (4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (3)7, (4)7, (5)7, (6)7, (7)7, ()7.
Moreover, by Lemma 3.8, at least one of (2)7, (3, 4)7, (5, 6, 7)7 is in Vsd+(a), and the 3 sign vectors
are not included in the above sequence. Thus there are also at least 14 elements in Vsd+(a).
Case 2: a1 ≤ a4+ a5. We will show that in this case at least one of (1, 7)7, (3, 6)7, (4, 5)7 is in
Vsd+(a). Since a · (3, 6)7, a · (4, 5)7 and a · (1, 7)7 are all nonnegative, it is sufficient to show that
[ a · (3, 6)7]2 + [ a · (4, 5)7]2 + [ a · (1, 7)7]2 − 3‖a‖2 > 0. (3.3)
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Expanding the left hand side of the above inequality, we get
[ a · (3, 6)7]2 + [ a · (4, 5)7]2 + [ a · (1, 7)7]2 − 3‖a‖2
= 3(a1a7 + a3a6 + a4a5) + a2(a1 + a3 + a4 + a5 + a6 + a7)
−(a1 + a7)(a3 + a6)− (a1 + a7)(a4 + a5)− (a3 + a6)(a4 + a5)
= −a1(a4 + a5 + a6) + (a2 − a3)(a1 + a4 + a5) + (2a3 − a4 − a5)a6
+(3a1 + a2 − a3 − a4 − a5 − a6)a7 + a2a3 + a2a6 + a3a6 + 3a4a5
≥ a2a3 + a2a6 + a3a6 + 3a4a5 − a1(a4 + a5 + a6)
≥ a2a3 + (a2 + a3)a6 + 3a4a5 − (a4 + a5)(a4 + a5 + a6)
≥ 0.
Note that the equalities in the above three “≥” signs cannot hold simultaneously. In fact, the
equality in the first “≥” sign implies that a1 = a2 = a3 = a4 = a5 = a6, while the equality in the
second “≥” sign implies that a1 = a4 + a5. Then the equalities hold simultaneously if and only
if a1 = 0 (and hence a2 = · · · = a7 = 0), which is in conflict with the assumption of Theorem
3.3. Thus the equalities cannot hold simultaneously, i.e., (3.3) holds. Therefore, it follows that
at least one of (1, 7)7, (3, 6)7, (4, 5)7 is in Vsd+(a).
Case 2a: Suppose that (1, 7)7 ∈ Vsd+(a). Then the following 13 sign vectors are also in Vsd+(a):
(2, 7)7, (3, 7)7, (4, 7)7, (5, 7)7, (6, 7)7, (1)7, (2)7, (3)7, (4)7, (5)7, (6)7, (7)7, ()7.
Thus there are at least 14 elements in Vsd+(a).
Case 2b: Suppose that (3, 6)7 ∈ Vsd+(a). Then as in Case 1b there are at least 14 elements in
Vsd+(a).
Case 2c: Suppose that (4, 5)7 ∈ Vsd+(a). Then the following 10 sign vectors are also in Vsd+(a):
(4, 6)7, (4, 7)7, (5, 6)7, (5, 7)7, (6, 7)7, (4)7, (5)7, (6)7, (7)7, ()7.
Moreover, since a1 ≤ a4 + a5 and (4, 5)7 ∈ Vsd+(a), we have
a · (1)7 ≥ a · (4, 5)7 > ‖a‖.
Then (1)7 is in Vsd+(a). Thus (2)7 and (3)7 are also in Vsd+(a). Therefore, in this case there are
also at least 14 elements in Vsd+(a).
Now we have shown that in either case Vsd+(a) contains at least 14 elements. Then
P (a · ǫ > ‖a‖) ≥ 14
27
=
7
64
.
On the other hand, P (a · ǫ > ‖a‖) = 7
64
for a = (2, 2, 2, 1, 1, 1, 1). Therefore G′7 =
7
32
. 
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