Graph theory has found its applications in various fields of computation involved in day to day life. A problem solving approach that incorporates graph theory has an added advantage of being simple and visually more comprehensible [9] . Data mining, image processing, astrology and astronomy, theoretical computer science, artificial intelligence and compiler optimization et al., every evolving field utilizes efficient algorithms involving graphs and their properties. Graph coloring has major applications in the field of compiler optimization. This paper proposes a heuristic approach of graph coloring for code optimization and hence, improvement in compiler performance and accuracy. Color-based merging of colored graphs reduces the use of temporary variables, increasing efficiency in memory utilization. A comparative analysis has been carried out in order to present the advantages of the proposed algorithm [5] [6] .
INTRODUCTION AND MOTIVATION
Graphs play a vital role in the optimization process phase of the compiler. There are several applications of graphs in different phases of compilers. Parse trees, Syntax trees, DAG's are useful in the initial phases where the code is analysis and prepared for synthesis. In synthesis part, flow graphs and basic blocks are generated for Data and control flow analysis and code optimization. Graphs can be used for peephole optimization and optimization of resister allocation problem in memory. Graph coloring which is an NPcomplete problem can be implied to solve the register allocation problem. Through graph coloring a heuristic solution can be implemented for reducing the number of temporary variables and hence reducing the memory required for computation.
RELATED WORKS AND EXISTING SOLUTIONS
Earlier existing algorithms for optimizing compiler such as Generating syntax directed translation graph for 3 address codes. Graph coloring is one of the popular methods for register allocation problem. The existing graphs coloring heuristics generate the colored graph as the syntax tree populates every time coloring the whole graph which has a overhead of higher utilization of CPU. Use such algorithms do not efficiently optimizes the compilation process but sometimes becomes and overhead. Hence the proposed solution erects those flaws from the existing approaches [2] .
CURRENT PROBLEM SCENARIO
The problem is to find how graph coloring needs to be done for optimal allocation of registers in compiler optimization technique for above disconnected graph hence to optimize the performance of compiler.
.
Fig 1(a) Graph G1 for a=b+c Fig 1(b) Graph G2 for d=e+f
For the above situation, graph coloring algorithm is applied -3 times (1 for graph 1(a) + 1 for graph 1(b)) + 1 for the connected graph obtained. Though only 3 colors are used, 3 registers required for temporary storage. Also excess use of coloring algorithm causes a heavy drop in the performance of the optimization process [10] . 
PROPOSED SOLUTION
Analyze the total number of vertices (say N).
No. of vertices in graph (a) = N1
No. of vertices in graph (b) = N2
Edges in graph (a) =E1
Edges in graph (b) = E2
Assuming initially colors required for coloring graph (a) be c1 and that of graph (b) will be c2. So, total colors =c1+ c2 While connecting the two disconnected graph, they must keep in mind that any vertex of graph 4(a) can connect to any of graph 4(b) 1) Color all n1 vertices with graph coloring algorithm from colors c1.
2) Color all n2 vertices with graph coloring algorithm from colors c2. Else a connection is created successfully without any change in color 4) Display the final colored graph with optimal register allocation to the large extent. 
ALGORITHM

Color_graph(G,V,E){ // Coloring all the vertex such that no adjacent nodes have same colour } Color_vertex(G,V,E,vert) { C[] color(adjacent(vert)) for(i=1;i<n;i++) for(j=1;j<n;j++) if(c[i]!=c[j])
COMPARATIVE ANALYSIS AND RESULTS
For the comparative analysis of the above approach let us take and pseudo code for optimization [4] 
g←Temp10;
The above 3-address code needs 10 temporary variables to execute which is not feasible.
Fig 2(a) Colored Graph G1 Fig 2(b) Colored Graph G2
Using the proposed heuristics for optimization of this code, Hence when optimized using the above approach we can analysis that the number of temporary memory locations or registers required will be equal to the number of different colors used for proper coloring of the graph which is 3 for the given scenario [7] [11].
Number of Registers Required =Chromaticity of the Resultant DAG
Hence this analysis shows that the proposed optimal code heuristic approach for the optimization of code has significant reduction in computations required for compiler optimization. This algorithm reduces the time and space complexity for the resisters and temporary storage allocations hence, increasing the efficiency of compiler optimization techniques [1] .
Fig 5 Efficiency of optimal code heuristic
CONCLUSION AND FUTURE WORKS
As the comparative analysis shows the proposed heuristic solution significantly enhances the efficiency of the code optimization hence compiler optimization. This algorithm has a significant reduction in space complexity as well, as the over head of coloring the graphs has been reduced. This enhances the performance of code and utilization memory of the system.
Future works include the application of parallelism for compiler optimization along with graph coloring which will provide an effective technique of peephole optimization for compilers. Various parallelization techniques like task decomposition and domain decomposition models are suitable for the evolution of compiler design [3] .
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