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FUN ClONES DE UNA VARIABLE COMPLEJA
L Funciones complejas de una variable compleja.
Sea Q un abierto de c. Una apl ic acion f,' n -~c se denomina una fun-
cion compleja de una variable comple]a. Si para to do z f Q def inimos
R e t] )( z) = R e (] i z) )
Img(f) i z) = lmg i f i z i }
donde Re(f(z)) es la parte real de [t z) , lm g t t i z I } la parte imaginaria de [tz),
obtenemos dos funciones
R e( f) = f 1: n ....IR
Img (f) = f2 : Q -e IR
de dos variables reales, yes claro que
Si f: Q .... c. f puede considerarse como una aplicaci6n de Q en IR2. En tal
caso,
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en el sentido de que
!(z} ::





. deride x"' Re(z) , y:-: Jmg(z).
2, La derivada de Jacobi,
Sea /: n. C y suponqase que
I'" j' .. if. J 2
donde II es la parte real de / y /2 su parte imaginari a. Si
rl f. rl f.
_'_1 (a) ,_'_1 (a) , a ,,:-n
(Ix (ly







es. C0l110 recordamos, la derivada a ;Jriori (de Tacobi) de I en el ;Jlmto a, Si





H 12 HI-0-( a)h1 + __ 2 (a) hnx Hy· 2
Es decir,
(
H 11 H II ) (H I HI)l/a)b = ~(aJb1 +~(a)h2 + i _2_(a)h + __ 2 (a) b
nx • ny dx 1 Hy 2
I=.:sto puede escribirse en la forma
ll(a)h=(.Hh(a)h1+iHI2(a)h)+(Hh(a)h + .H/2()h)
o 0 1 2 t-:;--), a 2 •
o x rJX Hy n
Si definimos
!!...i(a) = ( ah (a) + i HI2ra)) . ..:...L(a) =(Hh (a) + i HI2 (a))
(Ix ax Hx· Hy Cly Hy
se ti ene entonces
al HI
ll(a) h =--.(a) hI + -(a) h2 •ax • Hy .
o en forma matricial
] / aJ h " [:: (a) , : ~ (OJ] [ :J
donde es importante notar que
son numeros complejos, los cuales-se denominan las derivadas :Jarciales a ,riori




1 (JI ~ al ;u!T (a) - i .i: (a) I ; - (a) = 1. 1.!.!L (a) +
2 x {Jy {Jz 2 (Jx i ~~ (a) ! .
Los numeros cornplejos 3.l. (a) r .!!..1 (a) se denominan, respectivamente, las de-
{Jz {Jz
rivadas a priori (de T acobi) de I con respecto a z ya z en el punto a. '::vi-
dentemente
(JI






T eorema 2. 1. Sea f: n -> c y supongamos qt{e
{J Ii ta) (JIi (a)-- a),a x (J y i = 1,2
existen en el ,Imto a 7n. Sea
la aplicacion R -lineal definida por La(h) = J/a) b. Para que La sea Ima
aplicacion f:' . lineal de c en If es necesario y suficiente q'ie
.iLL (a) = O.
d'Z
En tal caso, '-a(b) ~ ..!!..L(a) b oara todo h ~ c[ ,
rlz •
Demostracion, Suponqamos primero
.i!.J... (a) = 0
rl'Z
Para c1emostrar que '-a: d. ,"' If es (I.' - lineal basta demostrar que e.xiste un





La(b):=Jfa s r iu: (a)b+-' (a)b=..::...J..(a)b,
. (/z {)z {Jz
se tiene
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y la afirmacion queda demostrada. Supongamos reciprccamente que La es c -li-
neal Entonces.
Si h = ] ,
~i h = i , dl d I-;» = _ (a) i - -- t a) i .
rlz dz
al (11 al (11
i-( a) + i - (a) = - (a) i - - (a) i
dZ (1Z (1z (1Z
de 10 cual se sigue que iL (a) = 0 y que
(1Z
para todo hE c . Esto demuestra el teorema.
genotaremos por j(D, c ) al conjunto de las funciones que son Jacobi -deri-
vablesentodopunto aEQ. Esclaroque j(Q, ([) esun Q;-espacio vecto-
rial para las leyes
(I + g) i x) = I(x) + g(x) ,
0.. Ii (x) = A [t x)
xEQ
xEQ, AE([.
Si IEj(D,('), 1=1]+iI2, I] = Re(I)
funciones







f11 (11 (11 (11
7;;' (1Y' dZ 'dz
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definidas de la manera obvia.
N6tese tarnbien que J(f)., I[) es un anilloconmutativo unitario si se conside-
ra la multiplicaci6n (I gi !») = [i x) s (x). Mas aun, J (f)., I[) es una c . algebra.
3. Lac. deriv ada.




I (a + h) - I(a)
b
donde h ....0 en 1[, existe y es un ruirnero complejo. Tal numero se denota por
rco , y se denomina la c derivada de I en el punto a.
Por ejemplo, si I: D .... I[ esta definida por
bEl[ ,
rea) existe en todo punto a en, y
rea) = 11 - 117b a .
En efecto ,
I (a + h) - I(a)
h
b 17 (17) lI-k k 11·1 17 (17) 17-k k·2-h Lab = bna + bh L a h
k = 1 k k=2 k
de 10 cual
lim
I (a + h) - I (a)
h
n·1= nba
no importa como b -> 0 en 1[. En particular, si I: D .... c esta dada por
fez) = b ; b ~ I[ , se tiene inmediatamente f(a) = 0 para todo punto aED.
Si fez) = bz j'(a) = b , para todo a e D
Sea f: D .... ([ definida por fez) = z
gun punto a ED. En efecto,
Entonc es I'(a) no existe en nin-
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I (a + h) - I (a) h
h h





Pero si h -> 0 permaneciendo en I = i IR ,
lim I(a + h)-I(a) =-1
h -> 0 h
hEn
Por 10 tanto, .
lim
h->o
I (a + h) - I(a)
h
no existe cuando h -> 0 en c .
Teorema 3.1. ~ea J: n .;« y Stlpongase q'~e /'(a) existe en el punto a En .
. Sean 1
1
,12 la parte real y la ~arte imaginaria de I, respeetivamente. En-
tonces
a t, rll·__ t (a), __ t (a)
rlx rly






-- (a) = /'(s)
rlz
(3.2)
Ademas I la aplicacion IR -lineal La: IR2 .... IR2 definida por
La(h) = J/a) h
es c -lineal de c en c y estci dada por La (h) = /'(a) h . (3.3)
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Demostrac ion. «t. v t,Para ver que __ 1 (d) __ 1 (a) existen para i = 1,2, n6tese
dx 'fiy
que si hE- IR yescribimos
I(a,h)
I (a + h) - I (a)
h
entonces
1 -- ! I(a r h) + I (a, h) I
2
Iz (a + h ) - Iz (a)
h
12 (M h) - !lea)
h
de 10 cual
fi 11 . , 11 (a + h ) - Iz (a)
--( a) == lim ......:...----"---
fix h->o h
hEIR






Por otra parte, si h <t b ' r h'E IR Y si escribimos
I (a + i h ' ) - I (a)
[Ia. ih') == ------
ih'
entonces







12 (a + i h ') - 12 (a)
h'
~ ! t' (a) + f' (a) ! ,
fi 11 '
-- (a) = /1m
lJ y rb' -> 0
Iz (a + i h ' ) - 11 (a)
h'
i If' (a) - f' (a) I .
2
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Note se ademas que
!!..L(a) ~ alz (a) + i rll2 (a) = I'(a) ,
ax rlx rlx
de 10 cual
rl I (a) = ..L [!!..L (a) _ i iu. (a)] = I' (a)
rlz 2 ax rlY
a I (a) = i.[.iiL (a) + i a I (a)] = 0 .az 2 ax ay
Envirtud del teorema 2.1 se sigue finalmente la € -linealidad de La' as! como
la rei acton (3.3), Esto completa I a demostracidn.
Nota: En el curso de la demostraci6n del teorema anterior hemos vistoque si
1'( a) exi ste, "
I' (a) =..JJ.1. (a) ,
ax
0.4)
I'(a) = -4- ~ I (a) .
t dy
(3.5)
Como en el caso de las funciones de una variable real, tenemos
Teorema 3.2. Sea I: n ....e. Si I es 1;:derivable en el punto a I': n , en-'
tonces I es cot1titl'.la en a.
Demostracion. Basta demostrar que
lim [Ia + h) = [i a) .
h ....o
Pero
I (a + h) = I (a)






tim [La s b ) = [I a) + timl(a+h)-I(a). lim h =1(a)+j'(a).O=I(a).
h ...o h ...o h h ...o
Esto demuestra el teorema .
EI siguiente teorema se demuestra como en el caso de las funciones de una va-
riable real. Dejamos la demostraci6n al lector.
Teorema1.3. Sean I, s! Q ... (' Y s'-lp6nease ou: j'(a) , g'(a) existen en el p',tn-
to aEQ. Entonces (l+g)'(a),(lg)'(a) enstea eu ei peuo a,y
(j+ g )' (a) = j' (a) + e' (a) , 0.6)
(], g)' (a) = I(a)g'(a) + g(a) t'(a) . (3.7)
S')!J6ngase ademas que g (a) =I o . Entonces, la f1-Lnci6n I I g : Q' ... 6: , don-
de Q' = lz: g(z) of 0 I , es c-derivable en a y




T eorema 3.4. Sean I: Q ... C, s : Q' ... 6:. S'-lp6ngase que I es c -derivable
en a E Q, q'le 1m) SQ'. y q',Le g es ~ - derivable en [t a) , Entonces
go I es c -derivable en a y
'« 0 I )' (a) = s' (j (a) ) l' (a) (3.10)
Demostracion. N6tese en primer lugar que si u (h) ....0 cuando h ... 0, dado
€ ;-. 0, ex iste un 0 > 0 tal que
!g(l(a) + u(h))-g(l(a))-u(h)g'(I(a)) ( < € IU(h) I (3.11)
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si i hi < 8 . En efecto, como
: g(l(a) + h')-g(l(a))
lim - g'(I(a)) 0,
h->o b '
dado E> 0 existe 8' > 0 tal que
Is (I (a) + h') - s (f (a) ) Ih ' - - e' (I (a) ) < E
si [h' [ ~ 8', de /0 cual
I g( I (a) + h') - e (I (a) ) - h' e' (I (a) ) I ~ E I h' ! 0.12)
Sj 1h' Is 8'. Sea entonces 8> 0 tal que 'I u i b) ! < 8'
(3.12) se obtiene inmediatamente D.ll) .
si 1 his 8. ')e
Sea ahora
u t b) = [t a s. h) - [La)
'::ntonces,
lim u ib) = 0
h->o




t (h) = g 0 I(a + h) - g 0 I (a)
Se tiene
t (h) = g (I (a) + u (h) ) - g (I (a) ) .
I)efir amos entonces
t"(h) = g(l(a) + u ib} )-g(l(a) )-u(h) g'{f(a)).
Se tiene
t Ib) = t(h) + u ib) e' (f(a)).
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Sea E> 0, y escojase 0 > a tal que
!g(j(a) + u(h))-g(l(a))-u(h)g'(j(a))! < E !u(h)1
y que
I u (h) I < II hi + I t' (a) h i I
si I h: < 0 Se tiene
y de esto
IT(hh) I < E (l + ; l' (a) I) ,
.Corno E puede tornarse tan pequefio como se quiera ,
f(b)





gol(a+h)-gol(a) f(h) u ib)
= --+ -- g'(I(a)).
h h b
Por 10 tanto,
I(b) u ib)ts 0 I)' (a) == lim -- = lim - g , (I(a) ) = !'(a) g '(I(a) ) .
b ....o h h -e o b
Esto demuestra el teorema.
Coral aria. Sea I: n ....{, 17 E IN, Suponqase que I es ~ - derivable en





F ' (a) = n (I (a) ). j' (a) . 0.13)
Demostracion . En efecto, F = s 0 I donde s ! a.' .... ([ es la apl icacion
n
g ( z) = z
Nota. Si I: n ....([, [Lz] ¥ 0 para todo zen , es ([ - derivable en a, y si
n E- Z, entonces
F '(a) = n (I(a) r:' j'(a) , (3.14)
donde F(z) = (I(z) )n. Esto resulta inmediatamente del hecho de que F = go I,
d d J<' J<' I I' " () n d n-: ].on e s : \L .... lL es a ap IcaCIOn g z = z , y e que g'(z) = nz co-
mo se deduce de la formula 0.8) y del hecho de que si n < 0 entonces g(z)=-.l
zm
donde m = - n E- IN .
4. Funciones([ -df!rivables y funciones holomorfas .
Definicion 4.1. Sea n abierto en c . Una anlic acion I: n ....q; se dice ([-
derivable en n, 0 simplemente ([ - derivable, si j'(a) existe en todo punto
a E-n. La aplicacion j': n .... ([ , que al punto a E-n hace corresponder el
mimero complejo j'(a) , se denomina entonces la c-derivada de I.
Denotaremos per D (U, C) al conjunto de todas las apl icaciones ([ - deriva-
bles de n en c . En virtud del teorema <3.3) y del hecho de que una funcion
constante es c -derivable se sigue que D (U, c ) es un ([ - espacio vectorial.
~sdecir,si l,gED(U,([) y AE([ ,1+gED(U,(;) y A/E-D(n,([).
Mas aun, en virtud del mismo teorema, D(U, (;) es un anillo conmutativo (con
elemento unidad la func icn 1'(z) =] para todo z E-n ), pues I g tam bien
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es a:' - derivable. Se tiene entonces que V CD, c ) es una ([ - algebra. Si
D * CD, c i '" I fED (£1 , ([) I f (z) =/0 0, para todo z EO £1 I ,
D *CD, C) es un cuerpo conmutativo. Mas adelante veremos que si £1 es conexo I
DCD, c ) es un dominic de integridad.
Nota. Es claro, en vi rtud del teorema 3.2 , que toda funci6n ((, - derivable es con-










rl z (a) = 0 (4.2)
para todo a En. Tambiin se tiene n las relaciones
a f (a) = t' (a)
rlx
(4.3)
L .3.J.. (a) = r (a)
i a y (4.4)
Demostracion. La demostracion resulta mmedi atarnente del teorema 3.1.
Nota. N6tese que si / es C - derivable en £1
J/a)h=j'(a)b (4.5)
para todo a Eo n y todo h E c. La aplicaci6n lineal La: 0.' , f. dada por






se denomina la condicion necesanc de c- derivabilidad de CaJuhy- Piemann . Si
IEl(n, C) y rllldz=O, nosetienenecesariamente que IE:D(D"Q;)
(ver ejercicios). Veremos en un proximo teorema que esto es cierto si j e «




esequivalente a la condicion
(
rl 11 _ rl h 1 + i ( ah + rl h) = O.
rlx dy dy dx
Como a l-t , rl 12 . son reales, esto es equivalente a
rlx rly
dll rll2 rlll =_ rll2 r- R )(Ecuaciones rle Jo1Jchy- iemann71;" -;;; .;;:; rl x
Teorema4.2. Sea 1:0. -+c[,n esconexo. Si les q;-derivabley j'(a)=O
(4.7)
1)ara todo - e n , I es constante en n
1
Demostracion. En efecto, se tiene en n :
Pero .3...1 rl I - 2!J...L























10 cual implica el teorema.
Teorema 4.3. Sea 1:!1 ... ([ . Si [Lz ) E IR :Jara todo zE!1, y si I es ([-
derivable, I es constante en cada componente conexa de !1 .
Demostracion. En efecto, si /] = Re(l) y 12 = l m g i I), liz) = 0 para todo
z E!1 . Como
d I] = _ d 12
dy dX
d I] d I]
-- i z) = 0 = -- (z )
dX d y
para todo z E !1. Por 10 tanto, I] es constante en toda componente conexa de
!1.
Definicion 4.2. Sea !1 un abierto de c . 1:!1 ... c . I se dice holomorfa en
!1 si cumple las dos condiciones siguientes
1) IE C](!1, c i. Esto quiere decir, recordamos, que si 1]= Re(l) , /2 = Img(I),
existen y son continuas en !1.
2) dl- = 0
dz
(condicton de Cauchy- Riemann) .
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Denotaremos por () (n) al conjunto de las funciones holomorfas en n :
Es claro que ()(n) es un £-espacio vectorial. Mas adn, es un anillo y una
c, algebra, y ()*(n) = I fE ()(n) I fez) i a para toda zEn I es un cuerpo.
Denotemos ahora elm, c i al l'-subespacio (sub-anttlc y sub-algebra) de
D(n, c i formado por las aplicaciones l'-derivables sobre n tales que la £-de-
rivada [': n 4 (; es continua en n . Se tiene que





f = Re t L} ,I f2 = lmg ( f) .
Por 10 tanto




Sededuceque riflrly escontinua,ydeestoque rly' riy




es cl aro, que f E () (n) . Reciproc amente ,
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Teorema 4.4. (Cauchy-Riemann). Todafw1Ci6nholomorfaen 0 es l:-deriva-
ble con c derivada continua. Es decir () (0) S; elm, c ), y por 10 tanto
Demostracion. Para demostrar que I es c -derivable, demostraremos que
r (a) =..ii!... (a)
(}z
para todo a <':: O. Como obvi amente 31- es continua, se tend ra tarnbien Ia con-
(Jz
tinuidad de f'. Pero esto es obvio, En efecto, sabemos que si I E elm, ([ ) 1
lim I ( a + h ) - I (a) - I ((a) h = 0
h-+o h
(vease el capitulo I, teorema 1.1).
Por otra parte,
II (a) h = .l1 (a) h +..3-1 (a) h
(Jz Hz
Por 10 tanto, (J







Esto demuestra el teorema.
Nota. N6tese que, en particular, ()m) S; D(O, ci . Mas adelante demostrare-
mos que () W) = 15m, c i , perc este resultado, debido a Goursat, esta lejos
de ser trivial.
Ejercicios
1) Sea L: JR.2 -e JR.2 una aplic acion JR.-lineal, y sea [
a b I
M = ' J su JR. -ma-
c, d
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triz. Demuestre que L es (; - lineal si,y solo sl, a :;:;d y b » - c .
2)" ~ecordamos que una tuncicn I: 0 -> JR2 ' 0 abierto en c . se dice lR - de-





II h II °
i ) Demuestre que La es, entonces, unica.
ii) Demuestre que si I es JR- derivable en a, entonces I es J -derivable en
a y que
!'(a) :;:;Jal
donde !'(a) es la JR-matriz de La'
iii) lJemuestre que las proposiciones siguientes son equivalentes
(a) I es c -derivable en el punto a
(b) La es c -lineal
(c) I es JR-derivable en a y...!l..1. (a) = o.
dz
3) Sea D(O, JR2) el conjunto de todas las aplicaciones I: 0 ... JR2 que son
JR - derivables en todo punto a EO W abierto en (;). Demuestre que las
proposiciones siguientes son equivalentes
(a) IED(n,Cl)
(b) I Eo D (0, JR2) Y : £ :;:;° .
Nota. '::1 resultado de este ejercicio es curioso. Como veremos en el capitulo
VI, la condicion (b) imp licara, automati camente, que I E CoW, (;) , Si en
(b) quitamosla condicion li:;:; 0, esto es absolutamente falso.ax
4) Sea I: (; ... (; definidapor /(x,y):;:; (x2 sen.!., 0) si (x,y);i (0,0) ,
x
1(0,0) :;:; (0,0). Demuestre que I es JR-derivable, perc que I ~C1(Q; .« ).
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5)~Es cierto que C1(Q ([') C D(Q 1R ) ?, _ , 2
6).tEs cierto que 0(0) :; D(O,IR2)?
7) Sea I: c -+ (; definida de la .siguiente manera si z = i x , y) ,
donde eiy = cosy + i seny. Demuestre
(a) IE D(O, (;) Y f'(z)
(b) I Eo 0(0) .
(c) l(x+y)=I(x).!(y).
(d) La restr iccicn de I a 1R es la funcicn exponencial en 1R.
ze .
(e) 1((;) = (f-! 0 ! .
8) Sean I, g : c -+ c definidas por
I(z) =
2
iz + e - iz
g (z) = ...:e::-..."""-.,;::-..._
2i
Demuestre
( a) f 'g E 0 (0 )
( b) f' iz) = g( z) , s' t z) = - I t z) .
(c) (I(z) y2 + (g t z) y2 = 1 .
( d) I (z + Z ') = I i z} g (z ') + I (z ') g (z) .
(e) g t z v z ") '= g(z) g(z')-I(z) I(z').
Escribiremos :
I (z) = sen z , g t z) = cos z .
9) Sea Q un abierto conexo de c , IE 0(0). Demuestre que si Refl) 0
t mg if ) es con stante, entonces I es constante.
230
10) Sea lEe (n) . !Jemuestre que si 0 es conexo y exi sten a, b,C E c , no
todos ceros, tales que all + b 12 :: c en 0, entonces I es con stante en
o (aqui 11= Re (I) . 12 = Img (I)) .
11) Demuestre que la func ion [I z ) = iz; no puedeser C-diferenciableennin-
gun punto de C.
12) Para cada zE e sea [t z) = ar g t z) definida por arg(O):: 0, ar g i z) =
unico 0 ~ e < 27T tal que z = i zi eie, si z i O. Demuestre que I
es continua en el complemento en C de IR+ = Ix ~ 0 I, perc que I no es
([ -diferenciable en ninqun punto de c .
13) Encuentre una funcion I: (; .... (; , IE] (n, c i , I ~D(O, 1R2), ~~ o.
*14) Una funcion IE e2(0, (;) se dtce armdnica si /).1= 0, donde
(a)' Demuestre que si I es armoni ca lL es holomorfa .
rlz
(b) Sea IE 22(0, C). Demuestre que Re(I),lmg(l) son armonicas.
(c) Sea IE e2(n, IR). armonica, donde 0 es simplemente conexo. De-
muestre que existe entonces g Eo c! (n, IR) tal que h = 1+ ig E t'(Q)
(lndtcactdn : demuestre que rj}j~ dz :: 0 para todo pES zeO) , cerra-
p rl z
da) •
<d) Bajo las hipotesis de (c) demuestre que existe g Eel (Q, IR) tal que
g -<. i I:: iJ (0) •
<e) l]ajo las hipote sis de <c) demuestre que si II -::-c! (0, IR) es tal que
1-<:- iuE tJ(Q) entonces g-II es constante.
(f) Sajo las hipctesis de <c) demuestre que si v E (;1 (Q, IR) es tal que
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IJ+ i ] '-=.: Om) entonces s-» es constante.
(g) Bajo las hipotesi s de ,\C> 0 (d) demuestre que
monica (se denomina una conjugada armonica de I),
15) Para cada una de las funciones siguientes, encuentre s tal que 1+ ig f ('((;):
a) I(x,y) = x2 _ y2 + 2x
b) I(x,y) = eX cos y
c) I(x,y) = sell x cos h y .
d) Demuestre que
x y
g(x.y) = f- ill. (t , 0) dt + f..!!.1 (x, t ) dt
. ~ ~xa y a
es siempre una conjugada arrnoni c a de I, Demuestre que la relaci6n ante-
2rior da una conjugada armonic a de IE C (0, m ), armonic a, en todo con-
junto abierto convexo O.
-216) Sea lEe m, If). Demuestre que log i / I es armonica en O.
17) Sea /Ec2m,([), 0 conexo. Oemue stre que i/(z)[2 es arrnonic a sl y
5610 si I es constante en 0 .
18) Sean t.s E Jm, If i . Demuestre que
-~ it e! = /.!!J. + s ti
rl'Z ~z ~z
2
19) Sea gEe m, If) Y sup6ngase que g y zg son arm6nicas en O. De-
muestre que s E 0 (0) •
Nota. Los ejercicios marcados can (*) depend en de la teoria del capitulo V .
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Correcciones a /a primera parte de esta serie de articulos,
Hemos notado un error conceptual en el Capitulo II (Boletln de Matematicas ,
Vol. VII, Niimero 5). Alii se ha definido una curva simple como una apl icacion con-
tinua a: I ... n la cual es inyectiva sobre (0,1). Esta definicion es incorrec-




resultarian simples. La definicion debe modificarse como slque : a es simple si
las restricciones de (T a (0,11 y_[0.1,1 son ambas inyectivas.
Otras erratas son las siguientes t tambien correspondientes al Capitulo II (Bol.
de Mat. Vol. VII, No.5).
Pagina 281 renqlcn 2 de abajo hacia arriba. Dice:
Supp F = I x I F(x) =I 0 I= Ix I II xl :s 1 I
Debe decir :
supp F = I x I f(x) 'i- 0 1= ! x j ! x I :s 1 I
Pagina 299, renqlon 5. Dice: Cuando n es un espacio topolcqico arco conexo
n denotaremos por iT1 W) • Debe decir : Cuando n es un espacio topoldqico ar-
co conexo denotaremos por ;;1 (n)
Pagina 304. EI lema 5.2 debe decir : Sea Q un abierto de IRp' P ~ 0, y sea
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pE:S1(D,a),aED, tal que p",ea, Entonces p=ea, Esdecir,siexiste
una homo topi a F: p -+ ea ' existe tambien una homotopia suave H: p -+ "a :
Paqina 311, renqlon 7 de abajo hacia arriba. Dice: ! p (I) - p (t') I < E/4, Debe
decir ! p (I) - p (I') ! < E/4. Renqlon 4 de abajo hacia arriba. Dice p (i)
1
p ((t. 1 - t i ) t « t.), Debe decir : f(t) = pet. j-t.) t+ i. ) . Renqlon 3 de aba-
1+ 1 1 1 1+ 1 1
jo hacia arriba. Dice: p/O) == p (ti). Debe decir : p/O) = p (Ii)' Renglon2 de
abajo hacia arriba. Dice: p (1) = p (t . 1)' Debe decir : pA (1) = pArt. 1) Dice:i 1+ i 1+'
como P. tiene. Debe decir : como P. tiene.
1 1
Pagina 312, renqlon 1. Dice: [0,(1), p. (t) ] C U -1 a I. Debe decir :
1 1 -
[oJt), p (tn C tj , lal.Renglon 2. Dice:
1 i -
Debe deci r : F, ((J , t ) == (l -e) 0.( t) + e p~,(t) .
1 1 1
P .. Renglon 10. Dice: p "" (cia))n == c~ (a) ,
1
Renqlon 12. Dice: "2~D) esta generado por cEra) cuando BE(a) ~
, - .
bedecir: "](D) estageneradopor I cE(a)l euando BE(a)~D.
F
l
, ( e, t) == (l -e) 0.( t) + e p, (tJ
1 1
Renqlon 3. Dice Pi' Debe decir:
Debe decir : P "" (cE(a) )n==c;(a).
D. De-
Paqina 313. Renqlon 4. Dice [cE(a)) es una base de "] (D). Debe decir :
[cE(a) ) es una base de "] (D) •
pagina310. '::1 teorema7.2 debe decir : Si U es un abierto de C estrellado con
respecto a a e u , "] ( u - 1 a I) esta generado por \ cEra)} donde BE(a) ~ u.
Paqina 300. Rel,lglon 5 de abajo hacia arriba. Dice: F : u -+ p. Debe decir :
o=p.
Pagina 308. Renglon 10. Dice ljJoa 0 p. Debe decir: ljJ 0(1 p.
pagina314. Renglon 15. Dice "](X, a) '" l]al. Debe decir: 'iT] (X, a) = Pal
Pagina 315. Renglon 3. Dice: "] (X) "'" /Y), Debe decir: "1 (X) "";] (Y)
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Pagina 315. Renqlon 2 de abajo hacia arriba. Dice: r t«, I) = b . Debe decir :
F(z,I)'-a.
(Boletin, Vol. VII, N9 6)
En el Capitulo III hemos notado las siguientes erratas:
La figura 1..2 es :
II i
Paqina 336. Rengl6n 7, Dice: () tr : ~ (-J) P ..
i" () 1/
I II i , .
~ ~ (_I) r- lp" .
j"'o i= I 1/
Debe decir
Pagilla 339. Reriqlcn 8, Dice y(e.l) '" y(t}. Debe deci r : p(e.l) '-' rU))
Rengl6n 14. Dice: B '/X) , Debe decir . BII (X) .
Paqina 340" Renqlon 2 de abajo hacia arriba. Dice: BJX) - H(J\) , Debe de-
c i r; jj (X) c: B (X).
() 0
Paqina 345. Rellgl61l 13. Dice; P (0)- (' (I) = P (0 J .., I' (0) .
kJ k r(kJ6 r(kJ
de c ir : p (0) = (i (J) , p (I)' IJ (0) .
k 1 k r( le) 0 ' r ! ,f::.!
Debe
Paqina 346. Renqlon L Dice' el abelianizado. Debe decir : el abelianizaclo de
-
Paqina 346 Renqlcn 14. Dice: HI (X) Debe decir : H J(X),
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Pagina 346. Renqlon 2 de abajo hacia arriba. Dice:
k
cir : y '" y escogido como antes.
i jb]: f' .. (hJ
I J






S _I {l k
11 (1' a y )




k]1 J I YOk ", ~ k )
La figura 3.1 es '
Y201 k
Paqina 350. Renqlcn 7. Dice: BIl(n). Debe decir: B!I(D).
liii tx ,»:
i E 1 11 I
mo en el renqlon 15.
Paqina 356. Renqlon 10. Dice: If (fn = .LL H IX.). Debe decir :
11 i E I 11 I •





Pagina 356. EI ejercicio 2 debe decir : Demuestre que para todo n E Z, IK
Z,Q,IR, C
iin{O, J() '" H (O, Z) 0 J1(.
n Z
y concluya que HaUl, J1() '" J( si 0 es arco conexo, Him, IK) = I 0 I,
si 0 es simplemente conexo, y que Hi(O, IK) esta generado por <cia) >
si o=o'=O'.!a! con 0' simplementeconexoen C y ~fJa) £: 0',
Hota: En 10 que sigue escribiremos <0> en lugar de -<o~ cuando




1. Formas Diferenciales Reales. Sean 0 un abierto de c . a E 0, Denotare-
mos per T;(O) al conjunto
• 2Ta (n) = 1 (a, x ] I x Eo /R I
EI conjunto T:(O )tiene una estructura natural de JR - espacio determinada por
las leyes
ia,x) + (a,y) = (a, x + y),
,\ (a, x) = (a, ,\ x )
EI JR- espacio T;m) se denomina el espacio cotangente de 0 en el punto
a. Denotaremospor dax alelemento (a,[l,O])~T;(O) ypor daY alele-
mento (a,[O,ll)E-T:W). Si (a,[a,,Bl)E-T)O), esclaroque
y por otra parte, si
necesariamente ex= f3 = O. Por 10 tanto, ! dax, daY! esuna base del JR- es-
pacio T;<n) , Sea ahora
EI conjunto T*W) se denomina el fibrado cotangente de n.
Definicion 1.1: Una apf icac ion
tal que w (a) ~ T;(n) para todo a E n se denom ina una 1-forma diferencial so-
bre n ,
Ejemplo 1.1. Sea dxo'n->T*(!1) definidapor
dx (a) = d xa ' (1,1)
Es claro que dx es una i-forma diferencial sobre n, Lo mismo es cierto de
*dy: n -> T W) definida por
dy (a) == da y
y de ui : n -> T*W) definida por
(1.2)
w (a) == I( a) daX + g (a) daY , I, g : n -> JR •
Esta ultima se denota por
w == ,Idx + gdy (1.3)
Reciprocamente :
Teorema 1. 1: Si ui : n -> T *W) es una i-forma diferencial sobre n, exis ..
ten I, g : n -> JR tales que
w == [dx + gdy
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Demostracion: En efecto, como uii a) E T:U:n y I dax ,daY I es una base
de T(;W) ,
to! a) '" I d x + g d y , la' ga E IRa a a a
Basta entonces definir [I a) '"' la : g i a) = ga'
Sean MiIR) el IR - espacio de las matrices de orden 2Xc 2 sobre IR, A2 (IR)
el IR -subespacio de M2(U?) formado las matrices anti simetri cas de orden 2x2.
Para que una matriz A pertenezca a A2(IR) es ilecesario y suficiente que
o 10 que es 10 mi smo, que
A A E IR .
S'I 2x,y E IR r se define el prod'~cto tel1sorial de x por y, y se denota por
x@ y, como la 2 x 2 matriz xty. Es decir,
x 0 y = x 'v . (J .4)
Se define el producto exterior de x por y, y se denota por xl\ y, como la
2 x 2 - matriz
x/\.y= _L(x (29 y-y 0 x )
2
(J.5)
Es claro que x @ y E M2(IR) , Ademas, xl\y E A2(/R). Enefecto,
( )t _ 1 (f t)t _ 1 t-;' t) _ 1 (x /\ Y - -~ x y- y x - - y x - x y - -- y (Q x - x 0 y)
2 2 2





Es claro que 0 Ta*U:l) Y 1\ T;Ul) tienen estructuras naturales de IR-es-
pacios dadas por las leyes
(a,A) + (a,B) = (a, A + B), '\(a,A) = (a, '\A), ,\ E lR ,
Tales espacios se denominan respectivamente la ;Jotencia tensorial sewmda de
T:Ul) y la potencia exterior segunda de T;W).
Definamos ahora, para (a, x) , (a,y) E Ta*Ul) ,
2
(a, x ) ~ (a, v! = (a, x 0 y) E ® T; (n) ,
2 *
(a,x) /\ (a,y) = (a, x 1\ y) E 1\ TaW) ,
(J ,6)
(J,7)
(a,x) G i a.y) se denomina el producto tensorial de ia,») por i a.y) y
(a, x) 1\ (a, y) e I prodlKto exterior de (a, x) por (a, y) ,
Teorema 1, 2, EI conjunto
2 •
es tma base de ~ TaW). Por 10 tanto, todo elemento t de este espacio
se escribe, de manera unica, en la forma
donde a, f3 , A , J1 E lR •
Demostracion : Como [; :]ciax <2l dax = ( a , ,






la afirmaci6n resulta inmediatamente del hecho de que
es una base de M iJR ) .
2 •
Corolario. dim (@ Ta W)) = 4JR
2
Teorema 1.3: EI espucio !\T;W) tiene dimension 1. EI conjunto
I dax /\ daY I es I~nabase de este espacio reducida a un solo elemento .
2 •
Demostracion: Si (a,A) E /\ Ta(U) , entonces
A = fa , A]
-A a










* 2 *AT (0)= U /\T (0)
a E 0 a
2 *
EI conjunto /\ T (0) se denomina el fibrado de las 2-formas sobre o.
Definicion 1.2. Una aplicacion
2 *
w : 0 ..../\T (0)
tal que
2 *
w t a) E /\ Ta (0)
para todo. a EO, se denomina una 2 - forma diferencial sobre o.
.2*
Ejemplo 1.2 Sea dx /\ dy la apl icacion de 0 en /\T (0) definida
por
Es claro que dx /\ dyes una 2-forma diferenciaL Mas general mente, sean
2 */ : 0 .... JR Y ui : 0 .... /\ T (n) 13 apl icacion definida por
(1.9)
Entonces, w es una 2-forma diferencial, la cual se denota por
w = / dx /\ dy . (1.10)
Reef procamente :
Teorema 1.3: Si ui : 0 .. AT *(0) es ',tna 2 - formadiferencial, existe
/: 0 .. JR tal que
w = / dx /\ dy
Demostracion: En efecto, si w es una 2-forma diferencial,
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para toda a Ea. Por 10 tanto, para un unico la E IR ,
Basta entonces definir [Ia) = la :
Nota: Es costumbre tomar
para p > 2
Una p- forma diferencial sobre a es entonces una apl icacion
p • p •
w: a ..../\ T W) = U 1\Ta (a)
aEa
p •
tal que weal E I\Ta (a) para todo a € a. Denotaremos por Fp(a, IR) al
conjunto de las p- forma s diferenci ales sobre a. Es claro que Fp W, IR) es
un IR-espacio para las leyes de compo sl clon
(io + w') (a) = w (a) + w' (a) ,
(Aw) (a) = Aw(a) , A E IR •
Ademas. FO(Q, IR) = F(a, IR) es el conjunto de todas las aplicaciones de
a en IR, Y FP (a, IR ) = I 0 I para p > 2 .
De la misma manera, definimos
(1,11)
donde Jm, IR) es el subespacio de F(a, IR) fonnado por las aplicaciones:
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existen en todo punto a En. Tarnbien .
J.1 (n , .l/~ ) =: I / dx + s dy 1 i. g E J (n, .lR ) I
h (D , lR ) =: I / dx /\ dy / E J (D, /R)
(I, /2)
( J. .l3)
si P > 2 , (U4)
Jp(D • .lR) se denomina el espacio de las p- formas diferenciales, ]acobi-de-
rivables, sobre n. Tambien , si C (D, IR) es el conjunto de las aplicacio-
nes conti nu as de n en m ,
CorD, IR) = c(n, IR),
C .1( n , .lR ) =: I f dx + s dy I t.s E C (n, .lR) I
C 2 (D, .lR) =: I f dx /\ dy f E C (D, lR) I ,
(U5)




"Claramente Cp(n,.lR) es un subespacio de F/ n , u i , denominado espacio
de las p-formas diferenciales continuas sobre n. Finalmente,si cq(n,lR)
denota el .lR- subespacio de J (D, lR) formado por las aplicaciones f:n -+ .lR
tales que
a -+
para k:5 q (q:5 + 00)
a -+
existen y son continuas, definimos
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c qm. /R ) '" Cq([!. /R )(). .




C2 (11. lR ) == I I dx /\ dy I I E C (11, IR ) l (1.2l)
C;(11./R)= IO! p > 2 (1.22)
Se ti ene que C; (11 , IR) es un subespacio de
N6tese que C~(11, /R) '" CpC 11, 1R).
2, La integral de una forma diferencial real continua. Sea IE C(11, 1R). En-




Sea ahora II ECj(11, IR), II oc Idx+ g dy. Paratoda pES1([!), p tt)
~.p (I) .,. i P?(O, p,(t) E IR , j = J, 2. Se define entonces
I' - ]
J I
III' = (I dx + s dy == f I(p (I)) p;(t} dt+ ( g(p(t)) '2'(1) dt , (2.2)
P P () ()
donde p '(t! es la IR -derivada corriente de la aplicaci6n p, en una vecindad
J ]
l de rO,] I en 1R. N6tese que p'W existe en u salvo a 10 mas en un
j
ruimero finito ,de puntos de esta vecindad. Finalmente, si /I' E C2( n, JR). se
define, para toda pES 2( n).
J I
(II (idxl\dy=[ {1(s.tJ. lJel(jp(s,!J) ds dt
p p () ()
(2.3)
donde se ha supuesto que II' == I dx 1\ dy. Recordamos que
24b
. 0 a I] () 12 () I] () 12
J/s,t) = Del UI(s,l)) = ----(s,O ----(s,l) - ----(s,1) ----(s I)
ax ()y ()y rlx'
Sea ahora p E;; Cpm), p = 0, ],2. Entonces







N6tese, por ejemplo, que si p E Cp+ ]W) ,
p+] ]
{w= ~ ~ (-l)I+} {w
()p i=] j=o p ..
l}
St w E CpW, u », P > 2, es rostumbre tambien definir, para p E CpW) ,
(w=O (2.5)
P





Es claro que {E Hom (Cp(Q, fR). fR). donde Hom (Cp(Q ,fR). fR)
. p.fR fR
es el conjunto de las fR. formas de Cp(Q, fR) en fR. En efecto, es evi-
dente que
{(w+w') = {(w) +{ (ui '] •
. p p p
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y que
f (A w) = A f (w) ,
p p
A E IR •







Es evidente que J E Hom (Cp( a), IR). conjunto de las aplicaciones Z -li-w Z
neales de Cp W) en IR.
3. Dilerencial de una forma real. Sea f E J (a, IR) una o-forma. Defini-
mos la diferencial de t, y la denotamos per d] , como la 1- forma
a f J f
df = --- dx + ---- dy (3.1)
ri x J y
Porotraparte, una 1-forma wEoJ1(a,lR) seescribe
w = j dx + g dy. f. g E Jm , IR ) .
Definimos entonces su diferencial, dw, como la 2 - forma
dw = df r» dx + dg /\ dy . (3.2)
Teniendo en cuenta iver ejercicio s) que dxl\dy = - dvrv dx , y que dx/\dx =
= dy /\ dy = O. se tiene tambien
rig rij
dw = 1-:--- - ---- l dx /\ dy .
rix Jy





T enemos entonces un operador
el cual es, evidentemente ,IR lineal. Ademas, es claro que
d (C q en IR)) C c st . W, IR ) .
P' _ P+ 1
q .2: 1 .
En particular, si
1
wE C1 (n, IR), dw es una 2-forma continua.
4. Los teoremas de Stokes y Poincare. Consideramos en esta seccion dos teo-
remas fundamentales, los cuales tienen importantes anl icaciones a I a teori a de
funciones holomorfas. Tales teoremas, debidos a Stokes y Poincare, son, a su
vez, fundamentales en otras ramas de la matematica,
1
Teorema 4. 1. <Stokes) Sea wE C 1 en, IR i . Entonces,para toda p E C2W) ,
f dw = I w.
pap
En otros terminos, si w = I dx + g dy ,
. ag iii
f Idx+gdY=fdIAdx+ fdgAdy= fl--- - ---I dx rv dy (4.2)
~ . ax rJy
op p p p
Cemostracion: Supongamosprimeroque p:12 ....n esdeclase C enuna
vecindadde 12, Sean CX la parte real de p, {3 su parte imaginaria. Defina -
mos







r r I i~1!, , rl s
o 0
Por otro I ado,
J J
I r ~1_1! ~I_~
'rlsrifo 0
iLl! c= rI I 3_O + (J I rl (:3
rl s ;:,x rl s ily 7r-;;-
rl u == _~.L 3:-~_
(Jt rlx (Jt
rl I rl (:3+ ---- ---
(Jy (Jt
rlU rla (Jf ao: (Ja + JLL _'L fL iLr.!:_---
;:, s ri t rlx (J s rI t (Jy as at
rI 11 ri a rif ria rI 0: (J I (Jf3 aa
(J rI s (Jx a t rl s + (Jy (J t (J st
(J 11 ~_~ _ iLl! (J Ci
as at (Jt (Js
= - _'0_ J 0 (s t) ,






3_0-1 ds dt == -r r 3_L J t s.t) ds dt ==-[ 31. dxNly.
rls " (J)' P (Jy
00 . P
integrando por partes con respecto as,
1, J J 2
ds dt == I !1I(l,03_:!.'(l,t)'II(O,tJ!.Ul: (0,0 lclt· I r 3__~ lds,t)clsdt,
a fat ' as ato o ()
e integrando per partes con respecto at,
// J " //2
"rrill;!" _ ria r!CJ r,rlo'J ) -;--- --- ds dt - [ III (s I) ---= (5 1) ·tds 0) --.:...(50)1 ds > J J -----11 t s.tt ds cit.
, , ri I as' '(J 5' 'a 5 ' , 'asrlt
() () 0 0 0
Se deduce que
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1 1 2 1
fflrlurl dud I--- -- ---- -- dsdt=,'i. ,'i. f !(P .. i u) a' .. (u)du = r !dx ,
oorlsdt (ltds 1=1J=0 IJ IJ .Pq rip
es deci r,
- f _~L dx 1\ dy = I ! dx
prlY rip
Escribiendo
v( s, t) = g (p (s, t) ) = g (a (s, t) • (3 (s, t) )
se deduce tamb len que
de donde 1 1
'I f 131 ~J} - .ix. 3)2_ I ds dt c: f ~J{ dx »: dy










ds dt = f g dy ,
rip
Esto demuestra que
f g dy = f _~.R dx 1\ dy ,
rip prix
y completa la demostracion del teo rema cuando p es de clase coco Suponqa-
mos ahora que P ~S2W). En tal caso, (ver ejercicio 17), dado E> 0 exis-
te a ,de clase COO en una vecindad de ]2; tal que
\ r dw - J dw I < E/2
P " a




I J dw - f IV I =5 ; f dw . f dw I + ) f dw - f w I+ i f w - I U' ) =5 E /2 + E /2
P (J P P a t1 aa (Ja rJp
pues el segundo termino de I a derecha es nulo. Esto demuestra el teorema.
]
Nota. Sean pE C](f!), IE com, IR). Entonces
I I = I d] ,
(Jp p
En efecto,
I f. = I( P (1) ) . I( p (0) ) •
(Jp
Por otra parte, si p "" p + i P] 2
Si escribimos




I d( = f s' (I) dt = g (J) - g (0) = I(p (J) ). I (p (0) ) .
p 0
wEe] (f!, IR) Y p E Cp ( rn ,p.] tambien
f w f dw
rJp p




Dejamos como ejercicio al lector demostrar que tambien
J w = 0
rip
y enunci amos entonces el teorema de Stokes en Ia form a general





Para cada p > O. sea Zp W, IR) el subespacio de C; (0, IR) de Ias p-
formas dtferenclale s w tales que dw = O. Una tal forma se dice cerrada y
Zp (0, IR) se denomina el fR - espacio de las p- formas diferenciales cerradas.
Es claro que
ZpW,fR)=!OI si p>2,
Z2W, fR) = C~(O, fR),
Nota. Para mas detalles sobre el teorema de Stokes, el lector puede consultar
[41 en Jabibliograffa. Nosotros no haremos usa de la forma general del teorema.
Por otra parte, si 0 es conexo, 10 cual constituye el caso importante, Zo(O ,IR)
puede identificarse aIR. En efecto ,
Z (0 , IR) = I fA A E IR I
o
donde
para todo zED, Para ver esto, n6tese que df = 0 es equivalente a
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iLl = -~!'"0 y por 10 tanto, que f es constante. Ahor a, es claro que
rlx rly
I fA I A ~ IR I puede identificarse a JR , identificando a A con l s.> _ Para
P?: 0 defi nase
Bo(O,IR)=!OI
Bp( 0, IR) = d(C;jO IR)) si P > 1 .
Es claro que
si p > 2 .
Una forma wE Bp(O, IR) se dice una p-forma diferencial exacta. La unica
0- forma exacta es w '" o. Esto es tambien cierto para una p- forma exacta, si
p > 2. Para p = 1,2. w es exacta si y solo si existe U" E C;1 (0, IV tal
que U' = du/ . Una I-forma exacta se escribe entonces en la forma
_ rlf rlf
w ----- dx +--- dy
rlx rl:y
f ~ c"''( 0 , IR ) •
y una 2-forma exacta se escribe
rlf rlf
w = (---- - ---) dx " dy .
rly rlx
Tenemas ahora :
Teorema 4.2. Para todo P?: o , B P (0, JR),S Zp (0, JR) • Es decir, toda
forma diferencial exaeta es cerrada .
Demostracion: T enemas que demostrar que si
d I du: ) = o.
Ahor a, si p?: 2. esto es trivial. Oueda por considerar el caso p = 1. Pa-
2
ra p ::= 1. w = f Eo C (0, JR). Pero,
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(if (if
dw = -a--; dx + (i Y dy.
Entonces,
(i2 f (i 2 f
di dui) = 1--· - I dx /\ dy.
rly(ix (ix(iy
2
Como f E C (Q, n );
Entonces d i dio ) = o. Esto demuestra el teorema.
Definic,'on: Sea p> 0 EI fR . . t_. - espaclO coclen e
se denomina el p-esimo grupo de cohomologia de De Rahm de n, con coeficien-
tes en fR.
o
Si n es conexo, HR(n, fR) = zo(n, fR) = fR. Adernas, para p> 2 se tie-
ne H~(n, fR) ""' I 0 I, no importa como sea n.
, 2
Masadel ante demostraremos que H R (n, fR ) = ! 0 I wando n es conexo .Por
el momenta demostraremos que H~ (n, fR) = 0 si n es simplemente conexo .
Este constituye el resultado de Poincare antes mencionado. Para la demostracion
necesitaremos del sigui ente lema, tamb ien deb ido a Po inc are. N6tese entonce s
que si n essimplemente conexo, Hk(Q, fR) = 0 para todo p. EI lector
habra notado ya la semejanza existente, en este case, entre la cohomologia de
De Rahm y la cohomologia usual.
Lema 4.7 (Poincare). Sean n un abierto conexo de c . f g E c(n, fR) •
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tv = I dx + g dy. Suponqase que
f I dx + g dy = 0 •
p
1
para toda curva cerrada pES 1(fn. Entonces exi ste FEe (12, IR) tal
que






Demostracion: Sea a En fijo y sean a, pES /12) tales que p (0) = a ,
E -1p I l ) = z, a (0) = a, a I l ) = z. s claro que ap - 0 por ser 12 simple-
mente conexo. Por 10 tanto,
f I dx + g dy = f I dx + g dy - f I dx + g dy = 0
-1 a p
ap
Se deduce que las integrales
f I dx + s dy ,
P
dependen solamente de a,z, y no de o , Escribiremos
z
f I dx + s dy = f I dx + g dy ,
a p
si pE-S1(n, a.x ) , Sea F: n ...1R definidapor
z
F (z) = f I dx + g dy .
a




Supongamos que z > (x,y) , z~(x+h.y). Se tiene
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F (z') - .F( z) = I j dx + g dy
P
donde p = (ex + (l-t) (x+h) , yJ. De esto
1
F(x+h,y)-F(x,y) ( ) I(h -jx,y =j{ex+(l-t)(x+h),y)-j(x,y»dt,
o
y por 10 tanto
I F(x+h,y~-j(x,y) -j(X,y)l.::s i I j(tx+ (l-t)(x+h) ,y)-j(x,y) I dt ,
Sean E> 0,8> 0, tales que Iz-z'\ <8 implique \j(z)-j(z') I < E.Sea
ihl<8 .. Itx+(l-t)(x+h)-x!=\(l-tJh\.::s !h\, delocual
\tx+(l-t)(x+h)-x I <8 y \j(tx+(l-t)(x+h), y)-j(x,y) I < E.
Se deduce que
y de esto que
IF(X+h,y~-F(X,y) -j(X,y)1 < E
dF--(x,y) = j(x,y). Como un argumento similar demuestra que
d x
; : (x,y) = g (x,y) ,
el lema queda demostrado.
Nota. N6tese que el lema de Poincare es loealmente val ido bajo las siguientes
hip6tesis:
o
w = j dx + g dy Eel (n, JR.), n arb itrari 0 y
I w'" 0
o
para toda p E:5 1(n), cerrada y homoloqa a O.
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Teorema 4.4 (Poincare). Sea n un abierto simplemente conexo de u .
wEz/(n,IR). Entoncesexiste w'ECoo(n, IR) talque dw'=w
o
Es decir, toda forma diferencial cerrada sobre n es exaeta: 0 to que es 10
. 1
mismo, HR(n, IR) = 0,
Demostracion. Sea pES 1 (n), (Jp = O. Como n es simplemente conexo,
existen aES2(n), ak












y de esto que
f w = f dw O.
P a
1
En virtud del lema de Poincare existe entonces IE coin ,IR) tal que dl = ui.
Como wE c7w, IR), es claro que IE cooW, IR). Esto demuestra el teo-
rema.
5. Formas c1iferenciales complejas: Sea n un abierto de 4:, a En. Defi-
niremos
EI conjunto ';(n) tiene una estructura natural de C - espacio vectorial, dada
por Ias leyes
(a,») + t a.v) = (a, x + y) ,
A (a, x) = (a, Ax), AE<r.
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/
E * * *s claro que Ta(U) ~ Ta(U) I es un lR-subespacio de TaUt) ( aunque no
un (J; - subespacio), Si t E T:cn) ,
t = (a, [A, /1 ]) , A, f1 E (;.
Supongamas A = a + f3 i , a, f3 E lR .. u, = p + ai, p , a E 1R. Entonces
t = (a, [a,p 1)+ (a, [if., ia]) = (a, [a, (31) + i ia, [f3, a] ) •
Por 10 tanto, todo elemento t E T;( U) se escribe, de manera evidentemente uni-
ca, en la forma
donde
!)e esto,
Esto demuestra que I dax, daY I es un sistema de generadores (sabre ([) de
T;(U). Es, ademas , evidentemente, un sistema libre sabre cr. Par lo tanto




Por 10 tanto, 1 daz, daz 1 es tambien un sistema de generadores (sobre C )de
7:(0), de 10 cual, una base {sobre (;) de este espacio. Si tE 7:(0), t se
escribe entonces, de manera unica, en la forma
a,{3E£.
*EI <f-espacio 7aW) se denomina el espacio cotangente complejo de 0 en el
punta a. Elconjunto
se denomina el fi~rado cotan~ente complejo de O.
D . * *efinicion5.1. Unaaplicacion w:O .... 7(0) tal que w(a)E7a(O) parato-
do a E 0 se denomina una l-forma diferencial compleja.
Ejemplo: Sea dz : 0 ..../(0) definida por
Evidentemente dz es una l-forma diferencial compleja sobre O. Lo mismo
es cierto de Ia apl i cae ion dz: 0 .... /W) defin ida per
Mas generalmente, si t.s ! 0 .... <f , la apf icacidn w: 0 ....r:( 0) definida
por
w (a) = f (a) da z + g (a) da Z
es una I-forma diferencial compleja sobre 0, la cual se nota w = f dz u- g d'i;
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Reciprocamente :
*'Teorema 5.1: Si ui t n .. '«W) es una 1- forma diferencial compleja, ex is -
ten t.s ! n .. c tales que
w = fdz + g dZ .
Demostracion: Como
Basta entonces definir I(a) = la' g t a) = ga' Esto demuestra el teorema.
Sea ahora M2 (e) el (' - espacio de las matrices de orden 2 x 2 sobre c.
A2 ((') el conjunto de las matrices ant isimetricas de orden 2x 2 sobre c . Se
tiene
2
Sl x,y E c r definimos
x G y = xTy E M2((') ,
x AY=.J.(x G y-y ~ x ) E A2(')·2
Como en el caso real, definimos
2
@ T:W) = !(a,x) I x E M2(lC) l ,
2
/\ T:W)=1 ia,x) I x E A2(C) I,
ta,«) G (a,y):: (a,x G y),
[a.x) /\ ta.y) = (a, x A y) ,
2
x, Y Eo ('
E ;<,2x , Y IL
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2 2
Se tiene que t a,x} ~ (a.v) E @ T:(f!) , ia,x) 1\ (a,y) E 1\':(11). Ade-
mas, el sistema
es una base de
If.'az (is) daz, daz e daz', daz e
~ ,:(f!) , y el sistema Id Z 1\ daz I
2 a
/\':([1) se denomina el espacio de las
daZ' daZ e da Z I
2 *
una base de 1\' a<m.
2 - formas complejas, yEI C - espacio
2 U 2
1\/([1) = A/ w)
aE 0 a
el fibrado de las 2-formas complejas.
Definicion 5.2. Una 2-forma diferencial compleja sobre 0 es una aplicaci6n
2
w : 0 ... 1\ r *( 0)
2
tal que uit a) E 1\,:(0) para todo a EO
2
Sea dz 1\ dz: 0 ... /\, *W) definida por
Es claro que dz 1\ d'Z es una z-forma diferencial sobre O. Si f: 0 ... C,
2 *tarnbien 10 es Ia apl icaci6n w: 0 ... /\, W) defi nida por
Tal 2·forma diferencial se nota w = f dz 1\ dz. Reefprocamente : •
2
Teorema 5.2. Si ui : 0 -+ /\ r*W) es Ima 2· forma diferencial compleja so-
bre 0, existe f: 0 ... c[ tal IpU
w = f dz 1\ dE ,
para todo a EO.
Demostracion: Como
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p = 0,1,2, ...
Una p- forma diferencial compleja es, entonces, una apl i cae ion
w: 0 -> ;"*(0)
tal que uii a) E Ar:w) para todo a EO. Denotaremos par Fp W, c i al
(L' - espacio de las p-formas diferenciales complejas. Entonces
FW,(;)=FW,c[),
o
F1W, c[) = ltdz+g dz I I,g Eo FW, c[)
F2W, c[) = It dz A dE I IE FW, C) I
Fp W, c[) = I 0 I p > 2.
- q. - 1
Sustituyendo FW, c[) por DW, c ), C W, C), C (0, c) = tJW),
- q
J(O, e i . se obtienen respectivamente los cr::-espacios DpW, C), CpW, (;),
-1
CpW, c ) = tJpW) , JpW, c i .
Ctaramente se tienen las siguientes inclusiones
1
C CpW, (;) f JpW, IC) C FpW, (; ),
C DW, c : f 1p (0, (;) C FpW, c i .
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En el capitulo VIII veremos que (Teorema de Geursat )
Esto reducira el rnimero de espacios per considerar.
~ - 1
Sea up = Fp W, 6-:), DpW, e i , CpW, c i , JpW, ((;), ()pW), yescriba-
mos d'o = d'. EI espacio d'] tiene dos subespacios importantes
d'o. 0) = ! I dz I lEd' I ,
,
d'( 0, 1) = ! I d:Z I lEd' I .
En el caso especi al d' = () W) ,
juega un papel fundamental en analisi s complejo. Se denomina el 6-:-espacio de
las diferenciales abelial1as.
Extendamosahoraeloperador d de Jp(n,IR) a JpW, 6-:). Paraelloes-
cribamosprimero, para IE J(n, 6-:),
- ()I ()I
d] = - dz + --= dfi
()z ()z






()I = J... I!....! + i.!!..J. I ,
()z 2 ()x ()y
entonces
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JI = !.. I i..L - i ~ II dx + i dy I+ .1 I!J.. + i ti II dx- i dy I= a I dx + a I dy.
2 ax oy . 2 ax ay ax rly
Esto demuestra que d I I en, e ) = d. En lugar de d escribiremos simple-men-
te d. Es evidente que d = d es It·lineal. Para p= 1 definamosentonces
por
d( I dz + g dz) = d] 1\ dz + dg I\dZ .
Si t.e E I en, 1R),
J(I dx + g dy] «L. d(l(dz + dE)- i gidz-: dE) ) =~ !d(j-ig) I\dz+ d(j+ ig) 1\dz I
22'
= Re Id(j-ig) 1\ dz ! == Re I(dl-i dg) 1\ (dx + i dy ) I
= d] 1\dx + dg 1\ dy = d (j dx + g dy ) .
Por 10 tanto, des una extension de d. Escribiremos d= d, yes claro que d
es c. lineal. Finalmente, para p;:: 2, J = O. Se ha definido entonces, nara
todo p =0, 1, 2, .. .. un operador It - lineal
w ... dw
tal que
dw + i dW21
cuando w ,w E I (n, IR ) .
1 2 P
Teorema 5.3. Si w=ldz+gdz. I.« El1(n, It).
ag a I




d (I dz) = .!!...!. dz 1\ dz ,
az
Y si I E () W) ,
d( I dz) = o.
Este ultimo hecho expresa simplemente que I dz' es, wando I E () W), una
forma diferencial cerrada .
Demostracion: Como
dw = dl/\ dz + dg /\ dz ,
se tiene
a I a I a gag al ag
dw ={ - dz +- dE 1/\dz + 1- dz +- dE 1/\dE =- dE /'viz + - dz /\ dfi
az ax az rl'Z a-z rlz'
pues dz /\ dz = dE /\ dE = 0, como se comprueba inmediatamente.
1
Como d!i Adz = - dz /\ di,
rl g al
dw = 1-- - - I dz 1\ di .
rlz a z
Esto demuestra Ia prlrnera afi rmaclon. Las otras dos son consecuenci as obvi as,de
esta, la ultima teniendo en cuenta que a I = 0 si IE ()W) •
rlz
Extendamos ahora el operador de inteqracien a CpW, c i . Sl IE C(!1, c i ,
P E Co(!1) , definimos
f I = I (p (0 ) ) .
p
Si w E CP ( ui , (; ) , p ~ 1, entonces
Definimos entonces, para p E Cp(!1) ,






Se comprueba inmedi atamente que si p E C 1 (n) ,
1
J jdz = J j(p (t)) p'(t) dt ,
P 0
donde suponemos p (t) = p it) + i P (t) , p (t) ~ IR Y donde p 'Lt) = p'(t) + io'(t).
1 2 i' 1 2
En efecto, si 1= 11+ i 12 con 11,12 E C (n, IR),
J I dz = J I dx - J I dy + i J I dy + i J j dx
1 2 1 2
P P P P P
1 1 1
= J I/p (t))p?t)dt- J j/ p (t))p; t t) dt + i J 1/ p o» pi (t) dt
o 0 0
1
+ i J 1
2
( P (t) ) p' (t) dt
o 1
1
= J (I (p(t) )+i I (p(t))) (p'(t) + i p'(tJ) dt
1 2 1 2
o
1
= J I (p (t)) p' (I) dt .
o
T ambien, si p E C2 (n) , es inmedi ato ver que
1 1
J I dz/\dz = J J j(p(s,t)) Det J (s,t)dsdt.
p 0 0 p
1Teorem a 5.4 (Stokes> Sean w E C 1 (n, C ), P E C2 (n). entonces
J w = J d ui ,
(J f' P
Demostracion r Descomponiendo w en partes real e imaginaria, la aflrmacion
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es consecuencia inmediata del teorema de Stokes en el caso real.
o
Nota: Si O"ECpW) , J: CpW, C)
0"
dentemente C - lineal. Lo mismo, si
.. C , dada por J (!II) '" J w, es evi-
o 0" 0"
wE CpW, C), J: CpW) .. C, defini-
w
da por J (0") = J w, es Z - lineal.
W 0"
EjERC/C/OS
1. Sean t, I" E T: (£1). Demuestre que
a) t /\ I = 0 c) (I + t') 1\ t" = lilt" + t' /\ I" ,
b) I 1\ I' = - t '/\ I , d) t /\ (I' + t") = 1/\ t ' + I /\ t " ,
2 S . k. ea S=FW,IR),CW,IR),jW,IR),C W,IR),/:S,k;;'oo yse,a sp
el conjunto de las p-formas diferenciales con coeficientes en p , Si IE S ,
w E Sp' definase [to por
(I ui) (a) = I(a) uit a) , a En •
Demuestre que Sp es un S-modulo libre y que: dims(S/) = 2, dimsS2= 1,
dimS (So) = 1, dimS (Sp) = 0 para P:f 0,1,2,
3. Sean £1, £1' abiertos de C, t/J: £1 .. n' una apf icacion de clase coo. Sea
l/J .. : cooW', IR) ... C oow, IR) definida por t/J (I) = 10 t/J. Demuestre que
* *
t/J es una.apllc acion IR-lineal yquesi ¢:O' .. £1" entonces (¢ot/J\
= t/J 0 ¢. Concluya que si t/J es un difeomorfismo, entonces t/J* es un
* *
isomorfismo.
4. Sean t/J, £1 ,£1' como en el ejercicio (3) . Para cada
1
aEn sea /\,1,'i"a*
* • *T", m) ...Ta W) definida por'i" (a)
1 T1\ t/Ja * (( t/J (a) , [ a , (3] ) ) = (a, [ a , (3 1 l a (t/JJ) •
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1
Demuestre que I\!/J * es 1R-lineal, y que si ¢: U' ....U" entonces
1 1 a 1
/\(¢ 0 !/J)h= /\!/Ja*o A ¢* • Demuestre quesi t/J es un difeomorfismo en-
1 a
tonces A!/J * es un isomorfi smo .• • a
5. Sean t/J ,U ,U' como enel ejercicio anterior y sea
1 00' 00
/\ !/J*: C 1 (11 ,IR) .... C 1 (U, ~ )
definida por
1 1
( /\ !/J) (w) (a) = 1\ !/J (w (a) ) .
* a, *
1
Demuestre que /\!/J* es/R -lineal y que
1 1
( /\ !/J*) (fw) = !/J*(/) ( /\!/J* (w» .
1 1 1
Demuestre que 1\(¢ 0 !/J) = I\!/J 0 1\¢* y que si !/J es un difeomorfi smo,
* *1
I\!/J* es un isomorfismo.
6. Sean !/J, 11 ,11' como en el ejercicio anterior y sea
definida por
2 1 1
(I\!/J )(tl\t')=(f\!/J (1))/\(/\1/; u n .
a» a» a*
2 , "
Demuestre que I\!/J es 1R - lineal y que si ¢: 11 ....11 , entonces
a*
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1\(¢ 0 t/J) = /\!/J 0 I\¢ . Concluya que si !/J es un di feomorfi smo en-a* a·* a*2
tonces A!/J es un isomorfismo .
a·*





( /\ ljJ*) (io) (a) = (/\ ljJa *) (w (a) ) .
2
Demuestre que /\ ljJ es IR· lineal y que
*
2 2




IV¢ 0 ljJ) =/\ljJ o/\¢
* * *
2
Y que si ljJ es un difeomorfismo entonces /\ ljJ es un isomorfismo.
* o P
8. Sean ljJ,!1 ,!1' como enel ejercicio anterior. Definase /\ ljJ = VI 1\ ljJ =0* 1*' *
si P =I 0,1,2. Demuestre que
es un IR - homomorfismo, el cual induce un IR· homomorfismo
y que si ljJ
pl. 1
1\ ljJ : H (!1, IR) ~ HR (!1, IR),** . R
P
es un difeo"morfismo,/\ ljJ es un isomorfismo.
**
9. Sea !1 un abierto de C, el cual es estrellado con respectoal punto 0 e!1.
2
Demuestreque HR(!1,IR)=O. (Indlcacion : Sea w=ldxl\dy ysea
1









x -- (sx,sy) + y ---- t s x , sy) = s [Ls x.s y)
a x r1 y
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y concluya que si
w' (x,y) = - y g(x,y) dx s- x g ix.y) dy,
entonces dw' = ui ) •
P10. Demuestre que si {} es un abierto simplemente conexo de C, HR({}, IR)=O
para todo p E Z <Indicaci6n: use el lema de conformidadl '.
1.1. Sea {} un abierto de C, fE c""W, IR). Demuestre que
J df = 0
p
para todo pES W) .
1
o
12. Sea' {} un abierto de C, w E C 1 ({}, IR). Demuestre que si J w :: 0 pa-
, p dratoda pES1({}), p cerradayhomologaa O,entonces, para to o pun-
, 1
to a E {}, existen una vecindad u de a en {} y una funcion fE C (V,IR),
talesque w = df en u.
13. Demuestre que Ia sucesi6n
i 1 aFf; 0
O-.~W)-.CW,C)-. CW,C),
donde i es la inyecci6n natural, es exacta.
-14. Sean a: c""w, C) -. C~,OjW,C) definido por af= (riflaz) dz, ri
c""W, C) ... c70,l)W,C) definido por rif= (riflriz)dZ.!)emuestre
que la sucesidn -"" a ""o ... c""<n,C)-. CW,C)",C(O,l)W,C),
donde es la inyecci6n natural, esexacta. Demuestre que la suceslon
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o -+ C -+
es exacta.
15. Sean 0, 0' abiertos tales que a EOn 0'. Que rel aclon existe entre
* *,
TaW) y TaW)?
16. Sea 0 abierto en fRp' f: 0 -+ fR una aplicaci6n continua. Suponga que
f E COO (0 - F, fR) donde F es una subvariedad propia de fRp' Sea
A
f k t x) = f f(t) Ok (x-t) dt ,
A 00
Demuestre que si K es un compacta de 0, f k E C (U, fR) donde u es
una vecindad de K en 0 Y Que
x E U




. a ff --- Ok tx-t) dt ) ,ax.
]
1
17. Sean p E S2W), (J=ap , wE C1W, fR). Demuestre que dado 10> 0
existe ko E IN tal que si k ~ ko Y
entonces






EL TEOREMA DE CAUCHY YSUS CONSECUENCIAS
EI siqutente teorema, debido a Cauchy, es el teorema fundamental de la teorfa.
Teorema 1.1. (Cauchy). Sea I EoB (0). f:ntonces, para todo p Eo C2(O),
J I dz = 0 .
(}p
Demostracion: En efecto ,
J I dz = J d (f dz) = 0 •
() p p
Jiues d i] dz) = O. Esto demuestra el teorema.
Corolario 1. CTeorema de Cauchy homoloqlcol • Sea IE B (n). Entonces, pa-
ra todo p Eo C 1 (0), p - 0,
J I dz = 0
P
Demostracion: En efecto, si p _ 0 •
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n
P = d o + l Ak Pkk=1
donde a EC2(Q) y Pk
ES
1
(Q) esdegeneradoparatodo k=I,2, ... ,7a.
Como P' tt) = 0 para todo tEl,
k
f / dz = 0
Pk
para k = 1, 2, .... n , Entonces
m
f / dz = f / dz + l Ak f / dz = f / dz = 0k-lP r1a - Pk r1a
en virtud del teorema de Cauchy.
Corolari02. Sea /E(')(!1), p,aEC1(Q). Si p-a,
f / dz = f / dz .
P a
- Demostracion: En efecto, p. a - 0 y
f / dz = f / dz - f / dz .
p'a p a
Corolari03. (Teorema de Cauchy homotcpico) . Sean p, aE S/U, a). Si
f / dz = f / dz .
p a
f / dz = o.
p
Demostracion : En el primer caso, p «o , En el segundo, p - 0 .
Corolario 4. Sea !1 un abierto simplemente conexo de C. Entonces
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J I dz = 0
P
1
para toda p ~ Zen) En particular,
J I dz = 0
P
para toda p Eo 51 (n) cerrada.
Demostracjon: En efecto, como n es simplemente conexo, P _ 0 .
Cora/aria 5 . Sea n un abierto de C, pEel (n), p - o. Entonces, para
todo n E IN ,
J zn dz = o.
P
Mas general mente, si p Iz) es un polinomio,
J p iz) dz = 0 .
P
Demostracion: En efecto, zn, p iz) son holomorfas en n.
Definicion 1.1. Sea n un abierto de c, a E C, a f 1m p, donde pE ZI(Q).
Definimos el fndice de p con respecto al punto a por medio de la formula:
lnd p= .L. J _!!~-
a 27Ti ap z-
Se tiene
Teorema 1.2. Para todo ounto a tn, IndaP E Z. Si
Ind a : Z 1( n) ....Z
es la ap licacion p .... IndaP ,
B /n) C Ker Onda)
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y se obtiene entonces, por paso al cociente, una aplicaci6n Z -lineal
dada por inda{ < P » = IndaP •
Demostracion: Como a Ef £1, la funci6n
fez)
z-a
es holomorfa en £1. Por 10 tanto, si P E B 1(£1), en cuyo caso P - 0 ,
J ~~ = 0
P z-o
Esto demuestra que IndaP = 0 y que B 1 (£1) s;: KeT (Inda). Veamos ahora que
Inda P E Z. N6tese en primer lugar que, en C - {a I, P - e~ (a) para alqtin
11 E Z. Ademas
fez) =
z-a
es holomorfa en C - 1a I. Por 10 tanto
J _!!.3_
p z-a






yaque ez(a) - n e/a). Por otra parte,
1
-27Ti
= 2 7T i J e deJ _!!.3-_
e/a) z-a




2 7T i P z-a
e IndaP ~ Z . Esto demuestra el teorema.
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Nota. Sean e , 0 > O. Note se que n mCo (a) - Ce (a) en 11 -{al si y solo si
m =n. En efecto, si
n m
Co (a) - C e (a) en 11 - I a I ,
Reefprocamente, si, por ejemplo, 0:S e ,
Podemos ahara demostrar un resultado que dejamos pendiente en el capitulo II
EI teorema 6.4 .
Teorema 1.3. Sea 11' un abierto simplemente conexo, 11 = 11' - {a I. Entonces,
para todo e> 0 tal Wle Be(a) f 11', {ce(a) I es W1a base de 171(11) .Ademas
es un isomorfismo de 17
1
W) sobre z .
Demostracion: En efecto, {ce(a) I genera a 17
1
(11). Porotra parte, si
n
C e(a) ... 1. necesari amente
n
n = Ind (c (a)) = 0 ,
a e
10 cual demuestra que {ce( a) I es un .si stema I ibre. Sea ahora pES 1(11 ) y
supongamos que
A
lnda ( { pI) = lnda p ... 0
Se tiene que p ... cne(a) para algun n E Z. Por 10 tanto,
Inda p = n ,
De esto n=O yentonces p", 1. Esto demuestra el teorema.
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Corolor;o :. Si 0 es simplemente conexo, a E O~. Y 0 = 0' - Ia I , enton-
ces < cE (a) > es una base de HI (0). La apli cacidn.
dadapor Inda«p»=lndaP esunisomorfismode H1(0) sobre z. Ade-
mas, ii 1W) '" ; 1W) '" IT1W) '" HI (0) •
EI siguiente resultado, tambien debido a Cauchy, es de fundamental importancia
en analisi s complejo.
T eoremo 1.4 (Formula de Cauchy en un abierto simplemente conexo), Sea 0 '.In
abierto simplemente conexo de c. f E 0 (0). Sea p' E S1 (0), p ce-
rrada. Entonces, si a EO, a If lm p y
Ind p = -.3--- J -.1z -





[I a) Ind aP
Demostroci6n: Claramente
1 fez)---- r ----- dz =
2 IT i· z-ap
-t- Ind{l P • [t a)
Sea
. -Ig iz) =(f(z) - [I a) ) (z-a] . Entonces g E Ow - I a I). Por otra parte,
sea r> 0 tal que Br(a) S; O. Como HI (0 - I a I) esta generado por cora)
para todo 0> O. 0 < r , existe n E IN tal que
n
p - c (a)o
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para todo 8 > O. Sea E: > 0 Y esco] ase 8 > 0 , 8 < E: , tal que
I g (z) - !' (a) I = I jC z~ ~c::~ -r (a) I < E:
z-a
si I z - a I .s 8.
Entonces, para I z - al < 8 ,
! g (z) I < I!' (a) I + E: •
Como ie i eI (8 e + a) - a I = I 8e I = 8 , se ti ene
Ig(8 e,e+a)! < I !'(a) I + E:.
Ahara,
1
1-- f g t z) dz
2 11 i
P
.( n E:ll !' (a) I + E:} •
De esto, dado que E: es arbitrario y n es fijo,
1 f g (z) dz = 0 .
211i
,0
EI teorema esta demostrado.
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Corotorio 0 (Formula de Cauchy local>. Sea 0 un abierto de C, a EO, r > 0
tal que Br(a) SO. Sea f E (l(0) 0 Entonces, para toda p ES/O) , ce






Demostrocion: En efecto, IE (l (ar(a)) y p ES1(Br(a) J,. EI corolario re-
sulta entonces del teorema 1.4, teniendo en cuenta que Br (a) e~ simplemente
conexo .
Nota: Sea pES 1(0). Es corriente escribir '- ,
1
f I dz 1 = f 1 p' (I) \- d t , f I i z) \dz \ = f I (p (t)) I p '( t) I dt
pop p
donde p '(I) = p;rt) + i P~ (u , supuesto que p [t) = P1 (t) + i Pit) , P1 (t) E lR ,
P/ t) E JR. La integral J I d z 1 se denomina Ia :Iongitud de p y se denota
P
par L (p). Es claro que L (p) < + 00. Ademas, si I es continua en 0 ,
I f [I z) dz 1 Sup I [I z) I J. I dzl = Sup I I(Z) I L(p) ,
p z E Imp p z E lm p
como se comprueba inmediatamente.
T eoren/a 1.5. Sea I E (l (0) , y sean w = I dz, Y
Ia apl icacion Z - lineal




en) C Ker (Iw) y par 10 tanto Iw define, par paso al cociente,
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una aplicacldn Z - lineal
i :H'(O) Cw 1 -> •
dada por
Demostracion: Si P E B (Q). l'
m
P = rl a + l Ak Pk •k =1 \EZ.
donde a E C2 (0) Y Pk
es un 1 - cubo deqenerado, Entonces
J w = 0 •
P
Y por 10 tanto P E K er (Iw) .
Teorema 1.6. Sea / E () (Q) , y sean w = / dz , y
la aplicacion definida par
fw(p)=!w.
P
tntonces f w es .compl tible can la relacion de equivalencia de homotopfa sa-
bre s 1(0, a) y par 10 tanto define par paso al cocien(e una aplicacion
-fw: 7T1(0, a) -> C
dada par
Demostracion. Enefecto, P=-P' implica fw(p) =fw(p')·
2. Integracion cle funciones holomorfas sobr« curvas continuas.




esta perfectamente definida. Por otra parte, tal como hicimos en el Teorema 4.1 del
cap!tuloll,podemosdemostrarquesi pES1(U), existe aES1(U) tal que
a",p. Ademas"si a'E Sl(U) es tambien hornotop a a p, o « c ' yentonces
f / dz =: f / dz .
a a'
Podemos defin ir entonces, para p E 51(U) ,
f I dz =: f / dz ,
p a
donde a es cualquier curva en S/U), homotopa a p , Queda entonces defi-
nida la integral de una 1·forma holomorfa sobre cualquier curva continua, yes
claro que a partir de ella podemos definir
f f dz
p
cuando p Eo C1(U), as! como operadores
i/: ii1 (U) -+ C
<p> -+ f / dz
p
J/:171(U) -+ C








~ ~ 1 dz
lnd «p» = ln d ([pl) = --- J ---
a a 277 i P z- a




1. Por un area abierto simple de n s: IR se entiende un subeonjunto S de
n para el eual existen - 00 ~ a :s b :s + 00 Y o : l ia.b) -> n , suave
tales que p( tt« b) ) = S Caqui u», b) es eualquiera de los interva-
los de origen a y extrema b). Se dice que p es una paramettizaclon de
S. SI· l t a.b) = [a,b 1, p es una parametrizaei6n de S, Y si p es inyec-
tiva en [a,b) yeo (a,b 1, se dice que S es un area eerrado simple.
(a) Demuestre que si pES /n) es una eurva simple, p es una parametri-
zacion de S = 1m p •
(b) Sea fi) Eel (0, 1R), S un area de n, p: t t».b) -> n unaparame-
trizae ion de s. Se define
b
J w = J w(p(t)) p'(e) dt I p'(t) = Jp(t) .
S,p a
Demuestre que si a t I i c.d] -> n es otra parametrizacicn de S, tambien






Demuestre que si p E 51 (n) Y 5 == 1m p ,
f w == f w
5 P
(d) Sl - 00 < a < b < + 00 Y si p: [a,b 1 .. U es una parametrlzacion de
5, existe a E 51(U) tal Que 5 == lm a •
(e) Sea b
L(5) == f ds == f IIp'(t)·11 dt ,
5 a
donde p es una pararnetrlzacicn de 5. Demuestre que L (5) es indepen -
diente de p , L (5) se denomina la longitud de 5. Para x E l ia.b) de-
finase L: l Ia.b) .. U por
x
E ix) == [!lp'(t)lldt.
a
Demuestre que L ~ COO (I (a.b} , U) y que L es inyeetiva. Definase en-
-1 0tonces 5: [O,L (b)l .. n por 5 == poL. emuestre que 5 es una para-
metrlzacion suave de 5 y que II 5'(t) II = 1 para todo tE [0,L(5) 1. 5
se denomina la parametrizacion de 5 por longitud de areo. De una parame-
trizacicn por longitud de arco del r -rectanqulo I (x,yJ I I x I + ! y I == 1 I. De
una par ametrizacion por longitud de arco de lm c1 (0). Sea puna parame-
tri zacion de 5 de clase COO tal que II p '(t) II == 1. Demuestre que p es
una parametrizacion de 5 de elase COO tal que II p'(ti II = 1. Demues-
tre que p es una parametrizacion de 5 por longitud de areo.
2. Generalice la nocion de indlce, el teorema de Cauchy y la formula de Cauchy
a los areos cerrados.







cJ ! x d»
C
c la circunferencia unidad Resp.: 217 i
C la circunferencia unidad, Resp. : 0
C el cuadrado de vertices u«, -1 + i ,+I,-i ,
1- i . Resp. : o
Resp. : o
2
e) !C 3..._ dz, C = ! z I I z - 21 = 1 I •
:::+1
Resp. : o




g) !C :t~:dz , C = I z I I z I = 1 I. Resp, : __ 21713
h) $ -~.:.~ dz , C = Iz I I z . = 2 I.
C z2_1
Resp.: 217i






CAP I T U .L 0 VII
EL TEOREMA DE GOUSART
EI teoremade Gousart representa uno de los resultados mas sorprendentes
de la matematica : EI hecho de Ip,le la C - der~vada de una f1mcion C - diferen-







C (U, C) C t) (f!) C C lW, C),
tambien _1
C W, C) =D(U, C)= orrn .
Mas ain, puesto que si I EO D( u, C ) tambien I' E D (U , C ), Se deduce que
-1I' E C W, C s , 0 sea, que
_ _2
D(n , C ) C C (U, C )
-2
donde C (U, C) es el C· espacio de las funciones I: U ... C tales que I'
y /2) = 'l'!' existen y son continuas. Como a su vez, /2) ED (u, C i . po-
demos conti nuar hasta demostrar que para cualqu ier k = 0,1, 2, .•. r n r
- k - kI E C W, C), donde C (U, C) es el c-espacio de las funciones
f: U -e C tales que 1', /2) = err , /3)=(/2», , ... , /k)= (/k-])), exis-
ten y son continuas. Como claramente Ck(U, C),5: (;'(n, C), se tendra en-
tonces
_ - k ~ -i 00
t)(U) = DW , C) = C (n, C) = 'I C (n , C) = C (n, C )
j=o
para todo k. Notese que C 00(0, C) definido por la anterior igualdad es el C·-
espac io de las funciones I: U ... C tales que /j) existe para todo j=O,l,2,
"" y es ademas continua. La situacicn es enteramente diferente en el caso de





X sen -x- , x i 0
I( x) =
o , x = 0
entonces f es IR - derivable en todo punto a E 1R, Ademas, /,(0) = 0, mien-
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tras que
lim j'(x) i a
x -> 0
x i 0
De hecho, este ultimo limite no existe,
La demostracion del teorema de Gousart tiene como punto clave la demostra-
cion de una forma elemental del teorema de Cauchy para funciones c·diferencia-
bles, y luego de una version elemental de la formula de Cauchy para estas funcio-.
nes. Para ello necesitaremos de algunos conceptos preliminares : Por un Rec >
tangulo den se entiende un 2 - cuba de Ia form a
donde i a.b) En, ']"2 E IR, ']"2 ~ a son fijos. EI punto (a, b) se dice el




Fig.l.l. Un Rectanqulo en n de vertlce principal (a.b)
Si r <r , R sedice un cuadrado. Sea
1 2
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) el punto medio del segmento [R20(0),R2d1Jl
(a3' b
3
) = [R 10(0) , R11(1) ] n [R20(0), R21 (1)], Ver (Fig. 12)
Fig. L2
Para cada pareja t«: b i ), i = 0,1,2,3, sea
t t
[il 1
R ce, t ) = (ai' b i) + -- (r e, r t ) .
t 2 1 2








Mas general mente, de la prcposictcn anterior se deduce que si
t' d [ il bdi . .' b . ' t .rene e R por su IVISlon arleen rica,
[ i, j 1
R se ob-
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3 3 [0 0]a R = 1 1 a R "/
i=o j=o
( 1,2)
de 10 cual, sucesivamente,





Es claro ademas que [ 0 0 ]
'1' ... , 'n
R - R
, 2
Un punta (x.y) E n se dice de R si (x,y) = R (0, I) para algun (0, t ) E I •
Si (x,y) = R(O, t ) y ° < 0 < 1, 0< 1< 1 ,(x,y) se dice un punta interior de
R. Es facllver que (x,y) es interior a R si y solo si (x,y) E (lm R)o en el
senti do topcloqico. Los segmentos [Ri/O), Rij(I) 1 , i = 1,2, i " 0,1, se
denominan los lados de R .. Lij = I Ri/O) - Rij(I) I sedenomina la longitud
del lade (i,j) , y peR) = L20 + L21 + L 10 + L 11 se denomina el perimetro de
R. Sea f una funcion continua en n, can valores en C, Y sea R un Rec-
tangulo de n. Se tiene
r fdz = J f dz » J f dz + J f dz - J f dz , (1,4)
d R R20 R21 R11 R10
Como R'i/e, tl ='1 para (i,j) = (2,0), (2,1), Y R'i/O,tJ ='2 para U,j)=
(1,0) , (1,1), se deduce que
I J f dz \ <
(JR
sup I fez} i I P (R) \
zER
(1.5)
donde R::: lm R. La relacidn (1.5) nos sera de utilidad inmediata. Por otra
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, [i i- .•. ,in]' •
parte, Sl R es la n-esima subdivi sion baricentrica de R, se sigue
de n.3) que
3
f / dz = L f / dz
()R i1 ... in=O()R[i1,· .. ,inl
(1.6)
Es un ejercicio facil para ellector comprobar que la rel acion anterior vale igual-
mente para cualquier subdivision de R en rectanqulos cobordantes y mutuamen-
te disyuntos entre sf . Se tiene ademas
(1.7)
como se comprueba inmediatamente de la definicion de subdivision baricentrica.
Tenemos ahora :
Lema 1.1 <Goursatl. Sea R un rectanculo de D. Entonces
f / dz = 0
()R
(1.8)
para toda func ion [: D .... C , continua en Dye -diferenciable en D -! a I,
aED.
Demostracion: Supongamos primero que
division baricentrica de R. Se tiene
[ '1












< t'!-o 1 r. / dz I •
() Rt
Esto implica que debe existir j E I 0, 1, 2, 3 1 tal que
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I J , / dz I ;;: _L I - J / dz I •
dR[/] 4 dR
[ j] [ ,]
Sea R] = R • Si R] t es la primera subdivision baricentrlca de R 1 ' debe
existir de nuevo j tal que
_L I J / dz I > I J / dz I •
4 dR] - (JR[j]
i
S R [ jl S bt" , ,ea 2 = R1 • eo rene aSI una sucesron R =: Ro,R1, ... ,Rll, ••• de
Rectanculos, tal que 1m Rn f lm Rm si n;;: m , y tal que
I J / dz I > I J / dz
(J R d Rn
Si Rn = 1m Rn, I Rn In::: 0 I es una suceslon decreciente de conjuntos com-
00
pactos, y existe por Ie tanto bEn If CR. Como b 'ia, / es C - dife-
nv o n-
renciable en una vecindad de b. SeanE, 0> 0 tales que / sea C - diferen-
ciableen Iz.b!<o, que RnfBo(b) para n;;:mo' que o<E y que
para todo z ~ Bo (b). Se tiene entonces, para z E Bo (b) ,
1/(z)-/(b)-j'(b)(z-b)l.:s Iz-bj.
Par otra parte,
J zn dz = 0
dR'
\
cuaiquiera que sea el rectanqulo R' de n y cualquiera que sea n > 0
Esto es un corolario del teorema de Cauchy. Par 10 tanto,
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f I dz =: f (I(z) - I(b) - (z- b) j'(») ) dz ,.
J R a Rn n
de 10 cua I, para n ~ 2 ,
Entonces
n+ 1 2 2
I f I dz I < 2 E P (R) =: 8 E P (R) .
rl R -;n=:r
Como E es arbitrario, esto implica
f I dz = O.
JR
Supongamos ahora. a ~ Im R. Sea R 1" .. , Rm una subdivision baricentrlca
10 suficientemente fina para que
4 P (Rk) < E, k == 1, 2, ... , m ,
donde E> 0 esta arbitrariamente dado. EI punto a pertenece a 10 mas a cuatro
de los.Rectanqulos Rk: digamos, Rk ,Rk, Rk ,Rk. Como1 2 3 4
m
f I dz = ~ f I dz
J R k==1 J R
k




~ f I dz
i= 1rl R
k·1
f I dz = 0 .
Rk
Por 10 tanto,1, 2, 3, 4 r
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Se deduce inmedi atamente que
I J I dz I ::::
rlR
E sup I I i z) I ,
zE R
R = l m R
de 10 cual, tambien
J I dz = O.
rlR
Seaahora I:n ....C , C.diferenciable, ysea aEn.,
Sea
_ I( z) - I( z)g( z) - _
z-a
zEn -I a I .




= /'( a) •
z-a
si escribimos graY = j'(a) ,g es continua en n. Sea R un rectanqulo de
n tal que a es un punto interior de R. Entonces
I g dz := 0 ,
rlR
~e esto




Cal cui emos Ia integral de I segundo termi no. Como a E (1m to": sea E > 0 tal
que BE( a) f ilm R)o. Nos proponemos demostrar que
-I -I
en n - Ia I , donde p = R20. R11, R2IRlO. Claramente no hay perdida de
generalidad en suponer que a:= (0,0). Sea
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E
I p i t) I
p (i) .
~ntonces, lm p S; lm cE(a) , y p es una curva cerrada. Si y es el arco de
cEra) que va desde cEra) (0) hasta p (0), entonces cEra) III y py-I en
Q - Ia I, y por 10 tanto
c,(a) - p en Q - 1 a I •
Por otra parte, si
a ( e, i) = (I - e ) p (t) + e p (t) ,
a E 52 (Q - I a I ), Y rl P = P - p , de modo que tambien p - p en Q -I a I
Se deduce p - cE( a) en Q - ! a I. T eni endo en cuenta que 1/ z - a es hole-
morfa en n - ! a I, se sigue del teorema de Cauchy que
o sea que
d z dzJ J 2TTi
(3 z-a cia) z-a




J [i z) dz
2TTi dR z-a
f( a) (1.9)
La rei acion (1.9) es una formula del tipo de Cauchy para I as funciones C - di -
ferenciales. Ahora bien, si h es pequefio, tambien
I [Lz)
[t a + b) = ---- J dz
2 TT i d R z- a - h
pues a + b E (1m R)o. Pero entonces
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f (a + h) - f (a)----------
h
= 1 JLrrT JR
fez)
---------






,j R iz - a - h) t z-a)
fez)
------2) dzl= I J
i z v a ) rlR
h fez)
----------------- dz ' I
(z-a'-h) (z_a)2
fez)
= I h I I I ---------------2- dz I •
s « i z r a c h ) (z :«)
Pero, para todo h convenientemente pequefio y z EaR. I z - a - h! se mantle-
ne mayor que una constante r > o. Si
S = Sup I fez) I ,
zE(JR
I.; f fez) dz fez) dz . S S-------------- I -----:2- I s I h I I J ---- dz I s I hlp (R) '-T
rlR (z-a-h) i z v a ) rlR iz v a ) rlR ,3' r
yes claro que el ultimo miembro a la derecha tiende a cera cuando h .. O. Por
10 tanto,
f' (a) = lim
h .. o
f (a + h) - f (a)---------------
h
dz ,
y para h pequefio, tambien
t' (a. + h) = r F z~__ dz.
2T7i rlR(z-a-h)2















Esto demuestra que l' es continua en a. Entonces:
Teorema 1.1 (Goursat) Sea n un a!Jierto de c. Para que una aplieaeion
I: n -. c sea C - difereneiable es neeesario Y sufieiente qlU I sea holomor-
fa. Es deeir,
- - 1o en) = Den, C) = C en, c ) .
Teorema 1.2 (Goursat) Sea I~ 0W). Entonees I(k) existe para todo k
0,1,2, ... r n , ... yes continua en n. Se time entonees
para todo k , donde
00 _ j
C DO( n , C) = n c (n, C ) .;=0
Tambiin,
para todo p = 0, I, 2. 3. . .. , n , ...
Demostracion: C Iaramente todo se reduce a demo strar que si f ~ D( n, C) ,
tambien I' Eo Den , C). SeaR un rectanqulo de n, a En, el cual es in-
terior a R. Como demostramos anteriormente, si lED (n, C ) •
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Para h pequefio se tiene tarnbien
j'(a+h);= f (z)----
(z - a _h)2
d z ;
Entonces
y es faci I ver que ~
" (2 (z- a )- h) fez) _ f(z),·
lim I -------------- dz ,- 2 f ----- I dz .






Esto demuestra el teorema. ,
Nota: Si f E (9en) y a E 11, es faci! ver, por un argumento basado en el prin-
ciplo de lnduccion, que
(n)






donde e » 0 -es 10 suficiehteme'nte p'~qu'enopara que "'Ws(a) f U. Dejamos
al lector la demostracion de este hecho. Mas adelante votveremos sobre esto.
r ~ -, .. , I
Ejercicios





cs(a) (z - a) n + 1
dz ,
297
2. Sea R un rectanqulo de O. Demuestre que
_. -
3. Demuestre (Ver el ejercicio 14 del capitulo V) que la suce slon
es exaota (i es Ia inyeccion natu ral ).
4. Demuestreque la sucesion
o ... C
es exacta.
5. LQUl~ es e z _ -ze
;; ;--"--------
z4
CAP I T U L 0 VIII
• 1 PROPIEDADES ADICIOHALES DEL IHDICE. , .... I' ../... .J'
Jtc.. ./
Sean 0 un abierto de C, P E Sl(O) una curva cerrada. Denotaremos
por Cp al conjunto de los puntos de C que no estan sobre o , Es decir ,
Cp = C - 1m p •




lnd P (a) = 1nd.ap 1




Nos proponemos estudiar en este capitulo algunas propiedades de Indp' En pri-
mer lugar, p se dice no trivial si existe a E cp tal que Indp(a) i 0, y
trivial en el caso contrario. Tambien, p se di ce no trivial con respecto a U si
pES 1 en) y existe a t U tal que Inda P i O. Por ejemplo, si R es un
rectanqulo con interior no vacio, R = R20 R 11 R-io R~O es no trivial, pues si








Lo mismo, si E> 0, c~(a) es trivial si y s610 si n = O. Si
ny a t a , cE (a) es no trivial con respecto a a •
Teorema 1.7. Sea U unubierto l-conexode C, U=U' -{al con U'sim-
plemente conexo y a EU' . Las proposiciones siguientes son equivalentes
para pES 1 en), p cerrada:
a) P es trivial con respecto aU: esdecir, Indp (b) = 0 para todo btU.
b) p - 0 en a.
Demostracion: Demostremos primero que (a) => (b). Si suponemos (a),
lnd a p = O.
Pero si E > 0 es 10 suficientemente pequefio para que HEfa) f a' ,<cr:Ca»
es una base de H1(U) y se t.ene
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Esto implica p - O. Demostremos ahora que (b) =:> (a). Si p - 0 en 0 y
b to, tambien p - 0 en C -1a I, pues 0 ~ C - ! b I. Como
h (z) 1
z-b
es holomorfa en C - I b I,
J h i z) dz
P
o
seqtin el teorema de Cauchy. Esto demuestra el teorema.
Nota - N6tese que (b) => (a) sin ningunahip6tesis sobre 0 (excepto la de
ser abierto ) .
Coro/ario. Sean 0 un abierto de conexi6n n = I, a, p E 51(0) dos curvas
cerradas. Las proposiciones siguientes son equivalentes
(a) p ~ p' en 0 •
(b) Inda p = IndaP' para to do a Cf Q, •
T eorema 1.2. Sea p E 51 (0) cerrada. La aplicacion
Ind p': cp --> Z
es continua y por 10 tantoconstante sobre toda componente conexa de Cp
(Z tiene la topologia dis creta) .
Demo·stradan. Sean a E CP Y r > 0 tales que B r (a) :; CP • Entonces
I J -~~- - J. _...!!3___ I < I J _~_!?_t{~__ I < _~_~l : J I d z I
P
z-a P z- (a+h) _ t z-al t z-a-b) - 2P r p
si Ihl <r/2, pues Iz-a!>ry Iz-a-h! > r/2. Estoimplica que
lim Indp(a+h)= lim
h .. o h .. o
1 J __t{~__ = 1 f




y por 10 tanto, que Indp es continua. Con respecto ala segunda afirmacion, sea
u una componente conexa de Cp {. Y sea z E U. Si n = Indp (z). el conjun-
to -I
V = Indp (n)
es, a la vez, ~bierto y cerrado en Cp' Se deduce que V () U es abierto y ce-
rrado en u. Como vnu =I ¢, necesariamente vnu = u . 0 sea, uS;V.
Por 10 tanto, Indp iz) = n para todo z E u .
EI siguiente teorema muestra que si p es una curva cerrada, el conjunto de
los puntos a tal es que Indp (a) i 0 es rei ativamente cercano a 1mp •
I
Teorema 1.3. Sea p Ima CJ~rvacerrada, pES/C). Si B es un conjunte
o ~
compacto tal lI'~e 1mp £: B Y que C -B es conexo (es decir, si B = ¢ ) ,
entonces Indp (a) = 0 para todo a E C - B .
Demostracion: En efec,to, Indp es c~nstante sobre C - B, por ser .CoB co-
nexo. Pero, si b E C . B ,
lnd (b) = __J_ -f dz
P 217 i z-b
P
1 .
1 p'(t) dt= --- 'f -----
2 17i '0 P (t) • b








tim I Indp(b) I = 0 ,
b -> CXJ
y de esto, Indp (b) = 0 para todo bE C-B. Esto demuestra el teorema.
Corol ario : Sea pES 1(n), cerrada, 1m p S; B donde B es un compacto
tal que C -B es conexo. Entonces Indp (a) = 0 para todo a En· B. En par-
ticular, Indp(a) = O. para todo a en una componente conexa no acotada de n.
Si pES 1 (C) es cerrada, una y s610 una de las componentes conexas de Cp
puede contener 31 conjunto I z i I z I > T I, donde
T = max I I p (t) I t C [0, 11 I.
La componente conexa no acotada de Cp se denomina el exterior de p, y se
denota por E (p). Si pES 1(0) , E t p ,n) = E (p) n n se denomina el er-
terior de'p en n.' Es claro que. Ind/a) = 0 para todo a E E(p). En ge-
l.
neral Cp tiene varias componentes conexas (a veces, s610 dos). Un case es-
pecial muy importante es el de las CJ.lrvas cerradas simples. Recordamosque una
curva cerrada p se dice simple si las restricciones de p a [O,l) y (0,11son
inyectivas, y si p (1) = p (0). En tal caso -, tiene dos y s610 dos componen-
tes conexas. Esta es una de las afirmaciones del celebre Teorema de Iordan, el
cual enunciaremos a continuaci6n. Nosotros no demostraremos aqui tal teorema 2
I
pues s610 podriamos transcribir la demostraci6n elemental, muy elegante,de:
R.N. Pederson: The Jordan Curve Theorem for piecewise smooth curves; The
,
American Mathematical Monthly : Vol. 76 : Number 6 : J une- July 1969 .
2. EI Teorema c/e Jorc/an.
T eorema 2.1 (Jordan). Sea pES 1 (C) Ima curva cerrada simple. Entonces•i'~
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Cp tiene exaetamente dos componentes conexas, E(p) e i(p), esta ulti-
ma denominada el interior de p. Ademas, F (E (p) ) = F (J (p ) ) = lm p •
Por otra parte, [Indp (a) I = 1 para todo a E: I (p) , Indp (a)- =:. 0 para todo
a~E(p).
Recordamos que si A ~ C, F (A) = A () C'A es la frontera de A. Aqui
A es la clausura topolcqica de A.
Si Indp(aJ.=1 para alqdn a E/(p), donde P~Sl(U) esunacurva
cerradasimple,entonces Indp(z)=J paratodo zE/(p), pues I(p) es
conexo. Lo misrno, si Indp(a) = - 1 para alqun a EO I( p) , Ind/z) = - 1 pa-
ratodo zE/(p). Si Indp(z)=1 para zE/(p),p sedicepositivamente
orientada. Si Indp(z) =.1 para z E I(p), P se dice negativamente orien-
tada. Una curva cerrada simple no es trivial. Para que p E: S1(U), cerrada
y simple, sea trivial con respecto aU, es necesario y suficiente que l(p) ~o.
Es posible demostrar en base al teorema de Jordan,que el interior I(p)
de una curva cerrada simple, asf como l(p) = lm p U I (p), son conjuntos
simplemente conexos. Vease a este respecto el capitulo XII
Nota: Intuitivamente, recorrer una curva cerrada simple en el sentido positivo
significa que, al caminar sobre ella, el interior de la curva queda siempre a nues-
tra izquierda .
Ejercicios
1 Demuestre que si R es un rectanqulo, R esta positivamente orientado
2) Oemuestre que c;( a) esta positivamente orientado si y solo si n = 1
Y negativamente si y solo si n = -1 .
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CAP I T U L 0 IX
EL TEOREMA DE MORERA Y LA COHOMOLOG/A COMPLEJA
Asi como cIW, C) tiene a 0(!1) como un subespacio importante, tam-
bl I( Elen C 1 !1, C) contiene dos subespacios notables. I primero es
°(l ,0) W) :: I / dz I / ~ °(!1). I ,
y el segundo
Las formas en 0(l,0)(O)se denominan de tipo (l,0) y las de 0(0,dO) ,
de tipo (0, u . Es claro que .
en el sentido de que toda forma w E0I(!1) se escribe,de manera unica, co-
mo w = wI + w2 con wI E 0(l,0)C!1), wz E 0(0,l)(!1) •
Por otra parte, si / E °W) ,
de 10 cual, teniendo en cuenta que
d/E0(J,O)(0)' Como ademas d(/dz)=O si /Et)(!1), setiene la
sucesion
0->c!.0W) t! 0(J,0)W) ~ °
donde i : C -e t) ( !1) esta dada por
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i(a)(:z) = a
para todo z EO. Nos proponemos demostrar que si 0 es simplemente cone-
xo, la anterior sucesion es exacta. Para ello necesitaremos del siguiente lema :
Lema 1.1 (Morera). Sea 0 un abierto conexo de C, / ~ C(O, C ) , Si pa-
ra toda p ~ S1W), cerrada,
J / dz = 0,
p
entonces exi ste g ~ a (0) tal que
g'(Z) = fez)
para todo z EO.
Demostracion: Sea /1 = Re(/) , /2 = lmg ! /), Se tiene
o = J / dz = J (/ + i / ) (dx + i dy ) = J / dx - / dy + i J / dy + / dx
P pI 2 pI.2 pI 2
para toda p ~ Sin) con a p = O. Por 10 tanto,




Sean entonces gI' g2 ~ c











Ademas,y sea g = gi + ig2 ' g EC(O,C),
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Esto demuestra el lema.
Corolar;o : '3ajo las hip6tesis del lema, / E (J(Q).
. .
I
Demo stracion: En efecto, / = g' y e' e (J (11) en vi rtud del teorema de Gour-
sat.
T enemas entonces :
lJ s: -c I 1
Teorema 1.1 (Morera). Si n es un abierto simplemente conexo, la sucesion
o -+ c ': O(Q) ~ (J(l,O)(n) -+ 0'
es exacta-.
Demostracion: Tado 10 que hay que ver es que Ker d = HC) y que d es sa-





Par 10 tanto, / = i (ex) para algUn exE C. Como ------ = 0 para todoaz
ex~ C, la primera afirmaci6n es clara. Para ver la segunda, ndtese que. si
I
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w E-()(l,O)(Q), w=/dz con /E()(Q).Pero si p E51(D) escerra-
da, p - o . En virtud del teorema de Cauchy,
J / dz := O.
P
Par el lema de Morera se tiene entonces que / dz = dg para g Eo ()(O), 10
cual completa la demostraclon .
EI teorema de Mor~ra asegura, entre otras cosas, que toda forma diferencial
w Eo ()U,0) (0), Ia cual es cerrada por ser dw = 0, es tambien exacta, pues
es la diferencialde una 0 -forma,
Nota: 5i 0 es un abierto arbitrario de C y g E () (Q) , g se dice un gra-




Es claro que si g es un gradiente complejo
J g dz := a
p
para toda p E 51(Q) cerrada. Reciprocamente. el lema de Morera demuestra que
si gE ceo, C) es tal que
J g dz 0
p
para toda p E 51(11) cerrada, entonces g es un gradiente complejo. 5i g




/ se dice un potencial complejo de g.
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Teorema 1.2. Si n es un abierto simplemente conexo de c . toda f Eo tl W)
es un gradiente. Mas precisamente, la sucesion
i J/rlzo ... C ... tlW) .... tlW) .... 0
es exacta.
Demostracion: Sique inmedi atamente del lema de Morera.
Nota: ~.as adelante veremos que la anterior sucesicn es exacta si y solo si





tiene siempre solucion holomorfa en el abierto n si y solo si n es simple-
mente conexo .





HRW, C) = tl(l.O)(m / d(tl(n))
2 .
HR W, C ) = I 0 I (\lease nota al final del Cap. XIII
p > 2 .
. P
EI C - espacio H R W, C) se denomina el p .esimo g"~po de cohomologfa de




como se deduce inmediatamente del teorema de Morera.
308
Ejercicios
1. Sea 11 un abierto de C. Demuestre que las proposiciones siguientes son
equivalentes :
a) I es holomorfa en 11 •
b) Para toda curva cerrada p en 11, hom61oga a 0,.
J [Lx) dz = 0 •
p
En todo punto a de 11 existen una vecindad U y una funcion holo -
morfa g. tales que g' = I en U.
~. Sea 11 un abierto de C. Demuestre que las proposiciones siguientes son
equivalentes para I~ cW, C )
1) / E t) (11) j
2) Para todo rectanqulo R de 11 J I dz = 0, donde
R
.1 J1'
R R20 R 11 R21 R 10
es lacurva que ,descrL~e el borde de R 'j
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