We show an optimal data-dependent hashing scheme for the approximate near neighbor problem. For an n-point dataset in a d-dimensional space our data structure achieves query
INTRODUCTION
In the near neighbor search problem, we are given a set P of n points in a d-dimensional space, and the goal is to build a data structure that, given a query point q, reports any point within a given distance r to the query. The problem is of major importance in several areas, such as databases, data mining, information retrieval, computer vision, computational geometry, signal processing, etc.
Efficient near(est) neighbor algorithms are known for the case when the dimension d is "low" (e.g., see [7, 20] ). However, the current solutions suffer from "the curse of dimensionality" phenomenon: either space or query time are exponential in the dimension d. To escape this curse, researchers proposed approximation algorithms for the problem. In the (c, r)-approximate near neighbor problem (ANN), the data structure may return any data point whose distance from the query is at most cr, for an approximation factor c > 1 (provided that there exists a data point within distance r from the query). Many approximation algorithms for the problem are known: e.g., see surveys [4, 2] .
To address the ANN problem, Indyk and Motwani proposed the Locality Sensitive Hashing scheme (LSH), which has since proved to be influential in theory and practice [15, 14] . In particular, LSH yields the best ANN data structures for the regime of sub-quadratic space and constant approximation factor, which turns out to be the most important regime from the practical perspective. The main idea is to hash the points such that the probability of collision is much higher for points which are close to each other (at distance ≤ r) than for those which are far apart (at distance ≥ cr). Given such hash functions, one can retrieve near neighbors by hashing the query point and retrieving elements stored in buckets containing that point. If the probability of collision is at least p1 for the close points and at most p2 for the far points, the algorithm solves the (c, r)-ANN using n 1+ρ extra space and dn ρ query time 1 , where ρ = log(1/p1)/ log(1/p2) [14] . The value of the exponent ρ thus determines the "quality" of the LSH families used.
A natural question emerged: what is the best possible exponent ρ? The original LSH paper [15] showed ρ ≤ 1/c for both Hamming and Euclidean spaces. Focusing on the Euclidean space, subsequent research showed that one can obtain a better exponent: ρ ≤ 1/c 2 [11, 3] 2 . Complementing these results, lower bounds on ρ showed that this bound is tight [21, 22] , thus settling the question: the best exponent is ρ = 1/c 2 for the Euclidean space.
Data-dependent hashing.
Surprisingly, while the best possible LSH exponent ρ has been settled, it turns out there exist more efficient ANN data structures, which step outside the LSH framework. In particular, [5] obtain the exponent of ρ = by considering data-dependent hashing, i.e., a randomized hash family that itself depends on the actual points in the dataset. We stress that this approach gives improvement for worstcase datasets, which is somewhat unexpected. To put this into a perspective: if one were to assume that the dataset has some special structure, it would be more natural to expect 1 For exposition purposes, we are suppressing the time to compute hash functions, which we assume to require n o (1) time and n o(1) space. We also assume distances can be computed in O(d) time, and that 1/p1 = n o(1) . 2 Ignoring terms vanishing with n; the exact dependence is ρ = 1/c 2 + 1/ log Ω(1) n.
speed-ups with data-dependent hashing: such hashing may adapt to the special structure, perhaps implicitly, as was done in, say, [9, 29, 1] . However, in our setting there is no assumed structure to adapt to, and hence it is unclear why data-dependent hashing shall help. (To compare with classic, non-geometric hashing, the most similar situation where data-dependent hashing helps in the worst-case seems to be the perfect hashing [13] .) Note that for the case of Hamming space, [5] has been the first and only improvement over [15] since the introduction of LSH (see Section 1.3). Thus the core question resurfaced: what is the best possible exponent for data-dependent hashing schemes? To formulate the question correctly, we also need to require that the hash family is "nice": otherwise, the trivially best solution is the Voronoi diagram of n points at hand, which is obviously useless (computing the hash function is as hard as the original problem!). A natural way to preclude such nonviable solutions is to require that each hash function can be "efficiently described", i.e., it has a description of n o(1) bits (e.g., this property is satisfied by all the LSH functions we are aware of).
Main result
We present an optimal data-dependent hash family that achieves the following exponent 3 for ANN under the Euclidean distance:
Specifically, we obtain the following main theorem. Our bound (1) is optimal since it matches the LSH lower bound of ρ ≥ 1 2c 2 −1 from [21, 12] , which turns out to be applicable to the data-dependent hashing as well. In particular, [21] proves a lower bound of roughly ρ ≥ 1 2c 2 for large c. [12] shows a lower bound matching the bound (1) in the context of closest pair problem, where the goal is to find the closest pair of points from a given dataset. The closest pair problem is essentially the "offline version" of ANN, as it can be solved by performing n queries on the given dataset. Hence lower bounds there apply to our ANN setting as well. We note that [12] obtains an optimal hashing algorithm for the closest pair problem on random instances in the Hamming space, running in n 1+ρ+o(1) time where ρ = 1 2c−1 . The lower bounds of [21, 12] apply to the data-dependent hashing in the following sense. These lower bounds are for the setting of a random dataset instance, where the "far" points are two random, uncorrelated points. Hence, even if the LSH designer has access to the distribution from which the dataset is sampled, the designer learns nothing about the query, and thus the lower bounds from [21, 12] still apply. It is concievable that one can improve over the bound (1) if the LSH designer knows the particular n-point dataset instance. Nonetheless, we remove this possibility as well in a separate note [6] . In the same note, we also show that the tight lower 3 Again, we ignore the additive term that vanishes with n.
may be proven directly by strenghening the argument from [21] , simplifying the argument from [12] . 4 An important aspect of our algorithm is that it effectively reduces ANN on a generic dataset to ANN on an (essentially) random dataset. The latter is the most natural "hard distribution" for the ANN problem. Besides the aforementioned lower bounds, it is also a source of cell-probe lower bounds for ANN [23, 24] . Hence, looking forward, to further improve the efficiency of ANN, one would have first to improve the random dataset case, which seems to require fundamentally different techniques, if possible at all.
The importance of this reduction can be seen from the progress on the closest pair problem by Valiant [28] . In particular, Valiant gives an algorithm with n 1.62 ·poly(
) runtime for the aforementioned random instances. 5 Obtaining similar runtime for the worst case (e.g., via a similar reduction) would refute the Strong Exponential-Time Hypothesis (SETH).
We also point out that-besides achieving the optimal bound-the new algorithm has two further advantages over the one from [5] . First, our bound (1) is better than the optimal LSH bound 1/c 2 for every c > 1 (the bound from [5] is only better for sufficiently large c). Second, the preprocessing time of our algorithm is near-linear in the amount of space used, improving over the quadratic preprocessing time of [5] .
Techniques
The general approach is via data-dependent LSH families, which can be equivalently seen as data-dependent random space partitions. Such space partitions are usually constructed iteratively: first we partition the space very coarsely, then we refine the partition iteratively a number of times. In standard LSH, each iteration of partitioning is random i.i.d., and the overall data structure consists of n ρ such iterative space partitions, constructed independently (see [14] for details).
For the latter discussion, it is useful to keep in mind what are the random dataset instances for ANN. Consider a sphere of radius cr/ √ 2 in R d for d = 1000 log n. The data set is obtained by sampling n points on the sphere uniformly at random. To generate a query, one chooses a data point uniformly at random, and plants a query at distance at most within r from it uniformly at random. It is not hard to see that with very high probability, the query will be at least cr − o(1) apart from all the data points except one. Thus, any data structure for (c − o(1), r)-ANN must be able to recover the data point the query was planted to.
Let us first contrast our approach to the previous algorithm of [5] . That result improved over LSH by identifying a "nice configuration" of a dataset, for which one can design a hash family with better ρ < 1/c 2 . It turns out that the right notion of niceness is the ability to enclose dataset into a ball of small radius, of order O(cr) (the aforementioned random instance corresponds to "tightest possible" radius of cr/ √ 2). Moreover, the smaller the enclosing ball is, the better the exponent ρ one can obtain. The iterative partitioning from [5] consists of two rounds. During the first round, one partitions the space so that the dataset in each part would be "low-diameter" with high probability. This step uses classic, data-independent LSH, and hence effectively has quality ρ = 1/c 2 . During the second round, one would apply "low-diameter" LSH with quality ρ < 1/c 2 . The final exponent ρ is a weighted average of qualities of the two rounds. While one can generalize their approach to any number of rounds, the best exponent ρ one can obtain this way is around 0.73/c 2 + O(1/c 3 ) [25] , which falls short of (1).
In fact, [5] cannot obtain the optimal ρ as in (1) in principle. The fundamental issue is that, before one completes the reduction to a "nice configuration", one must incur some "waste". In particular, the first round uses (non-optimal) data-independent hashing, and hence the "average" ρ cannot meet the best-achievable ρ. (Moreover, even the second round of the algorithm does not achieve the optimal ρ.)
Thus, the real challenge remained: how to perform each iteration of the partitioning with optimal ρ? E.g., we must succeed even during the very first iteration, on a dataset without any structure whatsoever.
Our new algorithm resolves precisely this challenge. For simplicity, let us assume that all the data points lie on a sphere of radius R. (It is helpful to think of R as being, say, 1000cr: e.g., the low-diameter family from [5] gives almost no advantage over the data-independent ρ = 1/c 2 for such R). We start by decomposing the data set into a small number of dense clusters (by this we mean a spherical cap that is slightly smaller than a hemisphere and that covers n 1−o (1) points) and a pseudo-random remainder that has no dense parts. For dense clusters we recurse enclosing them in balls of radius slightly smaller than R, and for the pseudo-random part we just apply one iteration of the "low-diameter" LSH from [5] and then recurse on each part. This partitioning subroutine makes progress in two ways. For dense clusters we slightly reduce the radius of the instance. Thus, after a bounded number of such reductions we will arrive to an instance that can be easily handled using the low-diameter family. For the pseudo-random remainder, we can argue that the low-diameter family works "unreasonably" well: intuitively, it follows from the fact that almost all pairs of data points are very far apart (roughly speaking, at distance almost √ 2R). We call the remainder pseudo-random precisely because of the latter property: random points on a sphere of radius R are essentially ( √ 2R)-separated. We note that one can see the partition from above as a (kind of) decision tree, albeit with a few particularities. Each node of the decision tree has a number of children that partition the dataset points (reaching this node), corresponding to the dense clusters as well as to all the (nonempty) parts of the aforementioned "low-diameter" LSH partition. In fact, it will be necessary for some points to be replicated in a few children (hence the decision tree size may be n), though we will show that the degree of replication is bounded (a factor of n o(1) overall). The query procedure will search the decision tree by following a path from the root to the leaves. Again, it may be necessary to follow a few children at a decision node at a time; but the replication is bounded as well. The final data structure is composed of n ρ such decision trees, and the query algorithm queries each of them.
A new aspect of our analysis is that, among other things, we will need to understand how the low-diameter family introduced in [5] works on triples of points: without this analysis, one can only get a bound of
which is much worse than (1) for small c. To the best of our knowledge, this is the first time when one needs to go beyond the "pairwise" analysis in the study of LSH.
Further implications and connections
Our algorithm also directly applies to the Hamming metric, for which it achieves 6 an exponent of
This is a nearly quadratic improvement over the original LSH paper [15] , which obtained exponent ρ = 1/c, previously shown to be optimal for the classic LSH in [22] . The result of [5] was the first to bypass the 1998 bound via datadependent hashing, achieving ρ =
, an improvement for large enough c. Our new bound improves over [15] for all values of c, and is also optimal (the above discussion for 2 applies here as well).
From a broader perspective, we would like to point out the related developments in practice. Many or most of the practical applications of LSH involve designing data-aware hash functions [27, 19, 29, 31, 26, 32] (see also a recent survey [30] ). The challenge of understanding and exploiting the relative strengths of data-oblivious versus data-aware methods has been recognized as a major open question in the area (e.g., see [8] , page 77). This paper can be seen as part of the efforts addressing the challenge.
We conclude with raising a natural question for future research: can we design dynamic data-dependent hashing algorithms for ANN? In contrast to the case of data-independent hashing, it appears harder to maintain a data-dependent hashing structure under insertions/deletions of points.
PRELIMINARIES
In the text we denote the 2 norm by · . From now on, when we use O(·), o(·), Ω(·) or ω(·) we explicitly write all the parameters that the corresponding constant factors depend on as subscripts (the variable is always n or derived functions of n). Our main tool will be random partitions of a metric space. For a partition R and a point p we denote R(p) the part of R, which p belongs to. If R is a partition of a subset of the space, then we denote R the union of all the pieces of R. By N (a, σ 2 ) we denote a standard Gaussian with mean a and variance σ 2 . We denote the closed Euclidean ball with a center u and a radius r ≥ 0 by B(u, r). By ∂B(u, r) we denote the corresponding sphere. We denote S d−1 ⊂ R d the unit Euclidean sphere in R d with the center being the origin. A spherical cap can be considered as a ball on a sphere with metric inherited from the ambient Euclidean distance. We define a radius of a spherical cap to be the radius of the corresponding ball. For instance, the radius of a hemisphere of a unit sphere is equal to √ 2. 6 This follows from a standard embedding of the 1 norm into 2-squared [18] . 
) with failure probability f is to construct a data structure over a set of points P ⊆ R d supporting the following query: given any fixed query point q ∈ R d , if there exists p ∈ P with p − q ≤ r, then report some p ∈ P such that p − q ≤ cr, with probability at least 1 − f .
Note that we allow preprocessing to be randomized as well, and we measure the probability of success over the random coins tossed during both preprocessing and query phases.
Definition 2 ([14]
). We call a random partition R of R d (r1, r2, p1, p2)-sensitive, if for every x, y ∈ X we have
Remark 1. For R to be useful we require that r1 < r2 and p1 > p2. Now we are ready to state a very general way to solve ANN, if we have a good (r, cr, p1, p2)-sensitive partition [15, 14] . The following theorem gives a data structure with nearlinear space and small query time, but with probability of success being only inversely polynomial in the number of points.
Theorem 2 ( [15, 14] ). Suppose that there is a (r, cr, p1, p2)-sensitive partition R of R d , where (p1, p2) ∈ (0, 1) and let ρ = ln(1/p1)/ ln(1/p2). Assume that p1, p2 ≥ 1/n oc(1) , one can sample a partition from R in time n oc(1) , store it in space n oc(1) and perform point location in time n oc (1) . Then there exists a data structure for (c, r)-ANN over a set P ⊆ R d with |P | = n with preprocessing time O(dn 1+oc(1) ), probability of success at least n −ρ−oc(1) , space consumption (in addition to the data points) O(n 1+oc(1) ) and expected query time O(dn oc(1) ).
Remark 2. To obtain the final data structure we increase the probability of success from n −ρ−oc(1) to 0.99 by building O(n ρ+oc(1) ) independent data structures from Theorem 2. Overall, we obtain O(dn ρ+oc(1) ) query time, O(dn+n 1+ρ+oc(1) ) space, and O(dn 1+ρ+oc(1) ) preprocessing time.
In our algorithm, we will also be using the following (dataindependent) LSH scheme. 
Theorem 3 ([11]). There exists a random partition
R of R d such that for every u, v ∈ R d with u − v = τ one has ln 1 Pr R [R(u)=R(v)] = (1 + Oτ (1/d)) · τ √ d. Moreover, R can be sampled in time d O(1) , stored in space d O(
SPHERICAL LSH
In this section, we describe a partitioning scheme of the unit sphere S d−1 , termed Spherical LSH. We will use Spherical LSH in our data structure described in the next section. While the Spherical LSH was introduced in [5] , we need to show a new important property of it. We then illustrate how Spherical LSH achieves optimal ρ for the ANN problem in the "base case" of random instances. As mentioned in the Introduction, the main thrust of the new data structure will be to reduce a worst-case dataset to this "base case". Let us point out that a partitioning procedure similar to Spherical LSH has been used in [17] for completely different purpose.
The main idea of the Spherical LSH is to "carve" spherical caps of radius √ 2 − o(1) (almost hemispheres). The partitioning proceeds as follows:
Here R denotes the resulting partition of S d−1 , R denotes the union of all elements of R (the currently partitioned subset of S d−1 ) and
This partitioning scheme is not efficient: we can not quickly compute R, and the partitioning process can potentially be infinite. We address these issues in the full version of the paper. Now let us state the properties of Spherical LSH. The proof can be found in the full version. 
Moreover, we can sample a partition in time exp(O(
Discussion of the three-point collision property (4) .
While properties (2) and (3) were derived in [5] (under an additional assumption τ ≤ √ 2), the property (4) is the new contribution of Theorem 4.
2 ) sample R according to Theorem 3 for U ∈ R do if P ∩ U = ∅ then Process(P ∩ U ) function ProcessBall (P , r1, r2, o, R) if r1 + 2R ≤ r2 then store any point from P return 
Figure 1: Pseudocode of the data structure (seb stands for smallest enclosing ball )
Let us elaborate why proving (4) is challenging. First, one can easily show that
where the last step follows from (2), (3) and the fact that u − w ≈ √ 2. However this is worse than √ d/2 claimed in (4) provided that u and v are not too close. It turns out that (5) is tight, if we do not assume anything about v −w (for instance, when u, v and w lie on a great circle). So, we have to "open the black box" and derive (4) from the first principles. A high-level idea of the analysis is to observe that, when v − w ≈ √ 2, certain directions of interest become almost orthogonal, so the corresponding Gaussians are almost independent, which gives almost independence of the events "R(u) = R(w)" and "R(u) = R(v)", which, in turn, implies
as required. Again, see the full argument in the full version.
Implications for ANN
It is illuminating to see what Spherical LSH implies for a random instance (as defined in the Introduction). Since all the points lie on a sphere of radius cr/ √ 2, we can plug in Theorem 4 into Theorem 2, and thus obtain the exponent
Note that we achieve the desired bound (1) for random instances by using the Spherical LSH directly.
THE DATA STRUCTURE
In this section we describe the new data structure. First, we show how to achieve success probability n −ρ , query time n oc (1) , and space and preprocessing time n 1+oc(1) , where ρ = 1 2c 2 −1 + oc (1) . Finally, to obtain the final result, one then builds O n ρ copies of the above data structure to amplify the probability of success to 0.99 (as explained in Remark 2). We analyze the data structure in the full version (see Section 5 for a high-level overview of the analysis).
Overview
We start with a high-level overview. Consider a dataset P0 of n points. We can assume that r = 1 by rescaling. We may also assume that the dataset lies in the Euclidean space of dimension d = Θ(log n · log log n): one can always reduce the dimension to d by applying JohnsonLindenstrauss lemma [16, 10] while incurring distortion at most 1 + 1/(log log n) Ω(1) with high probability. For simplicity, suppose that the entire dataset P0 and a query lie on a sphere ∂B(0, R) of radius R = Oc(1). If R ≤ c/ √ 2, we are done: this case corresponds to the "nicest configuration" of points and we can apply Theorem 2 equipped with Theorem 4 (see the discussion in Section 3.1). Now suppose that R > c/ √ 2. We split P0 into a number of disjoint components: l dense components, termed C1, C2, . . . , C l , and one pseudo-random component, termed P . The properties of these components are as follows. For each dense component Ci we require that |Ci| ≥ τ n and that
Covering a spherical cap of radius ( √ 2−ε)R Ci can be covered by a spherical cap of radius ( √ 2 − ε)R. Here τ, ε > 0 are small positive quantities to be chosen later. The pseudo-random component P is such that it contains no more dense components inside.
We proceed separately for each Ci and P as follows. For every dense component Ci, we enclose it in a ball Ei of radius (1−Θ(ε 2 ))R (see Figure 2 ). For simplicity, let us first ignore the issue that Ci does not necessarily lie on the boundary ∂Ei. Then, we can just recurse for the resulting spherical instance with radius (1 − Θ(ε 2 ))R. We treat the pseudorandom part P completely differently. We sample a partition (hash function) R of ∂B(0, R) using Theorem 4. Then we partition P using R and recurse on each non-empty part. Note that after we have partitioned P , there may appear new dense clusters in some parts (since it may become easier to satisfy the minimum size constraint). During the query procedure, we will recursively query each Ci. Furthermore, for the pseudo-random component P , we locate the part of R that captures the query point, and recursively query this part. Overall, there are (l + 1) recursive calls.
To analyze our algorithm, we show that we make progress in two ways. First, for dense clusters we reduce the radius of a sphere by a factor of (1 − Θ(ε 2 )). Hence, in Oc(1/ε 2 ) iterations we must arrive to the case of R ≤ c/ √ 2, which is easy (as argued above). Second, for the pseudo-random component P , we argue that most of the points lie at distance ( √ 2 − ε)R from each other. In particular, the ratio of R to a typical inter-point distance is ≈ 1/ √ 2, like in a random case for which Spherical LSH from Theorem 4 is efficient, as discussed in Section 3.1. (This is exactly the reason why we call P pseudo-random.) Despite the simplicity of this intuition, the actual analysis is quite involved: in particular, this is the place, where we use the three-point property (4) of the Spherical LSH.
It remains to address the issue deferred in the above highlevel description: namely, that a dense component Ci does not generally lie on ∂Ei, but rather can occupy the interior of Ei. We deal with it by partitioning Ei into very thin annuli of carefully chosen width δ. We then treat each annulus as a sphere. This discretization of a ball adds to the complexity of the analysis, although it does not seem to be fundamental from the conceptual point of view.
Finally, we also show how to obtain fast preprocessing, which turns out to be a non-trivial task, as we discuss in the full version. The main bottleneck is in finding dense com-
Figure 3: The definition of Project ponents, for which we show a near-linear time algorithm. Roughly, the idea is to restrict ourselves to dense components with centers in data points: this gives preprocessing time n 2+oc(1) ; we improve it further, to n 1+oc (1) , by sampling the dataset and searching for dense components in the sample only (intuitively, this works because we require the dense components to contain many points).
Formal description
We are now ready to describe the data structure formally. It depends on the (small positive) parameters τ , ε and δ, which we will need to choose carefully later on. The pseudocode appears as Figure 1 .
Preprocessing.
Our preprocessing algorithm consists of the following functions:
• ProcessSphere(P , r1, r2, o, R) builds the data structure for a pointset P that lies on a sphere ∂B(o, R), assuming we need to solve ANN with distance thresholds r1 and r2. Moreover, we are guaranteed that queries will lie on ∂B(o, R), too.
• ProcessBall(P , r1, r2, o, R) builds the data structure for a dataset P that lies inside the ball B(o, R), assuming we need to solve ANN with distance thresholds r1 and r2. Unlike ProcessSphere, here queries can be arbitrary.
• Process(P ) builds the data structure for a dataset P to solve the general (1, c)-ANN;
• Project(R1, R2, r) is an auxiliary function computing the following projection. Suppose we have two spheres S1 and S2 with a common center and radii R1 and R2. Suppose there are points p1 ∈ S1 and p2 ∈ S2 with p1 − p2 = r. Project(R1, R2, r) returns the distance between p1 and the point p2 that lies on S1 and is the closest to p2 (see Figure 3) .
We now elaborate on algorithms in each of the above functions.
ProcessSphere.
Function ProcessSphere follows the exposition from Section 4.1. First, we consider three base cases. If r2 ≥ 2R, then the goal can be achieved trivially, since any point from P works as an answer for any valid query. If r1/r2 ≤ 1/(2c 2 − 1), then Theorem 2 coupled with the hash family from Theorem 3 does the job. Similarly, if r2 ≥ √ 2R, then we can use the family from Theorem 4 (see the discussion in Section 3.1). Otherwise, we find non-trivially smaller balls (of radius ( √ 2 − ε)R) with centers on ∂B(o, R) that contain many data points (at least τ |P |). These balls can be enclosed into balls (with unconstrained center) of radius R ≤ (1 − Ω(ε 2 ))R. For these balls we invoke ProcessBall. Then, for the remaining points we sample a partition of ∂B(o, R) using Theorem 4, and recurse on each part. We note that in order to apply Theorem 3 and Theorem 4 we need certain conditions on r1, r2 and R to hold.
ProcessBall.
First, we consider the following simple base case. If r1 + 2R ≤ r2, then any point from B(o, R) could serve as a valid answer to any query.
In general, we reduce to the spherical case via a discretization of the ball B(o, R). First, we round all the distances to o up to a multiple of δ, which can change distance between any pair of points by at most 2δ (by the triangle inequality). Then, for every possible distance δi from o to a data point and every possible distance δj from o to a query (for admissible integers i, j), we build a separate data structure via ProcessSphere (we also need to check that |δ(i − j)| ≤ r1 + 2δ to ensure that the corresponding pair (i, j) does not yield a trivial instance). We compute the new distance thresholds r1 and r2 for this data structure as follows. After rounding, the new thresholds for the ball instance should be r1 + 2δ and r2 − 2δ, since distances can change by at most 2δ. To compute the final thresholds (after projecting the query to the sphere of radius δi), we just invoke Project (see the definition above).
Process.
Process reduces the general case to the ball case. We proceed similarly to ProcessSphere, with a three modifications. First, instead of the family from Theorem 4, we use the family from Theorem 3 which is designed for partitioning the whole R d rather than just a sphere. Second, we seek to find clusters of radius 2c
2 . Third, we do not need to find the smallest enclosing ball for P ∩ B(x, 2c
2 ): instead, B(x, 2c
2 ) itself is enough.
Project. This is implemented by a formula (see Figure 3) . Overall, the preprocessing creates a decision tree, where the nodes correspond to procedures ProcessSphere, ProcessBall, Process. We refer to the tree nodes correspondingly, using the labels in the below description of the query algorithm.
Observe that currently the preprocessing is expensive: a priori it is not even clear how to make it polynomial in n as we need to search over all possible ball centers o. We address this challenge in the full version.
Query procedure.
Consider a query point q ∈ R d . We run the query on the decision tree, starting with the root, and applying the following algorithms depending on the label of the nodes:
• In Process we first recursively query the ball data structures. Second, we locate q in R, and query the data structure we built for P ∩ R(q).
• In ProcessBall, we first consider the base case, where we just return the stored point if it is close enough. In general, we check if q − o ≤ R + r1. If not, we can return. Otherwise, we round q so that the distance from o to q is a multiple of δ. Next, we enumerate the distances from o to the potential near neighbor we are looking for, and query the corresponding ProcessSphere children after projecting q on the sphere with a tentative near neighbor (using, naturally, Project).
• In ProcessSphere, we proceed exactly the same way as Process modulo the base cases, which we handle according to Theorem 2.
OVERVIEW OF THE ANALYSIS
We provide a high-level overview of the analysis, which can be found in the full version.
The most interesting part of the analysis is lower bounding the probability of success: we need to show that it is at least n −ρ−oc (1) , where ρ =
. The challenge is that we need to analyze a (somewhat adaptive) random process. In particular, we cannot just use probability of collision of far points as is usually done in the analysis of (dataindependent) LSH families. Instead, we use its empirical estimate: namely, the expected number of data points remaining in the part containing the query q. While this allows to make some good-quality progress, this only lasts for a few iterations of partitioning, until we run into the fact that the set is only pseudo-random and the deviations from the "ideal structure" begin showing up more prominently (which is the reason that, after partitioning, we again need to check for densely populated balls). Furthermore, while computing this empirical estimate, we need to condition on the fact that the near neighbor is colliding with the query.
A bit more formally, the proof proceeds in two steps. First, we show that whenever we apply a partition R to a pseudo-random remainder P , the quality we achieve is great: the exponent we get is ln(1/p1)/ ln(1/p2) ≤ 1 2c 2 −1 + oc (1) . Here p1 = PrR [R(p) = R(q)] is the probability for the query q ∈ R d and its near neighbor p ∈ P to collide under R, and
is the (conditioned) empirical estimate of the fraction of P that collides with p. Note that, when computing p2, we condition on the fact that the query and its near neighbor collide (i.e., R(p) = R(q)). It is exactly this conditioning that requires the three-point property (4) of the Spherical LSH. Furthermore, we use the fact that all the "dense" balls have been carved out, in order to argue that, on average, many points are far away and so p2 is essentially governed by the collision probability of the Spherical LSH for distances around √ 2 R. In the second step, we proceed by lower bounding the probability of success via a careful inductive proof analyzing the corresponding random process. Along the way, we use the above estimate crucially.
The rest of the analysis proves that the data structure occupies n 1+oc(1) space and has n oc(1) query time (in expectation). While a bit tedious, this is relatively straightforward.
Finally, we highlight that obtaining the near-linear preprocessing algorithm requires further ideas and in particular utilizes the van der Corput lemma.
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