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We present methods and results of shot-by-shot correlation of noisy measurements to extract
entangled state and process tomography in a superconducting qubit architecture. We show that
averaging continuous values, rather than counting discrete thresholded values, is a valid tomographic
strategy and is in fact the better choice in the low signal-to-noise regime. We show that the effort to
measure N -body correlations from individual measurements scales exponentially with N , but with
sufficient signal-to-noise the approach remains viable for few-body correlations. We provide a new
protocol to optimally account for the transient behavior of pulsed measurements. Despite single-shot
measurement fidelity that is less than perfect, we demonstrate appropriate processing to extract and
verify entangled states and processes.
By engineering coherent manipulation of quantum
states we hope to gain computational power not avail-
able to classical computers. The purported advantage
of a quantum information processing system comes from
its ability to create and control quantum correlations or
entanglement [1]. As we work towards obtaining high-
fidelity quantum control, the ability to measure, confirm
and benchmark quantum correlations is an important tool
for debugging and verification.
Measurement results for only parts of a system by
themselves are insufficient to reconstruct the overall state
of the system, or of a process acting on the system. These
sub-system statistics cannot capture correlations, whether
classical or quantum. Joint quantum measurements, ones
that indicate the joint quantum state of a system, can
provide information about the entire system, and thus
allow for complete reconstruction of states or processes.
These joint measurements may be intrinsically available
or they may be effectively enabled by post-measurement
correlation of the single-qubit results.
The physics of particular systems may enable such in-
trinsic joint measurements—for example, in a circuit quan-
tum electrodynamics (QED) setup, the frequency shift of a
resonator coupled dispersively to multiple qubits provides
information about the joint state of the qubits [2, 3], or in
an ion-trap system the total fluoresence from a chain of
ions provides similar joint information [4]. However, there
is a limit to the correlations that can be engineered while
maintaining individual addressability and control. Al-
ternatively, entangling operations between qubits, before
their individual measurement, can implement effective
joint measurements by mapping a multi-body observable
to a single-qubit one [5], but these operations can also
be error-prone or difficult to implement. Instead, an ac-
cessible approach to joint measurements is to measure
individual qubits and correlate the separate single-shot
records. This approach is common to other solid state
qubits [6, 7], optical photonics [8] and microwave optics
[9, 10].
When constructing joint measurements from correlating
individual ones, one must address the requirements for the
individual measurements in order to obtain high-fidelity
reconstruction of multi-qubit states and processes. In
particular, since errors in the individual measurements
will propagate into correlations, one might wonder if
low-fidelity individual measurements make it difficult or
impossible to reconstruct entangled states. Fortunately,
circuit QED allows for high-visibility measurements even
when the single-shot fidelity is poor [11], meaning that the
dominant measurement noise is state-independent. This
allows for a strategy that is not available with traditional
counting detectors: correlate the continuous measurement
response without thresholding into binary outcomes. We
will show that averaging such continuous outcomes allows
for an unbiased estimate of multi-qubit observables, and is
the best strategy in the low signal-to-noise (SNR) regime.
Whenever correlating noisy individual measurements,
there is reduced SNR in the correlated measurements. We
will show that for N -body correlations this SNR penalty
is generally exponential in N , but that in the large SNR
regime reduces to 1/N . This implies that a greater amount
of averaging is necessary to obtain accurate estimates of
multi-body terms than single-body ones, but for the SNR
available in current experiments, few-body correlations
remain readily accessible.
Certain quantum computing architectures, such as the
surface code [12], require individual qubit measurements
which must be correlated for debugging and validation
purposes. In a subsection of a circuit QED implementa-
tion of such an architecture, we present a phase-stable
heterodyne measurement technique and a new filter proto-
col to optimize the SNR of a pulsed measurement. Using
these techniques we verified that our measurements have
a highly single-qubit character. Finally, we demonstrate
the viability of correlating noisy measurement records by
characterizing two-qubit states and entangling processes.
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2SOFT-AVERAGING VS. THRESHOLDING
Measurement in a circuit QED setup typically consists
of coupling the qubit to an auxiliary meter (usually a cav-
ity mode), and then inferring the qubit state from directly
measuring the auxiliary mode. Since the qubit-mode cou-
pling is effectively diagonal in the qubit’s eigenbasis, the
qubit POVMs corresponding to different measurement
outcomes will always be diagonal as well, even when the
measurement is not projective (i.e., when there is a finite
probability of error for the measurement to distinguish
between excited and ground states). Although the mea-
surement of the meter can in principle take an unbounded
continum of values, discrete outcomes can be obtained by
thresholding to bin those measurement outcomes into a
finite set. However, for tomography we are more inter-
ested in estimating the expectation value of observables
than in the single-shot distinguishability of states. In
this case, soft-averaging of the measurement records over
many shots, without thresholding, can yield significant
advantages.
A simple model of circuit QED measurement illustrates
this quite vividly. In the absence of relaxation, measure-
ments of the meter will yield a weighted mixture of Gaus-
sian distributions. Each of these Gaussian distributions
will have a mean and variance determined by details of the
device, and the weights correspond to the probabilities of
the qubit being in different eigenstates. In other words,
conditioned on the qubit being prepared in an eigenstate
i, the distribution of measurement outcomes is N(µi, ν
2
i ),
where µi is the measurement eigenvalue. Soft-averaging
over R shots scales the variance of the distributions by a
factor of 1R , but an estimate of any diagonal observable
will have an unbiased mean. Thresholding, on the other
hand, will result in biased estimates of the expectation
value because for Gaussian distributions there is always a
finite probability of mistaking one measurement outcome
for another. This bias can be corrected by rescaling the
measurement results which converts the bias into addi-
tional variance. Soft-averaging also requires scaling to
translate from measurement eigenvalues to the ±1 out-
comes expected for a Pauli operator measurement [13].
The mean-squared error (MSE), equal to the sum of the
variance and the square of the bias, is a figure of merit
one can use to evaluate how well we can estimate an
observable. If we assume the bias can be correted then
the best strategy is determined by the relative variance of
the two approaches which will depend on the SNR of the
individual measurements and the number of averages. In
the low SNR regime soft-averaging is preferred whereas
in the high SNR regime thresholding is better.
As a simple concrete example, consider the measure-
ment of a single qubit, where ν0 = ν1 = ν and µ0 = −µ1 =
1. For an arbitrary state, soft-averaged estimates of 〈σz〉
will be distributed according to N(〈σz〉, ν2R + 1−〈σz〉
2
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FIG. 1. The variance of soft-averaging and thresholding
as a function of measurement SNR for a superposition state
(〈σz〉 = 0). At low SNR soft-averaging is the better choice
but at high SNR it pays an extra penalty from the widths of
the distributions whereas thresholding is only affected by the
exponentially small overlap of the two Gaussians.
where the first variance term is the instrinic Gaussian
variance and the second is quantum shot noise. Setting
the threshold at zero, the thresholded estimates will have
a mean given by 〈σz〉[2Φ(1/ν
√
2) − 1], where Φ is the
cummulative distribution function of a normal random
variable, and variance of 1R − 〈σz〉
2
R [2Φ(1/ν
√
2)−1]2. Con-
sequently, thresholding will introduce a bias of 2〈σz〉[1−
Φ(1/ν
√
2)], which is independent of the number of aver-
ages, R. If we now assume we have perfect knowledge of
the bias from calibration experiments then the rescaled
thresholded variance is
1
R[2Φ(1/ν
√
2)− 1]2 −
〈σz〉2
R
, (1)
whereas it has not changed for soft-averaging. The SNR =
1/ν2 where the variances are equal occurs at
1
[2Φ(1/ν
√
2)− 1]2 = ν
2 + 1, (2)
which is satisfied at SNR ≈ 1.41 (corresponding to a
single-shot fidelity of 76%) and is unchanged as one cor-
relates multiple measurements. Above this cross-over,
soft-averaging pays an additional variance penalty which
is exponentially worse than thresholding; however, as
seen in Figure 1, in this regime we are often limited by
quantum shot noise. Substantial advances in measure-
ment fidelity in superconducting circuits due to the use of
quantum-limited amplifiers[14–16], implies that the com-
munity will shortly enter the regime where thresholding
is the preferred strategy.
3SNR SCALING OF CORRELATION TERMS
There is a cost associated with using the correlations of
subsystem measurements instead of joint measurements,
which can be most easily illustrated by seeing how the ac-
curacy of measurement estimates scales with the variance
of the observations [17]. Consider a product state such
that the measurement records Xi are independent random
variables with mean and variance (〈σz,i〉, ν2i +(1−〈σz,i〉2)).
Then the variance of the correlated records of N subsys-
tems is given by [18],
ν2corr = Var(Xi1Xi2 · · ·XiN )
= ΠNk=1(ν
2
k + (1− 〈σz,i〉2) + 〈σz,i〉2)−ΠNk=1〈σz,i〉2
=
[
ΠNk=1
(
ν2k + 1
)− 〈σz,1 · · ·σz,N 〉2] . (3)
〈Xi1Xi2 · · ·XiN 〉2 is an unbiased estimate for
〈σz,1 · · ·σz,N 〉2 so the MSE is equal to ν2corr and it
grows exponentially with the number of correlated terms.
Entangled states will have correlated shot noise and
the variance calculation is considerably more involved.
However, for tomography of arbitrary states we are
limited by this exponential scaling. It is possible to
reduce the variance by repeating the measurement R
times and averaging, but in order to get some fixed
accuracy on the estimate of 〈Xi1Xi2 · · ·XiN 〉, R will still
have to scale exponentially with N .
For small N , and equal and sufficiently high SNR (ν2k =
1/SNR 1), then Eq. 3 reduces to,
ν2corr ≈
N
SNR
, (4)
so R is simply linearly related to N in this favorable
regime. Thus, measurements of low-weight correlators are
still accessible without a punative experimental effort.
EXPERIMENTAL SETUP
Samples were fabricated with three single-junction
transmon qubits in linear configuration with nearest-
neighbours joined by bus resonators [19]. For the ex-
periments discussed here, we used two of the three qubits,
so the relevant subsystem is as shown in Fig. 2(b). Similar
chips were measured at IBM and BBN. Each qubit has
an individual measurement resonator coupled to it via
the standard circuit QED Hamiltonian [20]. The same
resonator is also used for driving the qubit dynamics with
microwave pulses. The resonant frequency of the cavity
exhibits a qubit-state dependence which we measure by
the response of a microwave pulse applied near the cavity
frequency.
We employed an “autodyne” approach, similar to Ref.
[21] and shown in Fig. 2(a), to measure the qubit state via
the reflection of a microwave pulse off the coupled cavity.
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FIG. 2. (a) Schematic for a parsimonious two channel
autodyne measurment. A single microwave source is split and
both channels are SSB I/Q modulated to produce a shaped
pulse at the cavity frequency. The refected signal is then
amplified and mixed back down with an LO from the same
microwave source. (b) Schematic of the two-qubit system with
individual readout resonators and an unconnected coupling
bus resonator.
Autodyning produces a heterodyne signal from a single
local oscillator (LO). The microwave LO, detuned from
the cavity, is single-sideband (SSB) modulated via an IQ
mixer to bring the microwave pulse on-resonance with the
cavity. The reflected amplified signal is then mixed down
with the same microwave carrier. This eliminates the
need for two microwave sources, nulls out any microwave
phase drifts and moves the measurement away from DC.
If the SSB modulation comes from an arbitrary waveform
generator (AWG) it also allows for measurement pulse
shaping. In addition, if multiple read-out cavities are close
in frequency, it allows us to use a single microwave source
to drive multiple channels with relatively less expensive
power splitters and amplifiers.
At the readout side, the ability to choose the hetero-
dyne IF frequency allows multiple readout channels to be
frequency muliplexed onto the same high-speed digitizer
and then digitally separated using techniques from soft-
ware defined radio. Although our current implementation
is purely in software, we expect it to readily transfer to
hardware as we scale up the number of readout channels
[22]. The initial data stream is sampled at 500MS/s and
is immediately decimated with a low-pass finite-impulse
response (FIR) filter. This allows us to achieve good
phase precision with the relatively low vertical resolution
(8-bits) of our digitizer card (AlazarTech 9870). The chan-
nels are then extracted with a frequency shifting low-pass
filter. The bandwidth needed per channel is (2χ+ κ)/2pi,
where κ is the cavity linewidth, and χ the dispersive shift.
For current parameters, this gives channels bandwidths
of a few MHz. Future devices optimized for high-fidelity
readout will have larger χ and κ, increasing the channel
bandwidth to ≈ 10 MHz. This is much smaller than the
typical analog bandwidth of commercial digitizing hard-
ware, allowing many readout signals to be multiplexed
onto a single physical channel.
4MEASUREMENT TOMOGRAPHY
Before analyzing correlated sub-system measurements,
it helps to first optimize each individual readout and re-
duce the signal to a single quadrature. In the absence of
experimental bandwidth constraints, elegant solutions to
the optimal measurement filter exist [23]. However, when
the measurement is made through a cavity, the measure-
ment response is similar to that of a kicked oscillator [24]
producing a phase transient in the response. During the
rising edge of the pulse the reflected signal’s phase swings
wildly. Unfortunately, this is exactly the most crucial
time in the record because it has been least affected by T1
decay. Simple integration over a quadrature will lose in-
formation as the different phases cancel out. Here we use
the mean ground and excited state traces as a matched
filter [25] to unroll the measurement traces and weight
them according to the time-varying SNR. The matched
filter is optimal for SNR, which would also be optimal
for measurement fidelity in the absence of T1. For the
experiments considered here, T1 is much greater than the
cavity rise time, 1/κ. In this case, the filter is close to
the optimal linear filter.
To derive the matched filter consider that the measure-
ment signal is given by
ψ(t) ∝ 1
2
[α0(t)− α1(t)]σz + ξ(t), (5)
where αi(t) is the time-dependent cavity response when
the qubit is in state i, and ξ(t) is a zero-mean noise
term that is uncorrelated with the state. The filtered
measurement is given by an integration kernel, K(t), such
that
S =
∫ t
0
K(t)ψ(t) dt, (6)
=
∑
j
Kjψj , (7)
where in the second form we discretize time such that
Kj = K(tj) and ψj = ψ(tj). From this we can see that
〈∆S〉 =
∑
j
Kj〈α0(tj)− α1(tj)〉, (8)
ν2 = var(∆S) =
∑
j
K2j ν
2
j , (9)
where 〈∆S〉 is the average difference of S for σz = ±1 and
ν2j = var(α0(tj)−α1(tj)) + var(ξ). Then, to optimize the
SNR we set ∂∂Kj |〈S〉|
2
/ν2 = 0. After dropping scaling
factors that are independent of j, we find
Kj =
D∗(tj)
ν2j
, (10)
where D(tj) = 〈α0(tj)− α1(tj)〉 is the difference vec-
tor between the mean ground-state and excited-state re-
sponses. Since T1 prevents fixing σz, we do not have direct
FIG. 3. Scatter of the filtered measurement results for both
readout channels after preparation of the basis states |00〉
(blue), |01〉 (green), |10〉 (red), and |11〉 (cyan). Qubit 2 has
a smaller effective coupling to its readout cavity, leading to
increased variance along the measurement 2 axis.
access to D(t). Consequently, we approximate it by mea-
suring the mean cavity response after preparing the qubit
in σz basis states. Note that 6 D gives the time-dependent
quadrature containing qubit-state information. Thus, the
above construction rotates all information into the real
part of the resulting signal, so one can discard the orthog-
onal imaginary quadrature. We additionally subtract the
mean response to remove the identity component in the
measurement. This ensures that the resulting correlators
are composed mostly of multi-body terms. Finally, the
optimal integration time is determined by maximizing the
single-shot fidelity.
In the tight confines of the chip there is inevitable mi-
crowave coupling between nominally independent lines
that may inadvertently enable spurious multi-qubit read-
out. Therefore, it is important to confirm that the mea-
surements give mostly independent single-qubit informa-
tion and that our joint readout is enabled only from
post-measurement correlation of the results. After veri-
fying a sufficient level of qubit control with randomized
benchmarking [26] we run a limited tomography on the
measurement operators. By analyzing the measurements
associated with preparing the four basis states, shown in
Fig. 3, we can convert to expectation values of diagonal
Pauli operators [2] and confirm limited multi-Hamming
5State |00〉 |01〉 |10〉 |11〉
M1 ν
2 0.42 0.44 0.85 0.77
M2 ν
2 1.36 1.67 1.37 1.84
ν2corr 2.35 2.85 3.39 4.02
TABLE I. Variances of M1 and M2 measurement operators
and correlation variance for various computational-basis states.
Variance increases when the corresponding qubit is prepared
in the |1〉 (excited) state, due to increased variance from
relaxation events (T1) during measurement. The corresponding
single-shot readout fidelities are 0.59 and 0.18, respectively.
weight operators.
Mˆ1 = 1.0110(4)ZI + 0.0164(6)IZ − 0.0106(6)ZZ
Mˆ2 = 0.00(1)ZI + 0.98(1)IZ + 0.02(1)ZZ (11)
Mˆ1,2 = 0.00(2)ZI + 0.00(2)IZ + 0.98(2)ZZ.
Given access to the single-shot measurement records, it
is possible to estimate the variances associated with the
different computational-basis states of each subsystem,
and thus quantify the scaling of the correlated SNR. In the
experiments discussed here, the subsystem measurement
records have the single-shot variances shown in Table. I.
The corresponding SNR’s approach the cross-over be-
tween soft-averaging and thresholding. While a hybrid
strategy could be envisaged, for simplicity we soft-average
all results. Then, the correlations computed using (3)
have variance ν2corr between 2.35 and 4.02 for the different
computational basis states. Thus, in order to resolve the
correlated measurement 〈σz,1σz,2〉 to the same accuracy
as 〈σz,1〉 we need ≈ 5 times more averaging.
TOMOGRAPHIC INVERSION
Tomographic inversion is the process of converting a
set of measurements into a physical density matrix or
process map. Since the estimates of single- and multi-body
terms may have unequal variances, the standard inversion
procedure should be modified to take these into account.
The method below provides an estimator for states and
processes that may be readily fed into a semidefinite
program solver, if one wishes to add additional physical
constraints (such as positivity in the process map) [27].
The correlated measurement records result in estimates
of the expectation value 〈Mˆ(i,j,··· )〉 for the N -body ob-
servable
Mˆ(i,j,··· ) = Uˆ
†
i Mˆ0Uˆi ⊗ Uˆ†j Mˆ1Uˆj ⊗ · · · . (12)
If the state ρˆ of the system is initially unknown, the
problem of estimating ρˆ from a linearly-independent and
informationally complete set of observables Mˆ(i,j,··· ) can
be cast as a standard linear regression problem. Similarly,
if the system evolves according to some unknown superop-
erator E , this superoperator can be estimated via linear
regression by preparing various known initial states ρˆα
and measuring a linearly-independent and informationally
complete set of observables Mˆ(i,j,··· ).
The best linear unbiased estimator for the reconstruc-
tion of a state or process can be computed exactly for
the cases where the covariance matrix of the observations
is known a priori—this corresponds to generalized least-
squares (GLS) regression. In the quantum case, however,
this covariance matrix depends on the state or process
being reconstructed, and so it is never known a priori—
the best linear unbiased estimator cannot be constructed.
However, it can be approximated by empirically comput-
ing the covariance matrix of the observations. In the
experiments described here, only the diagonal elements of
the covariance matrix were computed and used in the re-
construction of the state or process, which leads to a slight
bias in the estimate, although the mean squared-error
performance is still good.
Formally, we can describe the state-tomography ex-
periments as follows. Let vec(Aˆ) be the column-major
vectorization of an operator Aˆ. Then the vector of state
measurement expectation values ms is given by
ms = Psvec(ρˆ), (13)
where
Ps =
 vec(Mˆ(0,0,··· ,0,0))
†
vec(Mˆ(0,0,··· ,0,1))†
...
 , (14)
is the state predictor matrix, relating the state ρˆ to the
vector ms of expectation values. Then, if we have an
estimate m˜s for the expectation values, an estimator for
ρˆ is given by
ρ˜ = P+s m˜s (15)
where
P+s = (P
†
sC
−1Ps)−1P †sC
−1, (16)
is the GLS equivalent of the Moore-Penrose pseudo-inverse
of the state predictor, and where C is the empirical co-
variance for the measurements. In practice there are
equivalent alternatives to computing ρ˜ explicitly that
have better numerical stability properties.
Process-tomography experiments have an analogous de-
scription. The main distinction is that the predictor then
maps a pair of input state and measurement observable
to expectation values, so the vector of expectation values
mp is given by
mp = Ppvec(E), (17)
6where E is the Liouville representation [28] of the process
being characterized, and the process tomography predictor
matrix Pp is given by
Pp =

vec(vec(Mˆ(0,0,··· ,0,0))†vec(ρˆ(0,0,··· ,0,0)))†
vec(vec(Mˆ(0,0,··· ,0,1))†vec(ρˆ(0,0,··· ,0,0)))†
...
vec(vec(Mˆ(0,0,··· ,0,0))†vec(ρˆ(0,0,··· ,0,1)))†
vec(vec(Mˆ(0,0,··· ,0,1))†vec(ρˆ(0,0,··· ,0,1)))†
...

, (18)
where the input states ρˆ(i,j,··· ) are given by
ρˆ(i,j,··· ) = Uˆi|0〉〈0|Uˆ†i ⊗ Uˆj |0〉〈0|Uˆ†j ⊗ · · · . (19)
TOMOGRAPHY OF ENTANGLED STATES AND
PROCESSES
Given this machinery we can apply it to verfying the
correlations in entangled states and reconstructing pro-
cesses that create entanglement. We use an echoed cross-
resonance interaction as an entangling two-qubit gate [29].
The single-qubit pulses used were 40 ns long and the total
duration of the refocused ZX−pi/2 was 370 ns.
Despite our imperfect single-shot readout we clearly
witness high-fidelity entanglement. The shot-by-shot cor-
relation approach allows us to see correlations that are
not present in the product of the averages. In Fig. 4(a)
the product state shows a large response in the individual
measurements and two-qubit terms that are simply the
product of the single-qubit terms. Whereas in Fig. 4(b
and c), we have an elegant demonstration of how maxi-
mally entangled states have only correlated information:
for the single-qubit operators, in all readouts we observe
a zero-mean response; however, certain two-qubit terms
show maximal response.
Process tomography, shown in Fig. 5, follows in a similar
fashion. Applying the procedure outlined above we find
a gate fidelity for the ZX−pi/2 gate of 0.88. This process
map clearly demonstrates that our two-qubit interaction
works on arbitrary input states, and that the single-shot
correlation strategy can recover information in arbitrary
two-qubit components in the resulting states.
CONCLUSION
Systems such as circuit QED with continuous measur-
ment outcomes provide a choice of strategies for qubit
measurements. We show that is is possible, and sometimes
preferrable, to directly correlate the continuous values
without thresholding. This is an important tool when
high-fidelity readout is not available on all channels. We
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FIG. 4. Measured (black) and ideal (grey) Pauli decompo-
sitions of three two qubit states showing both product and
entangled states. From top to bottom: the thermal ground
state |00〉; the entangled state after applying the ZX−pi/2 gate
to a (I − Y )⊗ (I + Z) input state; the entangled state after
applying ZX−pi/2 to a (I −X)⊗ (I + Y ) input. The fidelities,
F = 〈ψ|ρ|ψ〉, of the entangled states to the ideal states |ψ〉
are 0.90 and 0.92, respectively. The product state (top) is
highlighted by the presence of weight-one terms, whereas in
the entangled states these terms are nearly zero.
further have provided a straightforward protocol to exper-
imentally derive a nearly optimal linear filter to handle
the transient response of a pulsed measurement. Building
on this we have constructed multi-qubit measurement
operators from shot-by-shot correlation of single-qubit
measurement records. The SNR of these correlated oper-
ators decreases exponentially with the number of qubits,
but in the high SNR regime multibody correlations of
a handful of qubits are still accessible. This provides a
framework for verifying quantum operations in architec-
tures with imperfect single-qubit measurements.
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7FIG. 5. Pauli transfer matrix of a ZX−pi/2 gate measured
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