Stereo matching Using Edge information and a Genetic algorithm by 홍석근
工學碩士 學位論文
경계선 정보와 유전 알고리즘을 이용한
스테레오 정합
Stereo Matching Using Edge Information 
and a Genetic Algorithm
指導敎授 趙    奭    濟
2008年 2月
韓國海洋大學校  大學院
制 御 計 測 工 學 科
洪       錫       根
本 論文을 洪錫根의 工學碩士 學位論文으로 認准함 
委員長  工學博士  陳   康   奎     (印)
委  員  工學博士  劉   永   昊     (印)





목       차
1. 서   론 ................................................................................... 1
2. 스테레오 시각과 유전 알고리즘............................................... 4
   2.1. 스테레오 시각...................................................................................... 4
   2.2. 스테레오 정합...................................................................................... 7
   2.3. 유전 알고리즘.................................................................................... 11
3. 경계선 정보와 유전 알고리즘을 이용한 스테레오 정합......... 16
   3.1. 경계선 정보에 의한 염색체 구조 정의.............................................. 16
   3.2. 유전 알고리즘을 이용한 스테레오 정합............................................. 20
   3.2.1. 염색체 표현 및 집단의 초기화........................................... 20
   3.2.2. 유전 연산자........................................................................ 22
   3.2.3. 목적 함수 및 적합도.......................................................... 28
4. 실험 및 고찰.......................................................................... 32
   4.1. 합성 영상 실험.................................................................................. 33
   4.2. 실제 영상 실험.................................................................................. 44
5. 결   론 ................................................................................. 48
참고 문헌 ................................................................................... 50
- ii -
Stereo Matching Using Edge Information
and a Genetic Algorithm
Seok-Keun, Hong
Dept. of Control & Instrumentation Engineering,
Graduate School, Korea Maritime University
Abstract
 Stereo matching is one of the most active research areas in the field 
of computer vision. In this paper, we propose a stereo matching scheme 
using edge information and a genetic algorithm. Genetic algorithms are 
efficient search methods based on the principle of population genetics, 
i.e. mating, chromosome crossover, gene mutation, and natural selection. 
The proposed approach considers the matching environment as an 
optimization problem and finds the solution by using a genetic algorithm. 
Accordingly, genetic operators are adapted for the circumstances of 
stereo matching. An individual is a disparity set. Horizontal pixel line of 
image is considered as a chromosome. A cost function composes of 
certain constraints which are commonly used in stereo matching. Since 
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the cost function consists of intensity, similarity and disparity 
smoothness, the matching process is considered at the same time in 
each generation. The LoG edge is extracted and use in the 
determination of the chromosome. We validate our approach with 
experimental results on stereo images.
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제 1 장   서   론
  최근 인간의 시각(human vision)과 같은 기능을 컴퓨터에 부여하는 컴퓨터 
시각(computer vision)에 대한 연구가 활발히 이루어지고 있다. 컴퓨터 시각은 
영상을 얻고 분석하여 영상의 내용을 인식(recognition)하거나 이해
(understanding)하는 기술이다. 스테레오 시각(stereo vision)은 인간이 두 눈
과 뇌로 장면의 공간을 인식하는 것처럼 컴퓨터가 두 장의 영상으로 3차원 정
보를 얻어 장면을 인식하는 컴퓨터 시각 기술이다. 스테레오 시각으로 얻은 3
차원 정보는 물체 인식, 지능형 로봇의 시각 기능의 구현, 운전 시뮬레이터, 물
체의 3차원 재구성 및 건축물 시각화 등에 응용되고 있다[1-6]. 
  스테레오 시각은 영상의 획득 방법에 따라 능동적 방법(active method)과 
수동적 방법(passive method)이 있다[7]. 능동적 방법은 레이져 광빔과 측정 
장비가 필요하며 엄격한 수행환경과 가격이 높아 일반적으로 적용하기 어렵다. 
수동적 방법은 단지 두 대의 카메라로 획득한 영상을 사용하므로 비교적 비용
이 적게 들고 구현이 간단하여 많이 이용된다. 수동적인 방법으로 3차원 정보
를 추출하는 과정은 영상획득(image acquisition), 카메라 보정(camera 
calibration), 정합(matching) 및 3차원 위치결정으로 이뤄진다. 여기에서 두 
영상의 대응점(corresponding point)을 찾는 정합(stereo matching) 과정이 가
장 중요하고 어려운 과정이다. 정합된 두 영상의 변위(disparity)로 부터 삼각 
측량법을 이용하여 대응점의 3차원 위치 정보를 검출할 수 있다. 
  스테레오 정합에 관한 대부분의 연구는 정확한 변위를 얻는 것에 초점이 맞
추어져 있다[7]. 스테레오 정합은 정합요소 선택에 따라 특징기반 정합
(feature-based matching method)과 영역기반 정합(area-based matching 
method)으로 나눌 수 있다. 특징기반 정합은 좌우영상에서 경계, 영교차점, 윤
곽, 분할영역 등 영상에서 특징점을 추출하여 정합하는 기법이다[8-12]. 특징
점에 대해 얻는 변위가 정교하고 처리속도가 빠른 장점이 있지만 변위의 정확
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도가 특징점 추출 과정에 의존적이고 특징점이 아닌 부분에 대해서는 정확도가 
떨어지기 때문에 보간(interpolation)과정을 거쳐야 한다. 
  영역기반 정합은 화소의 명암도 혹은 정의된 크기의 영역에 대한 최대 상관
도(cross correlation)나 최소 제곱차합(SSD: Sum of Squared Difference), 
최소 절대차합(SAD: Sum of Absolute Difference)등 정합비용함수를 구하여 
대응점을 찾는 방법이다[13-14]. 이 기법은 영상의 명암도를 이용하여 한 점
이나 국부적으로 작은 영상 영역을 정합시킴으로써 영상 전체에 대해 조밀한 
변위도를 구할 수 있지만, 명암도 변화가 심한 경계부분이 모호해지거나 질감
이 약한 부분에서는 정확도가 떨어지는 단점이 있다. 영역기반 정합에서 화소
단위 정합보다는 창을 기반으로 한 국부영역끼리의 정합이 더 좋은 성능을 보
인다. 그러나 알맞은 창의 크기를 결정하기가 쉽지 않다. 그밖에 정합 알고리즘
으로 신경회로망[15], 창기반 푸리에 위상[16], 웨이블릿 변환 영상[17]을 이
용하는 방법 등이 소개되었지만 이들도 특징기반이나 영역기반 기법들의 정합 
요소를 사용하기 때문에 비슷한 문제점을 안고 있다. 
  최근 복잡한 최적화 문제에 강인한 유전 알고리즘을 이용한 방법들이 소개되
고 있다. 유전 알고리즘은 자연 진화와 적자 생존 원리에 기반을 둔 탐색방법
으로써 크고 복잡한 해공간에서도 최적해를 찾아 수렴하는 특징이 있다
[18-19]. 이러한 특징 때문에 신호처리, 시스템 식별, 제어 및 스테레오 정합 
등 여러 복잡한 최적화 문제를 해결하는 도구로 많이 쓰이고 있다. 
  Saito 등은 유전 알고리즘을 사용한 효율적인 영역기반 정합 방법을 제시하
였다[18]. 그러나 창기반의 영역기반 정합으로 초기집단을 얻기 때문에 영역기
반 정합의 단점을 개선하지 못했다. 이를 해결하기 위해 Han 등이 분할영역을 
추출하는 과정과 유전 알고리즘을 결합한 방법을 제시하였다[19]. 이 방법은 
영역기반 정합의 단점을 개선하였지만 분할영역의 추출과정이 복잡하고 결과의 
정확도가 분할영역에 의존적인 단점이 있다.
  본 논문에서는 영역기반 정합에서 발생하는 경계선 주변의 오정합 발생 문제
를 해결하고 전체적으로 조밀한 변위도를 얻기 위해 기준영상의 경계선 정보와 
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유전 알고리즘을 이용하는 스테레오 정합 방법을 제안한다. 경계선 정보는 특
징기반 정합에서 주로 사용하는 정합요소이지만 제안한 방법에서는 개체의 영
역을 결정하고 염색체의 구조를 정의하는데 사용하였다. 같은 개체영역의 화소
들을 하나의 유전자로 대치시켰다. 염색체는 변위도의 수평라인을 대표하고 유
전자들로 구성된 1차원 벡터로 표현된다. 유전 연산자를 스테레오 정합 문제 
해결에 맞게 하였다. 초기집단은 여러 개의 창을 이용하여 구한 후보변위들을 
할당하여 생성하고, 스테레오 정합을 변위 벡터에 대한 정합비용함수와 스테레
오 정합에서 이용하는 제약조건들이 조합된 최적화 문제로 보고 유전 알고리즘
을 사용하여 최적의 변위를 탐색한다. 제안한 유전 알고리즘은 특징기반 정합
에서 필요로 하는 복잡한 보간 과정 없이 전체적으로 조밀한 변위값을 얻을 수 
있고 영역기반 정합에서 발생하는 경계선 부근에서의 오정합 문제를 개선할 수 
있었다. 
  본 논문의 구성은 다음과 같다. 제 2 장에서는 스테레오 시각과 유전 알고리
즘에 대해 살펴보고, 제 3장에서는 본 논문에서 제안하는 경계선 정보와 유전 
알고리즘을 이용한 스테레오 정합 방법에 관해 설명한다. 제 4 장에서는 제안
한 방법과 기존의 방법들을 여러 종류의 영상에 적용하여 비교 및 고찰하고, 
제 5 장에서 전체 내용에 대해 결론을 내린다. 
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제 2 장 스테레오 시각과 유전 알고리즘
2.1 스테레오 시각
  스테레오 시각은 한 장면을 담은 서로 다른 두 개의 영상에서 위치 차이를 
계산하여 그 장면의 3차원 깊이(depth) 정보를 추출하는 과정이다. 3차원 정보
를 2차원의 영상 평면에 표현하면 공간상의 여러 점들이 영상의 한 점에 대응
되기 때문에 깊이 정보를 잃어버리게 된다. 깊이 정보를 표현할 수 없는 2차원 
영상으로부터 3차원 정보를 복원하려면 다른 시점에서 같은 장면을 촬영된 영
상이 추가적으로 필요하다. 이는 인간의 시각 시스템이 양안(binocular vision)
에서 발생하는 시차를 3차원 깊이 정보로 변환시키는 점에서 착안한 것이다. 
즉 두 대의 카메라와 컴퓨터로 인간 시각의 깊이 추출 능력을 구현하는 것이 
스테레오 시각이다[14]. 
  3차원 공간상의 한 점이 두 영상에 투영 됬을 때 좌우 영상에 존재하는 두 
정합점간의 거리를 변위라고 한다. 변위는 영상 평면에서 물체의 표면까지의 
거리인 깊이를 알아내는데 상당히 중요한 단서가 될 수 있다. 사람의 두 눈으
로 본 시각의 차이를 시차라고 한다. 이는 두 눈에 맺히는 상의 위치 차이이므
로 변위라고도 할 수 있다. 사람은 변위로 상대거리를 인식할 수 있다. 즉 좌우 
시각간의 변위가 큰 지점은 사람의 눈으로부터 가까이 있는 것이고, 변위가 작
은 지점은 사람의 눈과 멀리 떨어져 있는 것으로 인식한다. 두 개의 카메라로
부터 그림 2.1과 같이 두 영상이 얻어질 때 3차원 공간상의 한 점 가 좌우 
영상에 , 로 맺히고 그 두 점 간의 변위가 이다. 한 변위 와 3차원 깊이 
의 관계는 식 (2.1)과 같다. 
∝

   (2.1)  
 
- 5 -
그림 2.1 스테레오 시각의 카메라 기하학
Fig. 2.1. Camera geometry of stereo vision 
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  변위와 카메라 기하학의 특성을 이용하면 절대거리를 구할 수 있다. 물체 
가 좌영상의 과 우영상의 라는 점에 각각 투영된다. 물체 의 위치를 실
세계 좌표계에서  로 표현될 때, 의 좌표는 좌영상이나 우영상 중 하
나를 이용하여 구할 수 있다. 실세계 좌표계의 원점이 좌측 카메라 렌즈의 중
심에 있다고 가정하자. 좌영상을 이용한다면 닮은꼴 삼각형 과 를 
비교하여 점 의 좌표는 식(2.2)으로 구할 수 있다.
  

          (2.2)
여기서 은 의 수평좌표이고 는 카메라 초점거리이다.
  점 의 좌표는 식(2.3)으로 구할 수 있다.




          (2.3)
여기서 과 은 각각 과 의 수직좌표이다.
  에서 를 잇는 선을 기준선(Base-line)이라고 하고 그 길이를 라고 했
을 때, 점 의 거리 는 각 영상의 수평좌표 과 의 차이 즉 변위 를 이





          (2.4)
식 (2.4)를 통해 초점거리와 기준선의 길이를 알고 있다면 변위를 계산함으로
써 개체의  좌표를 구할 수 있다는 사실을 알 수 있다[2,4,14,16,21].
  한편 위의 관계는 기본적으로 세 가지 사항을 만족하고 있다고 가정한다. 첫
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째로, 영상을 획득하는 두 렌즈의 특성이 동일하여 스테레오 영상 간의 왜곡이 
없다고 가정한다. 두 번째로는 두 카메라의 좌표계가 정확히 정렬되어 있으며, 
영상 좌표의 원점의 위치만 다르다고 가정한다. 그리고 마지막으로, 정합의 편
의를 위해 두 스테레오 영상이 극상선 제약(epipolar line constraint)을 준수
한다고 가정한다. 극상 제약조건은 스테레오 정합에서 쓰이는 가장 대표적인 
제약조건이다. 극상선 제약조건에 따라 스테레오 영상에서 한 점을 정합할 때 
대응점을 찾기 위해 전 영상영역을 탐색하지 않고 극상선을 따라 수평방향으로
만 대응점을 찾으면 된다. 좌영상을 기준 영상이라 했을 때 극상 제약조건에 
따르면 좌측 영상에 있는 한 점에 대한 대응점은 같은 극상선상에 있는 오른쪽 
영상의 점과 정합되어야 한다[21]. 
 2.2 스테레오 정합
  스테레오 시각은 설치된 카메라의 기하학적 특성이 주어진 상태에서 카메라
로부터 얻어진 한 장면에 대한 두 개의 영상에서 찾아낸 상호간의 정합점으로
부터 3차원 깊이 정보를 추출하는 과정을 거친다[21]. 이 과정에서 좌우 영상
의 정합점을 찾아내는 과정이 매우 어렵기 때문에 대부분의 스테레오 시각에 
대한 연구는 대응성 문제, 즉 정합점을 찾는데 초점을 맞추고 있다. 일반적으로 
스테레오 정합의 결과는 영상에서 얻어진 정합점의 상대적인 거리 차이를 나타
내는 변위도로 나타난다.
  두 카메라로부터 얻은 좌우 영상의 한 점 에 대한 정합요소 혹은 기본
특징(primitive feature)을 변위도 과 함께 계산하면 식 (2.5)를 만족해야 
한다.  
       (2.5)
여기서  와   는 각각 기준영상과 대상영상의 정합요소이다.
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  스테레오 정합은 정합요소에 따라 특징기반 정합과 영역기반 정합으로 나눌 
수 있다[21]. 특징기반 정합은 영상으로부터 정합을 위한 기본요소인 특징을 
추출하여 정합을 수행하는 방법이다[8-12]. 기본정합요소로 경계, 영교차점, 
윤곽, 분할영역 등을 사용한다[22,24-29]. 특징기반 기법에서는 좌우 영상으로
부터 특징을 추출하고 추출한 특징을 기본 단위로 하는 집합을 만든다. 같은 
장면을 포함하는 서로 다른 두 영상의 정합은 추출한 특징집합 사이의 공간적 
관계를 기하학적 변환으로 나타낼 수 있다. 특징기반 정합은 추출한 영상특징
이 분포된 공간에서 특징들의 정합이 정확히 이뤄지기 때문에 정확한 변위를 
구할 수 있고 조명의 영향이나 잡음에 강인하다. 그리고 객체의 특징점을 이용
한 객체추적이 가능하다는 장점이 있다. 하지만 특징점에 대해서만 정합을 하
기 때문에 연산 속도는 빠르지만 영상의 전체 영역에 대한 정교한 변위를 얻어
낼 수 없다. 따라서 전체 영상에 대한 정교한 변위도를 구하기 위해서는 반드
시 복잡한 보간 과정을 거쳐야한다. 특징기반 정합의 모든 과정은 영상의 밝기 
정보와는 무관하게 처리되는 경향을 가지고 있다. 또한 기준 영상에 존재하는 
특징 정보가 다른 영상에서 존재하지 않거나 추출되지 않는 경우에는 정합이 
잘 이뤄지지 않기 때문에 부가적인 제한 조건을 두어야한다. 대표적인 제한 조
건으로는 유일성(uniqueness), 연속성(continuity), 순서성(ordering) 조건 등이 
있다[21]. 분할영역간의 인접관계를 사용함으로써 특징기반 기법의 단점을 보
완할 수 있지만[22-24], 이 방법은 경계나 영역분할 결과에 많은 영향을 받을 
뿐만 아니라, 분할 영역이 필요이상으로 많이 검출되는 복잡한 영상에 대해서
는 정합이 제대로 이뤄지지 않으며, 모든 정합영역에 대해서 일률적으로 변위
를 추정하기 때문에 정합 영역의 유형이 다른 영역에 대해서는 변위의 정확도
가 떨어진다.
  영역기반 정합은 영상의 명암도 자체를 기본 정합단위로 사용한다. 정합요소
는 영상의 명암도 자체, 명암도 정보의 변화가 평탄하거나 동일한 영역의 모양, 
영역의 평균 명암도 및 면적 등이 있다. 이들은 명암도 정보에 많이 의존하기 
때문에 잡음에 약한 면이 있지만 화소값을 직접 사용하기 때문에 영상의 모든 
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점에 대한 변위를 얻을 수 있다는 장점이 있다. 영역기반 정합은 상관도나 이
진화소(binary pixel), 제곱차합, 절대차합 등의 정합비용함수를 이용하여 대응
점의 상관관계 또는 유사도를 계산한다. 
  상관도를 정합비용함수로 사용할 때는 상관도를 가장 크게하는 변위를 구한
다. 정규화된 상관계수는 (NCC: Normalized Correlation Coefficient)는 
의 위치에서 기준영상과 대상영상의 상관계수 로 나타낼 수 있고 식 
(2.6)과 같이 나타낼 수 있다.
 

                 (2.6)
여기서 는 기준영상과 대상영상의 공분산(covariance)이고  , 
은 각각 기준영상과 대상영상의 분산(variance)이다. 이들은 다음 식으
로 구할 수 있다.




           (2.7) 





           (2.8)





           (2.9)
여기서 는 상관도를 구하려는 영역이고 와 
은 각각 상관도를 구하려
는 영역에서의 기준영상과 정합대상영상 평균명암도이다. 
 은 의 화소수를 
나타낸다. 상관도를 이용한 방법은 상관도를 최대화 시키는 를 얻는 방법
이다.
  상관도와 다른 정합비용함수로 제곱차합 또는 절대차합을 사용한다. 제곱차
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합은 식(2.10)과 같고 절대차합은 식(2.11)과 같다.
   
   (2.10)  
                   (2.11)
  영역기반 정합은 화소단위보다는 주로 정해진 크기의 영상영역단위로 비교하
여 대응점을 찾는 창기반 기법을 많이 사용한다. Wei와 Quan은 개개의 화소보
다는 일정하게 정의된 영역이 정보를 더 풍부하게 포함하고 있다는 사실에 기
반한 새로운 영역 기반의 정합 알고리즘을 제안하였다[22]. 이러한 과정에서 
정합비용함수는 그 주위의 정보도 함께 이용하므로 정합의 정확성을 높일 수 
있다. 조밀한 변위도를 얻기 위해 국부적으로 작은 영상영역을 정합시킬 수 있
으며 안정된 정합 성능을 위해 영역의 크기를 최적화할 필요가 있다. 영역을 
고려할 때 주로 ×, ×, ×, × 등 정방형창을 사용하며 필요에 따라 
창의 모양을 다르게 정의할 수 있다. 창의 크기가 작으면 잡음에 민감하고 반
대로 창의 크기가 너무 크면 일종의 저역통과필터 역할을 하기 때문에 불연속
점을 놓치기 쉽다. 스테레오 영상에 맞는 최적의 창 크기를 미리 알아내는 것
은 대단히 어렵다. 이런 문제를 해결하기 위해 Kanade와 Okutomi가 확률론 
기반의 적응형 창기법(adaptive window method)[14]을 제안했지만 연산 시
간이 오래 걸리는 단점이 있다. 연산 시간을 단축시키기 위해 다중창 기법
(multiple window technique)[15]이 소개되었지만 폐색 영역(occluding 
region)을 극복하지 못한다. 이 밖에 가우시안 컨벌루션(Gaussian 
convolution), 변위 기울기(disparity gradient) 등을 사용하기도 하지만 궁극의 
해결책은 되지 못한다[24].
  제곱차합 또는 절대차합을 이용해 국부영역을 정합하는 정합비용함수는 각각 
식 (2.12)와 식 (2.13)으로 나타낼 수 있다. 
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     (2.12)





        (2.13)
여기서 은 창의 크기이다.
  영역기반 정합은 정합시키는 영상영역내의 모든 지점의 변위가 서로 유사하
다고 가정하기 때문에 경계 부분에서 많은 오차가 나타나며 표면이나 반복되는 
무늬가 있는 경우 질감이 약한 영역에 대한 정합의 정확도가 떨어지는 단점이 
있다. 이런 단점을 보완하기 위해 문턱치값을 두어 정합비용함수의 최소값을 
제한하거나 다른 최소값의 10%보다 작을 수 없다는 제약조건을 두기도 한다
[26]. 그러나 이 방법은 변위의 유일성을 보장하지 못한다. 또한 주어진 변위 
탐색범위 내 모든 변위값에 대해 정합비용함수를 계산하고 이들 중에서 최소화
되는 영역을 찾는 정합과정을 영상의 전영역에서 수행해야하므로 전체적인 계
산량이 많아진다. 이러한 문제를 해결하는 방안으로 계층구조적 방법
(hierarchical method)을 택하지만 저해상도(coarse level)의 변위 정보가 하
위로 전달되기 때문에 고해상도(fine level)에서 정확한 변위를 찾지 못하는 경
우가 발생한다[15]. 
 
 2.3 유전 알고리즘
  유전 알고리즘(GA: Genetic Algorithm)은 Holland에 의해 제안된 범용 전역 
최적화 기법으로써 유전학과 자연 진화를 흉내낸 적응탐색법이다[26]. 확률에 
기반을 두고 자연 세계의 진화 과정을 모방해 문제 풀이 또는 모의 실험에 이
용하는 방법으로써 문제해결을 위해 하나의 해를 다루기보다는 집단을 취급한
다[30].
  유전 알고리즘의 순서도는 그림 2.2와 같다. 초기화 단계에서 주어진 문제의  
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그림 2.2 유전 알고리즘의 순서도  
Fig. 2.2. Flow graph of a genetic algorithm
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  해가 될 가능성이 있는 개체들의 집단을 형성한다. 초기개체들은 해공간 내
에 무작위로 분포되도록 선택되거나 아니면 경험적인 방법으로 선택된다. 다음 
단계에서 주어진 목적함수를 계산하고 적합도를 계산하여 개체의 강점과 약점
을 평가한다. 적합도에 따라 개체를 선택하여 다음 세대를 위해 살려둘 것인지 
도태시킬 것인지를 결정한다. 그리고 유전연산자를 적용하여 집단을 변형시킨
다. 현 세대에 생성된 개체집단에서 정지조건을 만족하는 개체가 있을 경우 알
고리즘을 종료하고 그렇지 않을 경우 같은 과정을 반복한다.
  초기집단 생성 단계에서 주어진 문제의 해가 될 수 있는 염색체들의 집단을 
그림2.3와 같이 형성한다. 염색체는 한 개 이상의 유전자로 구성된다. 유전자 
표현 방식에 따라 이진 코딩이나 부호 코딩, 실수 코딩으로 분류할 수 있고 실
수 코딩 방식을 사용하면 복호화 과정 없이 목적함수를 바로 계산할 수 있다. 
개체들은 적합도에 따른 선택과정을 거치게 되는데 적합도가 높은 개체들은 다
음 세대를 위해 복제되고 낮은 개체들은 소멸된다. 복제된 개체들에 유전연산
자를 적용하여 집단 내 염색체들을 점차적으로 변형시켜서 점점 더 좋은 집단
을 형성한다. 교배(crossover)와 돌연변이(mutation)가 대표적인 유전 연산자
이다. 
  교배는 두 부모 염색체가 가지고 있는 유전자 정보의 일부를 교환하여 새로
운 자식 염색체를 생성해내는 과정이다. 이런 원리를 이용하여 여러 형태의 교
배 연산자를 정의하여 적용할 수 있다. 단순 교배 연산은 그림 2.4와 같이 교
배점이 정해지면 유전자 정보를 두 염색체가 교환하여 자식 개체를 두 개 생산
한다. 교배는 주어진 확률에 따라 실행된다.
 돌연변이는 염색체에서 변형시킬 유전자를 선택하고 그 유전자 값을 변형시키
는 과정이다. 교배와 마찬가지로 돌연변이 연산 또한 유전 알고리즘을 적용하
는 문제공간의 특성에 따라 특별하게 정의될 수 있다. 단순 돌연변이 연산은 
그림 2.5와 같이 무작위로 선택된 유전자의 내용을 임의의 값으로 바꾼다. 돌
연변이 연산도 주어진 확률에 따라 실행된다. 
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그림 2.3 염색체 집단
Fig. 2.3. A chromosome population
그림 2.4 단순교배 연산자의 예
Fig. 2.4. Examples of simple crossover operator
그림 2.5 단순돌연변이 연산자의 예
Fig. 2.5. Examples of simple mutation operators 
- 15 -
  매 세대마다 정해진 확률에 따라 교배와 돌연변이 연산을 수행하여 집단을 
변형시키고 적합도를 계산하여 선택과정을 거친다. 선택과정에서 적합도가 낮
은 개체들은 도태되고 적합도가 높은 개체들은 다음 세대의 더 나은 개체생산
을 위해 부모염색체로 선택되어 새로운 개체들을 도입할 수 있다. 
  유전연산자에 의해 오히려 적합도가 낮아지더라도 엘리트 전략(Elitist 
strategy)을 통해 변형되기 전 세대의 최고 적합도를 갖는 개체는 다음 세대까
지 보존이 되도록 하였다. 엘리트 전략은 교배와 돌연변이 연산을 통해 만들어
진 집단의 최고 적합도가 이전 부모 집단의 최고 적합도보다 낮을 때 이전 집
단의 최고 적합도를 가진 개체를 만들어진 집단에서 가장 낮은 적합도를 갖는 
개체와 교체하는 과정이다. 따라서 적합도가 낮아지는 방향으로 집단이 생성되
는 것을 막고 최적 개체의 생존을 보장할 수 있다.
  유전 알고리즘은 탐색면에 대해 일방적으로 하강 또는 상승하며 최적해를 찾
는 기울기법과 달리 집단내 해들의 위치에 따라 탐색 방향이 결정되기 때문에 
탐색 방향이 다양하면서도 효율적이다. 최적화 문제에 대해 유전 알고리즘을 
사용하면 탐색 경험을 통해 단계적으로 해를 찾는 것이 가능하다.  
  스테레오 정합 문제를 최적화 문제의 입장에서 본다면 앞 절에서 언급했던 
정합비용함수와 스테레오 정합에서 고려하는 여러 가지 제약조건들이 조합된 
목적함수를 최소화 시키는 문제라 할 수 있다. 해를 화소 위치에 대한 변위를 
요소로 갖는 벡터로 정의하고 이를 해결하기 위해 유전 알고리즘을 이용하면 
변위탐색범위가 커질수록 모든 변위탐색범위에 대해 일정한 간격의 변위를 일
률적으로 계산하는 기존의 방법들보다 효율적으로 정확한 해를 얻을 수 있을 
것이다. 따라서 본 논문에서는 스테레오 정합에 유전 알고리즘을 이용하여 정
확한 변위도를 얻고자 한다.
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 제 3 장 경계선 정보와 유전 알고리즘을 이용한 스테레오 정합
  본 논문에서는 경계선 정보와 유전 알고리즘을 이용한 스테레오 정합 방법을 
제안한다. 좌우영상을 획득하고 기준영상의 경계선을 검출한다. 변위도의 수평
라인을 염색체로 표현하며 기준영상에서 검출된 경계화소의 개수에 따라 염색
체의 유전자 개수를 결정하고 수평라인별로 같은 구조의 염색체를 정해진 개수
만큼 채워서 집단을 형성한다. 미리 선택한 개의 크기가 서로 다른 창에 대해 
절대차합을 계산하여 각각의 절대차합을 최소화시키는 변위값들을 유전자에 할
당한다. 초기집단을 형성하면 유전알고리즘을 적용하여 정해진 목적함수를 최
소화시키는 변위도를 구한다. 유전알고리즘은 최적의 개체들이 3세대 연속으로 
최고 적합한 개체로 인정받을 때 종료한다. 제안한 방법의 순서도는 그림 3.1
과 같다.
3.1 경계선 정보에 의한 염색체의 구조 정의
  염색체 구조를 정의하기 위해 기준영상의 경계선 정보가 필요하다. 일반적으
로 많이 알려진 경계 연산자는 소벨(Sobel) 연산자, 라플라시안(Laplacian) 연
산자 등이 있는데 소벨연산자를 이용할 경우 경계가 필요이상으로 두껍게 나오
는 단점이 있다. 라플라시안 방법은 2차 미분 연산자로써 소벨에 비해 경계가 
얇게 나오지만 잡음에 민감해서 의미없는 경계를 추출한다. 제안한 방법은 가
우시안을 두 번 미분한 LoG(Laplacian of Gaussian) 연산자를 경계검출에 사
용한다. LoG 연산자는 영상에 가우시안 처리를 하여 저역통과필터를 통과시킨 
효과를 얻을 수 있다. 여기에 2차 미분 연산자를 적용함으로써 라플라시안보다 
잡음에 강인하면서 경계선을 1개화소의 두께로 얻을 수 있다. 경계선 검출에 
사용하는 LoG 함수는 식 (3.1)와 같다.   
- 17 -
 
그림 3.1 제안한 방법의 순서도














                (3.1)     
 
여기서     이고 와 는 각각 평균와 표준편차를 나타낸다. 
  특징기반 기법에서는 기준영상과 대상영상 경계선을 추출하고 각 영상의 경
계화소를 정합하지만 본 논문에서는 경계선을 정합요소로 사용하지 않고 염색
체 구조를 정의하는데 사용한다. 따라서 경계선은 기준영상에서만 추출한다.
  제안한 방법에서 염색체는 변위도의 수평라인을 대표한다. 염색체를 구성하
는 유전자의 개수는 경계선 추출과정에서 얻은 경계화소 개수에 의해 정해진
다. 경계영상에서 폐곡선을 이루는 영역은 동일한 영역이라 볼 수 있다. 따라서 
기준영상으로부터 얻은 경계영상을 참조하여 임의의 경계화소부터 그 다음 경
계화소 이전 화소까지 동일한 변위값을 갖는다고 보고 그 화소들을 하나의 유
전자로 취급한다. 
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그림 3.2 염색체 정의
Fig. 3.2. Definition of a chromosome
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 3.2 유전 알고리즘을 이용한 스테레오 정합
 3.2.1 염색체 표현 및 집단의 초기화
  염색체 표현 방식은 유전 알고리즘을 스테레오 정합에 이용하기 위해 유전자
들이 변위값 자체를 나타내도록 실수코딩을 사용하였다. 실수코딩은 실수 변위
값을 유전자 정보로 직접 이용하므로 다른 코딩기법에서 거치는 부호화, 복호
화 과정이 필요없어 계산시간을 단축시킬 수 있다. 
  유전 알고리즘은 집단 내에서 해를 탐색하므로 초기집단을 형성하는 것이 중
요하다. 앞 절에서 언급한 염색체 정의 단계에서 경계화소의 위치와 개수에 따
라 각 수평라인별로 염색체의 길이가 다르게 나올 수 있다. 따라서 제안한 방
법에서는 수평라인별로 집단을 각각 형성시킨다. 집단 내 염색체의 유전자 정
보는 정해진 변위탐색 범위 내에서 난수를 발생시켜서 만들 수 있지만 사전에 
변위도에 관한 정보를 알고 있다면 정합의 효율성을 위해 정보를 사용하는 편
이 낫다. 따라서 제안한 방법은 크기가 서로 다른 정사각형 창에 대한 절대차
합을 이용해 초기집단을 형성하는데 필요한 변위값의 후보들을 얻었다.
  영역기반 정합에서 단일화소가 아닌 정방형창을 이용하여 정합을 시도하면 
더 정확한 변위를 구할 수 있다. 이 때 창의 크기에 따라 변위도의 정확도가 
좌우된다. 한 개의 고정된 크기의 창을 쓰는 것보다 여러 개의 창을 이용하면 
더 정확한 변위를 구할 수 있다. 제안한 방법은 개의 정방형창을 정의하고 
개의 창에 대해 절대차합을 계산한다. 각각의 창에 대한 절대차합의 값을 작게
하는 순서로 변위값들을 개를 선택하면 한 화소에 대해 ×개의 후보 변위들
을 얻을 수 있다. 이 때 각 화소에서 선택된 변위값들이 중복되었다면 그 다음 
순서의 변위값을 선택하여 정해진 개수의 후보 변위들을 얻어낸다. 이렇게 얻
어진 ×개의 변위들을 무작위로 퍼뜨린다. 그리고 변위도의 한 개체 영역 내
에서 중앙값을 구하고 초기집단의 유전자에 값을 할당한다. 초기집단 형성은 
그림3.3으로 표현했다.
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그림 3.3 초기집단 형성
Fig. 3.3. Generation of the initial population
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 3.2.2 유전 연산자
  일반적인 유전 알고리즘의 유전 연산자들은 집단 내에서 상대적으로 적합도
가 높은 개체들을 이용해 다음 세대의 개체들을 강인하게 만드는 역할을 한다. 
그렇기 때문에 초기에 적합도가 높은 개체가 전역해가 아니라 지역해에 가깝다
면 집단내 모든 개체들이 지역해 근처로 수렴해버리는 단점이 있다. 유전 알고
리즘을 통해 스테레오 정합이 정확히 이루어지려면 스테레오 정합 환경을 감안
하여 유전 연산자를 설계해야 한다. 
  교배는 개체들 간에 정보 교환을 가능하게 하므로 유전알고리즘에서 대단히 
중요하다. 실수코딩을 채용한 유전 알고리즘에서 많이 사용하는 교배기법은 볼
록 교배(convex crossover), 선형 교배(linear crossover), 지역 교배(local 
crossover)이다[22-24]. 볼록 교배는 두 부모 염색체의 유전자에 가중치를 곱
하고 결합하여 두 개의 자손을 만들어낸다. 볼록 교배는 두 부모 염색체가 가
지고 있는 유전자 값의 범위 내에서 자손 유전자의 값이 결정되므로 단순히 유
전자 값을 교환하는 교배방법에 비해 다양한 값을 가질 수 있고 부적합한 자손
의 생성을 방지할 수 있는 장점이 있다. 하지만 부모 염색체가 가지고 있는 유
전자 값 이외의 범위에 적합한 해가 있는 경우 돌연변이 연산을 제외한 다른 
방법으로는 해에 접근할 수 없는 단점이 있다. 이런 단점을 극복하기 위해 Lee
와 Mohamed는 복합 교배(hybrid crossover) 연산자를 제안했다[36]. 복합 
교배 연산자는 염색체내의 모든 유전자에 대해 변형을 시도하므로 알고리즘 후
반부로 갈수록 부분적인 염색체의 교환을 요구하는 스테레오 정합 문제에서 좋
지 않은 결과를 초래할 수도 있다. 따라서 제안한 방법에서는 다점 교배와 복
합 교배를 혼합하여 사용하였다. 이 교배 방법은 그림3.4와 같이 교배점에 의
해 교배 대상이 되는 유전자들에 복합 교배를 실시하고 나머지 유전자들은 그
대로 물려받는다. 
  번째 세대에 교배를 위해 선택한 두 부모 염색체를 식(3.2)와 같이 벡터로 
표현할 수 있다. 
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그림 3.4 복합 교배 연산의 예











    (3.2b)
여기서 
 과 
 는 각각 첫 번째 염색체와 두 번째 염색체를 구성하는 번째 
유전자이다.
  교배점의 위치와 개수는 무작위로 발생된다. 그리고 두 부모 염색체의 적합
도를 계산하고 비교한다. 만약 적합도 비교 결과가 식(3.3)와 같을 때 식(3.4)
와 같은 이동벡터(shifting vector)를 계산한다.
                   (3.3)  
                (3.4)
여기서 는 식 (3.5)을 통해 구한다.
  
          (3.5)   
 
여기서 는 미리 정의한 이동요소(shifting factor)이고 는 상수이다. 는 두 
부모 염색체의 적합도 평균인데 세대가 거듭될수록 집단 내 개체들의 적합도가 
비슷해지기 때문에 가 커지게 된다. 그 결과 와 도 점점 줄어들기 때문
에 최초 알고리즘을 시작할 때 이 충분히 크게 주어지고 그 후 점점 작아
지도록 와 를 설정하는 것이 중요하다. 
  이동벡터 가 구해지면 다음과 같이 두 부모 염색체를 변형시킨다.
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    (3.6a)
      (3.6b)














   (3.7b)
  이 때 그림3.4와 같이 최초 발생한 교배점에서 절단되는 부스트링








          (3.8a)







   (3.8b)
여기서 는 번째 유전자에 곱해지는 0과 1사이의 가중치이다.









          (3.9b)
  복합 교배을 사용하면 그림3.5처럼 알고리즘 시작할 때 탐색 공간을 충분히 
넓히고 시작할 수 있다. 단순 교배연산자는 그림3.5의 (a)처럼 선택된 두 부모 
염색체의 유전자값을 교환하는 방식이다. 볼록 교배 연산의 결과로 얻을 수 있
는 유전자값의 범위는 그림3.5의 (b)와 같다. 단순 교배연산자에 비해 다양한 
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값을 기대할 수 있지만 두 유전자값 범위내로 국한된다. 복합 교배 연산의 결
과로 얻을 수 있는 유전자값의 범위는 그림3.5의 (c)와 같다. 복합 교배가 적용
되는 두 유전자값 중 적합도가 큰 방향으로 만큼의 범위가 더 보장된다. 이는 
부모 염색체들의 적합도와 유전자 정보에 직접적으로 영향을 받는 일반 교배법
과는 달리 주어진 유전자 정보와 적합도로 해공간을 확장하고 점점 좁혀가며 
탐색할 수 있기 때문에 알고리즘 후반부에서 해가 안정적으로 수렴하는 장점이 
있다.
  돌연변이 연산은 집단 내에 없는 정보를 얻을 수 있는 유용한 연산이다. 일
반적인 유전 알고리즘에서는 돌연변이 연산은 알고리즘 초기에 고정된 확률에 
의해 동작하는데 제안한 방법에서는 번째 집단의 평균 적합도를 이용하여 돌




         (3.10)
여기서 , , 는 각각 영상 번째 열의 염색체 
집단의 최대적합도, 최소적합도 그리고 개체들의 평균적합도이다. 집단 내 개체
들의 적합도가 높은 쪽에 분포되어 있을수록 돌연변이가 일어날 확률이 높아진
다. 이는 적합도가 높은 개체를 돌연변이를 통해 적합한 개체의 변이를 시도하
려는 것이다. 
  제안한 방법에서는 세대가 거듭될수록 전역탐색 영역을 좁혀가는 동적돌연변
이(dynamic mutation)를 사용하였다[30]. 주어진 돌연변이 확률에 의해 번째 
유전자에 돌연변이가 일어나면 번째 유전자는 다음 식을 통해 결정된다.
  
∆     





그림 3.5 교배 결과의 범위
(a) 단순 교배 (b) 볼록 교배 (c) 복합 교배
Fig. 3.5. Range of crossover result
(a) simple crossover (b) convex crossover (c) hybrid crossover 
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여기서 는 0 또는 1 둘 중에서 하나를 취하는 난수이다. ∆로 다음
함수가 이용될 수 있다.
∆ ⦁⦁

          (3.12)
여기서 은 0과 1사이의 실수 난수이고 T는 최대 세대수이며 b는 사용자에 의
해 정의되는 매개변수이다. 동적돌연변이의 특징은 세대초기에는 전체 탐색공
간에 대해 균등한 확률로 전역탐색을 하게 되지만, 세대수가 증가함에 따라 지
역적으로 탐색하게 된다[19]. 
  유전연산자에 의해 오히려 적합도가 낮아지더라도 엘리트 전략(Elitist 
strategy)을 통해 변형되기 전 세대의 최고 적합도를 갖는 개체는 다음 세대까
지 보존이 되도록 하였다[30]. 
 
 3.2.3 목적함수 및 적합도
  제안한 방법은 유전 알고리즘으로 정합한다. 그러기 위해서는 목적함수를 정
의하여 목적함수에 따른 적합도를 계산해야 한다. 목적함수는 매 세대 형성하
는 해집단에 대한 명암도 차이와 변위 평활성, 그리고 염색체 순서성 제약조건
으로 얻어진 비용함수요소들의 조합으로 정의할 수 있다. 
  번째 세대에서 영상 번째 열의 번째 염색체의 명암도 차이는 식 (3.13)와 
















 는 영상 번째 열의 번째 염색체를 변위도의 번째 열로 변환한 
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것이다. 윗 식은 스테레오 정합에서 제약조건이 없는 조건에서 주어진 변위도 
수평라인 한 개에 대한 좌우영상의 정합비용을 의미한다. 
  변위 연속성은 변위도의 일정한 영역에서 주변 변위와 얼마나 유사성을 갖는
지를 나타내는 척도로 쓰인다. 번째 세대에서 영상 번째 열의 번째 염색체







    (3.14)
여기서 ∇ 
 는 식 (3.15)과 같이 구할 수 있다.
    ∇ 
   
   
   
   
   
   (3.15)
  식 (3.16)는 변위의 연속성을 수직방향으로 구하는 식이다. 이는 명암도를 






           (3.16)
        
여기서 
와 
는 다음과 같이 구할 수 있다.
                     
               
       (3.17a)  
                     
               
       (3.17b)





            (3.18)
  경계화소의 개수에 따라 염색체의 길이가 달라지고 염색체의 길이가 길어질
수록 모든 화소에 대한 정확한 변위값을 한번에 얻을 가능성도 적어진다. 따라
서 제안한 방법은 번째 세대에서 영상 번째 열의 번째 염색체 변위 순서성








        (3.19)
여기서
      ≥   (3.20)
이다. 
는 번째 염색체의 번째 유전자의 값을 나타낸다.
  구해진 변위 평활성과 염색체 변위 순서성을 조합하여 식 (3.21)과 같이 변




             (3.21)
여기서 는 가중치이다.
  명암도 차이와 변위총비용의 합을 정합비용함수로 정의할 수 있다. 제안한 




             (3.22)
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 여기서 는 가중치이다. 





                (3.23)
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제 4 장 실험 및 고찰
  제안한 방법을 평가하기 위해 합성 영상과 실제 영상에 적용하여 실험했다. 
성능을 평가하기 위해 기존의 방법들과 제안한 방법으로 얻은 변위도를 제시하
였고 더욱 객관적인 비교분석을 위해 일반적으로 사용하는 사실 변위도와의 평
균제곱오차(Mean square error: MSE)와 정합율(Matching rate)을 계산하여 
비교하였다[38-39]. 평균제곱오차는 사실 변위도와 실험으로 얻은 변위도의 
변위차이가 얼마나 많은가를 나타내고, 정합율은 실험으로 얻은 변위도를 바탕
으로 좌우영상의 정합정확도를 나타낸다.










         (4.1)   
 
여기에서 는 주어진 방법으로 얻은 변위도이고  는 사실 변위도이
다.









              (4.2)
여기서 는 다음과 같이 정의한다.
      ≤     (4.3)
여기서 명암도 문턱치 는 최대 명암도차이의 5%인 12로 설정하였다. 이것은 
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전체화소수와  좌우 영상의 정합 화소의 명암도 차이가 12이내인 정합화소수
의 비율을 의미한다.
4.1 합성 영상 실험
  합성영상을 이용한 실험에서 50% RDS(Random dot stereogram)을 사용하
였다. 비교에 쓰인 기존방법은 ×크기의 창기반 SAD방법, ×로 크기가 고
정된 창을 사용한 SAD방법을 사용하였다. 제안한 방법과 비교 방법으로 얻은 
변위도는 후처리 과정을 거치지 않았다. 그 외 실험 조건은 표(4.1)과 같다.
표 4.1 50% RDS에 대한 실험 조건
Table 4.1 Experimental condition about 50% Random Dot Stereogram
영상 크기 ×
실제 변위범위 [0, 9]
변위 탐색범위 [0, 12]
후보 변위를 얻는데 쓰인 창개수와 종류 3개 (×, ×, × )
명암도 차이에 쓰인 창크기 ×
교배확률 0.9 (90%)
교배와 돌연변이 연산에 쓰인 매개변수         
정합비용함수 가중치  0.25/0.6
집단내 개체개수 50
  실험에 쓰인 영상은 그림4.1과 같다. RDS의 사실 변위도는 그림4.1의 (a)와 
같다. 창의 크기를 ×로 하고 절대차합을 이용해 얻은 변위도가 그림4.2의 
(b)이다. 그리고 ×로 하고 절대차합을 이용해 얻은 결과가 그림4.3의 (c)이
다. 영역기반 정합에서 창의 크기가 결과에 어떤 영향을 주는지 그림4.2의 (b)
와 (c)를 통해 알 수 있다. 창의 크기가 작을수록 경계주변에서 오정합은 적게 
발생하지만 전체적으로 고르게 오정합이 발생한다. 이는 창의 크기가 작아서 
정합할 때 포함하는 주변의 정보도 적어지기 때문에 작은 차이에도 민감해지기 
때문이다. 반면 창의 크기가 클수록 평탄한 영역의 변위를 정확히 얻을 수 있
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지만 명암도 차이가 나는 경계선 영역에서 오정합이 발생하거나 무뎌지는 단점
이 있다. 창의 크기에 영향을 받는 영역기반 정합의 문제점을 개선하기 위한 
방법인 × 크기의 창을 9가지 형태로 적용해서 최소 변위를 찾은 다중창 기
법[15]으로 얻은 변위도가 그림4.2의 (d)와 같다. (b)와 (c)에 비해 전체적인 
오정합은 눈에 띄게 감소했지만 경계선 부근의 폐색 영역에서의 오정합은 여전
히 발생한다. 
  RDS 기준영상에 LoG를 취하여 얻은 경계영상이 그림4.3이다. 그림4.4는 제
안한 방법으로 변위도를 얻은 과정을 그림4.4의 (a)부터 (d)으로 나타내었다. 
변위값들이 세대를 거듭할수록 뚜렷해지는 것을 볼 수 있다. 그림4.4의 (d)는 
제안한 방법이 19세대 진행된 후 얻은 최종 결과이다. 그림(4.2)에서 확인했던 
영역기반 정합의 문제점인 경계선 부근의 오정합 문제가 개선되었으며 전체적
으로 정확한 변위도를 구할 수 있었다. 
  각각의 방법으로 얻은 변위도의 평균제곱오차와 정합율을 표(4.2)로 나타내
었다. 
표 4.2 50% RDS의 평균제곱오차와 정합율 비교
Table 4.2 Comparison of MSE and matching rate 
for 50% Random dot stereogram
MSE 정합율(%)
× SAD 1.9065 74.934
다중창 기법 0.62855 94.124
제안한 방법 0.48269 95.154
  이 실험을 통해서 제안한 방법이 질감영상에서 영역기반 방법보다 더 좋은 
결과를 얻을 수 있음을 확인할 수 있었다. 
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그림 4.1 50% RDS 영상
Fig. 4.1. 50% Random Dot Stereogram 
(a)                                  (b)
(c)                                   (d)
그림 4.2 사실 변위도와 여러 가지 영역기반 정합으로 얻은 RDS의 변위도
(a) 사실 변위도 (b) × (c) × 영역 SAD (d) 다중창 기법
Fig. 4.2. Ground truth and disparity maps obtained with several area-based 
methods
(a) Ground truth (b) × (c) ×-windowed SAD (d) Multiple window method
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그림 4.3 RDS의 좌영상의 LoG경계영상
Fig. 4.3. LoG edge image extracted from left image of RDS
(a)                                  (b)
(c)                                  (d)
그림 4.4 (a) 4, (b) 9, (c) 14, (d) 19세대 후 결과
Fig. 4.4. (a) 4, (b) 9, (c) 14, (d) Result after 19 generations
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  합성영상에 대한 다른 실험은 50% RDS영상에 각각 분포가 다른 20%의 소
금후추(salt & pepper) 잡음을 첨가하여 실험하였다. 교배확률, 돌연변이확률, 
정합비용함수의 가중치와  초기집단을 형성하는 모든 조건들이 이전 실험과 동
일하게 주어졌다. 영역기반 정합으로 얻은 정합비용함수의 최소값과 그 다음 
최소값의 차이가 10% 미만이어야 한다는 최소값 제약조건을 추가하여 실험하
였다. 
  실험에 사용한 잡음이 섞인 RDS영상은 그림4.5와 같다. × 창기반의 SAD
로 얻은 결과가 그림4.6과 같다. 좌우영상에 각각 다르게 분포된 잡음으로 인
해 정합이 제대로 이루어지지 않았다. × 다중창 기법[15]을 사용하여 얻은 
결과가 그림4.6의 (a)이다. 전체적인 오정합 빈도는 눈에 띄게 줄어들었지만 경
계선부근에서 오차가 심하게 나타나는 것을 확인할 수 있다. 제안한 방법으로 
30번 반복시켜 얻은 변위도가 그림4.7과 같다. 잡음의 영향으로 부분적인 오정
합이 발생했지만 경계선 부근에서 다른 방법들에 비해 정확한 변위를 얻을 수 
있었다. 
  표 4.3는 다중창 기법과 제안한 방법에 대한 평균제곱오차와 정합율을 나타
내고 있다. 
표 4.3 20% 잡음 섞인 50% RDS의 평균제곱오차와 정합율 비교
Table 4.3 Comparison of MSE and matching rate 
for 50% Random dot stereogram with 20% noise
MSE 정합율(%)
다중창 기법 3.3577 74.714
제안한 방법 0.75791 75.15
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그림 4.6 50% RDS with 20% noise
Fig. 4.6. 50% Random Dot Stereogram with 20% noise
  그림 4.7 × SAD로 얻은 결과




그림 4.8 (a) 다중창기법 
(b) 제안한 방법으로 30세대 반복해서 얻은 결과
Fig. 4.8. (a) Multiple-window method 
(b) Result of the proposed method after 30th generation
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  venus 영상[42]을 사용하여 다른 방법들로 얻은 변위도와 비교해보았다. 
venus영상은 수평방향으로 변위의 불연속이 다른 영상들에 비해 심하고 수직
방향으로 세밀하게 변위가 변하는 특징을 가지고 있다. 혼합기법, 동적계획법 
그리고 multi-resolution GA로 얻은 결과와 제안한 방법의 결과를 비교하였다. 
그 외 실험조건은 표(4.4)과 같다.
표 4.4 Venus 영상에 대한 실험 조건
Table 4.4 Experimental condition about Venus image
영상 크기 ×
실제 변위범위 [4, 14]
변위 탐색범위 [0, 20]
후보 변위를 얻는데 쓰인 창개수와 종류 4개 (×, ×, ×, ×)
명암도 차이에 쓰인 창크기 ×
교배확률 0.9 (90%)
교배와 돌연변이 연산에 쓰인 매개변수         
정합비용함수 가중치  0.5/0.2
집단내 개체개수 50
 
  실험에 사용한 venus영상이 그림4.9와 같다. 사실 변위도는 그림4.10이다. 
동적계획법으로 얻은 결과가 그림4.11의 (a), 혼합기법(cooperative method)로 
얻은 결과가 그림4.11의 (b), multi-resolution 유전 알고리즘으로 얻은 결과가 
그림4.11의 (c)이다. 기준영상을 LoG처리하여 얻은 경계영상과 제안한 방법으
로 얻은 결과를 각각 그림4.12과 그림 4.13로 나타내었다. 
  육안으로 각각의 방법으로 얻은 변위도를 확인했을 때 제안한 방법의 결과가 
다른 방법들에 비해 경계선 부근에서 정확도가 많이 떨어졌고 점진적으로 변하
는 수직방향의 변위도 정확히 반영하지 못했다. 이 영상의 좌우에 위치한 신문
과 포스터의 변위가 뒷 배경에 비해 상대적으로 크다. 즉 두 영상중 한쪽에만 
존재하는 폐색(occluding) 영역이 다른 실험영상에 비해 크므로 경계선 부근에
서 다른 실험에 비해 오정합의 정도가 심하다. 그리고 영상의 모든 개체들이 
뒤쪽으로 기울어져있어서 수직방향으로 변위가 점진적으로 변한다. 이 실험에
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서 제안한 방법이 좋은 성능을 보이지 못하는 이유는 정합비용함수의 수직방향 
변위 평활성 요소가 정확한 정합을 방해했기 때문이다. 수직방향 변위 평활성 
요소는 수직방향으로 근처의 변위값과 유사하다는 의미를 갖는 요소이므로 본 
영상에는 적합하지 않은 비용함수요소이다. 
 
    
그림 4.9 Venus 영상
Fig. 4.9. Venus images
그림 4.10 사실 변위도





그림 4.11 Venus 영상의 변위도
(a) 혼합기법 (b) 동적계획법 (c) Multi-resolution 유전 알고리즘
Fig. 4.11. Disparity map of venus
(a) Cooperative method (b) Dynamic programming (c) Multi-resolution GA
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그림 4.12 경계 영상
Fig. 4.12. Edge image
그림 4.13 제안한 방법으로 얻은 변위도
Fig. 4.13. Disparity map obtained with the proposed method
- 44 -
4.2 실제 영상 실험
  실제 영상을 이용하는 실험에는 Tsukuba 대학에서 촬영한 Tsukuba 영상
[14]을 사용했다. 이 영상은 24비트 RGB영상이다. 칼라 공간은 Ohta가 제안
한 R, G, R-B를 사용하였다[40]. × 창기반의 min filtered-SAD 기법, 
혼합기법(cooperative method), 동적계획법(dynamic programming) 그리고 
일반적인 유전 알고리즘으로 얻은 결과와 비교하였다[30,40-41]. 그 외 실험
조건은 표 4.5와 같다.
표 4.5 Tsukuba 영상에 대한 실험 조건
Table 4.5 Experimental condition about Tsukuba
영상 크기 ×× (칼라영상)
실제 변위범위 [5, 14]
변위 탐색범위 [0, 20]
후보 변위를 얻는데 쓰인 창개수와 종류 4개 (×, ×, ×, ×)
명암도 차이에 쓰인 창크기 ×
교배확률 0.9 (90%)
교배와 돌연변이 연산에 쓰인 매개변수         
정합비용함수 가중치  0.3/0.2
집단내 개체개수 50
  사실 변위도는 그림4.15의 (a)와 같다. × 창기반의 SAD에 같은 크기의 
최소값 필터)를 통과시켜 얻은 변위도가 그림 4.15의 (b)이다. 혼합기법으로 얻
은 변위도가 그림4.15의 (c)이고, 동적계획법을 적용하여 얻은 변위도가 그림
4.15의 (d)이다. (b)와 (c)는 변위 평활성에 중점을 두고 동작하는 방법들이기 
때문에 전체적으로 평활한 변위도를 얻을 수 있는 반면 객체의 경계선을 보존
하지 못하는 단점이 있음을 확인할 수 있었다. 동적계획법을 적용한 방법은 다
른 방법들에 비해 경계선 부근이 뚜렷하게 보존되지만 전체적으로 평활한 변위
도를 얻기 힘들다.
 Tsukuba 영상의 기준영상을 LoG처리하여 얻은 경계영상이 그림4.16과 같다.  
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초기집단을 무작위로 생성하여 일반적인 유전 알고리즘을 강제적으로 30세대 
반복한 결과가 그림4.17와 같다. 유전 연산자로는 볼록교배(교배확률 0.9)와 
무작위 돌연변이(돌연변이확률 0.01)를 사용하였다. 강제적으로 30세대를 반복
했지만 10세대가 끝날 때 이미 지역해에 수렴하여 집단 내 모든 개체가 똑같
아졌다. 제안한 방법을 30 세대 반복한 후 얻은 결과가 그림4.18이다. 경계선 
부근에서 다소 부정확한 변위값을 얻었지만 영역기반 정합에 비해 전체적인 오
정합의 빈도가 개선되었다. 경계선 부근에서 오정합이 발생한 영역은 대응점을 
찾지 못한 폐색 영역이다. 
  표 4.6은 각각의 방법으로 얻은 변위도에 대한 평균제곱오차와 정합율을 나
타낸다.
표 4.6 Tsukuba 영상의 평균제곱오차와 정합율 비교
Tabel 4.6 Comparison of MSE and matching rate for Tsukuba image
MSE 정합율
Min-filtered SAD 4.0212 82.70
Cooperative method 2.5666 86.51
Dynamic programming 2.0707 81.40
제안한 방법 1.4598 95.39
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그림 4.14 Tsukuba 영상
Fig. 4.14. Image pair of Tsukuba
(a)                                  (b)
(c)                                 (d)
그림 4.15 사실 변위도와 여러 가지 방법으로 얻은 변위도
(a)사실 변위도 (b) min-filtered SAD
(c) 혼합기법 (d) 동적계획법
Fig. 4.15. Ground truth and disparity maps obtained with several methods
(a) Ground truth image (b) min-fitered SAD
(c) cooperative method (d) dynamic programming
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그림 4.16 Tsukuba 좌영상에서 얻은 경계영상
Fig. 4.16. Edge of left image of Tsukuba
그림 4.17 무작위로 초기집단 생성 후 유전 알고리즘을 적용한 영상
Fig. 4.17. Result of the GA after generating initial population randomly
그림 4.18 제안한 방법으로 얻은 변위도
Fig. 4.18. Disparity map obtained with the proposed method
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제 5 장   결    론
  본 논문에서는 경계선 정보와 유전 알고리즘을 사용하는 스테레오 정합 방법
을 제안하였다. 제안한 방법은 조밀한 기준영상의 경계선을 검출하기 위해 
LoG 연산자를 사용하였고 이를 이용해 동일한 변위값을 갖는 개체의 영역과 
염색체의 구조를 정의하였다. 그리고 스테레오 정합문제를 최적화 문제로 간주
하고 최적화 문제 해결에 좋은 성능을 보이는 유전 알고리즘을 스테레오 정합 
환경에 맞게 변형하여 적용하였다. 
  제안한 방법은 경계선 정보를 이용함으로써 개체의 영역을 쉽게 추정할 수 
있었고 이를 통해 경계선 부근에서 오정합을 발생시키는 영역기반 정합의 단점
을 보완할 수 있었다. 그리고 검출한 경계선 정보로 염색체의 구조를 영상에 
따라 적응적으로 정의할 수 있기 때문에 유전 알고리즘을 적용하기가 용이했
다. 
  유전 알고리즘을 적용하기 위해 후보변위를 얻어서 초기집단을 정의하였고 
산술적인 복합 교배와 다점 교배를 혼합한 교배연산자를 사용하여 해를 탐색하
였다. 이는 기존의 유전 알고리즘을 이용한 방법들과 달리 후보변위를 통해 유
력한 탐색범위를 제한할 수 있으므로 효율적으로 해를 탐색할 수 있었고 교배 
연산시 제한된 해공간을 약간 확장하여 탐색할 수 있기 때문에 초기집단이 포
함하지 못한 정보를 찾아낼 수 있었다. 그리고 정합비용함수를 영역기반 정합
의 정합비용함수와 변위 평활성, 변위 순서성의 조합으로 정의하고 유전 알고
리즘의 목적함수로 사용함으로써 진화를 통해 정확한 결과를 얻을 수 있었다. 
  제안한 방법으로 경계선 부근이나 질감이 약한 영역에서의 오정합을 감소시
켰고 전체적으로 조밀한 변위도를 얻을 수 있음을 실험을 통하여 확인할 수 있
었다. 여러 가지 영상에 대해 실험을 한 결과 제안한 방법이 기존의 영역기반 
정합과 비교해 오정합의 빈도가 줄었고 오정합의 오차도 많이 감소시킨다는 사
실을 확인할 수 있었다. 이는 영역기반 정합의 장점인 전체적인 변위도의 정확
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도가 보장되는 동시에 영역기반 정합의 단점인 경계선 부근에서 오정합이 발생
하는 문제를 제안한 방법이 보완해준다는 것을 의미한다. 
  그러나 깊이 정보가 불연속적인 영상에 존재하는 거대한 폐색영역에서 오정
합이 발생하는 단점이 있었다. 따라서 제안한 방법에 깊이의 변화가 심한 영상
에 존재하는 큰 폐색영역을 검출하여 정확한 변위를 추정할 수 있는 방법에 연
구가 계속 되어야 하겠고 비용함수에 쓰이는 적당한 가중치를 자동으로 산출할 
수 있는 방법과 제안한 방법의 효율성과 정확성을 향상시킬 수 있는 경계선 검
출 방법 및 계산 시간 단축을 위한 연구도 계속 되어야하겠다.
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