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ABSTRACT
Indoor localization is a fundamental problem in location-based ap-
plications. Current approaches to this problem typically rely on
Radio Frequency technology, which requires not only supporting in-
frastructures but human eorts to measure and calibrate the signal.
Moreover, data collection for all locations is indispensable in exist-
ing methods, which in turn hinders their large-scale deployment. In
this paper, we propose a novel neural network based architecture
Graph Location Networks (GLN) to perform infrastructure-free,
multi-view image based indoor localization. GLN makes location
predictions based on robust location representations extracted from
images through message-passing networks. Furthermore, we in-
troduce a novel zero-shot indoor localization seing and tackle it
by extending the proposed GLN to a dedicated zero-shot version,
which exploits a novel mechanism Map2Vec to train location-aware
embeddings and make predictions on novel unseen locations. Our
extensive experiments show that the proposed approach outper-
forms state-of-the-art methods in the standard seing, and achieves
promising accuracy even in the zero-shot seing where data for
half of the locations are not available. e source code and datasets
are publicly available.1.
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Figure 1: An illustration of amulti-view image-based indoor
localization system. Current location of a user is predicted
with the query images (photos of the user’s surroundings).
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1 INTRODUCTION
Indoor localization seeks to localize a user or a device in an indoor
environment. Accurate indoor localization systems could enable
various applications, e.g., guiding users in an underground parking
lot to nd a space, and in a large airport to get to the right boarding
gate on time [41]; however, it remains to be an open challenge.
While Global Positioning System (GPS) has been widely adopted to
precisely localize a device in an outdoor environment with a 1- to 5-
meter localization accuracy [18], it cannot be simply applied indoors
since the GPS signal is signicantly weakened aer passing through
ar
X
iv
:2
00
8.
02
49
2v
1 
 [c
s.C
V]
  6
 A
ug
 20
20
roofs and walls. Researchers have explored other techniques such
as WiFi [39, 46], radio frequency identication (RFID) [16], optics
[25], acoustics [19] and magnetism [39]. However, most of the
existing approaches require additional infrastructures, such as WiFi
access points, RF transmiers, or specially-designed optic/acoustic
receivers. Moreover, manual periodic re-calibration is indispensable
for RF-based methods since the signals are prone to uctuation,
which in turn is harder to maintain.
Purely image-based approaches [11, 24, 30] are proposed to alle-
viate part of the deployment costs by utilizing only indoor images.
However, most of the existing methods still require special devices
to collect data [24] and utilize fully supervised models to make
predictions on each location [11, 30]. ese limitations cause their
approaches to be not only time-consuming but also labor-intensive
when deployed in large-scale indoor environments. In this context,
an interesting and fundamental question arises: is it possible to infer
the location of the user while data is collected for only several loca-
tions? To answer this question, we will consider zero-shot learning
where models recognize novel locations by transferring knowledge
learned from seen to unseen classes.
Multi-view images are photos of dierent views at indoor loca-
tions and comprise rich location contexts. To leverage this infor-
mation, a multi-view image- and geomagnetism-based localization
strategy is proposed in [26] to transform the problem of indoor
localization into a graph retrieval problem. However, they treat
dierent camera views as of equal importance, which is usually not
true especially when some views are similar and others are more
representative. For example, for two neighboring locations (within
one meter) at the same corridor, the views that parallel the corridor
are extremely similar while the perpendicular views may consist of
more identiable objects (e.g., dierent doors and windows). Treat-
ing them equally undermines the representativeness of their graph
features during retrieval. Moreover, the geomagnetic signals which
they rely on are unstable, hard to collect and prone to change with
time.
Recently, deep learning [22] has achieved remarkable success in
various areas, including but not limited to image-level understand-
ing [15, 40], object-level detection [31, 32], human-level estimation
[34, 44], text classication [4, 17] and audio understanding [45, 52].
To overcome the aforementioned problems, we exploit the strong
representation power of neural networks and propose an infras-
tructure free, neural network-based architecture Graph Location
Networks (GLN) to perform multi-view indoor localization. Given
photos of dierent views, GLN computes robust node represen-
tations by aggregating and updating features from neighboring
nodes, in which identiable features permeate the whole graph.
A location prediction is made by feeding the representations to
a single fully-connected layer. Our proposed approach requires
neither any infrastructure nor special devices but only a camera
phone to collect the photo database. In addition to evaluating on
the publicly available multi-view indoor dataset (i.e., ICUBE [26]),
we provide a benchmark dataset WCP that has been collected in
a shopping center. We show that our approach outperforms the
baseline and existing methods in terms of localization accuracy by
a large margin.
Furthermore, to motivate researches in reducing data collection
labor costs we introduce a novel task named zero-shot indoor local-
ization, in which half of the locations are masked during training
while a system is required to predict the precise user location. We
propose a three-step framework to tackle this task and demonstrate
the eciency of it by extending our GLN to a dedicated zero-shot
version. Specically, to transfer the knowledge from the seen loca-
tions to the unseen ones, we propose the Map2Vec mechanism that
trains location-aware embeddings for both seen and unseen classes
by incorporating their geometric contexts of the oor plan. ese
embeddings are then leveraged to train a compatibility function
that maps image-class pairs to scalar scores. Finally, a prediction is
made by picking out the best class maximizing the score function
of the query image. We demonstrate that, trained through the pro-
posed framework, our model not only surpasses the baseline by a
large margin but also achieves promising localization accuracy, e.g.,
56.3% 5-meter accuracy on the ICUBE dataset, while the query loca-
tions are never seen during training. To the best of our knowledge,
our work is the rst exploration of enabling zero shot recognition
for indoor localization.
e key contributions of our work are summarized as follows:
(a) We propose a novel, neural network based architecture Graph
Location Networks which performs eective, infrastructure-free
multi-view indoor localization. (b) We introduce zero-shot indoor
localization and propose a training framework to tackle it. We
demonstrate the eciency by extending our proposed architecture
to a dedicated zero-shot version. (c) We contribute an additional
multi-view image-based indoor localization dataset. Our extensive
experiments shows that the proposed approach signicantly out-
performs state-of-the-art methods in the fully supervised seing
and achieves competitive localization accuracy in the zero-shot
seing.
2 RELATEDWORK
2.1 Indoor Localization
Indoor localization has been a popular topic ever since the out-
door localization was mostly tackled [18]. Most of the previous
eorts rely on RF technology which requires additional transmit-
ters/receivers to estimate the location [16, 19, 25, 39, 46] or special
devices to collect data [8], causing large-scale deployment to be
costly and prohibitive. More recently and related to our work,
a multi-view image- and geomagnetism-based method has been
proposed to formulate indoor localization into a graph retrieval
problem [26]; however, it does not consider the dierence between
views and thus fails to capture a robust representation. While
purely image-based techniques do not require additional facilities,
they either need special devices to do data collection in advance
[24] or require a user to take photos with specic reference objects
[11]. erefore both are not ideal methods to achieve a pervasive
indoor positioning system. In addition, for all existing image-based
approaches it is inevitable to collect data of all locations of interest,
resulting in costly deployment for large-scale indoor environments.
In our work, to implement a truly infrastructure-free indoor local-
ization system, we adopt a purely image-based approach which does
not require any special device, only a camera phone, to construct
an image database. Furthermore, we introduce zero-shot indoor lo-
calization to reduce data collection labor costs. Note that while our
method is closely related to outdoor place recognition [3, 27, 43] and
is possible to incorporate corresponding techniques (e.g. NetVLAD
layer [3], contrastive loss [7] or 2D-3D hybrid method [36]) to
improve the performance, we focus on the graph-based location
network with zero-shot seing in this work and leave as possible
extensions in future work.
2.2 Graph-based Methods
2.2.1 Graph analysis. Graph has garnered a lot of aention
from researchers due to its nature of being suitable for representing
data in various real-life applications [54], including protein-protein
interaction [10], social relationship networks [14], natural science
[6, 35], and knowledge graphs [13]. e typical problems that graph
analysis is dealing with include node classication, link prediction
and clustering. Graph Neural Networks (GNNs) [5, 20, 48] have
become the de facto standard for processing graph-based data for
their ability to work on large-scale graphs by borrowing the ideas of
weight-sharing and local connections from Convolutional Neural
Networks (CNNs) [54].
2.2.2 Graph embedding. Nodes in a graph can be represented
as feature vectors by incorporating the information of the graph
topology and initial node feature [12]. In our work, we leverage
GNNs in two scenarios: (a) to perform message passing on a locally-
connected location graph for a more robust representation, and (b)
to train location embeddings to encode position information for all
locations to perform zero-shot recognition.
2.3 Zero-Shot Learning
Unlike traditional supervised learning, zero-shot learning aims to
recognize the instance classes that have never been seen by the
model during training [50]. ere has been an increasing interest
in zero-shot learning and its applications [21, 33, 49, 51] since it is
not unusual that data is only available for some classes. To transfer
knowledge to unseen classes, a compatibility function is learned
to relate semantic aributes to features [2, 42]. Specically, in
our work, we learn a compatibility function which maps image
features to the location embeddings, and the predicted location is
chosen as the one maximizing the compatibility score. Following
the denition in [50], we perform generalized zero-shot learning
since our search space contains both training and test classes during
testing.
3 METHODOLOGY
In this section, we rst formulate the indoor localization problem
under fully supervised seing, followed by introducing our pro-
posed method, Graph Location Networks (GLN), which serves as
the backbone under both seings. We then demonstrate how to
extend our approach to a dedicated zero-shot version to perform
indoor positioning on locations of unseen classes.
3.1 Problem Formulation
We formulate the image-based indoor localization problem as fol-
lows. Given x ∈ X that denotes a set of images and X the space of
all sets of images, we are to predict the location y ∈ Y for x, where
Y = {y1, ...,yk } is the set of all k locations. e goal is to learn a
function f : X → Y that maps the input x to the target class y. In
our seings, x comprises images of four dierent directions, i.e.,
images of the front, behind, right and le at a location.
3.2 Standard Graph Location Networks
e main idea of our proposed approach is that dierent views of
a location possessing distinct information can be used to form a
holistic representation. To take advantage of this, we formulate a
locally-connected graph in which features are being rened dur-
ing the message passing and nally producing a robust location
representation for classication. We dene Graph Location Net-
works (GLN) as an indoor localization approach which includes
three major modules: feature extraction module, location predic-
tion module, and especially message passing module to exploit the
aforementioned graph to make accurate location prediction. We
explain each module in detail in the following subsections. Figure
2 shows an overview of GLN.
3.2.1 Feature Extraction Module. Given a set of images of the
front, behind, right and le views x = {x1,x2,x3,x4} at a specic
location, we utilize a Convolutional Neural Networks based back-
bone φ that takes x as input to extract high-dimensional features
r = φ(x) = {r1, r2, r3, r4}, ri ∈ Rd , whered is the feature dimension.
e choice of the backbone network and hyperparameters of the
model are given in section 4.1.
3.2.2 Message Passing Module. We dene a quadrilateral graph
G = (V, E) for four views by V = {v1,v2,v3,v4} and E =
{e12, e23, e34, e41}, where ei j denotes an undirected edge between
nodes vi and vj . Node vi represents a specic direction and its
hidden state is initialized with ri of that direction. To obtain a
robust location representation, our system has to eectively exploit
and combine neighboring features. Graph Neural Networks (GNNs)
have been shown to be able to aggregate information of neighbor
nodes and update the node’s hidden state accordingly [20, 37]. We
employ GNNs to pass messages within the graph and rene the
hidden states of the nodes. Let hli ∈ RF and hl+1i ∈ RF
′ be the
hidden state of node i at layer l and l + 1, the updating procedure
of hidden state hi of node vi is dened as follows:
hli =
{
ri , if l = 1
σ
(∑
j ∈N(i) 1αi jW
l−1hl−1j
)
, otherwise
(1)
where N(i) denotes the set of neighboring nodes of node vi , σ is a
nonlinear activation function, αi j =
√|N(i)N(j)| is a normalization
constant andW l represents a shared weight matrix for node-wise
feature transformation at layer l .
However, each neighboring node (i.e., N(i)) should not have an
equal aect to node i , e.g., some neighbors may share more over-
lapped scenes than others. Aention mechanism [47, 48] has been
demonstrated to be eective to capture relational representation.
We introduce a graph self-aention mechanism to assign dierent
weights to each neighbor according to its importance to node i .
Specically, we update hi at layer l with the weight α li j , which is
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Figure 2: e architecture of our Graph Location Networks (GLN) based indoor localization system. First, features of the front,
behind, right and le views extracted through CNNs are taken as input by a multi-view quadrilateral graph. An attentional
message-passing algorithm is performed on the graph to extract robust location representation, which is then passed into a
fully-connected layer followed by a somax function to make prediction.
dened as follows:
α li j =
exp(σ (a[W lhli ,W lhlj ]))∑
k ∈N(i) exp(σ (a[W lhli ,W lhlk ]))
, (2)
where [·] denotes the concatenation operation, and a is a shared
aention mechanism that computes the importance of node j’s
feature to node i .
3.2.3 Location Prediction Module. Aer L layers of message-
passing the nal hidden states h are fused to form a single robust
representations xr as the following:
xr = [hL1 ,hL2 ,hL3 ,hL4 ]. (3)
xr is then passed into a single fully-connected layer mapping the
concatenated feature vector into the location space, followed by
a Somax function to generate a probability distribution over all
classes: p′ = f (Somax(FC(xr ))). We adopt the Somax loss as the
objective function as follows:
L = −
∑
i
pi log(p′i ), (4)
where p′i is the i-th row of p
′ and pi denotes the ground truth label
for location i .
3.3 Zero-Shot Graph Location Networks
In this section, we describe the proposed learning framework that
enables indoor localization models to perform zero-shot prediction.
We use our proposed GLN as the backbone model.
In the zero-shot seing, Y is divided into two disjointed sets:
Ys ⊂ Y,ys ∈ {y1, ...,yn } denotes a set of n seen classes, and Yu ⊂
Y,yu ∈ {yn+1, ...,yk } represents a set of (k − n) unseen classes,
where Y = Ys ∪Yu , Ys ∩Yu = ∅. Note that we assign Ys and Yu
alternately (one every other) on the map. Refer to Figures 3 for an
illustration.
For zero-shot indoor localization, the goal is to enable the system
to recognize photos of unseen classes Yu through training only on
photos of seen classes Ys . It is impossible to employ traditional
supervised learning methods to train a model that can recognize
the unseen classes without seeing them before. Instead, we leverage
the information that is available to both groups (i.e., oor plans) to
bridge them together. ere are three key steps to perform zero-shot
indoor localization: (a) training the Map2Vec location embeddings,
(b) learning a compatibility function with the embeddings and GLN,
and (c) performing zero-shot recognition.
3.3.1 Map2Vec Location Embedding. To overcome the afore-
mentioned problem, we propose the Map2Vec mechanism to learn
location-aware graph embeddings to correlate the seen and un-
seen classes. Figure 3(a) shows an illustration of this procedure.
For a given map (oor plan) with k locations, we dene a graph
G′ = (V ′, E ′) where each vertex v ′ represents a location and each
edge e ′ is a path between locations. Similar to GLN in the stan-
dard seing, we adopt the Graph Neural Networks as in Eq. 1 to
train graph structure-aware node embeddings and initialize each
of the hidden states using the coordinate oi ∈ R2 for location i .
Aer L layers of message-passing, we extract the nal hidden state
hLi ∈ Rk as the location embedding for class yi : ψ (yi ).
3.3.2 Compatibility Function. To take advantage of the learned
location embeddings, we aim at doing knowledge transfer so that
the indoor localization knowledge can be transferred from seen to
unseen classes. To carry out the knowledge transfer, we utilize a
compatibility function F : X × Y → R which is a mapping from
an image-class pair to a scalar score for the specic class. Figure
3(b) shows an illustration of learning the compatibility function.
Since only the samples from seen classes are used for learning the
compatibility function, it should be in a class-agnostic form. We
follow [42] and dene the compatibility function in a bilinear form
as follows:
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Output: Map2Vec Location Embedding
(0,0) (1,0)
(2,-1)
(2,-2)
(0,1)
(0,2)
(2,2)
(2,1)
(3,2) (4,2)
(3,0) (4,0)
(4,1) (6,1)
(6,2)
(6,0)
(6,-1)
(6,-2)
(5,0)
(2,0)
GLNs
Image Rep.
FC 
Layer
FC 
Layer
(a) (b) (c)
Prediction:
Unseen Seen Seen
Training:
GLNs
Unseen Seen
Figure 3: e key steps for training a zero-shot indoor localization model. (a) Train Map2Vec location embeddings for a given
map (oor plan). (b) Learn a compatibility functionwith only the seen classes (circles withoutmultiplication sign). (c) Perform
zero-shot prediction by assigning an input to the location that maximizes the compatibility function. Dotted lines mean that
the edge information is not available during testing. e ”GLNs” block can be replaced with any indoor localization model.
F (x ,ys ) = ϕ(x)>Wψ (ys ), (5)
where ϕ(x) ∈ Rd is the image representation of an image x from
seen classes,ψ (ys ) ∈ Rk is the location embedding of a seen class
ys andW ∈ Rd×k is the weights that we are actually learning. In
this context,W is in fact our GLN that takes in d-dimensional image
representation and output k-dimensional logits. Similar to standard
indoor localization, we adopt cross entropy loss as the objective
function.
3.3.3 Zero-Shot Recognition. Once the compatibility function
is learned, we can utilize it to make predictions on unseen classes.
Refer to Figure 3(c) for an illustration. Zero-shot indoor localization
is achieved by assigning the query image a location class y∗ that
maximizes F (x ,y):
y∗ = arg max
y∈Y
F (x ,y), (6)
Unlike [42], we predict on all possible locations y ∈ Y instead of
on only unseen classes Yu to simulate real-world scenarios.
4 EXPERIMENTS
In this section, we conduct extensive experiments to evaluate the
proposed method. Towards this aim, we rst explain the implemen-
tation details, evaluation datasets and metrics. We then compare
our GLN based indoor localization systems with existing models
under both standard and zero-shot seings.
4.1 Implementation Details
We implement our model based on PyTorch [29] framework and
train on a single NVIDIA Titan X. To extract image representa-
tion, we adopt ResNet-152 [15] and utilize o-the-shelf weights
from torchvision package of PyTorch. We employ data aug-
mentation technique to randomly ip, rotate by 10 degrees and
resize to 256 × 256 pixels, followed by randomly cropping a patch
of 224 × 224 pixels. e output of the CNNs is a 2,048-dimensional
feature for each image (d = 2048). For both of our standard GLN
and zero-shot GLN, we adopt Graph Convolutional Networks [20]
as the backbone of message passing process and the aention mech-
anism in Graph Aention Networks (GATs) [48], and we utilize
the implementation provided by PyTorch Geometric [9]. An undi-
rected edge is implemented with two directed edges of opposite
directions in the experiments. We observe one layer of message
propagation (L = 1) empirically gives the best performance. e
dimension of the latent representation hli is 256. We utilize ReLU
nonlinear activation for the original GLN and adopt LeakyReLU
for the aentional GLN at each layer, while both are followed by a
batch normalization layer and a dropout layer to stabilize training.
Aention mechanism a is implemented with a single FC layer. We
train the model in an end-to-end manner with learning rate 3×10−4
with Adam optimizer of the exponential decay rate 0.9 and 0.999
for the rst- and the second-moment estimates respectively.
4.2 Evaluation Datasets and Metrics
We evaluate our proposed method on two datasets: ICUBE [26] that
is publicly available and WCP that is collected by ourselves.
1 meter interval
Figure 4: An illustration of WCP dataset where the red ver-
tices represent locations, and black edges denote the adja-
cency of vertices. Note that the locations are not draw to
scale and are for illustrative purposes only.
4.2.1 ICUBE dataset. e ICUBE dataset contains 2,896 pho-
tos of 214 locations in an academic building. For standard indoor
localization, to perform a fair comparison, we closely follow the
original paper [26] to divide the dataset into a training set of 1,712
images and test set of 1,184 images. While in the zero-shot seing,
we set aside 1,368 images of 102 locations as seen classes, where
1,092 of them are for training and the other 276 of them are for val-
idation during training the compatibility function. e remaining
1,528 images of 112 locations are set as unseen classes to be used in
zero-shot recognition.
4.2.2 WCP dataset. e WCP dataset consists of 3,280 photos
of 394 locations in a shopping center. We assign 2,624 images for
training and the other 656 images for testing in the standard indoor
localization experiment. In the zero-shot seing, 1,696 images
of 204 locations are assigned as seen classes, in which 1,360 and
336 of them are for training and validation compatibility function,
respectively. e other 1,584 images of 190 locations are unseen
classes. Overall, WCP is more dicult than ICUBE due to its higher
number of classes and more complicated scenes such as shops and
restaurants. Both datasets are collected in 1-meter distance interval
and have a corresponding map that has vertices of locations and
edges of adjacency. Figure 4 shows an illustration of the WCP
dataset.
4.2.3 EvaluationMetrics. We report one-meter-level accuracy
and Cumulative Distribution Function of localization error
(CDF@k) at distance k. For zero-shot indoor localization, to per-
form a more detailed evaluation of the models’ strengths and weak-
nesses, we utilize multiple metrics including CDF@k, Recall@k
that sees if the ground truth presents in top k predictions ordered
by condence scores, and Median Error Distance (MED) which
calculates the error distance of 50-percentile predictions. Note that
the distance unit is 1-meter for CDF and MED.
4.3 antitative Results
4.3.1 Standard Indoor Localization. To compare with existing
indoor localization methods, we choose not only those that are
purely based on images but also those based on signals. Pedes [23]
Figure 5: e cumulative distribution function (CDF) curves
of the localization error of the previous and our approaches
in standard indoor localization setting on ICUBE dataset.
Dataset Method Meter-level Accuracy
ICUBE
Pedes [23] 58.30%
Magicol [39] 69.20%
Matching [30] 75.00%
MVG [26] 82.50%
GLN-STA 93.92%
GLN-STA-ATT 90.88%
MALL-1† Sextant [11] 47%
MALL-2‡ GeoImage [24] 53%
WCP GLN-STA 79.88%
GLN-STA-ATT 79.88%
Table 1: Performance comparisonwith state-of-the-artmod-
els on ICUBE, WCP and the respective MALL datasets. Re-
sults of previous approaches on ICUBE are taken from [26],
while results on distinct MALL datasets are taken from their
respective papers. †MALL-1 consists of 108 locations and
686 images. ‡Mall-2 contains 20,000 images (locations).
is a pedestrian dead reckoning localization method using inertial
sensors. Magicol [39] incorporates geomagnetic eld and WiFi
signal to perform indoor positioning. Matching [30] performs image
comparison by scoring with multiple o-the-shelf algorithms. MVG
[26] is a multi-view localization method via graph retrieval based
on images and geomagnetism. Note that Magicol and MVG are
not purely image-based methods. GLN-STA is our original GLN
and GLN-STA-ATT is the GLN with self aention mechanism. e
upper part of Table 1 shows the meter-level accuracy compared to
existing image-based methods, where our GLN variants surpass
the others with signicantly higher within one-meter accuracy on
the ICUBE dataset and improve the state-of-the-art by 13.8%.
We observe that the usage of aention mechanism does not help
on both datasets. Note that the scale of our quadrilateral graph
Dataset Method
Recall@k CDF@k
MED
k=1 k=2 k=3 k=5 k=10 k=1 k=2 k=3 k=5 k=10
ICUBE
Baseline-coord 0.00 0.01 0.02 0.03 0.03 3.53 3.73 5.96 11.65 23.95 23.00
GLN-ZS 8.12 14.40 22.78 30.89 46.60 19.90 33.77 45.81 56.28 74.87 3.76
GLN-ZS-ATT 8.38 14.92 23.30 32.20 45.81 18.59 34.55 43.71 55.24 73.04 4.09
WCP
Baseline-coord 0.00 0.00 0.00 0.00 0.00 1.01 1.01 2.78 3.79 8.84 27.00
GLN-ZS 2.02 6.06 7.83 12.37 24.75 8.84 13.38 17.42 22.98 50.25 9.97
GLN-ZS-ATT 2.02 4.55 8.33 13.64 24.50 9.09 13.38 19.70 25.00 51.52 9.93
Table 2: Results of zero-shot indoor localization in comparison of Recall@k, CDF@k and Median Error Distance (MED) on
ICUBE and WCP datasets. Note that numbers of recall and CDF are in % (the higher the better), while the numbers of median
error distance are in meter (the lower the better). MED results are estimated with linear interpolation.
is very dierent from the common graph datasets (e.g. citation
networks [38], WebKB graphs [1]) that have thousands of nodes
and edges. Moreover, it was observed in [28, 53] that the common
instantiation of the aention mechanism on GNNs (i.e. GATs) does
not necessarily bring performance boost over standard GCNs on
distinct graph datasets. erefore, more investigation into the way
of instantiating and applying graph aention mechanism in our
architecture is needed and we leave it as our future work.
Figure 5 shows the full localization error curve (CDF@k), where
our GLN perform consistently beer than previous approaches,
regardless of the requirement of infrastructures.
We also list the additional results of the previous approaches
that cannot be reproduced to evaluate on our datasets due to their
infrasture requirements.2 Sextant [11] leverages image matching
algorithms to identify and match with the pre-selected reference
objects. GeoImage [24] performs image matching against a geo-
referenced 3D image dataset. eir localization accuracy on the
respective shopping mall datasets and our GLN variants on the
WCP dataset is showed at the lower part of Table 1. Our GLN-
variants achieve signicantly beer localization performance than
the previous methods without any infrastructure requirement.
4.3.2 Zero-Shot Indoor Localization. To simulate the real-word
case, while we only perform the localization on data of unseen
classes Yte , we still make predictions on all possible locations.
To demonstrate that our proposed approach helps in zero-shot
localization, we implement a baseline method Baseline-coord that
utilize the coordinates o but not the Map2Vec location embeddings
ψ (y) to train the compatibility function. Baseline-coord uses the
same standard GLN as the backbone architecture.
e experimental results of zero-shot indoor localization on
the ICUBE and WCP dataset are shown in table 2. GLN-ZS is the
original GLN and GLN-ZS-ATT is the aentional GLN, both in the
zero-shot seing. On both datasets, GLN-ZS and GLN-ZS-ATT
outperform the baseline approach by a large margin. In specic
on the ICUBE dataset, GLN-ZS signicantly outperforms Baseline-
coord by achieving 56.3% 5-meter accuracy (CDF@5) and median
2Note that since they were evaluated on distinct shopping center datasets, the results
may not be directly comparable and serve for reference purposes.
Figure 6: e cumulative distribution function (CDF) curves
of the localization error of the zero-shot indoor localization
experiments on ICUBE (le) and WCP (right) datasets.
error of 3.76 meters, which are considered promising since all test
locations are never seen during training.
Similar to the observation in the experiments of the standard
seing, GLN-ZS-ATT has similar performance to GLN-ZS on both
ICUBE and WCP. In addition to the possible reasons we discussed
in the previous section, we nd that it may also results from the
relatively monotonic scenes in the ICUBE dataset so that the aen-
tion mechanism does not help much on distinguishing views. In
contrast, GLN-ZS-ATT has slight performance improvements over
GLN-ZS in terms of CDF@k and MED on WCP.
Overall, compared to experiments on ICUBE, both variants of
GLN perform less powerful on the metrics, presumably due to
higher variance of scenes and a larger number of classes.
Figure 6 shows the full CDF@k curves of zero shot GLN variants
and Baseline-coord, where ours perform consistently beer. For
example on the ICUBE dataset, GLN-ZS shows strong performance
improvements ranging from 3.1 to 5.6 times higher CDF@k than the
baseline, demonstrating the benet of the Map2Vec embedding. In
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Figure 7: alitative results of zero-shot indoor localization on ICUBE (the top row) and WCP (the bottom row) dataset. e
rst two columns show examples of successful localization cases by utilizing the adjacency of seen classes to unseen classes,
where the red, blue and green circles represent three adjacent locations. e last column shows examples of unsuccessful
localization cases where our system is misled, especially when there are more query photos lacking distinguishable features.
addition, as mentioned above, GLN-ZS-ATT is shown to have more
consistent performance improvements over GLN-ZS especially on
the harder WCP dataset.
4.4 alitative Results for Zero Shot GLN
To beer identify the strengths and weaknesses of our proposed
zero-shot approach, we perform qualitative analysis for GLN-ZS
in zero-shot indoor localization seing. e le two columns of
Figure 7 show examples of successful localization where the correct
prediction is made by inferring that the location (e.g., location 114
in Fig. 7(a)) of the query images is between two neighboring seen
locations (e.g., location 113 and 115) by referring to the Map2Vec
location embeddings. While some of the views that parallel cor-
ridor are extremely similar (e.g., the second view of Fig. 7(d) and
(e)), our model is able to extract robust representation by passing
identiable features from neighboring views (e.g., the rst view
of Fig. 7(d) and (e)) to infer the correct location. However, our
system could still be misled especially when there are more query
photos lacking distinguishable features. e last column (Fig. 7(c)
and (f)) shows unsuccessful localization cases where more images
contain no distinguishable features. For instance, in Fig. (c) the rst
query photo consists of mostly a white wall and the second photo
contains merely the surface of a cabinet.
5 CONCLUSION
In this paper, we rst propose a novel neural network based archi-
tecture, namely Graph Location Networks (GLN) to perform multi-
view indoor localization. GLN takes in photos of dierent views
and make location predictions based on robust location representa-
tions with the message-passing mechanism. To reduce prohibitive
labor cost when deployed in large-scale indoor environments, we
introduce a novel task named zero-shot indoor localization and
propose a eective learning framework which is used to adapt GLN
to a dedicated zero-shot version to make predictions on unseen
locations. We evaluate our proposed approach not only on the
publicly available ICUBE dataset but also on our own benchmark
dataset WCP that we make publicly available to facilitate researches
in multi-view indoor localization systems. Experimental results
show that our proposed method achieves state-of-the-art results in
the standard seing and performs well with promising accuracy in
the zero-shot seing.
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