We consider the following combinatorial search problem: we are given some excel- We verify a conjecture of Katona by proving that in the r-round version we need to ask rn 1/r + O(1) queries for fixed r and this is sharp.
Introduction
In the most basic model of combinatorial search theory Questioner needs to find a special element x of {1, 2, ..., n}(=: [n]) by asking minimal number of questions of type "does x ∈ F ⊂ [n]?". Special elements are usually called defective; in this paper, following [6] we call them excellent. There are many generalizations of this very basic model, one can find many directions and results in the following survey papers and books: [1, 2, 3, 4, 5] .
We call the complexity of a specific combinatorial search problem the number of the questions needed to ask by Questioner in the worst case during an optimal strategy.
For every combinatorial search problem there are at least two main approaches: whether it is adaptive or non-adaptive. In the adaptive scenario Questioner asks questions depending on the answers for the previously asked questions, however in the non-adaptive version Questioner needs to pose all the questions at the beginning.
A possible intermediate scenario is when there are r rounds for some integer r ≥ 1 fixed at the beginning and Questioner can pose questions in the i th round (1 ≤ i ≤ r) depending on the answers for the questions posed in the first i − 1 rounds. Note that the non-adaptive version is the one-round version, and in the adaptive version there are infinitely many rounds (however it is easy to see that at most n (or some function of n) rounds are enough for most of the combinatorial search problems). There are results in the literature, when authors provide a solution for an adaptive search problem that also solves the r-round version of that problem for some r. However we could only find few examples (see e.g. [7] ) where the focus of the research is how the complexity changes depending on the number of rounds. Our results fit into this line of research.
The paper is organized as follows: in Subsections 1.1 and 1.2 we state our results and in Section 2 we prove them. Finally we make some remarks and pose some questions.
The model
A question of R. Chambers was answered by G.O.H. Katona [6] , who determined a sharp (up to constant terms) result for the complexity of the adaptive, non-adaptive and 2-round versions of the following model.
• Input: [n] with some (possibly zero) excellent elements.
• Question: is there an excellent in A ⊂ [n]?
• Goal: find an excellent element or state that there is none.
We denote the r-round version of this problem by P (n, ?, 1, r) and denote by |P (n, ?, 1, r)| its complexity. We also consider that variant of the previous model (and denote by P (n, ?, d, r)), when Questioner should find (at least) d excellent elements (or state that there are at most d − 1), and also use the notation |P (n, ?, d, r)| for the complexity of the latter problem.
Results
In the following theorem we verify a conjecture of Katona ([6] , Conjecture 1) by determining the complexity of P (n, ?, 1, r) almost exactly. Theorem 1. For any r, n ≥ 1 we have:
We have a larger gap in case we want to find more excellent elements.
Theorem 2. For any r ≥ 1 and n ≥ d ≥ 2 we have:
However note that for two rounds the upper and lower bounds are asymptotically equal as n tends to infinity.
Corollary 3. For any n ≥ d ≥ 2 we have:
2 Proofs
Proof of Theorem 1
First we prove the upper bound. To do this we describe an algorithm (given by Katona [6] ). In the first round Questioner partitions [n] into ⌈n 1/r ⌉ parts such that their sizes differ by at most one. Then he asks all of these parts except one, C which is one of the smaller parts. Then he picks one of the parts that were answered yes, or if there is no such part, then he picks C. In the next round he continues on the picked part recursively, i.e. he partitions it into ⌈n 1/r ⌉ parts such that their sizes differ by at most one and asks all but one of the smaller parts, and so on. In the last round if all the previous answers were no, he changes the algorithm and asks all the parts instead. It is easy to see that in the last round the parts are of size at most one, thus he finds an excellent element if there is any, and that in each round at most ⌈n 1/r ⌉ queries were asked.
To prove the lower bound we describe a strategy for Adversary to force Questioner to ask at least r(n 1/r − r−1 r − 1) questions before reaching his goal. First we introduce the following notation. For 1 ≤ i ≤ r let F i be the family of the queries asked by the Questioner in round i and k i := |F i |. Let F Y i ⊂ F i be the family of queries that are answered yes by Adversary, and let F N i ⊂ F i be the family of those queries that are answered no (and so
, the set of those elements that are known to be not excellent after round i. Informally we can forget about them, and restrict the underlying
the set of the queries answered yes during the first i rounds restricted to [n] \ G i , m i := min{|G| : G ∈ G i } the cardinality of the smallest set in G i and n i :
(with n 0 = n, and the latter inequality is an easy consequence of the fact that k i ≥ 0). We remark that when we describe how Adversary answers the queries in round i, we use only information that Adversary has at that point. For example, k 1 , . . . , k i are known, but k i+1 is not known after Questioner poses the questions in round i.
When an element appears in a query that is answered no, we know that that element cannot be excellent, thus it does not matter if a later query contains it or not. Hence we can assume without loss of generality that no elements of G i appear in a member of F j for j > i.
The proof of the lower bound for the case of two rounds by Katona essentially consists of two steps. First it is shown that the first round of queries can be answered (by Adversary) in a way that either m 1 is large or all the answers are no and |G 1 | is relatively small.
Afterwards it is shown that in the last round if F Y 1 is not empty, at least m 1 − 1 queries are needed, or if F Y 1 is empty, then at least n − |G 1 | queries are needed. Here in Lemma 4 we extend the first step to more rounds and for sake of completeness we reprove the lemma about the last step (Lemma 5).
Now we show how Adversary should answer during the first r − 1 rounds. Lemma 4. Adversary can answer F 1 , . . . , F r−1 such a way that for all 1 ≤ t ≤ r − 1 we have either:
• all the answers are no in the first t rounds and |G t | ≤ n − n t .
Proof. We use induction on t and let us consider round t. If t = 1, then Adversary orders the elements of F 1 in the following way:
• let H 1 := F 1 be one of the smallest sets in F 1 ,
.., F i−1 } be such that the cardinality of
j=i F j is as small as possible. Note that the sets H i are disjoint from each other.
After this if there is no i with |H i | ≥ n 1 + 1, then Adversary answers no for all questions in F 1 and we clearly have
However if there is an i with |H i | ≥ n 1 + 1, then Adversary chooses the smallest such i and answers no to F j if j < i and yes if j ≥ i. So each query in F Y 1 contains a least
and we are done with the case t = 1.
So assume that t ≥ 2 and first consider the case when Adversary answered in the previous rounds only no answers. Then -by induction -there are at least n t−1 elements we do not know anything about. Adversary restricts the queries to those elements, and do the same as in the first round. That results in either that m t − 1 ≥ n t−1 /(k t + 1) ≥ n t or only no answers and at least n t−1 /(k t + 1) ≥ n t many elements still not appearing in any queries. Now we assume that Adversary answered yes at least once in the first t − 1 rounds, and then every element of G t−1 has size at least n t−1 . In this case Adversary essentially do the same as in the first round, so orders the elements of F t the following way (note that every element of F t is in the complement of G t−1 ):
• let H 1 := F 1 be one of the smallest sets in F t , and
Let us assume first that there is an i with |H i | ≥ n t + 1, and consider the smallest such i. Then Adversary answers no to F j if j < i and yes if j ≥ i. Then each query in F Y t contains a least |H i | ≥ n t + 1 elements not in ∪ i−1 j=1 H j . This means those members of G t that correspond to queries in round t have indeed size at least n t + 1. The other members -by induction -had size at least n t−1 + 1 before the round, and at most | ∪ i j=1 H j | ≤ k t n t elements were moved to G t , thus deleted from them in the current (t th ) round. Then at least n t + 1 remains in each.
If there is no such i, then Adversary answers no to every query. As earlier there was a yes answer, we still have to show that n t ≤ m t − 1, but this time we do not have to deal with the new queries. For the earlier queries the same argument works: at most | ∪ i j=1 H j | ≤ k t n t elements were deleted from each set in G t−1 and we are done with the proof of Lemma 4.
The following lemma, which deals with the last round is essentially the generalization of Lemma 3.6 in [6] , however we provide a proof somewhat more compact than the one in [6] , since we want to generalize the argument during the proof of Theorem 2. This is compatible with the previous answers using that m r−1 ≥ 2, and also with the new answers, a contradiction.
To
As |n \ (G r−1 ∪ x)| < n − |G r−1 |, since x ∈ G r−1 by induction we know that Questioner should ask at least m r−1 − 1 queries and we are done with the proof of Lemma 5.
So Lemma 5 and Lemma 4 shows that we have that
− r is a lower bound on |P (n, ?, 1, r)|. Using some reorganization and the inequality of arithmetic and geometric means we have:
and we are done with the lower bound and with the proof of Theorem 1.
More excellent elements, proof of Theorem 2
The upper bound is given by a straightforward extension of the algorithm constructed in In the first round there are k queries, in any of the later rounds there are at most d⌈(n/k) 1/(r−1) ⌉ queries, which give altogether at most
queries, that proves the upper bound.
For the lower bound we prove the generalizations of Lemma 5 and Lemma 4, but we need to modify Adversary's strategy for round r − 1. We use the notation introduced in the proof of Theorem 1. Additionally, for a family F of subsets of [n] and 1
and for 1 ≤ i ≤ d and 1 ≤ t ≤ r − 1 let
We also assume that the members of F t are in the complement of G t−1 .
Lemma 8. Adversary can answer F 1 , . . . , F r−2 such a way that for all 1 ≤ t ≤ r − 2 either
• all the answers are no in the first t rounds and |G t | ≤ n − n t , or
Proof. We use induction on t and let us consider round t (with G 0 = ∅).
We say that a family A ⊂ F t is good if there are no i ≤ d and A 1 , ..., A i ∈ F t \ A with
To prove Lemma 8 first we need the following claim:
Claim 9. There is a good family A with
Proof. One can build a good family the following greedy way. Starting with the empty family, at the first step we pick A 1 1 , ..., A 1
For s ≥ 2 in the s th step we pick
If there are no such sets, let A := A s−1 , that is obviously a good family. As F t is a finite set, in finitely many steps we arrive to the later case.
We will show that for every s ≥ 0 we have | ∪ A s | ≤ |A s |n t . We prove it by induction on s. It obviously holds for s = 0. Let us assume it holds for s − 1, and consider the last step.
We remark that the above claim holds with strict inequality except if the only good family is the empty family.
In the t th round Adversary answers no to all queries in A, where A is a good family satisfying Claim 9 (i.e. F N t := A) and yes for all queries in F t \ A. Note that in case d = 1 it is a more general and compact form of writing down what Adversary does in (the proof of) Lemma 4, Now we continue the proof of Lemma 8. We have 2 main cases:
Case 1: Adversary gave no answers for all the queries in the first t − 1 rounds.
Case 1/a: If F N t = F t . By induction we know that |G t−1 | ≤ n − n t−1 and by Claim 9 we have | ∪ F t | ≤ |F t |n t , which proves |G t | ≤ n − n t using that n t−1 ≥ (k t + 1)n t .
Case 1/b: If F N t = F t . By the goodness of F N t we are done.
Case 2: Adversary gave at least one yes answer during the first t − 1 rounds. We want to prove that for any
Note that by definition we have n t−1 ≥ (k t + 1)n t .
Case 2/a:
Case 2/b: If there is 1 ≤ e ≤ i with A 1 , ..., A e ∈ G t−1 and A e+1 , ..., A i ∈ F t \ F N t . In this case we know by the induction on t that
and by Claim 9 that
and we are done with the proof of Lemma 8.
Now we deal with the penultimate round. Let n ′ r−1 := ⌊n r−2 /(k r−1 + d)⌋.
Lemma 10. Adversary can answer F r−1 such a way that either
• all the answers are no in the first r − 1 rounds and
We state this lemma separately in order to emphasize that Adversary modifies the strategy for the penultimate round. However, the proof is essentially the same, thus we only give a sketch here. Questioner asks a one-element set {x} in the r th round. We can suppose that all members of G r−1 that contain x have cardinality at least two, since otherwise Questioner should not ask {x} in the r th round. Adversary will answer no to {x}, and puts it into G r−1 and delete from the queries in G r−1 and from the queries that were asked in the r th round and contained x. Let us denote by G ′ r−1 and F ′ r these families. This operation is compatible with all the previous answers (since it can be the case that all the elements in 
Questions, Remarks
To finish this article we pose a couple questions:
• The first one is about the statement of Theorem 2. It would be interesting to find the same multiplicative factor of n 1/r in a lower and an upper bound thus determine the asymptotic of |P (n, ?, d, r)|.
Note that in the case r = ⌈log n⌉ (so basically in the adaptive case) Theorem 1 does not give back the adaptive result of Katona([6] ).
• It would be interesting to determine the asymptotics of |P (n, ?, d, r)|, when r or d is a function of n that goes to infinity with n.
• In this paper we assumed nothing in advance about the number of excellent elements.
One could consider different models where we know that there are exactly, at most, or at least e excellent elements in [n].
