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CONCENTRATION ET RANDOMISATION UNIVERSELLE DE
SOUS-ESPACES PROPRES
par
Rafik Imekraz
Re´sume´. — Nous de´veloppons une the´orie de randomisation multidimensionnelle dans les espaces de Lebesgue
Lp a` partir des ine´galite´s de Kahane-Khintchine-Marcus-Pisier. De fac¸on pre´cise, nous obtenons un the´ore`me
de type Maurey-Pisier en termes de matrices ale´atoires, a` savoir que la randomisation multidimensionnelle est
universelle dans Lp. Ensuite, se pose la question de de´terminer des conditions ne´cessaires et suffisantes de
convergence presque suˆre des combinaisons ale´atoires de fonctions propres propres du Laplacien dans les espaces
de Lebesgue Lp d’une varie´te´ riemannienne compacte (le ce´le`bre the´ore`me de Paley-Zygmund re´pond a` la
question pour les tores). Nous proposons une nouvelle me´thode qui permet de re´pondre a` cette question lorsque
les fonctions conside´re´es ont des proprie´te´s de concentration. Comme application, nous e´tudions la the´orie Lp
presque suˆre des varie´te´s compactes, harmoniques sphe´riques et oscillateur harmonique. Nous e´crirons aussi les
injections de Sobolev probabilistes associe´es au sens de Burq et Lebeau et obtiendrons des solutions globales en
re´gime sur-critique a` l’e´quation cubique des ondes sur une varie´te´ compacte sans bord de dimension 3.
Abstract. — We develop a theory of multidimensional randomization in Lebesgue spaces Lp with the aid of
Kahane-Khintchine-Marcus-Pisier inequalities. More precisely, we obtain a result in the spirit of Maurey-Pisier’s
theorem which involves random matrices and proves that the multidimensional randomization is universal in
Lp. Then, we deal with the question of studying necessary and sufficient conditions to get the almost sure
convergence in Lp of random linear combinations of eigenfunctions in a compact Riemannian manifold (the
famous Paley-Zygmund theorem gives the answer for tori). We introduce a new method which solves the
problem if the considered eigenfunctions have some concentration property. We give several applications like the
almost sure Lp convergence for compact manifolds, spherical harmonics and the harmonic oscillator. We also
get probabilistic Sobolev embeddings in the sense of Burq and Lebeau and we obtain global solutions for the
supercritical cubic wave equation on a boundaryless compact 3-manifold.
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0. Introduction
L’objet de ce travail est l’e´tude de la convergence dans les espaces Lp(X), avec p ∈ [1,+∞[, des combi-
naisons ale´atoires de modes propres des ope´rateurs de type Laplace-Beltrami sur une varie´te´ riemannienne
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compacte X (ou oscillateur harmonique −∆ + |x|2 sur X = Rd). Ce type de proble`me prend sa source dans
le the´ore`me de Paley-Zygmund [44, 45] : si l’on conside`re une suite (an)n∈Z appartenant a` `2(Z) et une
suite (εn)n∈Z de variables ale´atoires inde´pendantes suivant une loi 12 -Bernoulli a` valeurs dans {−1,+1} alors
la se´rie de Fourier ale´atoire
∑
n∈Z εnane
inx de´finit presque suˆrement un e´le´ment de Lp(T) pour tout re´el
p ∈ [1,+∞[. La randomisation permet ainsi un gain d’inte´grabilite´ alors qu’il n’y a e´videmment aucun gain
de re´gularite´ dans l’e´chelle des espaces de Sobolev Hs(T). Le the´ore`me de Paley-Zygmund doit eˆtre compare´
a` l’injection de Sobolev H
1
2− 1p (T) ⊂ Lp(T) valide pour tout re´el p ≥ 2. Les de´monstrations du the´ore`me de
Paley-Zygmund utilisent ge´ne´ralement l’ine´galite´ de Khintchine. L’ouvrage [32] de Kahane contient de nom-
breux re´sultats importants dans ce the`me et introduit notamment des versions banachiques de l’ine´galite´
de Khintchine, a` savoir les ine´galite´s de Kahane-Khintchine (voir plus loin (4)). Citons maintenant trois
re´sultats connus concernant la randomisation dans les espaces de Lebesgue.
Le premier re´sultat, qui peut eˆtre vu comme une conse´quence des ine´galite´s de Kahane-Khintchine, e´nonce
ceci : pour toute suite (un)n∈N de Lp(X) ou` X est un espace mesure´ σ-fini, on a l’e´quivalence
(1)
∑
εnun converge presque suˆrement dans L
p(X) ⇔
√∑
n∈N
|un|2 ∈ Lp(X).
Un the´ore`me de Maurey permet d’ailleurs de remplacer Lp(X) par n’importe quel treillis de Banach qui
dispose de la proprie´te´ de cotype fini ([40, pages 21-22] et [37, Theorem 1.d.6, Corollary 1.f.9]).
Le deuxie`me re´sultat est ce que nous appellerons le the´ore`me de randomisation universelle de Maurey-
Pisier [41, corollaire 1.3] (pour le distinguer des autres the´ore`mes de [41]). Ce dernier assure, avec les meˆmes
notations, que les convergences des se´ries ale´atoires
∑
εnun et
∑
gnun dans L
p(X) sont e´quivalentes ou`
(gn)n∈N de´signe une suite i.i.d. de gaussiennes suivant une loi NC(0, 1). En fait, le the´ore`me de randomisation
universelle de Maurey-Pisier permet de remplacer Lp(X) par un espace de Banach complexe de cotype fini
et les gaussiennes gn par des variables ale´atoires centre´es plus ge´ne´rales (voir l’appendice C pour des rappels
et e´nonce´s pre´cis).
Le troisie`me re´sultat a e´te´ obtenu par Figa`-Talamanca et Rider qui ont pu remplacer le tore T par un
groupe compact quelconque G dans le the´ore`me de Paley-Zygmund ([24, Theorem 4] et [25, Corollary 4]). On
pourra aussi consulter [23]. Dans [39], Marcus et Pisier ont re´solu le proble`me de la convergence presque suˆre
des se´ries de Fourier dans L∞(G) et leur analyse permet de retrouver les re´sultats dans l’e´chelle des espaces
Lp(G) avec p ∈ [1,+∞[ a` l’aide d’une version multidimensionnelle des ine´galite´s de Kahane-Khintchine. On
qualifiera ces dernie`res d’ine´galite´s de Kahane-Khintchine-Marcus-Pisier (voir plus loin (51)).
Re´cemment, ces proble`mes ont ressurgi en conside´rant les fonctions trigonome´triques x 7→ einx non pas
comme les caracte`res du groupe abe´lien compact T mais plutoˆt comme les modes propres de l’ope´rateur de
Laplace-Beltrami d
2
dx2 . Deux types de re´sultat ont notamment motive´ cette re´surgence :
i) les bases hilbertiennes ale´atoires de modes propres ont des proprie´te´s non triviales comme l’ergodicite´
quantique [64, 48] ou des estimations de normes Lp bien meilleures que celles des bases hilbertiennes
“canoniques” [47, 10].
ii) l’e´tude des e´quations non-line´aires de type Schro¨dinger ou ondes sur une varie´te´ riemannienne compacte
X avec des conditions initiales a` faible re´gularite´ dans les espaces de Sobolev Hs(X) (on parle de
re´gime sur-critique) est un proble`me difficile quand dim(X) est grand. La randomisation donne un
gain d’inte´grabilite´ qui permet de construire des solutions qui sont hors d’atteinte avec les me´thodes
de´terministes actuelles. Ces travaux concernent les constructions de mesures de Gibbs (voir les articles
[4, 5, 11, 20, 59, 6, 7, 8] et leurs re´fe´rences) ou les conditions initiales ale´atoires plus ge´ne´rales
[13, 14, 15, 46, 12]. Concernant ces derniers articles, on pourra consulter le se´minaire Bourbaki [18].
Les deux points pre´ce´dents ont meˆme e´te´ combine´s dans [19] : de Suzzoni a e´tudie´ l’e´quation cubique des
ondes sur la sphe`re S3 a` l’aide d’une base hilbertienne ale´atoire de L2(S3).
Il est donc le´gitime d’e´tudier la randomisation non plus sur un groupe compact mais sur une varie´te´
riemannienne compacte X (que l’on supposera toujours lisse, sans bord, munie de sa mesure volume µ et de
dimension d ≥ 2). E´tant donne´es une famille orthonorme´e (φn)n≥0 de L2(X) constitue´e de fonctions propres
de l’ope´rateur de Laplace-Beltrami ∆ sur X et une fonction∑
n≥0
anφn ∈ L2(X), (an) ∈ `2(N),
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on s’inte´resse a` la convergence presque suˆre dans Lp(X) de la se´rie ale´atoire
∑
εnanφn. Bien entendu, le
crite`re (1) re´pond a` la question de fac¸on the´orique mais il n’est pas du tout e´vident de le traduire en un
comportement asymptotique sur la suite des coefficients (an)n∈N. Sans surprise, cette e´tude est intimement
lie´e a` la suite des normes ‖φn‖Lp(X). En fait, nous verrons que c’est l’e´ventuelle concentration des fonctions
φn qui rentre en jeu. Rappelons les re´sultats connus. Tzvetkov montre ce que l’on appellera par la suite une
injection de Sobolev probabiliste (selon la terminologie introduite par Burq et Lebeau dans [10]) : pour tout
re´el p ≥ 2 il existe un re´el explicite δ(d, p) > 0 tel que
(2)
∑
n≥0
anφn ∈ Hδ(d,p)(X) ⇒
∑
n≥0
εnanφn converge p.s. dans L
p(X).
Avant de donner l’expression de δ(d, p), signalons que l’on a l’ine´galite´ δ(d, p) ≤ d
(
1
2 − 1p
)
et donc (2)
ame´liore l’injection de Sobolev de´terministe Hd(
1
2− 1p )(X) ⊂ Lp(X). Par construction (voir [60, Theorem
4]), le nombre δ(d, p) vient des ine´galite´s de Sogge [52] que nous rappelons : si l’on a ∆φn = −λ2nφn, avec
λn > 0 alors on a
(3) ∀n ∈ N? ‖φn‖Lp(X) ≤ C(X, p)λδ(d,p)n , δ(d, p) :=
{
d−1
2
(
1
2 − 1p
)
si 2 ≤ p ≤ 2(d+1)d−1 ,
d−1
2 − dp si 2(d+1)d−1 ≤ p ≤ +∞,
ou` C(X, p) > 1 ne de´pend que de X et p. Le cas p = ∞ est duˆ a` Avakumovicˇ, Levitan et Ho¨rmander [29]
et les ine´galite´s (3) sont optimales pour X = Sd. Dans [1, Theorem 1], Ayache et Tzvetkov obtiennent un
e´clairage gaussien du the´ore`me de Paley-Zygmund, a` savoir l’e´quivalence pour tout p ∈ [2,+∞[ des deux
assertions suivantes :
i) les fonctions propres φn sont uniforme´ment borne´es dans L
p(X),
ii) pour toute suite complexe (an)n∈N, la fonction gaussienne ale´atoire
∑
n≥0 gnanφn appartient presque
suˆrement a` Lp(X) si et seulement si (an)n∈N appartient a` `2(N).
Lorsque les fonctions φn ne sont pas uniforme´ment borne´es dans L
p(X), Ayache et Tzvetkov posent la
question de de´terminer en fonction des coefficients an, la borne supe´rieure des re´els p ∈ [2,+∞[ tels que la
se´rie ale´atoire
∑
gnanφn converge presque suˆrement dans L
p(X). Sans aucune information sur les fonctions
φn, cette question est trop ge´ne´rale et Ayache et Tzvetkov examinent les modes propres radiaux ψn de
l’ope´rateur Laplacien ∆ avec condition de Dirichlet au bord sur la boule ouverte unite´ Bd(0, 1) de Rd.
Il s’ave`re que les fonctions ψn ne sont pas uniforme´ment borne´es dans L
p(Bd(0, 1)) pour p  1, et l’on en
de´duit l’existence de suites (an)n∈N ∈ `2(N) telles que la se´rie ale´atoire gaussienne
∑
gnanψn diverge presque
suˆrement dans Lp(Bd(0, 1)). Il s’agit la` d’une diffe´rence majeure avec le the´ore`me de Paley-Zygmund sur le
tore T. Bien que la boule Bd(0, 1) ne soit pas compacte, l’analyse pre´ce´dente se transfe`re sans proble`me aux
fonctions propres zonales de l’ope´rateur de Laplace-Beltrami sur la sphe`re Sd. Dans le cas des fonctions ψn,
Ayache et Tzvetkov obtiennent une re´ponse partielle [1, Theorem 4]. Dans [28] apparaissent deux ide´es qui
vont jouer un roˆle important dans notre travail :
i) d’une part, Grivaux remarque que le the´ore`me de randomisation universelle de Maurey-Pisier assure
l’e´quivalence des convergences des se´ries ale´atoires
∑
εnanψn et
∑
gnanψn.
ii) d’autre part, Grivaux re´pond a` la question de Ayache et Tzvetkov en utilisant la concentration des
fonctions ψn en l’origine 0 ∈ Rd.
Les deux pre´ce´dentes ide´es ont e´te´ exploite´es dans [30] par Robert, Thomann et l’auteur pour l’oscillateur
harmonique −∆ + |x|2 sur Rd qui est un exemple fondamental d’ope´rateur a` spectre discret. La nouveaute´
avec l’oscillateur harmonique est que l’on peut atteindre presque suˆrement des fonctions dans Lp(Rd) a` partir
de distributions qui ne sont meˆme pas des fonctions (on pre´cisera ce point plus loin).
Ajoutons que, dans les papiers pre´ce´dents, apparaˆıt souvent l’astuce d’examiner des modes propres invari-
ants par syme´trie afin de re´duire un proble`me multidimensionnel a` un proble`me unidimensionnel. De fac¸on
inde´pendante, des travaux font intervenir la notion de randomisation multidimensionnelle sur une varie´te´ rie-
mannienne compacte X en tenant compte de la de´composition spectrale de l’ope´rateur de Laplace-Beltrami
sur L2(X). Cette notion apparaˆıt sous des formes en apparence diffe´rente, dans les travaux de Shiffman
et Zelditch [51, 64], dans celui de Burq et Lebeau [10] ainsi que dans celui de Robert et Thomann [47]
(pour l’oscillateur harmonique sur Rd) avec des arguments de “concentration de la mesure” et de “grandes
de´viations”. C’est dans l’article [10] que le terme “injection de Sobolev probabiliste” apparaˆıt pour la
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premie`re fois pour exprimer rigoureusement le gain d’inte´grabilite´ obtenu par la randomisation. Meˆme
si cela n’est pas explicitement e´crit, il nous semble qu’un des inte´reˆts du papier [10] est pre´cise´ment de
s’e´manciper de l’astuce, cite´e plus haut, de conside´rer des modes propres invariants par syme´trie. C’est ainsi
que Burq et Lebeau obtiennent un re´sultat d’existence locale pour l’e´quation semi-line´aire des ondes sur une
varie´te´ riemannienne compacte en re´gime sur-critique et leurs solutions ne sont pas spectralement supporte´es
par des sous-suites particulie`res de fonctions propres.
Nous pre´senterons un cadre unifie´ qui nous permettra d’atteindre les trois buts suivants :
But 1 : e´crire une the´orie de randomisation multidimensionnelle dans les espaces Lp avec des hypothe`ses
optimales de moment en termes de matrices ale´atoires. Nous conside´rerons des espaces mesure´s σ-finis
quelconques.
But 2 : proposer une nouvelle me´thode d’interpolation et de dualite´ afin de re´soudre une version plus
forte du proble`me de Ayache et Tzvetkov lorsque les fonctions φn ont des proprie´te´s de concentration. En
l’occurrence, nos arguments permettent d’obtenir des conditions ne´cessaires et suffisantes de convergence
presque suˆre de la se´rie ale´atoire
∑
εnanφn dans L
p(X) en fonction des coefficients an. Ces conditions,
quoique plus de´licates a` obtenir que le calcul de la borne supe´rieure des re´els p ≥ 1 convenables, s’exprimeront
tre`s facilement en assimilant chaque fonction φn a` sa restriction sur sa zone de concentration. En application,
nous obtiendrons des “injections de Sobolev probabilistes” au sens de Burq et Lebeau qui seront optimales
dans diverses configurations.
But 3 : de´montrer l’existence de “beaucoup” de solutions globales en re´gime sur-critique a` l’e´quation
cubique des ondes sur une varie´te´ riemannienne compacte sans bord de dimension 3 dans l’esprit de [15, 10,
19] a` l’aide de nos nouvelles estimations.
La trame logique de nos contributions est de´crite dans les parties 1 et 2 (mode`le the´orique) et les parties
3, 4, 5 et 6 (applications). Afin de faciliter la lecture de nos applications, nous avons fait le choix d’e´crire la
quasi-totalite´ des preuves apre`s la partie 6. Nous avons par ailleurs ajoute´ quelques appendices.
La partie 1 est de´volue a` l’e´tude the´orique d’un proce´de´ de randomisation multidimensionnelle associe´
a` une suite (En)n∈N de sous-espaces de dimension finie de L2(X), ou` X est un espace mesure´ σ-fini
muni d’une mesure µ. Pour tout p ∈ [1,+∞[, nous de´finirons un espace de Lebesgue probabiliste, note´
PLp(X,⊕En), qui sera un sous-espace vectoriel de
∏
nEn. Le cas dim(En) = 1, pour tout n ∈ N, est
le plus simple a` de´crire : une suite (un)n∈N appartient a` l’espace PLp(X,⊕En) si et seulement si la se´rie
ale´atoire
∑
εnun converge presque suˆrement dans L
p(X). Ces suites (un)n∈N sont caracte´rise´es par le crite`re
de´terministe (1). Dans la the´orie unidimensionnelle, les ine´galite´s de Kahane-Khintchine, que nous rappelons,
sont tre`s importantes : pour tous re´els p > q ≥ 1, il existe une constante Kp,q ≥ 1 telle que, pour tout espace
de Banach B et tous e´le´ments u0, . . . , uN ∈ B, les moments des variables ale´atoires
∥∥∥∑Nn=0 εnun∥∥∥
B
sont du
meˆme ordre de grandeur au sens suivant
(4) E
[∥∥∥∥∥
N∑
n=0
εnun
∥∥∥∥∥
q
B
] 1
q
≤ E
[∥∥∥∥∥
N∑
n=0
εnun
∥∥∥∥∥
p
B
] 1
p
≤ Kp,qE
[∥∥∥∥∥
N∑
n=0
εnun
∥∥∥∥∥
q
B
] 1
q
.
D’apre`s Borell et Latala-Oleszkiewicz, on peut estimer pre´cise´ment les nombres Kp,q mais nous n’aurons
besoin que des ine´galite´s Kp,q ≤ Kp,1 ≤ K√p valides pour une constante universelle K > 0 ([35, Part
3.III]). Pour e´tudier la randomisation dans Lp(X) dans un cadre multidimensionnel, nous devrons remplacer
de fac¸on ade´quate les variables de Bernoulli εn par des matrices ale´atoires qui suivent une loi uniforme
dans un groupe orthogonal ou unitaire. L’ide´e de base est tout simplement de faire tourner chaque un de
fac¸on uniforme dans la sphe`re de En de centre 0 et de rayon ‖un‖L2(X). Cela apparaˆıt dans les travaux
de Shiffman-Zelditch, Burq-Lebeau et Robert-Thomann. Mais notre approche est tre`s diffe´rente et repose
sur la version multidimensionnelle des ine´galite´s (4), a` savoir les ine´galite´s de Kahane-Khintchine-Marcus-
Pisier que nous avons mentionne´es plus haut. L’ide´e maˆıtresse de notre article est que ces ine´galite´s sont
pre´cise´ment celles qui permettent d’aborder de fac¸on satisfaisante la randomisation multidimensionnelle avec
des hypothe`ses optimales de moments sur un espace mesure´ σ-fini quelconque. Un des inte´reˆts esthe´tiques
de notre approche est l’unification de la randomisation unidimensionnelle classique et la randomisation
multidimensionnelle aborde´e par les pre´ce´dents auteurs. Pour exprimer un crite`re de´terministe analogue a`
(1), on doit de´finir la fonction spectrale e(n, ·) du sous-espace En :
∀x ∈ X e(n, x) := sup{|u(x)|2, u ∈ En ‖u‖L2(X) = 1}.
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Si φn,1, . . . , φn,dn est une base hilbertienne de En alors on ve´rifie aise´ment l’e´galite´ suivante (voir (9))
e(n, x) = |φn,1(x)|2 + · · ·+ |φn,dn(x)|2.
En particulier, on a ∫
X
e(n, x)dµ(x) = dim(En).
On verra que toute information lie´e a` l’ale´a est code´e dans le comportement des fonctions e(n,·)dim(En) . Par
exemple, le the´ore`me 1.3 donnera la caracte´risation suivante des espaces de Lebesgue probabilistes :
(un)n∈N ∈ PLp(X,⊕En) ⇔
√∑
n∈N
‖un‖2L2(X)
e(n, x)
dim(En)
∈ Lpx(X).
Plus important, le the´ore`me 1.3 est l’analogue multidimensionnel du the´ore`me de randomisation universelle
de Maurey-Pisier sur Lp(X) : nous serons capables d’utiliser des matrices ale´atoires beaucoup plus ge´ne´rales
que celles qui suivent une loi uniforme a` valeurs dans un groupe orthogonal ou unitaire. En pre´cisant une
ine´galite´ de matrices ale´atoires due a` Latala, nous donnerons des exemples naturels de matrices ale´atoires
convenables. Expliquons maintenant pourquoi les arguments de concentration de la mesure et les estime´es
de grandes de´viations sont inutilisables dans notre article : ces derniers ne´cessitent d’utiliser des variables
ale´atoires sous-gaussiennes (qui ont donc des moments de tout ordre), or nous travaillons avec un nombre
fini de moments. Ces arguments sont utilise´s par les pre´ce´dents auteurs (sauf Marcus et Pisier dans [39])
pour estimer des probabilite´s mais nous pre´fe´rerons estimer des inte´grales et des espe´rances (ce qui ne
ne´cessitera que le the´ore`me de Fubini et les ine´galite´s de Kahane-Khintchine-Marcus-Pisier). Nos arguments
sont inspire´s du livre [39] mais diffe`rent en ceci que la the´orie L∞ est essentiellement me´trique tandis que
la the´orie Lp, avec p < ∞, autorise a` travailler dans des espaces mesure´s. On verra meˆme dans l’annexe D
que notre analyse n’utilise en re´alite´ que la structure de treillis de Banach de cotype fini de Lp(X).
Dans la partie 2, on s’inte´resse aux proprie´te´s de dualite´ et d’interpolation des espaces de Lebesgue
probabilistes PLp(X,⊕En). A priori, on s’attend a` ce que le dual de PLp(X,⊕En) soit PL
p
p−1 (X,⊕En) et
l’on espe`re que les espaces PLp(X,⊕En) soient stables par interpolation complexe et re´elle. En fait, cela
s’ave´rera faux pour la randomisation des fonctions zonales sur la sphe`re Sd (voir la partie 5) : on n’a pas de
dualite´ et l’interpolation se re´alise seulement si p parcourt ] 2dd−1 ,+∞[. Nous avons cependant des re´sultats
positifs : les the´ore`mes 2.1 et 2.2 donnent des hypothe`ses pratiques sur les fonctions spectrales e(n, ·) qui
assurent les proprie´te´s attendues de dualite´ et d’interpolation. La preuve montrera que PLp(X,⊕En) est
un re´tracte de l’espace de Bochner-Lebesgue Lp(X, `2(N)), ce qui nous rame`nera a` ces derniers espaces.
Mais pour y arriver, nous serons oblige´s de justifier la continuite´ de certains projecteurs de Lp(X, `2(N)) a`
l’aide d’un nouveau crite`re de R-bornitude sur Lp(X). Les notions de re´tracte et de R-bornitude, que nous
rappellerons plus loin, peuvent paraˆıtre abstraites mais elles sont incontournables sous une forme ou une
autre (cela est formalise´ par la proposition 10.6). C’est a` ce moment qu’interviendra l’hypothe`se abstraite
(5) sup
n∈N
√
e(n, x)∥∥∥√e(n, ·)∥∥∥
Lp(X)
∈ Lp,∞x (X),
ou` Lp,∞x (X) est l’usuel espace L
p faible. La contribution la plus importante ce travail est la mise en e´vidence
que (5) est ve´rifie´ dans des exemples importants issus de la physique mathe´matique ou` les fonctions e(n, ·)
se concentrent sur une meˆme re´gion de X. Revenons au proble`me de Ayache et Tzevtkov. Sous sa forme
originelle, il se reformule ainsi : si l’on conside`re une suite (an)n∈N ∈ `2(N), peut-on de´terminer la borne
supe´rieure des re´els p ≥ 1 tels que (anφn) ∈ PLp(X,⊕Cφn) ? Nous allons e´tudier la version plus forte
: peut-on de´crire explicitement PLp(X,⊕Cφn) ? Si |φn| se concentre sur une partie An ⊂ X avec une
amplitude αn > 0, alors il est le´gitime d’espe´rer l’e´quivalence suivante pour toute suite complexe (an)n∈N√∑
n∈N
|anφn|2 ∈ Lp(X) ⇔
√∑
n∈N
|anαn1An |2 ∈ Lp(X).
En partitionnant les parties An en sous-parties disjointes, la condition du membre droit est explicite et
re´soudrait le proble`me graˆce au crite`re (1). Si l’approximation de |φn| par αn1An n’est pas bonne, alors
l’e´quivalence pre´ce´dente est difficile a` prouver. L’hypothe`se (5), avec e(n, x) = |φn(x)|2, a vocation a` mesurer
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le reste de cette approximation et les arguments de dualite´ et l’interpolation sont alors utiles pour simplifier
les calculs.
La partie 3 est basique et pre´pare les parties 4 et 5. On e´tudie le cas ou` X est une varie´te´ riemannienne
compacte sans bord munie de sa mesure volume µ. Les sous-espaces En seront, par exemple, des sous-espaces
propres de l’ope´rateur de Laplace-Beltrami ∆. Les espaces PLp(X,⊕En) s’identifieront a` des sous-espaces de
distributions sur X. Ensuite, la proposition 3.4 donnera une condition ne´cessaire et suffisante sur les fonctions
spectrales e(n, ·) afin d’obtenir un re´sultat de type Paley-Zygmund, a` savoir que les espaces PLp(X,⊕En)
co¨ıncident avec L2(X). Cela se produira si les densite´s de probabilite´ 1dim(En)e(n, ·) se localisent uniforme´ment
sur la varie´te´ compacte X ou si les isome´tries de X agissent de fac¸on transitive (par exemple si X est un
produit fini de sphe`res ou de groupes de Lie).
Dans la partie 4, on continue l’e´tude sur une varie´te´ riemannienne compacte X. Suivant une ide´e de Burq
et Lebeau, on montrera qu’il existe un choix naturel de sous-espaces En ⊂ L2(X) pour lesquels le the´ore`me de
Paley-Zygmund est ve´rifie´. En caricaturant, on peut dire que presque toute fonction dans L2(X) appartient
a` Lp(X) pour tout p ∈ [1,+∞[. Nous retrouverons ainsi un re´sultat obtenu dans [10] mais nous obtiendrons
aussi l’information duale : l’espace des distributions sur X qui appartiennent presque suˆrement a` L1(X) est
pre´cise´ment L2(X). Il s’agit du the´ore`me de Paley-Zygmund pousse´ dans ces derniers retranchements sur
une varie´te´ riemannienne compacte sans bord quelconque. Avec a` peine un peu plus de re´gularite´, presque
toute fonction appartenant a` ∪s>0Hs(X) est continue (cela ge´ne´ralise un cas connu sur Td et ame´liore de
dimX
2 de´rive´es l’injection de Sobolev). On utilisera ce dernier fait et la randomisation multidimensionnelle
pour l’e´quation cubique des ondes en re´gime sur-critique sur une varie´te´ riemannienne compacte. Comparons
notre re´sultat aux travaux cite´s plus haut :
varie´te´ existence nature de la hypothe`se de re´fe´rence
riemannienne temporelle randomisation moments
sans bord, dim 3 locale unidimensionnelle moments pairs [13]
sans bord, dim 3 locale multidimensionnelle grandes de´viations [10, The´ore`me 14]
T3 globale unidimensionnelle grandes de´viations [15]
S3 globale unidimensionnelle grandes de´viations [19]
sans bord, dim 3 globale multidimensionnelle moment d’ordre 3 notre re´sultat
Notre partie de´terministe est la meˆme que dans [15] et [19]. La randomisation multidimensionnelle nous
libe´rera de la recherche d’une base de fonctions propres uniforme´ment borne´es dans tout espace Lp(X).
En fait, toute base hilbertienne (non force´ment constitue´e de modes propres) adapte´e a` la de´composition
L2(X) =
⊕
n≥0En sera convenable. Cette ide´e apparaˆıt sous une forme diffe´rente dans [10, The´ore`me 14]
mais notre randomisation de conditions initiales est plus ge´ne´rale et fait intervenir des matrices ale´atoires
dont les moments d’ordre 3 sont uniforme´ment borne´s. A` notre connaissance, [13] est l’un des seuls articles
ou` apparaˆıt l’ide´e d’utiliser des variables ale´atoires avec une hypothe`se de finitude de moments (au lieu
d’invoquer des estimations de grandes de´viations). Mais le lemme 4.2 de [13] oblige a` conside´rer des moments
qui sont ne´cessairement des entiers pairs. Nos arguments probabilistes sont diffe´rents et prouvent que le bon
moment est pre´cise´ment l’ordre de la non-line´arite´, c’est-a`-dire 3.
Le lecteur devra attendre la partie 5 pour avoir des exemples concrets ou` les espaces PLp(X,⊕En)
sont diffe´rents de L2(X). Nous e´tudierons en de´tail les deux exemples les plus importants d’harmoniques
sphe´riques sur la sphe`re Sd, d ≥ 2, a` savoir la suite (Yn)n≥1 des fonctions “de plus haut poids” qui se
concentrent sur une ge´ode´sique et la suite (Zn)n≥1 des fonctions zonales qui se concentrent sur deux poˆles
oppose´s. Les fonctions Yn ne ve´rifient pas le the´ore`me de Paley-Zygmund : la fonction
∑
n≥2
1√
n ln(n)
Yn
appartient a` L2(Sd) tandis que la se´rie ale´atoire
∑
n≥2
εn√
n ln(n)
Yn diverge presque suˆrement dans L
p(Sd) pour
tout p > 2. Quant aux fonctions Zn, elles sont uniforme´ment borne´es dans L
p(Sd) pour tout p ∈ [1, 2dd−1 [, et
l’on a donc d’apre`s Ayache-Tzvetkov la convergence presque suˆre de la se´rie ale´atoire
∑
εnanZn dans L
p(Sd)
pour toute suite (an)n≥1 ∈ `2(N?). Dans le cas p > 2dd−1 , le meilleur re´sultat atteignable avec les me´thodes
connues serait la formule de Grivaux ([28] et (36)) qui exprime de fac¸on explicite le nombre
pc := sup
p ≥ 2dd− 1 , ∑
n≥1
anZn ∈ PLp(Sd,⊕CZn)
 ,
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en fonction des coefficients (an)n≥1. Cela nous donne le sche´ma
∑
εnanZn converge
p.s. dans Lp(Sd)
∑
εnanZn diverge
p.s. dans Lp(Sd)
p
1 2 2dd−1 pc +∞
Il reste a` de´cider ce qui se passe en pc, c’est-a`-dire si pc est un maximum ou non. Nous justifierons
rigoureusement que l’on peut assimiler |Zn| a` sa restriction Z˜n sur la boule de rayon 1n centre´e en l’un des
poˆles de syme´trie afin d’obtenir l’encadrement suivant pour tout p > 2dd−1 :∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
≤
∥∥∥∥∥∥
√∑
n≥1
|anZn|2
∥∥∥∥∥∥
Lp(Sd)
≤ C(d, p)
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
,
ou` C(d, p) ≥ 1 ne de´pend que de d et p. Comme les normes dans L p2 (Sd) des fonctions ∑n≥1 |anZ˜n|2 sont
calculables explicitement, le crite`re (1) re´soudra comple`tement la question si l’on a pc >
2d
d−1 . Nos preuves
utilisent les proprie´te´s de concentration des fonctions Yn et Zn, les re´sultats abstraits d’interpolation et de
dualite´ de´veloppe´s dans la partie 2 et en particulier le the´ore`me de Marcinkiewicz afin de corriger des facteurs
logarithmiques : une bornitude Lp → Lp e´quivaut a` une bornitude Lp → Lp,∞ de`s lors que p parcourt un
intervalle ouvert. Graˆce a` leurs descriptions, les espaces de Lebesgue probabilistes des fonctions Yn et Zn
pourront eˆtre compare´s aux espaces de Sobolev Hs(Sd) (c’est-a`-dire que l’on e´crira des injections de Sobolev
probabilistes). Il apparaˆıtra que l’exposant δ(d, p) de l’injection de Sobolev probabiliste (2) de Tzvetkov est
optimal.
Dans la partie 6, nous e´tudions la randomisation multidimensionnelle de la de´composition hilbertienne
L2(Rd) =
⊕
n∈N
Ed,n en sous-espaces propres de l’oscillateur harmonique multidimensionnel −∆ + |x|2. Au
niveau de l’analyse du spectre, l’oscillateur harmonique est souvent compare´ aux sphe`res et surtout aux
varie´te´s de Zoll. Cependant, l’e´tude des fonctions propres est tre`s diffe´rente. L’analyse Lp probabiliste de
l’oscillateur harmonique multidimensionnel a e´te´ entame´e dans [30] avec le proce´de´ de randomisation
unidimensionnelle en utilisant seulement des estime´es dans Lp(Rd) de la fonction spectrale de Ed,n. Pour
reme´dier a` la nature multidimensionnelle de l’oscillateur harmonique et obtenir des re´sultats inde´pendants
d’une base hilbertienne spe´cifique, une condition de controˆle (“squeezing condition”) a e´te´ impose´e sur les
coefficients des se´ries ale´atoires dans les papiers [46, 47, 48] et a e´te´ ame´liore´e dans [30] en tenant compte
du principe de contraction. C’est cette condition de controˆle qui fait apparaˆıtre la fonction spectrale dans le
cadre de la randomisation unidimensionnelle. Notre approche nous permet d’obtenir les nouveaux points :
• la proposition 6.1 dit, en premie`re approximation, que la fonction spectrale du sous-espace propre Ed,n
se concentre uniforme´ment sur la boule Bd(0,
√
2n+ 1). Ce re´sultat, essentiellement optimal, nous permettra
de de´crire les espaces PLp(Rd,⊕Ed,n). Comme fait frappant, les inclusions de ces espaces sont inverse´es par
rapport a` celles attendues pour les varie´te´s compactes : si une distribution tempe´re´e appartient presque
suˆrement a` Lp1(Rd) alors elle appartient presque suˆrement a` tous les espaces Lp2(Rd) avec p2 ∈ [p1,+∞[. Le
the´ore`me de Paley-Zygmund est donc ve´rifie´ et l’on peut meˆme parler d’un effet re´gularisant de l’oscillateur
harmonique.
• nous e´crirons les injections de Sobolev probabilistes de la famille (Hs(Rd))s∈R des espaces de Sobolev de
l’oscillateur harmonique. Pour tout re´el p ∈]2,+∞[, rappelons que l’on a l’injection de Sobolev de´terministe
Hd( 12− 1p )(Rd) ⊂ Lp(Rd). Le the´ore`me 2.2 de [30] montre, sous les conditions de controˆle e´voque´es ci-dessus,
que presque toute distribution appartenant a` un sous-espace strict, note´ Z−d(
1
2− 1p )
ϕ (Rd), de H−d( 12− 1p )(Rd)
appartient a` Lp(Rd). Pour la randomisation multidimensionnelle, les conditions techniques de controˆle sont
inutiles et le the´ore`me 6.4 donnera l’inclusion H−d( 12− 1p )(Rd) ⊂ PLp(Rd,⊕Ed,n), c’est-a`-dire que presque
toutes les distributions dans H−d( 12− 1p )(Rd) appartiennent a` Lp(Rd). Nous invoquerons aussi le the´ore`me
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2.2 de dualite´ de´veloppe´ dans la partie 2 afin d’obtenir gratuitement l’inclusion duale PL
p
p−1 (Rd,⊕Ed,n) ⊂
Hd( 12− 1p )(Rd).
Les appendices contiennent des rappels sur des notions classiques dans la the´orie des espaces de Banach qui
permettent de donner un e´clairage sur certains de nos re´sultats : type, cotype, the´ore`me de Maurey-Pisier,
treillis complet de cotype fini et suites basiques inconditionnelles.
En re´sume´, la randomisation multidimensionnelle avec des matrices ale´atoires est un point de vue in-
trinse`que qui e´vite la recherche de bases hilbertiennes spe´cifiques ou les conditions de controˆle sur des coeffi-
cients. En outre, cela permet d’unifier plusieurs cadres diffe´rents avec des hypothe`ses optimales de moment.
Enfin, la me´thode d’interpolation et de dualite´ des espaces de Lebesgue probabilistes permet d’obtenir plus
ou moins facilement des re´sultats que l’on pourrait probablement obtenir directement mais en faisant usage
d’astuces techniques et spe´cifiques aux situations rencontre´es.
Conventions. Dans cet article, on fera les conventions suivantes
• la lettre d sera re´serve´e pour de´signer la dimension des espaces en jeu (Rd, Sd ou plus ge´ne´ralement une
varie´te´) et sera supe´rieure ou e´gale a` 2.
• on notera C une constante universelle supe´rieure ou e´gale a` 1 qui peut changer d’une ligne a` l’autre.
• on notera C(d, p) une constante supe´rieure ou e´gale a` 1 qui ne de´pend que des parame`tres d et p et qui
peut changer d’une ligne a` l’autre.
• si A et B sont deux nombres re´els, la formule A . B signifiera qu’il existe une constante universelle C ≥ 1
telle que A ≤ CB. De meˆme, l’assertion A & B signifie B . A.
• on e´crira A ' B si l’on a A . B et B . A.
• si l’on fait intervenir des parame`tres d et p, alors on notera A .d,p B pour signifier qu’il existe une
constante C(d, p) ≥ 1 qui ne de´pend que de d et p telle que A ≤ C(d, p)B. On de´finit de meˆme les
symboles &d,p et A 'd,p.
Par exemple, une assertion de la forme
∀n ∈ N An 'd,p Bn,
signifiera
∃C(d, p) ≥ 1 ∀n ∈ N An
C(d, p)
≤ Bn ≤ C(d, p)An.
1. Universalite´ de la randomisation multidimensionnelle dans Lp
Dans la suite, (Ω,F ,P) de´signera un espace probabilise´ de re´fe´rence (par exemple Ω = [0, 1] muni de
la mesure de Lebesgue sur la tribu bore´lienne) et l’on notera ω les e´le´ments de Ω ainsi que E l’ope´rateur
d’espe´rance. Sauf pre´cision ulte´rieure, X de´signera un espace mesure´ σ-fini muni d’une mesure µ. Les espaces
de Banach Lp(X), avec p ≥ 1, seront conside´re´s sur le corps C. On pourrait aussi raisonner avec le cas re´el
mais le cas complexe nous paraˆıt plus ge´ne´ral et plus naturel. Le moyen le plus basique de randomiser une
suite (un)n≥0 d’e´le´ments de Lp(X), est de conside´rer la se´rie ale´atoire∑
n≥0
εnun,
ou` (εn)n≥0 est une suite de variables ale´atoires inde´pendantes de loi 12 -Bernoulli a` valeurs dans {−1, 1}. En
fait, on peut remplacer cette loi par beaucoup d’autres sans changer la nature de la se´rie ale´atoire. Afin de
situer le re´sultat de randomisation que nous allons pre´senter plus loin, commenc¸ons par e´noncer dans le cas
unidimensionnel un the´ore`me plus ou moins bien connu vis-a`-vis de l’optimalite´ de ses hypothe`ses.
The´ore`me 1.1. — Conside´rons un re´el p ∈ [1,+∞[ et une suite de variables ale´atoires Xn : Ω → R
inde´pendantes, centre´es et ve´rifiant
(6) sup
n∈N
E[|Xn|max(2,p)] < +∞ et inf
n∈N
E[|Xn|] > 0.
Pour toute suite (un)n≥0 de Lp(X), les proprie´te´s suivantes sont e´quivalentes :
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i) la fonction x 7→
√∑
n≥0
|un(x)|2 appartient a` Lp(X),
ii) la se´rie ale´atoire
∑
εnun converge presque suˆrement dans L
p(X),
iii) la se´rie ale´atoire
∑
Xnun converge presque suˆrement dans L
p(X).
L’exposant max(2, p) est optimal en toute ge´ne´ralite´ dans (6) (par exemple si Lp(X) = `p(N)). Si l’on
conside`re des variables ale´atoires Xn a` valeurs complexes, alors il faut remplacer l’hypothe`se “centre´e” par
“syme´trique au sens complexe” : pour tout re´el α ∈ R les variables eiαXn et Xn ont la meˆme loi.
La conside´ration de variables ale´atoires Xn non ne´cessairement identiquement distribue´es prendra tout
son sens lorsque nous examinerons plus loin des matrices ale´atoires de tailles diffe´rentes (qui ne peuvent donc
pas avoir la meˆme loi). Au niveau de la the´orie des espaces de Banach, l’e´quivalence i) ⇔ ii) est classique et
peut eˆtre montre´e graˆce aux ine´galite´s de Kahane-Khintchine (dans Lp(X) et C) et le the´ore`me de Fubini.
L’e´quivalence ii) ⇔ iii) prend certainement sa source dans [41, corollaire 1.3] ou` Lp(X) est ge´ne´ralement
remplace´ par un espace de Banach de cotype fini. L’exposant max(2, p) vient d’ailleurs du fait que Lp(X)
est un espace de Banach de cotype max(2, p). On trouvera dans l’appendice C les de´finitions et re´sultats
classiques sur les espaces de cotype fini, notamment le the´ore`me de randomisation universelle de Maurey-
Pisier (The´ore`me C.3) qui e´claire le the´ore`me 1.1 au prix d’un le´ger affaiblissement de la condition (6).
Comme nous travaillons sur Lp(X) et non sur un espace de Banach de cotype fini quelconque, nous nous
sommes rendu compte que nous pouvions e´crire une preuve du the´ore`me 1.1 sans faire intervenir la notion
de cotype et qui n’utilise essentiellement que les ine´galite´s de Kahane-Khintchine. Nous ne connaissons pas
de re´fe´rence e´crite mais la preuve en question n’est certainement pas nouvelle. Cela dit, c’est cette preuve
que nous allons adapter dans un cadre multidimensionnel en invoquant les ine´galite´s de Kahane-Khintchine-
Marcus-Pisier. Le lecteur inte´resse´ par une preuve simple du the´ore`me 1.1 pourra lire les arguments du
the´ore`me 1.3 avec dn = 1 et les appendices A et B. Rappelons aussi que l’optimalite´ des moments nous
interdit d’invoquer des arguments de grandes de´viations (ces dernie`res ne´cessitent d’utiliser des variables
ale´atoires sous-gaussiennes, voir plus loin (16)).
Lorsque chaque fonction un appartient a` un sous-espace En de L
2(X) de dimension finie, il existe un
proce´de´ de randomisation bien mieux adapte´. L’exemple que l’on doit avoir a` l’esprit est celui d’une
de´composition d’un sous-espace ferme´ de L2(X) en somme directe orthogonale de sous-espaces En. On
notera dans la suite
dn := dimC(En) ≥ 1.
De manie`re informelle, on va faire tourner chaque fonction un de fac¸on ale´atoire et uniforme dans la sphe`re
de En centre´e en l’origine et de rayon ‖un‖L2(X). De´finissons ce proce´de´ de fac¸on rigoureuse. Pour chaque
n ∈ N, fixons une fois pour toutes une base hilbertienne φn,1, . . . , φn,dn de En en tant que C-espace vectoriel,
c’est-a`-dire que l’on a la somme directe
En =
⊕
1≤j≤dn
Cφn,j ⊂ L2(X)
et conside´rons de plus une suite (Wn)n≥0 de matrices ale´atoires inde´pendantes de lois respectivement uni-
formes dans les groupes unitaires (Udn(C))n≥0, c’est-a`-dire que la loi de Wn est la mesure de Haar normalise´e
du groupe Udn(C). Faire tourner la suite (un)n≥0 revient a` e´tudier la se´rie ale´atoire
(7)
∑
n≥0
dn∑
i=1
 dn∑
j=1
Wωn,i,j〈un, φn,j〉L2(X)
φn,i,
ou` Wωn ∈ Udn(C) est la valeur de la matrice ale´atoire Wn en ω ∈ Ω. Faisons deux remarques :
• lorsque l’e´galite´ dn = 1 a lieu pour tout n ∈ N, le terme ge´ne´ral de la se´rie ale´atoire (7) prend la forme
Sn(ω)un ou` Sn suit une loi uniforme sur le cercle unite´. Dans l’e´chelle des espaces L
p(X), cela nous
rame`ne au the´ore`me 1.1.
• changer de base hilbertienne φn,1, . . . , φn,dn de En revient a` remplacer Wn par P−1WnP pour une certaine
matrice unitaire P ∈ Udn(C). Mais cela n’a bien entendu aucun effet sur la loi matricielle de Wn. En
d’autres termes, l’e´tude de la se´rie ale´atoire (7) est inde´pendante de la base hilbertienne φn,1, . . . , φn,dn
de En. Ce point, a` lui tout seul, justifie la pertinence de la de´finition (7).
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Afin de recouvrir les variables ale´atoires Xn du the´ore`me 1.1, nous allons conside´rer des matrices ale´atoires
plus ge´ne´rales. Introduisons la notion suivante qui ge´ne´ralise la notion de syme´trie pour les variables
ale´atoires scalaires [39, page 82, line (2.3)].
De´finition 1.2. — Une matrice ale´atoire Mn : Ω → Mdn(R) est orthogonalement invariante si pour
tout P ∈ Odn(R) les matrices ale´atoires Mn et PMn ont la meˆme loi. On de´finit de meˆme l’invariance
unitaire pour une matrice ale´atoire Mn : Ω→Mdn(C) en remplac¸ant le groupe Odn(R) par Udn(C).
Fixons maintenant quelques notations usuelles d’alge`bre line´aire :
∀y ∈Mdn,1(C) = Cdn |y| :=
√
|y1|2 + · · ·+ |ydn |2,
∀A ∈Mdn(C) ‖A‖op := sup
y∈Cdn\{0}
|Ay|
|y| ,
|A| :=
√
tAA ∈Mn(C),(8)
σ(A) := inf
y 6=0
|Ay|
|y| .
La matrice |A| est une matrice hermitienne positive issue d’une de´composition polaire de A = P |A| avec
P ∈ Un(C) (une telle de´composition est unique de`s lors que det(A) 6= 0). Enfin, σ(A) est la plus petite
valeur singulie`re de A, il s’agit aussi de la plus petite valeur propre de |A|.
Introduisons aussi la fonction spectrale du sous-espace En ⊂ L2(X) :
∀x ∈ X e(n, x) := sup{|un(x)|2, un ∈ En ‖un‖L2(X) = 1}.
Dans une base hilbertienne (φn,1, . . . , φn,dn) de En, la fonction spectrale prend la forme plus courante :
(9)
e(n, x) = sup
{|a1φn,1(x) + · · ·+ adnφn,dn(x)|2, |a1|2 + · · ·+ |adn |2 = 1}
=
dn∑
k=1
|φn,k(x)|2.
On remarque ainsi que x 7→ 1dn e(n, x) est une densite´ de probabilite´ sur X. Le the´ore`me suivant est dans
le meˆme e´tat d’esprit que le the´ore`me 1.1 et e´nonce un phe´nome`ne d’universalite´ pour la randomisation
multidimensionnelle dans Lp(X) de se´ries ale´atoires plus ge´ne´rales que (7).
The´ore`me 1.3. — Fixons un re´el p ∈ [1,+∞[ et conside´rons une suite de matrices ale´atoires Mn : Ω →
Mdn(R) inde´pendantes, orthogonalement invariantes et ve´rifiant
sup
n∈N
E
[
‖Mn‖max(2,p)op
]
< +∞ et inf
n∈N
σ(E[|Mn|]) > 0.(10)
On suppose que les sous-espaces En sont inclus dans L
p(X). Pour toute suite (un)n≥0, avec un ∈ En, on
de´finit la se´rie ale´atoire a` valeurs dans Lp(X)
(11)
∑
n
dn∑
i=1
 dn∑
j=1
Mn,i,j〈un, φn,j〉
φn,i.
Les proprie´te´s suivantes sont e´quivalentes :
i) la fonction x 7→
√∑
n≥0
‖un‖2L2(X)
e(n, x)
dn
appartient a` Lp(X),
ii) la se´rie ale´atoire (11) converge presque suˆrement dans Lp(X),
iii) la se´rie ale´atoire (11) converge dans l’espace de Bochner-Lebesgue Lmax(2,p)(Ω, Lp(X)).
Le meˆme e´nonce´ est valide si les matrices ale´atoires Mn : Ω → Mdn(C) sont suppose´es unitairement
invariantes.
Ce the´ore`me appelle a` plusieurs commentaires :
• on insiste sur le point crucial que la condition i) du the´ore`me 1.3 est inde´pendante de la suite des lois
des matrices ale´atoires Mn et des bases hilbertiennes φn,1, . . . , φn,dn de En. Cela traduit pre´cise´ment un
phe´nome`ne d’universalite´ pour la randomisation dans Lp(X).
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• on ne doit pas eˆtre surpris de demander l’invariance orthogonale alors que les espaces vectoriels sont
complexes. En effet, ne serait-ce que pour la dimension 1, nous avons bien la formule suivante
∀(a, b) ∈ C2 E[|ε1a+ ε2b|2] = |a|2 + |b|2.
• dans le cas ou` chaque dimension dn vaut 1, les se´ries ale´atoires conside´re´es sont de la forme∑
Xn〈un, φn,1〉φn,1 =
∑
Xnun,
ou` Xn est une variable ale´atoire syme´trique (au sens re´el ou complexe). On se retrouve dans la situation
unidimensionnelle du the´ore`me 1.1. Cela dit, nous ne voyons pas comment le the´ore`me de randomisation
universelle de Maurey-Pisier (The´ore`me C.3), avec la de´finition usuelle d’un espace de Banach de cotype
fini, peut impliquer le the´ore`me 1.3 (meˆme en affaiblissant la condition de moments (10)) lorsque les
dimensions dn sont diffe´rentes de 1. Puisque l’exposant max(2, p) dans (10) est pre´cise´ment le meilleur
cotype pour l’espace de Banach Lp(X), il doit y avoir une interpre´tation similaire de la randomisation
multidimensionnelle dans la cate´gorie des espaces de Banach (voir par exemple l’ine´galite´ (56) qui apparaˆıt
au cours de la preuve). Dans l’annexe D, nous expliquerons comment une telle interpre´tation est possible
si l’on conside`re Lp(X) non pas comme un espace de Banach de cotype fini mais comme un treillis de
Banach de cotype fini.
• les conditions (10) apparaissent sous une forme analogue dans l’e´tude de la convergence presque suˆre des
se´ries de Fourier dans l’espace fonctionnel L∞(G) sur un groupe compact G (voir [39, page 97, Theorem
3.5]) mais ‖Mn‖max(2,p)op est remplace´ par ‖Mn‖2op. Dans le cas ou` le groupe G est abe´lien et localement
compact, Marcus et Pisier expliquent que l’exposant 2 est duˆ au fait que l’espace des fonctions “presque
suˆrement continues” sur G est curieusement de cotype 2 (alors que L∞(G) n’est meˆme pas de cotype fini
de`s que G est infini).
Il convient de`s maintenant d’examiner des exemples concrets de matrices ale´atoires orthogonalement (ou
unitairement) invariantes Mn qui satisfont les hypothe`ses (10) :
• un exemple e´vident est une suite (En)n≥0 de matrices ale´atoires inde´pendantes de lois respectivement
uniformes dans les groupes orthogonaux (Odn(R))n≥0. On a e´videmment ‖En‖op = 1 et |En| = Idn . A`
juste titre, on peut conside´rer que le proce´de´ de randomisation multidimensionnelle propose´ par Burq
et Lebeau dans [10, Appendice C] correspond au cas Mn(ω) = mn(ω)En(ω) ou` (mn)n≥0 est une suite
inde´pendante de variables ale´atoires sous-gaussiennes (voir (16)).
• la suite (Wn)n≥0 qui a motive´ la de´finition (7) fonctionne de meˆme trivialement.
• voici un autre exemple tre`s important : on conside`re une famille (gn,i,j), avec n ∈ N et 1 ≤ i, j ≤ dn, de
variables ale´atoires i.i.d. suivant une loi NR(0, 1)). On pose alors
(12) Gn =
1√
dn
[gn,i,j ].
Les proprie´te´s d’invariance orthogonale des variables gaussiennes assurent que Gn est orthogonalement
invariante. Quant aux proprie´te´s (10), elles sont de´montre´es dans [39, page 78, Proposition 1.5]. En fait,
le cas gaussien est un cas particulier de la proposition suivante.
Proposition 1.4. — Conside´rons des variables ale´atoires Xij : Ω→ R centre´es, i.i.d. et ou` (i, j) parcourt
N?2. Pour tout n ∈ N?, on note Mn la matrice ale´atoire 1√n [Xij ] : Ω → Mn(R). Alors, il existe une
constante universelle C > 1 telle que si l’on a 0 < E[|X1,1|4] < +∞ alors
(13)
E[|X11|]2
CE[|X11|4] 14
≤ σ (E [|Mn|]) .
En outre, si X1,1 admet un moment d’ordre p ≥ 4 alors nous avons l’ine´galite´ de Latala pre´cise´e
(14) E
[
‖Mn‖pop
]
≤ C(p)E[|X1,1|p].
Par conse´quent, on a
sup
n≥1
E
[
‖Mn‖pop
]
< +∞ et inf
n≥1
σ (E [|Mn|]) > 0.
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Remarque 1.5. — Si les variables ale´atoires Xij sont a` valeurs complexes et d’espe´rance nulle, alors on
peut aussi montrer (14) en conside´rant partie re´elle et partie imaginaire des variables ale´atoires Xij. Quant
a` (13), une preuve similaire est valide mais l’on doit remplacer l’hypothe`se “centre´e” par “syme´trique au
sens complexe” : pour tout re´el α ∈ R les variables eiαXij et Xij ont la meˆme loi.
Remarque 1.6. — Dans le cadre du the´ore`me 1.3, nous avons besoin de matrices ale´atoires orthogonale-
ment invariantes. Or les matrices 1√
n
[Xij ] de la proposition 1.4 ne sont pas orthogonalement invariantes en
ge´ne´ral (le cas gaussien est une exception notable). Il suffit alors d’examiner des matrices ale´atoires de la
forme 1√
n
En[Xij ] ou` En : Ω→ Odn(R) est inde´pendante de [Xij ] et de remarquer que 1√nEn[Xij ] et 1√n [Xij ]
ont la meˆme norme d’ope´rateur et e´videmment que l’on a |En[Xij ]| = |[Xij ]| (au sens de (8)).
On montrera l’ine´galite´ (13) a` l’aide d’un argument d’interpolation simplifiant celui du cas gaussien [39,
page 78, Proposition 1.5] et de l’ine´galite´ de Latala [33] :
(15) E
[
‖Mn‖op
]
≤ CE[|X1,1|4] 14 .
Nous n’avons pas trouve´ l’estimation (14) dans des re´fe´rences de´ja` publie´es mais nous pensons qu’il est
possible de l’obtenir avec la me´thode des moments (par exemple explique´e dans [56, Part 2.3]). Cependant,
cette me´thode est assez technique a` mettre en place. Un cas particulier tre`s bien compris dans la litte´rature
des matrices ale´atoires est le cas “sous-gaussien”. Parmi plusieurs de´finitions e´quivalentes, X1,1 est sous-
gaussienne si l’on a E[X1,1] = 0 et
(16) ∃K > 0 ∀p ∈ N? E[|X1,1|p] 1p ≤ K√p.
Cela e´quivaut par exemple a` la condition
∃K ′ > 0 ∀t ∈ R E[exp(tX11)] ≤ exp(K ′t2).
D’apre`s [50, Proposition 2.3] (voir aussi la preuve de [38, Fact 2.4]), on sait que l’on a
∀p ∈ N? ∃C(p,K) > 0 ∀n ∈ N? E
[
‖Mn‖pop
]
≤ C(p,K).
L’ine´galite´ (14) est plus ge´ne´rale et notre argument combine la preuve de l’ine´galite´ (15) et les ine´galite´s de
Kahane-Khintchine (4) dans l’espace de Banach (Mn(R), ‖·‖op). Cela explique pourquoi (14) implique (15)
avec p = 4. La renormalisation de [Xij ] par le facteur
1√
n
et le fait que (15) ne´cessite au moins un moment
d’ordre 4 peuvent surprendre a priori mais il s’agit de faits bien connus dans la the´orie des matrices ale´atoires
(voir la remarque 8.3 ainsi que [2] et [63, Theorem 3.1]). Enfin, l’ine´galite´ triviale |X1,1| ≤
√
n ‖Mn‖op nous
fait comprendre que l’ine´galite´ (14) est optimale par rapport a` la condition de moment d’ordre p.
En re´sume´, la randomisation multidimensionnelle dans Lp(X) est universelle et la proposition 1.4 donne
des exemples naturels et non triviaux de proce´de´s de randomisation. Le the´ore`me 1.3 nous ame`ne a` poser
la de´finition suivante.
De´finition 1.7. — Pour tout p ∈ [1,+∞[, on note PLp(X,⊕En) l’espace vectoriel des suites (un)n≥0, avec
un ∈ En pour tout n ≥ 0, qui satisfont les assertions e´quivalentes i), ii), iii) du the´ore`me 1.3. On appelle
PLp(X,⊕En) l’espace de Lebesgue probabiliste associe´ a` la suite de sous-espaces (En)n≥0 et on le munit de
la norme
‖(un)‖PLp(X,⊕En) :=
∥∥∥∥∥∥
√√√√∑
n≥0
‖un‖2L2(X)
e(n, x)
dim(En)
∥∥∥∥∥∥
Lpx(X)
.
Faisons quelques remarques sur cette de´finition :
• dans le cas ou` les sous-espaces En orthogonaux deux a` deux, l’espace PLp(X,⊕En) est line´airement
isome´trique a` un sous-espace ferme´ de Lp(X,⊕En) et donc est un espace de Banach. Cela justifie au
passage pourquoi l’on a choisi la notation PLp(X,⊕En) pour de´signer l’espace de Lebesgue probabiliste.
En fait, PLp(X,⊕En) est un espace de Banach meˆme si les sous-espaces En ne sont pas en somme directe
dans L2(X). Pour le voir, il suffirait de raisonner avec l’espace de Hilbert abstrait
⊕
En (voir plus loin
(64)).
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• nous verrons que dans le cas ou` X est une varie´te´ riemannienne compacte, si les sous-espaces En sont
“line´airement localise´s en fre´quence”, alors l’espace PLp(X,⊕En) pourra eˆtre conside´re´ comme un espace
de distributions sur X. Il en sera de meˆme pour l’oscillateur harmonique −∆ + |x|2 sur Rd.
• rappelons que dans le cas unidimensionnel dn = dim(En) = 1, l’espace PLp(X,⊕En) est exactement
l’espace des suites (un)n∈N, avec un ∈ En telles que la se´rie ale´atoire
∑
εnun converge presque suˆrement
dans Lp(X) (voir le the´ore`me 1.1).
• si une suite (un), ve´rifiant un ∈ En pour tout n ∈ N, n’appartient pas a` PLp(X,⊕En) alors les se´ries
ale´atoires du the´ore`me 1.3 divergent dans Lp(X) avec une probabilite´ strictement positive et donc diver-
gent presque suˆrement d’apre`s la loi du tout ou rien.
2. Interpolation et dualite´ des espaces de Lebesgue probabilistes PLp
Puisque les fonctions 1dn e(n, ·) sont des densite´s de probabilite´ sur X, on a l’e´galite´
PL2(X,⊕En) =
{
(un)n∈N, un ∈ En,
∑
n∈N
‖un‖2L2(X) < +∞
}
.
Lorsque p est diffe´rent de 2, il semble ne´cessaire d’exploiter des proprie´te´s des fonctions spectrales e(n, ·)
afin de mieux comprendre l’espace PLp(X,⊕En). Pour aborder cette e´tude, nous avons besoin de rappeler
la de´finition de l’espace de Lorentz Lp,∞(X) pour tout re´el p ∈ [1,+∞[. Il s’agit de l’espace vectoriel des
fonctions mesurables f : X → C ∪ {∞} telles que
∃c > 0 ∀t > 0 µ {x ∈ X, |f(x)| > t} ≤ c
p
tp
,
ou` µ est la mesure de l’espace mesure´ X. L’inclusion Lp(X) ⊂ Lp,∞(X) est toujours vraie et est ge´ne´ralement
stricte. Le contre-exemple typique est |x|− dp ∈ Lp,∞x (Rd)\Lpx(Rd). Les deux re´sultats suivants permettent
de pre´voir les re´sultats d’interpolation et de dualite´ des espaces PLp(X,⊕En). Rappelons que les espaces
interpole´s des espaces PLp(X,⊕En) sont de´finis de fac¸on abstraite mais peuvent eˆtre vus comme des sous-
espaces vectoriels du meˆme espace ambiant, a` savoir
∏
n∈NEn. En premie`re lecture, on sugge`re au lecteur
de conside´rer l’e´nonce´ suivant dans le cas unidimensionnel En = Cφn, c’est-a`-dire si l’on a dn = 1 et√
e(n, x) = |φn(x)|.
The´ore`me 2.1. — Conside´rons p1 < p2 deux nombres appartenant a` ]1,+∞[ et ve´rifiant la condition
1
p1
+ 1p2 ≤ 1. On suppose que l’on a l’inclusion En ⊂ Lp1(X) ∩ Lp2(X), pour tout n ∈ N, et les assertions
∀p ∈ {p1, p2} sup
n∈N
√
e(n, x)∥∥∥√e(n, x′)∥∥∥
Lp
x′ (X)
∈ Lp,∞x (X),(17)
∃p ∈]p1, p2[ sup
n∈N
∥∥∥√e(n, x′)∥∥∥1−θ
L
p1
x′ (X)
∥∥∥√e(n, x′)∥∥∥θ
L
p2
x′ (X)∥∥∥√e(n, x′)∥∥∥
Lp
x′ (X)
< +∞,(18)
ou` θ ∈ [0, 1] est de´termine´ par la relation 1p = 1−θp1 + θp2 . Alors les espaces PL
p(X,⊕En), pour p parcourant
]p1, p2[, sont stables par interpolation complexe : en d’autres termes, si l’on a
p1 < p
′
1 < p < p
′
2 < p2, θ
′ ∈]0, 1[, 1
p
=
1− θ′
p′1
+
θ′
p′2
,
alors on a l’e´galite´ PLp(X,⊕En) = [PLp
′
1(X,⊕En),PLp
′
2(X,⊕En)]θ′ avec e´quivalence des normes.
De meˆme, les espaces PLp(X,⊕En), pour p parcourant ]p1, p2[, sont stables par d’interpolation re´elle :
on a l’e´galite´ PLp(X,⊕En) = [PLp
′
1(X,⊕En),PLp
′
2(X,⊕En)]θ′,p avec e´quivalences des normes.
La condition 1p1 +
1
p2
≤ 1 est de nature technique et est peut-eˆtre inutile en toute ge´ne´ralite´. Elle est
toujours ve´rifie´e si l’on a 2 ≤ p1 < p2. Une autre situation inte´ressante se produit si p1 et p2 sont deux
exposants conjugue´s, i.e. ve´rifient 1p1 +
1
p2
= 1. Dans ce cas, il sera commode de conside´rer (18) avec p = 2
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et θ = 12 pour avoir l’assertion suivante qui est en apparence plus faible (mais e´quivalente comme le lemme
14.2 le montrera plus loin) :
(19) sup
n∈N
∥∥∥√e(n, x′)∥∥∥
L
p1
x′ (X)
∥∥∥√e(n, x′)∥∥∥
L
p2
x′ (X)
dn
< +∞.
En prime de l’interpolation, on a une proprie´te´ de dualite´.
The´ore`me 2.2. — Fixons deux re´els p1 < p2 appartenant a` ]1,+∞[ et ve´rifiant l’e´galite´ 1p1 + 1p2 = 1.
Pour tout n ∈ N, on suppose que l’on a l’inclusion En ⊂ Lp1(X) ∩ Lp2(X). Pour tous p ∈]p1, p2[ et
(u,w) ∈ PLp(X,⊕En)×PLq(X,⊕En), avec q := pp−1 , on a
(20)
∑
n≥0
|〈un, wn〉L2(X)| ≤ ‖u‖PLp(X,⊕En) ‖w‖PLq(X,⊕En) .
En outre, si l’on suppose (17) et (19) alors les espaces PLp(X,⊕En), pour p parcourant ]p1, p2[, sont stables
par dualite´ au sens suivant : l’injection canonique Λp : PL
q(X,⊕En) → PLp(X,⊕En)′ qui a` un e´le´ment
w ∈ PLq(X,⊕En) associe la forme line´aire
PLp(X,⊕En) 7→ C
u 7→
∑
n≥0
〈un, wn〉L2(X)
est un isomorphisme d’espaces de Banach. En d’autres termes, le dual de PLp(X,⊕En) est canoniquement
isomorphe a` PLq(X,⊕En) pour tout p ∈]p1, p2[.
Les deux the´ore`mes pre´ce´dents appellent aussi a` quelques remarques :
• on introduira dans la partie 14 la notion de “de´faut d’interpolation” qui montrera que l’hypothe`se (18)
est ine´vitable si l’on veut interpoler les espaces PLp(X,⊕En) (voir (82) et la proposition 14.4). De
meˆme, l’hypothe`se (19) est ne´cessaire pour montrer un the´ore`me de dualite´ (voir la proposition 10.6). En
pratique, les hypothe`ses (18) et (19) se re´alisent lorsque les densite´s 1dn e(n, ·) ont tendance a` se concentrer
uniforme´ment sur un bore´lien An ⊂ X de mesure finie et strictement positive, c’est-a`-dire si l’on peut
assimiler la densite´ de probabilite´ 1dn e(n, ·) a` une fonction de la forme x 7→ 1µ(An)1An(x). Dans les
exemples issus de la physique mathe´matique qui font intervenir des polynoˆmes orthogonaux, on a tre`s
souvent des proprie´te´s de concentration qui forcent
∥∥∥√e(n, ·)∥∥∥
Lp(X)
a` eˆtre e´quivalent a` n(a+
b
p ), pour un
certain couple (a, b) ∈ R2, lorsque p parcourt un intervalle donne´ ]p1, p2[. Ainsi, (18) sera ve´rifie´. De
meˆme (19) sera ve´rifie´ si
∥∥∥√e(n, ·)∥∥∥
Lp(X)
est e´quivalent a` na(
1
2− 1p )√dn pour un certain re´el a.
• l’hypothe`se (17) est tre`s importante dans nos preuves. Bien qu’il ne semble pas facile de l’interpre´ter, elle
est toujours satisfaite si les fonctions spectrales e(n, ·) se concentrent sur des parties de X qui ne sont
pas trop e´loigne´es les unes des autres. Il est sans doute possible de relaxer cette hypothe`se (et peut-eˆtre
meˆme de la supprimer), mais permettons-nous d’expliquer l’intervention les espaces de Lorentz. D’une
part, nos de´monstrations utilisent l’interpolation re´elle, the´orie dans laquelle les espaces de Lorentz jouent
un roˆle cle´. D’autre part, nous verrons des exemples bien concrets, a` savoir les fonctions propres qui se
concentrent sur une ge´ode´sique de la sphe`re Sd ⊂ Rd+1, ou` l’hypothe`se (17) ne se re´alise pas si l’on
remplace l’espace de Lorentz Lp,∞(Sd) par l’espace de Lebesgue Lp(Sd) (voir la remarque 18.4).
3. The´orie Lp presque suˆre des varie´te´s compactes, proprie´te´s ge´ne´rales
Dans cette partie, X est une varie´te´ riemannienne compacte lisse, de dimension d ≥ 2, sans bord et
munie de sa mesure volume µ. L’ope´rateur de Laplace-Beltrami ∆ de X est diagonalisable dans une base
orthonorme´e de L2(X) et l’on peut de´finir le spectre d’une fonction u ∈ L2(X) :
Sp(u) := {λ ≥ 0, ∃φ ∈ L2(X) √−∆φ = λφ et 〈u, φ〉 6= 0}.
Par souci de cohe´rence avec les parties 4 et 5, on conside`re de fac¸on ge´ne´rale une suite de sous-espaces non
nuls (En)n∈N de L2(X) ve´rifiant :
i) les sous-espaces En sont orthogonaux deux a` deux,
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ii) chaque sous-espace En admet une base finie constitue´e de modes propres de ∆,
iii) il existe un re´el δ ≥ 1 et une suite de re´els positifs (λ?n)n∈N tels que
(21) ∀n ∈ N ∀u ∈ En Sp(u) ⊂
[
λ?n
δ
, δλ?n
]
.
En notant Πn le projecteur orthogonal de L
2(X) sur En, on de´duit de ce qui pre´ce`de que pour toute
distribution u sur X supporte´e par les sous-espaces En et tout re´el s ∈ R, la norme dans l’espace de Sobolev
Hs(X) s’e´crit
‖u‖Hs(X) =
∥∥(I −∆) s2u∥∥
L2(X)
's,δ
(∑
n∈N
λ?2sn ‖Πn(u)‖2L2(X)
) 1
2
.
Le lemme e´le´mentaire suivant montre que l’on peut identifier PLp(X,⊕En) a` un sous-espace de l’espace
vectoriel D′(X) des distributions sur X.
Lemme 3.1. — Pour tous p ∈ [1,+∞[ et (un)n∈N ∈ PLp(X,⊕En), la se´rie
∑
un converge dans H
− (d−1)4 (X).
On identifie alors PLp(X,⊕En) au sous-espace des distributions u ∈ D′(X) ve´rifiant
(22) ‖u‖PLp(X,⊕En) :=
∥∥∥∥∥
√∑
n∈N
‖Πn(u)‖2L2(X)
e(n, x)
dim(En)
∥∥∥∥∥
Lpx(X)
< +∞.
Preuve. L’ine´galite´ de Ho¨lder et l’ine´galite´ triangulaire (entre la norme euclidienne et la norme ‖·‖L1(X))
nous donnent la minoration
‖(un)n∈N‖PLp(X,⊕En) ≥
1
µ(X)1−
1
p
‖(un)n∈N‖PL1(X,⊕En)
≥ 1
µ(X)1−
1
p
∫
X
√∑
n∈N
1
dn
‖un‖2L2(X) e(n, x)dµ(x)
≥ 1
µ(X)1−
1
p
√√√√∑
n∈N
1
dn
‖un‖2L2(X)
(∫
X
√
e(n, x)dµ(x)
)2
.
Nous pourrons conclure si l’on arrive a` prouver l’ine´galite´
(23)
∥∥∥√e(n, ·)∥∥∥
L1(X)
≥ 1
C(X, δ)
(λ?n)
−( d−14 )
√
dn.
Nous allons utiliser l’argument de la preuve de la proposition 2 de [53]. Fixons r ∈]2, 2(d+1)d−1 [ et invoquons
l’ine´galite´ de Ho¨lder :
(24)
√
dn =
∥∥∥√e(n, ·)∥∥∥
L2
≤
∥∥∥√e(n, ·)∥∥∥1−θ
L1(X)
∥∥∥√e(n, ·)∥∥∥θ
Lr(X)
.
ou` θ ∈ [0, 1] est de´fini par la relation 12 = 1−θ1 + θr . On peut facilement majorer
∥∥∥√e(n, ·)∥∥∥
Lr(X)
en
conside´rant une base hilbertienne φn,1, . . . , φn,dn de En constitue´e de modes propres, les ine´galite´s de Sogge
(3) et l’hypothe`se (21) :∥∥∥√e(n, ·)∥∥∥2
Lr(X)
=
∥∥∥∥∥
dn∑
i=1
|φn,i|2
∥∥∥∥∥
L
r
2 (X)
≤
dn∑
i=1
‖φn,i‖2Lr(X) ≤ C(X, r, δ)(λ?n)(d−1)(
1
2− 1r )dn.
En injectant cette ine´galite´ dans (24), on obtient (23). 
Donnons quelques exemples pour situer l’identification autorise´e par le lemme pre´ce´dent :
• si (φn)n∈N est une base hilbertienne de L2(X) constitue´e de modes propres, alors PLp(X,⊕Cφn) est un
espace de distributions sur X pour tout p ∈ [1,+∞[.
• l’espace PL2(X,⊕En) co¨ıncide avec la somme directe orthogonale
⊕
n∈N
En ⊂ L2(X). Par conse´quent,
pour tout re´el p ∈ [2,+∞[, l’espace PLp(X,⊕En) est un espace de fonctions.
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• si les sous-espaces En sont tous unidimensionnels, alors PLp(X,⊕En) est exactement le sous-espace des
distributions u =
∑
n≥0 Πnu telles que la se´rie
∑
εnΠn(u) converge presque suˆrement dans L
p(X) (voir
le the´ore`me 1.1). Par exemple, le the´ore`me de Paley-Zygmund, e´nonce´ au de´but de ce travail, dit que
l’on a, pour tout p ∈ [1,+∞[, l’inclusion L2(T) ⊂ PLp(T,⊕Ceinx) ou` n parcourt Z. On va retrouver
imme´diatement que l’inclusion pre´ce´dente est en fait une e´galite´.
On peut maintenant exprimer simplement une condition ne´cessaire et suffisante pour obtenir un the´ore`me
de Paley-Zygmund (le cas p ≥ 2 a essentiellement e´te´ e´crit dans [1] meˆme si le formalisme n’est pas le meˆme).
Proposition 3.2. — Les deux assertions suivantes sont vraies
i) pour tout p ∈ [2,+∞[, on a l’e´quivalence
PLp(X,⊕En) =
⊕
n∈N
En ⇔ sup
n∈N
∥∥∥∥∥
√
e(n, ·)√
dim(En)
∥∥∥∥∥
Lp(X)
< +∞.
ii) pour tout q ∈ [1, 2], on a l’e´quivalence
PLq(X,⊕En) =
⊕
n∈N
En ⇔ inf
n∈N
∥∥∥∥∥
√
e(n, ·)√
dim(En)
∥∥∥∥∥
Lq(X)
> 0.
Preuve. i) Commenc¸ons par le sens ⇐. On a de´ja` l’inclusion PLp(X,⊕En) ⊂ PL2(X,⊕En) =
⊕
n∈N
En.
L’autre inclusion de´coule de l’ine´galite´ triangulaire dans L
p
2 (X), on a pour tout u ∈ ⊕
n∈N
En :
‖u‖PLp(X,⊕En) =
∥∥∥∥∥∑
n∈N
‖Πn(u)‖2L2(X)
e(n, x)
dn
∥∥∥∥∥
1
2
L
p
2
x (X)
≤
(∑
n∈N
‖Πn(u)‖2L2(X)
) 1
2
sup
n∈N
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lp(X)
.
Traitons le sens ⇒ et supposons par l’absurde que l’on a
sup
n∈N
∥∥∥∥e(n, ·)dn
∥∥∥∥
L
p
2 (X)
= sup
n∈N
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lp(X)
2 = +∞.
Il existe donc un sous-ensemble infini J ⊂ N et une fonction u ∈ ⊕
n∈N
En qui ve´rifie
n ∈ J ⇒ ‖Πn(u)‖L2(X) =
∥∥∥∥e(n, ·)dn
∥∥∥∥− 12
L
p
2 (X)
,
n 6∈ J ⇒ ‖Πn(u)‖L2(X) = 0.
Cette fonction u ne peut pas appartenir a` PLp(X,⊕En) en vertu de∑
n∈J
∥∥∥∥e(n, ·)dn
∥∥∥∥−1
L
p
2 (X)
e(n, x)
dn
6∈ L
p
2
x (X).
ii) Pour le sens ⇐, on a de meˆme l’inclusion ⊕
n∈N
En = PL
2(X,⊕En) ⊂ PLq(X,⊕En). L’autre inclusion
de´coule de l’ine´galite´ e´le´mentaire suivante (voir (125)) qui dit que Lq(X) est un espace de Banach de cotype
max(2, q) = 2∫
X
(∑
n∈N
‖Πn(u)‖2L2(X)
dn
e(n, x)
) q
2
dµ(x)

1
q
≥
∑
n∈N
‖Πn(u)‖2L2(X)
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
2
Lq(X)
 12
≥ ‖u‖L2(X) infn∈N
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lq(X)
.
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Traitons le sens ⇒ par l’absurde. Il existe un sous-ensemble infini J ⊂ N tel que∑
n∈J
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lq(X)
< +∞.
Conside´rons alors une distribution u ∈ D′(X) telle que ‖Πn(u)‖L2(X) vaut 1 pour n ∈ J et 0 sinon. Il est
clair que u n’appartient pas a` L2(X) mais appartient a` PLq(X,⊕En) :∥∥∥∥∥
√∑
n∈J
e(n, ·)
dn
∥∥∥∥∥
Lq(X)
≤
∥∥∥∥∥∑
n∈J
√
e(n, ·)√
dn
∥∥∥∥∥
Lq(X)
< +∞.

Remarque 3.3. — La proposition pre´ce´dente sugge`re de´ja` que, sans hypothe`ses sur les fonctions e(n, ·), le
dual de PLp(X,⊕En) ne peut pas eˆtre canoniquement isomorphe a` PLq(X,⊕En), avec q = pp−1 . En effet,
l’ine´galite´ de Ho¨lder donne
1 =
∥∥∥∥e(n, ·)dn
∥∥∥∥
L1(X)
≤
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lp(X)
∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lq(X)
.
Si l’on suppose par exemple que l’on a
⊕
n∈N
En = L
2(X), on en de´duit que l’on a seulement les implications
(et non les e´quivalences) pour tout p ≥ 2 :
sup
n∈N
∥∥∥∥√e(n,·)√dn
∥∥∥∥
Lp(X)
< +∞ ⇒ inf
n∈N
∥∥∥∥√e(n,·)√dn
∥∥∥∥
Lq(X)
> 0
m m
PLp(X,⊕En) = L2(X) ⇒ PLq(X,⊕En) = L2(X).
Cette intuition sera confirme´e par la randomisation des fonctions zonales sur Sd dans la partie 5.
La proposition pre´ce´dente nous permet de prouver le re´sultat suivant.
Proposition 3.4. — Nous supposons qu’il existe un groupe G d’isome´tries de X qui ve´rifie :
i) l’action de G est transitive : pour tout (x, y) ∈ X2 il existe χ ∈ G tel que y = χ(x),
ii) pour tout n ∈ N, le sous-espace En est invariant par G : pour tout u ∈ En on a u ◦ χ ∈ En.
Alors pour tout re´el p ∈ [1,+∞[ on a PLp(X,⊕En) =
⊕
n∈N
En.
Preuve. Quelle que soit la base hilbertienne φn,1, . . . , φn,dn de En et quelle que soit l’isome´trie χ ∈ G,
la famille (φn,1 ◦ χ, . . . , φn,dn ◦ χ) est aussi une base hilbertienne de En. La formule (9) implique que l’on
a e(n, x) = e(n, χ(x)) pour tout x ∈ X. Par transitivite´, la densite´ de probabilite´ 1dn e(n, ·) est constante
(en l’occurrence e´gale a` 1µ(X) ou` µ(X) est le volume de X). La conclusion de´coule de la proposition 3.2 ou
directement de (22). 
La proposition pre´ce´dente s’applique imme´diatement si les sous-espaces En sont des sous-espaces propres
de ∆ et si le groupe des isome´tries de X agit transitivement : par exemple si X est un produit fini de sphe`res
(dont les rayons ne sont pas ne´cessairement identiques).
De´crivons un autre cas auquel la proposition 3.4 s’applique et ou` les sous-espaces En ne sont pas spec-
tralement sature´s. Supposons que X soit un groupe de Lie re´el compact. On munit X de son unique mesure
de Haar bi-invariante de masse 1 et par suite d’un produit scalaire sur son alge`bre de Lie ad(X)-invariant.
La multiplication a` droite permet de transporter ce produit scalaire afin d’obtenir une structure de varie´te´
riemannienne sur X. Par construction, la multiplication a` droite par un e´le´ment de X est isome´trique.
Ensuite, l’analyse spectrale de l’ope´rateur de Laplace-Beltrami ∆ s’exprime en fonction d’un syste`me com-
plet (ρn)n∈N de repre´sentations unitaires irre´ductibles de X. Pour tout n ∈ N, ρn : X → U(dn) est un
morphisme de groupes a` valeurs dans un groupe unitaire et le the´ore`me de Peter-Weyl e´nonce que la famille
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des coefficients normalise´s (
√
dnρn,i,j)n,i,j est une base orthonorme´e de L
2(X) avec n ∈ N et 1 ≤ i, j ≤ dn.
On de´finit alors le sous-espace En,i ⊂ L2(X) engendre´ par les coefficients de la i-e`me ligne de ρn :
En,i := Vect
{√
dnρn,i,j , 1 ≤ j ≤ dn
}
.
On peut de´montrer qu’il existe un nombre λn ≥ 0 tel que pour ∆ρn,i,j = −λ2nρn,i,j pour tout i, j. Ainsi,
l’hypothe`se de localisation spectrale (21) est ve´rifie´e et les dn sous-espaces En,1, . . . , En,dn sont associe´s a` la
meˆme valeur propre. L’action de X sur lui-meˆme par multiplication a` droite est transitive et laisse invariants
les sous-espaces En,i :
∀x ∈ X ∀χ ∈ X ρn,i,j(xχ) =
dn∑
k=1
ρn,i,k(x)ρn,k,j(χ).
La somme directe orthogonale L2(X) =
⊕
En,i est en fait la de´composition en repre´sentations irre´ductibles
de la repre´sentation re´gulie`re a` droite de X sur L2(X). Finalement, la proposition 3.4 avec G = X nous
fournit un re´sultat de type Paley-Zygmund :
∀p ∈ [1,+∞[ PLp(X,⊕En,i) = L2(X).
4. Application a` l’e´quation cubique des ondes sur une varie´te´ de dimension 3
Comme dans la partie 3, X continue a` de´signer une varie´te´ riemannienne compacte lisse sans bord que
l’on suppose pour le moment de dimension d ≥ 2. Si l’on fixe κ > 0, alors on dispose d’un choix naturel de
sous-espaces En :
E0 := {u ∈ L2(X), Sp(u) ⊂ [0, κ]},
∀n ∈ N? En := {u ∈ L2(X), Sp(u) ⊂]κn, κn+ κ]}.
La somme directe orthogonale des sous-espaces En est e´gale a` L
2(X). Pour certaines varie´te´s, il se peut
tre`s bien qu’une infinite´ de sous-espaces En soient re´duits a` {0} (penser a` X = Sd avec κ > 0 suffisamment
petit). Si κ est suffisamment grand, alors non seulement les sous-espaces En ne sont pas triviaux mais les
densite´s de probabilite´ e(n,·)dim(En) sont essentiellement constantes.
Lemme 4.1. — Il existe une constante κ = κ(X) > 0 telle que pour tout (n, x) ∈ N×X on a
1
C(X)
(1 + n)d−1 ≤ e(n, x) ≤ C(X)(1 + n)d−1,
1
C(X)
(1 + n)d−1 ≤ dim(En) ≤ C(X)(1 + n)d−1.
Preuve. Remarquons que la fonction L2(X)-normalise´e 1√
Vol(X)
appartient a` E0. Il s’ensuit que l’on a
e(0, x) ≥ 1
Vol(X)
et dim(E0) ≥ 1. La continuite´ de x 7→ e(0, x) et la compacite´ de X rendent trivial le cas
n = 0. Le cas n ≥ 1 se traite avec les estime´es de la fonction spectrale sur une varie´te´ riemannienne compacte
sans bord [29] et la formule de Weyl (qui s’obtient par inte´gration) :
e(0, x) + · · ·+ e(n, x) = (2pi)−dVol(Bd(0, 1))(κn+ κ)d + (κn+ κ)d−1O (1) ,
dim(E0) + · · ·+ dim(En) = (2pi)−dVol(Bd(0, 1))Vol(X)(κn+ κ)d + (κn+ κ)d−1O (1) .
ou` le reste O (1) est uniforme en x ∈ X et inde´pendant de κ > 0. Il vient donc
e(n, x) = (2pi)−dVol(Bd(0, 1))κd
[
(n+ 1)d − nd]+ κd−1nd−1O (1) ,
dim(En) = (2pi)
−dVol(Bd(0, 1))Vol(X)κd
[
(n+ 1)d − nd]+ κd−1nd−1O (1) .
La conclusion de´coule en choisissant κ = κ
d
κd−1 suffisamment grand. 
Jusqu’a` la fin de cette partie, le nombre κ > 0 est choisi de sorte que la conclusion du lemme pre´ce´dent
soit ve´rifie´e. La proposition 3.2 donne imme´diatement un the´ore`me de Paley-Zygmund sur la varie´te´ X.
The´ore`me 4.2. — Pour tout re´el p ∈ [1,+∞[, l’espace PLp(X,⊕En) est e´gal a` L2(X).
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Le cas p ≥ 2 du re´sultat pre´ce´dent est prouve´ dans [10] mais le cas p ∈ [1, 2[ nous paraˆıt aussi digne
d’inte´reˆt et ne´cessite une minoration de la fonction spectrale comme le montre la proposition 3.2. Ajoutons
que le the´ore`me 4.2 est pre´cise´ment l’analogue multidimensionnel de la randomisation unidimensionnelle
d’une base hilbertienne de fonctions propres uniforme´ment borne´es dans tout espace Lp(X).
D’apre`s [15], le the´ore`me 4.2 et l’injection de Sobolev de´terministe W s,p(X) ⊂ L∞(X) (pour s > 0 et
p 1) sont suffisants pour e´tudier l’e´quation cubique des ondes mais ne´cessitent beaucoup de moments de
notre proce´de´ de randomisation. Une version L∞ du the´ore`me de Paley-Zygmund va nous permettre de
pallier ce de´faut. Rappelons d’abord ce qu’il en est sur le tore Td : on ve´rifie facilement graˆce a` [32, Chapter
6 and 7] que l’on a pour toute suite (an)n∈Zd l’implication
(25) ∃s > 0
∑
n∈Z
ane
i〈n,x〉 ∈ Hsx(Td) ⇒
∑
εnane
i〈n,x〉 converge p.s. dans L∞x (Td).
Bien que l’espace de Banach L∞(Td) ne soit pas un espace de Banach de cotype fini (voir l’annexe C), Marcus
et Pisier ont de´montre´ un phe´nome`ne d’universalite´ pour la randomisation des fonctions trigonome´triques
x 7→ ei〈n,x〉 (voir [39] ou [35, Page 527, the´ore`mes III.5 et III.6] sous une forme inte´grale). En l’occurrence,
si (Xn)n∈Zd est une suite de variables ale´atoires inde´pendantes syme´triques dont les moments E[|Xn|2] sont
uniforme´ment borne´s, alors on a l’implication
(26)
∑
εnane
i〈n,x〉 converge p.s. dans L∞x (Td) ⇒
∑
Xnane
i〈n,x〉 converge p.s. dans L∞x (Td).
L’implication pre´ce´dente est tre`s surprenante car la condition de moments sup
n∈N
E[|Xn|2] < +∞ est tre`s faible
par comparaison avec le the´ore`me 1.1. De ce qui pre´ce`de, on de´duit e´videmment l’implication
(27) ∃s > 0
∑
n∈Zd
ane
i〈n,x〉 ∈ Hsx(Td) ⇒
∑
Xnane
i〈n,x〉 converge p.s. dans L∞x (Td).
On peut donc se demander comment prolonger ces ide´es dans le cas d’une varie´te´ riemannienne compacte
et sans bord. Un obstacle majeur est la preuve de l’implication (26), elle est en effet assez de´licate, si l’on
n’impose aucune condition sur la suite (an)n∈Zd , car elle est intimement lie´e au fait que l’espace de Banach des
fonctions “presque suˆrement continues” sur Td est de cotype 2. E´trangement, on peut de´montrer l’implication
(27), sans invoquer (26), a` l’aide d’une version inte´grale de (25) et de l’astuce qui consiste a` remarquer que
Xn et εnXn ont la meˆme loi (ou` εn est inde´pendante de Xn). Pour toute suite (an)n∈Zd a` support fini, nous
e´crivons l’argument en abre´ge´
E

∥∥∥∥∥∥
∑
n∈Zd
Xnane
i〈n,x〉
∥∥∥∥∥∥
2
L∞x (Td)
 = Eω′Eω

∥∥∥∥∥∥
∑
n∈Zd
εn(ω)Xn(ω
′)anei〈n,x〉
∥∥∥∥∥∥
2
L∞x (Td)

≤ C(s)Eω′
∑
n∈Zd
(1 + |n|)2s|Xn(ω′)an|2

≤ C(s)
(
sup
n∈Zd
E[|Xn|2]
) ∑
n∈Zd
(1 + |n|)2s|an|2.
L’argument pre´ce´dent justifie pourquoi il est plus inte´ressant d’estimer des espe´rances (qui font intervenir
des moments des variables ale´atoires) plutoˆt que des probabilite´s (qui font intervenir des estimations de
grandes de´viations). Cela nous ame`ne au the´ore`me suivant qui doit eˆtre compare´ a` l’injection de Sobolev
Hs(X) ⊂ C0(X) valide pour tout s > d2 et dit moralement que presque toute fonction appartenant a`⋃
s>0H
s(X) est continue (on examinera le cas particulier Mn = En des isome´tries ale´atoires). On conviendra
que φn,1, . . . , φn,dn est une base hilbertienne quelconque de En.
The´ore`me 4.3. — Conside´rons un re´el p ∈ [2,+∞[ et une suite de matrices ale´atoires Mn : Ω→Mn(R)
inde´pendantes, orthogonalement invariantes et ve´rifiant la condition sup
n∈N
[
‖Mn‖pop
]
< +∞. Pour tout re´el
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s > 0, pour tout N ∈ N et pour tout u ∈ Hs(X), on a
(28) E

∥∥∥∥∥∥
N∑
n=0
dn∑
i=1
 dn∑
j=1
Mn,i,j〈u, φn,j〉
φn,i(x)
∥∥∥∥∥∥
p
L∞x (X)
 ≤ C(X, p, s)(sup
n∈N
E
[
‖Mn‖pop
])
‖u‖pHs(X) .
En particulier, la se´rie ale´atoire
N∑
n=0
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
φn,i
converge dans Lp(Ω, L∞(X)) et presque suˆrement dans L∞(X). Une conclusion similaire est valide si l’on
suppose que les matrices Mn : Ω→Mdn(C) sont unitairement invariantes.
La the´orie de´veloppe´e par Burq et Tzvetkov dans [15] nous permet de donner une application du the´ore`me
de Paley-Zygmund a` l’e´quation cubique des ondes :
(∂2t −∆)v + v3 = 0, (t, x) ∈ R×X.
Cette e´quation est 12 -critique en dimension 3, c’est-a`-dire que l’e´quation pose´e sur R
3 et la norme ‖v‖
H˙
1
2 (R3)+
‖∂tv‖
H˙
1
2
−1(R3), ou` H˙
s(R3) de´signe l’espace de Sobolev homoge`ne, sont stables par le changement d’e´chelle
qui consiste a` remplacer v par 1δ v(
t
δ ,
x
δ ) quel que soit δ > 0. Afin d’alle´ger la re´daction, nous choisissons
d’utiliser le vocabulaire de la the´orie des probabilite´s et non celui des mesures sur Hs(X)×Hs−1(X).
The´ore`me 4.4. — Supposons dim(X) = 3, conside´rons s > 0 et deux suites de matrices ale´atoires inde´pendantes
Mn : Ω→Mdn(R) et M ′n : Ω→Mdn(R) orthogonalement invariantes et ve´rifiant
(29) sup
n∈N
E
[
‖Mn‖3op + ‖M ′n‖3op
]
< +∞.
Pour tout (v0, v1) ∈ Hs(X)×Hs−1(X), on de´finit les conditions initiales ale´atoires
∀ω ∈ Ω vω0 :=
∑
n∈N
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈v0, φn,j〉
φn,i,(30)
vω1 :=
∑
n∈N
dn∑
i=1
 dn∑
j=1
M ′n,i,j(ω)〈v1, φn,j〉
φn,i.(31)
Alors pour presque tout ω ∈ Ω, la fonction ale´atoire (vω0 , vω1 ) appartient a` Hs(X) ×Hs−1(X) et l’e´quation
cubique des ondes
(∂2t −∆)v + v3 = 0, v(0, ·) = vω0 , v˙(0, ·) = vω1 ,
admet une unique solution globale v qui ve´rifie
v(t)− cos(t√−∆)vω0 −
sin(t
√−∆)√−∆ v
ω
1 ∈ C0t (R, H1(X)) ∩ C1t (R, L2(X)).
Enfin, si l’on fait les deux hypothe`ses supple´mentaires
min
(
inf
n∈N
σ (E[|Mn|]) , inf
n∈N
σ (E[|M ′n|])
)
> 0 et (v0, v1) 6∈
⋃
ρ>0
Hs+ρ(X)×Hs−1+ρ(X),
alors presque suˆrement on a
(vω0 , v
ω
1 ) 6∈
⋃
ρ>0
Hs+ρ(X)×Hs−1+ρ(X).
Faisons quelques commentaires sur le re´sultat pre´ce´dent :
• la fin de l’e´nonce´ pre´ce´dent, la proposition 1.4 et la remarque 1.6 assurent l’existence de beaucoup de
matrices ale´atoires Mn et M
′
n pour lesquelles les conditions initiales ale´atoires (30) et (31) ont exactement
la meˆme re´gularite´ dans les espaces de Sobolev que v0 et v1. Cela signifie que l’on peut bien re´soudre
l’e´quation cubique des ondes en re´gime sur-critique.
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• on insiste de nouveau sur le fait que la base hilbertienne (φn,i) de En est quelconque dans les conditions
initiales ale´atoires (30) et (31).
• de meˆme que dans [15], il est certainement possible de prouver un re´sultat analogue au the´ore`me 4.4 pour
s = 0 mais le the´ore`me 4.3 serait inutilisable et il faudrait affaiblir sensiblement la condition de moments
(29). On devrait alors utiliser la version Lp du the´ore`me de Paley-Zygmund.
5. The´orie Lp presque suˆre pour les harmoniques sphe´riques de Sd
Nous allons voir des re´sultats tre`s diffe´rents sur une meˆme varie´te´ selon le choix des sous-espaces En ⊂
L2(X). L’exemple mode`le est la sphe`re Sd sur laquelle deux exemples importants de concentration se
produisent : la concentration gaussienne autour d’une ge´ode´sique et la concentration polaire. Par cohe´rence
avec ce qui pre´ce`de, on notera µd la mesure volume de Sd. Faisons quelques rappels sur les harmoniques
sphe´riques [54, Chapter IV.2]. Le spectre de l’ope´rateur de Laplace-Beltrami sur
Sd = {(x1, x2, . . . , xd+1) ∈ Rd+1, x21 + · · ·+ x2d+1 = 1}
est ordonne´ par la suite (n(n + d − 1))n∈N. En l’occurrence, nous serons inte´resse´s par la suite (Yn)n≥1 de
modes propres de´finis par
(32) ∀n ∈ N? Yn(x) := cd,n(x1 + ix2)n, ‖Yn‖L2(Sd) = 1, cd,n > 0.
On ve´rifie que l’on a ∆Yn = −n(n+ d− 1)Yn et cd,n 'd n d−14 . Les fonctions Yn sont connues pour avoir des
estimations de normes dans Lp(Sd) maximales pour 2 < p ≤ 2(d+1)d−1 et minimales pour p ∈ [1, 2[ parmi les
modes propres L2(Sd)-normalise´s associe´s a` la valeur propre −n(n+ d− 1) (et cela est meˆme optimal pour
toutes les varie´te´s riemanniennes compactes d’apre`s les ine´galite´s de Sogge (3) et [53, Proposition 2]). De
manie`re pre´cise, il est connu et facile a` ve´rifier que (32) implique les estimations suivantes
(33) ∀p ∈ [1,+∞[∪{+∞} ∀n ∈ N? ‖Yn‖Lp(Sd) 'd,p n
d−1
2 (
1
2− 1p ).
La chose la plus facile que nous en de´duisons, a` partir de la de´finition 1.7, est que les espaces PLp(Sd,⊕CYn)
sont distincts deux a` deux. En effet, on a ‖Yn‖PLp(Sd,⊕CYn) = ‖Yn‖Lp(Sd) et il est donc clair que les normes
‖·‖PLp(Sd,⊕CYn) ne sont pas e´quivalentes pour deux valeurs distinctes de p ≥ 1. Comme explique´ dans la
partie 3, les espaces PLp(Sd,⊕CYn) s’identifient a` des sous-espaces de distributions sur Sd. La proposition
suivante re´sout comple`tement la question de la description de ces espaces pour p > 1.
Proposition 5.1. — On conside`re une suite complexe (an)n≥1 a` croissance polynomiale. Pour tout re´el
p ∈]1,+∞[, la distribution
∑
n≥1
anYn appartient a` PL
p(Sd,⊕CYn) si et seulement si l’on a la condition
(34)
∑
n≥1
1
n
d+1
2
(
n∑
k=1
k
d−1
2 |ak|2
) p
2
< +∞.
En outre, les espaces PLp(Sd,⊕CYn) sont stables par dualite´ et interpolation re´elle et complexe pour p
parcourant ]1,+∞[ au sens du the´ore`me 2.1.
Comme application imme´diate, on obtient le fait suivant qui contraste avec le the´ore`me de Paley-Zygmund
sur T : la fonction
∑
n≥2
1√
n ln(n)
Yn appartient a` L
2(Sd) mais la se´rie ale´atoire
∑ εn√
n ln(n)
Yn diverge presque
suˆrement dans Lp(Sd) pour tout re´el p > 2. Expliquons brie`vement la preuve de la proposition 5.1. L’ide´e
est d’estimer les nombres ∥∥∥∥∥∥
√∑
n≥1
|anYn|2
∥∥∥∥∥∥
Lp(Sd)
Cela sera tre`s facile pour p ∈ 2N en utilisant des estime´es optimales ve´rifie´es par les inte´grales
(35)
∫
Sd
|Yn(1)(x) . . . Yn(p/2)(x)|2dµd(x).
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Ensuite, on utilisera la concentration gaussienne de Yn autour de la ge´ode´sique {x21 + x22 = 1} ⊂ Sd afin de
ve´rifier l’hypothe`se (17) :
∀p > 1 sup
n≥1
|Yn|
‖Yn‖Lp(Sd)
∈ Lp,∞(Sd).
On conclura alors par interpolation et dualite´ a` l’aide des the´ore`mes 2.1 et 2.2.
Remarque 5.2. — On verra que la condition (34) est exactement celle que l’on obtient avec le crite`re (1)
en remplac¸ant Yn par la fonction x 7→ n d−14 1Vn(x) ou` Vn ⊂ Sd est une bande de largeur 1√n autour de la
ge´ode´sique d’e´quation x21 +x
2
2 = 1. Afin d’alle´ger la re´daction, nous n’avons traite´ que le cas des ge´ode´siques
sur Sd mais notre de´marche est en fait plus ge´ne´rale. En effet, on peut estimer les inte´grales (35) en
utilisant seulement la concentration gaussienne de Yn autour de la ge´ode´sique {x21 + x22 = 1}. Ce type de
concentration se re´alise dans un autre cas important, a` savoir celui d’une surface X qui admet une ge´ode´sique
Γ ⊂ X ferme´e elliptique et non-de´ge´ne´re´e. Il est alors connu, mais assez de´licat a` re´diger, que l’on peut
construire des quasi-modes qui se concentrent autour de la ge´ode´sique Γ avec des estimations gaussiennes
(ce sont les travaux de Ralston et Babich).
Par dualite´, on obtient gratuitement la moitie´ des injections de Sobolev probabilistes des fonctions Yn.
Corollaire 5.3. — Conside´rons p ∈]2,+∞[ et q = pp−1 ∈]1, 2[. Nous avons les inclusions strictes
H
d−1
2 (
1
2− 1p )(Sd) ( PLp(Sd,⊕CYn) (
⋂
ε>0
H
d−1
2 (
1
2− 1p )−ε(Sd),⋃
ε>0
H
−(d−1)
2 (
1
q− 12 )+ε(Sd) ( PLq(Sd,⊕CYn) ( H
−(d−1)
2 (
1
q− 12 )(Sd).
Faisant tendre q vers 1+ et ε vers 0+ dans le corollaire pre´ce´dent, on constate que l’exposant − (d−14 ) de
l’e´nonce´ du lemme 3.1 est optimal.
La condition (34) doit eˆtre compare´e a` des formules, de´ja` pre´sentes dans la litte´rature pour d’autres
familles de modes propres (φn)n≥1, de l’exposant critique de convergence de´fini comme suit
∀(an) ∈ `2(N?) pc(an) := sup
p > 2, ∑
n≥1
εnanφn converge p.s. dans L
p(X)
 .
Pour les modes propres ψn a` syme´trie radiale de l’ope´rateur Laplacien sur la boule unite´ Bd(0, 1) ⊂ Rd, un
examen de pc(an) a e´te´ entame´ par Ayache et Tzvetkov [1, Theorem 4, Proposition 2.8]. Puis, Grivaux en
a donne´ une formule tre`s satisfaisante en fonction de la suite (an) dans [28]. Cette analyse a e´te´ reprise
pour les modes propres φn a` syme´trie radiale de l’oscillateur harmonique −∆ + |x|2 par Robert, Thomann
et l’auteur [30, Theorem 2.3]. Dans les deux cas pre´ce´dents, duˆ au fait que la n-ie`me fonction propre φn se
concentre essentiellement sur une boule Bd(0, n−δ) ⊂ Rd avec δ > 0, l’analyse des preuves montrerait que la
formule de Grivaux prend la forme unifie´e :
(36) pc(an) = sup
{
p > 2,
n∑
k=1
‖φk‖2L∞ |ak|2 = O
(
n
2dδ
p
)}
.
On notera cependant que, contrairement a` la formule (34), la formule pre´ce´dente ne permet pas de de´cider
la convergence de la se´rie ale´atoire
∑
εnanφn dans l’espace de Lebesgue critique L
pc(an)(X) (cette question
a e´te´ souleve´e dans [30, remark page 16]).
Comme le remarquent Ayache et Tzvetkov [1, Theorem 4, remark (d)], les fonctions propres zonales de ∆
sur Sd ont des proprie´te´s de concentration similaires aux fonctions propres radiales de l’ope´rateur Laplacien
sur Bd(0, 1) et il est donc possible d’adapter les re´sultats d’un cadre a` l’autre. Faisons cette comparaison et
convenons qu’une fonction sur Sd est zonale si elle ne de´pend que de la premie`re coordonne´e x1 d’un point
x ∈ Sd. D’apre`s [54, Chapter IV.2, Theorem 2.14], on sait que l’ope´rateur de Laplace-Beltrami ∆ admet
une suite de fonctions propres zonales (Zn)n≥1 ve´rifiant :
(37) Zn(x) = n
1
2P
( d−22 ,
d−2
2 )
n (x1), ∆Zn = −n(n+ d− 1)Zn, ‖Zn‖L2(Sd) 'd 1,
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ou` P
( d−22 ,
d−2
2 )
n est le n-ie`me polynoˆme de Jacobi, c’est-a`-dire le n-ie`me polynoˆme orthogonal pour le poids
w ∈ [−1, 1] 7→ (1− w2) d−22 et normalise´ de sorte que
∀n ∈ N? P (
d−2
2 ,
d−2
2 )
n (1) =
(
n+ d−22
n
)
'd n
d−2
2 .
Parmi les modes propres de ∆, les fonctions Zn sont connues pour maximiser la croissance des quotients
‖Zn‖Lp(Sd)
‖Zn‖L2(Sd) si n tend vers +∞ avec p ≥
2(d+1)
d−1 (et cela est meˆme optimal pour toutes les varie´te´s d’apre`s les
ine´galite´s de Sogge (3)). En l’occurrence, une formule de changement de variables (voir (102)) donne
‖Zn‖pLp(Sd) =
∫
Sd
|Zn(x)|pdµd(x) 'd,p n
p
2
∫ 1
−1
|P (
d−2
2 ,
d−2
2 )
n (x1)|p(1− x21)
d−2
2 dx1,
puis [55, Page 391] nous fournit les estimations des normes dans Lp(Sd) des fonctions Zn :
(38)
1 ≤ p < 2dd−1 ⇒ ‖Zn‖Lp(Sd) 'd,p 1,
p = 2dd−1 ⇒ ‖Zn‖Lp(Sd) 'd,p p
√
ln(n+ 1),
2d
d−1 < p <∞ ⇒ ‖Zn‖Lp(Sd) 'd,p n
d−1
2 − dp .
La proposition 3.2 et l’argumentation tenue apre`s (33) montrent alors que l’on a
(39)
∀p ∈
[
1, 2dd−1
[
PLp(Sd,⊕CZn) =
⊕
n≥1
CZn,
∀p2 > p1 ≥ 2dd−1 PLp2(Sd,⊕CZn) ( PLp1(Sd,⊕CZn).
Rappelons que (39) s’interpre`te comme une sorte de the´ore`me de Paley-Zygmund pour les fonctions zonales
: pour toute fonction zonale f =
∑
n≥1 anZn ∈ L2(Sd), la fonction ale´atoire fω =
∑
n≥1 εnanZn appartient
presque suˆrement a` Lp(Sd) pour tout re´el p ∈ [1, 2dd−1 [. Par contre, il existe des fonctions zonales f ∈ L2(Sd)
telles que la se´rie ale´atoire de´finissant fω diverge presque suˆrement dans L
2d
d−1 (Sd).
D’apre`s (39), on voit que les espaces PLp(Sd,⊕CZn) ne peuvent raisonnablement pas eˆtre stables par du-
alite´. Des arguments rigoureux sont donne´s plus loin aussi bien pour l’absence de dualite´ (voir la proposition
10.6) que pour l’absence d’interpolation si p parcourt un intervalle ouvert contenant 2dd−1 (voir la proposition
14.4).
Pour analyser de fac¸on plus fine les espaces PLp(Sd,⊕CZn) avec p > 2dd−1 , on doit rappeler que les
fonctions Zn se concentrent autour de deux boules centre´es aux poˆles (±1, 0, . . . , 0) de rayon d’ordre 1n avec
une amplitude d’ordre n
d−1
2 . D’une part, les formules (38) expliquent que cette concentration polaire est
significative dans Lp(Sd) pour p > 2dd−1 . D’autre part, on pourrait appliquer la formule de Grivaux (36) :
pour toute suite (an) ∈ `2(N?) et toute fonction zonale u =
∑
n≥1
anZn ∈ L2(Sd) on aurait
(40) sup
{
p ≥ 2d
d− 1 , u ∈ PL
p(Sd,⊕CZn)
}
= sup
p ≥ 2dd− 1 , 1nd+1
(
n∑
k=1
kd−1|ak|2
) p
2
= O
(
1
n
) .
Le prochain e´nonce´ rendra le´gitime la mise en e´vidence du terme O( 1n ). Le the´ore`me d’interpolation 2.1,
malgre´ son apparence abstraite, va nous permettre de re´pondre comple`tement a` la question.
Proposition 5.4. — On conside`re une suite complexe (an)n≥1 a` croissance polynomiale. Pour tout re´el
p ∈] 2dd−1 ,+∞[, la distribution
∑
n≥1
anZn appartient a` PL
p(Sd,⊕CZn) si et seulement si l’on a
(41)
∑
n≥1
1
nd+1
(
n∑
k=1
kd−1|ak|2
) p
2
< +∞.
Les espaces PLp(Sd,⊕CZn) sont stables par interpolation re´elle et complexe pour p parcourant ] 2dd−1 ,+∞[
au sens du the´ore`me 2.1. Enfin, les injections de Sobolev probabilistes des fonctions Zn sont donne´es par les
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inclusions strictes
(42) H
d−1
2 − dp (Sd) ( PLp(Sd,⊕CZn) (
⋂
ε>0
H
d−1
2 − dp−ε(Sd).
La proposition 5.4 nous permet de pre´ciser la formule (40) par comparaison logarithmique. Examinons
par exemple des coefficients de la forme an =
1
n
d( 12− 1p ) ln
β
p (n)
avec β ≥ 0, p > 2dd−1 et n ≥ 2, il vient
1
nd+1
(
n∑
k=2
kd−1|ak|2
) p
2
'd,β 1
n lnβ(n)
.
La borne supe´rieure (40) vaut donc p, mais la se´rie ale´atoire
∑
n≥2 εnanZn converge presque suˆrement dans
Lp(Sd) si et seulement si β > 1.
De nouveau, nous verrons que la condition (41) est exactement celle que l’on obtient avec le crite`re (1)
en remplac¸ant Zn par x 7→ n d−12 1B(N, 1n )(x), ou` N de´signe le poˆle (1, 0, . . . , 0). En d’autres termes, les
propositions 5.1 et 5.4 affirment que la concentration sur une zone de´termine´e (voisinage d’une ge´ode´sique
ou d’un poˆle) est la seule pertinente dans la the´orie Lp presque suˆre de`s lors qu’elle est significative dans
Lp(Sd). Malgre´ la ressemblance de leurs e´nonce´s, les preuves des propositions 5.1 et 5.4 vont eˆtre diffe´rentes
car la concentration des fonctions Yn autour de la ge´ode´sique {x21 + x22 = 1} ⊂ Sd est bien meilleure que
la concentration des fonctions zonales Zn autour des poˆles (±1, 0, . . . , 0) (voir la discussion concernant les
estime´es multiline´aires au de´but de la preuve de la proposition 5.4).
Pour conclure cette partie, remarquons que l’injection de Sobolev probabiliste de Tzvetkov (2) se reformule
pour toute base hilbertienne (φn)n∈N de fonctions propres de L2(X) :
∀p ≥ 2 Hδ(d,p)(X) ⊂ PLp(X,⊕Cφn).
Les injections de Sobolev probabilistes des harmoniques sphe´riques Yn et Zn (Corollaire 5.3 et (42)) montrent
que l’on ne peut pas choisir un exposant plus petit que δ(d, p) en toute ge´ne´ralite´. La proposition 3.2 montre
cependant qu’un moyen d’abaisser δ(d, p) a` 0 serait de randomiser une base hilbertienne spe´cifique de L2(Sd)
constitue´e de modes propres uniforme´ment borne´s dans tout espace Lp(Sd) avec p ∈ [2,+∞[ (une telle base
existe par des arguments de concentration de la mesure [10, 19]).
6. The´orie Lp presque suˆre pour l’oscillateur harmonique sur Rd
Nous allons maintenant e´tudier l’oscillateur harmonique multidimensionnel −∆ + |x|2 sur L2(Rd). Pour
tout entier n ∈ N, le n-ie`me polynoˆme de Hermite Hn ∈ R[X] est de´fini par la formule de Rodrigues
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
.
On appelle n-ie`me fonction de Hermite la fonction hn normalise´e dans L
2(R) de´finie par la formule
hn(x) =
Hn(x)√
n!2n
√
pi
e−
1
2x
2
.
En particulier, on a hn(−x) = (−1)nhn(x). Pour tout n ∈ N, on de´finit Ed,n le sous-espace de L2(Rd) dont
une base hilbertienne est constitue´e des fonctions de Hermite multidimensionnelles
x ∈ Rd 7→ hi1(x1) . . . hid(xn), (i1, . . . , id) ∈ Nd i1 + · · ·+ id = n.
Il s’ensuit que dim(Ed,n) est un polynoˆme en n de degre´ d− 1 :
(43) dn := dim(Ed,n) =
(n+ 1) . . . (n+ d− 1)
(d− 1)! ∼
nd−1
(d− 1)! , n→ +∞.
Il faut savoir de plus que Ed,n est le sous-espace propre de −∆ + |x|2 associe´ a` la valeur propre d + 2n et
que l’on a la somme directe orthogonale
L2(Rd) =
⊕
n∈N
Ed,n.
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L’e´tude de l’espace PLp(Rd,⊕Ed,n) passe par la compre´hension de la localisation des fonctions spectrales
ed(n, x) := sup{|un(x)|2, un ∈ Ed,n, ‖un‖L2(Rd) = 1}
=
∑
(i1,...,id)∈Nd
i1+···+id=n
hi1(x1)
2 . . . hid(xd)
2.(44)
Comme mentionne´ dans l’introduction, cet exemple a de´ja` e´te´ e´tudie´ dans [30] par randomisation unidi-
mensionnelle. Le point cle´ qui a permis d’obtenir de meilleurs re´sultats que ceux des sphe`res est le bon
comportement dans les espaces Lp(Rd) de la fonction spectrale ed(n, ·). Comme l’oscillateur harmonique est
par essence multidimensionnel, l’usage des espaces PLp(Rd,⊕Ed,n) est plus naturel et permet d’e´viter une
condition technique de controˆle des coefficients (appele´e “squeezing condition”). Suivant l’ide´e selon laquelle
seule la concentration de ed(n, ·) devrait eˆtre significative, on de´montre le re´sultat suivant.
Proposition 6.1. — Il existe une constante universelle γ > 0 et un re´el C(d) > 1 tels que pour tout entier
n ∈ N? et tout vecteur x ∈ Rd on a
(45)
|x| ≤ √2n+ 1 ⇒ ed(n, x) ≤ C(d)n d2−1
|x| ≥ √2n+ 1 ⇒ ed(n, x) ≤ C(d)n d2−1e−γ|x|2
Il existe aussi une constante universelle α ∈]0, 1[ et un entier n(d) ∈ N? tels que pour tout entier n ≥ n(d)
on a, quitte a` augmenter C(d) > 1, l’implication
(46)
C(d)√
2n+ 1
≤ |x| ≤ α√2n+ 1 ⇒ n
d
2−1
C(d)
≤ ed(n, x) ≤ C(d)n d2−1.
On justifiera plus loin que la fonction x 7→ ed(n, x) est invariante par rotation autour de 0, si bien que l’on
a ed(n, x) = ed(n, (|x|, 0, . . . , 0)). A` titre d’exemple, on examine les graphes pour d = 2 et n ∈ {5, 10, 50} de
ed(n, x) en fonction de |x| ∈
[
0, 32
√
2n+ 1
]
.
La proposition 6.1 et les graphes ci-dessus sugge`rent que l’on peut conside´rer, en premie`re approximation,
que la fonction spectrale ed(n, ·) se localise uniforme´ment sur le compact Bd(0,
√
2n+ 1). C’est-a`-dire que
l’on peut assimiler ed(n, x) a` c(d)n
d
2−11Bd(0,
√
2n+1)(x) ou` c(d) ne de´pend que de d. Dans ce cas, l’e´quivalent
(43) et le fait que 1dn ed(n, ·) soit une densite´ permettent de pre´voir que l’on devrait avoir
c(d) =
1
(d− 1)!2 d2 Vol(Bd(0, 1))
.
Par exemple, on devrait comparer e2(n, x) a`
1
2pi1B2(0,
√
2n+1)(x). Par contre, nous sommes oblige´s d’e´viter,
en toute rigueur, un voisinage de l’origine pour effectuer une minoration uniforme de ed(n, ·). En effet, pour
tout entier n impair la fonction hn est impaire et donc ed(n, 0) est nul (voir (44)).
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La majoration (45) est obtenue en suivant les constantes dans la de´monstration de [57, Lemma 3.2.2].
Quant a` la minoration de (46), elle semble nouvelle. Sa de´monstration est plus subtile et utilise des ap-
proximations essentiellement optimales des fonctions de Hermite dues a` Muckhenhoupt. Une application
imme´diate de la proposition 6.1 est donne´e par les estimations
(47) ∀p ∈ [1,+∞[∪{+∞} ∀n ∈ N?
∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
'd,p n
d−1
2 − d2 ( 12− 1p ) = n
1
2 [
d
2−1+ dp ].
De nouveau, la majoration ‖ed(n, ·)‖L p2 (Rd) .d,p n
d
2−1+ dp est connue pour p ≥ 2 et est ge´ne´ralement
traite´e par interpolation entre p = 2 et p = +∞, mais nous ne connaissons pas de re´fe´rence ou` l’optimalite´
est prouve´e (voir [47, Lemma 3.5] et les re´fe´rences indique´es). Les hypothe`ses du the´ore`me 2.2 de dualite´
sont alors tre`s faciles a` ve´rifier. D’une part, on a
(48) ∀p ∈]1,+∞[
∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
∥∥∥√ed(n, ·)∥∥∥
L
p
p−1 (Rd)
.d,p dim(Ed,n).
D’autre part, en utilisant (45) et (47), on a
∀n ∈ N?
√
ed(n, x)∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
.d,p
1
n
d
2p
1Bd(0,
√
2n+1)(x) +
e−
1
2γ|x|2
n
d
2p
sup
n≥1
√
ed(n, x)∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
.d,p
1
|x| dp
+ e−
1
2γ|x|2
sup
n≥0
√
ed(n, x)∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
∈ Lp,∞x (Rd).(49)
Ainsi, on sait par avance que les espaces PLp(Rd,⊕Ed,n) sont stables par dualite´. Tout comme pour
les varie´te´s compactes, ces espaces vont s’identifier a` des sous-espaces de distributions sur Rd. Pour le
voir, commenc¸ons par rappeler la de´finition des espaces de Sobolev naturellement associe´s a` l’oscillateur
harmonique. En notant Πn : L
2(Rd)→ L2(Rd) le projecteur orthogonal sur Ed,n, on a :
∀s ≥ 0 Hs(Rd) := Dom
((−∆ + |x|2) s2)
=
{
u ∈ L2(Rd),
∑
n∈N
(1 + n)s ‖Πn(u)‖2L2(Rd) < +∞
}
.
Rappelons que cet espace abstrait admet, lorsque s ∈ N, la caracte´risation fonctionnelle suivante (voir la
preuve de [62, Lemma 2.4]) :
Hs(Rd) = {u ∈ L2(Rd),∀(m0,m1, . . . ,md) ∈ Nd, m0 + · · ·+md ≤ s⇒ |x|m0∂m1x1 . . . ∂mdxd u ∈ L2(Rd)} .
Toute fonction ϕ de l’espace de Schwartz S(Rd) = ⋂
s∈N
Hs(Rd) admet alors une de´composition
ϕ =
∑
n≥0
Πn(ϕ), ∀α > 0 ∀n ∈ N ‖Πn(φ)‖L2(Rd) ≤
C(α)
(1 + n)α
.
On en de´duit par dualite´ que toute distribution tempe´re´e u ∈ S ′(Rd) admet une de´composition en se´rie
faiblement convergente pour la dualite´ (S(Rd),S ′(Rd)) :
u =
∑
n∈N
Πn(u), ∃α > 0 ∀n ∈ N ‖Πn(u)‖L2(Rd) ≤ C(α)(1 + n)α.
Cela nous ame`ne a` de´finir des espaces de Sobolev pour tout s ∈ R
∀s ∈ R Hs(R) =
{
u ∈ S ′(Rd),
∑
n∈N
(1 + n)s ‖Πn(u)‖2L2(Rd) < +∞
}
.
Nous pouvons maintenant e´noncer un lemme analogue au lemme 3.1.
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Lemme 6.2. — Pour tous p ∈ [1,+∞[ et (un)n∈N ∈ PLp(Rd,⊕Ed,n), la se´rie
∑
un converge pour la dualite´
(S(Rd),S ′(Rd)) vers une distribution tempe´re´e. Par suite, on peut identifier PLp(Rd,⊕Ed,n) au sous-espace
des distributions tempe´re´es u ∈ S ′(Rd) ve´rifiant
‖u‖PLp(Rd,⊕En) =
∥∥∥∥∥
√∑
n∈N
‖Πn(u)‖2L2(Rd)
ed(n, x)
dim(Ed,n)
∥∥∥∥∥
Lpx(Rd)
< +∞.
Preuve. On invoque l’ine´galite´ triviale :
‖u‖PLp(Rd,⊕Ed,n) ≥ sup
n∈N
‖un‖L2(Rd)√
dim(Ed,n)
∥∥∥√e(n, ·)∥∥∥
Lp(Rd)
.
Les e´quivalents dim(Ed,n) 'd nd−1 et (47) assurent que (‖un‖L2(Rd))n∈N est a` croissance polynomiale. 
La proposition 6.1, le the´ore`me 2.2 de dualite´ et le the´ore`me 2.1 d’interpolation vont nous permettre de
de´crire comple`tement les sous-espaces PLp(Rd,⊕Ed,n) et leurs proprie´te´s de dualite´ et d’interpolation pour
p > 1.
The´ore`me 6.3. — Pour tout re´el p ∈ [1,+∞[ et toute distribution tempe´re´e u ∈ S ′(Rd), on a
(50) ‖u‖PLp(Rd,⊕Ed,n) 'd,p ‖Π0(u)‖L2(Rd) +
∑
n≥1
n
d
2−1
∑
k≥n
‖Πk(u)‖2L2(Rd)
k
d
2

p
2

1
p
.
En outre, nous avons les proprie´te´s de dualite´ et d’interpolation :
i) pour tout p ∈]1,+∞[, on pose q = pp−1 l’exposant conjugue´. L’injection canonique
Λp : PL
q(Rd,⊕Ed,n)→ PLp(Rd,⊕Ed,n)′
qui a` un e´le´ment w ∈ PLq(Rd,⊕Ed,n) associe la forme line´aire
u ∈ PLp(Rd,⊕Ed,n) 7→
∑
n≥0
〈Πn(u),Πn(w)〉L2(Rd)
est bien de´finie et est un isomorphisme d’espaces de Banach.
ii) les espaces (PLp(Rd,⊕Ed,n))p∈]1,+∞[ sont stables par interpolation complexe et re´elle au sens du
the´ore`me 2.1.
Le the´ore`me pre´ce´dent ressemble aux propositions 5.1 et 5.4 mais sa preuve est bien plus simple car la
concentration des fonctions ed(n, ·) est bien meilleure que celle des harmoniques sphe´riques Yn et Zn e´tudie´es
dans la partie 5. En effet, la proposition 6.1 assure que l’on peut brutalement controˆler ed(n, x) par le terme
gaussien e−γ|x|
2  1 a` l’exte´rieur de la boule Bd(0,
√
2n+ 1). En d’autres termes, l’approximation de ed(n, x)
par n
d
2−11Bd(0,
√
2n+1)(x) est si bonne que la preuve de (50) ne ne´cessite pas un argument d’interpolation. Il
s’agit d’une sorte d’effet re´gularisant de l’oscillateur harmonique.
L’e´quivalence de normes (50) implique de´ja` quelques faits non triviaux :
• pour tout p ∈ [1,+∞[ on a l’inclusion PLp(Rd,⊕Ed,n) ⊂ H− d2 (Rd). Cela signifie qu’il faut un minimum
de re´gularite´ pour espe´rer arriver presque suˆrement dans Lp(Rd). Cela doit eˆtre compare´ au lemme 3.1
sur les varie´te´s compactes.
• pour tous re´el p1 < p2 on a l’inclusion stricte PLp1(Rd,⊕Ed,n) ⊂ PLp2(Rd,⊕Ed,n). D’une part, cela
contraste fortement avec le fait que Lp1(Rd) n’est pas inclus dans Lp2(Rd). D’autre part, le the´ore`me de
Paley-Zygmund est ve´rifie´ pour l’oscillateur harmonique.
Il est temps a` pre´sent d’e´noncer les injections de Sobolev probabilistes de l’oscillateur harmonique multi-
dimensionnel qui s’ave`rent bien meilleures que celles des varie´te´s compactes.
The´ore`me 6.4. — Pour tout re´el p ∈]2,+∞[, on note q = pp−1 ∈]1, 2[. Nous avons les inclusions strictes
H−d( 12− 1p )(Rd) ( PLp(Rd,⊕Ed,n) (
⋂
ε>0
H−d( 12− 1p )−ε(Rd),⋃
ε>0
Hd( 1q− 12 )+ε(Rd) ( PLq(Rd,⊕Ed,n) ( Hd( 1q− 12 )(Rd).
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Remarquons que pour tout q ∈ [1, 2], l’espace PLq(Rd,⊕Ed,n) ⊂ L2(Rd) est un espace de fonctions
(alors que pour une varie´te´ compacte X, on a vu que PLq(X,⊕En) est en ge´ne´ral seulement un espace de
distributions). Dans le cas p > 2, les injections de Sobolev de´terministes s’e´crivent ainsi :
Hd( 12− 1p )(Rd) ⊂ Hd( 12− 1p )(Rd) ⊂ Lp(Rd).
En autorisant un ale´a pour arriver dans Lp(Rd), l’injection de Sobolev probabiliste H−d( 12− 1p )(Rd) ⊂
PLp(Rd,⊕Ed,n) assure donc presque suˆrement un gain de 2d
(
1
2 − 1p
)
de´rive´es.
7. Preuve du the´ore`me 1.3, randomisation avec des matrices ale´atoires
Comme nous manipulerons des matrices de tailles diffe´rentes, il sera commode de faire le raccourci suivant
: a` la place de “une suite (bn)n∈N de matrices carre´es telles que pour tout n ∈ N la matrice bn soit de taille
dn × dn a` coefficients dans B”, nous e´crirons “une suite de matrices carre´es bn ∈ Mdn(B)”. Avec les
changements e´vidents, on utilisera la meˆme convention pour des matrices ale´atoires.
Rappelons que (En)n est une suite de matrices ale´atoires inde´pendantes et que la matrice ale´atoire En
suit une loi uniforme dans le groupe orthogonal Odn(R) pour tout n ∈ N (de meˆme pour Wn qui suit un loi
uniforme dans le groupe unitaire Udn(C)). Dans ce contexte, les ine´galite´s de Kahane-Khintchine de´montre´es
par Marcus et Pisier s’e´noncent comme suit (voir [39, Page 91, Corollary 2.12]).
Proposition 7.1. — Pour tous re´els p > q ≥ 1, il existe une constante Kp,q ≥ 1 telle que, pour tout espace
de Banach B, pour tout entier N ∈ N et toute suite de matrices carre´es bn ∈Mdn(B), nous avons
(51) E
[∥∥∥∥∥
N∑
n=0
tr(Enbn)
∥∥∥∥∥
q
B
] 1
q
≤ E
[∥∥∥∥∥
N∑
n=0
tr(Enbn)
∥∥∥∥∥
p
B
] 1
p
≤ Kp,qE
[∥∥∥∥∥
N∑
n=0
tr(Enbn)
∥∥∥∥∥
q
B
] 1
q
.
De meˆme que pour les ine´galite´s de Kahane-Khintchine (4), il existe une constante nume´rique K ≥ 1 telle
que l’on a Kp,q ≤ Kp,1 ≤ K√p. Des ine´galite´s similaires sont valides pour les matrices ale´atoires Wn a` la
place de En.
On se permet d’utiliser la meˆme notation Kp,q dans (51) et dans (4) car les ine´galite´s (51) impliquent les
ine´galite´s (4). Les ine´galite´s (51) jouent un roˆle cle´ pour montrer le the´ore`me suivant [39, page 92, Corollary
2.14] ou` nous forc¸ons l’apparition du terme multiplicatif
√
dn par cohe´rence avec la suite.
The´ore`me 7.2. — Conside´rons un espace de Banach complexe B et une suite de matrices carre´es bn ∈
Mdn(B). Les proprie´te´s suivantes sont e´quivalentes
i) la se´rie
∑
n
√
dntr(Enbn) converge dans Lp(Ω, B) pour un re´el p ∈ [1,+∞[,
ii) la se´rie
∑
n
√
dntr(Enbn) converge dans Lp(Ω, B) pour tout re´el p ∈ [1,+∞[,
iii) la se´rie
∑
n
√
dntr(Enbn) converge presque suˆrement dans B,
iv) la se´rie
∑
n
√
dntr(Wnbn) converge dans L
p(Ω, B) pour un re´el p ∈ [1,+∞[,
v) la se´rie
∑
n
√
dntr(Wnbn) converge dans L
p(Ω, B) pour tout re´el p ∈ [1,+∞[,
vi) la se´rie
∑
n
√
dntr(Wnbn) converge presque suˆrement dans B.
Sans hypothe`se supple´mentaire sur l’espace de Banach B, on ne peut pas en toute ge´ne´ralite´ ajouter
d’autres lois matricielles, comme les gaussiennes 1√
dn
[gn,i,j ] (voir (12)), en plus des matrices ale´atoires (En)
et (Wn). En effet, ne serait-ce que pour le cas unidimensionnel, i.e. dn = 1 pour tout n ∈ N, le the´ore`me de
Maurey-Pisier (The´ore`me C.2) e´nonce que l’e´quivalence suivante∑
εnbn converge presque suˆrement ⇔
∑
gnbn converge presque suˆrement,
ou` (gn)n≥0 est une suite i.i.d. de gaussiennes suivant une loi NC(0, 1), caracte´rise les espaces de Banach de
cotype fini. Par exemple, L∞(X) n’est ge´ne´ralement pas de cotype fini tandis que Lp(X) est de cotype fini
pour tout p ∈ [1,+∞[.
Il n’est pas clair pour l’auteur que le the´ore`me de randomisation universelle de Maurey-Pisier (The´ore`me
C.3) soit applicable pour comprendre l’universalite´ de la randomisation dans un cadre multidimensionnel.
Cela dit, nous allons voir que dans le cas particulier B = Lp(X), avec p ∈ [1,+∞[, on peut conside´rablement
pre´ciser le the´ore`me 7.2. Nous allons exploiter la preuve du the´ore`me 7.2, c’est-a`-dire l’utilisation syste´matique
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des ine´galite´s (51) et d’un principe de contraction (The´ore`me 7.9). L’annexe D donnera un e´clairage sur les
proprie´te´s ge´ome´triques de l’espace de Banach Lp(X) utilise´es dans notre argumentation. Commenc¸ons par
le lemme e´le´mentaire suivant.
Lemme 7.3. — Conside´rons un re´el p ∈ [1,+∞[, des matrices ale´atoires M0 ∈Md1(R),...,MN ∈MdN (R)
et des matrices b0 ∈Md1(Lp(X)),...,bN ∈MdN (Lp(X)). Alors on a l’ine´galite´ :
∀q ∈ [p,+∞[ Eω
∥∥∥∥∥
N∑
n=0
√
dntr(Mn(ω)bn)
∥∥∥∥∥
q
Lp(X)
 1q ≤
∥∥∥∥∥∥Eω
[∣∣∣∣∣
N∑
n=0
√
dntr(Mn(ω)bn)
∣∣∣∣∣
q] 1q ∥∥∥∥∥∥
Lp(X)
.
Preuve. Cela de´coule par interpolation entre q = p et q = +∞. 
Lorsque l’on choisit B = C (ou plus ge´ne´ralement un espace de Hilbert ou Lp(X)), les ine´galite´s (51)
donnent un re´sultat simple et bien connu dans le cas unidimensionnel. Pour exprimer ce re´sultat, on notera
‖·‖HS la norme de Hilbert-Schmidt d’une matrice carre´e A ∈Mdn(C) :
‖A‖HS :=
√√√√ dn∑
i,j=1
|aij |2.
Lemme 7.4. — Pour toute suite de matrices an ∈Mdn(C) et pour tout N ∈ N, on a
E
∣∣∣∣∣
N∑
n=0
√
dntr(Enan)
∣∣∣∣∣
2
 = N∑
n=0
‖an‖2HS .(52)
Par suite, pour tous re´els p et q appartenant a` [1,+∞[ et pour toute suite de matrices bn ∈ Mdn(Lp(X)),
on a
(53) E
∥∥∥∥∥
N∑
n=0
√
dntr(Enbn(x))
∥∥∥∥∥
q
Lpx(X)
 1q 'p,q
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn(x)‖2HS
∥∥∥∥∥∥
Lpx(X)
.
La meˆme conclusion est valide en remplac¸ant (En)n≥0 par (Wn)n≥0.
Preuve. Commenc¸ons par l’e´galite´ (52). Par inde´pendance des matrices ale´atoires En, il nous suffit de
prouver les deux points suivants pour tout entier d ∈ N? et toute matrice A ∈Md(C) :∫
Od(R)
tr(PA)dP = 0,
∫
Od(R)
|tr(PA)|2dP = tr(
tAA)
d
,
ou` l’on note dP la mesure de Haar normalise´e du groupe compact Od(R). Le cas d = 1 e´tant trivial, on
suppose d ≥ 2. La nullite´ de la premie`re inte´grale est clair par le changement de variables P 7→ −P . Pour la
seconde inte´grale, il suffit de traiter le cas ou` tous les coefficients de A sont re´els. En effet, le cas complexe
de´coule du cas re´el en e´crivant A = Ax + iAy avec Ax, Ay ∈ Md(R). En notant la matrice syme´trique
|A| = √tAA, on peut factoriser A sous la forme P |A| = PQDQ−1 avec P,Q ∈ Od(R) et D matrice diagonale
dont les valeurs propres µ1, . . . , µd sont les valeurs singulie`res de A. La proprie´te´ d’invariance de la trace et
de la mesure de Haar dP simplifie l’inte´grale∫
Od(R)
tr(PA)2dP =
∫
Od(R)
tr(PD)2dP
=
∫
Od(R)
(p11µ1 + · · ·+ pddµd)2 dP
=
d∑
i,j=1
µiµj
∫
Od(R)
piipjjdP.
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En effectuant les changements de coordonne´es P 7→ EijP et P 7→ PEij ou` Eij est la matrice orthogonale
associe´e a` la permutation qui transpose i et j ainsi que les d changements de coordonne´es P 7→ ∆kP ou` ∆k
est la matrice diagonale Diag(1, . . . , 1, −1︸︷︷︸
k
, 1, . . . , 1), on obtient
∀i 6= j
∫
Od(R)
piipjjdP = 0,
∀i, j
∫
Od(R)
p2ijdP =
∫
Od(R)
p211dP.
Par moyenne, la dernie`re inte´grale pre´ce´dente vaut
1
d2
∫
Od(R)
tr(tPP )dP =
1
d
.
Cela prouve (52) car tr(tAA) = µ21 + · · ·+ µ2d.
Prouvons maintenant (53). D’apre`s les ine´galite´s de Kahane-Khintchine-Marcus-Pisier (51), il suffit de
traiter le cas q = p. Le the´ore`me de Fubini donne alors
E
∥∥∥∥∥
N∑
n=0
√
dntr(Enbn(x))
∥∥∥∥∥
p
Lpx(X)
 = ∫
X
E
[∣∣∣∣∣
N∑
n=0
√
dntr(Enbn(x))
∣∣∣∣∣
p]
dµ(x).
De nouveau, les ine´galite´s de Kahane-Khintchine-Marcus-Pisier sur C montrent que l’inte´grale pre´ce´dente
est e´quivalente a` la suivante
∫
X
E
∣∣∣∣∣
N∑
n=0
√
dntr(Enbn(x))
∣∣∣∣∣
2

p
2
dµ(x).
L’e´galite´ (52) ache`ve la preuve. 
Nous avons a` pre´sent tous les moyens pour aborder randomisation de matrices ale´atoires plus ge´ne´rales.
Proposition 7.5. — Fixons p ∈ [2,+∞[ et conside´rons une suite de matrices ale´atoires Mn : Ω→Mdn(R)
inde´pendantes, orthogonalement invariantes et ve´rifiant l’hypothe`se de bornitude des moments
sup
n∈N
E
[
‖Mn‖pop
]
< +∞.
Il existe une constante universelle K ≥ 1 telle que, pour toute suite an ∈Mdn(C), nous avons
(54) ∀N ∈ N E
[∣∣∣∣∣
N∑
n=0
√
dntr(Mnan)
∣∣∣∣∣
p] 1p
≤ K√p
(
sup
0≤n≤N
E
[
‖Mn‖pop
]) 1p √√√√ N∑
n=0
‖an‖2HS .
La meˆme conclusion est valide en supposant que chaque matrice ale´atoire Mn est a` valeurs dans Mdn(C) et
est unitairement invariante.
Preuve. Fixons E0, . . . , EN des matrices ale´atoires inde´pendantes deux a` deux (et inde´pendantes des matrices
ale´atoires Mn) qui suivent des lois uniformes dans les groupes orthogonaux de tailles respectives d0, . . . , dN .
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Remarquant que Mn suit la meˆme loi que EnMn et utilisant les ine´galite´s de Kahane-Khintchine-Marcus-
Pisier (51) et (52), on peut e´crire
E
[∣∣∣∣∣
N∑
n=0
√
dntr(Mnan)
∣∣∣∣∣
p]
= EωEω′
[∣∣∣∣∣
N∑
n=0
√
dntr(En(ω′)Mn(ω)an)
∣∣∣∣∣
p]
≤ Kpp p2 Eω
Eω′
∣∣∣∣∣
N∑
n=0
√
dntr(En(ω′)Mn(ω)an)
∣∣∣∣∣
2

p
2

≤ Kpp p2 Eω
( N∑
n=0
‖Mn(ω)an‖2HS
) p
2

≤ Kpp p2 Eω
( N∑
n=0
‖Mn(ω)‖2op ‖an‖2HS
) p
2
 .
L’ine´galite´ triangulaire dans L
p
2 (Ω) nous ame`ne alors a` la conclusion
E
[∣∣∣∣∣
N∑
n=0
√
dntr(Mnan)
∣∣∣∣∣
p]
≤ Kpp p2
(
N∑
n=0
‖an‖2HS E
[
‖Mn‖pop
] 2
p
) p
2
≤ Kpp p2
(
sup
0≤n≤N
E
[
‖Mn‖pop
])( N∑
n=0
‖an‖2HS
) p
2
.

Remarque 7.6. — Dans le cas particulier dn = 1, c’est-a`-dire lorsque les matrices ale´atoires Mn : Ω→ R
sont en fait des variables ale´atoires syme´triques, l’ine´galite´ (54) s’e´crit pour tout re´el p ∈ [2,+∞[ et
tous re´els a0, . . . , aN :
E
[∣∣∣∣∣
N∑
n=0
Mnan
∣∣∣∣∣
p] 1p
≤ K√p
(
sup
0≤n≤N
E[|Mn|p]
) 1
p
√√√√ N∑
n=0
|an|2.
Du fait que la dimension conside´re´e est 1, le principe de syme´trisation montrerait que l’ine´galite´ pre´ce´dente
est aussi vraie si les variables ale´atoires Mn sont seulement centre´es (voir la preuve du lemme 8.1).
On obtient facilement le re´sultat suivant.
Corollaire 7.7. — Conside´rons p ∈ [1,+∞[ et une suite de matrices ale´atoires Mn : Ω → Mdn(R)
inde´pendantes, orthogonalement invariantes et ve´rifiant
sup
n∈N
E
[
‖Mn‖max(2,p)op
]
< +∞.
Il existe une constante universelle K ≥ 1 telle que, pour toute suite de matrices bn ∈ Mdn(Lp(X)) et tout
entier N ∈ N, on a
(55)
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
Lmax(2,p)(Ω,Lp(X))
≤ K√p
(
sup
n∈N
E
[
‖Mn‖max(2,p)op
]) 1max(2,p)
×
∫
X
(
N∑
n=0
‖bn(x)‖2HS
) p
2
dµ(x)

1
p
.
En particulier, sous la condition ∫
X
∑
n≥0
‖bn(x)‖2HS

p
2
< +∞,
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la se´rie ale´atoire
∑√
dntr(Mnbn) converge dans L
max(2,p)(Ω, Lp(X)) et presque suˆrement dans Lp(X). De
nouveau, la meˆme conclusion est valide en supposant que chaque matrice ale´atoire Mn est a` valeurs dans
Mdn(C) et est unitairement invariante.
Preuve. Le lemme 7.3 avec q = max(2, p) fournit l’ine´galite´∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
p
Lmax(2,p)(Ω,Lp(X))
≤
∫
X
E
∣∣∣∣∣
N∑
n=0
√
dntr(Mnbn(x))
∣∣∣∣∣
max(2,p)

p
max(2,p)
dµ(x).
En remplac¸ant p par max(2, p) dans l’ine´galite´ (54) et remarquant que l’on a
√
max(2, p) ≤ √2p, on obtient
(55). Pour obtenir la convergence dans Lmax(2,p)(Ω, Lp(X)), il suffit d’appliquer (55) aux paquets de Cauchy
de la se´rie ale´atoire de terme ge´ne´ral
√
dntr(Mnbn). Ensuite, la convergence dans L
max(2,p)(Ω, Lp(X))
implique la convergence en probabilite´. Puisque les termes de la se´rie ale´atoire
∑√
dntr(Mnbn) sont
inde´pendants deux a` deux et sont a` valeurs dans le sous-espace se´parable de Lp(X) engendre´ par les coeffi-
cients des matrices bn, on en de´duit sa convergence presque suˆre (voir [34, Theorem 6.1] ou [35, The´ore`me
II.3]). 
Remarque 7.8. — On peut reformuler l’ine´galite´ (55) a` l’aide de (53)
(56)
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
Lmax(2,p)(Ω,Lp(X))
≤ C(p)
(
sup
n∈N
E
[
‖Mn‖max(2,p)op
]) 1max(2,p) ∥∥∥∥∥
N∑
n=0
√
dntr(Enbn)
∥∥∥∥∥
Lmax(2,p)(Ω,Lp(X))
.
Cette ine´galite´ a la meˆme forme que celle qui apparaˆıt dans [41, page 69] suite a` l’application du the´ore`me
de factorisation de Pietsch. Il doit donc y avoir une interpre´tation de l’ine´galite´ (56) avec une notion de
cotype adapte´e.
Rappelons maintenant un principe de contraction pour les variables En et Wn obtenu par Marcus et Pisier.
The´ore`me 7.9. — Fixons un espace de Banach complexe B, un re´el q ∈ [1,+∞[, une suite de matrices
bn ∈ Mdn(B) et une suite de matrices ale´atoires Mn : Ω → Mdn(R) inde´pendantes et orthogonalement
invariantes. Alors on a
(57)
(
inf
0≤n≤N
σ (E [|Mn|])
)
E
[∥∥∥∥∥
N∑
n=0
√
dntr(Enbn)
∥∥∥∥∥
q
B
] 1
q
≤ E
[∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
q
B
] 1
q
Une ine´galite´ similaire est valide en remplac¸ant En par Wn,Mdn(R) parMdn(C) et l’invariance orthogonale
par l’invariance unitaire.
Preuve. Ce the´ore`me est de´montre´ dans [39, Page 82, Proposition 2.1] mais est e´nonce´ avec le terme∥∥E[|Mn|]−1∥∥−1op = σ(E[|Mn|]).
En ce qui concerne les variables ale´atoires En, le the´ore`me est e´nonce´ si l’espace de Banach B est re´el mais
la preuve fonctionne de fac¸on similaire dans le cas complexe. 
Le re´sultat pre´ce´dent semble sugge´rer qu’une minoration uniforme de la forme inf
n∈N
σ(E[|Mn|]) > 0 et la
convergence presque suˆre de la se´rie ale´atoire
∑√
dntr(Mnbn) impliquent celle de
∑√
dntr(Enbn). En fait,
il est aise´ de construire un contre-exemple dans le cas plus simple, a` savoir dn = 1 pour tout n ∈ N et B = R.
Pour cela, conside´rons une suite inde´pendante de variables ale´atoires syme´triques Xn : Ω → R, avec n ≥ 1,
qui se concentrent en 0 au sens suivant : il existe une constante C > 1 telle que
P[Xn = 0] = 1− 1
n2
, P[|Xn| ≥ 1] = 1
n2
, E[|Xn|] ∈
[
1
C
,C
]
.
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C’est par exemple le cas si la loi de Xn est
δ−n2
2n2
+
(
1− 1
n2
)
δ0 +
δn2
2n2
.
Le lemme de Borel-Cantelli assure que pour presque tout ω ∈ Ω, la suite (Xn(ω)) stationne en 0, donc
la se´rie ale´atoire
∑
Xn converge presque suˆrement tandis que la se´rie ale´atoire
∑
εn diverge toujours. Cet
exemple e´le´mentaire montre qu’il faut ne´cessairement imposer des conditions supple´mentaires sur les matrices
ale´atoires Mn pour obtenir la convergence presque suˆre de la se´rie ale´atoire
∑
tr
√
dntr(Enbn) (voir par
exemple [31, Part 5] et [30, Theorem 5.2] dans le cas unidimensionnel). Un de´faut du contre-exemple
pre´ce´dent est l’explosion des moments d’ordre strictement plus grand que 1. Cela nous me`ne a` la proposition
suivante qui nous a e´te´ inspire´e par la preuve de [39, Page 55, Lemma 1.2]. Est examine´e dans cette re´fe´rence
la situation pour un espace de Banach de la forme C0(K), ou` K est compact d’un groupe localement compact,
a` la place de Lp(X). L’ide´e de la preuve se re´sume simplement : nous allons majorer les moments d’ordre 2
des sommes partielles de la se´rie
∑√
dntr(Mnbn) par leurs moments d’ordre 1 (ce qui inverse l’ordre naturel),
puis la bornitude presque suˆre impliquera que les moments d’ordre 1 et 2 sont uniforme´ment borne´s. Par
comparaison avec les variables ale´atoires En, nous obtiendrons la conclusion.
Proposition 7.10. — Fixons p ∈ [1,+∞[ et une suite de matrices ale´atoires Mn : Ω→Mdn(R) inde´pendantes,
orthogonalement invariantes et ve´rifiant
sup
n∈N
E
[
‖Mn‖max(2,p)op
]
< +∞ et inf
n∈N
σ(E[|Mn|]) > 0.
Pour toute suite de matrices bn ∈Mdn(Lp(X)), si la se´rie ale´atoire
∑√
dntr(Mnbn) est borne´e en probabilite´
dans Lp(X), c’est-a`-dire si l’on a
lim
t→+∞ supN∈N
P
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
Lp(X)
> t
 = 0,
alors √∑
n∈N
‖bn(x)‖2HS ∈ Lpx(X).
De nouveau, la meˆme conclusion est valide en supposant que chaque matrice ale´atoire Mn est a` valeurs dans
Mdn(C) et est unitairement invariante.
Preuve. Posons pour tout entier N ∈ N les sommes partielles
∀(x, ω) ∈ X × Ω SN (x, ω) =
N∑
n=0
√
dntr(Mn(ω)bn(x)).
En outre, on conside`re c > 1 de sorte que l’on a pour tout n ∈ N
1
c
≤ σ(E[|Mn|]) et E
[
‖Mn‖max(2,p)op
]
≤ c.
Le principe de contraction (The´ore`me 7.9) et les ine´galite´s (53) montrent qu’il existe une constante C(p, c) > 1
telle que
1
c
E
∥∥∥∥∥
N∑
n=0
√
dntr(Enbn(x))
∥∥∥∥∥
Lpx(X)
 ≤ E [‖SN‖Lp(X)]
1
C(p, c)
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn(x)‖2HS
∥∥∥∥∥∥
Lpx(X)
≤ E
[
‖SN‖Lp(X)
]
.(58)
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Majorons maintenant les moments d’ordre 2. En invoquant (55) et quitte a` augmenter C(p, c), on a
E
[
‖SN‖2Lp(X)
] 1
2 ≤ E
[
‖SN‖max(2,p)Lp(X)
] 1
max(2,p)
≤ C(p, c)
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn(x)‖2HS
∥∥∥∥∥∥
Lpx(X)
≤ C(p, c)2E
[
‖SN‖Lp(X)
]
.
Il s’agit de l’ine´galite´ d’inversion des moments que nous cherchions. Utilisons l’ine´galite´ de Paley-Zygmund
[32, Page 8, Inequality II] pour obtenir
P
[
‖SN‖Lp(X) ≥
1
2
E
[
‖SN‖Lp(X)
]]
≥
E
[
‖SN‖Lp(X)
]2
4E
[
‖SN‖2Lp(X)
] ≥ 1
4C(p, c)4
.
Comme (SN (·, ω))N≥0 est une suite borne´e en probabilite´ dans Lp(X), il existe un re´el A > 0 inde´pendant
de N tel que
∀N ∈ N P
[
‖SN‖Lp(X) ≥ A
]
<
1
4C(p, c)4
.
Les moments E
[
‖SN‖Lp(X)
]
sont donc majore´s par 2A. La conclusion de´coule en examinant (58). 
On obtient le re´sultat suivant qui s’apparente a` une version multidimensionnelle du the´ore`me de randomi-
sation universelle de Maurey-Pisier dans le cas tre`s particulier de l’espace Lp(X).
The´ore`me 7.11. — Fixons un re´el p ∈ [1,+∞[ et conside´rons une suite de matrices ale´atoires Mn : Ω→
Mdn(R) inde´pendantes, orthogonalement invariantes et ve´rifiant
sup
n∈N
E
[
‖Mn‖max(2,p)op
]
< +∞ et inf
n∈N
σ(E[|Mn|]) > 0.
Pour toute suite de matrices bn ∈Mdn(Lp(X)), on a l’e´quivalence des proprie´te´s suivantes :
i) la fonction x 7→
√∑
n≥0
‖bn(x)‖2HS appartient a` Lp(X),
ii) la se´rie ale´atoire
∑√
dntr(Mnbn) converge presque suˆrement dans L
p(X),
iii) la se´rie ale´atoire
∑√
dntr(Mnbn) converge dans L
max(2,p)(Ω, Lp(X)),
iv) la se´rie ale´atoire
∑√
dntr(Mnbn) est borne´e en probabilite´ dans L
p(X).
La meˆme conclusion est valide en supposant que chaque matrice ale´atoire Mn : Ω→Mdn(C) est unitairement
invariante.
Preuve. En combinant le corollaire 7.7 et la proposition 7.10, on ve´rifie les implications iv) ⇒ i) et i) ⇒
iii). L’implication iii) ⇒ ii) a e´te´ vue au cours de la preuve du corollaire 7.7. Quant a` l’implication ii) ⇒
iv), elle est vraie en toute ge´ne´ralite´. 
Nous pouvons maintenant de´montrer tre`s facilement le the´ore`me 1.3 a` partir du the´ore`me 7.11. Pour tout
entier n ∈ N, on e´crit
dn∑
i=1
dn∑
j=1
Mn,i,j〈un, φn,j〉φn,i =
√
dntr (Mnbn) ,
avec
∀x ∈ X bn(x) = 1√
dn
[〈un, φn,i〉φn,j(x)]i,j ∈Mdn(Lpx(X)).
Graˆce a` (9), on a enfin
‖bn(x)‖2HS =
dn∑
i,j=1
1
dn
|〈un, φn,i〉φn,j(x)|2 = 1
dn
‖un‖2L2(X)
dn∑
j=1
|φn,j(x)|2 = ‖un‖2L2(X)
e(n, x)
dn
.
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Remarque 7.12. — D’apre`s ce qui pre´ce`de, les implications i) ⇒ ii) et i ⇒ iii) des the´ore`mes 7.11 et
1.3 n’utilisent que l’hypothe`se de bornitude des moments sup
n∈N
E
[
‖Mn‖max(2,p)op
]
< +∞. En particulier, cette
hypothe`se et l’assertion √∑
n∈N
‖un‖2L2(X)
e(n, x)
dn
∈ Lpx(X)
impliquent la convergence presque suˆre dans Lp(X) et la convergence dans Lmax(2,p)(Ω, Lp(X)) de la se´rie
ale´atoire ∑
n∈N
dn∑
i=1
 dn∑
j=1
Mn,i,j〈un, φn,j〉
φn,i.
8. Preuve de la proposition 1.4, ine´galite´ de Latala pre´cise´e
Notons Bn = [εij ] la matrice ale´atoire de taille n×n et dont les coefficients εij sont des variables ale´atoires
i.i.d. qui suivent une loi 12 -Bernoulli a` valeurs dans {−1,+1}. Les ine´galite´s de Kahane-Khintchine (4) dans
l’espace de Banach (Mn(R), ‖·‖op) nous donnent l’encadrement :
∀q ∈ [1,+∞[ ∀n ∈ N? E
[
‖Bn‖op
]
≤ E
[
‖Bn‖qop
] 1
q ≤ Kq,1E
[
‖Bn‖op
]
.
Cela signifie que tous les moments E
[
‖Bn‖qop
] 1
q
ont le meˆme ordre de grandeur lorsque n tend vers +∞.
Par ailleurs, la the´orie des matrices ale´atoires explique que le moment E
[
‖Bn‖op
]
est asymptotiquement
de l’ordre de
√
n (voir [56, Part 2.3]). Nous allons exploiter cette ide´e pour de´montrer l’ine´galite´ (14).
Commenc¸ons par le lemme e´le´mentaire suivant qui s’apparente a` une version commutative de (14).
Lemme 8.1. — Conside´rons un re´el p ∈ [2,+∞[ ainsi que N variables ale´atoires U1, . . . , UN re´elles,
centre´es, i.i.d. et ayant un moment d’ordre p. Nous avons l’ine´galite´
E
[∣∣∣∣U1 + · · ·+ UN√N
∣∣∣∣p] ≤ (C√p)p E[|U1|p].
Preuve. L’ide´e se re´sume en deux points : on se rame`ne au cas ou` les variables Ui sont syme´triques et l’on
invoque les ine´galite´s de Kahane-Khintchine a` l’aide du the´ore`me de Fubini. Si nous notons U˜1, . . . , U˜N des
copies inde´pendantes des variables U1, . . . , UN alors l’ine´galite´ de Jensen pour l’espe´rance en les variables
U˜1, . . . , U˜N donne
E [|U1 + · · ·+ UN |p] ≤ E
[∣∣∣U1 − U˜1 + · · ·+ UN − U˜N ∣∣∣p] .
Or les variables Ui − U˜i et εi|Ui − U˜i| ont la meˆme loi. Il s’agit maintenant d’utiliser les ine´galite´s de
Kahane-Khintchine (4) et (52) (avec dn = 1) pour obtenir
E [|U1 + · · ·+ UN |p] ≤ EωEω′
[∣∣∣ε1(ω′)|U1(ω)− U˜1(ω)|+ · · ·+ εN (ω′)|UN (ω)− U˜N (ω)|∣∣∣p]
≤ Kpp,2Eω
[
Eω′
[∣∣∣ε1(ω′)|U1(ω)− U˜1(ω)|+ · · ·+ εN (ω′)|UN (ω)− U˜N (ω)|∣∣∣2] p2 ](59)
≤ (C√p)p Eω
( N∑
i=1
|Ui(ω)− U˜i(ω)|2
) p
2
(60)
≤ (C√p)p
(
N∑
i=1
∥∥∥(Ui − U˜i)2∥∥∥
L
p
2 (Ω)
) p
2
=
(
C
√
pN
)p ∥∥∥(U1 − U˜1)2∥∥∥ p2
L
p
2
(Ω)
≤
(
C
√
pN
)p
‖U1‖pLp(Ω) .

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La preuve pre´ce´dente est similaire a` celle de la proposition 7.5 avec (dn, an,Mn) = (1, 1, Un) a` ceci pre`s
que nous pouvons utiliser en plus le principe de syme´trisation. Nous avons e´crit la preuve pre´ce´dente d’abord
parce que nous aurons besoin plus loin de conside´rer des variables seulement centre´es au lieu de syme´triques,
mais aussi pour des raisons pe´dagogiques. En effet, la disparition e´le´mentaire de l’espe´rance Eω′ de la ligne
(59) a` la ligne (60) peut eˆtre interpre´te´e comme la proprie´te´ de type 2 de l’espace de Banach R (voir la
de´finition C.1). Nous allons utiliser un substitut non-commutatif de cette proprie´te´ pour de´montrer (14).
C’est l’objet de la proposition suivante dont la preuve est tre`s technique.
Proposition 8.2. — [33, Theorem 1] Il existe une constante universelle C > 1 telle que pour tout entier
n ∈ N?, si l’on conside`re n2 variables ale´atoires i.i.d. (gij)1≤i,j≤n qui suivent une loi normale NR(0, 1) et
une matrice [aij ] ∈Mn(R) alors
(61) E
[
‖aijgij‖op
]
≤ C
 4√√√√ n∑
i,j=1
a4ij + max
1≤i≤n
√√√√ n∑
j=1
a2ij + max
1≤j≤n
√√√√ n∑
i=1
a2ij
 .
Latala de´montre la proposition pre´ce´dente pour en de´duire l’estimation (15) qui se reformule
E
[
‖Xij‖op
]
≤ C√nE [|X1,1|4] 14 .
On peut attaquer la preuve de (14) et l’on commence comme dans [33]. On note X˜ij des copies inde´pendantes
des variables ale´atoires Xij . En particulier, on a E[X˜ij ] = 0. Pour tout re´el p ∈ [4,+∞[, l’argument classique
de l’ine´galite´ de Jensen en les variables X˜ij donne
(62) E
[
‖Xij‖pop
]
≤ E
[∥∥∥Xij − X˜ij∥∥∥p
op
]
= E
[∥∥∥εij(Xij − X˜ij)∥∥∥p
op
]
≤ 2pE
[
‖εijXij‖pop
]
,
ou` les n2 variables ale´atoires εij sont inde´pendantes deux a` deux entre elles et vis-a`-vis des variables Xij et
X˜ij . On diffe`re maintenant de [33] en faisant appel aux ine´galite´s de Kahane-Khintchine (4) dans l’espace
de Banach (Mn(R), ‖·‖op) afin de re´cupe´rer le moment d’ordre p :
E
[
‖εijXij‖pop
]
= EωEω′
[
‖εij(ω′)Xij(ω)‖pop
]
≤ Kpp,1Eω
[
Eω′
[
‖εij(ω′)Xij(ω)‖op
]p]
≤ C(p)Eω
[
Eω′
[
‖εij(ω′)Xij(ω)‖op
]p]
.(63)
Et l’on reprend de nouveau l’argumentation de Latala. En supposant que toutes les variables ale´atoires sont
inde´pendantes deux a` deux, (61) et le principe de contraction (voir (57)) donnent pour tout ω ∈ Ω
Eω′
[
‖εij(ω′)Xij(ω)‖op
]
≤ 1
E[|g11|]Eω
′
[
‖gij(ω′)Xij(ω)‖op
]
=
√
pi√
2
Eω′
[
‖gij(ω′)Xij(ω)‖op
]
≤ C
 4√√√√ n∑
i,j=1
Xij(ω)
4 + max
1≤i≤n
√√√√ n∑
j=1
Xij(ω)
2 + max
1≤j≤n
√√√√ n∑
i=1
Xij(ω)
2
 .
Reprenant (62), (63) et tenant compte que les variables Xij sont i.i.d., on obtient
E
[
‖Xij‖pop
]
≤ C(p)E

 n∑
i,j=1
X4ij

p
4
+ max
1≤i≤n
 n∑
j=1
X2ij

p
2
+ max
1≤j≤n
(
n∑
i=1
X2ij
) p
2

≤ C(p)E

 n∑
i,j=1
X4ij

p
4
+ max
1≤i≤n
 n∑
j=1
X2ij

p
2
 .
La fin de cette preuve est diffe´rente de [33] car on doit tenir compte de l’ine´galite´ p ≥ 4. Le premier terme
ne posera aucun proble`me tandis que le dernier est plus de´licat, c’est pour cela que nous le forc¸ons a` eˆtre
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centre´ en majorant
n∑
j=1
X2ij ≤
n∑
j=1
E
[
X2ij
]
+
∣∣∣∣∣∣
n∑
j=1
X2ij −E
[
X2ij
]∣∣∣∣∣∣ .
Cela nous donne
E
[
‖Xij‖pop
]
≤ C(p) [A(1) +A(2) +A(3)] ,
A(1) := E

 n∑
i,j=1
X4ij

p
4

A(2) := max
1≤i≤n
 n∑
j=1
E
[
X2ij
]
p
2
= n
p
2 E
[
X211
] p
2
A(3) := E
 max
1≤i≤n
∣∣∣∣∣∣
n∑
j=1
X2ij −E
[
X2ij
]∣∣∣∣∣∣
p
2
 .
L’ine´galite´ de Ho¨lder donne d’abord A(2) ≤ n p2 E[|X11|p], puis
A(1) ≤ E
(n2) p4−1p4 × p4 n∑
i,j=1
|Xij |p
 = n p2 E[|X11|p].
Concernant le terme A(3), nous majorons grossie`rement a` l’aide du lemme 8.1 et de l’ine´galite´ p ≥ 4
A(3) ≤ nE

∣∣∣∣∣∣
n∑
j=1
X21j −E[X21j ]
∣∣∣∣∣∣
p
2

≤ C(p)n1+ p4 E
[∣∣X211 −E [X211]∣∣ p2 ]
≤ C(p)n1+ p4 E[|X11|p]
≤ C(p)n p2 E[|X11|p].
Remarque 8.3. — Discutons de l’optimalite´ de l’ine´galite´ (14). La the´orie des matrices ale´atoires nous
informe que l’on ne peut pas descendre en-dessous du moment d’ordre 4 pour espe´rer controˆler E[‖Mn‖op] et
a fortiori les autres moments ([2] et [63, Theorem 3.1]). Cela se voit facilement avec une variable ale´atoire
X11 qui ve´rifie
∀t ≥ 4√e P[|X11| ≥ t] = ln(t)
t4
.
D’une part, on a E[|X11|4] = +∞ et E[|X11|p] <∞ pour tout p ∈ [1, 4[. D’autre part, on peut minorer
E
[
‖Mn‖op
]
≥ 1√
n
E
[
sup
i,j
|Xij |
]
≥
∫ +∞
0
P
[
sup
i,j
|Xij | ≥ t
√
n
]
dt
≥
∫ +∞
0
1−P [|X11| < t√n]n2 dt
≥
∫ +∞
4
√
e
1−
(
1− ln(t
√
n)
t4n2
)n2
dt.
Le lemme de Fatou implique que l’on a
lim inf
n→+∞E
[
‖Mn‖op
]
≥
∫ +∞
4
√
e
1dt = +∞.
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9. Preuve de la proposition 1.4, minoration de la plus petite valeur singulie`re
On commence par un lemme dual au lemme 8.1.
Lemme 9.1. — Conside´rons N variables ale´atoires U1, . . . , UN re´elles, centre´es, i.i.d. et ayant un moment
d’ordre 1. Pour tout (y1, . . . , yN ) ∈ RN , nous avons l’ine´galite´
E[|U1|]
√
y21 + · · ·+ y2N ≤ CE [|y1U1 + · · ·+ yNUN |] .
Preuve. Soient U˜1, . . . , U˜N des copies inde´pendantes de U1, . . . , UN . On a
E
[
|y1(U1 − U˜1) + · · ·+ yN (UN − U˜N )|
]
≤ 2E [|y1U1 + · · ·+ yNUN |] .
Puisque les variables Ui − U˜i sont syme´triques, le principe de contraction (The´ore`me 7.9), l’ine´galite´ de
Khintchine et l’ine´galite´ de Jensen donnent
E[|U1|]
√
y21 + · · ·+ y2N = E[|U1|]E
[|ε1y1 + · · ·+ εnyN |2] 12
≤ E[|U1 − U˜1|]×K2,1E [|ε1y1 + · · ·+ εnyN |]
≤ K2,1E
[
|y1(U1 − U˜1) + · · ·+ yN (UN − U˜N )|
]
≤ 2K2,1E [|y1U1 + · · ·+ yNUN |] .

Passons a` la preuve de (13). Fixons y = (y1, . . . , yn) ∈ Rn. Pour tout ω ∈ Ω, la diagonalisation de la
matrice syme´trique positive |Mn(ω)| =
√
tMn(ω)Mn(ω) dans une base orthonorme´e fournit l’ine´galite´
|Mn(ω)y|2 := 〈Mn(ω)y,Mn(ω)y〉 = ty|Mn(ω)|2y ≤ ‖Mn(ω)‖op ty|Mn(ω)|y.
L’ine´galite´ de Cauchy-Schwarz donne alors
Eω[|Mn(ω)y|] ≤ Eω
[√
‖Mn(ω)‖op
√
ty|Mn(ω)|y
]
Eω[|Mn(ω)y|]2 ≤ Eω
[
‖Mn(ω)‖op
]
Eω [
ty|Mn(ω)|y] .
On invoque alors l’ine´galite´ de Latala (15) pour controˆler le moment d’ordre 1 de ‖Mn‖op :
Eω[|Mn(ω)y|]2 ≤ CE[|X11|4] 14 × tyEω[|Mn(ω)|]y.
On va utiliser l’e´galite´
|Mn(ω)y| = 1√
n
 n∑
i=1
∣∣∣∣∣∣
n∑
j=1
Xij(ω)yj
∣∣∣∣∣∣
2

1
2
a` l’aide de l’ine´galite´ triangulaire entre Eω et la norme euclidienne | · | de Rn ainsi que le lemme 9.1 :
E[|X11|]2(y21 + · · ·+ y2n) ≤
C
n
n∑
i=1
Eω
∣∣∣∣∣∣
n∑
j=1
Xij(ω)yj
∣∣∣∣∣∣
2
≤ CEω[|Mn(ω)y|]2.
On obtient alors (13) :
E[|X11|]2
CE[|X11|4] 14
(y21 + · · ·+ y2n) ≤ tyE[|Mn|]y.
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10. Preuves des the´ore`mes 2.1 et 2.2, partie I : re´tracte d’un espace de Banach
Afin d’alle´ger la re´daction, on conviendra que les e´le´ments de En ⊂ L2(X) sont des fonctions de la variable
y et l’on pre´fe´rera les deux e´critures
L2(X)→ L2y(X) et PLp(X,⊕En)→ PLpy(X,⊕En).
Il sera aussi commode de de´finir l’espace de Hilbert abstrait ⊕En, c’est-a`-dire que l’on pose
∀(un)n∈N ∈
⊕
n∈N
En ‖(un)n∈N‖⊕En :=
(∫
X
∑
n∈N
|un(y)|2dµ(y)
) 1
2
.
On conseille au lecteur d’imaginer que les sous-espaces En sont en somme directe orthogonale dans L
2
y(X),
si bien que l’espace abstrait ⊕En s’identifie a` un sous-espace ferme´ de L2y(X). Mais il nous arrivera de
conside´rer la situation ge´ne´rale dans certaines de´monstrations.
Concernant l’espace de Bochner-Lebesgue, on conservera la lettre x ∈ X pour e´crire Lpx(X,⊕En) au lieu
de Lp(X,⊕En). La de´finition 1.7 dit exactement que l’ope´rateur line´aire suivant est isome´trique
(64)
Sp : PL
p
y(X,⊕En) → Lpx(X,⊕En)
(un(y))n∈N 7→
(√
e(n,x)√
dn
un(y)
)
n∈N
.
Ainsi, PLpy(X,⊕En) s’identifie a` un sous-espace ferme´ de Lpx(X,⊕En) et donc est complet. Commenc¸ons
par les points faciles.
Dualite´
Rappelons que l’on note q = pp−1 l’exposant conjugue´ de p. On montre facilement l’ine´galite´ (20) pour tout
(u,w) ∈ PLpy(X,⊕En)×PLqy(X,⊕En) :∑
n≥0
|〈un, wn〉L2(X)| =
∫
X
∑
n∈N
e(n, x)
dn
|〈un, wn〉L2(X)|dµ(x)
≤
∫
X
√√√√∑
n≥0
e(n, x)
dn
‖un(y)‖2L2y(X)
√√√√∑
n≥0
e(n, x)
dn
‖wn(y)‖2L2y(X)dµ(x)
≤ ‖u‖PLp(X,⊕En) ‖w‖PLq(X,⊕En) .
L’injection canonique Λp : PL
q
y(X,⊕En)→ PLpy(X,⊕En)′, de´finie dans l’e´nonce´ du the´ore`me 2.2, est donc
continue.
Interpolation
Rappelons que les espaces PLpy(X ⊕ En) et leurs interpole´s complexes et re´els peuvent eˆtre vus comme des
sous-espaces de
∏
n∈NEn. En outre, on a le re´sultat suivant [58, Part 1.18.4].
The´ore`me 10.1. — Conside´rons deux espaces de Banach complexes B1 et B2 ainsi que des re´els p1 ≤ p ≤
p2 appartenant a` [1,+∞[. En notant θ ∈ [0, 1] un re´el qui ve´rifie 1p = 1−θp1 + θp2 , on a
[Lp1(X,B1), L
p2(X,B2)]θ = L
p(X, [B1, B2]θ).
Si un ope´rateur line´aire T borne´ de Lp1(X,B1) dans lui-meˆme et de L
p2(X,B2) dans lui-meˆme alors il
est aussi borne´ de Lp(X, [B1, B2]θ) dans lui-meˆme. Le meˆme e´nonce´ est valide en remplac¸ant la me´thode
d’interpolation complexe [·, ·]θ par la me´thode d’interpolation re´elle [·, ·]θ,p.
Avec les notations du the´ore`me pre´ce´dent, on peut interpoler l’application (64) et assurer que l’ope´rateur
[PLp1y (X ⊕ En),PLp2y (X,⊕En)]θ → Lpx(X,⊕En)
(un(y))n∈N 7→
(√
e(n,x)√
dn
un(y)
)
n∈N
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est borne´. Cela implique l’inclusion continue
(65) [PLp1y (X ⊕ En),PLp2y (X,⊕En)]θ ⊂ PLpy(X,⊕En).
Vers la notion de re´tracte d’un espace de Banach
Cependant, il ne paraˆıt pas e´vident d’aller plus loin dans les deux analyses pre´ce´dentes, c’est-a`-dire de
prouver que Λp : PL
q
y(X,⊕En) → PLpy(X,⊕En)′ est surjective et que l’inclusion (65) est une e´galite´. La
notion de re´tracte d’un espace de Banach permet de reformuler la question.
De´finition 10.2. — Soient A et B deux C-espaces vectoriels norme´s, on dit que A est un re´tracte de B
s’il existe deux applications line´aires borne´es S : A→ B et R : B → A telles que RS = idA.
Dans la de´finition pre´ce´dente, il faut imaginer que B est un espace de re´fe´rence qui est bien compris et
A un sous-espace que l’on veut analyser. Le prototype de re´tracte qu’il faut avoir a` l’esprit est le cas ou`
A est un sous-espace comple´mente´ de B, c’est-a`-dire image d’un projecteur borne´, l’application S est alors
l’application identite´ et R un projecteur de B sur A. En effet, on ve´rifie facilement le re´sultat suivant.
Proposition 10.3. — Avec les meˆmes notations que dans la de´finition 10.2, on a
i) SR : B → B est un projecteur borne´, son espace image est e´gal a` S(A) et est ferme´.
ii) S est un isomorphisme d’espaces vectoriels norme´s de A sur S(A) ⊂ B :
∀a ∈ A 1‖R‖B→A
‖a‖A ≤ ‖S(a)‖B ≤ ‖S‖A→B ‖a‖A .
iii) si B est complet alors A l’est aussi.
En ce qui concerne la dualite´, on a le corollaire facile.
Corollaire 10.4. — Avec les meˆmes notations que dans la de´finition 10.2, si l’on note les applications
duales (ou applications transpose´es) de S et R :
tS : B′ → A′, tR : A′ → B′,
φ 7→ φ ◦ S ψ 7→ ψ ◦R
Alors on a tStR = idA′ . Cela signifie que l’espace dual A
′ est un re´tracte de B′ et en particulier que tR est
un isomorphisme A′ sur l’image du projecteur tRtS = t(SR) : B′ → B′.
En ce qui concerne l’interpolation re´elle ou complexe, la re´ponse est donne´e par le re´sultat suivant [58,
Page 22, Theorem 1.2.4].
Corollaire 10.5. — On note [·, ·] une me´thode d’interpolation. Soient (A1, A2) et (B1, B2) deux couples
d’interpolation d’espaces de Banach, on suppose qu’il existe un ope´rateur line´aire borne´ S : A1 → B1 et
S : A2 → B2 et un ope´rateur line´aire borne´ R : B1 → A1 et R : B2 → A2 qui satisfont :
∀a ∈ A1 +A2 RS(a) = a.
Alors SR est un projecteur borne´ de l’espace interpole´ [B1, B2] et S re´alise un isomorphisme d’espaces de
Banach de l’espace interpole´ [A1, A2] sur SR([B1, B2]).
Preuve. C’est imme´diat puisque l’espace de Banach [A1, A2] est un re´tracte de [B1, B2] par l’interme´diaire
des ope´rateurs borne´s S : [A1, A2]→ [B1, B2] et R : [B1, B2]→ [A1, A2]. 
Pour comprendre les espaces duaux et interpole´s des espaces PLpy(X,⊕En), il suffit d’e´tudier si PLpy(X,⊕En)
est un re´tracte de l’espace de Banach Lpx(X,⊕En) par le biais de l’application Sp de´finie en (64) lorsque p
parcourt ]p1, p2[ pour les the´ore`mes 2.1 et 2.2. En d’autres termes, on cherche un ope´rateur borne´
Rp : L
p
x(X,⊕En)→ PLpy(X,⊕En)
tel que RpSp = idPLpy(X,⊕En).
Strate´gie pour le the´ore`me 2.2 de dualite´
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Puisque les fonctions 1dn e(n, ·) sont des densite´s de probabilite´ sur X, nous avons un candidat tre`s naturel
pour l’ope´rateur Rp. En effet, posons :
(66)
Rp : L
p
x(X,⊕En) → PLpy(X,⊕En)
(un(x, y))n≥0 7→
(∫
X
un(x
′, y)
√
e(n, x′)√
dn
dµ(x′)
)
n≥0
.
D’apre`s la de´finition (64), on a bien formellement RpSp = idPLpy(X,⊕En). Malheureusement, nous ne voyons
aucune raison triviale assurant que Rp arrive bien dans PL
p
y(X,⊕En)! Puisque Sp est une isome´trie, la
bornitude de Rp e´quivaut a` la bornitude du projecteur
(67)
SpRp : L
p
x(X,⊕En) → Lpx(X,⊕En)
(un(x, y))n∈N 7→
(√
e(n, x)√
dn
∫
X
un(x
′, y)
√
e(n, x′)√
dn
dµ(x′)
)
n∈N
.
Rappelons que sous les hypothe`ses du the´ore`me 2.2 de dualite´, p1 et p2 sont suppose´s eˆtre deux exposants
conjugue´s. La bornitude du projecteur SpRp sera prouve´e dans la partie 13 pour tout p ∈]p1, p2[. La
proposition suivante ache`vera la preuve du the´ore`me 2.2 de dualite´ et explique pourquoi la notion de re´tracte
est la bonne notion pour aborder la dualite´ des espaces PLp(X,⊕En).
Proposition 10.6. — Fixons p ∈]1,+∞[ et posons q = pp−1 l’exposant conjugue´. Pour tout n ∈ N, on
suppose que
√
e(n, ·) appartient a` Lp(X) ∩ Lq(X). Alors les proprie´te´s suivantes sont e´quivalentes :
i) l’injection canonique Λp : PL
q
y(X,⊕En)→ PLpy(X,⊕En)′ est surjective,
ii) l’injection canonique Λq : PL
p
y(X,⊕En)→ PLqy(X,⊕En)′ est surjective,
iii) le projecteur SpRp est borne´ sur L
p
x(X,⊕En),
iv) le projecteur SqRq est borne´ sur L
q
x(X,⊕En).
Les assertions pre´ce´dentes impliquent la condition
(68) sup
n∈N
∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lpx(X)
∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lqx(X)
< +∞.
Preuve. Preuve de (68). Pour tout n ∈ N, on fixe φ ∈ En ve´rifiant ‖φ‖L2y(X) = 1 et l’on note
u(x, y) =
(
0, . . . , 0,
√
e(n, x)
q−1
φ(y)︸ ︷︷ ︸
n
, 0, . . .
)
∈ Lpx(X,⊕En).
On peut alors e´crire
‖SpRpu‖Lp(X,⊕En) ≤ ‖SpRp‖ × ‖u‖Lp(X,⊕En)∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lpx(X)
×
∣∣∣∣∣
∫
X
√
e(n, x′)
q
√
dn
dµ(x′)
∣∣∣∣∣ ≤ ‖SpRp‖ × ∥∥∥√e(n, x)q−1∥∥∥Lpx(X)∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lpx(X)
× 1√
dn
∥∥∥√e(n, x)∥∥∥q
Lqx(X)
≤ ‖SpRp‖ ×
∥∥∥√e(n, x)∥∥∥q−1
Lqx(X)∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lpx(X)
∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lqx(X)
≤ ‖SpRp‖ .
On notera que le membre gauche est syme´trique par permutation de p et q. Cela sugge`re que l’on devrait
avoir ‖SpRp‖ = ‖SqRq‖. C’est effectivement le cas comme nous allons le voir maintenant.
E´quivalence des proprie´te´s i), ii), iii) et iv). Puisque ⊕En est un espace de Hilbert, les espaces de
Bochner-Lebesgue Lpx(X,⊕En) et Lqx(X,⊕En) sont duaux l’un de l’autre et la dualite´ naturelle est donne´e
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par
(69) ∀(u,w) ∈ Lpx(X,⊕En)× Lqx(X,⊕En) 〈u,w〉 :=
∫
X
[∑
n∈N
∫
X
un(x, y)wn(x, y)dµ(y)
]
dµ(x).
Or l’on a∫
X
[∑
n∈N
∫
X
|un(x, y)||wn(x, y)|dµ(y)
]
dµ(x) ≤
∫
X
[∑
n∈N
‖un(x, y)‖L2y(X) ‖wn(x, y)‖L2y(X)
]
dµ(x)
≤ ‖u‖Lpx(X,⊕En) ‖w‖Lqx(X,⊕En)
< +∞.
Le the´ore`me de Fubini assure que la dualite´ naturelle s’e´crit aussi
〈u,w〉 =
∑
n∈N
∫
X×X
un(x, y)wn(x, y)dµ(x)dµ(y).
La de´finition (67) nous permet alors d’e´crire
〈SpRpu,w〉 =
∑
n∈N
1
dn
∫
X×X
[√
e(n, x)
∫
X
un(x
′, y)
√
e(n, x′)dµ(x′)
]
wn(x, y)dµ(x)dµ(y).
Remarquons maintenant, pour tout n ∈ N, la majoration triviale de∫∫∫
X3
√
e(n, x)|wn(x, y)|
√
e(n, x′)|un(x′, y)|dµ(x)dµ(x′)dµ(y)
par (∫
X
√
e(n, x) ‖wn(x, y)‖L2y(X) dµ(x)
)
×
(∫
X
√
e(n, x′) ‖un(x′, y)‖L2y(X) dµ(x
′)
)
≤
∥∥∥√e(n, x)∥∥∥
Lpx(X)
‖wn(x, y)‖Lqx(X,L2y(X)) ×
∥∥∥√e(n, x′)∥∥∥
Lq
x′ (X)
‖un(x′, y)‖Lp
x′ (X,L
2
y(X))
≤
∥∥∥√e(n, x)∥∥∥
Lpx(X)
‖w‖Lqx(X,⊕En)
∥∥∥√e(n, x′)∥∥∥
Lq
x′ (X)
‖u‖Lpx(X,⊕En)
< +∞.
Le the´ore`me de Fubini nous permet donc d’intervertir x et x′ pour obtenir
〈SpRpu,w〉 =
∑
n∈N
1
dn
∫
X×X
[√
e(n, x)
∫
X
wn(x
′, y)
√
e(n, x′)dµ(x′)
]
un(x, y)dµ(x)dµ(y)
= 〈u, SqRqw〉.
Cela signifie que SpRp et SqRq sont adjoints l’un de l’autre. L’e´quivalence iii) ⇔ iv) est donc claire.
Avant d’aborder l’e´quivalence i) ⇔ iv), on remarque que (64) nous donne l’expression de tSp :
tSp : L
q
x(X,⊕En) → PLpy(X,⊕En)′
(wn(x, y))n∈N 7→
(
(un(y))n≥0 7→
∫
X×X
∑
n∈N
wn(x, y)un(y)
√
e(n, x)√
dn
dµ(x)dµ(y)
)
.
Montrons l’implication i) ⇒ iv). Puisque l’application Λp est une bijection line´aire continue entre deux
espaces de Banach, elle est automatiquement un isomorphisme d’espaces de Banach. A` l’aide de (66) et (69),
on ve´rifie la formule Rq = Λ
−1
p ◦ tSp. A fortiori, SqRq est un ope´rateur borne´.
Passons a` l’implication iv) ⇒ i). L’e´quivalence iv) ⇔ iii) assure que SpRp est borne´. Puisque Sp et Sq
sont des isome´tries, Rp et Rq sont des ope´rateurs borne´s et l’on a par construction
RpSp = idPLpy(X,⊕En) et RqSq = idPLqy(X,⊕En).
L’ide´e est d’exprimer Λp avec la formule suivante qui de´coule facilement de (64) :
Λp =
tSpSq.
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Utilisant que SpRp et SqRq sont deux ope´rateurs duaux, on obtient
tRpΛp =
tRp
tSpSq
= t(SpRp)Sq
= SqRqSq
= Sq.(70)
Le diagramme suivant est donc commutatif :
PLqy(X,⊕En)
Λp(PL
q
y(X,⊕En))
Λp
∪
PLpy(X,⊕En)′
Lqx(X,⊕En)
Sq
tRp
tRp
On doit examiner le diagramme pre´ce´dent en se rappelant que l’on a
tSp
tRp = idPLpy(X,⊕En)′ et RqSq = idPLqy(X,⊕En).
La proposition 10.3 et le corollaire 10.4 assurent que Sq re´alise un isomorphisme d’espaces de Banach de
PLqy(X,⊕En) sur l’image du projecteur SqRq de Lqx(X,⊕En) et que tRp re´alise un isomorphisme d’espaces
de Banach de PLpy(X,⊕En)′ sur l’image du meˆme projecteur tRptSp = SqRq de Lqx(X,⊕En). Graˆce a` (70),
on ve´rifie que Λp(PL
q
y(X,⊕En)) et PLpy(X,⊕En)′ ont la meˆme image par l’ope´rateur tRp :
tRp(Λp(PL
q
y(X,⊕En))) = Sq(PLq(X,⊕En)) = SqRq(Lqx(X,⊕En)),
tRp(PL
p
y(X,⊕En)′) = SqRq(Lqx(X,⊕En)).
Par application de tSp, on obtient i) :
Λp(PL
q
y(X,⊕En)) = PLpy(X,⊕En)′.
En permutant p et q, on montre de meˆme l’e´quivalence ii) ⇔ iii). 
Strate´gie pour le the´ore`me 2.1
Il est naturel d’espe´rer utiliser une strate´gie similaire pour prouver le the´ore`me 2.1 d’interpolation en
utilisant cette fois-ci le corollaire 10.5. On suppose donc seulement que l’on a 1p1 +
1
p2
≤ 1. La proposition
10.6 nous informe que la bornitude de Rp pour tout p ∈]p1, p2[ implique l’assertion (68) :
∀p ∈]p1, p2[ sup
n∈N
∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
Lpx(X)
∥∥∥∥∥
√
e(n, x)√
dn
∥∥∥∥∥
L
p
p−1
x (X)
< +∞.
En raison de la syme´trie entre p et pp−1 , les ine´galite´s pre´ce´dentes sont aussi valides lorsque p parcourt le plus
petit ensemble contenant ]p1, p2[ et stable par la fonction p 7→ pp−1 . Toutes ces ine´galite´s sont trop violentes
puisque l’on doit seulement se contenter de l’hypothe`se (18). L’application Rp paraˆıt donc inutilisable. Pour
pallier ce proble`me, nous allons remplacer Rp par une application de la forme
Rp,ψ : L
p
x(X,⊕En) → PLpy(X,⊕En)
(un(x, y))n∈N 7→
(∫
X
un(x
′, y)ψn(x′)dµ(x′)
)
n≥0
,
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ou` (ψn)n∈N est une suite de fonctions de L
p2
p2−1 (X) ∩ L
p1
p1−1 (X) ve´rifiant∫
X
√
e(n, x)√
dn
ψn(x)dµ(x) = 1.
De nouveau, on a bien Rp,ψSp = idPLpy(X,⊕En) de manie`re formelle et l’on rencontre le meˆme obstacle : il
n’y a aucune raison pour que Rp,ψ arrive bien dans PL
p
y(X,⊕En). Une nouvelle fois, puisque Sp est une
isome´trie pour tout p ∈]p1, p2[, la bornitude de Rp,ψ e´quivaut a` la bornitude de l’ope´rateur
SpRp,ψ : L
p
x(X,⊕En) → Lpx(X,⊕En)
(un(x, y))n∈N 7→
(√
e(n,x)√
dn
∫
X
un(x
′, y)ψn(x′)dµ(x′)
)
.
Sous les hypothe`ses (17) et (18), l’existence d’une suite ade´quate (ψn)n∈N et la bornitude de SpRp,ψ seront
e´tablies dans la partie 15.
On peut maintenant expliquer la preuve du the´ore`me 2.1 d’interpolation. On remarque que les expressions
de Sp et Rp,ψ sont inde´pendantes de p. On fixe alors p
′
1 et p
′
2 deux re´els appartenant a` ]p1, p2[. Pour tout
p ∈]p′1, p′2[ on note θ′ ∈ [0, 1] l’unique re´el ve´rifiant 1p = 1−θ
′
p′1
+ θ
′
p′2
. Le corollaire 10.5 assure que l’image de
l’ope´rateur
Sp :
[
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
→
[
L
p′1
x (X,⊕En), Lp
′
2
x (X,⊕En)
]
θ′
est SpRp,ψ
([
L
p′1
x (X,⊕En), Lp
′
2
x (X,⊕En)
]
θ′
)
et que Sp induit un isomorphisme sur son image. Le the´ore`me
10.1 et le point i) de la proposition 10.3 donnent alors
Sp
([
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
)
= SpRp,ψ
([
L
p′1
x (X,⊕En), Lp
′
2
x (X,⊕En)
]
θ′
)
= SpRp,ψ (L
p
x(X,⊕En))
= Sp(PL
p
y(X,⊕En)).
Se rappelant l’inclusion (65), on a donc le sche´ma
[
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
∪
PLpy(X,⊕En) Lpx(X,⊕En)
Sp
Sp
Or Sp est isome´trique sur PL
p
y(X,⊕En) et donc injectif. Cela nous ame`ne a` l’e´galite´[
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
= PLpy(X,⊕En).
Enfin, les normes des espaces
[
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
et PLpy(X,⊕En) sont e´quivalentes d’apre`s
le the´ore`me du graphe ferme´ et l’inclusion continue (65). On aurait aussi pu invoquer le fait que Sp est un
isomorphisme d’espaces de Banach de
[
PLp
′
1
y (X,⊕En),PLp
′
2
y (X,⊕En)
]
θ′
sur son image. La meˆme argumen-
tation est valide en remplac¸ant la me´thode d’interpolation complexe [·, ·]θ′ par la me´thode d’interpolation
re´elle [·, ·]θ′,p.
11. Preuves des the´ore`mes 2.1 et 2.2, partie II : espaces de Lorentz
On effectue quelques rappels sur les espaces de Lorentz Lp,∞(X), avec p ∈]1,+∞[ (voir par exemple
[27, Chapter 1]). Afin d’exprimer l’ine´galite´ de Ho¨lder des espaces de Lorentz, il sera utile de remarquer la
reformulation suivante de la quasi-norme ‖·‖Lp,∞(X) :
∀f ∈ Lp,∞(X) ‖f‖Lp,∞(X) := inf
{
c > 0, ∀t > 0 µ{x,∈ X, |f(x)| > t} ≤ c
p
tp
}
= sup
T>0
T
1
p f?(T ),
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ou` f? : [0,+∞[→ [0,+∞[ est le re´arrangement de´croissant de f de´finie par la formule
f?(T ) := inf{t > 0, µ{|f | > t} ≤ T}.
En ge´ne´ral, la quasi-norme ‖·‖Lp,∞(X) ne ve´rifie pas l’ine´galite´ triangulaire mais est toujours e´quivalente a`
la norme suivante de`s lors que l’on a p > 1 ([27, Page 13 and Page 64] ou [26, Part V, Lemma 2.8]) :
(71) ∀f ∈ Lp,∞(X) |||f |||Lp,∞(X) := sup
A∈B(X)
0<µ(A)<+∞
‖f1A‖L1(X)
µ(A)1−
1
p
,
ou` B(X) de´signe l’ensemble des parties mesurables de X. Pre´cise´ment, nous avons
‖f‖Lp,∞(X) ≤ |||f |||Lp,∞(X) ≤
p
p− 1 ‖f‖Lp,∞(X) .
En d’autres termes, quitte a` perdre une constante multiplicative, on pourra utiliser l’ine´galite´ triangulaire
dans Lp,∞(X). On aura aussi besoin de l’espace de Lorentz Lp,1(X) : il s’agit de l’espace vectoriel des
fonctions mesurables g : X → C qui ve´rifient
‖g‖Lp,1(X) :=
∫ +∞
0
T
1
p g?(T )
dT
T
< +∞.
Venons-en maintenant aux ine´galite´s de Hardy-Littlewood et de Ho¨lder, on a pour toutes fonctions f ∈
Lp,∞(X) et g ∈ L pp−1 ,1(X)∣∣∣∣∫
X
f(x)g(x)dµ(x)
∣∣∣∣ ≤ ∫ +∞
0
f?(T )g?(T )dT =
∫ +∞
0
T
1
p f?(t)T
p−1
p g?(T )
dT
T
≤ ‖f‖Lp,∞(X) ‖g‖L pp−1 ,1(X)
≤ |||f |||Lp,∞(X) ‖g‖L pp−1 ,1(X) .(72)
On peut aussi de´finir des espaces de Lorentz Lp,r(X,B), avec r ∈ {1,∞} (et meˆme tout re´el r ≥ 1), a`
valeurs dans un espace de Banach complexe B. Il s’agit des fonctions mesurables f : X → B telles que
‖x 7→ ‖f(x)‖B‖Lp,r(X) < +∞. La the´orie de l’interpolation re´elle fait jouer un roˆle important aux espaces
de Lorentz, en particulier on a le re´sultat suivant [58, Part 1.18.6, Lemma, Theorem 2, line (16), q = p and
Part 1.18.7, Theorem 2].
The´ore`me 11.1. — Conside´rons un espace de Banach complexe B et trois re´els p1 < p < p2 appartenant
a` ]1,+∞[. Soit θ ∈]0, 1[ l’unique re´el tel que 1p = 1−θp1 + θp2 . Pour tout r ∈ {1,+∞}, on a pour la me´thode
d’interpolation re´elle
[Lp1,r(X,B), Lp2,r(X,B)]θ,p = L
p(X,B).
Si un ope´rateur line´aire T est borne´ de Lp1,1(X,B) a` valeurs dans Lp1,∞(X,B) et de Lp2,1(X,B) a` valeurs
dans Lp2,∞(X,B) alors il est borne´ de Lp(X,B) a` valeurs dans Lp(X,B) et il existe une constante K > 0
inde´pendante de T telle que
‖T‖Lp(X,B)→Lp(X,B) ≤ K ‖T‖θLp1,1(X,B)→Lp1,∞(X,B) ‖T‖1−θLp2,1(X,B)→Lp2,∞(X,B) .
12. Preuves des the´ore`mes 2.1 et 2.2, partie III : R-bornitude
E´nonc¸ons deux faits qui vont justifier que la bornitude d’un ope´rateur line´aire sur Lpx(X, `
2(N)) n’est
ge´ne´ralement pas simple et qui vont motiver l’approche qui va suivre.
Fait 1 : soit (Pn)n≥0 une suite d’ope´rateurs uniforme´ment borne´s sur L2(X), c’est-a`-dire que l’on a
sup
n≥0
‖Pn‖L2(X)→L2(X) < +∞,
alors l’ope´rateur ⊕Pn de´fini par l’expression suivante est borne´ sur L2(X, `2(N)) :
∀(fn)n≥0 ∈ L2(X, `2(N)) (⊕Pn)(fn) = (Pnfn).
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En effet, cela de´coule imme´diatement des formules :
‖(fn)‖L2(X,`2(N)) =
√∫
X
∑
n≥0
|fn(x)|2dµ(x) =
√∑
n≥0
‖fn‖2L2(X).
Fait 2 : pour tout re´el p > 2 il existe une suite (Pn)n≥0 d’ope´rateurs uniforme´ment borne´s de Lp(R) et
tels que l’ope´rateur ⊕Pn de´fini par
(73) ∀(fn)n≥0 ∈ Lp(X, `2(N)) (⊕Pn)(fn) = (Pnfn).
n’est pas borne´ sur Lp(R, `2(N)).
L’exemple est e´le´mentaire. On conside`re les isome´tries Pn de´finies par
∀n ∈ N ∀f ∈ Lp(R) ∀x ∈ R (Pnf)(x) = f(x+ n),
puis les fonctions fN,n, parame´tre´es par (n,N) ∈ N2, de´finies par
∀x ∈ R fN,n(x) :=
{
1[n,n+1[(x) si n < N
0 si n ≥ N.
On a imme´diatement ‖Pn‖Lp(X)→Lp(X) = 1. De meˆme pour tout N ∈ N?, on a
‖(⊕Pn)(fN,n)‖pLp(R,`2(N)) =
∫
R
(
N−1∑
n=0
1[0,1[(x)
) p
2
dx = N
p
2 ,
‖(fN,n)‖pLp(R,`2(N) =
∫
R
(
N−1∑
n=0
1[n,n+1[(x)
) p
2
dx = N  N p2 .
En faisant tendre N vers +∞, on voit que l’ope´rateur ⊕Pn n’est pas borne´ sur Lp(R, `2(N)). L’exemple
pre´ce´dent utilise le fait que R n’est pas compact afin de s’e´chapper vers l’infini. En re´alite´, cela est un
faux-semblant et l’on peut transfe´rer la construction pre´ce´dente sur Lp(0, 1) a` l’aide d’une isome´trie line´aire
surjective ade´quate de Lp(0, 1) sur Lp(R). En outre, si l’on raisonne par dualite´ ou si l’on choisit fn = 1[0,1[
a` la place de 1[n,n+1[, la construction pre´ce´dente s’adapte au cas p < 2. Ainsi, le Fait 2 contraste fortement
avec le Fait 1 et montre que la seule condition
sup
n∈N
‖Pn‖Lp(X)→Lp(X) < +∞
ne suffit pas pour assurer la bornitude de l’ope´rateur ⊕Pn sur Lp(X, `2(N)) pour p 6= 2, meˆme si µ(X) <
+∞. Un exemple qui illustre ce proble`me est la non continuite´ du multiplicateur de Fourier sur Lp(R2) de
l’indicatrice de la boule unite´ (voir la preuve de [22] dans laquelle les ope´rateurs Pn sont des projecteurs de
Lp(R2)).
La notion mathe´matique qui s’est de´gage´e est la R-bornitude. E´tant donne´ un espace de Banach B, une
suite (Pn)n≥0 d’ope´rateurs line´aires borne´s de B est dite R-borne´e s’il existe K > 0 telle que pour toute
suite (fn)n∈N de B (nulle pour n 1) on a un principe de contraction :
E
∥∥∥∥∥∥
∑
n≥0
εnPn(fn)
∥∥∥∥∥∥
B
 ≤ KE
∥∥∥∥∥∥
∑
n≥0
εnfn
∥∥∥∥∥∥
B
 .
Dans le cas B = Lp(X), il est classique que les deux espe´rances pre´ce´dentes s’estiment avec le the´ore`me de
Fubini et les ine´galite´s de Kahane-Khintchine dans Lp(X) et dans C (voir (53) dans le cas unidimensionnel).
L’ine´galite´ pre´ce´dente signifie alors que l’ope´rateur ⊕Pn, de´fini en (73), est borne´ sur Lp(X, `2(N)). Quitte
a` changer K > 0, cela e´quivaut a` une estimation de la forme∫
X
∑
n≥0
|(Pnfn)(x)|2

p
2
dµ(x) ≤ K
∫
X
∑
n≥0
|fn(x)|2

p
2
dµ(x).
Diffe´rents crite`res de R-bornitude existent dans la litte´rature (voir par exemple [26, Chapter V], [61,
Section 2], [16] et les re´fe´rences indique´es). Le lemme 12.1 donne un nouveau crite`re qui s’apparente au
lemme de Schur et qui donne des conditions suffisantes pour obtenir la R-bornitude. Ce crite`re suffira
pour la the´orie de l’interpolation et de la dualite´ des espaces PLp(X,⊕En) dans le cas unidimensionnel
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dn = dim(En) = 1. Pour comprendre le cas dn 6= 1, nous aurons besoin d’une version le´ge`rement plus
sophistique´e du lemme 12.1, a` savoir le lemme 12.2, mais le coeur de l’ide´e est dans la de´monstration
suivante.
Lemme 12.1. — Fixons des re´els p1 < p < p2 appartenant a` ]1,+∞[. Notons q1 := p1p1−1 et q2 :=
p2
p2−1 .
Conside´rons Kn : X
2 → C des fonctions mesurables, pour n ∈ N, de sorte que l’on a
sup
n≥0
‖Kn(x, x′)‖Lq1,∞
x′ (X)
∈ Lp1,∞x (X),(74)
sup
n≥0
‖Kn(x, x′)‖Lq2,∞
x′ (X)
∈ Lp2,∞x (X),(75)
sup
n≥0
‖Kn(x, x′)‖Lp1,∞x (X) ∈ L
q1,∞
x′ (X),(76)
sup
n≥0
‖Kn(x, x′)‖Lp2,∞x (X) ∈ L
q2,∞
x′ (X).(77)
Les deux assertions suivantes sont vraies
a) pour tout entier n ∈ N l’ope´rateur Pn de noyau Kn de´fini par
∀f ∈ Lpx(X) ∀x ∈ X (Pnf)(x) =
∫
X
Kn(x, x
′)f(x′)dµ(x′),
est borne´ sur Lp(X) et la borne supe´rieure sup
n≥0
‖Pn‖Lp(X)→Lp(X) est finie.
b) la famille d’ope´rateurs (Pn)n∈N de Lp(X) est R-borne´e.
Preuve. Nous aurons besoin des proprie´te´s des espaces de Lorentz rappele´es dans la partie 11.
a) On affirme que (74) implique la bornitude de l’ope´rateur
Pn : L
p1,1
x (X)→ Lp1,∞x (X).
En effet, l’ine´galite´ de Ho¨lder (72) donne
|(Pnf)(x)| ≤ ‖Kn(x, x′)‖Lq1,∞
x′ (X)
‖f‖Lp1,1(X)
‖Pnf‖Lp1,∞(X) ≤
∥∥∥‖Kn(x, x′)‖Lq1,∞
x′ (X)
∥∥∥
L
p1,∞
x (X)
‖f‖Lp1,1(X) .
Afin de faciliter la lecture de la preuve de l’assertion b), nous donnons un autre argument qui utilise (76)
et la norme |||·|||Lp1,∞(X) de Lp1,∞(X), de´finie en (71), car elle pre´sente l’avantage de satisfaire l’ine´galite´
triangulaire. En effet, on a
|||Pnf |||Lp1,∞(X) ≤
∫
X
|||Kn(x, x′)|||Lp1,∞x (X) |f(x′)|dµ(x′)
≤
∥∥∥|||Kn(x, x′)|||Lp1,∞x (X)∥∥∥Lq1,∞
x′ (X)
‖f‖Lp1,1(X) .
Les deux arguments pre´ce´dents sont en fait duaux. En utilisant (75) ou (77), on obtient de meˆme la bornitude
de l’ope´rateur
Pn : L
p2,1
x (X)→ Lp2,∞x (X).
On conclut par interpolation re´elle (a` savoir le the´ore`me 11.1 avec B = C).
b) On affirme que l’ope´rateur suivant est borne´
⊕Pn : Lp1,1x (X, `∞(N))→ Lp1,∞x (X, `∞(N)).
En effet, cela de´coule de l’ine´galite´ de Ho¨lder (72) et de (74) :
sup
n∈N
|(Pnfn)(x)| = sup
n∈N
∣∣∣∣∫
X
Kn(x, x
′)fn(x′)dµ(x′)
∣∣∣∣
≤ sup
n∈N
∫
X
|Kn(x, x′)| sup
m∈N
|fm(x′)|dµ(x′)
≤
(
sup
n∈N
‖Kn(x, x′)‖Lq1,∞
x′ (X)
)
︸ ︷︷ ︸
∈Lp1,∞x (X)
×
∥∥∥∥ sup
m∈N
|fm(x′)|
∥∥∥∥
L
p1,1
x′ (X)
.
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On s’attelle maintenant a` prouver la bornitude de l’ope´rateur
⊕Pn : Lp1,1x (X, `1(N))→ Lp1,∞x (X, `1(N)).
De nouveau, on utilise la norme |||·|||Lp1,∞(X) de Lp1,∞(X). L’hypothe`se (76) et l’ine´galite´ de Ho¨lder (72)
nous ame`nent aux estimations∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣∑
n∈N
|(Pnf)(x)|
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
L
p1,∞
x (X)
=
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n≥0
∣∣∣∣∫
X
Kn(x, x
′)fn(x′)dµ(x′)
∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
L
p1,∞
x (X)
≤
∑
n≥0
∫
X
|||Kn(x, x′)|||Lp1,∞x (X) |fn(x′)|dµ(x′)
≤
∑
n≥0
∫
X
(
sup
m∈N
|||Km(x, x′)|||Lp1,∞x (X)
)
|fn(x′)|dµ(x′)
≤
∫
X
(
sup
m∈N
|||Km(x, x′)|||Lp1,∞x (X)
)∑
n≥0
|fn(x′)|
 dµ(x′)
≤
∥∥∥∥ sup
m∈N
|||Km(x, x′)|||Lp1,∞x (X)
∥∥∥∥
L
q1,∞
x′ (X)
∥∥∥∥∥∥
∑
n≥0
|fn(x′)|
∥∥∥∥∥∥
L
p1,1
x′ (X)
.
La de´monstration est e´videmment similaire en remplac¸ant p1 par p2 et en utilisant (77) et (75). On a ainsi
obtenu la bornitude des quatre ope´rateurs
⊕Pn : Lp1,1x (X, `∞(N)) → Lp1,∞x (X, `∞(N)),
⊕Pn : Lp2,1x (X, `∞(N)) → Lp2,∞x (X, `∞(N)),
⊕Pn : Lp1,1x (X, `1(N) → Lp1,∞x (X, `1(N)),
⊕Pn : Lp2,1x (X, `1(N)) → Lp2,∞x (X, `1(N)).
Pour tout p ∈]p1, p2[, le the´ore`me 11.1 assure la bornitude des deux ope´rateurs suivants par interpolation
re´elle
⊕Pn : Lpx(X, `∞(N)) → Lpx(X, `∞(N)),
⊕Pn : Lpx(X, `1(N)) → Lpx(X, `1(N)).
Par interpolation complexe (c’est-a`-dire le the´ore`me 10.1 avec θ = 12 ), on obtient la bornitude de l’ope´rateur
⊕Pn : Lpx(X, `2(N))→ Lpx(X, `2(N)).

Il s’agit maintenant d’e´crire un re´sultat analogue au lemme 12.1 adapte´e a` la the´orie ge´ne´rale avec
dim(En) 6= 1. Pour cela, on aura besoin d’espaces analogues a` `1(N) et `∞(N) adapte´s aux sous-espaces En,
ce sera le roˆle joue´ par les espaces (⊕En)`r dans la preuve du re´sultat suivant.
Lemme 12.2. — Fixons des re´els p1 < p < p2 appartenant a` ]1,+∞[ et conside´rons Kn : X2 → C des
fonctions mesurables, pour n ∈ N, de sorte que
sup
n≥0
‖Kn(x, x′)‖Lq1,∞
x′ (X)
∈ Lp1,∞x (X),(78)
sup
n≥0
‖Kn(x, x′)‖Lq2,∞
x′ (X)
∈ Lp2,∞x (X),(79)
sup
n≥0
‖Kn(x, x′)‖Lp1,∞x (X) ∈ L
q1,∞
x′ (X),(80)
sup
n≥0
‖Kn(x, x′)‖Lp2,∞x (X) ∈ L
q2,∞
x′ (X).(81)
Alors les deux assertions suivantes sont vraies
a) pour tout entier n ∈ N, l’ope´rateur Pn de´fini par
∀u ∈ Lpx(X,En) ∀(x, y) ∈ X2 (Pnu)(x, y) =
∫
X
Kn(x, x
′)u(x′, y)dµ(x′),
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est borne´ sur Lpx(X,En) et la borne supe´rieure sup
n≥0
‖Pn‖ est finie.
b) l’ope´rateur ⊕Pn, de´fini par l’expression suivante, est borne´
⊕Pn : Lpx(X,⊕En) → Lpx(X,⊕En)
(un(x, y))n∈N 7→ ((Pnun)(x, y))n∈N .
Preuve. a) On raisonne comme pour le lemme 12.1, c’est-a`-dire que chaque ope´rateur Pn est borne´ de
Lp1,1x (X,En) a` valeurs dans L
p1,∞
x (X,En) et de L
p2,1
x (X,En) a` valeurs dans L
p2,∞
x (X,En) avec des normes
majore´es inde´pendamment de n. On conclut par interpolation re´elle (c’est-a`-dire le the´ore`me 11.1 avec
B = En).
b) L’ide´e est d’interpoler l’espace de Hilbert ⊕En entre les deux espaces
(⊕En)`1 :=
{
(un)n∈N, ∀n ∈ N, un ∈ En;
∑
n∈N
‖un‖L2y(X) < +∞
}
,
(⊕En)`∞ := {(un)n∈N, ∀n ∈ N, un ∈ En; sup
n∈N
‖un‖L2y(X) < +∞},
qui sont munis de leurs normes naturelles. On ve´rifie aise´ment que les espaces (⊕En)`1 et (⊕En)`∞ sont des
re´tractes, au sens de la de´finition 10.2, des espaces `1(N,⊕En) et `∞(N,⊕En). Par suite, le corollaire 10.5
et la the´orie de l’interpolation complexe des espaces `r(N,⊕En) (c’est-a`-dire le the´ore`me 10.1) montrent que
l’on a l’e´galite´
[(⊕En)`1 , (⊕En)`∞ ] 12 = ⊕En,
avec e´quivalence de normes. Nous pouvons donc reprendre l’argumentation du lemme 12.1 et il nous suffit
manifestement de prouver la bornitude des quatre ope´rateurs
⊕Pn : Lp1,1x (X, (⊕En)`1) → Lp1,∞x (X, (⊕En)`1),
⊕Pn : Lp2,1x (X, (⊕En)`1) → Lp2,∞x (X, (⊕En)`1),
⊕Pn : Lp1,1x (X, (⊕En)`∞) → Lp1,∞x (X, (⊕En)`∞),
⊕Pn : Lp2,1x (X, (⊕En)`∞) → Lp2,∞x (X, (⊕En)`∞).
Par syme´trie e´vidente, il nous suffit de justifier la bornitude des deux ope´rateurs
⊕Pn : Lp1,1x (X, (⊕En)`1) → Lp1,∞x (X, (⊕En)`1),
⊕Pn : Lp1,1x (X, (⊕En)`∞) → Lp1,∞x (X, (⊕En)`∞).
L’hypothe`se (80) et l’ine´galite´ de Ho¨lder (72) nous donnent les majorations∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n≥0
‖(Pnun)(x, y)‖L2y(X)
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
L
p1,∞
x (X)
≤
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n≥0
∥∥∥∥∫
X
Kn(x, x
′)un(x′, y)dµ(x′)
∥∥∥∥
L2y(X)
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
L
p1,∞
x (X)
≤
∑
n≥0
∫
X
|||Kn(x, x′)|||Lp1,∞x (X) ‖un(x′, y)‖L2y(X) dµ(x
′)
≤
∫
X
(
sup
m∈N
|||Km(x, x′)|||Lp1,∞x (X)
)∑
n≥0
‖un(x′, y)‖L2y(X)
 dµ(x′)
≤
∥∥∥∥ sup
m∈N
|||Km(x, x′)|||Lp1,∞x (X)
∥∥∥∥
L
q1,∞
x′ (X)
∥∥∥∥∥∥
∑
n≥0
‖un(x′, y)‖L2y(X)
∥∥∥∥∥∥
L
p1,1
x′ (X)
.
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Enfin, (78) et l’ine´galite´ de Ho¨lder (72) nous permettent d’e´crire
sup
n∈N
‖(Pnun)(x, y)‖L2y(X) = supn∈N
∥∥∥∥∫
X
Kn(x, x
′)un(x′, y)dµ(x′)
∥∥∥∥
L2y(X)
≤ sup
n∈N
∫
X
|Kn(x, x′)| sup
m∈N
‖um(x′, y)‖L2y(X) dµ(x
′)
≤
(
sup
n∈N
‖Kn(x, x′)‖Lq1,∞
x′ (X)
)
︸ ︷︷ ︸
∈Lp1,∞x (X)
×
∥∥∥∥ sup
m∈N
‖um(x′, y)‖L2y(X)
∥∥∥∥
L
p1,1
x′ (X)
.

13. Preuves des the´ore`mes 2.1 et 2.2, partie IV : bornitude de SpRp
Sous les hypothe`ses du the´ore`me 2.2 de dualite´, les exposants p1 et p2 sont conjugue´s et l’on souhaite
montrer que SpRp est un projecteur borne´ sur L
p
x(X,⊕En) pour tout p ∈]p1, p2[. Avec les notations usuelles,
on a q1 =
p1
p1−1 = p2 et q2 =
p2
p2−1 = p1. D’apre`s la forme du projecteur (67), il s’agit d’appliquer le lemme
12.2 avec la suite de noyaux Kn de´finis par
∀(x, x′) ∈ X2 Kn(x, x′) = 1
dn
√
e(n, x)e(n, x′).
Il est facile de constater que (17) et (19) impliquent l’assertion (78) (qui est identique a` (81)). En effet, on
a pour tout (x, n) ∈ X × N∥∥∥∥ 1dn√e(n, x)e(n, x′)
∥∥∥∥
L
q1,∞
x′ (X)
≤
√
e(n, x)
dn
∥∥∥√e(n, x′)∥∥∥
L
q1
x′ (X)
≤
√
e(n, x)∥∥∥√e(n, x′)∥∥∥
L
p1
x′ (X)
×
∥∥∥√e(n, x′)∥∥∥
L
p1
x′ (X)
∥∥∥√e(n, x′)∥∥∥
L
q1
x′ (X)
dn
.
Les deux autres hypothe`ses (79) et (80) du lemme 12.2 se ve´rifient de la meˆme fac¸on. La preuve du
the´ore`me 2.2 de dualite´ est finie.
14. Preuves des the´ore`mes 2.1 et 2.2, partie V : de´faut d’interpolation
Nous allons de´finir la notion de “de´faut d’interpolation” afin d’aborder l’interpolation des espaces PLp(X,⊕En).
Commenc¸ons par introduire quelques notations. Pour tous re´els p1, p et p2 appartenant a` [1,+∞[ et ve´rifiant
p1 ≤ p ≤ p2, on de´finit les nombres θ1(p1, p, p2) et θ2(p1, p, p2) tels que
θ1(p1, p, p2)
p1
+
θ2(p1, p, p2)
p2
=
1
p
et θ1(p1, p, p2) + θ2(p1, p, p2) = 1.
De fac¸on pre´cise, on a les formules
θ1(p1, p, p2) =
1
p − 1p2
1
p1
− 1p2
et θ2(p1, p, p2) =
1
p1
− 1p
1
p1
− 1p2
.
On peut alors poser la de´finition suivante.
De´finition 14.1. — Conside´rons p1 et p2 appartenant a` [1,+∞[ et ve´rifiant p1 < p2 ainsi qu’une fonction
non nulle φ ∈ Lp1(X) ∩ Lp2(X). Nous de´finissons Q(φ, [p1, p2]) ∈ [1,+∞[ le de´faut d’interpolation de φ sur
[p1, p2] par la formule
(82) Q(φ, [p1, p2]) := sup
p∈[p1,p2]
‖φ‖θ1(p1,p,p2)Lp1 (X) ‖φ‖θ2(p1,p,p2)Lp2 (X)
‖φ‖Lp(X)
.
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L’ine´galite´ Q(φ, [p1, p2]) < +∞ peut e´videmment se voir par continuite´ et compacite´ de l’intervalle [p1, p2]
mais, dans notre contexte, il est plus inte´ressant d’utiliser un argument de convexite´ (voir le lemme 14.2
ci-apre`s). Quant a` l’ine´galite´ 1 ≤ Q(φ, [p1, p2]), elle de´coule de l’ine´galite´ de Ho¨lder avec les exposants
conjugue´s p1pθ1(p1,p,p2) et
p2
pθ2(p1,p,p2)
:(∫
X
|φ(x)|pdµ(x)
) 1
p
=
(∫
X
|φ(x)|pθ1(p1,p,p2)|φ(x)|pθ2(p2,p,p2)dµ(x)
) 1
p
≤
(∫
X
|φ(x)|p1dµ(x)
) θ1(p1,p,p2)
p1
(∫
X
|φ(x)|p2dµ(x)
) θ2(p1,p,p2)
p2
.(83)
La condition d’e´galite´ de l’ine´galite´ de Ho¨lder montre alors l’e´quivalence
Q(φ, [p1, p2]) = 1 ⇔ ∃a > 0 ∃A ∈ B(X), 0 < µ(A) < +∞, |φ| = a1A,
ou` B(X) est l’ensemble des parties mesurables de X. Ainsi, le de´faut d’interpolation de la fonction φ permet
de tester si elle se concentre comple`tement sur une meˆme partie de l’espace mesure´ X. Par comparaison avec
(83), le de´faut d’interpolation permet de minorer ‖φ‖Lp(X) lorsque l’on connaˆıt ‖φ‖Lp1 (X) et ‖φ‖Lp2 (X) :
(84) ∀p ∈]p1, p2[
‖φ‖θ1(p1,p,p2)Lp1 (X) ‖φ‖θ2(p1,p,p2)Lp2(X)
Q(φ, [p1, p2])
≤ ‖φ‖Lp(X) .
Le lemme suivant montre qu’il suffit d’examiner un seul point de l’intervalle ]p1, p2[ pour controˆlerQ(φ, [p1, p2]).
Lemme 14.2. — Fixons des re´els p1 < p < p2 appartenant a` [1,+∞[ et une suite de fonctions non nulles
(φn)n∈N de Lp1(X) ∩ Lp2(X), alors on a l’e´quivalence :
sup
n∈N
‖φn‖θ1(p1,p,p2)Lp1 (X) ‖φn‖θ2(p1,p,p2)Lp2 (X)
‖φn‖Lp(X)
< +∞ ⇔ sup
n∈N
Q(φn, [p1, p2]) < +∞.
Preuve. Pour toute fonction non nulle φ ∈ Lp1(X) ∩ Lp2(X), il est bien connu que la fonction
Φ : ℘ ∈ [p1, p2] 7→ ln
(
‖φ‖L℘(X)
)
est convexe par rapport a` 1℘ (voir les ine´galite´s (83)). Introduisons alors la fonction
Φ˜ : ℘ ∈ [p1, p2] 7→ θ1(p1, ℘, p2)Φ(p1) + θ2(p1, ℘, p2)Φ(p2)− Φ(℘).
La fonction Φ˜ s’annule en p1 et p2 et est concave par rapport a`
1
℘ .
Φ˜(p)
θ2(p1,p,p2)
1
p
Φ˜(p)
1
℘
Φ˜(℘)
1
p2
1
p1
Φ˜(p)
θ1(p1,p,p2)
Par concavite´ et application du the´ore`me de Thale`s, nous avons les estimations
∀℘ ∈ [p1, p2] Φ˜(℘) ≤ Φ˜(p) max
(
1
p1
− 1p2
1
p − 1p2
,
1
p1
− 1p2
1
p1
− 1p
)
.
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En passant a` l’exponentielle, on obtient les estimations suivantes qui donnent la conclusion :
‖φ‖θ1(p1,p,p2)Lp1 (X) ‖φ‖θ2(p1,p,p2)Lp2 (X)
‖φ‖Lp(X)
≤ Q(φ, [p1, p2]) ≤
‖φ‖θ1(p1,p,p2)Lp1 (X) ‖φ‖θ2(p1,p,p2)Lp2 (X)
‖φ‖Lp(X)
C(p1,p,p2) .

On sait que pour tout re´el p ∈]1,+∞[ et toute fonction φ ∈ Lp(X), il existe une fonction ψ ∈ L pp−1 (X)
telle que ∫
X
φ(x)ψ(x)dµ(x) = ‖φ‖Lp(X) ‖ψ‖L pp−1 (X) .
Par exemple, si φ est positive alors on peut choisir ψ(x) = φ(x)p−1. Le de´faut d’interpolation permet de
formuler des proprie´te´s analogues lorsque φ appartient a` deux espaces de Lebesgue Lp1(X) et Lp2(X). Dans
l’e´nonce´ de la proposition suivante, on utilise les notations habituelles q1 =
p1
p1−1 et q2 =
p2
p2−1 .
Proposition 14.3. — Fixons p1 et p2 appartenant a` ]1,+∞[ et ve´rifiant p1 < p2 et 1p1 + 1p2 ≤ 1. Il existe
un re´el r = r(p1, p2) > 1 tel que pour toute fonction non nulle φ ∈ Lp1(X) ∩ Lp2(X) on peut trouver une
fonction ψ ∈ Lq2(X) ∩ Lq1(X) qui ve´rifie∫
X
φ(x)ψ(x)dµ(x) = 1,
‖φ‖Lp1 (X) ‖ψ‖Lq1 (X) ≤ Q(φ, [p1, p2])r,
‖φ‖Lp2 (X) ‖ψ‖Lq2 (X) ≤ Q(φ, [p1, p2])r,
|ψ|q1∫
X
|ψ(x)|q1dµ(x) ≤ Q(φ, [p1, p2])
(r−1)q1
[ |φ|p1∫
X
|φ(x)|p1dµ(x) +
|φ|p2∫
X
|φ(x)|p2dµ(x)
]
,
|ψ|q2∫
X
|ψ(x)|q2dµ(x) ≤ Q(φ, [p1, p2])
(r−1)q2
[ |φ|p1∫
X
|φ(x)|p1dµ(x) +
|φ|p2∫
X
|φ(x)|p2dµ(x)
]
.
Preuve. Par hypothe`se, le nombre (p2 − p1)(p1p2 − p1 − p2) est positif. Or on peut le factoriser
(p2 − p1)(p1p2 − p1 − p2) = p22(p1 − 1)− p21(p2 − 1) = (p2 − 1)(p1 − 1)(p2q2 − p1q1).
Par conse´quent on a p1q1 ≤ p2q2 et l’on peut alors choisir un re´el r ∈ [1 + p1q2 , 1 +
p2
q1
]. En particulier, on a
(85) p1 ≤ (r − 1)q2 ≤ (r − 1)q1 ≤ p2.
On peut maintenant conside´rer la fonction ψ de´finie par
∀x ∈ X ψ(x) =

1∫
X
|φ(x′)|rdµ(x′) ×
|φ(x)|r
φ(x)
si φ(x) 6= 0,
0 si φ(x) = 0.
Il est clair que la fonction φψ est positive est d’inte´grale e´gale a` 1. D’apre`s (83), la fonction φ appartient
a` Lp(X) pour tout p ∈ [p1, p2]. Les ine´galite´s (85) impliquent donc que ψ appartient a` Lq2(X) ∩ Lq1(X).
Graˆce a` (83) et (84), il vient
(86) ‖φ‖Lp1 (X) ‖ψ‖Lq1 (X) =
‖φ‖Lp1 (X) ‖φ‖r−1L(r−1)q1 (X)
‖φ‖rLr(X)
≤ Q(φ, [p1, p2])r ‖φ‖αLp1 (X) ‖φ‖βLp2 (X) ,
ou` l’on a note´
α := 1 + (r − 1)θ1(p1, (r − 1)q1, p2)− rθ1(p1, r, p2),
β := (r − 1)θ2(p1, (r − 1)q1, p2)− rθ2(p1, r, p2).
L’e´galite´ θ1 + θ2 = 1 implique que l’on a α + β = 0. En fait, il s’ave`re que α = 0. Cela peut se voir par
calcul, mais puisque α ne de´pend que de p1, p2, r, il suffit de traiter le cas particulier X = R muni de la
mesure de Lebesgue. Pour tout t > 0, si l’on pose φt = 1[0,t] alors on a ψt =
1
t1[0,t] et ‖φt‖Lp = t
1
p pour
tout p ∈ [1,+∞[ et donc
‖φt‖Lp1 (X) ‖ψt‖Lq1 (X) = t
1
p1
+ 1q1
−1 = 1 et Q(φt, [p1, p2]) = 1.
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L’ine´galite´ (86) devient
∀t > 0 1 ≤ tα
(
1
p1
− 1p2
)
.
Cela force les e´galite´s α = β = 0. Un argument similaire permet d’estimer ‖φ‖Lp2 (X) ‖ψ‖Lq2 (X).
Passons aux estimations de |ψ|q avec q ∈ {q1, q2}. On se permet de noter θ1 = θ1(p1, (r − 1)q, p2) et
θ2 = θ2(p1, (r − 1)q, p2). On obtient alors pour tout x ∈ X
|ψ(x)|q
‖ψ‖qLq(X)
=
|φ(x)|(r−1)q
‖φ‖(r−1)q
L(r−1)q(X)
≤ Q(φ, [p1, p2])(r−1)q |φ(x)|
(r−1)q
‖φ‖(r−1)qθ1Lp1 (X) ‖φ‖(r−1)qθ2Lp2 (X)
.
L’e´galite´ (r−1)qθ1p1 +
(r−1)qθ2
p2
= 1 et la convexite´ de la fonction exponentielle nous donnent la conclusion
|ψ(x)|q
‖ψ‖qLq(X)
≤ Q(φ, [p1, p2])(r−1)q
(
|φ(x)|p1
‖φ‖p1Lp1 (X)
) (r−1)qθ1
p1
(
|φ(x)|p2
‖φ‖p2Lp2 (X)
) (r−1)qθ2
p2
≤ Q(φ, [p1, p2])(r−1)q
(
(r − 1)qθ1
p1
|φ(x)|p1
‖φ‖p1Lp1 (X)
+
(r − 1)qθ2
p2
|φ(x)|p2
‖φ‖p2Lp2 (X)
)
≤ Q(φ, [p1, p2])(r−1)q
(
|φ(x)|p1
‖φ‖p1Lp1 (X)
+
|φ(x)|p2
‖φ‖p2Lp2 (X)
)
.

Passons maintenant a` la condition ne´cessaire d’interpolation des espaces PLp(X,⊕En). On rappelle que
les espaces PLp(X,⊕En) et leurs espaces interpole´s sont inclus dans
∏
n∈NEn.
Proposition 14.4. — Fixons des re´els p1 < p < p2 appartenant a` [1,+∞[ et supposons que l’on a l’e´galite´
d’espaces vectoriels
PLp(X,⊕En) = [PLp1(X,⊕En),PLp2(X,⊕En)]θ1(p1,p,p2)
et que les normes des deux pre´ce´dents espaces sont e´quivalentes. Alors
(87) sup
n∈N
Q
(√
e(n, ·), [p1, p2]
)
< +∞.
La meˆme conclusion est valide en remplac¸ant la me´thode d’interpolation complexe [·, ·]θ1(p1,p,p2) par la
me´thode d’interpolation re´elle [·, ·]θ1(p1,p,p2),p.
Preuve. On conside`re pour tout entier k ∈ N le “projecteur sur Ek” de´fini par
Λk :
∏
n∈N
En → L2(X)
(un)n∈N 7→ uk.
Le calcul de la norme d’ope´rateur de Λk : PL
p(X,⊕En)→ L2(X) est imme´diat
‖Λk‖PLp(X,⊕En)→L2(X) = sup
(un) 6=0
‖uk‖L2(X)∥∥∥∥∥∥
√∑
n∈N
‖un‖2L2(X)
e(n, ·)
dn
∥∥∥∥∥∥
Lp(X)
=
√
dk∥∥∥√e(k, ·)∥∥∥
Lp(X)
.
Par interpolation complexe, il existe une constante K > 0 telle que pour tout k ∈ N on a
‖Λk‖PLp(X,⊕En)→L2(X) ≤ K ‖Λk‖
θ1(p1,p,p2)
PLp1 (X,⊕En)→L2(X) ‖Λk‖
θ2(p1,p,p2)
PLp2 (X,⊕En)→L2(X) .
A` noter que K = 1 ne convient pas force´ment car la norme de l’espace PLp(X,⊕Cφn) n’est a priori pas
identique a` celle de l’espace interpole´. On obtient donc√
dk∥∥∥√e(k, ·)∥∥∥
Lp(X)
≤ K
√
dk∥∥∥√e(k, ·)∥∥∥θ1(p1,p,p2)
Lp1 (X)
∥∥∥√e(k, ·)∥∥∥θ2(p1,p,p2)
Lp2 (X)
.
Le lemme 14.2 implique (87). Le raisonnement est similaire pour la me´thode d’interpolation re´elle. 
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15. Preuves des the´ore`mes 2.1 et 2.2, partie VI : bornitude de SpRp,ψ
Nous avons maintenant les moyens d’achever la preuve, de´veloppe´e dans la partie 10, du the´ore`me 2.1.
Sous les hypothe`ses (17) et (18), il s’agit de justifier l’existence d’une suite (ψn)n∈N de L
p2
p2−1 (X)∩L
p1
p1−1 (X)
telle que
(88) ∀n ∈ N
∫
X
√
e(n, x)√
dn
ψn(x)dµ(x) = 1,
et que l’ope´rateur SpRp,ψ soit borne´ sur L
p
x(X,⊕En). L’hypothe`se (18) et le lemme 14.2 nous apprennent
que la suite des de´fauts d’interpolation (Q(
√
e(n, ·), [p1, p2]))n∈N est borne´e. Par suite, la proposition 14.3
nous assure l’existence d’une constante K > 0 et d’une suite de fonctions (ψn)n∈N de L
p2
p2−1 (X)∩L
p1
p1−1 (X)
qui ve´rifient (88) et ∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lp1 (X)
‖ψn‖Lq1 (X) ≤ K,∥∥∥∥∥
√
e(n, ·)√
dn
∥∥∥∥∥
Lp2 (X)
‖ψn‖Lq2 (X) ≤ K,
ainsi que les ine´galite´s suivantes pour tout x ∈ X
|ψn(x)|q1
‖ψn‖q1Lq(X)
≤ K
 √e(n, x)p1∥∥∥√e(n, ·)∥∥∥p1
Lp1 (X)
+
√
e(n, x)
p2∥∥∥√e(n, ·)∥∥∥p2
Lp2 (X)
 ,(89)
|ψn(x)|q2
‖ψn‖q2Lq(X)
≤ K
 √e(n, x)p1∥∥∥√e(n, ·)∥∥∥p1
Lp1 (X)
+
√
e(n, x)
p2∥∥∥√e(n, ·)∥∥∥p2
Lp2 (X)
 .
On va appliquer le lemme 12.2 avec les noyaux Kn de´finis par
∀n ∈ N ∀(x, x′) ∈ X2 Kn(x, x′) :=
√
e(n, x)√
dn
ψn(x
′).
Les proprie´te´s (78) et (79) se traitent comme pour la bornitude de SpRp. Par exemple, l’inclusion continue
Lq1(X) ⊂ Lq1,∞(X) nous permet d’e´crire pour tout x ∈ X
‖Kn(x, x′)‖Lq1,∞
x′ (X)
≤
√
e(n, x)√
dn
‖ψn‖Lq1 (X)
≤ K
√
e(n, x)∥∥∥√e(n, ·)∥∥∥
Lp1 (X)
.
L’hypothe`se (17) implique alors (78). On montre de meˆme (79). L’inte´reˆt de la proposition 14.3 apparaˆıt
pour de´montrer (80) et (81). En effet, on a
∀x′ ∈ X ‖Kn(x, x′)‖Lp1,∞x (X) ≤ |ψn(x′)|
∥∥∥∥√e(n,·)√dn
∥∥∥∥
Lp1 (X)
≤ K |ψn(x
′)|
‖ψn‖Lq1 (X)
.
D’apre`s (17) et (89), on obtient (
sup
n∈N
‖Kn(x, x′)‖Lp1,∞x (X)
)q1
∈ L1,∞x (X),
c’est-a`-dire
sup
n∈N
‖Kn(x, x′)‖Lp1,∞x (X) ∈ Lq1,∞x (X).
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On a ainsi obtenu (80). Et (81) se traite de meˆme. On a valide´ toutes les hypothe`ses du lemme 12.2 et
l’on peut donc conclure que SpRp,ψ est borne´ sur L
p
x(X,⊕En). Cela ache`ve la preuve du the´ore`me 2.1
d’interpolation.
16. Preuve du the´ore`me 4.3, the´ore`me de Paley-Zygmund sur une varie´te´
Commenc¸ons par un lemme qui fait intervenir la classique perte multiplicative
√
ln(α) dans l’estimation
de l’espe´rance d’un maximum de α variables ale´atoires.
Lemme 16.1. — Soit (α,N) ∈ N? × N et conside´rons α(N + 1) matrices
b(0,β) ∈Md0(C), . . . , b(N,β) ∈MdN (C),
ou` β parcourt l’ensemble des entiers compris entre 1 et α. Alors on a
E
[
sup
1≤β≤α
∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
]
≤ C
√√√√ln(α+ 1) sup
1≤β≤α
(
N∑
n=0
∥∥b(n,β)∥∥2HS
)
.
La meˆme conclusion est valide en remplac¸ant les matrices orthogogonales ale´atoires En par les matrices
unitaires ale´atoires Wn.
Preuve. Pour tout re´el p ≥ 1, on peut e´crire graˆce a` l’ine´galite´ de Ho¨lder et aux ine´galite´s de Kahane-
Khintchine-Marcus-Pisier (51) et (52) :
E
[
sup
1≤β≤α
∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
]
≤ E

 α∑
β=1
∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
p
 1p

≤ E
 α∑
β=1
∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
p
 1p
≤
 α∑
β=1
E
[∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
p] 1p
≤ α 1p sup
1≤β≤α
E
[∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
p] 1p
≤ Cα 1p√p sup
1≤β≤α
E
∣∣∣∣∣
N∑
n=0
√
dntr(Enb(n,β))
∣∣∣∣∣
2
 12
≤ Cα 1p√p sup
1≤β≤α
√√√√ N∑
n=0
∥∥b(n,β)∥∥2HS .
On obtient la conclusion voulue en choisissant p = ln(2 +α) ≥ 1. Une de´marche similaire est valide pour les
matrices ale´atoires Wn : Ω→ Udn(C). 
On aura besoin d’une ge´ne´ralisation de l’ine´galite´ de Salem-Zygmund sur une varie´te´ riemannienne com-
pacte sans bord. Ce type d’ine´galite´ est ge´ne´ralement pre´sente´ sous forme probabiliste ([32, Chapter 6],
[30, Theorem 2.5] ou [10, The´ore`me 2]) mais nous avons de´ja` souligne´ que les versions inte´grales sont plus
efficaces dans notre contexte. En outre, nous avons besoin d’une forme matricielle de l’ine´galite´ de Salem-
Zygmund (voir la raison plus loin a` la ligne (94)). La preuve repose sur une ide´e classique : on utilise une
ine´galite´ de Bernstein et un maillage de la varie´te´ compacte X.
Proposition 16.2. — Fixons un entier N ≥ 2 et conside´rons N matrices
b0 ∈Md0(L2(X)), . . . , bN ∈MdN (L2(X)),
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dont les coefficients sont des fonctions spectralement localise´es au sens suivant :
∀n ∈ [0, N ] ∀(i, j) ∈ [1, dn]2 bn,i,j ∈
N⊕
k=0
Ek.
Alors on a une majoration a` la Salem-Zygmund :
(90) E
∥∥∥∥∥
N∑
n=0
√
dntr(Enbn(x))
∥∥∥∥∥
L∞x (X)
 ≤ C(X)√ln(N)
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn(x)‖2HS
∥∥∥∥∥∥
L∞x (X)
.
Preuve. Commenc¸ons par conside´rer une fonction spectralement localise´e
u :=
N∑
n=0
dn∑
i=1
〈u, φn,i〉φn,i.
Pour tout (x, y) ∈ X2, on peut e´crire
|u(x)− u(y)| ≤
N∑
n=0
dn∑
i=1
‖u‖L∞(X) ‖φn,i‖L1(X) |φn,i(x)− φn,i(y)|.
D’apre`s l’ine´galite´ (3) de Avakumovicˇ-Levitan-Ho¨rmander et la majoration dn ≤ C(X)(n + 1)d−1 (voir le
lemme 4.1), on obtient
|u(x)− u(y)| ≤ c1(X)N c2(X) ‖u‖L∞(X)
N∑
n=0
dn∑
i=1
|φn,i(x)− φn,i(y)|.
Pour un re´el fixe´ τ > 1 + d2 , l’injection de Sobolev H
τ (X) ⊂ W 1,∞(X) nous permet de controˆler la norme
de Lipschitz des fonctions φn,i. Quitte a` augmenter c2(X), cela donne une ine´galite´ de Bernstein :
|u(x)− u(y)| ≤ c1(X)N c2(X) ‖u‖L∞(X) dist(x, y).
Par compacite´ de X, il existe un ensemble fini {x1, . . . , xα} ⊂ X maximal pour la proprie´te´ suivante : les
boules ouvertes de centres x1, . . . , xα et de rayon
1
4c1(X)Nc2(X)
sont disjointes deux a` deux. En examinant la
somme du volume de ces boules, on ve´rifie aise´ment l’ine´galite´
(91) α ≤ C(X)N c2(X) dim(X).
L’ine´galite´ de Bernstein et la maximalite´ de {x1, . . . , xα} assurent, pour tout x ∈ X, l’existence d’un point
xβ tel que l’on a
|u(x)− u(xβ)| ≤ c1(X)N c2(X) ‖u‖L∞(X) dist(x, xβ) ≤
1
2
‖u‖L∞(X) .
On de´duit par conse´quent que l’on a
‖u‖L∞(X) ≤ 2 sup
1≤β≤α
|u(xβ)|.
Appliquant l’ine´galite´ pre´ce´dente a` une fonction ale´atoire a` la place de u, on obtient
E
∥∥∥∥∥
N∑
n=0
√
dntr(Enbn(x))
∥∥∥∥∥
L∞x (X)
 ≤ 2E[ sup
1≤β≤α
∣∣∣∣∣
N∑
n=0
√
dntr(Enbn(xβ))
∣∣∣∣∣
]
.
On conclut avec le lemme 16.1 et l’estimation (91). 
Remarque 16.3. — Dans la the´orie Lp, le the´ore`me de Fubini nous permettait de travailler sur un espace
mesure´ σ-fini X. Par contre, la de´monstration pre´ce´dente sugge`re que la the´orie L∞ ne´cessite que les espaces
mesure´s soient en fait des espaces me´triques (munis de mesures bore´liennes). Cela n’est gue`re surprenant
puisque la continuite´ est une notion me´trique!
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Remarque 16.4. — Nous avons choisi d’appeler (90) une ine´galite´ de Salem-Zygmund car elle implique
que pour toute fonction u ∈ L2(X) et pour tour entier N ≥ 2 l’on a
E

∥∥∥∥∥∥
N∑
n=0
dn∑
i=1
dn∑
j=1
En,i,j〈u, φn,j〉φn,i(x)
∥∥∥∥∥∥
L∞x (X)
 ≤ C(X)√ln(N) ‖u‖L2(X) .
En effet, comme dans la the´orie Lp, il s’agit d’appliquer (90) et le lemme 4.1 avec les matrices bn dont les
coefficients sont donne´s par
bn,i,j(x) =
1√
dn
〈u, φn,i〉φn,j(x), ‖bn(x)‖2HS =
e(n, x)
dn
‖Πn(u)‖2L2(X) .
Dans le cas X = T, il s’agit de la classique ine´galite´ de Salem-Zygmund.
On peut maintenant de´montrer le the´ore`me 4.3. Comme de´ja` utilise´, la convergence dans Lp(Ω, L∞(X))
des se´ries ale´atoires conside´re´es implique leur convergence presque suˆre dans L∞(X) et il nous suffit de
prouver l’estimation (28). Il sera commode de noter bn ∈ Mdn(L∞(X)) la matrice dont l’e´le´ment (i, j) est
donne´ par
∀x ∈ X bn,i,j(x) = 1√
dn
〈u, φn,i〉φn,j(x).
Cela permet de reformuler (28) en
∀N ∈ N E
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn(x))
∥∥∥∥∥
p
L∞x (X)
 ≤ C(X, p, s)(sup
n∈N
E
[
‖Mn‖pop
])
‖u‖pHs(X) .
Comme de´ja` effectue´ dans la the´orie Lp, on peut remplacer Mn par EnMn ou` les matrices ale´atoires En :
Ω → Odn(R) sont inde´pendantes entre elles et vis-a`-vis des matrices ale´atoires Mn. Les ine´galite´s (51) de
Kahane-Khintchine-Marcus-Pisier nous ame`nent a` l’estimation
E
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn(x))
∥∥∥∥∥
p
L∞x (X)
 = Eω′Eω
∥∥∥∥∥
N∑
n=0
√
dntr(En(ω)Mn(ω′)bn(x))
∥∥∥∥∥
p
L∞x (X)

≤ C(p)Eω′
Eω
∥∥∥∥∥
N∑
n=0
√
dntr(En(ω)Mn(ω′)bn(x))
∥∥∥∥∥
L∞x (X)
p .
On va momentane´ment geler ω′ et s’atteler a` de´montrer l’ine´galite´ suivante :
(92) Eω
∥∥∥∥∥
N∑
n=0
√
dntr(En(ω)Mn(ω′)bn(x))
∥∥∥∥∥
L∞x (X)
 ≤ C(X, s)√∑
n≥0
‖Mn(ω′)‖2op (1 + n)2s ‖Πn(u)‖2L2 .
L’ine´galite´ triangulaire dans L
p
2 (Ω) (car on a p ≥ 2) et (92) impliqueront alors la conclusion :
E
∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
p
L∞(X)
 ≤ C(X, p, s)Eω′
( N∑
n=0
‖Mn(ω′)‖2op (1 + n)2s ‖Πn(u)‖2L2(X)
) p
2

≤ C(X, p, s)
(
N∑
n=0
E
[
‖Mn‖pop
] 2
p
(1 + n)2s ‖Πn(u)‖2L2(X)
) p
2
≤ C(X, p, s)
(
sup
n≥0
E
[
‖Mn‖pop
])
‖u‖pHs(X) .
Il s’agit pre´cise´ment de l’analogue multidimensionnel de l’argument que nous avons esquisse´ pour prouver
l’implication (27). De´montrons maintenant (92). La premie`re chose a` remarquer est la croissance en N :
(93) Eω
∥∥∥∥∥
N∑
n=0
√
dntr (En(ω)Mn(ω′)bn(x))
∥∥∥∥∥
L∞x (X)
 ≤ Eω
∥∥∥∥∥
N+1∑
n=0
√
dntr (En(ω)Mn(ω′)bn(x))
∥∥∥∥∥
L∞x (X)
 .
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En effet, cela de´coule de l’inde´pendance des matrices ale´atoires E0, . . . , EN+1 et de l’ine´galite´ de Jensen
en inte´grant selon les d2N+1 variables de la matrice ale´atoire EN+1 (on utilisera l’e´galite´ E[EN+1,i,j ] = 0).
L’ine´galite´ (93) nous assure qu’il nous suffit de prouver (92) pour une infinite´ d’entiers N ∈ N. On choisit
alors N de la forme 22
k
avec k ∈ N et l’on invoque l’ine´galite´ de Salem-Zygmund (90) :
Eω

∥∥∥∥∥∥
∑
22k<n≤22k+1
√
dntr(En(ω)Mn(ω′)bn(x))
∥∥∥∥∥∥
L∞x (X)
 ≤ C(X)2 k2
∥∥∥∥∥∥
√ ∑
22k<n≤22k+1
‖Mn(ω′)bn(x)‖2HS
∥∥∥∥∥∥
L∞x (X)
.
Pour tout x ∈ X, le lemme 4.1 nous permet de majorer :
‖Mn(ω′)bn(x)‖2HS ≤ ‖Mn(ω′)‖2op ‖bn(x)‖2HS(94)
≤ ‖Mn(ω′)‖2op
e(n, x)
dn
‖Πn(u)‖2L2(X)
≤ C(X) ‖Mn(ω′)‖2op ‖Πn(u)‖2L2(X) .
Comme la fre´quence de Πn(u) est de l’ordre de n, on peut forcer l’apparition des paquets de la norme de
Sobolev ‖u‖Hs(X) :
2
k
2
 ∑
22k<n≤22k+1
‖Mn(ω′)bn(x)‖2HS
 12 ≤ C(X)
22
ks− k2
 ∑
22k<n≤22k+1
‖Mn(ω′)‖2op n2s ‖Πn(u)‖2L2(X)
 12 .
La condition s > 0 nous permet d’utiliser l’ine´galite´ de Cauchy-Schwarz en sommant sur k :
∑
k∈N
E

∥∥∥∥∥∥
∑
22k<n≤22k+1
√
dntr(En(ω)Mn(ω′)bn(x))
∥∥∥∥∥∥
L∞x (X)
 ≤ C(X, s)√∑
n>2
‖Mn(ω′)‖2op n2s ‖Πn(u)‖2L2(X).
Il manque a priori les entiers n = 0, 1 et 2. Mais il est clair que l’on a toujours
∀n ∈ {0, 1, 2} Eω
[
‖tr(En(ω)Mn(ω′)bn(x)‖L∞x (X)
]
≤ C(n) ‖Mn(ω′)‖op sup
x∈X
‖bn(x)‖HS
≤ C(X,n) ‖Mn(ω′)‖op ‖Πn(u)‖L2(X) .
L’ine´galite´ triangulaire implique (92) sans difficulte´. La preuve du the´ore`me 4.3 est comple`te.
17. Preuve du the´ore`me 4.4, e´quation cubique des ondes
Les propositions 2.1 et 2.2 de [15] montrent en fait le re´sultat suivant :
The´ore`me 17.1. — [Burq-Tzvetkov] Conside´rons un re´el s > 0, une varie´te´ riemannienne compacte X
sans bord de dimension 3 et une fonction
Ω → Hs(X)×Hs−1(X),
ω 7→ (vω0 , vω1 ),(95)
qui ve´rifie la proprie´te´ suivante pour presque tout ω ∈ Ω :
(96) cos(t
√−∆)vω0 (x) +
sin(t
√−∆)√−∆ v
ω
1 (x) ∈ L3t,loc(R, L6x(X)) ∩ L1t,loc(R, L∞x (X)).
Alors pour presque tout ω ∈ Ω, l’e´quation cubique des ondes sur X
(∂2t −∆)v + v3 = 0, v(0, ·) = vω0 , v˙(0, ·) = vω1 ,
admet une unique solution globale v qui ve´rifie
v(t)− cos(t√−∆)vω0 −
sin(t
√−∆)√−∆ v
ω
1 ∈ C0t (R, H1(X)) ∩ C1t (R, L2(X)).
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La dimension de la varie´te´ intervient dans le re´sultat d’existence locale [15, Proposition 2.1], graˆce a`
l’injection de Sobolev H1(X) ⊂ L6(X), afin de ge´rer la non-line´arite´ v3. La preuve du the´ore`me 17.1 est
de´terministe et l’inte´reˆt des probabilite´s intervient seulement lorsqu’il s’agit de trouver un proce´de´ de
randomisation (95) qui ve´rifie presque suˆrement la proprie´te´ (96). Cette dernie`re est de´montre´e dans [15,
Appendix A] pour la randomisation unidimensionnelle du tore T3. Dans [19], la preuve a e´te´ ge´ne´ralise´e
par de Suzzoni pour la varie´te´ X = S3 qui s’ave`re admettre, comme le tore, une base de fonctions propres
uniforme´ment borne´es dans tous les espaces Lp(X) (voir [10]).
Discutons maintenant de la ve´rification de l’appartenance presque suˆre dans L1t,loc(R, L∞x (X)) du flot
line´aire (96) par Burq et Tzvetkov. Cela est de´montre´ graˆce a` l’injection de Sobolev W s,p(X) ⊂ L∞(X)
(valide pour tout p > 3s ). Cela n’est pas geˆnant car la randomisation (95) utilise´e dans [15] fait intervenir des
variables ale´atoires sous-gaussiennes donc qui ont des moments finis de tout ordre (en particulier les moments
d’ordre 3s ). Dans le cas du tore T
3, il est possible d’ame´liorer cet argument en remplac¸ant l’injection de
Sobolev W s,p(T3) ⊂ L∞(T3), avec p  1, par le the´ore`me de Paley-Zygmund dans L∞(T3) sous sa forme
universelle, c’est-a`-dire l’implication (27). Cela permet de se ramener presque suˆrement a` W s,2(T3) = Hs(T3)
et donc de n’utiliser que tre`s peu de moments des variables ale´atoires en jeu. En d’autres termes, l’ide´e est
tout simplement de conside´rer le the´ore`me de Paley-Zygmund comme une injection de Sobolev probabiliste!
En exprimant cos(t
√−∆) et sin(t√−∆) en fonction de eit
√−∆ et e−it
√−∆, nous voyons que le the´ore`me
4.4 est une conse´quence du the´ore`me 17.1 et des deux re´sultats suivants.
Proposition 17.2. — Conside´rons une suite de matrices ale´atoires Mn : Ω → Mdn(R) inde´pendantes,
orthogonalement invariantes et ve´rifiant sup
n∈N
E[‖Mn‖2op] < +∞. Pour toute distribution u ∈ D′(X) et pour
tout s ∈ R, la proprie´te´ i) implique la proprie´te´ ii) ci-apre`s :
i) u appartient a` Hs(X),
ii) la se´rie ale´atoire suivante converge dans Hs(X) pour presque tout ω :
∑
n∈N
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
φn,i.
Si l’on suppose en outre que l’on a inf
n∈N
σ (E[|Mn|]) > 0, alors i) et ii) sont deux assertions e´quivalentes.
Une conclusion similaire est valide si l’on suppose que les matrices Mn : Ω → Mdn(C) sont unitairement
invariantes.
Preuve. Cas s = 0. L’implication i) ⇒ ii) de´coule de la remarque 7.12. L’e´quivalence i) ⇔ ii) de´coule du
the´ore`me 1.3 et du the´ore`me 4.2 avec p = 2.
Cas s 6= 0. On perturbe l’ope´rateur de Laplace-Beltrami afin de le rendre diagonal en posant
∆˜ : D′(X) → D′(X)∑
n,i
αn,iφn,i 7→
∑
n,i
(n+ 1)2αn,iφn,i.
Comme les fonctions φn,i sont spectralement localise´es dans [κn, κn + κ], il est clair que ∆˜ se comporte de
la meˆme manie`re que l’ope´rateur de Laplace-Beltrami :
u ∈ Hs(X) ⇔ ∆˜ s2u ∈ L2(X).
Comme ∆˜ est diagonalise´ par les fonctions φn,i, on se rame`ne aise´ment au cas s = 0. 
Proposition 17.3. — Soit une suite de matrices ale´atoires Mn : Ω→Mn(R) inde´pendantes, orthogonale-
ment invariantes et ve´rifiant sup
n∈N
E
[
‖Mn‖3op
]
< +∞. On conside`re de plus un re´el s > 0 et une fonction
u ∈ Hs(X). Alors pour presque tout ω ∈ Ω, nous avons
eit
√−∆ ∑
n∈N
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
φn,i(x) ∈ L3t,loc(R, L∞x (X)).
Un re´sultat similaire est vrai si les matrices ale´atoires Mn sont complexes et unitairement invariantes.
CONCENTRATION ET RANDOMISATION UNIVERSELLE DE SOUS-ESPACES PROPRES 61
Preuve. D’apre`s la proposition 17.2, on peut bien conside´rer la somme infinie. L’ope´rateur eit
√−∆ pre´sente
l’avantage d’eˆtre unitaire et de conserver la localisation spectrale :
∀t ∈ R eit
√−∆En = En.
Pour tout T ∈ N? et N ∈ N, il nous suffit de majorer
E

∥∥∥∥∥∥eit
√−∆
N∑
n=0
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
φn,i(x)
∥∥∥∥∥∥
3
L3t ([−T,T ],L∞x (X))

par
C(T,X, s)
(
sup
n∈N
E
[
‖Mn‖3op
])
‖u‖3Hs(X) .
Quitte a` examiner des paquets de Cauchy, la majoration pre´ce´dente montrera bien la convergence de la se´rie
ale´atoire conside´re´e dans l’espace de Banach L3ω(Ω, L
3
t ([−T, T ], L∞x (X))). Comme de´ja` utilise´ plusieurs fois
dans cet article, cela implique la convergence en probabilite´ et a fortiori la convergence presque suˆre de la
se´rie ale´atoire conside´re´e dans L3t ([−T, T ], L∞x (X)). Comme T parcourt N?, on en de´duira la convergence
presque suˆre dans L3t,loc(R, L∞x (X)). Une nouvelle fois, le the´ore`me de Fubini-Tonelli nous rame`ne a` l’e´tude
de l’inte´grale ∫ T
−T
E

∥∥∥∥∥∥
N∑
n=0
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
 eit√−∆φn,i(x)
∥∥∥∥∥∥
3
L∞x (X)
 dt.
A` t fixe´, on peut e´crire 〈u, φn,j〉 = 〈eit
√−∆u, eit
√−∆φn,j〉. Puisque eit
√−∆ envoie φn,1, . . . , φn,dn sur une
base hilbertienne de En et que nos estimations sont toutes inde´pendantes de la base hilbertienne choisie, on
peut appliquer le the´ore`me 4.3 pour obtenir l’estimation
E

∥∥∥∥∥∥
N∑
n=0
dn∑
i=1
 dn∑
j=1
Mn,i,j(ω)〈u, φn,j〉
 eit√−∆φn,i(x)
∥∥∥∥∥∥
3
L∞x (X)

≤ C(X, s)
(
sup
n∈N
E
[
‖Mn‖3op
])∥∥∥eit√−∆u∥∥∥3
Hs(X)
.
Cela ache`ve notre preuve car eit
√−∆ est une isome´trie de Hs(X). 
18. Preuve de la proposition 5.1, randomisation des fonctions Yn
Rappelons en quel sens la fonction Yn se concentre de fac¸on gaussienne sur une bande de largeur
1√
n
autour de la ge´ode´sique {x21 + x22 = 1}. On part des ine´galite´s
∀δ ∈
[
0,
pi
2
]
1− δ
2
2
≤ cos(δ) ≤ e− 12 δ2 .
Le nombre δ = arccos
(√
x21 + x
2
2
)
de´signe la distance ge´ode´sique de x a` {x21 + x22 = 1}, puis la de´finition
Yn(x) = cd,n(x1 + ix2)
n et l’e´quivalent cd,n 'd n d−14 assurent qu’il existe C(d) > 1 de sorte que
(97) ∀x ∈ Sd ∀n ∈ N? 1
C(d)
1{
arccos
(√
x21+x
2
2
)
≤ 1√
n
} ≤ |Yn(x)|
n
d−1
4
≤ C(d)e− 12n
[
arccos
(√
x21+x
2
2
)]2
.
L’ide´e que l’on doit garder a` l’esprit est que l’on peut sous certaines conditions assimiler |Yn| a` la fonction
Y˜n de´finie comme suit
Y˜n(x) := n
d−1
4 1{
arccos
(√
x21+x
2
2
)
≤ 1√
n
}.
Pour tout p > 1, on peut alors ve´rifier les e´quivalences
(98)
∥∥∥Y˜n∥∥∥
Lp(Sd)
'd,p ‖Yn‖Lp(Sd) 'd,p n
d−1
2 (
1
2− 1p ),
ce qui signifie que la concentration autour de la ge´ode´sique {x21 + x22 = 1} est significative dans Lp(Sd).
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Venons-en maintenant aux estime´es multiline´aires des fonctions Yn qui font “disparaˆıtre” la plus grande
fre´quence. Le re´sultat suivant e´nonce que les estime´es multiline´aires des fonctions Yn et Y˜n sont e´quivalentes.
Lemme 18.1. — Pour tout entier α ≥ 2 et pour tous entiers naturels n1 ≥ · · · ≥ nα ≥ 1, on a∫
Sd
|Yn1(x) · · ·Ynα(x)|2dµd(x) 'd,α (n2 · · ·nα)
d−1
2 ,∫
Sd
|Y˜n1(x) · · · Y˜nα(x)|2dµd(x) 'd,α (n2 · · ·nα)
d−1
2 .
Preuve. Concernant les estime´es des fonctions Yn, il est possible d’obtenir une preuve qui n’utilise que
l’encadrement (97) (voir la remarque 5.2). On va cependant invoquer l’argument alge´brique de [9, pages
5-8], on a pour tout x ∈ Sd :
Yn1(x) . . . Ynα(x) = cd,n1 . . . cd,nα(x1 + ix2)
n1+···+nα =
cd,n1 . . . cd,nα
cd,n1+···+nα
Yn1+···+nα(x).
Et donc ∫
Sd
|Yn1(x) . . . Ynα(x)|2dµd(x) =
(
cd,n1 . . . cd,nα
cd,n1+···+nα
)2
'd
(
n1 . . . nα
n1 + · · ·+ nα
) d−1
2
.
On conclut en invoquant les ine´galite´s n1 ≤ n1 + · · ·+ nα ≤ αn1.
Les inte´grales multiline´aires des fonctions Y˜n sont faciles a` calculer l’aide d’une formule de changement
de variables (voir plus loin (102)) en tenant compte que n1 est le plus grand entier parmi n2, . . . , nα :∫
Sd
|Y˜n1(x) . . . Y˜nα(x)|2dµd(x)
(n1 · · ·nα) d−12
=
∫
Sd
1{
arccos
(√
x21+x
2
2
)
≤ 1√n1
}dµd(x)
= C(d)
∫
x21+x
2
2<1
(1− x21 − x22)
d−3
2 1{
arccos
(√
x21+x
2
2
)
≤ 1√n1
}dx1dx2
= C(d)
∫ 1
cos
(
1√
n1
)(1− r2) d−32 rdr
= C(d)
∫ 1√
n1
0
sind−2(u) cos(u)du =
1
n
d−1
2
1
∑
k≥0
C(k, d)
n
k
2
1
,(99)
ou` l’on a inte´gre´ le de´veloppement en se´rie entie`re en ξ = 0 de la fonction holomorphe ξ 7→ sind−2(ξ) cos(ξ).

Proposition 18.2. — Pour tout re´el p > 1 et pour toute suite complexe (an)n≥1, on a∥∥∥∥∥∥
√∑
n≥1
|anY˜n|2
∥∥∥∥∥∥
Lp(Sd)
'd,p
∑
n≥1
1
n
d+1
2
(
n∑
k=1
k
d−1
2 |ak|2
) p
2
 1p .
Preuve. Il s’agit de de´composer en supports disjoints∑
n≥1
|anY˜n(x)|2 =
∑
n≥1
n
d−1
2 |an|21{arccos(x)≤ 1√
n
}
=
∑
n≥1
(
n∑
k=1
k
d−1
2 |ak|2
)
1{ 1√
n+1
<arccos(x)≤ 1√
n
},
puis l’on inte`gre et l’on fait usage du de´veloppement (99). 
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Le re´sultat suivant dit pre´cise´ment que l’approximation de |Yn| par Y˜n est le´gitime dans la the´orie Lp
presque suˆre des modes propres Yn.
Proposition 18.3. — Pour tout re´el p ∈]1,+∞[ et pour toute suite complexe (an)n≥1, on a
(100)
1
C(p, d)
∥∥∥∥∥∥
√∑
n≥1
|anY˜n|2
∥∥∥∥∥∥
Lp(Sd)
≤
∥∥∥∥∥∥
√∑
n≥1
|anYn|2
∥∥∥∥∥∥
Lp(Sd)
≤ C(p, d)
∥∥∥∥∥∥
√∑
n≥1
|anY˜n|2
∥∥∥∥∥∥
Lp(Sd)
.
Faisons une remarque importante avant d’entamer la preuve. L’ide´e consiste a` ve´rifier (100) pour p ∈ 2N?
puis a` appliquer les re´sultats d’interpolation des espaces PLp(Sd,⊕CYn). Il convient de remarquer que cela ne
semble pas de´couler gratuitement de la the´orie de l’interpolation, bien connue, des espaces Lp(Sd, `2(N)). La
minoration dans (100) est e´vidente. Seule la majoration est difficile et e´quivaut a` la bornitude de l’ope´rateur
U : PLp(Sd,⊕CY˜n) → Lpx(Sd, `2(N?))
(anY˜n)n≥1 7→ (anYn(x))n≥1.
D’apre`s (64), l’espace PLp(Sd,⊕CY˜n) s’identifie isome´triquement a` un sous-espace de Lp(Sd, `2(N?)). Si l’on
veut faire de l’interpolation a` partir des espaces Lp(Sd, `2(N?)), alors il est tentant d’essayer de prolonger U
sur tout l’espace Lp(Sd, `2(N?)) dans lui-meˆme (et de plus avec une expression inde´pendante de p). Comme
il n’y a pas de the´ore`me de prolongement de Hahn-Banach pour les ope´rateurs, on pourrait essayer de
justifier que PLp(Sd,⊕CY˜n) (ou plutoˆt son image dans Lp(Sd, `2(N?))) est un sous-espace comple´mente´ de
Lp(Sd, `2(N?)). Cela signifie que l’on doit trouver un projecteur borne´ de Lp(Sd, `2(N?)) dont l’image est
PLp(Sd,⊕CY˜n). Cela est parfaitement cohe´rent avec la de´marche explique´e dans la partie 10 concernant
la notion de re´tracte d’espaces de Banach et explique pourquoi cela revenait a` justifier la bornitude d’un
projecteur! Passons a` la preuve de la proposition 18.3.
Preuve. Si p = 2α est un entier naturel non nul, (100) de´coule du lemme 18.1 et des deux formules∥∥∥∥∥∥
√∑
n≥1
|anYn|2
∥∥∥∥∥∥
p
Lp(Sd)
=
∑
n1,...,nα
|an1 . . . anα |2
∫
Sd
|Yn1(x) . . . Ynα(x)|2dµd(x)∥∥∥∥∥∥
√∑
n≥1
|anY˜n|2
∥∥∥∥∥∥
p
Lp(Sd)
=
∑
n1,...,nα
|an1 . . . anα |2
∫
Sd
|Y˜n1(x) . . . Y˜nα(x)|2dµd(x).
Pour assurer que l’e´quivalence (100) est encore valide pour tout p > 1, il nous suffit de prouver que les
espaces PLp(Sd,⊕CYn) et PLp(Sd,⊕CY˜n) sont stables par interpolation et dualite´ au sens des the´ore`mes
2.1 et 2.2 avec
√
e(n, x) = |Yn(x)| et dn = 1. En examinant (98) et en se rappelant que 12 − 1p change de
signe en remplac¸ant p par son exposant conjugue´ pp−1 , on comprend que l’hypothe`se (19) est ve´rifie´e.
Quant a` l’hypothe`se (17), elle va s’ave´rer eˆtre une conse´quence de la concentration gaussienne des fonctions
Yn. En effet, graˆce a` (97) et (98), nous avons pour tout n ∈ N? et x ∈ Sd
|Yn(x)|
‖Yn‖Lp(Sd)
≤ C(d, p)n d−12p e−n2
[
arccos
(√
x21+x
2
2
)]2
≤ C(d, p)
arccos
(√
x21 + x
2
2
) d−1
p
.
Et il se trouve que x 7→ arccos
(√
x21 + x
2
2
)− (d−1)p
appartient a` l’espace de Lorentz Lp,∞(Sd), ou ce qui revient
au meˆme que x 7→ arccos
(√
x21 + x
2
2
)−(d−1)
appartient a` L1,∞(Sd) : la formule de changement de variables
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(102) donne pour tout t > 1
µd
{
x ∈ Sd, arccos
(√
x21 + x
2
2
)−(d−1)
> t
}
= C(d)
∫
x21+x
2
2<1
(1− x21 − x22)
d−3
2 1{
arccos
(√
x21+x
2
2
)−(d−1)
>t
}(x1, x2)dx1dx2
= C(d)
∫ 1
cos
(
t
−1
d−1
)(1− r2) d−32 rdr
'd
∫ 1
cos
(
t
−1
d−1
)(1− r) d−32 dr
'd
[
1− cos
(
t
−1
d−1
)] d−1
2
.d
1
t
.(101)
Comme µd(Sd) est fini, l’estimation pre´ce´dente est aussi valide si t appartient a` ]0, 1]. 
Remarque 18.4. — Concernant l’hypothe`se (17), l’inte´reˆt des espaces de Lorentz est de´sormais flagrant.
En effet, en utilisant la minoration de (97), nous arrivons a`
∀x ∈ Sd sup
n≥1
|Yn(x)|p
‖Yn‖pLp(Sd)
≥ C(d, p) sup
n≥1
n
d−1
2 1{
arccos
(√
x21+x
2
2
)
≤ 1√
n
}(x)
≥ C(d, p) arccos
(√
x21 + x
2
2
)−(d−1)
.
Or (101) est une e´quivalence si t tend vers +∞. Cela implique que x 7→ arccos
(√
x21 + x
2
2
)−(d−1)
n’est pas
inte´grable sur Sd. Il s’ensuit que sup
n≥1
|Yn|
‖Yn‖Lp(Sd) n’appartient pas a` L
p(Sd).
La proposition 5.1 est alors une conse´quence des propositions 18.2 et 18.3 et des the´ore`mes 2.1 et 2.2. On
conclut avec une formule standard de changement de variables.
Proposition 18.5. — Conside´rons un entier naturel k ∈ [1, d] et une fonction inte´grable f : Sd → C qui
ne de´pend que des k premie`res coordonne´es y = (x1, x2, . . . , xk). En notant f˜(y) la valeur commune des
nombres f(y, z) pour (y, z) ∈ Sd, on a
(102)
∫
Sd
f(x)dµd(x) = µd−k(Sd−k)
∫
Bk(0,1)
f˜(y)(1− |y|2) d−k−12 dy,
ou` l’on a note´ Bk(0, 1) := {y ∈ Rk, |y| < 1}. Dans le cas k = d, on convient que µ0(S0) = 2.
Preuve. On donne les principales lignes la preuve du cas k ≤ d − 1. Le cas k = d se traite de meˆme. On
introduit le changement de variables
Ψ : Bk(0, 1)\{0} × Sd−k → Sd
(y, u) 7→
(
y,
(
1− |y|2) 12 u)
dont la diffe´rentielle au point (y, u) est l’application line´aire
D(y,u)Ψ : Rk × TuSd−k → TΨ(y,u)Sd
(η, w) 7→
(
η,
−〈y, η〉√
1− |y|2u+
(
1− |y|2) 12 w) .
L’injectivite´ de Ψ et l’inversibilite´ de D(y,u)Ψ pour tout (y, u) sont imme´diates de sorte que le the´ore`me
d’inversion globale sur les varie´te´s montre que Ψ est C1-diffe´omorphisme sur son image (qui est de mesure
pleine dans Sd). Il nous reste a` e´tudier le transport des formes volumes. Conside´rons d’abord dans Rk
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une base orthonorme´e de la forme y|y| ,
−→
ξ2 , . . . ,
−→
ξk , puis dans TuSd−k une base orthonorme´e quelconque−→
ϑ1, . . . ,
−−−→
ϑd−k. Ainsi, (
y
|y| , 0
)
, (
−→
ξ2 , 0), . . . , (
−→
ξk , 0), (0,
−→
ϑ1), . . . , (0,
−−−→
ϑd−k)
est une base orthonorme´e de Rk×TuSd−k. Il s’ave`re que cette base orthonorme´e est envoye´e sur une famille
orthogonale de l’espace tangent TΨ(y,u)Sd :
D(y,u)Ψ
(
y
|y| , 0
)
= 1√
1−|y|2
(
y
|y|
√
1− |y|2,−|y|u
)
2 ≤ i ≤ k, D(y,u)Ψ(
−→
ξi , 0) = (
−→
ξi , 0)
1 ≤ j ≤ d− k, D(y,u)Ψ(0,
−→
ϑj) =
√
1− |y|2(0,−→ϑj).
Par conse´quent, D(y,u)Ψ multiplie les volumes par (1− |y|2) d−k−12 . Le changement de variables x = Ψ(y, u)
nous ame`ne a` la formule∫
Sd
f(x)dµd(x) =
∫
Bk(0,1)×Sd−k
f
(
y, u
√
1− |y|2
)
(1− |y|2) d−k−12 dydµd−k(u)
= µd−k(Sd−k)
∫
Bk(0,1)
f˜(y)(1− |y|2) d−k−12 dy.

19. Preuve du corollaire 5.3, injections de Sobolev probabilistes des fonctions Yn
Nous avons vu dans la preuve de la proposition 18.3 que les espaces PLp(Sd,⊕CYn) sont stables par
dualite´. Comme il en est de meˆme des espaces de Sobolev, on peut se restreindre au cas p > 2.
L’inclusion stricte H
d−1
2 (
1
2− 1p )(Sd) ( PLp(Sd,⊕CYn). L’ine´galite´ triangulaire dans L p2 (Sd) donne
imme´diatement : ∥∥∥∥∥∥
√∑
n≥1
|anYn|2
∥∥∥∥∥∥
Lp(Sd)
=
∥∥∥∥∥∥
∑
n≥1
|anYn|2
∥∥∥∥∥∥
1
2
L
p
2 (Sd)
≤
√∑
n≥1
|an|2 ‖Yn‖2Lp(Sd).
L’inclusion voulue de´coule alors des estimations (33) des normes ‖Yn‖Lp(Sd). Nous allons donner deux preuves
de l’inclusion stricte. L’une des deux preuves utilise la proposition suivante.
Proposition 19.1. — Conside´rons p ∈]1,+∞[, un espace me´trique se´parable X muni d’une mesure bore´lienne
σ-finie. Si une suite (un)n∈N de Lp(X) converge faiblement vers 0 et ve´rifie inf
n∈N
‖un‖Lp(X) > 0, alors il existe
un ensemble infini I ⊂ N et une constante K ≥ 1 tels que pour toute suite complexe (αn)n∈I a` support fini,
on a
1
K
(∑
n∈I
|αn|max(2,p)
) 1
max(2,p)
≤
∥∥∥∥∥∑
n∈I
αnun
∥∥∥∥∥
Lp(X)
≤ K
(∑
n∈I
|αn|min(2,p)
) 1
min(2,p)
.
Nous n’utiliserons que la majoration pre´ce´dente mais la minoration ne pre´sente aucune difficulte´ supple´mentaire.
La proposition pre´ce´dente est facile a` de´montrer dans le cas p = 2 mais nous ne connaissons pas de preuve
e´le´mentaire pour p 6= 2. On proposera une preuve dans l’appendice E avec les notions de suite basique
inconditionnelle, de type, de cotype et le the´ore`me de Bessaga-Pe lczyn´ski.
Le fait que l’inclusion H
d−1
2 (
1
2− 1p )(Sd) ⊂ PLp(Sd,⊕CYn) soit stricte est une conse´quence facile du re´sultat
suivant.
Proposition 19.2. — Pour tout re´el p > 2, il existe un re´el r(p) > 1 et un sous-ensemble infini I ⊂ N? tel
que pour toute suite (an)n≥1 a` croissance polynomiale et a` support dans I, on a l’implication∑
n∈I
[
n
d−1
2 (
1
2− 1p )|an|
]2r(p)
< +∞ ⇒
∑
n∈I
anYn ∈ PLp(Sd,⊕CYn).
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Preuve. Commenc¸ons par une preuve simple mais un peu technique. On va utiliser la condition (34) qui
de´crit les espaces PLp(Sd,⊕CYn). Pour tout ensemble I ⊂ N? et toute suite (an)n∈I on estime a` l’aide de
l’ine´galite´ de Ho¨lder avec exposants
(
p
2 ,
p
p−2
)
∑
n≥1
1
n
d+1
2
(
n∑
k=1
k
d−1
2 |ak|2
) p
2
≤
∑
n≥1
1
n
d+1
2
(
n∑
`=1
`
(d−1)p
2(p−2) 1I(`)
) p−2
2
(
n∑
k=1
|ak|p
)
≤
∑
k≥1
|ak|p
∑
n≥k
1
n
d+1
2
(
n∑
`=1
`
(d−1)p
2(p−2) 1I(`)
) p−2
2
.
Puisque l’on a (d−1)p2(p−2) > 0, on peut construire un ensemble I ⊂ N? tel que
∀n ∈ N?
n∑
`=1
`
(d−1)p
2(p−2) 1I(`) ≤ 2n
(d−1)p
2(p−2) .
La condition p > 2 implique que l’on a p(d−1)4 − d2 − 12 > −1. Cela nous ame`ne a` la conclusion en choisissant
r(p) = p2 : ∑
n≥1
1
n
d+1
2
(
n∑
k=1
k
d−1
2 |ak|2
) p
2
≤ 2 p−2p
∑
k≥1
|ak|p
∑
n≥k
n
p(d−1)
4 − d2− 12
.d,p
∑
k≥1
|ak|pk
p(d−1)
4 − d2 + 12 ,
.d,p
∑
k≥1
|ak|pk
(d−1)
2 (
p
2−1).
On peut donner une seconde preuve plus abstraite a` l’aide de la proposition 19.1 et qui n’utilise que les
estimations des normes ‖Yn‖Lp(Sd). On conside`re la suite de fonctions L
p
2 (Sd)-normalise´es :
|Yn|2
‖Y 2n ‖L p2 (Sd)
.
Par re´flexivite´ de L
p
2 (Sd), on peut en extraire une sous-suite qui converge faiblement vers une fonction
Y∞ ∈ L p2 (Sd) au sens de la dualite´ avec L
p
p−2 (Sd). Il est clair que Y∞ est une fonction positive. Or nous
avons d’apre`s (33)∫
Sd
Y∞(x)dµd(x) = lim
n→+∞
∫
Sd
|Yn(x)|2
‖Y 2n ‖L p2 (Sd)
dµd(x) = lim
n→+∞
1
‖Yn‖2Lp(Sd)
= 0.
Cela implique que l’on a Y∞ = 0. La proposition 19.1 assure que la suite de terme ge´ne´ral
|Yn|2
‖Y 2n‖
L
p
2 (Sd)
admet
une sous-suite, indexe´e par un ensemble infini I, et une constante K > 0 telle que pour toute suite complexe
(αn)n∈I a` support fini on a∥∥∥∥∥∑
n∈I
αn
|Yn|2
‖Y 2n ‖L p2 (Sd)
∥∥∥∥∥
L
p
2 (Sd)
≤ K
(∑
n∈I
|αn|min(2,
p
2 )
) 1
min(2,
p
2
)
.
On conclut aise´ment en choisissant la suite positive de terme ge´ne´ral
αn = |an|2
∥∥Y 2n ∥∥L p2 (Sd) 'd,p |an|2n(d−1)( 12− 1p ).

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L’inclusion stricte PLp(Sd,⊕CYn) (
⋂
ε>0
H
d−1
2 (
1
2− 1p )−ε.(Sd). Pour tout ε > 0 et toute distribution
u =
∑
n≥1 anYn, il s’agit de ve´rifier l’ine´galite´ suivante
(103) ‖u‖
H
d−1
2 ( 12− 1p )−ε(Sd)
+
∑
n≥1
∣∣∣n (d−1)2 ( 12− 1p )an∣∣∣p
 1p .d,p,ε ‖u‖PLp(Sd,⊕CYn) .
Cette ine´galite´ implique e´videmment l’inclusion voulue. En outre, si l’on pose J := {2k, k ∈ N?} et l’on
de´finit (an)n≥1 de sorte que
n 6∈ J ⇒ an = 0,
n ∈ J ⇒ an = n−
(d−1)
2 (
1
2− 1p ),
alors (103) assure que la distribution
∑
n∈J anYn n’appartient pas a` PL
p(Sd,⊕CYn) mais appartient a` tous
les espaces de Sobolev H
d−1
2 (
1
2− 1p )−ε(Sd).
Prouvons maintenant (103). On pose S0 = 0 et Sn =
∑n
k=1 k
d−1
2 |ak|2 pour tout n ≥ 1. En utilisant une
transformation d’Abel et une ine´galite´ de Ho¨lder, on a
‖u‖2
H
d−1
2 ( 12− 1p )−ε(Sd)
=
∑
n≥1
n(d−1)(
1
2− 1p )−ε|an|2
=
∑
n≥1
n(d−1)(
1
2− 1p )−ε−( d−12 ) [Sn − Sn−1]
=
∑
n≥1
n−
(d−1)
p −ε [Sn − Sn−1]
.d,p,ε
∑
n≥1
1
n
(d−1)
p +1+ε
Sn
.d,p,ε
∑
n≥1
1
n1−
2
p+ε
× Sn
n
d+1
p
.d,p,ε
∑
n≥1
S
p
2
n
n
d+1
2
 2p .
Pour achever la preuve de l’ine´galite´ (103), on utilise (33) et le fait que Lp(Sd) est un espace de Banach de
cotype max(2, p) = p (voir (125)) :∑
n≥1
[
|an| ‖Yn‖Lp(Sd)
]p 1p ≤ ‖u‖PLp(Sd,⊕CYn) .
20. Preuve de la proposition 5.4, randomisation des fonctions zonales Zn
La description des espaces PLp(Sd,⊕CZn) est plus de´licate que celle des espaces PLp(Sd,⊕CYn) car on
ne peut pas raisonner par interpolation en faisant parcourir p dans 2N. Cela dit, une fois cette description
obtenue, les injections de Sobolev probabilistes (42) des fonctions Zn se de´montrent de fac¸on rigoureusement
semblable a` celle des fonctions Yn du corollaire 5.3. Avant d’expliquer plus en de´tail la difficulte´ rencontre´e
dans cette preuve par rapport a` celle de la proposition 5.1, commenc¸ons par rappeler les estimations pre´cises
des polynoˆmes de Jacobi.
Lemme 20.1. — Pour tout α > −1, il existe des constantes c = c(α) ∈]0, pi2 ] et C(α) ≥ 1 de sorte que pour
tous n ∈ N? l’on a
(104) Θ ∈
[
0,
c
n
]
∪
[
pi − c
n
, pi
]
⇒ n
α
C(α)
≤ P (α,α)n (cos(Θ)) ≤ C(α)nα.
On note ensuite N = n+ α+ 12 et % =
pi
2
(
α+ 12
)
. Si Θ appartient a` [ cn , pi − cn ] alors
(105) P (α,α)n (cos(Θ)) =
2α+
1
2
√
pin(sin Θ)α+
1
2
[
cos (NΘ− %) + Oα(1)
n sin(Θ)
]
,
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ou` le terme Oα(1) ve´rifie |Oα(1)| ≤ C(α).
Preuve. Ces estime´es de´coulent des formules (4.1.3),(4.21.7), (7.32.5) et (8.21.18) du livre [55]. La formule
(4.1.3) nous donne P
(α,α)
n (−x1) = (−1)nP (α,α)n (x1), ce qui nous rame`ne au cas Θ ∈ [0, pi2 ]. D’une part, on a
toujours
P (α,α)n (1) =
(
n+ α
n
)
≥ n
α
C(α)
.
Pour tout x1 ∈ [1− 1n2 , 1], on peut estimer graˆce aux formules (4.21.7) page 63 et (7.32.5) page 169 :∣∣∣∣ ddx1P (α,α)n (x1)
∣∣∣∣ = 12 ∣∣∣(n+ 2α+ 1)P (α+1,α+1)n−1 (x1)∣∣∣ ≤ C(α)nα+2.
Choisissons c(α) = 12C(α)2 de sorte que
1
C(α) − c(α)C(α) = 12C(α) . On a
1− c(α)
n2
≤ x1 ≤ 1 ⇒ P (α,α)n (x1) ≥
nα
2C(α)
.
De nouveau, d’apre`s la formule (7.32.5) de la page 169 et quitte a` augmenter C(α) > 1, on a aussi
P
(α,α)
n (x1) ≤ C(α)nα. Cela nous donne (104). Quant a` (105), c’est la formule (8.21.18) de la page 198.

Dans la suite, on notera
Θ := arccos(x1) ∈ [0, pi]
la distance ge´ode´sique d’un point x ∈ Sd au poˆle (1, 0, . . . , 0). D’apre`s (37), (104), (105), on a
Θ ∈
[
0,
c
n
]
∪
[
pi − c
n
, pi
]
⇒ n
d−1
2
C(d)
≤ |Zn(x)| ≤ C(d)n
d−1
2 ,(106)
Θ ∈
] c
n
, pi − c
n
[
⇒ |Zn(x)| ≤ C(d)
sin(Θ)
d−1
2
.(107)
C’est d’ailleurs avec ces estimations que l’on peut obtenir les estimations (38) des normes dans Lp(Sd) des
fonctions Zn. Ces dernie`res disent que seule la concentration au voisinage des poˆles est significative dans
l’e´chelle des espaces Lp(Sd), avec p > 2dd−1 . Il est donc naturel de comparer Zn a` sa restriction Z˜n au voisinage
du poˆle (1, 0, . . . , 0) :
Z˜n(x) := 1[0, cn ](Θ)× Zn(x).
La fonction Z˜n se concentre sur une boule de centre (1, 0, . . . , 0) de rayon
1
n et avec une amplitude d’ordre
n
d−1
2 . La preuve de la proposition 5.1 consistait a` comparer |Yn| a` sa restriction Y˜n autour d’une ge´ode´sique.
Le lemme 18.1 assurait alors que les fonctions |Yn| ont les meˆmes estimations multiline´aires que les fonctions
Y˜n. Malheureusement, il est illusoire de refaire le meˆme argument en approchant les fonctions Zn par les
fonctions Z˜n par exemple pour e´tudier l’espace PL
6(Sd,⊕CZn). Utilisant l’e´quivalent ‖Zn‖L2(Sd) 'd 1, (106)
et [9, line (2.3)], nous avons en effet pour tout entier n ∈ N?∫
Sd
|Z˜1(x)2Z˜n(x)|2dµd(x) ≤ C(d)
∫
Sd
|Z˜n(x)|2dµd(x) ≤ C(d)
n

∫
Sd
|Z1(x)2Zn(x)|2dµd(x).
L’estimation pre´ce´dente est une manifestation de la mauvaise qualite´ de l’approximation de Zn par Z˜n dans
L2(Sd), phe´nome`ne qui ne se produit pas pour les fonctions Yn. Malgre´ cela, la proposition 20.4 montrera que
la concentration polaire des fonctions Zn est tout de meˆme significative pour e´crire leur the´orie L
p presque
suˆre pour p > 2dd−1 . Commenc¸ons par le re´sultat suivant.
Proposition 20.2. — Pour tout re´el p > 2dd−1 , il existe une constante C(p, d) ≥ 1 telle que pour toute suite
complexe (an)n≥1 et tout x ∈ Sd ve´rifiant Θ(x) ∈ [0, pi2 ], on a
(108)
√∑
n≥1
|anZn(x)|2 ≤ C(p, d)
√∑
n≥1
|anZ˜n(x)|2 + C(p, d)
sin
d
p (Θ)
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
.
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Par conse´quent, on a
(109)
∥∥∥∥∥∥
√∑
n≥1
|anZn|2
∥∥∥∥∥∥
Lp,∞(Sd)
≤ C(p, d)
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
.
Preuve. Sans perte de ge´ne´ralite´, on suppose que la suite (an) n’a qu’un nombre fini de termes non nuls.
L’ide´e consiste essentiellement a` de´composer les diffe´rentes fonctions en jeu en somme de fonctions a` supports
disjoints deux a` deux. La formule de changement de variables (102) donne∫
Sd
1] cn+1 ,
c
n ]
(Θ)dµd(x) = µd−1(Sd−1)
∫ 1
−1
1] cn+1 ,
c
n ]
(Θ)(1− x21)
d−2
2 dx1
= µd−1(Sd−1)
∫ pi
0
1] cn+1 ,
c
n ]
(Θ) sin(Θ)d−1dΘ
'd 1
nd+1
.
En posant Sn =
n∑
k=1
kd−1|ak|2 pour tout n ∈ N?, nous avons graˆce a` (106) :
√∑
n≥1
|anZ˜n(x)|2 'd
√∑
n≥1
nd−1|an|21[0, cn ](Θ)
'd
∑
n≥1
√
Sn1] cn+1 ,
c
n ]
(Θ),(110)
et donc ∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
'd
∑
n≥1
S
p
2
n
∫
Sd
1] cn+1 ,
c
n ]
(Θ)dµd(x)
 1p
'd,p
∑
n≥1
S
p
2
n
nd+1
 1p .(111)
On peut maintenant estimer Zn(x)− Z˜n(x). D’apre`s (107), nous avons
√∑
n≥1
|an|2|Zn(x)− Z˜n(x)|2 .d
∑
k≥1
|ak|2
 12 1]c,pi2 ](Θ)
sin(Θ)
d−1
2
+
∑
n≥1
(∑
k>n
|ak|2
) 1
2 1] cn+1 ,
c
n ]
(Θ)
sin(Θ)
d−1
2
.d
∑
k≥1
|ak|2
 12 1]c,pi2 ](Θ)︸ ︷︷ ︸
:=A1(Θ)
+
∑
n≥1
(
nd−1
∑
k>n
|ak|2
) 1
2
1] cn+1 ,
c
n ]
(Θ)︸ ︷︷ ︸
:=A2(Θ)
.
On va faire quelques calculs avant d’attaquer l’estimation des termes A1(Θ) et A2(Θ). En convenant que
S0 = 0, nous pouvons effectuer une transformation d’Abel pour tout n ∈ N
(112)
∑
k>n
|ak|2 =
∑
k>n
kd−1|ak|2
kd−1
=
−Sn
(n+ 1)d−1
+
∑
k>n
(
1
kd−1
− 1
(k + 1)d−1
)
Sk.
Puisque la suite (an)n≥1 n’a qu’un nombre fini de termes non nuls, la suite (Sn)n≥0 est borne´e et la dernie`re
se´rie converge bien . Remarquons maintenant l’e´galite´ triviale(
d− 2(d+ 1)
p
)
p
p− 2 = d−
2
p− 2 .
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Exploitons alors que l’on a p > 2dd−1 , ou encore d− 2p−2 > 1, a` l’aide de l’ine´galite´ de Ho¨lder avec les exposants
conjugue´s pp−2 ,
p
2 :
(n+ 1)d−1
∑
k>n
Sk
kd
≤ (n+ 1)d−1
∑
k>n
∈`
p
p−2 (N)︷ ︸︸ ︷
1
kd−
2(d+1)
p
× Sk
k
2(d+1)
p
≤ (n+ 1)d−1
(∑
k>n
1
kd−
2
p−2
) p−2
p
(∑
k>n
S
p
2
k
kd+1
) 2
p
.d,p
(n+ 1)d−1
(n+ 1)
p−2
p (d− 2p−2−1)
(∑
k>n
S
p
2
k
kd+1
) 2
p
.d,p (n+ 1)
2d
p
(∑
k>n
S
p
2
k
kd+1
) 2
p
(113)
.d,p (n+ 1)
2d
p
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
2
Lp(Sd)
,(114)
ou` l’on a utilise´ (111). On peut alors controˆler A1(Θ) avec (112) et (114) pour n = 0 :
A1(Θ) =
√∑
k≥1
|ak|2 × 1]c,pi2 [(Θ) .d,p
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
1
sin
d
p (Θ)
.
Pour controˆler A2(θ), on utilise (110), (112) et (114) :
A2(Θ) .d,p
∑
n≥1
√
Sn1] cn+1 ,
c
n ]
(Θ) +
∑
n≥1
n
d
p
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
1] cn+1 ,
c
n ]
(Θ)
.d,p
√∑
n≥1
|anZ˜n(x)|2 +
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
1
sin
d
p (Θ)
.
On a donc obtenu (108). Passons a` l’ine´galite´ (109). Comme les polynoˆmes de Jacobi sont pairs ou impairs,
les fonctions x 7→ |Zn(x)| sont invariantes par la transformation Θ(x) → pi − Θ(x). Se rappelant que
‖·‖Lp,∞(Sd) n’est pas une norme, on sait qu’il existe ne´anmoins une constante universelle C > 1 telle que∥∥∥∥∥∥
√∑
n≥1
|anZn|2
∥∥∥∥∥∥
Lp,∞(Sd)
≤ C
∥∥∥∥∥∥
√∑
n≥1
|anZn|2 × 1[0,pi2 ](Θ)
∥∥∥∥∥∥
Lp,∞(Sd)
.
Pour obtenir l’estimation (108) a` partir de (109), on remarque d’une part l’ine´galite´ triviale∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp,∞(Sd)
≤
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
,
d’autre part que la fonction x 7→ sin(Θ(x))− dp appartient a` Lp,∞(Sd). Cela peut se ve´rifier avec la formule
de changement de variable (102) mais il est plus simple de remarquer que sur un voisinage V du poˆle
(1, 0, . . . 0) ∈ Sd nous avons l’e´quivalent sin(Θ)− dp ∼ Θ− dp et que la mesure de Sd sur V est comparable a` la
mesure de Lebesgue d’un voisinage de l’origine de Rd. 
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Si l’on essaie d’estimer directement la norme dans Lp(Sd) de
√∑
n≥0 |anZn|2 en comparant Zn avec Z˜n
a` l’aide de (106) et (107), alors la preuve pre´ce´dente montre que l’on commet une perte avec l’ine´galite´
de Ho¨lder. De fac¸on pre´cise, apre`s application de l’ine´galite´ de Ho¨lder, la formule (113) et le controˆle de
‖A2(Θ)‖Lp(Sd) conduisent aux ine´galite´s∥∥∥∥∥∥
∑
n≥1
n
d
p
(∑
k>n
S
p
2
k
kd+1
) 1
p
1] cn+1 ,
c
n ]
(Θ)
∥∥∥∥∥∥
p
Lp(Sd)
'd
∑
n≥1
n
d
pp
nd+1
∑
k>n
S
p
2
k
kd+1
'd
∑
n≥1
1
n
∑
k>n
S
p
2
k
kd+1
'd
∑
k≥1
ln(k + 1)
kd+1
S
p
2
k .
Par comparaison avec (111), l’estimation pre´ce´dente est mauvaise en raison du terme logarithmique. Un
argument d’interpolation re´elle bien connu va nous permettre de corriger le facteur logarithmique. C’est
maintenant que le the´ore`me 2.1 intervient via le lemme suivant.
Lemme 20.3. — La famille d’espaces de Banach (PLp(Sd,⊕CZ˜n))p∈]1,+∞[ est stable par interpolation
re´elle au sens du the´ore`me 2.1.
Preuve. Il s’agit d’appliquer le the´ore`me 2.1 avec En = CZ˜n et
√
e(n, x) = |Z˜n(x)|. D’une part, on a le
comportement asymptotique
∀p > 1
∥∥∥Z˜n∥∥∥
Lp(Sd)
'd,p n
d−1
2 − dp ,
ce qui nous assure la validite´ de (18). Quant a` l’hypothe`se (17), on peut e´crire d’apre`s (106) :
∀x ∈ Sd sup
n≥1
|Z˜n(x)|∥∥∥Z˜n∥∥∥
Lp(Sd)
≤ C(d, p) sup
n≥1
|Z˜n(x)|
n
d−1
2 − dp
= C(d, p) sup
n≥1
n
d
p1[0, cn ](Θ) ≤
C(d, p)
sin(Θ)
d
p
.
Or l’on a remarque´ a` la fin de la proposition 20.2 que la fonction x 7→ sin(Θ)− dp appartient a` Lp,∞(Sd). 
Nous sommes en mesure d’obtenir la partie de la proposition 5.4 qui de´crit PLp(Sd,⊕CZn).
Proposition 20.4. — Pour tout re´el p > 2dd−1 , et pour toute suite complexe (an)n≥1 on a
(115)
∥∥∥∥∥∥
√∑
n≥1
|anZ˜n|2
∥∥∥∥∥∥
Lp(Sd)
'd,p
∥∥∥∥∥∥
√∑
n≥1
|anZn|2
∥∥∥∥∥∥
Lp(Sd)
.
En outre, on a
(116)
∥∥∥∥∥∥
√∑
n≥1
|anZn|2
∥∥∥∥∥∥
Lp(Sd)
'd,p
∑
n≥1
1
nd+1
(
n∑
k=1
kd−1|ak|2
) p
2
 1p .
Preuve. L’e´quivalence (116) de´coulera de (111) et (115). Montrons donc (115). L’ine´galite´ |Z˜n| ≤ |Zn|
donne un sens de l’e´quivalence (115). L’autre sens e´quivaut a` la bornitude de l’ope´rateur :
PLp(Sd,⊕CZ˜n) → Lpx(Sd, `2(N?))
(anZ˜n)n≥1 7→ (anZn(x))n≥1.
L’ine´galite´ (109) de la proposition 20.2 montre, pour tout p > 2dd−1 , la continuite´ de l’ope´rateur
PLp(Sd,⊕CZ˜n) → Lp,∞x (Sd, `2(N?))
(anZ˜n)n≥1 7→ (anZn(x))n≥1.
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A` pre´sent, il s’agit de raisonner par interpolation re´elle. Fixons deux re´els p′1 et p
′
2 tels que
2d
d− 1 < p
′
1 < p < p
′
2.
Conside´rons de plus l’unique re´el θ′ ∈ [0, 1] tel que
1
p
=
1− θ′
p′1
+
θ′
p′2
.
Par application de la me´thode d’interpolation re´elle [·, ·]θ′,p, l’ope´rateur suivant est borne´ :
[PLp
′
1(Sd,⊕CZ˜n),PLp
′
2(Sd,⊕CZ˜n)]θ′,p →
[
L
p′1,∞
x (Sd, `2(N?)), Lp
′
2,∞
x (Sd, `2(N?))
]
θ′,p
(anZ˜n)n≥1 7→ (anZn(x))n≥1.
L’espace de de´part s’identifie a` PLp(Sd,⊕CZ˜n) d’apre`s le lemme 20.3. Quant a` l’espace d’arrive´e, il s’identifie
a` Lpx(Sd, `2(N?)) d’apre`s le the´ore`me 11.1. Cela prouve (115). 
Remarque 20.5. — Dans cette preuve, le point difficile est la bornitude de l’ope´rateur
PLp(Sd,⊕CZ˜n) → PLp(Sd,⊕CZn)
(anZ˜n)n≥1 7→ (anZn)n≥1.
En ce qui concerne les espaces d’arrive´e, on a remplace´ les espaces PLp(Sd,⊕CZn) par les espaces plus
grands Lp(Sd, `2(N?)) qui admettent une the´orie de l’interpolation connue depuis longtemps. Mais, souhaitant
raisonner par interpolation, nous sommes oblige´s d’e´crire une the´orie d’interpolation adapte´e aux espaces de
de´part PLp(Sd,⊕CZ˜n) (voir aussi la discussion sur la comple´mentation des espaces de Lebesgue probabilistes
apre`s la proposition 18.3)
En apparence, on n’a pas montre´ l’interpolation des espaces PLp(Sd,⊕CZn). La preuve de la proposition
suivante montre en fait que cela est inclus dans l’ine´galite´ (108).
Proposition 20.6. — Les espaces PLp(Sd,⊕CZn) sont stables par interpolation re´elle et complexe pour p
parcourant ] 2dd−1 ,+∞[ au sens du the´ore`me 2.1.
Preuve. On peut donner deux preuves. La proposition 20.4 montre que les espaces PLp(Sd,⊕CZn) et
PLp(Sd,⊕CZ˜n) sont isomorphes pour tout p > 2dd−1 . Le lemme 20.3, qui contient aussi dans sa preuve
l’interpolation complexe, donne alors la conclusion.
La seconde preuve utilise aussi la de´monstration du lemme 20.3 avec l’argument additionnel suivant.
D’apre`s (108), on a pour tout x ∈ Sd ve´rifiant Θ(x) ∈ [0, pi2 ] :
|Zn(x)| ≤ C(d, p)|Z˜n(x)|+ C(d, p)
sin
d
p (Θ)
∥∥∥Z˜n∥∥∥
Lp(Sd)
.
La syme´trie Θ(x)↔ pi −Θ(x) et le fait que sin−d(Θ) appartient a` L1,∞(Sd) nous donnent
sup
n∈N?
|Zn(x)|
‖Zn‖Lp(Sd)
∈ Lp,∞x (Sd).
On conclut par application du the´ore`me 2.1 d’interpolation pour les espaces PLp(Sd,⊕CZn). 
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21. Rappels sur les fonctions de Hermite
On reprend les notations de la partie 6, (hn)n∈N de´signe donc la suite des fonctions de Hermite L2(R)-
normalise´es et la fonction spectrale ed(n, ·) s’exprime a` l’aide de (44). Par re´currence, on a imme´diatement
ed(n, x) =
∑
(i1,...,id)∈Nd
i1+···+id=n
hi1(x1)
2 . . . hid(xd)
2
=
n∑
k=0
ed−1(k, (x1, . . . , xd−1)︸ ︷︷ ︸
∈Rd−1
)hn−k(xd)2.
Cela dit, nous allons utiliser d’autres formules plus maniables. Remarquons que toute rotation line´aire de
Rd commute avec l’oscillateur harmonique −∆ + |x|2 et laisse donc invariant son sous-espace propre Ed,n
associe´ a` la valeur propre d+ 2n. On en de´duit que la fonction spectrale ed(n, ·) de Ed,n est invariante par
rotation line´aire. En d’autres termes, ed(n, x) ne de´pend que de la norme euclidienne |x| =
√
x21 + · · ·+ x2d
et l’on peut e´crire
ed(n, x) =
n∑
k=0
ed−1(k,
∈Rd−1︷ ︸︸ ︷
(|x|, 0, . . . , 0))hn−k(0)2(117)
=
n∑
k=0
ed−1(k, 0)hn−k(|x|)2.(118)
Le lemme suivant nous donne des estimations faciles concernant les fonctions de Hermite et les fonctions
spectrales en 0.
Proposition 21.1. — Pour tout entier k ∈ N, on a h2k+1(0) = 0 et l’e´quivalence (−1)kh2k(0) ' 1(k+1)1/4 .
Si n est impair alors on a ed(n, 0) = 0. Par contre, si n est pair alors on a ed(n, 0) 'd n d2−1.
Preuve. La premie`re e´quivalence de´coule de la formule (5.5.5) de [55] :
(−1)kh2k(0) = (−1)k H2k(0)√
(2k)!4k
√
pi
=
√
(2k)!
k!2kpi1/4
' 1
(k + 1)
1
4
.
Pour le cas n impair, on a de´ja` remarque´ l’e´galite´ ed(n, 0) = 0 apre`s l’e´nonce´ de la proposition 6.1. Pour le
cas n pair, on peut e´crire :
ed(n, 0) =
∑
2i1+···+2id=n
h2i1(0)
2 · · ·h2id(0)2
'd
∑
2i1+···+2id=n
1√
(1 + i1) · · · (1 + id)
&d
∑
2i1+···+2id=n
n−
d
2
&d n
d
2−1.
La majoration ed(n, 0) .d n
d
2−1 peut se de´montrer par re´currence sur d en se´parant les sommes suivantes
selon que ` est plus petit ou plus grand que n4 :
ed(n, 0) =
n
2∑
`=0
ed−1(n− 2`, 0)h2`(0)2 '
n
2∑
`=0
ed−1(n− 2`, 0)√
1 + `
.

Nous aurons besoin d’estimations pre´cises concernant le comportement des fonctions de Hermite. Pour le
re´sultat suivant, on fait re´fe´rence a` [57, Lemma 1.5.1 and line 3.2.13].
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Proposition 21.2. — Il existe deux constantes universelles C > 1 et γ > 0 telles que pour tous x ∈ R et
n ∈ N on a
|x| ≤ √2n+ 1 ⇒ |hn(x)| ≤ 14√2n+ 2− x2 ,
|x| > √2n+ 1 ⇒ |hn(x)| ≤ Ce− γ2 x2 .
Comme les fonctions hn oscillent et s’annulent plusieurs fois, les estimations de la proposition 21.2 sont
inutilisables pour minorer les fonctions |hn|. Pour reme´dier a` cela, on fait appel a` un re´sultat d’approximation
des fonctions de Hermite duˆ a` Muckenhoupt et prouve´ dans [42, line 2.4] a` partir de [21, page 23] (voir aussi
une utilisation de cette formule dans [43, line 7.2]).
Proposition 21.3. — Introduisons la fonction croissante Φ : [0, 1]→ [0, pi4 ] de´finie par
Φ(u) =
∫ u
0
√
1− s2ds = 1
2
arcsin(u) +
1
2
u
√
1− u2.
Il existe une constante universelle C > 1 telle que pour tous n ∈ N et x ∈ [0,√2n+ 1− (2n+ 1)− 16 ] on a∣∣∣∣∣hn(x)−
√
2√
pi(2n+ 1− x2) 14 cos
[
(2n+ 1)Φ
(
x√
2n+ 1
)
− npi
2
]∣∣∣∣∣ ≤ C
√
2n+ 1
(2n+ 1− x2) 74 .
En fait, le terme principal est exprime´ dans [42, line 2.4] sous la forme diffe´rente mais e´quivalente
√
2√
pi(2n+ 1− x2) 14 cos
[
1
4
(2n+ 1)[2θ − sin(2θ)]− pi
4
]
,
avec θ = pi2 − arcsin
(
x√
2n+1
)
et donc sin(2θ) = 2 sin(θ) cos(θ) = 2 x√
2n+1
√
1− x22n+1 . A` noter que sur
l’intervalle [0,
√
2n+ 1− (2n+ 1)− 16 ], le reste est controˆle´ par l’amplitude du cosinus
√
2n+ 1
(2n+ 1− x2) 74 ≤
C
(2n+ 1− x2) 14 .
Pour tout β ∈]0, 1[ et x ∈ [0, β√2n+ 1], les propositions 21.2 et 21.3 nous ame`nent a`
(119)
∣∣∣∣hn(x)2 − 2pi√2n+ 1− x2 cos2
[
(2n+ 1)Φ
(
x√
2n+ 1
)
− npi
2
]∣∣∣∣ ≤ C(β)(2n+ 1) 32 .
C’est la formule pre´ce´dente et la proposition 21.2 que nous allons utiliser pour comprendre la localisation
spatiale de la fonction spectrale ed(n, ·) de l’oscillateur harmonique multidimensionnel.
22. Preuve de la proposition 6.1, majoration (45) de la fonction spectrale
Il s’agit juste de suivre correctement les constantes dans [57, Lemma 3.2.2] et d’appliquer la proposition
21.2. Nous ne traitons que le cas n pair car le cas n ∈ 2N+ 1 se traite de la meˆme fac¸on. La formule (118)
et la proposition 21.1 donnent
ed(n, x) =
n
2∑
k=0
h2k(|x|)2ed−1(n− 2k, 0) '
n
2∑
k=0
h2k(|x|)2(1 + n− 2k) d2− 32 .
Premier cas |x| > √2n+ 1. On a
ed(n, x) ≤ Ce−γx2
n
2∑
k=0
(1 + n− 2k) d2− 32 ≤ Cn d2−1e−γx2 .
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Deuxie`me cas |x| ≤ √2n+ 1. Notant kx ∈ [0, n2 ] le plus petit entier tel que |x| ≤
√
4kx + 1, on a
n
2∑
k=kx
h2k(|x|)2(1 + n− 2k) d2− 32 .
n
2∑
k=kx
(1 + n− 2k) d2− 32
(4k + 2− x2) 12
.
n
2∑
k=kx
(1 + n− 2k) d2− 32
(1 + k − kx) 12
.
n
2−kx∑
`=0
(n− 2kx − 2`+ 1) d2− 32√
1 + `
.
En distinguant selon que ` est plus petit ou plus grand que 12
(
n
2 − kx
)
, on obtient
n
2∑
k=kx
h2k(|x|)2(1 + n− 2k) d2− 32 . (n− 2kx + 1) d2−1 . n d2−1.
Pour l’autre somme, on e´crit
kx−1∑
k=0
h2k(|x|)2(1 + n− 2k) d2− 32 . e−γ|x|2
kx−1∑
k=0
(1 + n− 2k) d2− 32 . e−γ|x|2n d2− 12 .
23. Preuve de la proposition 6.1, minoration (46) de la fonction spectrale
Pour tout entier d ≥ 2, on veut de´montrer l’hypothe`se de re´currence
H(d) : ∀α ∈
]
0, sin
(
1
4
)[
∃C(d, α) > 1 lim inf
n→+∞
(
inf
C(d,α)√
2n+1
≤|x|≤α√2n+1
ed(n, x)
n
d
2−1
)
> 0.
Dans toute cette preuve, on utilisera la notation suivante
(120) β :=
1
2
(
α+ sin
(
1
4
))
.
En outre, oα(1) de´signera une fonction de (n, α) qui ve´rifie lim
n→+∞ oα(1) = 0 pour tout α fixe´ a` l’avance.
Premier cas : H(2) avec n ∈ 2N. Il s’agit du cas le plus technique. Tout d’abord, l’invariance radiale
de e2(n, ·) et la proposition 21.1 donnent pour tout x ∈ R2
e2(n, x) =
n
2∑
k=0
h2k(|x|)2hn−2k(0)2 '
n
2∑
k=0
h2k(|x|)2√
1 + n− 2k .
On va se´lectionner les indices k tels que α
2
2β2n ≤ k ≤ n2 . Puisque l’on a β > α, on de´duit que l’on a
n ≤ 2β2α2 k + 12
(
β2
α2 − 1
)
2n+ 1 ≤ β2α2 (4k + 1)
α
√
2n+ 1 ≤ β√4k + 1.
En utilisant (119) et en imposant |x| ≤ α√2n+ 1, il existe une constante C(α) > 1 telle que
e2(n, x) &
∑
α2
2β2
n≤k≤n2
1√
(1 + n− 2k)k cos
2
[
(4k + 1)Φ
( |x|√
4k + 1
)]
−
∑
α2
2β2
n≤k≤n2
C(α)
(4k + 1)
3
2 (1 + n− 2k) 12 ,
ce qui se minore grossie`rement par
1
Cn
∑
α2
2β2
n≤k≤n2
cos2
[
(4k + 1)Φ
( |x|√
4k + 1
)]
−
∑
α2
2β2
n≤k≤n2
C(α)
(4k + 1)
3
2 (1 + n− 2k) 12 .
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Or on a imme´diatement ∑
α2
2β2
n≤k≤n2
C(α)
(4k + 1)
3
2 (1 + n− 2k) 12 ≤ C(α)
√
n
n3/2
=
C(α)
n
.
Notons a` pre´sent d α22β2ne le plus petit entier supe´rieur ou e´gal a` α
2
2β2n et bn2 c le plus grand entier infe´rieur ou
e´gal a` n2 . Si l’on de´finit
S(n, x, α, β) :=
∑
d α2
2β2
ne≤k≤bn2 c
cos
[
2(4k + 1)Φ
( |x|√
4k + 1
)]
,
alors notre minoration se reformule en
(121) e2(n, x) &α
1
4
(
1− α
2
β2
)
+
1
2n
S(n, x, α, β) + oα(1).
Pour ge´rer S(n, x, α, β), on fait appel a` la formule d’Euler-Maclaurin au rang 0 en posant
∀t ∈
[
α2
2β2n,
n
2
]
ax(t) := 2(4t+ 1)Φ
( |x|√
4t+ 1
)
= 2(4t+ 1)
∫ |x|√
4t+1
0
√
1− s2ds,
a′x(t) = 4 arcsin
( |x|√
4t+ 1
)
∈ [0, 4 arcsin(β)].
Cela nous permet de reformuler S(n, x, α, β) en
cos
[
ax
(⌈
α2
2β2n
⌉)]
+ cos
[
ax
(⌊
n
2
⌋)]
2
+
∫ bn2 c
d α2
2β2
ne
cos(ax(t))dt−
∫ bn2 c
d α2
2β2
ne
a′x(t) sin(ax(t))
[
t− btc − 1
2
]
dt.
La deuxie`me inte´grale est facile a` controˆler :∣∣∣∣∣
∫ bn2 c
d α2
2β2
ne
a′x(t) sin(ax(t))
[
t− btc − 1
2
]
dt
∣∣∣∣∣ ≤ 4 arcsin(β)2
(⌊n
2
⌋
−
⌈
α2
2β2
n
⌉)
≤ n
(
1− α
2
β2
)
arcsin(β).
En ce qui concerne la premie`re inte´grale, on utilise une inte´gration par parties et la concavite´ de t 7→ ax(t) :∫ bn2 c
d α2
2β2
ne
cos(ax(t))dt =
[
sin(ax(t))
a′x(t)
]bn2 c
d α2
2β2
ne
−
∫ bn2 c
d α2
2β2
ne
(
1
a′x(t)
)′
sin(ax(t))dt∣∣∣∣∣
∫ bn2 c
d α2
2β2
ne
cos(ax(t))dt
∣∣∣∣∣ ≤
∣∣∣∣∣∣ 1a′x(bn2 c) + 1a′x (dα2n2β2 e)
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1a′x(bn2 c) − 1a′x (dα2n2β2 e)
∣∣∣∣∣∣
≤ 2
a′x(bn2 c)
.
Et l’on a donc ∣∣∣∣∣
∫ bn2 c
d α2
2β2
ne
cos(ax(t))dt
∣∣∣∣∣ ≤ 12 arcsin( |x|√
2n+1
) ≤ √2n+ 1
2|x| .
La de´finition (120) de β nous autorise a` majorer pour tout n ∈ N?
|S(n, x, α, β)| ≤ 1 + n
(
1− α
2
β2
)
arcsin(β) +
√
2n+ 1
2|x|
≤ 1 + n
4
(
1− α
2
β2
)
+
2n
|x|√2n+ 1 .
On peut donc choisir C(2, α) > 1 de sorte que l’ine´galite´ C(2,α)√
2n+1
≤ |x| implique
|S(n, x, α, β)| ≤ 1 + n
3
(
1− α
2
β2
)
.
On conclut a` l’aide de (121).
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Deuxie`me cas : H(2) et n ∈ 2N + 1. Par invariance radiale et par imparite´ des fonctions de Hermite
hn−2k, on obtient
e2(n, x) =
n+1
2∑
k=1
h2k−1(|x|)2hn−2k+1(0)2 '
n+1
2∑
k=1
h2k−1(|x|)2 1√
n− 2k + 2 .
En notant K l’ensemble des indices k ve´rifiant α
2
2β2n+
α2+β2
4β2 ≤ k ≤ n+12 , on a
∀k ∈ K α2β2
(
n
2 +
1
4
) ≤ k − 14
α
√
2n+ 1 < β
√
4k − 1.
En utilisant (119) et la meˆme argumentation que celle du premier cas, nous arrivons a`
e2(n, x) ≥ 1
C(α)
√
n
∑
K
1√
n− 2k + 2 sin
2
[
(4k − 1)Φ
(
x√
4k − 1
)]
+ oα(1)
≥ 1
C(α)n
∑
K
sin2
[
(4k − 1)Φ
(
x√
4k − 1
)]
+ oα(1)
&α
1
4
(
1− α
2
β2
)
− 1
2n
∑
K
cos
[
2(4k − 1)Φ
(
x√
4k − 1
)]
+ oα(1).
On finit exactement comme dans le premier cas.
Troisie`me cas : H(d) avec d > 2 et n ∈ 2N. On utilise le lemme 21.1 et l’invariance radiale de ed
exprime´e par la formule (117) pour obtenir
ed(n, x) =
n
2∑
k=0
ed−1(2k,
∈Rd−1︷ ︸︸ ︷
(|x|, 0, . . . , 0))hn−2k(0)2
'
n
2∑
k=0
ed−1(2k, (|x|, 0, . . . , 0))√
1 + n− 2k
&
∑
α2
2β2
n≤k≤n2
ed−1(2k, (|x|, 0, . . . , 0))√
1 + n− 2k .
Comme dans le premier cas, les indices k se´lectionne´s ve´rifient l’ine´galite´ α
√
2n+ 1 ≤ β√2(2k) + 1. Puisque
l’on a β < sin
(
1
4
)
, l’hypothe`se de re´currence H(d− 1) nous fournit un nombre C(d− 1, β) > 1. En imposant
la condition βC(d−1,β)
α
√
2n+1
≤ |x| ≤ α√2n+ 1, on a
C(d− 1, β)√
2(2k) + 1
≤ |x| ≤ β
√
2(2k) + 1.
Cela nous me`ne a`
ed(n, x) &d,β
∑
α2
2β2
n≤k≤n2
k
d−1
2 −1√
1 + n− 2k
&d,β n
d−1
2 −1
∑
α2
2β2
n≤k≤n2
1√
1 + n− 2k
&d,β n
d−1
2 −1 ×√n = n d2−1.
Dernier cas : H(d) avec d > 2 et n ∈ 2N+ 1. On se rame`ne a` H(d− 1) comme dans le troisie`me cas.
24. Preuve du the´ore`me 6.3, randomisation des fonctions de Hermite
Nous avons de´ja` ve´rifie´ les hypothe`ses des the´ore`me 2.2 de dualite´ et the´ore`me 2.1 d’interpolation (voir
(48) et (49)). On a donc les points i) et ii). De´composant u =
∑
n∈N Πn(u) ∈ PLp(Rd,⊕Ed,n), on souhaite
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maintenant montrer que la norme ‖·‖PLp(Rd,⊕Ed,n) est e´quivalente a` la suivante
N(u) := ‖Π0(u)‖L2(Rd) +
∑
n≥1
n
d
2−1
∑
k≥n
‖Πk(u)‖2L2(Rd)
k
d
2

p
2

1
p
.
On va appliquer la proposition 6.1. Quitte a` augmenter l’entier n(d), on peut supposer C(d) ≤ √2nd + 1.
On ve´rifie facilement que la norme ‖·‖PLp(Rd,⊕Ed,n) domine la norme N :
‖u‖pPLp(Rd,⊕Ed,n) &d,p
∫
Rd
 ∑
n≥n(d)
(1 + n)−(d−1) ‖Πn(u)‖2L2(Rd) ed(n, x)

p
2
dx
&d,p
∫
Rd
 ∑
n≥n(d)
(1 + n)−
d
2 ‖Πn(u)‖2L2(Rd) 11≤|x|≤α0√2n+1

p
2
dx
&d,p
∫
Rd
∑
n≥n(d)
(∑
k>n
(1 + k)−
d
2 ‖Πk(u)‖2L2(Rd)
) p
2
1√
2n+1<
|x|
α0
≤√2n+3dx
&d,p
∑
n>n(d)
n
d
2−1
∑
k≥n
(1 + k)−
d
2 ‖Πk(u)‖2L2(Rd)

p
2
.
Pour re´cupe´rer les premiers termes d’indice n ≤ n(d), il s’agit de remarquer les ine´galite´s triviales
∀n ∈ N ∩ [0, n(d)] ‖u‖PLp(Rd,⊕Ed,n) &d,p (1 + n)−
(d−1)
2 ‖Πn(u)‖L2(Rd)
∥∥∥√ed(n, ·)∥∥∥
Lp(Rd)
.
On obtient alors facilement l’estimation ‖u‖PLp(Rd,⊕Ed,n) &d,p N(u). Montrons maintenant l’estimation
re´ciproque N(u) &d,p ‖u‖PLp(Rd,⊕Ed,n) a` l’aide des deux fonctions
A(u, x) :=
∑
n≥0
(1 + n)−
d
2 ‖Πn(u)‖2L2(Rd) 10≤|x|≤√2n+1,
B(u, x) := e−γ|x|
2
∑
n≥0
(1 + n)−
d
2 ‖Πn(u)‖2L2(Rd) 1√2n+1≤|x|.
Par une argumentation similaire a` celle que nous venons d’employer, on ve´rifie l’e´quivalence∫
Rd
A(u, x)
p
2 dx 'd,p N(u)p.
Nous affirmons que nous avons aussi ∫
Rd
B(u, x)
p
2 dx .d,p N(u)p.
En effet, nous pouvons e´crire∫
Rd
B(u, x)
p
2 dx =
∫
Rd
e−
pγ
2 |x|2
∑
n≥0
(
n∑
k=0
(1 + k)−
d
2 ‖Πk(u)‖2L2(Rd)
) p
2
1√2n+1≤|x|≤√2n+3dx
.d,p
∑
n≥0
(1 + n)
d
2−1e−pγn
(
n∑
k=0
(1 + k)−
d
2 ‖Πk(u)‖2L2(Rd)
) p
2
.d,p ‖u‖pH− d2 (Rd)
∑
n≥0
(1 + n)
d
2−1e−pγn
.d,p ‖u‖pH− d2 (Rd)
.d,p N(u)p.
D’apre`s la proposition 6.1, nous pouvons conclure
‖u‖pPLp(Rd,⊕Ed,n) .d,p
∫
Rd
[A(u, x) +B(u, x)]
p
2 dx .d,p
∫
Rd
A(u, x)
p
2 +B(u, x)
p
2 dx .d,p N(u)p.
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25. Preuve du the´ore`me 6.4, injections de Sobolev probabilistes hermitiennes
Le the´ore`me 6.3 permet par dualite´ de se ramener au cas p ∈ [2,+∞[.
25.1. L’inclusion stricte H−d( 12− 1p )(Rd) ⊂ PLp(Rd,⊕Ed,n). — On invoque l’ine´galite´ triangulaire dans
L
p
2 (Rd) et (47) pour obtenir pour tout u ∈ H−d( 12− 1p )(Rd) :∥∥∥∥∥∥
∑
n≥0
‖Πn(u)‖2L2(Rd)
ed(n, ·)
(1 + n)d−1
∥∥∥∥∥∥
L
p
2 (Rd)
≤
∑
n≥0
‖Πn(u)‖2L2(Rd)
‖ed(n, ·)‖L p2 (Rd)
(1 + n)d−1
≤
∑
n≥0
‖Πn(u)‖2L2(Rd)
(1 + n)d(
1
2− 1p )
= ‖u‖2
H−d(
1
2
− 1
p )(Rd)
.
Pour montrer que l’inclusion est stricte, on adopte la meˆme strate´gie que pour le corollaire 5.3 et l’on
e´crit un re´sultat analogue a` la proposition 19.2.
Proposition 25.1. — Pour tout re´el p > 2 il existe un re´el r = r(p) > 1 et un ensemble infini I ⊂ N tels
que, pour toute distribution tempe´re´e u =
∑
n∈I
Πn(u) a` support dans I, on a
∑
n∈I
[‖Πn(u)‖2L2(Rd)
(1 + n)d(
1
2− 1p )
]r
< +∞ ⇒ u ∈ PLp(Rd,⊕Ed,n).
Preuve. Comme pour la proposition 19.2, on donne deux preuves. La premie`re est duale de celle de
la proposition 19.2 : on raisonne avec des restes de se´ries au lieu de sommes partielles et l’on part de
l’e´quivalence de normes (50). Pour tout sous-ensemble infini I ⊂ N? et toute distribution tempe´re´e u on a
∑
n≥1
n
d
2−1
∑
k≥n
k−
d
2 ‖Πk(u)‖2L2(Rd)

p
2
≤
∑
n≥1
n
d
2−1
∑
k≥n
‖Πk(u)‖pL2(Rd)
∑
`≥n
`−
dp
2(p−2) 1I(`)

p−2
2
≤
∑
k≥1
‖Πk(u)‖pL2(Rd)
k∑
n=1
n
d
2−1
∑
`≥n
`−
dp
2(p−2) 1I(`)

p−2
2
.
Par re´currence, on peut construire un ensemble lacunaire infini I ⊂ N? tel que
∀n ∈ I
∑
`≥n
`−
dp
2(p−2) 1I(`) ≤ 2n−
dp
2(p−2) .
Pour un tel ensemble I, on a
∑
n≥1
n
d
2−1
∑
k≥n
k−
d
2 ‖Πk(u)‖2L2(Rd)

p
2
≤ 2
∑
k≥0
‖Πk(u)‖pL2(Rd)
k∑
n=1
n
d
2−1− dp4
.
∑
k≥1
[
k−d(
1
2− 1p ) ‖Πk(u)‖2L2(Rd)
] p
2
.
Cela ache`ve notre premie`re preuve avec r(p) = p2 .
Notre seconde preuve est plus abstraite et utilise la norme originelle des espaces PLp(Rd,⊕Ed,n) qui
apparaˆıt dans le lemme d’identification 6.2, a` savoir
‖u‖PLp(Rd,⊕Ed,n) =
∫
Rd
[∑
n∈N
‖Πn(u)‖2L2(Rd)
dim(Ed,n)
ed(n, x)dx
] p
2

1
p
.
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L’expression pre´ce´dente sugge`re d’analyser les sous-suites de (ed(n, ·))n∈N dans l’espace L p2 (Rd). Introduisons
pour tout n ∈ N la fonction normalise´e dans L p2 (Rd)
fn :=
ed(n, ·)
‖ed(n, ·)‖L p2 (Rd)
.
Par re´flexivite´ de L
p
2 (Rd), on peut extraire une sous-suite faiblement convergente de (fn)n≥0 au sens de
la dualite´ avec L
p
p−2 (Rd). Au niveau de l’analyse spectrale, on aura seulement besoin de l’estimation
‖ed(n, ·)‖L p2 (Rd) 'd,p n
d
2−1+ dp (voir (47)). Contrairement au cas des varie´te´s compactes, l’e´quivalent pre´ce´dent
est de´croissant en p et l’on pre´fe`re donc une estimation avec ‖ed(n, ·)‖L∞(Rd) :∫
Rd
ed(n, x)e
−|x|2dx ≤ ‖ed(n, ·)‖L∞(Rd)
∫
Rd
e−|x|
2
dx = o
(
‖ed(n, ·)‖L p2 (Rd)
)
.
En notant f∞ ∈ L p2 (Rd) la limite faible de la sous-suite conside´re´e de (fn)n∈N, on a donc obtenu
0 = lim
n→+∞
∫
Rd
fn(x)e
−|x|2dx =
∫
Rd
f∞(x)e−|x|
2
dx.
Puisque les fonctions fn sont a` valeurs positives, il en est de meˆme de f∞ et l’on a donc f∞ = 0. D’apre`s la
proposition 19.1, on peut extraire de la suite (fn)n∈N une sous-suite (fn)n∈I dans L
p
2 (Rd) qui ve´rifie pour
toute suite complexe (αn)n∈I a` support fini
∥∥∥∥∥∑
n∈I
αnfn
∥∥∥∥∥
L
p
2 (Rd)
≤ K
(∑
n∈I
|αn|min(2,
p
2 )
) 1
min(2,
p
2
)
,
ou` K ≥ 1 est inde´pendant de la suite (αn)n∈I . L’ine´galite´ pre´ce´dente est encore valide si la suite (αn)n∈I
n’est pas a` support fini mais constitue´e de termes positifs. On conclut alors avec
αn =
‖Πn(u)‖2L2(Rd) ‖ed(n, ·)‖L p2 (Rd)
dim(Ed,n)
'd,p
‖Πn(u)‖2L2(Rd)
(1 + n)d(
1
2− 1p )
.

25.2. L’inclusion stricte PLp(Rd,⊕Ed,n) ( H−d( 12− 1p )−ε(Rd). — Le coeur de la preuve re´side dans
l’ine´galite´ suivante valide pour tout u ∈ PLp(Rd,⊕Ed,n)
(122) ‖u‖
H−d(
1
2
− 1
p )−ε(Rd)
+
∑
n≥0
[‖Πn(u)‖2L2(Rd)
(1 + n)d(
1
2− 1p )
] p
2

1
p
≤ C(p, d, ε) ‖u‖PLp(Rd,⊕Ed,n) .
Sans perte de ge´ne´ralite´, on peut supposer que l’on a Πn(u) = 0 pour n  1. La premie`re partie de (122)
est facile. Posons a` cet effet
∀n ∈ N Rn :=
∑
k≥n
(1 + k)−
d
2 ‖Πk(u)‖2L2(Rd) .
CONCENTRATION ET RANDOMISATION UNIVERSELLE DE SOUS-ESPACES PROPRES 81
On a alors
‖u‖2
H−d(
1
2
− 1
p )−ε(Rd)
=
∑
n∈N
(1 + n)−d(
1
2− 1p )−ε ‖Πn(u)‖2L2(Rd)
=
∑
n∈N
(1 + n)
d
p−ε(Rn −Rn+1)
≤ R0 + C(d, p, ε)
∑
n∈N
(1 + n)
d
p−ε−1Rn
≤ R0 + C(d, p, ε)
∑
n∈N
1
(1 + n)ε+
p−2
p
× (1 + n) d−2p Rn
≤ R0 + C(d, p, ε)
(∑
n∈N
(1 + n)
d
2−1R
p
2
n
) 2
p
≤ C(d, p, ε)
(∑
n∈N
(1 + n)
d
2−1R
p
2
n
) 2
p
.
On conclut avec (50).
Le deuxie`me terme est le plus simple a` voir car exprime le fait que Lp(Rd) est un espace de Banach de
cotype max(2, p) = p (voir (125)) :
‖u‖PLp(Rd,⊕Ed,n) =
∥∥∥∥∥∥
√∑
n∈N
‖Πn(u)‖2L2(Rd)
ed(n, x)
dim(Ed,n)
∥∥∥∥∥∥
Lpx(Rd)
≥
∑
n∈N
∥∥∥∥∥‖Πn(u)‖L2(Rd)
√
ed(n, x)√
dim(Ed,n)
∥∥∥∥∥
p
Lpx(Rd)
 1p .
On obtient alors (122) graˆce a` (43) et (47) :
‖u‖PLp(Rd,⊕Ed,n) ≥ C(d, p)
∑
n≥0
[‖Πn(u)‖2L2(Rd)
(1 + n)d(
1
2− 1p )
] p
2

1
p
.
On de´duit aise´ment de l’ine´galite´ pre´ce´dente le fait que l’inclusion PLp(Rd,⊕Ed,n) ⊂ H−d( 12− 1p )−ε(Rd) est
stricte. Conside´rons par exemple un sous-ensemble infini J ⊂ N\{0, 1} tel que ∑n∈J 1ln(n) converge. A
fortiori, pour tout ε > 0 la se´rie
∑
n∈J n
−ε converge aussi. On choisit une distribution v ∈ S ′(Rd) de
manie`re lacunaire, a` savoir n−d(
1
2− 1p ) ‖Πnv‖2L2(Rd) = 1 pour n ∈ J et 0 ailleurs. Il est clair que v appartient
a` H−d( 12− 1p )−ε(Rd) mais n’appartient pas a` PLp(Rd,⊕Ed,n).
Appendice A
Preuve du the´ore`me 1.1 : conse´quence du the´ore`me 1.3
Il s’agit d’examiner le the´ore`me 1.3 avec dn = 1 pour tout n ∈ N. La seule chose a` justifier est l’e´quivalence
ii) ⇔ iii) dans le cas ou` les variables ale´atoires Xn : Ω → R sont inde´pendantes et centre´es (au lieu de
syme´triques). On va invoquer des arguments classiques de syme´trisation pour se ramener au cas ou` chaque
variable ale´atoire Xn est syme´trique. Pour cela, on notera (X˜n)n une suite i.i.d. de copies inde´pendantes de
la suite (Xn)n. Ainsi, les variables ale´atoires Xn − X˜n sont syme´triques et ve´rifient
sup
n∈N
∥∥∥Xn − X˜n∥∥∥
Lmax(2,p)(Ω)
≤ 2 sup
n∈N
‖Xn‖Lmax(2,p)(Ω) < +∞,
inf
n∈N
E[|Xn − X˜n|] ≥ inf
n∈N
E[|Xn|] > 0,
ou` l’on a utilise´ l’ine´galite´ triangulaire (en inte´grant en X˜n) pour la seconde ine´galite´.
Supposons iii). En particulier la se´rie ale´atoire
∑
X˜nun converge presque suˆrement, et il en est donc de
meˆme de la se´rie ale´atoire
∑
(Xn − X˜n)un. Le the´ore`me 1.1, avec dn = 1 pour tout n ∈ N, assure que la
se´rie ale´atoire
∑
εnun converge presque suˆrement dans L
p(X). C’est-a`-dire ii).
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Supposons ii). De nouveau, le the´ore`me 1.1 assure que la se´rie ale´atoire
∑
(Xn − X˜n)un converge dans
l’espace Lmax(2,p)(Ω, Lp(X)) et a fortiori dans L1(Ω, Lp(X)). L’ine´galite´ triangulaire donne a` nouveau
∀p > q ∈ N E
∥∥∥∥∥
p∑
n=q
(Xn − X˜n)un
∥∥∥∥∥
Lp(X)
 ≥ E
∥∥∥∥∥
p∑
n=q
Xnun
∥∥∥∥∥
Lp(X)
 .
L’ine´galite´ de Markov nous permet d’affirmer que la se´rie ale´atoire
∑
Xnun converge en probabilite´ et donc
presque suˆrement (voir [34, Theorem 6.1] ou [35, The´ore`me II.3]), c’est-a`-dire ii).
Appendice B
Preuve du the´ore`me 1.1 : optimalite´ de l’exposant max(2, p)
Examinons l’espace mesure´ X = N\{0, 1} muni de la mesure de comptage si bien que l’on a Lp(X) =
`p(N\{0, 1}). Pour tout re´el p ∈ [2,∞[, on note (Xn,p)n≥2 une suite i.i.d. de variables ale´atoires syme´triques,
re´elles et ve´rifiant
∀t 1 P[|Xn,p| ≥ t] = ln(t)
tp
.
Il est clair que Xn,p n’a pas de moment d’ordre p et a des moments d’ordre q ∈ [1, p[. On a aussi
(123) p.s. sup
n≥2
|Xn,p|
n
1
p ln
2
p (n)
= +∞.
En effet, il s’agit de remarquer que pour tout entier K ∈ N, on a∑
n≥2
P
[
|Xn,p| ≥ Kn 1p ln 2p (n)
]
= +∞.
Par inde´pendance des variables Xn,p, il existe presque suˆrement une infinite´ d’entiers n ≥ 2 tels que |Xn,p| ≥
Kn
1
p ln
2
p (n). On en de´duit facilement (123). Revenons a` l’optimalite´ de l’exposant max(2, p).
Cas p ∈ [1, 2]. On fixe u une suite non nulle appartenant a` `p(N\{0, 1}) et l’on examine les deux se´ries
ale´atoires dans `p(N\{0, 1})
(124)
∑ εn√
n ln(n)
u et
∑ Xn,2√
n ln(n)
u,
La se´rie ale´atoire
∑ εn√
n ln(n)
converge presque suˆrement dans R. Il s’ensuit que la premie`re se´rie ale´atoire
dans (124) converge presque suˆrement dans `p(N\{0, 1}). La divergence presque suˆre de la seconde se´rie
ale´atoire dans (124) de´coule de (123).
Cas p ∈ [2,+∞[. Une de´marche similaire est valide en examinant les deux se´ries ale´atoires∑ εn
n
1
p ln
2
p (n)
wn et
∑ Xn,p
n
1
p ln
2
p (n)
wn,
ou` wn = (0, . . . , 0, 1, 0, . . . ) ∈ `p(N\{0, 1}) est la suite qui admet 1 a` la position n et 0 ailleurs. Il est clair
que la premie`re se´rie converge de manie`re de´terministe dans `p(N\{0, 1}). De nouveau, (123) implique la
divergence presque suˆre de la seconde se´rie ale´atoire.
Appendice C
Type, cotype et the´ore`me de Maurey-Pisier
Nous rappelons des re´sultats standards et un e´nonce´ essentiellement optimal du the´ore`me de randomisation
universelle de Maurey-Pisier. On consultera principalement [36, Chapter e] et [35, Chapitre 4] pour la the´orie
ge´ne´rale ainsi que [41, corollaire 1.3] et [30, annex] pour le the´ore`me de Maurey-Pisier. Par commodite´, on
conside´rera des espaces de Banach complexes.
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De´finition C.1. — Un espace de Banach B est de type p ∈ [1, 2] s’il existe c > 0 et r ∈ [1,+∞[ tel que
pour toute suite finie (un) de B on a
E
[∥∥∥∥∥∑
n
εnun
∥∥∥∥∥
r
B
] 1
r
≤ c
(∑
n
‖un‖pB
) 1
p
.
L’espace de Banach B est de cotype q ∈ [2,+∞[ s’il existe c > 0 et r ∈ [1,+∞[ tel que pour toute suite finie
(un) de B on a (∑
n
‖un‖qB
) 1
q
≤ cE
[∥∥∥∥∥∑
n
εnun
∥∥∥∥∥
r
B
] 1
r
.
La de´finition pre´ce´dente est usuellement e´nonce´e pour r = 1 ou r = 2 mais les ine´galite´s de Kahane-
Khintchine (4) assurent que l’on peut, de fac¸on e´quivalente, choisir tout re´el r ∈ [1,+∞[. Tout espace de
Banach est a` la fois de type 1 et de cotype +∞ (avec le changement e´vident) et tout espace de Hilbert est a`
la fois de type 2 et de cotype 2. En ce qui concerne l’espace Lp(X) avec p ∈ [1,+∞[, le the´ore`me de Fubini
et les ine´galite´s de Kahane-Khintchine (4) permettent de montrer l’e´quivalence
∀(u0, . . . , uN ) ∈ (Lp(X))N+1 E
∥∥∥∥∥
N∑
n=0
εnun
∥∥∥∥∥
Lp(X)
 'p
∥∥∥∥∥∥
√√√√ N∑
n=0
|un|2
∥∥∥∥∥∥
Lp(X)
.
En distinguant selon que p est plus petit ou plus grand que 2, on peut de´montrer de fac¸on e´le´mentaire que
l’espace Lp(X) est de type min(2, p) et de cotype max(2, p) :
(125)
(
N∑
n=0
‖un‖max(2,p)Lp(X)
) 1
max(2,p)
≤
∥∥∥∥∥∥
√√√√ N∑
n=0
|un(x)|2
∥∥∥∥∥∥
Lpx(X)
≤
(
N∑
n=0
‖un‖min(2,p)Lp(X)
) 1
min(2,p)
.
Rappelons que (gn)n∈N de´signe une suite i.i.d. de variables ale´atoires suivant une loi NC(0, 1). Pour tout
espace de Banach B et pour toute suite (un)n∈N de B, on a l’implication
(126)
∑
gnun converge p.s. dans B ⇒
∑
εnun converge p.s. dans B.
Il s’agit la` d’un fait non trivial qui de´coule par exemple des proprie´te´s d’inte´grabilite´ des variables gaussiennes,
d’un principe de contraction de Hoffman-Jorgensen (voir [30, annex]) ou encore d’un principe de contraction
de Jain-Marcus [31, Theorem 5.1].
On dit qu’un espace de Banach B est de cotype fini s’il existe q ∈ [2,+∞[ tel que B soit de cotype q.
L’inte´reˆt des espaces de cotype fini est que ce sont pre´cise´ment les bons espaces de Banach pour lesquels la
randomisation est universelle [41, corollaire 1.3].
The´ore`me C.2 (Maurey-Pisier). — Un espace de Banach B est de cotype fini si et seulement si pour
toute suite (un)n∈N de B, la convergence de la se´rie ale´atoire
∑
εnun e´quivaut a` celle de la se´rie ale´atoire∑
gnun.
Examinant la preuve du the´ore`me pre´ce´dent, on obtient la version quantitative suivante.
The´ore`me C.3 (Maurey-Pisier). — Soit B un espace de Banach de cotype q ∈ [2,+∞[, conside´rons de
plus une suite (Xn)n∈N de variables ale´atoires re´elles, centre´es, inde´pendantes et ve´rifiant
H1) inf
n∈N
E[|Xn|] > 0,
H2) il existe ε > 0 tel que sup
n∈N
E[|Xn|q+ε] < +∞.
Alors pour toute suite (un)n∈N de B les deux proprie´te´s suivantes sont e´quivalentes
i) la se´rie ale´atoire
∑
εnun converge presque suˆrement dans B,
ii) la se´rie ale´atoire
∑
Xnun converge presque suˆrement dans B.
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Preuve. Le sens i) ⇒ ii) est prouve´ dans [41, corollaire 1.3] et n’utilise que l’hypothe`se H2. De fac¸on
pre´cise, la preuve de [41, corollaire 1.3] donne une estimation de la forme
(127) ∃C > 0 ∀k > ` ∈ N E
∥∥∥∥∥
k∑
n=`
Xnun
∥∥∥∥∥
2
B
 ≤ C ( sup
N∈N
E[|XN |q+ε]
)
E
∥∥∥∥∥
k∑
n=`
εnun
∥∥∥∥∥
2
B
 .
Par suite, on invoque le fait que la convergence presque suˆre de la se´rie de Rademacher
∑
εnun e´quivaut a`
sa convergence dans L2(Ω, B) (il s’agit d’une conse´quence des ine´galite´s de Kahane-Khintchine (4), voir par
exemple [35, page 128]). L’ine´galite´ (127) implique la convergence dans L2(Ω, B), et a fortiori en probabilite´,
de la se´rie ale´atoire
∑
Xnun. Cela implique aussi la convergence presque suˆre de
∑
Xnun (voir [35, page
119, the´ore`me II.3] ou [34, Theorem 6.1]).
En ce qui concerne le sens ii) ⇒ i), on pourrait refaire le meˆme argument que celui de la preuve de la
proposition 7.10 en exploitant l’hypothe`se H2. De meˆme que pour l’implication (126), on pre´fe`re invoquer
un principe de contraction duˆ a` Jain et Marcus. D’abord, quitte a` remplacer Xn par sa variable syme´trise´e,
on peut supposer que chaque variable ale´atoire Xn est elle-meˆme syme´trique. L’ine´galite´ de Paley-Zygmund
donne
inf
n∈N
P(|Xn| ≥ c) ≥ inf
n∈N
E[|Xn|]2
4E[|Xn|2] > 0, c :=
1
2
inf
k∈N
E[|Xk|],
puis d’apre`s [31, Theorem 5.1], on sait que l’assertion inf
n∈N
P(|Xn| ≥ c) > 0 force l’implication ii) ⇒ i). 
Appendice D
Randomisation dans un treillis de Banach de cotype fini
On explique comment les arguments de´veloppe´s dans la partie 7 permettent d’interpre´ter l’universalite´ de
la randomisation multidimensionnelle en termes de treillis complet de cotype fini. Pour la notion de treillis
de Banach, on se re´fe`re au livre [37]. On notera respectivement ≤, ∨ et | · | la relation d’ordre, la borne
supe´rieure et la valeur absolue. Pour tout N ∈ N?, on notera aussi HN l’espace vectoriel re´el des fonctions
continues et 1-homoge`nes sur RN . En particulier, φi : (t1, . . . , tN ) 7→ ti de´signera la projection de RN sur la
i-e`me coordonne´e. Le the´ore`me suivant assure l’existence d’un calcul fonctionnel dans un treillis de Banach
base´ sur Hn (voir [37, Theorem 1d1]).
The´ore`me D.1. — Soit B un treillis de Banach et fixons f1, . . . , fN des e´le´ments de B. Il existe une
unique application line´aire
HN → B
F 7→ F (f1, . . . , fN )
qui ve´rifie les deux proprie´te´s suivantes :
i) φi(f1, . . . , fN ) = fi pour tout entier i ∈ [1, N ],
ii) pour tout (F1, F2) ∈ HN 2 on a max(F1, F2)(f1, . . . , fN ) = F1(f1, . . . , fN ) ∨ F2(f1, . . . , fN ).
Dans ce cas, en notant f = |f1| ∨ · · · ∨ |fN |, on a l’estimation de continuite´
(128) ‖F (f1, . . . , fN )‖B ≤ ‖f‖B sup‖t‖∞≤1
|F (t1, . . . , tN )|.
Rappelons maintenant la de´finition suivante.
De´finition D.2. — Un treillis de Banach B est q-concave, avec q ∈ [1,+∞[, s’il existe un re´el M(q)(B) > 0
tel que l’on a l’ine´galite´ suivante pour tout entier N ∈ N? et tout e´le´ment (f1, . . . , fN ) ∈ BN :(
N∑
i=1
‖fi‖qB
) 1
q
≤M(q)(B)
∥∥∥∥∥∥
(
N∑
i=1
|fi|q
) 1
q
∥∥∥∥∥∥
B
,
ou` le terme
(∑N
i=1 |fi|q
) 1
q ∈ B est de´fini par calcul fonctionnel.
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La notion de q-concavite´ est relie´e a` celle de cotype comme le montre le re´sultat suivant [37, Proposition
1f3, Corollary 1f9, page 100].
Proposition D.3. — Soient B un treillis de Banach et un re´el q ∈ [2,+∞[, on a
i) si B est q-concave, alors B est de cotype q,
ii) si B est de cotype q ∈ [2,+∞[ alors B est r-concave pour tout r ∈]q,+∞[.
Par conse´quent, on a
(129) inf{q ≥ 2, B est q-concave} = inf{q ≥ 2, B est de cotype q}.
Pour tous re´els q ≥ p ≥ 1, on ve´rifie que Lp(R) est q-concave (il s’agit d’interpoler l’injection canonique
Lp(R, `q(N)) → `q(N, Lp(R)) entre q = p et q = ∞) et la borne infe´rieure (129) vaut max(2, p). Un
autre exemple inte´ressant est fourni par les espaces de Lorentz Lp,1(R) qui sont de cotype max(2, p) pour
p ∈]1, 2[∪]2,+∞[ (voir les calculs exacts dans [17]). Afin de prouver un the´ore`me de type Maurey-Pisier
dans la cate´gorie des treillis de Banach, nous aurons besoin du lemme suivant.
Lemme D.4. — Conside´rons des variables ale´atoires X1, . . . , XN appartenant a` L
1(Ω) et des e´le´ments
f1, . . . , fN d’un treillis de Banach B. Alors on a “l’ine´galite´ triangulaire” :
(130)
∥∥∥∥∥Eω
[∣∣∣∣∣
N∑
n=1
Xn(ω)fn
∣∣∣∣∣
]∥∥∥∥∥
B
≤ Eω
[∥∥∥∥∥
N∑
n=1
Xn(ω)fn
∥∥∥∥∥
B
]
.
S’il existe un re´el q ∈ [1,+∞[ tel que B soit q-concave et que les variables ale´atoires X1, . . . , XN appartien-
nent a` Lq(Ω), alors on a aussi
(131) Eω
[∥∥∥∥∥
N∑
n=1
Xn(ω)fn
∥∥∥∥∥
q
B
] 1
q
≤M(q)(B)
∥∥∥∥∥∥Eω
[∣∣∣∣∣
N∑
n=1
Xn(ω)fn
∣∣∣∣∣
q] 1q ∥∥∥∥∥∥
B
,
ou` les espe´rances dans le membre gauche de (130) et dans le membre droit de (131) sont de´finies par calcul
fonctionnel sur les N variables f1, . . . , fN .
Preuve. On commence par (131). Pour tout entier n ∈ [1, N ], on note (Xn,k)k∈N une suite de variables
ale´atoires qui prend un nombre fini de valeurs et qui converge dans Lq(Ω) vers Xn. Pour tout k ∈ N, il existe
donc une partition finie
Ω =
L⊔
`=1
Ωk,`
en parties mesurables telle que chaque variable ale´atoire Xn,k prend une valeur fixe, disons xn,k,`, sur Ωk,`.
La q-concavite´ de B nous donne alors
Eω
[∥∥∥∥∥
N∑
n=1
Xn,k(ω)fn
∥∥∥∥∥
q
B
] 1
q
=
(
L∑
`=1
P(Ωk,`)
∥∥∥∥∥
N∑
n=1
xn,k,`fn
∥∥∥∥∥
q
B
) 1
q
,
≤ M(q)(B)
∥∥∥∥∥∥
(
L∑
`=1
P(Ωk,`)
∣∣∣∣∣
N∑
n=1
xn,k,`fn
∣∣∣∣∣
q) 1q ∥∥∥∥∥∥
B
.
Or on a e´videmment pour tout (t1, . . . , tN ) ∈ RN
(132)
(
L∑
`=1
P(Ωk,`)
∣∣∣∣∣
N∑
n=1
xn,k,`tn
∣∣∣∣∣
q) 1q
= E
[∣∣∣∣∣
N∑
n=1
Xn,ktn
∣∣∣∣∣
q] 1q
.
Si k tend vers +∞, l’expression pre´ce´dente converge uniforme´ment sur chaque compact de RN vers
E
[∣∣∣∣∣
N∑
n=1
Xntn
∣∣∣∣∣
q] 1q
.
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Le calcul fonctionnel du the´ore`me D.1 assure que l’e´galite´ (132) est encore valide en substituant (f1, . . . , fN )
a` (t1, . . . , tN ), ce qui nous donne
(133) E
[∥∥∥∥∥
N∑
n=1
Xn,kfn
∥∥∥∥∥
q
B
] 1
q
≤M(q)(B)
∥∥∥∥∥∥E
[∣∣∣∣∣
N∑
n=1
Xn,kfn
∣∣∣∣∣
q] 1q ∥∥∥∥∥∥
B
.
L’estimation (128) de continuite´ du calcul fonctionnel assure aussi que le membre droit de (133) tend vers
M(q)(B)
∥∥∥∥∥∥E
[∣∣∣∣∣
N∑
n=1
Xnfn
∣∣∣∣∣
q] 1q ∥∥∥∥∥∥
B
.
Enfin, il est clair que le membre gauche de (133) tend vers le membre gauche de (131). Pour de´montrer
(130), on refait la meˆme de´marche de densite´ dans L1(Ω) a` l’aide de l’ine´galite´ triangulaire dans B :
Eω
[∥∥∥∥∥
N∑
n=1
Xn,k(ω)fn
∥∥∥∥∥
B
]
=
L∑
`=1
P(Ωk,`)
∥∥∥∥∥
N∑
n=1
xn,k,`fn
∥∥∥∥∥
B
,
≥
∥∥∥∥∥
L∑
`=1
P(Ωk,`)
∣∣∣∣∣
N∑
n=1
xn,k,`fn
∣∣∣∣∣
∥∥∥∥∥
B
.

Corollaire D.5. — Conside´rons des matrices ale´atoires M0 ∈ Md1(R),...,MN ∈ MdN (R) a` coefficients
dans L1(Ω) et des matrices b0 ∈ Md1(B),...,bN ∈ MdN (B) dont les coefficients appartiennent a` un treillis
de Banach B. Alors on a l’ine´galite´ :∥∥∥∥∥E
[∣∣∣∣∣
N∑
n=0
√
dntr(Mnbn)
∣∣∣∣∣
]∥∥∥∥∥
B
≤ E
[∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
B
]
.
S’il existe de plus un re´el q ∈ [1,+∞[ tel que B soit q-concave et tel que les coefficients des matrices
ale´atoires M0, . . . ,MN appartiennent a` L
q(Ω), alors on a
E
[∥∥∥∥∥
N∑
n=0
√
dntr(Mnbn)
∥∥∥∥∥
q
B
] 1
q
≤M(q)(B)
∥∥∥∥∥∥E
[∣∣∣∣∣
N∑
n=0
√
dntr(Mnbn)
∣∣∣∣∣
q] 1q ∥∥∥∥∥∥
B
.
Il nous reste a` remarquer que les ine´galite´s de Kahane-Khintchine-Marcus-Pisier permettent d’e´tendre le
the´ore`me de Maurey [37, Theorem 1.d.6] au cas multidimensionnel.
The´ore`me D.6. — Soit B un treillis de Banach q-concave, avec q ∈ [1,+∞[ et conside´rons une suite de
matrices bn ∈Mdn(B). Alors, pour tout entier N ∈ N, on a
(134)
1
C
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn‖2HS
∥∥∥∥∥∥
B
≤ E
[∥∥∥∥∥
N∑
n=0
√
dntr(Enbn)
∥∥∥∥∥
B
]
≤ C(B, q)
∥∥∥∥∥∥
√√√√ N∑
n=0
‖bn‖2HS
∥∥∥∥∥∥
B
,
ou` l’e´le´ment
√∑N
n=0 ‖bn‖2HS ∈ B est de´fini par calcul fonctionnel.
Preuve. La minoration est vraie sans hypothe`se de q-concavite´. La version scalaire des ine´galite´s de Kahane-
Khintchine-Marcus-Pisier (voir (51) et (52)) rend triviale l’ine´galite´ suivante lorsque les matrices bn sont a`
coefficients re´els √√√√ N∑
n=0
‖bn‖2HS ≤ K2,1E
[∣∣∣∣∣
N∑
n=0
√
dntr(Enbn)
∣∣∣∣∣
]
.
L’ine´galite´ pre´ce´dente s’e´tend par calcul fonctionnel lorsque les coefficients des matrices bn sont a` coefficients
dans B. La minoration de (134) de´coule alors du corollaire D.5. On raisonne de meˆme pour la majoration.

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Le corollaire D.5 et le the´ore`me D.6 nous permettent de reprendre mutatis mutandis les arguments de la
partie 7 afin de prouver le re´sultat suivant qui e´claire le the´ore`me 7.11.
The´ore`me D.7. — Fixons un re´el q ∈ [2,+∞[, un treillis de Banach B q-concave et conside´rons une suite
de matrices ale´atoires Mn : Ω→Mdn(R) inde´pendantes, orthogonalement invariantes et ve´rifiant
sup
n∈N
E
[
‖Mn‖qop
]
< +∞ et inf
n∈N
σ(E[|Mn|]) > 0.
Pour toute suite de matrices bn ∈Mdn(B), on a l’e´quivalence des proprie´te´s suivantes :
i) les normes
∥∥∥∥√∑Nn=0 ‖bn‖2HS∥∥∥∥
B
sont majore´es inde´pendamment de N ∈ N,
ii) la se´rie ale´atoire
∑√
dntr(Mnbn) converge presque suˆrement dans B,
iii) la se´rie ale´atoire
∑√
dntr(Mnbn) converge dans L
q(Ω, B),
iv) la se´rie ale´atoire
∑√
dntr(Mnbn) est borne´e en probabilite´ dans B.
Tout comme a` la fin de la partie 7, le the´ore`me pre´ce´dent implique une version du the´ore`me 1.3 ou` Lp(X)
est remplace´ par un espace fonctionnel muni d’une structure de treillis de Banach de cotype fini, par exemple
l’espace de Lorentz Lp,1(X).
Appendice E
Suites basiques inconditionnelles et preuve de la proposition 19.1
On se re´fe`re par exemple a` [35, parties 1.I, 2.I et 2.II] ou [36, Chapter 1]. On notera B un espace de
Banach complexe et l’on pose la de´finition :
De´finition E.1. — Une suite (un)n∈N de B est semi-normalise´e si elle ve´rifie
0 < inf
n∈N
‖un‖B ≤ sup
n∈N
‖un‖B < +∞.
On va rappeler les proprie´te´s importantes des sous-suites semi-normalise´es qui convergent faiblement vers
0 dans B (“semi-normalized weakly null sequences”). Remarquons que B est ne´cessairement de dimension
infinie pour que cette notion ait un sens. Cela va notamment se traduire par le fait que ces suites ont des
sous-suites infinies constitue´es de termes line´airement inde´pendants (et meˆme beaucoup plus).
De´finition E.2. — Une suite (un)n∈N de B est une base de Schauder, si pour tout e´le´ment b ∈ B il existe
une unique suite nume´rique note´e (u?n(b))n∈N telle que la se´rie
∑
u?n(b)un converge vers b. La suite (un)n∈N
est dite basique si elle est une base de Schauder du sous-espace ferme´ de B engendre´ par les e´le´ments un.
Venons-en maintenant a` la notion de convergence inconditionnelle.
Proposition E.3. — Soit (un)n∈N une suite de B, les proprie´te´s suivantes sont e´quivalentes :
i) pour toute bijection τ de N, la se´rie
∑
uτ(n) est convergente,
ii) pour toute suite (ϑn)n∈N a` valeurs dans {−1,+1}, la se´rie
∑
ϑnun converge,
iii) la famille
∑
un est sommable.
On dit alors que la se´rie
∑
un converge inconditionnellement. Dans le point i), les sommes des se´ries∑
uτ(n) sont e´gales et on dit que
∑
un converge inconditionnellement vers cette valeur.
On de´finit alors de fac¸on e´vidente la notion de suite basique inconditionnelle.
De´finition E.4. — Une suite (un)n∈N de B est basique inconditionnelle si elle est basique et si pour tout
b ∈ Vect{un, n ∈ N} la se´rie
∑
u?n(b)un converge inconditionnellement vers b.
Le lien avec la proposition 19.1 est fait par le the´ore`me de se´lection de Bessaga-Pe lczyn´ski, on pourra
consulter [3, Theorem 3] ou [35, The´ore`me II.6, page 57].
The´ore`me E.5 (Bessaga-Pe lczyn´ski). — On suppose que B admet une base de Schauder incondition-
nelle, alors toute suite semi-normalise´e (un)n∈N de B qui converge faiblement vers 0 admet une sous-suite
basique inconditionnelle.
Nous aurons besoin du lemme e´le´mentaire suivant qui quantifie la notion de suite basique inconditionnelle.
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Lemme E.6. — Soit (un)n∈N une suite basique inconditionnelle de B, alors il existe une constante K ≥ 1
telle que pour toute suite complexe (αn)n∈N et toute suite (ϑn)n∈N a` valeurs dans {−1,+1} on a
∀N ∈ N 1
K
∥∥∥∥∥
N∑
n=0
αnun
∥∥∥∥∥
B
≤
∥∥∥∥∥
N∑
n=0
ϑnαnun
∥∥∥∥∥
B
≤ K
∥∥∥∥∥
N∑
n=0
αnun
∥∥∥∥∥
B
.
Preuve. Remarquons que, quitte a` remplacer αn par ϑnαn, il nous suffit de prouver la majoration. Sans
perte de ge´ne´ralite´, on peut supposer que (un)n∈N est une base de Schauder de B et se restreindre aux
suites (αn)n∈N telles que la se´rie
∑
αnun converge dans B. En particulier, la se´rie
∑
αnun est de la forme∑
u?n(b)un, avec b ∈ B, et converge inconditionnellement. On en de´duit les deux points :
a) pour toute suite (ϑn)n∈N a` valeurs dans {−1,+1}, la se´rie
∑
ϑnαnun converge,
b) pour tout u? ∈ B′, la se´rie ∑u?(αnun) converge inconditionnellement dans R.
D’apre`s la proposition E.3, on a
∑ |αnu?(un)| < +∞. Le the´ore`me du graphe ferme´ montre alors que
l’ope´rateur line´aire
T(αn) : B
′ → `1(N)
u? 7→ (αnu?(un))n∈N
est borne´. Pour tout entier N ∈ N, on de´duit que l’on a∥∥∥∥∥
N∑
n=0
ϑnαnun
∥∥∥∥∥
B
= sup
u?∈B′
‖u′‖≤1
∣∣∣∣∣
N∑
n=0
ϑnαnu
?(un)
∣∣∣∣∣ ≤ ∥∥T(αn)∥∥B′→`1(N) .
Comme la majoration pre´ce´dente est inde´pendante de la suite (ϑn), le the´ore`me de Banach-Steinhauss avec
(αn) = (u
?
n(b)) nous assure que les ope´rateurs line´aires
M(ϑn,N) : B → B
b 7→
N∑
n=0
ϑnu
?
n(b)un
sont uniforme´ment borne´s. Cela ache`ve notre preuve. 
Lorsque B est admet un type ou un cotype non trivial, on de´duit de ce qui pre´ce`de le re´sultat suivant.
Proposition E.7. — On suppose que B a une base de Schauder inconditionnelle, est de cotype q ∈ [2,+∞[
et de type p ∈ [1, 2]. On conside`re une suite (un)n∈N de B convergeant faiblement vers 0 et ve´rifiant
inf
n∈N
‖un‖B > 0. Alors il existe une constante K ≥ 1 et un sous-ensemble infini I ⊂ N tels que, pour toute
suite complexe (αn)n∈I a` support fini, on a
1
K
(∑
n∈I
|αn|q
) 1
q
≤
∥∥∥∥∥∑
n∈I
αnun
∥∥∥∥∥
B
≤ K
(∑
n∈I
|αn|p
) 1
p
.
Preuve. On notera que la suite (un) est semi-normalise´e car la convergence faible implique la bornitude.
On conside`re une sous-suite basique inconditionnelle (un)n∈I fournie par le the´ore`me de Bessaga-Pe lczyn´ski.
On applique alors le lemme E.6. Cela nous donne une constante K ≥ 1 tel que pour tout choix de signe
ϑn = ±1 et pour toute suite (αn)n∈I a` support fini on a
1
K
∥∥∥∥∥∑
n∈I
ϑnαnun
∥∥∥∥∥
B
≤
∥∥∥∥∥∑
n∈I
αnun
∥∥∥∥∥
B
≤ K
∥∥∥∥∥∑
n∈I
ϑnαnun
∥∥∥∥∥
B
.
En conside´rant maintenant une suite (εn)n∈I de variables ale´atoires inde´pendantes suivant une loi 12 -Bernoulli,
on obtient imme´diatement
1
K
E
[∥∥∥∥∥∑
n∈I
εnαnun
∥∥∥∥∥
B
]
≤
∥∥∥∥∥∑
n∈I
αnun
∥∥∥∥∥
B
≤ KE
[∥∥∥∥∥∑
n∈I
εnαnun
∥∥∥∥∥
B
]
.
Quitte a` changer K, la de´finition C.1 de type et de cotype ache`ve la preuve. 
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Il s’agit maintenant d’examiner l’espace de Banach Lp(X).
Proposition E.8. — Soit X un espace me´trique se´parable muni d’une mesure bore´lienne σ-finie, on note
I ⊂ X l’ensemble des atomes de µ. Pour tout p ∈ [1,+∞[, l’espace de Banach Lp(X) est line´airement
isome´trique a` Lp(0, 1)× `p(I) ou a` `p(I).
Preuve. En e´crivant X = I unionsq (X\I), il est imme´diat que Lp(X) est isome´trique a` Lp(I) × Lp(X\I) ou` I
et X\I sont munis de la mesure, note´e µ, de X. Comme I est au plus de´nombrable, on ve´rifie que Lp(I)
est isome´trique a` `p(I). En ce qui concerne Lp(X\I), si I = X il n’y a rien a` dire. Supposons I 6= X et
l’on conside`re une densite´ de probabilite´ gµ sur X\I ou` g est une fonction inte´grable strictement positive.
L’application line´aire
Lp(X\I, µ) → Lp(X\I, gµ)
f 7→ g− 1p f
est isome´trique et surjective. Il s’agit donc d’e´tudier Lp(X\I, gµ). Rappelons que la densite´ de probabilite´
gµ est re´gulie`re [49, Proposition 15.11, page 407]. Si on note (xn)n∈N une suite dense de X\I, on de´duit
que tout bore´lien B ⊂ X\I peut eˆtre approche´ en mesure par une re´union finie de boules B(xn, rn) avec rn
rayon rationnel. D’apre`s [49, Theorem 15.4, page 399], il existe un isomorphisme de tribus Φ de la tribu des
bore´liens de X\I sur la tribu des bore´liens de [0, 1]. En outre, Φ transporte la densite´ de probabilite´ gµ sur
la mesure de Lebesgue de [0, 1]. Pour toute famille finie (Bn)n de bore´liens de X\I disjoints deux a` deux,
on peut de´finir
Φ˜
(∑
n
αn1Bn
)
=
∑
n
αn1Φ(Bn).
On ve´rifie aise´ment que Φ˜ se prolonge en une isome´trie surjective de Lp(X\I) dans Lp(0, 1). 
The´ore`me E.9 (Paley). — Soit X un espace me´trique se´parable muni d’une mesure bore´lienne σ-finie,
alors Lp(X) admet une base de Schauder inconditionnelle pour tout p ∈]1,+∞[.
Preuve. D’apre`s la proposition pre´ce´dente, il suffit d’examiner le cas Lp(0, 1) × `p(I) avec I fini ou
de´nombrable. La base de Haar (fn)n∈N est une base de Schauder inconditionnelle de Lp(0, 1) ([35, Chapitre
6, The´ore`me III.8, page 261] ou [37, Theorem 2.c.5, page 155]). Le point ii) de la de´finition E.3 montre
d’abord que la base canonique (ei)i∈I de `p(I) est une base de Schauder inconditionnelle, puis que (fn, ei)(n,i)
est une base de Schauder inconditionnelle de Lp(0, 1)× `p(I). 
La proposition 19.1 de´coule imme´diatement de la proposition E.7, du the´ore`me de Paley et du fait que
l’espace de Banach Lp(X) est de type min(2, p) et de cotype max(2, p) (voir (125)).
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