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Chapter 1: Executive Summary
The generation, dissemination, and analysis of digital information
is a significant driver, and consequence, of technological change. As
data and information stewards in physical and virtual space, research
libraries are thoroughly entangled in the challenges presented by the
Fourth Industrial Revolution:1 a societal shift powered not by steam or
electricity, but by data, and characterized by a fusion of the physical
and digital worlds.2 Organizing, structuring, preserving, and providing
access to growing volumes of the digital data generated and required
by research and industry will become a critically important function.
As partners with the community of researchers and scholars, research
libraries are also recognizing and adapting to the consequences of
technological change in the practices of scholarship and scholarly
communication.
Technologies that have emerged or become ubiquitous within the
last decade have accelerated information production and have
catalyzed profound changes in the ways scholars, students, and the
general public create and engage with information. The production
of an unprecedented volume and diversity of digital artifacts, the
proliferation of machine learning (ML) technologies,3 and the
emergence of data as the “world’s most valuable resource,”4 among
other trends, present compelling opportunities for research libraries
to contribute in new and significant ways to the research and learning
enterprise. Librarians are all too familiar with predictions of the
research library’s demise in an era when researchers have so much
information at their fingertips. A growing body of evidence provides
a resounding counterpoint: that the skills, experience, and values of
librarians, and the persistence of libraries as an institution, will become
more important than ever as researchers contend with the data deluge
and the ephemerality and fragility of much digital content.
This report identifies strategic opportunities for research libraries to
adopt and engage with emerging technologies,5 with a roughly fiveyear time horizon. It considers the ways in which research library
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values and professional expertise inform and shape this engagement,
the ways library and library worker roles will be reconceptualized,
and the implication of a range of technologies on how the library
fulfills its mission. The report builds on a literature review covering
the last five years of published scholarship, primarily North American
information science literature, and interviews with a dozen library
field experts, completed in fall 2019. It begins with a discussion of
four cross-cutting opportunities that permeate many or all aspects of
research library services. Next, specific opportunities are identified in
each of five core research library service areas: facilitating information
discovery, stewarding the scholarly and cultural record, advancing
digital scholarship, furthering student learning and success, and
creating learning and collaboration spaces. Each section identifies
key technologies shaping user behaviors and library services, and
highlights exemplary initiatives.
Underlying much of the discussion in this report is the idea that “digital
transformation is increasingly about change management”6
—that adoption of or engagement with emerging technologies must
be part of a broader strategy for organizational change, for “moving
emerging work from the periphery to the core,”7 and a broader shift
in conceptualizing the research library and its services. Above all,
libraries are benefitting from the ways in which emerging technologies
offer opportunities to center users and move from a centralized and
often siloed service model to embedded, collaborative engagement
with the research and learning enterprise.

Cross-Cutting Opportunities
Engage with machine learning to improve research, learning, and
scholarly communication
Machine learning, the sub-discipline of artificial intelligence (AI)8 that
“uses collections of examples to train software to recognize patterns,
and to act on that recognition,”9 has demonstrated a remarkable
ability to match (and outpace) human performance on certain wellMapping the Current Landscape of Research Library Engagement: Executive Summary
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constrained but complex tasks, and is already incorporated into a range
of common systems and devices. The term AI has taken on a life of
its own; it is frequently invoked as an umbrella term for ML, natural
language processing (NLP), expert systems, and related technologies
that approximate human cognition. The casual use of the term AI often
erases the distinction between substantive applications (for example,
pattern and image recognition) and speculative and unproven uses
(for example, prediction, reasoning, formulating original ideas).10 In
the interests of specificity and precision, this report makes an effort
to identify specific technologies (such as ML) where possible, while
recognizing that some initiatives invoke AI even when the scope of
their activities focuses on a specific sub-technology.
As the near-term applications of ML and related technologies shape
the ways in which scholars create and engage with information,
students learn and study, and communities interact with their built
environments, libraries will be profoundly implicated, given their role
as creators, sources, and stewards of information and as educators.
Libraries can strategically engage with ML by better understanding its
affordances, limitations, and risks, and by distinguishing the genuine
accomplishments of ML and related technologies from AI hype. The
application of ML to tasks related to classification, prediction, and
pattern recognition and generation, make it particularly germane
to information discovery. A number of research libraries have
initiatives underway that apply ML, computer vision, natural language
processing, and other techniques to automate description of largescale digital collections11 and enhance discovery, access, and analysis
systems.12 A few are also leading critical discourse and educational
efforts on their campuses around the implications, ethics, and future
of ML.13 Research libraries also have opportunities for field-level
collaboration. For example, libraries could assemble the large volume
of validated and labelled training data that drive ML algorithms in
ways that aim to recognize or mitigate bias and that are sensitive to the
specific needs of cultural heritage materials.14
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Bolster services that recognize the centrality of data to the
research enterprise
Big or small, textual, numeric, or visual, in support of the humanities,
science, or interdisciplinary research, digital data and structured
knowledge have become essential and ubiquitous scholarly inputs
and first-order outputs.15 Research libraries play a key role in data
generation, dissemination, discovery, analysis, and stewardship and
can contribute to realizing the vision of a FAIR (findable, accessible,
interoperable, and reusable) data environment that advances open
scholarship.16 Over the next decade, advancing FAIR data will require
significant investment, creating myriad opportunities for libraries.
Research libraries can contribute to FAIR data by describing structured
data; building and providing access to machine-actionable and
ML-ready data sets that facilitate computationally driven research;
collaborating with domain experts to develop descriptive standards
and ontologies that support disciplinary and multi-disciplinary
research by humans and machines; and maintaining reuse-driven
repository infrastructure.17 Research libraries are developing services
that are attuned to the needs of scholars working with very large data
sets as well as the long tail of smaller, heterogeneous, unique, and often
labor-intensive data sets that support research across the disciplinary
spectrum. In their role as educators, librarians are also well-positioned
to cultivate data fluency and the technology skills required for datacentric research methods.18
Integrate the library’s services and collections with the networked
environment
Researchers operate in geographically distributed, interdisciplinary,
networked environments. Scholarly communication has also become
diversified and disaggregated. The library’s role in information
management is being reenvisioned: no longer solely a steward
of a unified local collection, the library becomes the facilitator
of a networked suite of open and extensible tools, resources,
and services. Building local research collections will eventually
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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diminish in importance, while curation and facilitated access to
information become critical.19 Research libraries are leveraging
emerging technologies to make their services and collections
interoperable and more seamlessly integrated into the lives and work
of their constituents. For example, research libraries are ensuring
that their unique digital collections—including digitized special
collections, institutionally published content, and expert profiles—
are interoperable with web-scale and federated discovery tools, by
creating harvestable, machine-readable metadata, and associating
them with persistent identifiers. As research praxis routinely crosses
institutional and geographic boundaries, research libraries also have
opportunities to act consortially or outside of their local framework to
maximize their impact. Research libraries could, for example, develop
coordinated models of research data stewardship in which individual
institutions assume responsibility for a segment of data (such as data
defined by domain or type) based on local strengths and capacity.20
Conversely, libraries could contribute their expertise to initiatives
that are not affiliated with or hosted by their (or any) campus, such as
specialized “data communities.”21
Cultivate privacy awareness and privacy services
Emerging technologies are redefining expectations of privacy and
creating tensions around the ethical use of personal data. The ease
of constant surveillance is facilitated in physical space by Internet
of Things (IoT) technologies that collect continuous streams of
data, and in virtual space by the collection of digital analytics by
campus and third-party systems. ML tools can process this data with
remarkable speed and precision, making genuine data de-identification
nearly impossible. As students and scholars come to expect (datadriven) personalized digital services and campuses expect to reap
the benefits of large-scale data analytics, libraries will have critical
choices to make. Research libraries can play a key role in helping
their campus communities develop a nuanced understanding of
privacy in physical and digital space. In their own work, libraries can
commit to transparent data collection retention and use policies, and
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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conscious, thoughtful management and control of personal information.
This includes negotiating vendor agreements that protect reader
privacy,22 offering trade-offs between privacy and personalization where
appropriate,23 and establishing boundaries around their participation in
campus-wide data collection efforts.24
A genuine commitment to privacy may become one of the library’s
fundamental distinguishing features;25 many libraries are working to
provide (physical and virtual) spaces that consciously minimize and
make transparent the ways in which users may be tracked or their data
collected. Libraries have an opportunity to position themselves as leaders
in privacy education and privacy-aware approaches to personalization,
learning analytics, and the use of tracking technologies on campus. A
core component of user-centered library services will be positioning
users at the center of discussions about the ethical use of user data and
the implementation of tracking devices, algorithmic decision-making
tools, and other potentially invasive technologies in libraries.

Facilitating Information Discovery and Use
Invest in user-centered discovery tools
The widespread adoption of web-scale discovery tools, combined with
a landscape of information overabundance, has upended “the notion
that the library attempts to licence or provide access to all [published]
material” and instead has prompted libraries to focus on creating
and licensing discovery tools and services that navigate and curate
content.26 Some of the most promising uses of emerging technologies
to make search and discovery more user-centered include various
kinds of enhanced search, NLP-based automated text-processing tools,
recommendation systems, and personal assistants. While libraries may
develop homegrown solutions, most of these tools will be commercial
products, making them potentially problematic with regard to privacy.
Aspirationally, these technologies expand discovery beyond simple
search and retrieval, reconceptualizing it as a process of exploration and
engagement with networked information.
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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Reveal hidden digital collections through enhanced description
The acceleration of digitization and born-digital content creation
has left libraries facing an ever-increasing backlog of resource
description to drive traditional collection discovery and navigation
tools and methods. As libraries place increasing value on their unique
local collections, they need new ways of making those collections
discoverable and navigable to internal and external audiences,
both human and machine. A number of academic libraries are
experimenting with technologies such as ML algorithms (including
facial recognition and image recognition/classification) and natural
language processing to automate metadata creation, improve
discoverability of visual information, and provide unprecedented
access to their rich digitized and born-digital collections.
Expose library collections beyond library systems
As information becomes distributed, diversified, and open, researchers
prefer web-scale discovery tools that aggregate resources from
a range of sources over siloed library catalogs and digital asset
management systems.27 Research libraries have a number of strategic
opportunities to integrate library collections with a range of other
open, digital resources, enriching the information available to users
on the open web. Research libraries are meeting users where they are
by implementing search engine optimization techniques; exposing
metadata for harvesting by aggregators, such as the Digital Public
Library of America; providing application programming interfaces
(APIs) that permit new forms of computational engagement
with collections; adopting interoperability standards, such as the
International Image Interoperability Framework (IIIF),28 to facilitate
discovery and reuse; and participating in linked open data (LOD)
initiatives. The shift towards revealing local collections to external
audiences rather than the reverse, a trend Lorcan Dempsey has called
the “inside-out library”29 and one component of what other authors
have termed the “library as platform,”30 is a natural consequence of an
open, oversaturated, and networked information landscape.
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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Stewarding the Scholarly and Cultural Record
Advance open research and publishing practices
By supporting open research practices—including the adoption of
open metadata standards, creation of machine-readable publications,
and deposit of outputs (including underlying data and code) in open
repositories—libraries make research more discoverable, reusable,
reproducible, and durable. These practices improve both the quality
of scholarship itself and the quality and manageability of the scholarly
record. Libraries play a critical role in achieving FAIR (findable,
accessible, interoperable, and reusable) research data through their
curation, education, and preservation activities.31 Realizing the vision
of FAIR scholarship will be a central challenge for the research
community over the next decade.
Reinforce integrity and trust in the scholarly and cultural record
Memory institutions are built on trust: the trust that materials
under their stewardship are authentic, immutable, and preserved in
perpetuity or de-acquired through a transparent and well-understood
process. Emerging technologies pose new challenges for fulfilling the
role of trusted steward. The assurance of authenticity, for example,
is threatened by the ease of manipulating and altering digital media,
and the complexities of determining provenance of digital materials.
Deep fakes—counterfeit video, audio, still images, and textual content
created using ML—pose a particular challenge. Research libraries
have a range of digital forensics tools at their disposal to authenticate
digital artifacts and collections at the time of accession and throughout
their life cycle. They are also identifying secure pathways—possibly
involving distributed ledger technologies (such as blockchain) and
public key infrastructure (PKI)—to acquire copies of digital objects
from sources they trust, documenting and proving the chain of
custody, and any changes that have been made to it along the way.32
After accessioning, fixity checking continually proves objects and
collections do not change over time, due to degradation of the content,
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or to intentional or accidental manipulation. Underlying all of these
processes is the need to maintain security and integrity of computing
and storage operations in the face of cyberattacks33 and natural
disasters. Finally, librarians also help their constituents develop the
skills needed to assess and critically engage with the integrity and
reliability of information.
Preserve the evolving scholarly and cultural record
The expanded scholarly and cultural record has amplified both the
technical and social barriers to achieving digital preservation at scale.
On the technical front, emerging technologies have led to new types of
research and creative outputs that require new approaches to digital
preservation, as well as an unprecedented rate of digital content
creation. Software, 3-D data, dynamic web content, and the inputs
and outputs of ML, among other media, push the limits of established
digital preservation practices. The digital cultural and historical
record—the massive volumes of digital images and video, news, social
media posts, and other web-based content that constitute essential
evidence for present and future scholarship—will be incompletely
preserved its scale and complexity.34 Addressing the thorny questions of
what can and should be preserved over the long term, will require deep
cross-institutional coordination and cooperation.35 On the social front,
the distributed and licensed nature of digital scholarly and cultural
content presents legal, administrative, and financial barriers. Even
as emerging technologies have destabilized the digital preservation
environment, they have also offered new solutions and opportunities.
A few libraries—and their collaborators in computer science and
information technology departments—are leveraging developments in
containerization, distributed ledger technologies (such as blockchain),
new storage media, and automation of digital preservation practices
through ML to help ensure that the expanded scholarly record remains
accessible well into the future.

Mapping the Current Landscape of Research Library Engagement: Executive Summary

13

Advancing Digital Scholarship
Develop data services that work for big data36 and small data
across disciplines
Academic and research libraries are natural partners with others
involved in data management activities, and many maintain robust
and active research data management services. Librarians have the
disciplinary, information management, and technology expertise
required to manage data throughout its life cycle. The profile of
library data services is being shaped by a number of forces, including
the expanding emphasis on data-driven research in humanities and
social sciences fields and the need for infrastructure and services
that recognize data as a living asset. As they work with complex,
heterogeneous, and mutable data sets, scholars need tools and
education that facilitate analysis, sharing, and preservation. Emphasis
on data use and reuse has profound implications for repository
infrastructure, entailing a shift from infrastructure optimized for
storage and retrieval to one optimized for analysis and sharing.37
While a few libraries have made strides in this area, most data
repository services remain focused on helping scholars meet federal
and funder requirements around data deposit. Research libraries also
face challenges as they design data services and infrastructure that
are sensitive to discovery and analysis methods that vary widely by
discipline.
Provide and sustain machine-actionable collections
Some of the most innovative digital scholarship work uses
computational processes to derive new insights from vast troves of
digital and digitized content held in library collections. Text and
data mining have gained traction with many scholars in a range of
disciplines as they seek more nuanced methods of discovery and
analysis.38 Machine-actionable collections enable researchers to go
beyond simple information retrieval, treating collections (including
their metadata, full-text, and relationships) as the input for powerful
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computational processes. Such initiatives as the Collections as Data
project encourage cultural heritage institutions to thoughtfully develop
digital collections (licensed, purchased, and unique) and allied services
(for example, workshops, consultations, digital platforms) that support
“computationally-driven research and teaching.”39 This means not
only making digital collections available online, but providing them
as structured, machine-actionable data sets. Machine-actionable
collections are essential not only for human-driven computational
research, but for the development of new ML tools, which rely on large
quantities of structured data to become proficient at a task. Libraries
can apply their “expertise and practical experience in creating and
managing classification systems” to develop ML training sets that serve
the needs of cultural heritage institutions.40
Deliver data science education and consultation
Data science proficiency has rapidly become a core competency for
researchers and students, as scholars in many or most disciplines
routinely rely on computational data analysis in their research and
learning.41 Research libraries can cultivate the data science skill sets
to sustain and expand these practices. Some research libraries have
identified a niche in providing tailored educational offerings for
faculty members and students outside of STEM fields, who may lack
opportunities within their department or program of study.42 These
informal educational programs can help undergraduate and graduate
students in all disciplines become proficient in common data science
tools (such as electronic lab notebooks), techniques (such as web
scraping), research data management practices, compliance with
funder and federal policies, and open science principles.

Furthering Learning and Student Success
Build digital fluency and digital scholarship skill sets
Research libraries provide a range of informal education and
consultation to impart the digital skills that contribute to the academic
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and professional success of undergraduates, graduate students,
and early career researchers. These include workshops that teach
concrete digital scholarship and coding skills, such as programming
languages,43 software carpentry,44 and data visualization;45 research
data management and open science practices; and scholarly
communications topics such as copyright, identity management, and
navigating academic publishing. Longer-term cohort-based educational
programs have also become popular. These programs often encourage
interdisciplinary engagement with an emerging technology over the
course of a semester or longer.46 A few research libraries have also
launched formal programs that fill gaps in the academic curriculum,
for example, the Temple University Libraries’ interdisciplinary cultural
analytics certificate.47 In addition to digital scholarship skills, research
libraries have opportunities to help students critically engage with
and optimize their use of a new generation of productivity tools, many
powered by ML, that promise to assist users in a range of tasks related
to learning and study.
The ease of publishing information and misinformation on the web, the
growing sophistication of counterfeit content, and the use of black box
algorithms to generate and display information mean that achieving
digital fluency48 also requires that students be able to interpret and
evaluate an unprecedented array of new media formats and sources.
Students need to understand not only the credibility and reliability
of textual media, they need data and algorithmic literacy skills,
strategies for distinguishing between genuine and manipulated or
fabricated digital content, and an understanding of online data privacy.
Libraries are well-positioned to deliver an expanded digital fluency
curriculum in partnership with faculty members, campus IT, and other
collaborators.
Foster critical engagement with and access to emerging
technologies for all students
As third spaces, independent from any campus department, libraries
have become hubs of technology access for students in all majors.
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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Technology-rich learning and information commons, collaboration
studios, makerspaces, and labs are now commonplace in libraries.
Locating digital scholarship centers within libraries can help
to democratize and de-silo access to cutting edge technologies,
encouraging cross-disciplinary collaboration and discovery.49 These
spaces provide access to specialized software and hardware for
fabrication (such as 3-D printers, computer-aided design and drafting
software); visualization (such as high-resolution displays); immersive
reality (such as VR headsets); and other digital research and creation
methods. When libraries apply their existing expertise as educators to
new forms of knowledge production, they can help their communities
thoughtfully and productively engage with technology in these spaces.
Librarians are equally well-positioned to collaborate with faculty
on the pedagogically grounded integration of technologies such as
immersive reality and information visualization in the classroom.

Creating and Managing Learning and Collaboration Spaces
Create dynamic, networked spaces that promote new forms of
inquiry
While leading-edge technology is often most conspicuous in
makerspaces and labs, some of its most transformative potential lies in
the seamless and often invisible integration of emerging technologies
into the full library-visitor experience. The use of Internet of Things
technologies presents a particularly compelling opportunity for library
spaces (whether in the library building or embedded in shared spaces
around campus) and services to dynamically adapt to user behaviors.
The ubiquitous integration of sensors and networked technologies into
the library’s physical spaces could transform it into “a living-learning
lab that senses and studies human dynamics, human-computer
interactions, and human-building interactions.”50 Libraries have an
opportunity to pioneer inclusive, privacy-aware approaches to this
integration of sensing technologies in the public sphere. Creating
networked library spaces complements the library’s role as data
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provider and steward, as a node for digital information discovery, and
as a promoter of critical engagement with emerging technologies and
the changing nature of research and information behavior.
Enhance the user experience in library spaces
Emerging technologies offer a range of opportunities for libraries to
make spaces more welcoming, navigable, interactive, comfortable,
and productive. Libraries are experimenting with the Internet of
Things (IoT), particularly beacon technology, to create self-guided
library tours and navigational aids,51 build augmented reality (AR)
exhibits,52 provide location-specific mobile alerts,53 help users locate
materials in the library stacks,54 and facilitate access to bookable
or restricted spaces or items.55 Emerging technologies can also be
deployed to enhance a sense of community within library spaces.
Several speculative apps propose to help users locate and connect with
others in a library space who share their interests, allowing them to
form study or collaboration groups on the fly.56 As they engage with
beacons, wearables, and location-based apps, libraries are cognizant
of implications around privacy and intellectual freedom, and are
developing best practices for privacy-aware implementation of IoT
technologies in library spaces.57

Conclusion
Research libraries can bring values-based decision-making to bear
as they find the right balance in their approach to adopting and
experimenting with emerging technologies—the balance between
agility and sustainability, convenience and privacy, transformation
and persistence. As emerging technologies such as machine learning,
immersive reality, and the Internet of Things change the ways
researchers and students engage with information, libraries have
opportunities to advance their contributions to the research and
learning enterprise. As adopters of these technologies, research
libraries can make information more discoverable, reusable, and
durable. As educators, library workers can help their communities
Mapping the Current Landscape of Research Library Engagement: Executive Summary
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critically and productively engage with technology in the service of
research and learning.
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Chapter 2: Introduction, Methodology, and CrossCutting Opportunities
Introduction
The generation, dissemination, and analysis of digital information
is a significant driver, and consequence, of technological change. As
data and information stewards in physical and virtual space, research
libraries are thoroughly entangled in the challenges presented by the
Fourth Industrial Revolution:1 a societal shift powered not by steam or
electricity, but by data, and characterized by a fusion of the physical
and digital worlds.2 Organizing, structuring, preserving, and providing
access to growing volumes of the digital data generated and required
by research and industry will become a critically important function.
As partners with the community of researchers and scholars, research
libraries are also recognizing and adapting to the consequences of
technological change in the practices of scholarship and scholarly
communication.
Technologies that have emerged or become ubiquitous within the
last decade have accelerated information production and have
catalyzed profound changes in the ways scholars, students, and the
general public create and engage with information. The production
of an unprecedented volume and diversity of digital artifacts, the
proliferation of machine learning (ML) technologies,3 and the
emergence of data as the “world’s most valuable resource,”4 among
other trends, present compelling opportunities for research libraries
to contribute in new and significant ways to the research and learning
enterprise. Librarians are all too familiar with predictions of the
research library’s demise in an era when researchers have so much
information at their fingertips. A growing body of evidence provides
a resounding counterpoint: that the skills, experience, and values of
librarians, and the persistence of libraries as institutions, will become
more important than ever as researchers contend with the data deluge
and the ephemerality and fragility of much digital content.
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This report identifies strategic opportunities for research libraries to
adopt and engage with emerging technologies,5 with a roughly fiveyear time horizon. It considers the ways in which research library
values and professional expertise inform and shape this engagement,
the ways library and library worker roles will be reconceptualized, and
the implication of a range of technologies on how the library fulfills its
mission. The report builds on a literature review covering the last five
years of published scholarship—primarily North American information
science literature—and interviews with a dozen library field experts,
completed in fall 2019. It begins with a discussion of four cross-cutting
opportunities that permeate many or all aspects of research library
services. Next, specific opportunities are identified in each of five core
research library service areas: facilitating information discovery and
use, stewarding the scholarly and cultural record, advancing digital
scholarship, furthering learning and student success, and building and
managing learning and collaboration spaces. Each section identifies
key technologies shaping user behaviors and library services, and
highlights exemplary initiatives.
Underlying much of the discussion in this report is the idea that
“digital transformation is increasingly about change management”6—
that adoption of or engagement with emerging technologies must
be part of a broader strategy for organizational change, for “moving
emerging work from the periphery to the core,”7 and a broader shift
in conceptualizing the research library and its services. Above all,
libraries are benefitting from the ways in which emerging technologies
offer opportunities to center users and move from a centralized and
often siloed service model to embedded, collaborative engagement
with the research and learning enterprise.

Methodology
The research for this report included a literature review and semistructured interviews with experts in the library field. The author
performed a review of library literature, focusing on publications
appearing within the past five years. The literature review included
Mapping the Current Landscape of Research Library Engagement: Introduction, Methodology, and
Cross-Cutting Opportunities

29

publications that summarized and speculated on current and future
technology trends in general, as well as case studies and theoretical
treatments of a range of specific technologies and their adoption in
the cultural heritage sector. The author conducted semi-structured
interviews with a dozen library community experts, including library
deans and directors and information science faculty members, in fall
2019. The author asked the interviewees to reflect on the potential
impacts of emerging technologies, the most compelling examples of
library adoption, pitfalls and challenges of adopting new technologies,
and the future of library services in the information age.
This report is structured around five key library roles: facilitating
information discovery and use, stewarding the scholarly and cultural
record, advancing digital scholarship, furthering learning and student
success, and building and managing learning and collaboration spaces.
The report addresses both the implications of emerging technologies
on the changing needs and behaviors of library constituents, and the
adoption of emerging technologies within academic and research
libraries. Therefore, each section begins with a brief landscape
overview that discusses a number of relevant societal and technological
shifts and their implications for aspects of the library mission. Next,
each section identifies strategic opportunities for libraries to engage
with and adopt emerging technologies to enhance and develop services,
form new partnerships, and continue to support the research and
learning mission of their institutions. The discussion of each strategic
opportunity includes concrete, current examples from academic and
research libraries. Each section concludes with a summary of key
takeaways. Readers will find that some sections of this report have less
extensive coverage. Uneven coverage generally reflects the fact that
library engagement with emerging technologies in each of these areas
is also uneven, at least as measured in the published literature.
A glossary at the end of the report defines selected terms that may be
unfamiliar to the reader, that have ambiguous usage in common speech,
or that have a specific meaning within the context of this report.
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Cross-Cutting Opportunities
A number of opportunities emerged from the literature and expert
interviews that transcend any one area of research library services.
These cross-cutting opportunities relate to the technologies that have
already seen the most widespread or productive engagement and
adoption within research libraries, the societal trends that are shaping
research and learning activities most profoundly, and the ways in
which both technological and societal shifts intersect with the research
library’s identity and mission.
Engage with Machine Learning to Improve Research, Learning,
and Scholarly Communication
Machine learning, the sub-discipline of artificial intelligence (AI)8 that
“uses collections of examples to train software to recognize patterns,
and to act on that recognition,”9 has demonstrated a remarkable
ability to match (and outpace) human performance on certain wellconstrained but complex tasks, and is already incorporated into a range
of common systems and devices. The term AI has taken on a life of
its own; it is frequently invoked as an umbrella term for ML, natural
language processing (NLP), expert systems, and related technologies
that approximate human cognition. The casual use of the term AI often
erases the distinction between substantive applications (for example,
pattern and image recognition) and speculative and unproven uses
(for example, prediction, reasoning, formulating original ideas).10 In
the interests of specificity and precision, this report makes an effort
to identify specific technologies (such as ML) where possible, while
recognizing that some initiatives invoke AI even when the scope of
their activities focuses on a specific sub-technology.
As the near-term applications of ML and related technologies shape
the ways in which scholars create and engage with information,
students learn and study, and communities interact with their built
environments, research libraries will be profoundly implicated,
given their role as creators, sources, and stewards of information
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and as educators. Many of the experts interviewed for this report
identified ML as the most significant emerging technology for
research libraries given its implications for the entire research and
learning enterprise. This view is consistent with others in the field,11
and reflected in a flurry of activity in cultural heritage and scholarly
communications applications of ML. As ML approaches the peak
of inflated expectations,12 library experiments have proliferated.
These tend to be one-off or first-of-a-kind projects that leverage ML
in service of digital scholarship (for example, machine-generated
metadata, natural language processing of large text corpora), with
varying degrees of success. With a few notable exceptions, libraries
are not yet systematically engaging with ML in ways that recognize its
transformative potential across the full range of academic and research
library services and activities. None of the 25 research-intensive
libraries surveyed for a 2018 study mentioned ML or AI in their
strategic plans.13
To move from ad hoc to strategic engagement with ML, libraries can
cultivate a nuanced understanding of its affordances, limitations, and
risks, and differentiate the genuine accomplishments of ML and related
technologies from AI hype. Princeton University computer science
professor Arvind Narayanan provides a simple litmus test to distinguish
genuinely useful applications of AI and ML from problematic and
unproven uses.14 AI has shown demonstrable success for perceptionrelated tasks (for example, facial recognition, medical diagnosis from
images). It is making progress on tasks related to automating judgment
(for example, spam detection, grading essays). However, Narayanan
describes the premise that AI can be used for predictive analytics,
especially predicting social outcomes (such as predicting criminal
recidivism or job success), as “fundamentally dubious.” Further, AI
tools remain easy to fool and manipulate. They can be easily co-opted
by bad actors for purposes never envisioned by their creators;15 they
can be gamed and manipulated for commercial or political gain. ML’s
reliance on human judgment and human-assembled training data make
it particularly susceptible to problems of bias.16
Mapping the Current Landscape of Research Library Engagement: Introduction, Methodology, and
Cross-Cutting Opportunities

32

The potential applications of AI and ML to research library workflows
are myriad, from describing resources to providing reference
services. Strategic investment in ML, informed by the ways emerging
technologies have transformed user needs, can help libraries streamline
longstanding processes. Perhaps more importantly, it can reinvent
the ways in which they carry out their missions. For instance, ML’s
facility with tasks related to classification and pattern recognition and
generation make it particularly germane to information discovery. A
number of research libraries have initiatives underway that apply ML,
computer vision, natural language processing, and other techniques to
automate description of large-scale digital collections17 and enhance
discovery, access, and analysis systems.18
Principles of human-centered ML encourage librarians to “design
an intelligent information system that respects the sources, engages
critical inquiry, fosters imagination, and supports human learning
and knowledge creation.”19 Human-centered AI does not replace
human agency, human creativity, or human judgment. Rather it
augments capacity, opens up new avenues of discovery, and enhances
human potential by balancing high levels of automation with high
levels of human control.20 Libraries’ longstanding interest in humancomputer interaction for information retrieval and discovery, and
the recent emphasis on user experience design in libraries, provide
groundwork for research library involvement in the human-centered
ML tools scholars need to create and engage with digital content. The
entities such as labels, tags, and metadata generated by ML require
infrastructure for preservation, and new approaches to metadata
display that thoughtfully and ethically unite machine- and humangenerated information.21
Finally, several libraries are leading critical discourse and educational
efforts on their campuses around the implications, ethics, and future
of ML.22 Research libraries also have opportunities for field-level
collaboration. For example, libraries could assemble the large volume
of validated and labeled training data that drive ML algorithms in
ways that aim to recognize or mitigate bias and that are sensitive to
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the specific needs of cultural heritage materials.23 The US national
AI strategy includes several points of engagement for libraries,
including: understanding and addressing the ethical, legal, and
societal implications of AI; developing shared public data sets and
environments for AI training and testing; and measuring and evaluating
AI technologies through standards and benchmarks.24
Bolster Services That Recognize the Centrality of Data to the
Research Enterprise
Big or small, textual, numeric, or visual, in support of the humanities,
science, or interdisciplinary research, digital data and structured
knowledge have become essential and ubiquitous scholarly inputs
and first-order outputs.25 Research libraries play a key role in data
generation, dissemination, discovery, analysis, and stewardship and
can contribute to realizing the vision of a FAIR (findable, accessible,
interoperable, and reusable) data environment that advances open
scholarship.26 Over the next decade, cultivating a FAIR data ecosystem
will require significant investment, creating myriad opportunities for
libraries. Research libraries can contribute to FAIR data by describing
structured data; building and providing access to machine-actionable
and ML-ready data sets that facilitate computationally driven research;
collaborating with domain experts to develop descriptive standards
and ontologies that support disciplinary and multi-disciplinary
research by humans and machines; and maintaining reuse-driven
repository infrastructure.27 Research libraries are developing services
that are attuned to the needs of scholars working with very large data
sets as well as the long tail of smaller, heterogeneous, unique, and often
labor-intensive data sets that support research across the disciplinary
spectrum. In their role as educators, librarians are also well positioned
to cultivate data fluency and the technology skills required for datadriven research methods.28
The rise of data as both “scholarly output”29 and input has expanded
research library roles in facilitating access to data collections as source
material, and providing solutions for long-term data stewardship.
Mapping the Current Landscape of Research Library Engagement: Introduction, Methodology, and
Cross-Cutting Opportunities

34

Libraries recognize that “data is the currency of science,” and that “[t]
o be able to exchange data, communicate it, mine it, reuse it and review
it is essential to scientific productivity, collaboration and to discovery
itself.“30 Research libraries have responded by licensing data sets for
research, providing curated access to publicly available data, offering
guidance on intellectual property laws relevant to the use and reuse of
data, and providing the infrastructure for use-and-reuse-driven data
repositories. Libraries recognize that data stewardship increasingly
requires access to the code and computing environments used to
produce or analyze data, and are developing solutions to ensure that
data is saved with this critical context.
Research libraries are also applying FAIR data principles to one of their
most valuable troves of digital information: library digital collections.
Making library collections machine-actionable enables new forms of
inquiry and gives new life to one of the library’s foundational services:
collection stewardship. Some of the most innovative digital scholarship
work uses computational processes to derive new insights from vast
troves of digital and digitized content held in library collections.
Machine-actionable collections enable researchers to go beyond simple
information retrieval, treating collections (including their metadata,
full-text, and relationships) as the input for powerful computational
processes. Initiatives such as the Collections as Data project encourage
cultural heritage institutions to thoughtfully develop digital collections
(licensed, purchased, and unique) that support “computationallydriven research and teaching.”31
The clear and urgent need for data services has led many libraries to
hire dedicated data librarians and build data services portfolios and
data repositories. Still, a 2017 survey found that around a quarter of R1
universities (doctoral universities with the highest level of research
activity) had no dedicated data librarians on staff and that the average
number of data librarians at R1 institutions was slightly over two.32 The
next several years may see libraries redefining roles and adding new
positions in these areas to meet demand for data services, growing
capacity for creating and sustaining machine-actionable collections,
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and contending with large volumes of data that the library collects and
manages.
Integrate the Library’s Services and Collections with the
Networked Environment
Researchers operate in geographically distributed, interdisciplinary,
networked environments. Scholarly communication has also become
diversified and disaggregated. The idea that research library services
and infrastructure will also become increasingly outwardly focused,
interoperable, and collaborative permeated the literature and the
discourse of experts interviewed for this report. The formulations of
library as platform, inside-out-library, and interoperable library, all
allude to this central concept.
Research libraries are leveraging emerging technologies to make their
services and collections interoperable and more seamlessly integrated
into the lives and work of their constituents. For example, research
libraries are ensuring that their unique digital collections—including
digitized special collections, institutionally published content, and
expert profiles—are interoperable with web-scale and federated
discovery tools, by creating harvestable, machine-readable metadata,
and associating them with persistent identifiers. The research library’s
role in information management is being reenvisioned: no longer
solely a steward of a unified local collection, the library becomes the
facilitator of a networked suite of open and extensible tools, resources,
and services. Building local research collections will eventually
diminish in importance, while curation and facilitated access to
information become critical.33 As research praxis routinely crosses
institutional and geographic boundaries, research libraries also have
opportunities to act consortially or outside of their local framework to
maximize their impact. Research libraries could, for example, develop
coordinated models of research data stewardship in which individual
institutions assume responsibility for a segment of data (such as data
defined by domain or type) based on local strengths and capacity.34
Conversely, libraries could contribute their expertise to initiatives
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that are not affiliated with or hosted by their (or any) campus, such as
specialized “data communities.”35
Cultivate Privacy Awareness and Privacy Services
Emerging technologies are redefining expectations of privacy and
creating tensions around the ethical use of personal data. The ease
of constant surveillance is facilitated in physical space by Internet
of Things (IoT) technologies that collect continuous streams of
data, and in virtual space by the collection of digital analytics by
campus and third-party systems. ML tools can process this data
with remarkable speed and precision, making genuine data deidentification nearly impossible. As students and scholars come to
expect (data-driven) personalized digital services and as campuses
expect to reap the benefits of large-scale data analytics, libraries will
have critical choices to make. Research libraries can play a key role
in helping their communities develop a nuanced understanding of
privacy in physical and digital space. In their own work, libraries
can commit to transparent policies on data collection, retention, and
use, as well as conscious, thoughtful management and control of
personal information. This includes negotiating vendor agreements
that protect reader privacy,36 offering trade-offs between privacy and
personalization where appropriate,37 and establishing boundaries
around library participation in campus-wide data-collection efforts.38
A genuine commitment to privacy may become one of the research
library’s fundamental distinguishing features;39 many libraries are
working to provide (physical and virtual) spaces that consciously
minimize and make transparent the ways in which users may be
tracked or their data collected. Libraries have an opportunity to
position themselves as leaders in privacy education and privacy-aware
approaches to personalization, learning analytics, and the use of
tracking technologies on campus. A core component of user-centered
library services will be positioning users at the center of discussions
about the ethical use of user data and the implementation of tracking
devices, algorithmic decision-making tools, and other potentially
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invasive technologies in libraries. At least two libraries—the New
York Public Library and the University of Colorado Boulder—have
formalized their commitment to privacy by creating a dedicated
privacy officer position.40
Libraries are also scrutinizing their existing practices to ensure they
align with commitments to protecting user data. Libraries’ active
and passive collection of user data—which may be identifiable,
sensitive, and valuable—as well as their role as stewards of trustworthy
information, profoundly implicates them in privacy and cybersecurity
issues. Despite libraries’ best intentions, they may be collecting
and retaining data in ways that present risks to users or allow data
collection by third-party platforms, which can expose user data to
disclosure “by legal means, by hacking, or by human error.”41 Libraries
can work internally and with their campus partners to determine their
level of tolerance for data collection by external vendors, and negotiate
licenses in ways that mitigate these risks.
On campus, libraries have an opportunity to position themselves as
leaders in data-governance initiatives (which often have implications
for student privacy), and collaborators in campus-wide privacy
education and privacy-aware approaches to personalization, learning
analytics, and the use of tracking technologies on campus.
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Chapter 3: Facilitating Information Discovery and
Use
Landscape Overview
The library’s role as connector between researchers and information
has evolved over hundreds of years. Historically, libraries amassed and
disseminated broad and deep collections of print and digital resources
to their local communities. To many constituents, this remains the
primary perceived function of libraries today. Libraries continue
to invest significant portions of their annual budgets to license and
purchase information resources, and continue to use collection size as
a primary metric of quality and value.1 Academic libraries are adept at
managing discrete publications: negotiating licenses and purchasing
agreements, making content “discoverable via institutional systems
populated with hand-crafted metadata,”2 and ensuring long-term
preservation. However, this model is being rapidly disrupted and
displaced by a “greatly expanded scholarly record—one that is less
dependent on papers and articles, and that is increasingly expressed
in terms of networks of links and associations among diverse research
artifacts.”3 The expanded scholarly record has engendered three
interrelated challenges for library discovery and access.
1. The types of information researchers seek is changing.
Researchers increasingly require access to information resources
outside the traditional scope of library collections, from massive
data sets, to visualizations, three-dimensional objects, and
computer models. Many researchers work outside of and across
traditional disciplinary boundaries and require information
sources from a range of fields of study. For some researchers,
metadata, rather than published content, may be the primary
object of study.
2. What researchers intend to do with that information is
changing. Researchers increasingly expect to mine, process, and
analyze content. With knowledge production rapidly outpacing
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human processing capacity, researchers will increasingly rely
on machines to parse and interpret information. For example,
experiments in unsupervised text mining of the scientific
literature have demonstrated that the data in the existing
published scientific literature contains a wealth of unrecognized
discoveries.4 Only by analyzing this content at scale can scholars
identify the overlooked patterns and connections embedded in
the scholarly record.
3. How researchers go about looking for that information is
changing. Researchers increasingly expect search and discovery
interfaces that support a range of inputs and outputs. For
example, new math-aware search engines allow users to enter
mathematical equations as search terms and return results based
on similarities in either the structure or meaning of the equation.5
The Dig That Lick project searches its large-scale corpus of jazz
recordings for pattern similarities based on a user’s input on a
virtual keyboard.6 In addition to accepting non-textual inputs,
researchers increasingly expect searches to return personalized,
context-aware results. As search practices vary widely by
discipline, scholars desire discovery tools that align with their
field’s research methods and expectations.
Together, these changes in scholarly expectations signal a future
in which the library catalog and other local discovery systems will
diminish in value, in favor of web-scale discovery. The library’s role
in discovery is undoubtedly shifting, a trend accelerated by emerging
technologies such as machine learning (ML). One expert interviewed
for this report remarked that “the internet has put us [libraries] on a
collision course with the world,” threatening to disintermediate the
library in the discovery process.7 Some experts have suggested that
commercial web-scale search may entirely replace local academic
library discovery systems.8
Much of the literature on the future of discovery in libraries, along with
the expert interviews conducted for this report, provides a resounding
counterpoint. Authors and interviewees suggest that the networked
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environment presents a number of strategic opportunities for libraries,
specifically related to helping researchers optimize their use of MLenhanced search applications, text-mining tools, and other approaches
to sifting through the data deluge;9 making unique digital collections
available and discoverable at an unprecedented scale; and meeting
users where they are by making unique local resources available in
web-scale discovery environments.10 Key emerging technologies with
an impact on discovery include ML, natural language processing
(NLP), and computer vision.
The following sections detail these opportunities and highlight
examples of academic and research library engagement with the range
of emerging technologies that are driving and responding to changes in
how scholars discover, use, and create information.

Strategic Opportunities
Invest in user-centered discovery tools
The widespread adoption of web-scale discovery tools, combined with
a landscape of information overabundance, may “completely upend
the notion that the library attempts to licence or provide access to all
[published] material” and instead prompt libraries to focus on licensing
(ML-powered) tools and services that navigate and curate content.11
An increasing emphasis on user-centered discovery positions the
user, rather than the collection, as the organizing principle within a
discovery environment.12 Manifestations of this user focus include
expanding functionality beyond “search and retrieval” to enable
users to actively engage with, interact with, and supplement library
collections.13 Known-item and exploratory search can be supplemented
with “current awareness” tools, that is, mechanisms that help scholars
keep up with developments in their field;14 automated text-processing
tools that provide just-in-time article summaries; visualizations of
the connections between different resources; the ability to create and
curate personal collections that include library-held and external
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resources; or scholarly profiles that showcase a researcher’s work and
allow them to set up a personalized feed of newly published research
based on their interests.
Some of the most promising uses of emerging technologies to make
search and discovery more user-centered include ML-enhanced
search, automated text-processing tools, recommendation systems,
and virtual assistants. The following sections discuss each in more
detail, including several examples of academic library adoption or
engagement in each area.
ML-enhanced search
Many academic library search interfaces primarily rely on keyword
matching against the full-text of a publication or its metadata record.
This approach to information retrieval can be onerous for users,
who must experiment with different search terms and combinations,
contend with incomplete metadata, and sift through large volumes
of search results. As one expert interviewed for this report noted,
keyword search makes interdisciplinary research particularly difficult,
as it often fails to bring together “parallel conversations.”15
A range of new search and discovery tools are challenging the centrality
of simple keyword search, or enhancing its power through machine
learning. The options available to libraries and scholars include several
tools tailored to academic literature discovery, including Yewno,16 Iris.
ai,17 Dimensions,18 and Semantic Scholar,19 among others, which rely
on NLP and other machine learning to enhance search results.20 These
new tools tout semantic search capabilities, which attempt to return
results based on a query’s meaning, rather than specific keywords.
These and other search tools, which understand the semantic meaning
of queries and can build associations between different disciplinespecific terms for the same concept, will significantly lower barriers for
scholars aiming to discover literature across domains.
Some next-generation discovery tools also aim to produce a more
serendipitous search experience, one in which users can discover
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unlikely sources and unexpected connections. Google’s Talk to Books
experiment, for example, uses NLP to return potentially relevant
book passages based on a user’s query.21 Users are encouraged to ask
questions rather than enter search terms (that is, topics or entities).
The Talk to Books algorithm then returns search results based on
predictions of likely response statements. While Talk to Books does not
purport to be a rigorous search tool, it may point to a redefinition of
user expectations for information retrieval.
Next-generation search and discovery tools are also improving upon
and pushing the boundaries of the traditional search results list.
Yewno’s underlying technology, for example, produces conceptual
units from its vast corpus of literature using a deep learning network
to extract and group topics, allowing searchers to explore a complex
network of interrelated literature. The biomedical literature search
tool PubMed, from the National Library of Medicine (NLM) combines
a “state-of-the-art machine-learning algorithm trained on past user
search history” with other indicators, such as an article’s popularity
and publication date, to attempt to deliver the most germane results
and sort them by relevance.22
Librarians have much to bring to the table in designing, enhancing,
and selecting appropriate ML-powered search tools. Librarians’
specialized skill sets in managing information could be redirected
towards automating processes that remain largely manual. For
example, librarians’ expertise working with controlled vocabularies
and mapping ontologies could be productively applied to training
ML models that facilitate interdisciplinary search. Their information
literacy and search expertise can help scholars productively select
appropriate search tools depending on their goals (for example, a
comprehensive literature review versus getting quickly caught up on a
topic). Libraries can help ensure that scholars and students understand
the limitations and downsides of ML-enhanced search, reminding
them that “[b]lindly using any research engine doesn’t answer every
question automatically.”23
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Perhaps more significantly, libraries can offer their attention to the
values of transparency and integrity in the scholarly research process.
“Explainable” or “human-centered AI” have emerged as the bywords
for transparency and integrity in algorithm-based information
tools, and are cited as a crucial feature of the services that libraries
acquire, license, or otherwise support.24 In the context of search and
discovery, human-centered AI reveals the “thought process” behind
the algorithm, making it clear to the user why they are seeing a certain
set of search results, and gives the user some level of control over
the algorithm. For example, transparent discovery interfaces might
allow users to “adjust the parameters of an algorithm being applied
to a collection.”25 One of the experts interviewed for this report
underscored the risk of “black box” algorithms to the integrity of
the research process, explaining that “once we’re in the bot-driven
world, it would be trivial for businesses running those bots to tweak
algorithms to privilege research from their own publications, and there
would be incentives for them to do that.”26
The promise of ML to enhance discovery goes beyond search tools.
Scholars are also turning to a range of emerging technologies that,
in the words of one expert interviewed for this report, “distill an
overwhelming amount of content into something meaningful and
manageable.”27 These include automated text-processing technologies,
recommendation systems, and virtual assistants and conversational
agents.
Automated text processing
ML tools can generate increasingly accurate content summaries using
techniques that are extractive (in which the model abridges text
by distinguishing relevant and irrelevant passages) and abstractive
(in which the model attempts to interpret and paraphrase content).
Google’s TensorFlow machine-learning library can perform both types
of summarization with high accuracy,28 and commercial services like
Scholarcy have emerged to allow non-computer scientists to take
advantage of automated text summarization.29
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The applications of such tools are clear for scholars striving to keep up
with recent publications in their fields. Automated text summarization,
perhaps to a greater extent than a human-generated abstract, can help
them digest more content at a superficial level and determine which
content demands a closer read. The applications for digital libraries
are also apparent. At Virginia Tech (VT), for example, the University
Libraries and the Digital Library Research Laboratory partnered with a
computer science course in fall 2018 to experiment with deep learning
models to generate chapter-level summaries for a corpus of VT’s
electronic theses and dissertations (ETDs).30 Automated generation
of text summaries has the potential to greatly enhance discovery of
textual materials in digital libraries and save countless hours of human
labor.
Beyond summarization, automated text processing can help
researchers discover new meaning and hidden connections in
existing texts. For instance, a team of researchers ran a corpus of
abstracts in materials science through the Word2vec unsupervised
machine-learning algorithm. By associating and clustering related
terms, the algorithm replicated existing categories in the domain
materials science without human intervention.31 Next, the researchers
successfully trained the algorithm to predict which of a set of materials
was most likely to have thermoelectric properties based on its semantic
relationships in the corpus. The end goal is to develop a method for
scientists to generate hypotheses and glean new insights based on
existing literature.
Automated text processing can also be used to make research more
accessible to heterogeneous user communities. Researchers at MIT
have developed a tool that uses NLP to “read scientific papers and
produce a short summary in plain English,”32 which may be particularly
useful to scholars conducting cross-disciplinary research. Get the
Research, a project from Impactstory, aims to use NLP to generate
plain-language summaries of research for the general public.33
Machine translation, which has become reliable enough that it can
be used for “translating non-English medical studies into English
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for the systematic reviews that health-care decisions are based on,”
could be used to make critical research available in the languages of
communities that can use it.34
Automated processing of scholarly literature will also impact the ways
in which research is evaluated. Publishers and publishing-service
providers are increasingly exploring the potential of automated text
processing to streamline operations, improve discoverability, and add
value to their products. Meta Bibliometric Intelligence, for example,
uses machine learning to extract likely topics from a submitted
manuscript, gauge its relevance to the journal, and predict its impact,
all in the name of streamlining editorial workflows and decisionmaking. An ML-powered tool developed by Scite.ai “automatically
detects whether an article’s citing papers were written in support
or contradiction of the cited article claims.”35 As tools like these
demonstrate proficiency, they might be incorporated into researcher
evaluation systems, tenure and promotion decisions, and other
determinants of scholarly merit. As with most ML tools, this presents
both tremendous opportunities and risks. On the one hand, ML tools
could provide a more accurate and nuanced understanding of a work’s
reception in the scholarly community. On the other, they can replicate
and amplify biases, be prone to error or manipulation, and further
alienate human judgment from critical decisions that affect a scholar’s
career.
Approaches to machine-generated text have also come a long way in
recent years. An October 2019 New Yorker article used a predictive text
algorithm to co-author an article on the future of writing in a post-AI
world;36 in early 2019 Springer Nature published a proof-of-concept
machine-generated book that used abstractive text summarization
to peruse a corpus of articles on lithium-ion batteries and produce
a general overview of the topic.37 In the near future, a machine may
author the first draft of a researcher’s manuscript, automating the rote
work of describing materials and methodology. Manuscript Writer,38 an
AI-based tool from the company SciNote, has already proven successful
at drafting the introduction, methodology, results, and references
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sections of a scientific article, liberating the researcher to focus on
interpreting the results and writing the discussion section.39
Recommendation systems
One strength of ML algorithms is their ability to dynamically adjust
and adapt as they receive new inputs. ML enables digital services
that tailor themselves to their users; rather than mass produced and
generic, ML allows web content to be “customized based on individual
users’ personas, needs, wishes, and traits—an approach known as mass
personalization.”40
Recommendation systems are one manifestation of mass
personalization. ML-powered recommenders can suggest resources
based on a user’s query or based on the system’s understanding of a
user’s preferences and interests. Such systems have proliferated in
the context of e-commerce, streaming media, and social media sites.
They seem particularly well suited for library discovery systems,
given that researchers are frequently looking for all available content
that relates to their research interests. Search platforms for academic
literature increasingly incorporate recommendation systems as a
complementary discovery tool (for example, Mendeley and Ex Libris’s
bX Article Recommender). Stand-alone applications, like Meta (backed
by the Chan Zuckerberg Initiative)41 and the recently released Scitrus
platform,42 provide a curated feed of content based on the system’s
evolving understanding of the user’s interests.
While recommendation systems hold promise for streamlining
the research process and enhancing serendipitous discovery, they
rely on intensive collection and analysis of user data, which can
compromise user privacy in ways that are anathema to most libraries.
Specifically, recommendation engines, and other discovery systems
that rely on personal data, can be perceived as compromising libraries’
commitment to open inquiry, which requires the searcher to feel
unconstrained by surveillance, and to have agency in the discovery
process.43 Linked data infrastructure, on the other hand, can embed the
same types of “meaningful relationships” as recommendation engines,
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but in a way that “reflects some level of systematic thought and
consensus within and among domains of knowledge.”44 Research has
shown that students have a complicated relationship with algorithmdriven platforms, including discovery systems, and express a mixture of
discomfort and resignation to the idea of being tracked online.45
Despite these risks, Clifford Lynch cautions libraries against “taking
an absolutist approach to information collection, as opposed to
more nuanced, transparent, and opt-in collection of data about user
activities and interests,” arguing that a refusal to provide convenient
and sophisticated search tools may only serve to drive users away.46
Instead, libraries can develop and advocate for discovery systems that
leverage the power and convenience of recommendation engines and
other forms of personalization in ways that respect user privacy and
facilitate open inquiry. Libraries are already undertaking projects
that aim to provide such privacy-aware alternatives. For example,
librarians at the University of Illinois at Urbana-Champaign developed
an open source plug-in for the VuFind library discovery system that
uses anonymized borrowing data to cluster related items and provide
recommendations to users. Rather than tracking an individual user’s
history and habits, the system infers associations based on items
checked out in a single transaction.47 Libraries have also come up with
creative recommendation engines that encourage information literacy
and robust research skills. At the University of Tsukuba in Japan, for
example, the libraries are developing a recommendation engine that
will be installed as a browser plug-in on the library’s computers and
will suggest library materials based on Wikipedia articles the user
has accessed.48 The system uses a convolutional neural network to
automatically classify Wikipedia articles and identify related content in
the library’s collections.
Libraries have an opportunity to contribute approaches to
personalization that provide convenience and support information
literacy while minimizing and disclosing risks to user privacy,
providing transparent opt-in mechanisms, and prioritizing strong
cybersecurity practices.
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Virtual assistants and conversational user interfaces
The ways that researchers seek information are being shaped by the
prevalence of conversational user interfaces and voice-controlled
virtual assistants. Virtual assistants have rapidly become ubiquitous
in homes and offices, and on the web. Smart devices like phones and
speakers come equipped with voice-activated virtual assistants that
can perform basic information retrieval tasks, interact with other smart
devices like light switches and thermostats, and communicate with
other web-based services. Chatbots embedded in websites proactively
offer information and assistance. This class of tools, known as virtual
assistants, chatbots, or conversational agents, among other terms,
gives and receives information in the form of conversational speech,
simulating interaction with a human.
Libraries have been experimenting with chatbots since at least the
early 2000s.49 Contemporary chatbots tend to manifest as a popup instant-message window in the corner of the library website.
Chatbots can answer many fact-based reference questions, and may
even be adept at answering more complex queries. A team of liaison
librarians at McGill University, for example, has been exploring the
effectiveness of commercial voice assistants (Siri, Google Assistant,
and Alexa) at providing front-line research assistance.50 Other libraries
are also experimenting with leveraging commercially available virtual
assistants to perform library-specific tasks. For example, the University
of Oklahoma has developed an Alexa skill that “allows library users to
perform a voice search of LibGuides or Primo using vendor APIs.”51
While virtual assistants do not obviate human-to-human interaction,
they can make it easier to provide individualized, point-of-need service
to library users at scale; ease the anxiety some students may feel when
approaching a librarian or initiating a research task;52 and function as
a digital triage system, automatically directing users to appropriate
services and resources. Thus, a proactive virtual assistant invites
engagement and provides a gateway for more substantive interactions
with human librarians. Jeff Steely, dean of Georgia State University
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Library, invoked chatbots as an example of an emerging technology
that can make library services more student-centered, advising that
“engagement with a chatbot is really about starting the conversation.”53
Given well-structured and accurate source data, chatbots can rapidly
and precisely answer transactional questions about library hours, the
status of loans, or the location of a call number range at any time of
day or night, from any location. However, they require significant upfront investment, both in developing their functionality and populating
them with information. After all, “At its core, a chatbot is a library of
answers that are organised to respond to the goals of its user. Poor
organisation of the library of responses will negatively impact the
responses the chatbot chooses.”54 Chatbots cannot currently approach
human proficiency in making inferences, asking clarifying questions, or
interpreting ambiguity. At this stage in their maturity, voice-controlled
virtual assistants such as Google Assistant, Siri, and Alexa, provide poor
user experience, especially beyond very basic queries.55
Given their limitations, chatbots are typically offered alongside
conventional visual interfaces. That could eventually change. As
conversational user interfaces become increasingly sophisticated, they
may completely supplant visual interfaces. In this scenario, instead
of visiting Google (or a library catalog) and entering a text-based
query, a user might instead encounter a proactive chatbot that asks
what the user is looking for. The chatbot processes a natural language
statement (such as, “three or four references for an article I’m writing
on Anglo-Saxon literature, specifically in Wessex”) and asks follow-up
questions to refine the search (such as, “Do you require only articles or
other types of content? Do the articles need to be peer reviewed?”).56
Libraries will have a role refining and maintaining these conversational
agents as well as in educating users to optimize their use.
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Highlighted Initiative
PubMed
National Library of Medicine
https://pubmed.ncbi.nlm.nih.gov/
PubMed’s biomedical literature search tool combines a “state-of-theart machine-learning algorithm trained on past user search history”
with other indicators, such as an article’s popularity and publication
date, to attempt to deliver the most germane results and sort them
by relevance, rather than recency.57 Text snippets for each search
result expose the algorithm’s logic and make it easy for researchers to
identify the most pertinent articles.
Reveal hidden digital collections through enhanced description
The acceleration of digitization and born-digital content creation has
left libraries facing an ever-growing backlog of resource description.
As libraries place increasing value on their unique local collections,
they need new ways of making those collections discoverable to
internal and external audiences, both human and machine. Accurate
and comprehensive metadata are essential to the discovery, use,
and preservation of digital collections, yet libraries lack the human
resources to catalog content at the rate it is being created. Machinelearning approaches to automated metadata generation have shown
promising results, opening up new possibilities for libraries to describe
digitized collections of text, audio, and still and moving images at scale.
Discovery of textual materials has benefited greatly from advances in
optical character recognition (OCR), which enables full-text search.
However, structured metadata remains essential to discovery, making
it easier for users to systematically identify pertinent items and
enabling search aggregators to efficiently harvest and index content.
To produce structured metadata at scale for large corpora of digitized
texts, libraries are turning to NLP and named-entity recognition (NER)
tools. At Northern Illinois University (NIU), the library is using NLP
to extract topics from and generate subject headings for a collection of
Mapping the Current Landscape of Research Library Engagement: Facilitating Information
Discovery and Use

56

tens of thousands of dime novels.58 These materials would otherwise
require intensive human effort to productively catalog. A similar
project is underway at the Koninklijke Bibliotheek, the National
Library of the Netherlands, where an NLP algorithm is being trained
to apply subject tags to a collection of electronic dissertations.59 At
Singapore’s National Library Board (NLB), an experimental initiative
utilized NER to populate metadata records across several digital
collections.60 The NLB’s NER system extracts the names of places,
people, and organizations from a full-text document and compares
them against a controlled vocabulary supplied by subject experts.
Entities recognized by the system can then be added to an object’s
metadata record. The project has enriched the metadata of collections
that had little to no prior cataloging, and has bolstered cross-collection
discovery.
While many efforts focus on text processing, machine learning also has
significant implications for processing collections of still and moving
images and audio. The British Library Machine Learning Experiment
site, launched in 2015 as a test bed for the library’s digital research
team, is using open source software and public-image recognition APIs
to automatically process and tag a collection of over a million public
domain images.61 Japan’s National Diet Library (NDL), under the
auspices of its Next Digital Library project, has created an illustration
search tool to automatically extract images and diagrams from its
30,000 digitized publications, and group similar images across the
collection.62 The Center for Open Data in the Humanities is using a
deep-learning-based classification algorithm to extract images, and
recognize facial expressions from its collection of digitized Japanese
manuscripts.63 In this instance, the research team chose deep learning
(as distinct from machine learning) in order to allow the machine to
identify patterns independently.
A collaborative initiative from the Indiana University Bloomington
Libraries, the University of Texas at Austin, New York Public Library,
and digital consultant AVP, funded by a grant from the Andrew
W. Mellon Foundation, also aims to create metadata-generation
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mechanisms for audiovisual content through an open source
Audiovisual Metadata Platform (AMP).64 To date, the project has
piloted the application of “speech-to-text, named entity recognition,
video OCR, speaker diarization, and speech/music/silence detection”65
to a sample collection. Future work will include genre detection and
instrument identification for digitized music and object detection for
video. The National Library of Norway’s Nancy initiative explores
several vectors of machine learning for its cultural heritage collections,
including a speech-to-text initiative that promises to make thousands
of hours of radio broadcasts deeply searchable for the first time.66
Machine-learning approaches to metadata generation have been
experimental since at least the 1980s, but the computing resources
and technical expertise required to implement them presented
significant barriers to wide adoption. Improvements in commercially
available hardware, containerization technologies, the availability of
public APIs and open source code, and the availability of high-speed
networking on many university campuses have made it possible to
implement machine-learning tools at scale. Using modern tools and
computing resources equivalent to a standard laptop computer, a team
of researchers indexed the 57 million pages of unstructured digitized
text in the Biodiversity Heritage Library in 14 hours, an operation that
previously took 45 days.67
The growth in available commercial machine-learning services can
also lower barriers to entry in this space. Several of the initiatives
described in this section rely on commercial cloud-based services for
data processing. Amazon and Google both offer machine-learning
services, as do dedicated vendors like Clarifai and Machine Box (which
provides a containerized machine-learning environment). Microsoft
has partnered with the Library of Congress and Israel’s Ben-Gurion
University of the Negev to apply machine learning to massive troves
of digitized manuscripts.68 The team behind the Audiovisual Metadata
Platform (AMP) cautions that commercial machine-learning services
lack transparency (using “black-box” algorithms to process data) and
that vendor terms of service often require users to proactively opt-out
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of allowing data reuse.69 Further, they warn, commercial tools may not
be suitable for library use cases without considerable modification.
Indeed, many of the projects referenced above have noted the
considerable effort involved in producing machine-generated metadata
that matches human accuracy and precision. Significant human
intervention is still required in the form of tweaking algorithms,
supplying pertinent training data, and performing quality control.70 The
NLB in Singapore undertook multiple rounds of iteration before it was
confident in the performance of its NER tool. The University of Utah,
which recently received a grant to develop and test a machine-learning
tool for its historical image collection, will rely on nearly a half-million
digitized images with existing, detailed, human-created metadata
as a training corpus.71 Well-resourced libraries could collectively
develop “gold-standard” training data sets that could be broadly shared
within the cultural heritage community as a step towards making this
technology accessible to institutions of all sizes.72
Machine-assisted cataloging may be a productive middle ground in the
near term. The NIU dime-novel project, for example, will “aggregate
unusual keywords into different top-level dime-novel genres, like
seafaring, Westerns, and romance,” allowing human catalogers to make
educated inferences about a novel and complete the catalog record.73
Western Washington University (WWU) is using a commercial service,
Clarifai, for machine-assisted description of photographs and videos in
its Islandora digital repository.74 During the ingest process, images are
sent to the Clarifai server for processing. They are returned with a set
of suggested tags (and their confidence intervals). Human repository
administrators can add or remove suggested tags before publishing the
content.
As libraries grapple with the thorny technical challenges of automated
resource description, they will also face critical questions about
policy and implementation. Poor-quality metadata can undermine
researchers’ confidence in the search process; overly broad subject tags,
for example, could exacerbate rather than mitigate the problem of an
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overabundance of material. Inaccurate metadata concerning locations,
identities, or other factual information could have serious implications
for research. Responsible approaches to integrating machine-generated
metadata will therefore require clear indications to users. The British
Library’s machine-learning-powered search interface illustrates
one approach: each metadata record includes a set of hand-created
metadata fields and a clearly designated set of machine-generated tags
with their corresponding confidence interval.
Perhaps more importantly, libraries will face ethical and privacy issues
as they apply ML algorithms to their digital collections. Algorithms are
prone to adopt and amplify biases, and are only as good as their training
data.75 Facial recognition and NER present even more significant
concerns. Thoughtful policies about when and how ML is applied to
library collections, and under what conditions it may be removed, can
help libraries move forward on solid footing (for example, takedown
notices for machine-generated metadata, particularly any metadata
derived from facial recognition or NER, which might inappropriately
identify living people, perpetuate biases, or expose sensitive
information). ML techniques can also be applied to bolster data privacy
(for example, using algorithms to automatically identify suspected
Social Security numbers or other sensitive information in troves of
digitized documents).
At this stage of maturity, automated metadata generation may be
particularly advantageous as a “good-enough” tool for describing
resources that might otherwise remain uncataloged. Though the
quality and precision of machine-generated metadata may not yet
match human-created metadata, its potential to describe collections at
scale, to provide a minimum level of description for digitized objects
that would otherwise remain hidden, represents a watershed moment
for cultural heritage organizations. This is an opportunity for reflection
on the ethical and privacy implications of machine processing massive
volumes of digitized material.

Mapping the Current Landscape of Research Library Engagement: Facilitating Information
Discovery and Use

60

Visual information has proliferated over the past several decades, from
mass digitization of historical image collections, to the millions of
digital photos and videos uploaded each day from personal electronic
devices. Computer-vision technologies, often powered by convolutional
neural networks, provide new ways of processing and exploring this
deluge of information. Computer vision is an umbrella term that
encompasses attempts to computationally replicate the human visual
system and automate visual tasks, such as pattern and known-entity
recognition.76 Computer vision is already being used to detect cancer
and other illnesses, identify wildlife whose images are caught on
trail cameras, guide self-driving vehicles, and inspect food quality,
among other experimental uses. Within the cultural heritage sector,
computer vision can enable a range of novel approaches to visualresource description, analysis, and discovery, giving researchers a range
of options beyond text-based search (lexical or semantic). Libraries
can apply these techniques to their own collections, enhancing broad
discovery of visual materials, and support faculty projects that aim to
process digital images at scale.
As discussed in the section on automated resource description,
ML models have shown promise for identifying objects and known
entities in visual materials, retrieving or grouping similar images, and
generating topical or thematic metadata. Computer-vision techniques
can be applied to digitized still images, moving images, textual
documents that contain embedded figures, and even collections of 3D
data, which will benefit from shape-based retrieval mechanisms that
identify similar objects.77 A number of notable projects are successfully
using computer-vision techniques to engage with library collections.
As part of the Mellon-funded Collections as Data: Part to Whole
project, a team at Harvard University and the University of Richmond
will implement computer-vision techniques to analyze born-digital
ephemera relating to the rise of nationalist and anti-immigrant
movements in Europe.78 The project’s goals include “expanding the
processing of digital images and subsequent algorithmic discovery of
connections across collections.” Notably, the project also explicitly aims
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to “illustrate how distant viewing can offer a paradigm for addressing
the social and ethical challenges of using machine learning with
images, particularly of sensitive topics.”
At Yale University Library’s Digital Humanities Laboratory, Doug
Duhaime, Monica Ong Reed, and Peter Leonard, have used a
convolutional neural network to analyze images from the MeserveKunhardt Collection of 19th-century photography at the Beinecke
Rare Book and Manuscript Library.79 While the typical end-result
of this process would be a text-based caption or description of the
image, in this case the researchers were interested in the penultimate
level of interpretation, which clusters similar images together. They
present the results in a visual interface that allows visual exploration
of the photographs in a dynamic website. The related PixPlot tool, also
developed at the Yale Digital Humanities Lab, offers an alternative
visualization of the entire collection as a dynamic map of content,
plotted based upon similarity, which allows pattern recognition at a
glance.80
At Dartmouth College, researchers are working with a collection of
films held by the library and the Internet Archive to develop a tool
that allows users to search within moving images just like they would
search for keywords in a document. The tool “takes search queries
expressed in textual form and automatically translates them into image
recognition models that can identify the desired segments in the film.”81
In addition to digitized and born-digital special collections content,
computer vision also has applications for digging into the published
literature. Scientists have used computer vision to analyze diagrams,
visualizations, and images embedded in scientific papers, for the
purposes of enabling new discovery and engaging in viziometrics
research, or the study of the “organization and presentation of visual
information in the scientific literature.”82
So far, the deep neural networks (DNN) that underlie computer-vision
technology remain fragile and easy to fool. Researchers have shown
that changing a few select pixels can cause a DNN to interpret an image
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of a lion as an image of a library, for example.83 And computer-vision
models, like other ML tools, are not optimized for use with cultural
heritage materials. In collaboration with other cultural heritage
institutions, and possibly with industry, libraries have an opportunity
to contribute to building more appropriate training corpora, refining
and testing models, and exploring the ethical and policy implications of
broadly applying computer vision to their collections.
While the experiments described above are being run on carefully
selected corpora by small groups of researchers, this type of
functionality may eventually become commonplace in discovery
and digital-asset management systems at scale. Libraries have a dual
opportunity, supporting innovative, one-of-a-kind projects while
generalizing the most promising methodologies and making them
broadly available to researchers.
Highlighted Initiatives
Audiovisual Metadata Platform (AMP)
Indiana University Libraries, the University of Texas at Austin, New
York Public Library
https://wiki.dlib.indiana.edu/display/AMP
The collaborative AMP initiative, funded by a grant from the
Andrew W. Mellon Foundation, aims to create metadata-generation
mechanisms for audiovisual content. To date, the project has piloted
the application of speech-to-text; named-entity recognition; video
OCR; speaker diarization; and speech, music, and silence detection to
a sample corpus.
Image Analysis for Archival Discovery (Aida)
University of Nebraska–Lincoln and University of Virginia
http://projectaida.org/
The Aida project explores the application of neural networks to
digitized library collections, particularly historic newspapers. The
project has demonstrated success in identifying poetry from digitized
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newspaper images. The team’s proof-of-concept suggests that
libraries could eventually provide just-in-time, dynamically extracted
content from their digitized collections.
Neural Neighbors
Yale University Library Digital Humanities Lab
https://dhlab.yale.edu/projects/neural-neighbors/
The Neural Neighbors project applies machine-vision techniques to
a rich collection of 19th-century photographs to identify patterns and
similarities, enabling new approaches to visual information discovery
and analysis.
Sheeko
The University of Utah
https://sheeko.org/
Sheeko provides a suite of pre-trained ML models for automating
image description as well as tools for users to automate the training of
their own models.
Expose library collections and services beyond library systems
As information becomes distributed, diversified, and open, many
researchers prefer web-scale discovery tools that aggregate resources
from a range of sources over siloed library catalogs and digitalasset management systems.84 Research libraries have a number
of strategic opportunities to integrate library collections with a
range of other open, digital resources, enriching the information
available to users on the open web. Research libraries are meeting
users where they are by implementing search engine optimization
(SEO) techniques; exposing metadata for harvesting by aggregators,
such as the Digital Public Library of America; providing APIs that
permit new forms of computational engagement with collections;
adopting interoperability standards, such as the International Image
Interoperability Framework (IIIF),85 to facilitate discovery and
reuse; and participating in linked open data (LOD) initiatives. The
shift towards revealing local collections to external audiences rather
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than the reverse, a trend Lorcan Dempsey has called the “inside-out
library”86 and one component of what other authors have termed
the “library as platform,”87 is a natural consequence of an open,
oversaturated, and networked information landscape. The library’s
role in content management is being reenvisioned: no longer the
steward of a unified collection, the library becomes the facilitator of a
networked suite of open and extensible tools, resources, and services.
Homegrown and manually maintained discovery systems may become
less desirable to maintain as users increasingly turn to web-scale
services and as emerging technologies enable more sophisticated
discovery mechanisms. The academic library’s facilitation services
and interactions may supersede its role as a local content collector.
Among the core functions of this role is advancing interoperability.
Research library collaboration with interoperable repositories of data,
preprints, and publications ensures that local troves of knowledge
become discoverable at scale. Expertise in metadata and standards
development can be contributed to maintaining and enhancing
interoperability standards. Librarians’ relationships with faculty and
students on campus position them well to encourage adoption of
persistent identifiers like ORCID IDs that help power interoperable
discovery infrastructure, and the use of interoperable metadata
schemas in faculty research.
In this vision of academic library services, the library no longer
represents a “portal we go through on occasion, but…infrastructure
that is as ubiquitous and persistent as the streets and sidewalks of a
town.”88 The end users of this infrastructure will increasingly include
both humans and machines.89 A less institutionally driven approach
to discovery might include working with vendor-supplied APIs to
develop shared discovery layers, contributing to large-scale linked
open data initiatives, or collectively developing systems that fill gaps
in the discovery ecosystem, such as discovery of open access content.
Academic libraries’ existing expertise in standards and interoperability
will be crucial as they participate in and enhance the “broader
scholarly ecosystem, which only works through these frameworks.”90
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Highlighted Initiative
Enslaved: Peoples of the Historic Slave Trade
Matrix, the Center for Digital Humanities and Social Sciences at
Michigan State University
http://enslaved.org/
The Enslaved project uses linked data to aggregate materials related
to the transatlantic slave trade from a distributed network of library
and archives partners. Bringing together disparate resources
through linked data creates unprecedented opportunities for
scholarly discovery and analysis, and brings light to the histories of
underrepresented individuals and issues.91

Key Takeaways
1. Libraries will retain a critical role in information discovery
and facilitated access, even as locally acquired collections92
diminish in importance. The experts interviewed for this report
overwhelmingly asserted that discovery will remain core to the
identity and service model of the academic and research library,
albeit in different and expanded ways.
2. ML and NLP technologies will facilitate new forms of search,
discovery, and academic inquiry. At best, these technologies
create exciting new modes of inquiry, facilitate cross-disciplinary
discovery, and make research more efficient and productive.
However, they have the potential to suppress human agency in the
research process, amplify biases, and expose users to data-privacy
violations.
3. Library expertise can be effectively redirected towards
creating and maintaining computationally ready digital
collections that facilitate discovery, analysis, and use. Libraries’
expertise in creating and managing structured data can be
effectively utilized to make local collections discoverable in webscale discovery systems through more widespread adoption of
APIs and linked open data. That expertise can also be used to
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make digital assets more discoverable through the application of
ML tools to resource description. Resources formerly invested in
maintaining local catalogs might be repurposed into the purchase,
licensing, or development of ML-enhanced search, discovery, and
recommendation systems; compiling relevant training data sets
for ML models; training virtual research assistants; and enabling
other novel approaches to information retrieval and processing.
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Chapter 4: Stewarding the Scholarly and Cultural
Record
Landscape Overview
Libraries bear responsibility not only for providing immediate access to
broad and deep research collections, but for the long-term preservation
of the scholarly record and the documentary evidence that comprises
society’s digital cultural heritage. The practices of information
stewardship are being challenged by an expanded scholarly and
cultural record that is “mutable and dynamic,”1 unwieldy in its size
and complexity, inextricably networked (that is, dependent on other
components for context and interpretation), and ephemeral.2 Many
digital outputs are created within closed systems using proprietary
technologies that further complicate content harvesting and
preservation. Digital formats also pose new challenges for libraries in
ensuring authenticity of digital content. Memory institutions are built
on trust: the trust that materials under their stewardship are authentic,
immutable, and preserved in perpetuity or deaccessioned through a
transparent and well-understood process.
The complexity of digital stewardship, and the inversion of value
brought about by the networked environment, make preservation of
local collections all the more critical. Unique holdings, rather than
mass-distributed scholarly resources, are becoming the research
library’s most valuable assets; libraries have a key role in stewarding
this “hyperlocal digital memory.”3
Stewarding the digital record requires new approaches to managing,
“in a transparent and authentic way, support and context for the
massively increasing volume of digital content at levels of rapid
upward scalability.”4 All of these characteristics of the digital
record—its diversity, scale, ephemerality, disaggregation of scholarly
communications, and restrictive licensing of digital content—
complicate this challenge. They require that memory institutions
engage in proactive, upstream, capture processes, rather than the
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retroactive collecting that has characterized archival and collection
development work for centuries.5
Yet, while funding and cooperation around mass digitization of
physical artifacts has been robust over the last two decades, a similar
approach has yet to crystallize for born-digital materials. A proactive
approach to the preservation of the born-digital record requires
technical, social, and legal solutions. Several of the experts interviewed
for this report indicated a pressing need for coordinated, crossinstitutional collaboration in order to adequately preserve the digital
scholarly and cultural record.
The following sections explore several of the emerging technologies
that pose new challenges and offer new solutions to managing digital
content throughout its life cycle. These sections address the library’s
role in advancing open research and publishing practices, reinforcing
integrity and trust in the scholarly and cultural record, and preserving
the evolving scholarly and cultural record.

Strategic Opportunities
Advance open research and publishing practices
Long-term preservation is in some ways contingent on, or at least
the beneficiary of, advances in open scholarship. By supporting
open research practices—including the adoption of open metadata
standards, creation of machine-readable publications, and depositing
outputs (including underlying data and code) in open repositories—
libraries make research more discoverable, reusable, reproducible, and
durable. Libraries themselves have established open access publishing
programs, leveraging new and existing technology infrastructure to
develop, host, and distribute scholarly and creative works.6 Libraries
also play a critical role in achieving FAIR (findable, accessible,
interoperable, and reusable) research data through their curation,
education, and preservation activities.7 Realizing the vision of FAIR
scholarship will be a central challenge for the research community
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over the next decade.8 Supporting and engaging in open research and
publishing practices improves both the quality of scholarship itself and
the quality and manageability of the scholarly record.
The ease of publishing digital content has engendered a shift away
from a federated scholarly record produced by established journal
and monograph publishers and distributed through libraries.
Decentralization of the scholarly record into an assortment of
institutional repositories, disciplinary repositories, social sharing
sites, small web-only publications, personal blogs, and other
channels, creates the need for a more resource-centric approach to
dissemination, discovery, evaluation, and preservation of scholarship.
Resource-centric scholarly communications relies on making research
outputs “discretely exposed, portable, networked, and pluggable in
a common way, presenting a rich content layer that serves as the
foundation for the development of value added services, like peerreview, social networking, recommender systems, usage measures, and
so on.”9 In an environment of “network-enabled literature,” content
filtering, currently enabled through peer review of individual papers
for particular journals, will be superseded by “powerful, online filters”
that “distil communities’ impact judgements algorithmically, replacing
the peer-review and journal systems.”10 The application of machine
learning (ML) in scholarly communications processes could accelerate
this trend, potentially replacing traditional publishing processes with
“a set of decentralized, interoperable services that are built on a core
infrastructure of open data and evolving standards.”11
Many of the experts interviewed for this report cited research
libraries’ contributions to advocating for and facilitating the use
of unique, persistent identifiers as key to enabling this new model
of open scholarship and scholarly communications, calling such
identifiers “crucial” and “paramount” at every stage of the research
life cycle. Unique, persistent identifiers for research outputs can help
define provenance, enable discovery, and ensure researchers receive
appropriate credit for their work, among other important uses.12 They
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centric model of scholarly communication,” in which individual scholars
themselves become a key organizing principle.13 This shift, which is
evident in new tools that facilitate discovery, collaboration, impact
assessment, and other scholarly communications activities, depends
on the ability of individual researchers to assert and define their
unique digital identity and associate it with their intellectual outputs,
their collaborators, affiliations, credentials, and other information.
A 2018 survey of scientific researchers found that many are “actively
engaged in defining their online identity to assert links to their work
and communicate their research beyond conventional channels.”14 The
authors cited ORCID15 as the most widely adopted researcher identifier.
Research libraries can contribute to addressing ongoing challenges
related to the adoption and utility of persistent identifiers. For example,
identifier registries remain siloed and limited in their scope: major
services such as ORCID, CrossRef, and DataCite focus on one segment of
the identifier landscape (researchers, articles, and data sets, respectively)
and do not adequately cover the entities that comprise the scholarly
communications network.16 With their expertise in standards and
discovery systems, and their relationships with the research community,
research librarians are well-positioned to collaborate with identity
registries to promote interoperability, encourage common practices, and
move towards a more networked scholarly communications system.
Highlighted Initiatives
Next Generation Repositories
Confederation of Open Access Repositories (COAR)
https://ngr.coar-repositories.org/
The COAR Next Generation Repositories Working Group aims to
achieve interoperability between research repositories by “making
the resource, rather than the repository, the focus of services and
infrastructure.” The group’s technical vision centers on encouraging
and enabling widespread adoption of unique identifiers to support
dissemination and discovery of scholarship, and enable collaboration at
scale.
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TOME (Toward an Open Monograph Ecosystem)
Association of American Universities (AAU), Association of Research
Libraries (ARL), and Association of University Presses (AUPresses)
https://www.openmonographs.org/
A joint initiative of AAU, ARL, and AUPresses, the TOME project is
coordinating the production of open access digital monographs in
support of a robust and sustainable scholarly publishing ecosystem.
The project distributes its outputs through multiple open repositories.
Reinforce integrity and trust in the scholarly and cultural record
Memory institutions are built on trust: the trust that materials under
their stewardship are authentic, immutable, and preserved in perpetuity
or deaccessioned through a transparent and well-understood process.
Emerging technologies pose new challenges to fulfilling the role
of trusted steward. The assurance of authenticity, for example, is
threatened by the ease of manipulating and altering digital media,
and the complexities of determining provenance of digital materials.
Deep fakes—counterfeit video, audio, still images, and textual content
created using ML—pose a particular challenge. Research libraries have
a range of digital forensics tools at their disposal to authenticate digital
artifacts and collections at the time of accession and throughout their
life cycle. They are also identifying secure pathways—possibly involving
distributed ledger technologies (such as blockchain) and public key
infrastructure (PKI)—to acquire copies of digital objects from sources
they trust, documenting and proving the chain of custody, and any
changes that have been made to it along the way.17 After accessioning,
fixity checking continually proves objects and collections do not
change over time, due to degradation of the content, or to intentional or
accidental manipulation. Underlying all of these processes is the need
to maintain security and integrity of computing and storage operations
in the face of cyberattacks and natural disasters. In their roles as
educators, librarians can also help their constituents develop the skills
needed to assess and critically engage with the integrity and reliability of
information.
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Fraudulent or altered content could enter the historical record and
be presented as reality either because its inauthenticity was not
detected at the time of accessioning, or because bad actors were
able to introduce it by hacking into a records management system.18
Even regular curatorial practices introduce opportunities for content
alteration. For example, the practice of offering access copies of digital
archival materials in non-original formats (for example, providing
an MP4 video file in lieu of an original in an obsolete or proprietary
format) significantly improves the usability of digital archival content,
but also creates an opening for nefarious or incidental changes during
the format conversion process.19 If these changes go undetected and
undocumented, they could have serious implications for research
integrity.
ML makes such manipulation of content by bad actors attainable at
scale. Individuals, corporations, and governments can engage in ever
more sophisticated forms of information control, taking advantage of
the curation algorithms that serve digital content, thereby “recursively
intermediating our realities according to evolving internal logics that
we cannot see.”20 Bad actors may also be motivated and increasingly
able to “tamper dynamically with the historical record.”21
As the gravity and imminence of threats to the integrity of the historical
record become increasingly apparent, librarians, archivists, and their
collaborators are exploring new methods to ensure and reinforce trust
in cultural heritage institutions as stewards. Ideally, workflows and
technological protocols document an immutable chain of custody,
providing an assurance of authenticity throughout a digital object’s
life cycle. Emerging technologies can also be applied to authenticating
digital records, that is, tracking their provenance and chain of custody
(for example, using distributed ledger systems) and comparing
suspected fakes with a library of authenticated content to identify
common elements that may have been co-opted.22
Projects including ARCHANGEL, from the National Archives of the
UK and the InterPARES TrustChain project, for example, are exploring
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the application of distributed ledger technologies (such as blockchain)
as a tool for ensuring the integrity of digital archival records. The
ARCHANGEL project aims to use “blockchain to record checksums
(cryptographic hashes) and other metadata derived from either
scanned physical records or born-digital records to allow verification
of their integrity over decade- or century-long time spans” and to
preserve those hashes in a distributed peer-to-peer network.23 The
project is also experimenting with the use of deep neural networks to
refine the process of ensuring the integrity of records while allowing
broader access. For example, the project is using research from the
University of Surrey Computer Vision Centre “to create a hash which
is invariant to changes in format, but changes more drastically if the file
is manipulated in other ways.”24 This means that a video file converted
to a more accessible format could be verified as an authentic version
of the original, while one with frames removed would be flagged as
altered. The commercial service ARTiFACTS25 provides blockchainbased registration of a scholar’s intellectual outputs, allowing them to
manage their intellectual property prior to publication and validate the
origins of outputs attributed to them. ORCID, which provides unique,
persistent identifiers for scholars, recently announced integration
with ARTiFACTS, making it easier for scholars to link their scholarly
identity to their research outputs.
A number of scholars have problematized the use of distributed ledgers
for ensuring archival integrity and have pointed out the discrepancies
between blockchain’s theoretical advantages and the reality of
implementation. The promise of blockchain as a comprehensive
digital preservation solution may be exaggerated. At this time,
blockchain technology has only demonstrated success in addressing
one component of digital preservation: ensuring the integrity of
metadata records.26 The digital objects themselves are not integrated
into blockchain’s distributed network and must undergo a separate
preservation process. Other authors have argued that blockchain comes
up short even in accomplishing its core goal of ensuring authenticity.
The premise that blockchain’s distributed peer-to-peer networks
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ensure their neutrality, has received scrutiny, given that their operation
generally depends on a core group of developers.27 Longstanding
methods of ensuring authenticity—entangling hashes and the protocol
underlying the LOCKSS system—exceed blockchain’s capabilities to
provide “tamper-resistant storage against a powerful adversary.”28
While blockchain may not “fundamentally alter archival practices,” it
may have a place as one element of the digital archivist’s technology
toolkit.29 Blockchain will not replace other methods of ensuring
provenance; will not obviate the need for migration, emulation, and
other core approaches to content preservation; and will not eliminate
the possibility of accidental or malicious corruption of digital records.
However, it may become a useful underlying technology in records
management systems and one method among many for ensuring the
integrity of the scholarly and cultural record.
In addition to technologies that securely document provenance,
collections stewards also need tools to detect altered or manipulated
content in order to make strategic curatorial decisions: either refusing
to accession the object or ensuring it is appropriately described. MLpowered tools can help effectively identify subtle indicators of faked
media. For example, researchers have successfully used video analysis
algorithms to analyze eye-blinking and detect heartbeats in order to
identify fake videos.30 These techniques are precarious, as the creators
of deep fakes continuously enhance their processes to elude detection.
To maintain their status as trusted sources of information, memory
institutions will need to deeply engage with current societal debates
on the nature of trust and trusted systems. Decentralization and
distribution, such as blockchain’s distributed ledger, have emerged
as new and explicitly anti-institutional methods of establishing
provenance and authenticity. Blockchain’s original use case as a
cryptocurrency system, for example, was developed out of a distrust of
traditional banks and financial institutions for financial transactions.
Memory institutions have long relied on more traditional notions of
institutional trust, a form of trust that is rapidly eroding along with
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trust in governments and many other institutions. Memory institutions
face a formidable challenge moving forward: maintaining their current
status as authoritative keepers of the historical record, while also
embracing emerging technologies that distribute, decentralize, and
open up digital trust relationships.
Highlighted Initiative
ARCHANGEL
UK National Archives
ARCHANGEL, from the National Archives of the UK and the
InterPARES TrustChain project, is exploring the application of
distributed ledger technologies (such as blockchain) as a tool for
ensuring the integrity of digital archival records. The ARCHANGEL
project aims to use “blockchain to record checksums (cryptographic
hashes) and other metadata derived from either scanned physical
records or born-digital records to allow verification of their integrity
over decade- or century-long time spans” and to preserve those
hashes in a distributed peer-to-peer network.31
Preserve the evolving scholarly and cultural record
A complex and expanding digital record has amplified the technical,
social, and legal barriers to achieving digital preservation at scale. Over
the last several decades, research libraries and their collaborators have
made impressive headway in core digital preservation methodologies
such as normalization, refreshing, migration, and emulation.32 Yet,
longstanding challenges have persisted even as new ones emerge.
On the technical front, software, 3D data, dynamic web content, and
massive data sets, among other media, push the limits of established
digital preservation practices. The sheer volume of digital information
produced each year means only a fraction can be reasonably preserved.
On the social and legal fronts, the increasingly distributed and licensed
nature of scholarly content presents legal and administrative barriers.
In addition to copyright challenges posed by digital materials, much
“substantive digital content” resides within “proprietary social media
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systems and news platforms, potentially requiring agreements with
a complex array of private entities to acquire or rescue content for
preservation.”33 Content that resides within proprietary platforms
is also particularly at risk of being irrevocably lost, as evidenced by
numerous examples of abrupt service shutdowns that allowed little
time for users or other entities to migrate data.34 As libraries and
archives contend with ever-growing quantities of digital information,
the financial and human resources required to perform digital
preservation at scale present a growing challenge. Even as digital
storage costs continue to decline dramatically, they remain prohibitive
for institutions preserving petabytes of data. Making archived data
instantaneously retrievable, a core goal of many digital preservation
efforts in academic libraries, exacerbates these costs. Increasingly, the
environmental impact of storing digital information is coming under
scrutiny.35
Even as emerging technologies have destabilized the digital
preservation environment, they also offer new solutions and
opportunities. Libraries and their collaborators are following
developments in containerization, distributed ledger technologies
(blockchain), new storage media, and automation of digital
preservation practices through ML to help ensure that the expanded
scholarly record remains accessible well into the future.
The expanding range of file types and formats that require
preservation—from software and code, to three-dimensional data, to
dynamic websites—presents a daunting challenge. As contemporary
academic research moves away from static, immutable, end products,
and towards dynamic and diverse networks of outputs, the assets
that require digital preservation grow exponentially. Libraries are
not only preserving a journal article, for example, but (multiple
versions of ) data and code that informed its results; comments,
annotations, and reactions from the scholarly community; articles
that reproduced, validated, or built upon the original scholarship;
and more. Data in particular is rapidly moving from a static research
product to a continuous flow of information. Libraries lack sufficient
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tools and protocols to manage and preserve these streams of networked
information.
In order to ensure that the diversity of digital content remains usable
over the long term, software preservation is an essential component of
any digital preservation program. At the British Library, for example, the
digital library program aims to preserve any and all software needed to
access the digital objects in its collection, including “software required to
open the file directly on current institutional computing technology; the
migration and rendering software for such a preservation strategy; and
emulators, base operating systems, and any other dependencies necessary
to render the digital objects in question.”36
Several collaborative initiatives aim to make software preservation
attainable for libraries of all sizes, including the Emulation-as-aService project,37 led by Yale University Library and supported by the
Software Preservation Network, and ReproZip,38 a software that allows
users to capture digital content along with the environment in which
it was produced, creating a preservation-ready package. By “capturing
computing environments in which research takes place, [ReproZip] could
be used to preserve software down to the operating system on which it
runs.”39
As researchers use 3D scanning and virtual reality (VR) tools to capture
archaeological sites and artifacts, with the goal of preserving the world’s
cultural heritage, they “are doing little to conserve their own digital
products.”40 The data underlying 3D and VR models is complex and
varied, and often requires specific software for reuse and interpretation.
Algorithmically generated 3D data (such as data produced through
3D scanning) is particularly difficult to “decouple from the technology
used to create” it.41 A lack of tools, standards, and other resources for
3D and VR data curation means that “in many cases scholars are still
reduced to creating screenshots or video documentation of their VR/AR
experiences, at least for archival purposes.”42 In the past several years,
this problem has received considerable attention. The editors of a 2019
Council on Library and Information Resources (CLIR) report on VR and
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3D data in libraries urged the community to “consider 3D/VR as scholarly
products in their own right, rather than as illustrations or supplemental
material,” and therefore worthy of attention to the full suite of data life
cycle services, including long-term preservation.43 A number of libraries
are actively engaging in this work.
The University of Virginia (UVA) Library has developed an approach
it describes as 3D cultural heritage informatics (LIB3DCHI), which
encompasses the “full scope of 3D data curation through the collection,
processing, archiving, and distribution of data and its derivatives to
the scholarly community.”44 The UVA Library emphasizes access and
use, and has implemented Web3D technologies to help conveniently
distribute 3D content and data through web browser interfaces.
Responding to an “absence of standards and best practices for producing,
managing, and preserving 3D and VR content,” the collaborative VR
Preservation Project45 will explore metadata standards, infrastructure,
and other requirements for preservation to complement the library’s
active programs supporting VR content creation and use. ML techniques
are also being explored as a way to deal with the complexity and breadth
of VR data preservation. For example, the game company Electronic
Arts (EA), is using ML and AI tools to automate the process of recording
every possible interaction with its VR environments in order to capture
a comprehensive archival version rather than a single representative
experience.46 As libraries build their own VR and 3D content and advise
their communities on best practices, an emphasis on adopting web-native
and open 3D formats, where possible, will facilitate use, sharing, and
preservation.47
One of the most perplexing issues for digital preservationists, web
archiving, has only grown more challenging as static websites are
replaced by dynamic and personalized feeds of information. The cultural
heritage community has not developed sufficient capacity to capture
web content, including “contemporary source materials like news,
blogs, and online discussion forums,” that are “vital to original scholarly
research in the humanities and social sciences as they capture viewpoints
and new trends and reflect how scientific discourses evolve.”48 As
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scholars increasingly seek to produce web-based outputs such as digital
humanities projects and interactive visualizations in addition to or in lieu
of more traditional publications, research libraries are experiencing high
demand for digital preservation services. As long as these digital outputs
remain fragile and ephemeral, they face significant obstacles to being
considered equivalent to more durable forms of scholarship in tenure and
promotion considerations.
Typical web crawlers, while able to operate at scale, lack the capacity
to harvest dynamic information, instead gathering static snapshots.49
Technologies like Webrecorder,50 which allows users to capture live
interactions with websites, offer one method of logging a representation
of a website for long-term preservation, though these intensive methods
break down at scale.51 For scalable solutions to web archiving, researchers
are exploring a number of options, including the potential application of
a new web packaging standard introduced by Google in 201952 and the
use of human-mediated web capture frameworks that can apply a set
of heuristics defining elements to be captured to an entire class of web
publications rather than individual websites.53
Finally, even as storage grows cheaper and more efficient, research
libraries face an exponentially mounting volume of digital information;
storage capacity remains a fundamental challenge for institutions
aspiring to achieve large-scale digital preservation. The use of local and
cloud servers for digital hosting and preservation seems likely to remain
ubiquitous in the cultural heritage community as emerging storage
options offer only marginal improvements over current technologies, or
are far from ready for widespread adoption. Many emerging technologies
are also unsuitable for providing instantaneous access, making them
incompatible with the goals of many library digital preservation
programs. Gains are being made as “engineers continue to eke out further
performance and capacity gains from hard drives and flash storage—and
researchers are developing next-generation technologies such as DNA
storage, crystal etching techniques, and molecular storage that could hold
massive amounts of data on a small object for hundreds of thousands of
years or longer.”54
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Even as emerging technologies begin to provide solutions for automating
the digital curation life cycle, it remains an expensive process that
entails significant human intervention and judgment.55 Curation needs
depend on the nature of the collection: the format and characteristics of
its contents, its intended uses and audiences, its sensitivity and cultural
context. Collections that contain ethnographic materials or collections
pertaining to or of marginalized communities require culturally
appropriate curation methods that align with the values and interests
of those communities.56 Digital curation is therefore an active and
collaborative process that requires interdisciplinary expertise and resists
large-scale automation.
Highlighted Initiatives
Emulation-as-a-Service Infrastructure (EaaSI)
Yale University Library
https://www.softwarepreservationnetwork.org/projects/emulation-asa-service-infrastructure/
EaaSI is building a network of institutional partners to build capacity
for emulation beyond what any individual institution can offer. The
program aims to offer third-party emulation services for memory
institutions that allow them to provide access to digital media in an
interactive (and where appropriate, secure and restricted) format via a
standard web browser.57
VR Preservation Project
University of Oklahoma Libraries
http://vrpreservation.oucreate.com/
The University of Oklahoma Libraries aim to develop a set of common
standards and best practices for the archiving and preservation of VRrelated data. Led by Zack Lischer-Katz, CLIR Postdoctoral Fellow
in Virtual Reality Preservation and Archiving for the Sciences, the
two-year project will focus on developing both the guidelines and
technologies necessary for VR content and software preservation.
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Key Takeaways
1. The growth of dynamic, networked, interactive information
presents new challenges for digital preservation. The scale,
diversity, and complexity of digital artifacts complicates efforts to
effectively steward the scholarly record and digital cultural heritage.
The prevalence of dynamic digital formats such as VR, the curation
of the web by inscrutable algorithms, and the siloing of digital
content in proprietary formats and platforms, create obstacles for
achieving large-scale digital preservation. Preservation of borndigital content depends not only on appropriate technologies to
capture and curate it, but on the upstream practices that make
content discoverable and harvestable. Both open standards and
open licensing therefore are imperative to enabling collection and
stewardship of scholarly information.58
2. The ability to easily manipulate digital archival materials
threatens trust in memory institutions. Malicious actors,
including individuals, corporations, and governments, have more
methods than ever before to attempt to rewrite history through
the creation of deep fakes, exploiting file format changes, and
hacking digital archives. Memory organizations rely on trust
from communities they serve that the information they provide
accurately reflects the historical record, and this trust cannot easily
be regained after it has been lost.
3. Emerging technologies present both new solutions and
challenges for long-term digital preservation. Containerization
technologies, advances in emulation, distributed ledgers, and ML
tools all provide promising new approaches to long-term digital
preservation. However, many digital preservation efforts are rooted
in a historical, print-centric model of retroactive collecting and
need to transition to coordinated and proactive upstream processes.
4. Digital preservation at scale requires collaboration. Many
individual institutions are engaging in innovative digital
preservation initiatives. However, achieving trustworthy,
representative digital preservation at scale requires that these
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technologies become part of a coordinated, cross-institutional, or
even national approach to digital preservation. This coordinated
approach must leverage institutional strengths and capacity, and
also requires that research libraries continue to advocate for
the adoption of the open standards, technologies, and protocols
that make digital content available for harvesting and curation.
Combining open standards and technologies with collaborative
governance will allow for a more comprehensive approach to
preserving the digital historical record.
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Chapter 5: Advancing Digital Scholarship
Landscape Overview
As researchers and students across disciplines explore the affordances
of emerging technologies to support scholarly inquiry, many research
libraries have built successful digital scholarship programs that
respond to the “evolution of the methods for the conduct of research.”1
This section discusses only a sampling of the ways in which libraries
have responded to the need for broad access to tools and expertise that
advance digital scholarship, treating only those that have demonstrated
the most influence from emerging technologies such as machine
learning (ML), containerization, and high performance computing
that are the focus of this report. Notably, this section does not go into
depth about libraries’ significant contributions to digital humanities
support, building and maintaining digital scholarship centers, or the
hosting and maintenance of digital platforms that allow scholars to
develop their own digital projects. It also does not discuss research
library management or hosting of digital scholarship centers that
provide faculty and students access to the cutting edge technologies,
collaboration spaces, and expertise to explore new and emerging forms
of scholarly inquiry and creation. Several of these topics are discussed
further in the sections on library spaces.
This section instead frames digital scholarship support in the context
of how libraries can and do provide the infrastructure, education, and
services for data management, analysis, visualization, and curation.
Data underlies all digital scholarship, from massive data sets generated
continuously by sensors and networked devices, to large corpora of
textual evidence, to painstakingly collected and curated image sets.
While many library data services have focused on helping researchers
manage and deposit data to comply with funder and publisher
requirements, scholars increasingly need infrastructure and services
that recognize data as a living asset. As they work with massive,
complex, heterogeneous, and mutable data sets, scholars need tools
and education for analysis, sharing, and publication. Library data
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services support the full data life cycle: extracting and generating
data, preparing it for analysis, publishing or sharing it, and preserving
it over the long term. Many of the experts interviewed for this report
indicated that libraries have myriad strategic opportunities related to
curating digital data and giving communities the skills, support, and
infrastructure they need to use them.
The following sections explore the technological developments that are
most directly impacting the library’s contributions to the digital data
life cycle, including evolving infrastructure requirements to facilitate
use and reuse of big and small data, the need for digital collections
that act like data, and the demand for data science education and
consulting services to support scholars and students in the full range of
disciplines.

Strategic Opportunities
Develop data services that work for big data2 and small data across
disciplines
The rise of data as both a scholarly input and output3 has expanded
library roles in facilitating access to data collections as source material,
and providing solutions for long-term data stewardship. A report
examining the future of the University of Texas Libraries asserted
that “data is the currency of science, even if publications are still the
currency of tenure. To be able to exchange data, communicate it,
mine it, reuse it and review it is essential to scientific productivity,
collaboration and to discovery itself.”4
Academic and research libraries are natural partners in data
management activities, and many maintain robust and active
research data management services. Librarians have the disciplinary,
information management, and technology expertise required to
manage data throughout its life cycle. The profile of library data
services is being shaped by a number of forces, including the expanding
emphasis on data-driven research in humanities and social sciences
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fields and the need for infrastructure and services that recognize
data as a living asset. As they work with complex, heterogeneous, and
mutable data sets, scholars need tools and education that facilitate
analysis, sharing, and preservation. Emphasis on data use and reuse
has profound implications for repository infrastructure, entailing a
shift from infrastructure optimized for storage and retrieval to one
optimized for analysis and sharing. While a few libraries have made
strides in this area, most data repository services remain focused on
helping scholars meet federal and funder requirements around data
deposit. Research libraries also face challenges as they design data
services and infrastructure that are sensitive to discovery and analysis
methods that vary widely by discipline. Emerging technologies have
created three interrelated opportunities for research libraries to
expand and evolve their data services: collecting and licensing data
sets for scholarly analysis, developing reuse-driven data repository
infrastructure, and supporting reproducible science.
Collect and license data sets for scholarly analysis
Many libraries have expanded their collecting activities to include
licensing data sets for mining and analysis, providing curated access to
publicly available data, and offering guidance on intellectual property
laws relevant to the use and reuse of data. Libraries can leverage their
information curation expertise and their relationships with vendors to
provide collections of (big) data and facilitate access to proprietary or
sensitive data for mining and analysis. At New York University (NYU),
for example, “the growth of data science throughout the university has
influenced the library’s collecting, such as purchasing more vendorproduced data sets, responding to students’ need for big data (for
example, large social media feeds), and integrating APIs into their
collection and discovery environment.”5
Many libraries have already embraced the role of negotiating and
interpreting licenses to allow content mining of library collections.6 As
data licensing and collection activities mature, academic libraries have
noted the need to implement the same well-documented, systematic
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workflows generally in place for collecting other scholarly resources.
In many cases, academic libraries purchase or license data sets only
in response to specific requests from faculty members. These data
sets may not be formally integrated into the library catalog or made
available to other potential users. An internal report reviewing the
Virginia Tech Libraries’ data licensing workflows identified a number
of challenges inherent in this ad hoc approach.7 The report noted that
data sets were often delivered via CD, USB drive, or hard drive “due
to vendor concerns about the security of proprietary data as well as
problems involving the online transfer of very large datasets” but that
these media lacked corresponding catalog records, making it difficult to
control inventory and facilitate discovery.
Cross-institutional research library initiatives are experimenting with
approaches to formalize ongoing access to large-scale data sets for
scholarly analysis. In 2019, for example, the Big 10 institutions used
their collective purchasing power to license 13 terabytes per year of
bibliometric data from Web of Science. The CADRE project8 processes
the raw data into a relational database in the high-performance
computing center at Indiana University in order to make it available
to constituents on the Big 10 campuses. When complete, “CADRE
will feature standardized data formats, data available in multiple
formats including relational and graph database formats as well as flat
tables and native formats, shared and custom/private computational
resources, a space to share and store queries, algorithms, derived data,
results of analyses, workflows, and visualizations.”9
The need for broad access to existing data has only grown as
researchers in fields as diverse as life sciences and history explore new,
technology-enabled ways of interrogating primary source material. A
single big data corpus might be mined almost infinitely by different
researchers asking different questions, or used by computer scientists
to train ML models. To take advantage of the possibilities enabled by
both big and small data sets, “researchers who produce those data must
share them, and do so in such a way that the data are interpretable and
reusable by others.”10 A growing volume of research suggests that the
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published scientific literature and existing data sets already contain
multitudes of hidden hypotheses, insights, and connections, which can
be discovered by applying data mining and ML techniques. One study
demonstrated, for example, that confirming the existence of the Higgs
Boson, which involved years of experimentation and the construction
of a new particle accelerator, could have been accomplished through
new analyses of existing data.11 This premise has gained new
significance at the time of this writing, as researchers use ML in
myriad ways to fight the COVID-19 pandemic by classifying CT scan
images, aiding in vaccine development, and attempting to predict new
outbreaks.
Building upon established “distant reading” approaches that use
computational models, visualization tools, and other methodologies,
humanities scholars are also applying ML tools to extract patterns and
relationships from text corpora at a scale unattainable by humans. In
addition to producing new avenues of humanistic inquiry, applying
ML techniques in the digital humanities provides particularly rich
opportunities for critical reflection and action regarding ethical and
transparent use of ML.12
Develop infrastructure that supports data use and reuse
The demand for infrastructure that supports data sharing and longterm preservation has grown commensurately with funder and
publisher data deposit requirements, and evolving research regarding
data sharing. Library-maintained data repositories, disciplinary
repositories, and general purpose repositories (for example, figshare
and Zenodo) have proliferated. However, with several notable
exceptions, libraries have invested more in data management services
than infrastructure.13 In addition to the valuable data management
planning and consultative services that libraries routinely provide,
scholars also require infrastructure that supports very large,
heterogeneous, living, networked, and complex data sets in a range
of formats. They desire infrastructure that facilitates (geographically
distributed) collaboration, data reuse, and long-term preservation.
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The research library model of data repositories does not always align
with these expectations. The current data repository model tends to
support “highly derived, processed data sets that support a paper,”
while faculty desire “a living organism, a database that is in continuous
development.”14
Emphasis on use and reuse has profound implications for repository
infrastructure, entailing a shift from infrastructure optimized for
storage and retrieval to one optimized for analysis and sharing. The
Virginia Tech Libraries has embraced a use-and-reuse framework as
“the driving force behind” its data management infrastructure and
services.15 It has become increasingly difficult to divorce scholarly
datasets from the algorithms and computing environments used to
create, display, or interpret them. Even with extensive documentation
of such “data and their usage context, mummifying live data out of
their natural habitats of analysis to be preserved in an isolated vault can
significantly diminish their value.”16
Unlike many data repositories optimized for data archiving, a reusedriven data repository is designed to support built-in analysis tools
and the co-location of data with computing resources and to enable
ongoing collaboration, including granular permissions options and
access by geographically distributed teams. A use-and-reuse driven
repository resembles “a lively workshop equipped with powerful tools
to handle big data sets as the raw materials,” rather than an attic or
warehouse for data storage.17 This idea is echoed in other metaphors
that reconceptualize data as a living asset: the idea of moving from
reservoirs to rivers of data18 and from data stock to data flows.19
Built-in visualization tools are becoming a popular feature in data
repositories as they facilitate preview before download and a basic
level of access for users that lack specialized software. PURR, Purdue
University Libraries’ research data repository, has incorporated
geospatial data visualization tools by adding a GIS server to their
repository infrastructure. The web mapping capabilities effectively
allow end users to preview a data set and determine its relevance to
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their research interests before downloading and without requiring
the specialized software generally needed to view and manipulate
much geospatial data.20 The University of Virginia (UVA) Library in
collaboration with the UVA Institute for Advanced Technology in the
Humanities (IATH) has also implemented this approach for 3D data,
creating an enhanced interface for digital data sets stored in Dataverse,
which “uses the open-source web 3D viewer 3D Heritage Online
Presenter (3DHOP) to provide an interactive 3D model for users to
explore the data before download.”21
The built-in tools supported by reuse-driven data repositories might
one day include ML models that automatically process data on ingest,
leading to new methods of discovery and analysis. The experimental
ScienceSearch tool, for example, aims to make searchable a massive
collection of largely undescribed micrographs (images captured
with the aid of a microscope) from The National Center For Electron
Microscopy (NCEM) at the Molecular Foundry at Lawrence Berkeley
National Laboratory. The tool runs analysis as data is ingested into the
repository, aggregating information from computer vision techniques,
text analysis, and extant metadata.22
To enable collaboration, reuse-driven data repositories are taking
advantage of tools that reduce the computing resources and effort
needed to work with distributed teams and decentralized data sets.
The iRODS data management software, for example, virtualizes its
data storage resources so that users can access data regardless of their
geographic location or device.23 Data virtualization allows users to
query across systems, rather than downloading to a single device or
copying data between systems.
As researchers seek to extract meaning from ever increasing volumes
of data through mining and other data processing methods, they need
ever greater access to computing power.24 One expert interviewed for
this report cautioned that “research libraries and research computing
should not be evolving separately” and cited a need for programmatic
partnerships between research libraries and research computing
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centers to ensure alignment between computing needs and data
curation needs. Researchers are applying a number of emerging
technologies to build computing capacity and accelerate computing
tasks, including multiprocessor systems, graphic processing units
(GPUs), and field programmable gate array (FPGA) devices. Experts
interviewed for this report also cited the need for co-located storage
and computing nodes.25 Researchers working with massive data sets in
geographically distributed teams need access to high-speed networking
to facilitate large-scale data transfer, analytics, and storage. In some
research communities, “shipping hard drives is still the preferred
option to move data when the size reaches a certain threshold” as
users confront network speed and processing capacity limits when
attempting to access or download large data sets.26
Providing the infrastructure for high-speed networking requires
cooperation at a national level. The NSF-funded Pacific Research
Platform (PRP) represents one attempt at regional coordination, which
will give “data-intensive researchers at participating institutions
the ability to move data 1,000 times faster compared to speeds on
today’s inter-campus shared Internet.”27 An NSF-funded follow-up
project envisions scaling this approach to develop a National Research
Platform (NRP) that would facilitate access to distributed data sets and
allow researchers to leverage the computing and storage resources of
national supercomputer facilities.
At many institutions, research computing infrastructure is gradually
moving from local data centers to the cloud. Businesses and
researchers alike are turning to the cloud for access to AI and ML tools,
blockchain, and more.28 Cloud computing facilitates collaboration
between distributed teams, provides co-located data storage and
processing capacity, and provides solutions for researchers who do
not have access to local computing resources. However, it also comes
with risks. Data stored in a commercial cloud is no longer fully under a
researcher’s control. It is vulnerable to breaches, hacks, or catastrophic
loss. Depending on the specific services being used, researchers may
also be giving permission (knowingly or not) to third parties to access
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or use their data. Whether they store data in the cloud or in local
data centers, libraries that host data repository infrastructure must
consider whether they can provide cybersecurity commensurate with
the sensitivity of personally identifiable data, especially if it is being
actively used.
The future of data-intensive research support and data management
will require libraries to work beyond institutional boundaries.
In addition to or in lieu of organizing data repositories around
institutional affiliation, research libraries may invest in supporting
cross-institutional groups of researchers affiliated by discipline
or research interest, through infrastructure, curation guidance,
intellectual property expertise, and community building.29 These
“data communities” (which often comprise infrastructure alongside
informal and formal knowledge sharing and collaboration) might
receive financial and human resources from a research library, or
might collaborate with librarians as campus ambassadors and curators.
While disciplinary and other public data repositories (such as figshare)
have demonstrated high deposit rates and engagement, they lack the
institutional connections and relationships that campus data curators
and research librarians can build. Coordination and collaboration
between institution-based data experts and institution-independent
data repositories can advance open science practices and FAIR data
principles by “ensuring that researchers follow best practices and their
outputs are preserved and reusable.”30
Support reproducible science
Scientific progress depends on research that can be validated, built
upon, and repurposed. As more and more scientific research is
conducted using computationally intensive methodologies, validating
and reproducing results has become infinitely more complicated.
Research library data services support reproducible science through
educational and awareness efforts that encourage scholars to apply
appropriate disciplinary standards; to deposit data in open repositories;
and to structure, document, and license data with human and machine
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reuse in mind. Libraries are also contributing to the development
of software and infrastructure that facilitates the creation and
preservation of reproducible data sets.
To reproduce results, scientists need access not only to welldocumented, openly available data, but also to the code used to process
and analyze it. In order to support an open science environment,
“access to the computational steps taken to process data and
generate findings is as important as access to the data themselves.”31
The electronic lab notebooks where many data scientists conduct
exploratory research do not natively support broad sharing or
publication. A notebook’s dependencies on its environment make its
behaviors unpredictable when shared with colleagues; the same code
may produce different results in a different environment, or fail to
compute entirely.32
Virtual containers offer one solution to this challenge. Container
technology, or containerization, is often described as “a lightweight
alternative to virtual machines” that bundles code, software, and
an operating system such that users can accurately reproduce
computational research. Container technologies like Docker33 and
Singularity34 have seen widespread adoption as a way to “encapsulate
a software environment (e.g. a complex software tool-chain including
application-specific settings) into a single portable entity.”35 Projects
such as CiTAR,36 ReproZip,37 and Binder38 aim to make reproducibility
via containerization technologies broadly accessible to the academic
research community. ReproZip works by “automatically tracing
the execution of work and then packaging all dependencies in a
single, distributable package” (an RPZ file), and is compatible with a
wide range of data analysis tools, scripting and software languages,
databases, and electronic lab notebooks like Jupyter.39 Binder can
retrieve Jupyter notebooks hosted in a Git repository, build a container
image to serve them, and make that image publicly available to anyone
on the web.40
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Libraries are supporting reproducibility by building and providing
access to the tools needed to reproduce computationally intensive
research and by creating and redefining staff roles to explicitly include
reproducibility support. NYU first created a dedicated position in
service of reproducibility in 2017; the University of Florida Libraries
recently advertised a similar position. At NYU, the librarian for
research data management and reproducibility position is a dual
appointment shared by the Division of Libraries and the Center for
Data Science (CDS) and is responsible for education and outreach, as
well as tool and infrastructure building in support of data services.41
At the University of Arizona Libraries, “support for reproducibility
has taken the form of integrating best practices for data management,
promotion of scripting/software to automate workflows, promotion
of tools that support reproducible research (e.g., Jupyter notebooks),
and advocating for open research practices into workshops and
lectures.”42 A University of Texas Libraries report on the future of
the research library predicts that librarians will “become embedded
partners that enable researchers to do their work in an environment
where research data, lab notes and other research process are
freely available under terms that enable reuse, redistribution and
reproduction of the research and its underlying data and methods” and
will become more attuned to discipline-specific research methods.43
An inaugural “Librarians Building Momentum for Reproducibility”
conference in 2020 explored the many facets of library contributions to
reproducibility, including incorporating reproducibility education into
graduate and undergraduate programs of study, investigating emulation
services and other library-managed tools, and applying principles of
reproducibility to library science research.44
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Highlighted Initiatives
Collaborative Archive & Data Research Environment (CADRE)
Indiana University Libraries
https://cadre.iu.edu/
The CADRE project processes raw data from Web of Science
and other major datasets into a relational database in the highperformance computing center at Indiana University in order to
make it available to constituents on the Big 10 campuses. When
complete, “CADRE will feature standardized data formats, data
available in multiple formats including relational and graph database
formats as well as flat tables and native formats, shared and custom/
private computational resources, a space to share and store queries,
algorithms, derived data, results of analyses, workflows, and
visualizations.”45
ReproZip
New York University
https://www.reprozip.org/
The ReproZip software package being developed at New York
University (NYU) facilitates reproducible research by packaging
the files and dependencies necessary to replicate results. ReproZip
is compatible with a wide range of data analysis tools, scripting and
software languages, databases, and electronic lab notebooks like
Jupyter. The team behind ReproZip includes NYU Libraries’ librarian
for research data management and reproducibility.
Provide and sustain machine-actionable collections
Data scientists, humanists, and social scientists are increasingly looking
to library collections as data sources for creating and uncovering
new knowledge. The potential advantages of library collections for
computational research are manifold: they often contain high-quality
human-generated metadata, some are open access and may have fewer
restrictions on use for data mining, and many are already structured
using standards that are machine-readable. Initiatives such as the
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Collections as Data project encourage cultural heritage institutions
to thoughtfully develop digital collections (licensed, purchased, and
unique) and allied services (for example, workshops, consultations,
digital platforms) that support “computationally-driven research
and teaching.”46 Research libraries can further contribute to building
machine-readable collections by developing and implementing
processes to extract data from text or other media, clean it, and supply
it in a database or other format suitable for analysis.47
A 2018 report from the National Academies described a speculative
future in which “researchers have immediate access to the most
recent publications and have the freedom to search archives of
papers, including preprints, research software code, and other open
publications, as well as databases of research results, including digital
information related to physical specimens, all without charge or
other barriers. Researchers use the latest database and text mining
tools to explore these resources, to identify new concepts embedded
in the research, and to identify where novel contributions can be
made.”48 This vision is predicated on the availability of machineactionable collections, a premise that has significant legal, technical,
and policy implications for libraries. Beyond the sciences, the deep
reading methods that have long characterized academic inquiry in
the humanities and social sciences are also being supplemented by
approaches that require access to “amalgamated collections in order to
conduct various forms of computational research.”49
Digitized and born-digital special collections hold particular promise
for researchers as unique assets that can lead to data-driven insights
about specific places and communities. Using a Collections as Data
framework, libraries can add further value to these unique and valuable
materials by making them machine-readable. For example, librarians in
University of Utah’s Digital Library and Digital Matters programs have
explored the feasibility of applying computational analysis to digitized
special collections materials relevant to their community, such as
mapping the history of black Mormons.50
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The technical affordances of machine-actionable library collections
make them ideal not only for human-driven computational research,
but for the development of AI and ML. AI and ML tools rely on large
quantities of structured data to become proficient at a task, and in
the near future, machines and AI training algorithms may become
major users of library collections. A recent post from the IFLA Library
Policy and Advocacy Blog noted that library collections “contain the
richest imaginable resource” for developing ML technologies given
that ML tools learn by “looking at existing materials and drawing
new connections and conclusions.”51 The same post contends that
ML “opens up some truly exciting possibilities to do more with works
already in collections (as long as they are digitised, open access,
and ideally have the right metadata to be used across institutions).”
These caveats underscore the continuing relevance of librarians’
roles in collection development, curation, advocacy, and standards
development. The post’s author cautioned that progress in ML may
be constrained by the resources required to prepare data for machinelearning applications, which can require vastly greater effort than the
machine learning work itself.52
However, the pitfalls of training AI on library collections are many. The
authors of “The Santa Barbara Statement on Collections as Data” note
that “the scale of some collections may also obfuscate what is hidden
or missing in the histories they are perceived to represent. Cultural
heritage institutions must be mindful of these absences and plan to
work against their repetition.”53 Much like controversial practices such
as predictive policing that attempt to predict crime and recidivism
through computational analyses of historical criminal data, big data
analyses of digitized library collections have the potential to unearth
new “insights” that reproduce and even amplify cultural biases and
historical racism. The statement encourages librarians to “critically
engage with bias in collection and description, archival silences,
and assumptions about collection use” when developing machineactionable collections for use.54
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Delivering machine-actionable collections presents socio-technical
challenges along with political and cultural ones. The technical
processes necessary to create structured data also operate in a complex
legal framework of negotiating terms of access with publishers and
special collections and archives to allow data mining to take place.
Borgman notes that despite the broad success of the open access (OA)
movement in providing free access to scholarly information, the reader
of OA texts is still presumed by OA publishers to be “a human user who
is capable of reading a web page, searching for content, and selecting
individual items for download…Robots may or may not be allowed to
search open access databases.”55 Forward-looking OA advocacy must
engage with the rights of non-human readers as part of a free and open
scholarly landscape.
Highlighted Initiatives
Always Already Computational: Collections as Data
https://collectionsasdata.github.io/
The first phase of the Collections as Data project “documented,
iterated on, and shared current and potential approaches
to developing cultural heritage collections that support
computationally-driven research and teaching.” The next phase,
Collections as Data: Part to Whole, is funded by the Mellon
Foundation and “aims to foster the development of broadly viable
models that support implementation and use of collections as data.”
Woman’s Exponent Modeling the Corpus Tool
University of Utah Marriott Library
https://exhibits.lib.utah.edu/s/womanexponent/page/modeling-thecorpus
Librarians at University of Utah have digitized the entire run of
Woman’s Exponent, a Salt Lake City–based newspaper focusing on
Mormon women, and developed data-mining tools for web-based
inquiry, as well as provided downloadable access to the corpus.
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Deliver data science education and consultation
In the past decade, data science has moved from a niche field to
ubiquitous, and from the domain of a small group of researchers in
STEM fields to omnipresent across many domains. At the same time,
the big-data era has created new challenges for researchers across the
disciplinary spectrum, whose “capability to generate or manipulate
data through e-science experiments has far surpassed their ability to
manage, organize, or make their data easily accessible.”56 Researchers
can now passively generate terabytes of complex data through the
use of networked sensors, mining and scraping techniques, and other
methods. A National Academies report asserts that “many, if not most,
areas of science now involve computational analysis of often very large
data sets;”57 and researchers in humanities and social sciences fields are
also turning to data-intensive methods to open new avenues of inquiry.
As data science programs proliferate, even undergraduate students will
routinely need access to resources for big-data analytics.
As the “ubiquitous availability of sensing technologies, the [w]eb,
and the [c]loud” have democratized access to vast quantities of data,
researchers often lack the necessary “experience and expertise to
effectively extract values from the large data sets.”58 Working with big
data is challenging not only because of its volume, but “its exhaustivity
and variety, timeliness and dynamism, messiness and uncertainty, high
relationality, and the fact that much of what is generated has no specific
question in mind or is a by-product of another activity.”59 Big-data
analysis therefore relies heavily on AI (specifically convolutional neural
networks and recurrent neural networks) to analyze data and detect
patterns, allowing researchers to gain insights from the data without
requiring a formal hypothesis or even notion of what they might be
looking for.
This increasing emphasis on data- and computationally intensive
research methods creates opportunities for libraries to contribute
to the education, tools, infrastructure, and communities that sustain
and expand these practices. Given the complexity of big-data analysis
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and the specialized skills it requires, educational and consulting
services are essential across the disciplinary spectrum. Libraries have
an opportunity to support both experienced researchers working on
cutting-edge projects and novice researchers and students taking
their first steps into data science. A number of libraries have launched
educational and consulting programs in support of data science
tools—hosting one-off workshops and workshops series, interest
groups, semester-long collaboration programs, conferences, and other
community-building activities—and are positioning themselves as hubs
for faculty and student engagement around e-research.
Many libraries have identified a niche in tailoring their educational
offerings to faculty members and students outside of STEM fields,
who may lack opportunities within their department or program of
study. A core goal of data science services at the UC Berkeley Libraries,
for example, is to “demystify data science for the campus community,
building new pipelines into the field from all directions.”60 Bringing
the affordances of big-data analytics to research communities in the
humanities and social sciences allows scholars in those fields to explore
new avenues of inquiry and also breaks down perceptions of data
science as objective and fact-based, as opposed to the subjective and
speculative methods of the social sciences and humanities. Libraries
can encourage their communities to think critically about data science
as it “reframes key questions about the constitution of knowledge, the
processes of research, how we should engage with information, and
the nature and the categorization of reality,” and “risks reinscribing
established divisions in the long running debates about scientific
method and the legitimacy of social science and humanistic inquiry.”61
To bring data science to scholars and students across disciplines, a
number of libraries have launched educational programs that comprise
workshops and non-credit courses. At Georgia Tech, for example,
several librarians are collaborating to offer non-credit courses in 3D
modeling, programming languages, web scraping, and other data
science and digital scholarship methodologies, along with data literacy
courses targeted at students in non-data-intensive majors. Columbia
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University Libraries offer a Foundations for Research Computing
course that “provides informal training for Columbia University
graduate students and postdoctoral scholars to develop fundamental
skills for harnessing computation” and aims to build a community of
researchers using computationally intensive methods. At the University
of Arizona Libraries, librarians have adapted their digital scholarship
workshops over time to better meet the needs of their audience. The
librarians found that workshops that aimed to teach programming
languages using a conceptual approach “left many participants
wondering how to apply what they learned to their own work.”62
This realization led the libraries to create topic-specific workshops,
still appropriate for novices, that make a clearer connection with
participants’ research goals.
Other libraries are developing lab-based models, inviting collaborative
teams to work through data science and digital scholarship challenges.
The 99 AI Challenge63 sponsored by the University of Toronto
Libraries, for example, will bring together 99 students, staff, faculty,
and other community members with no technical background to
collectively learn about and critically engage with AI technologies.
The project-focused or lab model encourages deeper engagement and
can forge long-term partnerships. It can also help libraries provide
responsible, sustainable support for emerging technology projects
by inviting “partners from libraries and information technology
organizations to help create generalizable solutions and best practices
that fit the scholarly questions at the heart of the lab’s mission.”64
Libraries face many challenges in hiring expert data scientists, yet
data science education and consulting services must be powered by
skilled librarians. At the University of Arizona Libraries, in-house data
science specialist Jeffrey Oliver collaborates with other librarians in
the data management program and provides “bioinformatic support to
life science researchers, especially in data analysis and visualization.”
While Oliver acknowledges that “the library cannot offer a concierge
data analyst service to every researcher on campus,” the program plays
a critical role in connecting researchers with appropriate resources
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within the library and externally, providing a basic level of education
and guidance, and developing long-term research partnerships.65
Upskilling existing staff provides a good alternative when hiring for
data skills is not feasible. Librarians’ traditional skills in information
management can be complemented by training programs, such as
North Carolina State University’s currently inactive Data Science and
Visualization Institute for Librarians, to provide librarians the ability to
develop new skills in data science.66 However, in some cases, librarians’
professional development can be hampered by managers who may not
understand the need for staff to develop data science skills, or “how to
vertically and horizontally integrate data-centric practices into their
organizations and envision the diverse contexts, opportunities, and
benefits in applying data science methods.”67
Libraries’ technical contributions to data science support include
providing infrastructure such as data repositories and clouds with colocated computing resources (as discussed in the previous section),
as well as supporting the software and tools commonly used by data
scientists, such as electronic lab notebooks. In many data science
courses, instructors need new approaches for “providing an interactive,
online environment where students can run code via the cloud
without requiring them to download anything onto their machine.”68
Containerization technologies (such as Docker) provide one promising
option. Course materials for a data science course developed in a
Docker container will work consistently across a range of devices and
platforms, allowing students to interact with dynamic, code-driven
instructional materials without worrying about the effect of their
operating system.
Faculty members and students in STEM fields, including rapidly
growing data science programs, increasingly require considerable
computing resources for their coursework. Students may be expected
to access and analyze big data, utilize software that requires computing
resources beyond the capacity of a typical laptop, or develop and test
code. This type of computationally intensive instruction relies on
“significant cloud-based and local computational resources to enable
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ambitious instructional projects,” including statistics, engineering, and
math software, as well as high-performance computing clusters and
big data processing power.69 The Dataspace, a new high-performance
computing space in North Carolina State University’s Hunt Library,
provides students “access to the tools and training needed to develop
critical data science skills”, including reservable data workstations with
high-capacity storage, processing power, and specialized software, as
well as workshops and services targeted at students and faculty.70
Many of the experts interviewed for this report identified recruiting
or upskilling library workers with data science skills as an imperative,
but particularly challenging, aspect of building data and data science
services. While some data science skills align well with librarians’
strengths, it is unlikely that most libraries will be able to employ teams
of in-house data scientists. Intense demand for professionals with data
science skills and experience make it difficult for libraries to compete
with the salaries and perks available in the corporate world, and “the
incentive structures for mid-career librarians can be misaligned or
opposed to the development of technical skills.”71
Highlighted Initiatives
Data Science and Visualization Institute for Librarians (DSVIL)
NC State University Libraries
https://www.lib.ncsu.edu/data-science-and-visualization-institute
Although currently inactive, DSVIL has addressed the current skills
gap in data science for librarians by offering a series of one-week
intensive trainings on software tools and skills relevant to data
analysis, visualization, sharing, and reuse.
Institute for Data Intensive Engineering and Science (IDIES)
Johns Hopkins University
http://idies.jhu.edu/
IDIES, a partnership of the Sheridan Libraries at Johns Hopkins
University (JHU) with the schools of public health, business, arts
and sciences, medicine, and engineering, seeks to create a complete
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suite of services, data sets, and education opportunities around
data science for faculty, staff, and student members of the JHU
community.
99 AI Challenge
University of Toronto Libraries
https://onesearch.library.utoronto.ca/ai-challenge
The 99 AI Challenge sponsored by the University of Toronto Libraries
is bringing together 99 students, staff, faculty, and other community
members with no technical background to collectively learn about
and critically engage with AI technologies.

Key Takeaways
1. Data is a living, networked asset. Library data services have long
focused on infrastructure, education, and advocacy to support
data archiving. Emerging technologies and shifting researcher
expectations are engendering a shift towards data services that
center data use and reuse. A use- and reuse-driven approach to
data services implies development of infrastructure that natively
supports data analysis and active collaboration; use of software
and workflows that package research data sets alongside the
code and operating systems necessary to interpret them and
reproduce results; and continuing advocacy for licensing terms
that explicitly support data reuse, repurposing, and mining.
2. Research libraries add value to their digital scholarly and
special collections by making them machine-readable and
actionable. Research libraries are preparing for a future in which
human and machine users derive insight from digital collections
through data mining and analysis. Investments in machineactionability further bolster the value of unique digitized and
born-digital collections, some of the research library’s most
valuable resources.
3. Research libraries foster critical engagement with data.
Library-led workshops and educational programming can bring
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critical perspectives to bear on technologies often considered
“neutral.” Bringing the affordances of big-data analytics to
research communities in the humanities and social sciences
allows scholars in those fields to explore new avenues of inquiry
and also breaks down perceptions of data science as objective and
fact-based, as opposed to the subjective and speculative methods
of the social sciences and humanities.
4. Research librarians and managers need administrative support
to re-skill and develop data science skills. As they expand data
services, research libraries will face a shortage of skilled data and
data science professionals to fill high-demand roles. Data science
skills are in short supply. Research libraries will face intense
competition from industry for professionals with data science
education and experience. Re-skilling the existing workforce
may prove challenging as research librarians balance new
competencies with existing responsibilities.
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Chapter 6: Furthering Learning and Student Success
Landscape Overview
Students intersect with a wider range of technologies over the course
of their academic careers than ever before. From using electronic lab
notebooks in data science courses, to exploring virtual recreations
of archaeological sites, to participating in next-generation learning
management and analytics systems, students’ academic lives are filled
with new technologies and new media. These exciting pedagogical
opportunities require a range of new digital competencies. Students
not only need access to technology, but they need the education to use
it in informed and ethical ways. Libraries are natural partners in this
process. As third spaces on campus, libraries can democratize access
to software and hardware that students may not have through their
program of study. Through existing digital fluency programs, libraries
can help students understand the implications of using new digital
tools and services, and help them critically engage with new media.
Research libraries provide a range of informal education and
consultation to impart the digital skills that contribute to the academic
and professional success of undergraduates, graduate students, and
early career researchers. These include workshops that teach concrete
digital scholarship and coding skills, such as programming languages,1
software carpentry,2 and data visualization;3 research data management
and open science practices; and scholarly communications topics
such as copyright, identity management, and navigating academic
publishing. Longer-term cohort-based educational programs have also
become popular. These programs often encourage interdisciplinary
engagement with an emerging technology over the course of a semester
or longer.4 A few research libraries have also launched formal programs
that fill gaps in the academic curriculum, for example, the Temple
University Libraries’ interdisciplinary cultural analytics certificate.5
In addition to digital scholarship skills, research libraries have
opportunities to help students critically engage with and optimize
their use of a new generation of productivity tools, many powered by
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machine learning (ML), that promise to assist users in a range of tasks
related to learning and study.
The ease of publishing information and misinformation on the web, the
growing sophistication of counterfeit content, and the use of black-box
algorithms to generate and display information mean that achieving
digital fluency6 also requires that students be able to interpret and
evaluate an unprecedented array of new media formats and sources.
Students not only need to understand the credibility and reliability
of textual media, but they also need data and algorithmic literacy
skills, strategies for distinguishing between genuine and manipulated
or fabricated digital content, and an understanding of online data
privacy. Libraries are well-positioned to deliver an expanded digital
fluency curriculum in partnership with faculty members, campus IT,
and other collaborators. At the campus level, libraries also have a role
in advocating for transparent, privacy-aware approaches to learning
analytics as institutions increasingly collect sensitive student data at
scale for the purposes of evaluating individual students and improving
aggregate outcomes.
The following sections highlight some of the most influential
technologies related to the learning enterprise, through the lens of
the library’s involvement in promoting digital fluency, participating
in next generation digital learning environments (NGDLEs) and
learning analytics initiatives, and supporting a range of new study and
productivity tools.

Strategic Opportunities
Build digital fluency and digital scholarship skill sets
Librarians have long held a key role as educators, specifically
contributing to information literacy by helping students identify
relevant, reliable content. Historically, this has meant imparting
strategies for discovering and evaluating suitable resources for their
research and learning. The library’s role in promoting information
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literacy has dramatically changed as search behavior has shifted away
from the library catalog to web-scale discovery systems. At the same
time, the definition of information literacy has significantly expanded
alongside the proliferation of digital media. The ease of publishing
information and misinformation on the web, the growing sophistication
of counterfeit content, and the use of black-box algorithms to generate
and display information means that achieving information literacy
now requires students to interpret and evaluate an unprecedented
array of new media formats and sources. Students not only need to
understand the credibility and reliability of textual media, but they also
need data and algorithmic literacy skills, strategies for distinguishing
between genuine and manipulated or fabricated digital content, and an
understanding of online data privacy.
The Pew Research Center has identified algorithmic literacy as a
key societal challenge and cited a comment from one expert who
predicted that without purposeful intervention through education,
“there will be a class of people who can use algorithms and a class
used by algorithms.”7 Whether or not students are aware, algorithms
have come to shape their daily experience on the web, with significant
implications for digital information discovery. Students routinely
utilize “systems that predict, recommend, and speculate about [their]
interests” based on their search history, social media engagement, and
a host of other esoteric variables, processed through proprietary and
opaque algorithms over which they have no control.8
Yet many students are unaware of the decisions, motives, and biases
underlying search engines, news feeds, and other sources of digital
information. Search is often considered a “neutral” activity, and
students may take as a given that the content delivered by the search
algorithm is the most objectively relevant to their needs.9 Students
are unlikely to receive guidance from their professors that addresses
algorithmic literacy, and they may feel ill-prepared to critically
engage with algorithmic platforms or resigned to having a lack of
control in their digital interactions.10 This lack of critical engagement
with information discovery online has both micro and macro
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implications. On the level of a single search interaction, an opaque
relevancy algorithm will likely influence a student’s decision to use
one information resource over another. In the grander scheme, “the
immersion of algorithmic culture into everyday life has the potential
to shift how decision making is enacted and agency is performed, in
addition to what knowledges and ways of knowing are privileged.”11
Librarians have a dual role in algorithmic literacy: raising awareness
of and encouraging students to think critically about the black-box
algorithms underlying information tools, and providing students
with search strategies and systems that give them agency in the
discovery process. Despite significant attention paid to many new
digital fluency skills, algorithmic literacy has not yet permeated library
school curricula, the ACRL Framework for Information Literacy, and
other professional channels.12 In 2017, the Institute of Museum and
Library Services awarded Montana State University a grant that aims
to improve algorithmic literacy among librarians, equipping them to
better serve their communities. The project’s deliverable, an open
curriculum on algorithmic literacy, aims to address this gap.
A handful of other consortial and field-level initiatives also aim to
establish libraries as leaders in algorithmic literacy. For example, the
AI for All initiative, a pan-Canadian project led by Ryerson University
Library, Toronto Public Library, and the Canadian Federation of
Library Associations, will “design, deliver, evaluate, and sustain an
algorithmic literacy program in Canadian public libraries that provides
a variety of pedagogical approaches to understanding the key aspects
of artificial intelligence (algorithms) and how they affect and empower
individuals and society.”13 Project Information Literacy will release
a new report in the coming months that aims to provide librarians
with a better understanding of the effects of algorithms in the lives of
students.14
Alongside the algorithms that mediate their digital experiences,
students also face an increasingly complex media landscape. They
contend with a proliferation of unreliable information, facilitated
Mapping the Current Landscape of Research Library Engagement: Furthering Learning and Student
Success

131

by the ease of self-publishing on the web, and, increasingly, with
fabricated or altered content that can be difficult to identify. ML tools
and generative adversarial networks (GANs) have made it increasingly
simple to create altered or completely fabricated content online, from
auto-generated text to “deep fake” videos, which are “the product of
artificial intelligence or machine-learning applications that merge,
combine, replace and superimpose images and video clips” to create
a fake product that appears alarmingly authentic.15 Image and video
manipulation are not new, and while individuals coming of age in
the digital era have developed a degree of healthy skepticism about
the authenticity of visual media online, the sophistication of MLpowered tools enables the creation of fake content with unprecedented
speed and perceived legitimacy. This environment leaves students ill
equipped to distinguish between genuine and digitally manipulated
content, and to determine its origins.16
Identifying fabricated and manipulated content is both a technological
and social issue. Numerous technological approaches have been
developed and deployed to determine the authenticity of video and
images online. With each advance, deep fake creators develop new
strategies for eluding detection.17Regardless of the effectiveness
of these technical tools, students require nontechnical strategies
for identifying and engaging with altered and fabricated content.
Librarians can equip students with strategies for not only spotting
suspicious content, but also for asking critical questions about how and
why it might have been created, to what ends, and for whose benefit.
In order to impart digital visual literacy to students, “It is not so
much that we promote paranoia around the content, but alternatively
prepare users to engage with technology going forward. We must avoid
asserting the products of technology exist in isolation and instead ask
how the products got to us in the first place.”18
Finally, the scope of digital fluency now includes an understanding of
how an individual’s data is gathered and used on the web. Libraries
are considering data privacy a core aspect of information literacy
and incorporating it into their teaching.19 Libraries can educate their
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communities about online data collection practices, assist students in
understanding privacy policies and terms of service, and help their
communities become more savvy digital consumers. These efforts may
be particularly necessary given the growing number of commercial
e-learning platforms that students may be required to use in their
coursework.20 Libraries can help students understand how such
platforms collect and use their data, giving them the tools to advocate
for their interests.
New approaches to information and digital fluency emphasize
students’ role as creators, not just consumers, of digital media. In
addition to helping students develop skills in critically using and
evaluating algorithmic systems, interpreting data, and spotting deep
fakes, libraries are increasingly thinking about how students can
become ethical creators of digital media. Bryn Mawr College’s Digital
Competencies Program, “a tool for students to use to reflect on the
digital skills and critical perspectives they develop while in college,” is
managed by the college’s Library and Information Technology Services
and places design thinking and “critical making” alongside evaluating
digital information sources and data literacy skills.21
A new generation of productivity tools, many powered by ML, promises
to assist users in a range of tasks related to learning and study. As key
resources for information literacy on their campuses, librarians have a
role in helping students effectively, ethically, and responsibly select and
use these emerging productivity apps. Academic libraries commonly
host workshops, online resources, and individual consultation services
to help their communities optimize their use of citation management,
collaborative authoring, and personal digital information management
tools, among others. In the coming decade, students are likely to
adopt a growing number of new tools that promise to make learning
and research easier, faster, and more productive. These may include
voice to text transcription services such as Otter,22 which uses ML
algorithms to not only transcribe audio, but also to identify speakers
and extract topics; Beautiful.ai,23 which helps users create polished
slide decks using an ML algorithm; Scholarcy,24 which automatically
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summarizes text; or Trevor,25 which uses AI in the service of task and
time management.
These tools have tremendous potential benefits. Voice-to-text
transcription, for example, could assist students with note-taking
and qualitative research activities, and may be particularly helpful
for students with hearing or learning disabilities. Automated text
summarization tools could allow students to more easily identify
content relevant to a particular assignment or area of interest. On the
other hand, these tools entail myriad concerns around user privacy,
plagiarism and cheating, and misuse. For example, like all ML-powered
services, voice transcription has the potential to compromise user
data and privacy. Otter’s terms of service explicitly state that the app
uses segments of voice recordings and transcriptions for its training
corpus. Recordings are uploaded to a cloud server, risking exposure
in the event of a hack or human error. Automatic text summarization,
translation, and generation apps could make it easy and tempting for
students to cut corners on writing assignments.
Library support for productivity tools, through workshops, web-based
resources, or other channels, could help community members learn
about new ways of streamlining or enhancing their research and study,
while also encouraging them to think critically about the implications
of using these tools, from understanding terms of use and data privacy,
to thinking through how they relate to plagiarism and other ethical
concerns. Libraries are also taking a seat at the table in campus-wide
discussions about institutional adoption of and policies related to the
use of these tools.
Highlighted Initiatives
Information Literacy in the Age of Algorithms report
Project Information Literacy
https://www.projectinfolit.org/algo_study.html
Project Information Literacy recently conducted focus groups with
students and faculty at eight universities and colleges to understand
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“how college students conceptualize the ever-changing online
information landscape, and navigate volatile and popular platforms
that increasingly employ algorithms to shape and filter content.”
While students understand and resent that their personal information
is being used to shape their online experiences, this topic is “rarely
mentioned in the classroom, even in courses emphasizing critical
thinking and information literacy.”
Privacy Services
Cornell University Library
https://www.library.cornell.edu/services/privacy
Recognizing the centrality of supporting intellectual freedom to
the library’s mission, Cornell University Library recently unveiled a
bundled suite of privacy services for students and faculty. Services
include general digital privacy literacy workshops and consultations
to help students and faculty identify and mitigate risks to their
privacy while engaging in academic and personal activities online,
as well as specialized privacy consultations for researchers engaging
in particularly sensitive work or in contexts that expose them to
increased risk.
Digital Competencies
Bryn Mawr College Library and IT
https://www.brynmawr.edu/digitalcompetencies
The Digital Competencies program at Bryn Mawr is managed by
a blended Library/IT organization and blends concepts from the
ACRL Framework for Information Literacy for Higher Education
with “digital survival skills” and concepts for ethical digital media
creation for students. Faculty members have incorporated digital
competencies into their courses, and students are also encouraged
to use them to “reflect on their skills, build skills based on their
interests, and practice articulating their competencies to different
audiences,” including future employers.
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Integrate with campus-wide platforms and initiatives that
advance learning
Next generation digital learning environments are changing
the way students engage with their instructors, advisors, peers,
course materials, and the library. According to the EDUCAUSE
Learning Initiative (ELI), the core features of an NGDLE include
“interoperability and integration; personalization; analytics, advising,
and learning assessment; collaboration; and accessibility and universal
design.”26 NDGLEs comprise a modular network of “pedagogical tools
and applications all connected by means of open standards,” rather
than a single overarching platform.27 NGDLEs may encompass a
learning management system as one component in a broader, dynamic
infrastructure.
Yet, unlike learning management systems (LMSs)—which play a
relatively passive role as host for digital course materials, discussions,
and grades—NDGLEs incorporate adaptive learning and automated
advising, risk-detection and predictive analytics, and other technologyenabled tools to actively evaluate and influence student success. For
example, University of Notre Dame has implemented the Apereo Open
Learning Record Warehouse as a dashboard for compiling student
data from a variety of sources into visualizations that can be used to
holistically track student progress, using Sakai as an LMS.28
Libraries have typically engaged with the LMS by providing links
out to library resources, including general search tools and guidance,
tailored subject guides, and contact information for subject specialists.
Involvement with the LMS has often required significant investment,
either in manually maintaining up-to-date resources for the range
of individual courses using the system, or in developing dedicated
widgets or portals that can function within the LMS environment.29
The NGDLE gives libraries an opportunity to not just embed
static resources into an external system, but to become a node that
dynamically integrates and promotes relevant information and
resources at the point of need.
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Personalization is one of the core features of an NGDLE. The structure
of an NDGLE is defined not only by the institution, but the user.
Adaptive learning technologies will dynamically adjust content based
on an individual learner’s needs and progress, built-in recommendation
engines will suggest relevant resources based on a student’s courses,
and ML-enhanced advising will provide students with individualized
guidance throughout their education. Edtech vendors are now building
AI into LMS systems, using learner data to study behavioral practices—
such as learning styles, emotions, gestures and electro-dermal
activation, speech, and online learner behavior types—and deliver
personalized content that adapts to “prior learning experiences and
performances; self-expressed student preferences in modes of delivery;
analytical prediction of likelihood of success for the individual student
through different modes of delivery; and much more.”30 In the future,
this personalization might include curated library resources relevant to
a student’s classes or their specific research interests and suggestions
for relevant library consulting services or workshops.
Learning analytics (LA) encompasses a range of data collection and
analysis activities that “help educators discover, diagnose, and predict
challenges to learning and learner success” and design interventions
that improve student outcomes.31 The infrastructure that enables these
activities, commonly referred to as integrated planning and advising
for student success (iPASS) systems, aggregates data from a range of
sources: grades and engagement levels from learning management
systems, analytics from electronic learning materials platforms,
demographic data from student information systems, and participation
in clubs and events from extracurricular involvement systems. Yet,
data about engagement with library resources and activities are rarely
included.32
Learning analytics systems have arisen from a confluence of challenges:
increased scrutiny of higher education budgets, intractable student
retention issues, and growing student debt loads, among others.
The underlying motivation for higher education institutions is
to understand which factors contribute to student retention and
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satisfaction, and which indicate an increased risk of academic failure.
Equipped with this information, institutions can address macro- and
micro-level challenges, from identifying ways to reduce the cost of
education to providing early interventions that help a struggling
student succeed in a course.33
Learning analytics “focus on leveraging human judgment,” providing
distilled information to human stakeholders—professors, advisors,
administrators—to be combined with observation, dialogue, and
interpretation.34 Analytics represent one piece of a larger puzzle that
helps universities understand a student’s progress, identify whether
and in what ways they are at risk of negative outcomes, and plan the
most successful interventions.
iPASS systems enable this type of assessment through the use of both
descriptive and predictive analytics. Descriptive analytics quantify
a student’s behavior (for example, how many hours they interacted
with a platform or learning materials), while predictive analytics
enable early warning systems to identify students who appear at risk
of academic failure. Predictive analytics have come under particular
scrutiny for their potential for misuse. One expert interviewed for this
report described them as potentially transformative but “fraught with
peril.”35
Within this context, libraries have also come under increasing pressure
to quantify their contributions to student success and to contribute
data about student interactions with the library to analytics systems
that generate a data picture of a student’s academic life. Longstanding
proxies for library impact such as collections usage, numbers of
instruction sessions and consultations, and foot traffic to library
buildings are being replaced or complemented by metrics that aim to
understand the role of the library’s activities on student outcomes.
Studies focused on quantifying the library’s contribution to student
success have proliferated over the past decade. A meta-analysis of
student success studies in libraries identified a 570-percent increase
in such studies between 2013 and 2014.36 Responses to a recent ARL
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SPEC survey indicated broad uptake of learning analytics activities in
libraries. Over 80 percent of respondents reported engaging in “library
assessment projects that utilize educational and institutional data, data
analysis methods, and share similar goals of other non-library learning
analytics work.”37 These activities generally include collecting and
analyzing reference, instruction, and circulation data, occasionally in
combination with data provided by other campus units.
Despite this trend, academic libraries are not yet systematically
participating in or contributing to campus-wide learning analytics
efforts.38 One exception, among others, is the DePaul University
Library, which collaborated on the development of the campus iPASS
system. Among other functions, the system allows faculty and advisers
to seamlessly refer students to a librarian for research assistance.39
The absence of broad participation in campus-wide initiatives has
a number of causes. Central among them is a lack of understanding,
within the library and externally, about the relevance of library data
to campus-level initiatives. Only half of respondents to the ARL SPEC
survey felt that library data was “very important” to learning analytics
initiatives at their institution.40 Outside of the library, administrators
used to thinking of the library as a collections-focused entity may not
fully grasp its important contributions to student learning.
Data interoperability presents another barrier. Library data may
require considerable cleaning and reconciliation to integrate with
iPASS systems and with other campus data sets. For libraries opting to
participate in iPASS systems, adopting interoperability standards and
working with other institutional stakeholders is key to ensuring that
library data counts.
Concerns about privacy have also hindered widespread participation.
Half of respondents to the SPEC survey identified privacy concerns as a
reason they limit which data they share across campus units. Learning
analytics are susceptible to the same pitfalls as any big-data practice.
Unlike traditional research practice, in which “actors seek consent
for data gathering beforehand and use the data as means toward
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explicitly agreed-upon and respected ends,” the affordances of big data
encourage actors to collect massive volumes of information without an
explicit purpose, and often unbeknownst to the individuals whose data
is being collected.41
A meta-analysis of 54 studies that utilized library learning analytics
data identified inadequate or undefined data security, retention,
anonymization, informed consent, and other practices, and a general
lack of attention to privacy issues among such studies.42 Fewer than half
of respondents to the ARL SPEC survey “reported having a recordsmanagement schedule or policy that controls the retention of learning
analytics data.”43
The impact of learning analytics systems on student success remains
unclear. A number of institutions have reported evidence of concrete
improvement in retention.44 However, a literature review of 252 studies
of learning analytics system implementations found “little evidence in
terms of improving students’ learning outcomes,” with only 23 of the
252 studies the researchers reviewed presenting evidence of such an
effect.45 A greater proportion of studies (35 percent) found that learning
analytics systems had a positive impact on student retention and
completion rates.
Whether or not they directly impact student outcomes, LA systems
can provide valuable information that helps libraries and other campus
units improve services. LA systems can help libraries understand both
general patterns (such as which library-related activities correlate with
a student’s grade point average) and answer specific questions (such as
at what time of the semester a library intervention might have the most
impact on a student’s final grade). Identifying these patterns can lead
libraries to further investigate patterns through qualitative research
methods, indicate opportunities to pilot new approaches to service
development and implementation, and inform activities that improve
the library user experience. Librarians seeking to establish definitive,
causative relationships between librarian interactions and student
learning and success are unlikely to find quick and easy answers
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through engagement in learning analytics. Current learning analytics
systems are built on correlations, not causations.
Legitimate concerns about potential adverse effects of LA initiatives,
from the risk of data reidentification to the misuse of predictive analytics,
have led some libraries to dismiss participation as inherently antithetical
to library values. Other libraries have explored whether ethical and
productive approaches to collecting and using student information
are possible given additional investment and oversight, a commitment
to transparency and informed consent, precautions against data
reidentification, and attention to minimizing adverse effects. The library
can bring this perspective to bear in campus conversations. European
institutions, bound by the General Data Protection Regulation (GDPR),
provide models for implementing these values. Jisc’s Code of Practice for
Learning Analytics, which enumerates the “responsibilities of educational
institutions to ensure that learning analytics is carried out responsibly,
appropriately and effectively” is a robust resource for libraries looking to
influence LA initiatives on their campuses.46
If libraries opt out of campuswide or internal LA initiatives, they risk
missing out on beneficial insights that can lead to concrete service
improvements. They also risk downplaying the library’s contributions
to student learning and success in the eyes of campus administrators. A
more productive approach may be to take a seat at the table, principles in
hand.
Highlighted Initiatives
Library Learning Analytics Project
University of Michigan
https://libraryanalytics.org/
The IMLS-funded Library Learning Analytics Project aims to develop
extensible best practices for library data “collection, storage and
analysis” using University of Michigan student data as a testbed. One of
the project’s early deliverables is a privacy guide for libraries seeking to
ethically collect and use student data.
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Student Dashboard
Nottingham Trent University
https://www4.ntu.ac.uk/current_students/studying/student_
dashboard/index.html
NTU’s Student Dashboard reveals key academic engagement metrics
to students in a visual dashboard, including library use, e-book usage,
LMS logins, and card swipes into academic buildings. Students can
then compare their engagement with an anonymized aggregate of
peers in the same course. Exposing this data directly to students
enables them to better understand the connections between their
own academic engagement and success.
Democratize access to emerging technologies in library spaces
Technology-rich learning and information commons, collaboration
studios, makerspaces, and labs are now commonplace in libraries.
These spaces provide access to specialized software and hardware for
fabrication (such as 3D printers, computer-aided design and drafting
software); visualization (such as high-resolution displays); immersive
reality (such as virtual reality [VR] headsets); and other digital research
and creation methods. The success of these projects depends largely
on their ability to bring together sophisticated equipment and software
with a range of support services that help users fully exploit these tools
and connect them to broader learning outcomes. Equipping a lab with
state-of-the-art hardware and software will not on its own create the
conditions necessary for students to create, innovate, and learn. When
libraries apply their existing expertise as educators to new forms of
knowledge production, they can help their communities thoughtfully
and productively engage with technology.
Locating digital scholarship centers within libraries may also help
to democratize and de-silo access to cutting edge technologies,
encouraging cross-disciplinary collaboration and discovery.47 While
the hardware and software available in a library makerspace may be
available to subsets of students through their department or college,
in many cases the library is the only place that provides access to the
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entire campus community, regardless of affiliation. Asked about the
rationale for building a new AI-focused lab at the University of Rhode
Island Libraries, dean of libraries Karim Boughida explained, “When
you have an AI lab in a specific college, the impression is that access is
only for students of that college. Even if students are told they can use
the space, there may be a percentage that may feel unwelcome, or that
it is ‘not for me.’ In the library it will be different.”48
Many digital scholarship centers help build research communities
of practice within the library building by offering semester-long
fellowships to faculty and graduate students, hosting longer-term
projects or interest groups, and creating durable research outputs
that highlight collaboration between librarians, technologists, and
disciplinary experts. These longer-term projects complement oneoff workshops and events to create programs that are responsive to
rapidly evolving needs and interests. The combination of access to
software and hardware, collaboration space, and technology expertise
has proved compelling to faculty members, bringing them back into the
library building.
While many library makerspaces, digital scholarship centers, and labs
support a wide range of technologies, libraries are paying particular
attention to immersive reality and data science support.
Immersive reality studios
The presence of immersive reality technologies in libraries has grown
significantly as academic institutions recognize the pedagogical and
research applications of augmented, virtual, and mixed reality (AR,
VR, and MxR). Often collectively referred to as immersive reality,
these technologies “enable faculty and students to engage with
highly detailed 3D data—from cultural heritage artifacts to scientific
simulations—in new ways.”49 Immersive reality can enhance learning
experiences by allowing students and scholars to manipulate “rare,
fragile, endangered, or microscopic”50 resources or engage with
remote, inaccessible, fictive, or ancient environments.51 MxR may
hold particular pedagogical potential because of its ability to blend
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“virtually reconstructed cultural content” with “physical cultural
heritage elements at their natural location.”52 Libraries and cultural
heritage institutions seem particularly well positioned to take the lead
in pedagogical applications of MxR given their dual roles as educators
and as stewards of cultural and historical artifacts.
The release of affordable, consumer-grade VR headsets and other
technologies required to create and experience immersive reality
environments has reduced barriers to entry and led to a boom in
interest among libraries. While many academic libraries now have
small collections of VR headsets for lending, only a few have started
building full-fledged programs for immersive reality support. The
University of Oklahoma (OU) Libraries’s The Edge studio, public VR
spaces at the University of Virginia (UVA) Library, and the TRAIL
collaboration space at the University of Washington (UW) Health
Science Library provide three noteworthy examples of immersive
reality spaces as collaborative endeavors with explicit links to the
undergraduate curriculum (in the case of OU and UVA) and faculty
research (at UW).
At The Edge, a library-based makerspace, the OU Libraries have
installed several VR terminals consisting of “a moveable chair-on-rails,
coupled with a high-end gaming PC and an Oculus Rift HMD (head
mounted display).”53 The libraries have worked with classes in multiple
disciplines to develop custom learning software and deploy it in the
undergraduate curriculum. A recent course collaboration brought
together students from three university campuses to collectively
explore a VR environment simulating a remote cave otherwise
inaccessible to the public.54 The use of VR also allowed students to
adjust lighting, zoom, and explore the environment in other ways that
would be difficult in the physical world. The OU Libraries have found
that incorporating VR into select courses had “significant positive
impact on self-efficacy along dimensions related to completion of
spatial tasks,” an indication that VR can support learning outcomes,
particularly in spatially oriented fields such as architecture.55
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At UVA, a VR lab in the library invites students to engage spatially
with research topics. Using the Unity VR platform, “a research topic
is represented spatially by creating ‘rooms’ in a virtual museum that
relate to the arguments in a paper. The details of the argument are
expressed by images, text, audio, or video objects placed in a room
much like objects in a museum exhibition.”56
At UW Health Science Libraries, the TRAIL collaboration space
originated as a general purpose translational research lab backed by the
library’ clinical information program and IT services.57 When a faculty
member reached out to the library with a specific request to test VR on
the existing data wall, the library took the opportunity to consider how
the space could accommodate VR experimentation on a larger scale.
The library has generalized its planning process into a comprehensive
toolkit for VR spaces design in libraries. The toolkit addresses both
technical design considerations and theoretical concerns, ranging
from the minimum and maximum room scale specifications based on
the types of VR headsets employed to how library VR spaces in health
science libraries can effectively protect patient privacy.
The growth of immersive reality spaces and services in libraries is yet
another indication of the library’s burgeoning role in “experimentation
and knowledge production,” and a promising avenue for libraries
to demonstrate continued relevance as “both as the custodian and
curator of all forms of research and educational data, and as a catalyst
for innovation in scholarship and pedagogy.”58 Immersive reality
initiatives, which require close partnerships between technologists
and disciplinary experts, further reinforce the library’s role as a hub for
cross-disciplinary collaboration.
Data science centers
Data science programs have seen dramatic growth over the past several
years, as universities hurry to keep pace with student interest and
industry demand for skilled data scientists. The highly interdisciplinary
nature of data science as a field requires new models of support
services. Data science courses and programs are often established
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outside of existing departments59 and draw in learners from a range of
academic backgrounds and majors beyond computer science.”60
In order to provide cross-disciplinary opportunities for students to
deepen and apply their data science skills, some campuses are creating
dedicated spaces equipped with the appropriate software, hardware
and associated programming. For example, the Moore-Sloan Data
Science Environments (MSDSE) project, initiated in 2015, sponsored
the development of three data science environments” (DSEs) at
New York University (NYU), the University of Washington and the
University of California-Berkeley.
All three DSEs were established outside of existing departments; two
of the campuses (NYU and UW) selected the library to host the new
space.61 Libraries were considered ideal sites given their commitment
to interdisciplinarity and openness, two core characteristics of data
science research, and the perception of libraries as neutral or third
spaces without ties to specific departments or programs on campus,
or external parties such as corporate research sponsors. Positioning
data science centers in libraries or other neutral spaces, rather than
within professional degree programs whose goals are primarily to
prepare students for the job market, may result in different focuses and
priorities.
The data science centers established through the MSDSE project,
for example, all developed a focus on the ethical implications of data
science and its contributions to the public good, even though this was
not an explicit goal at the outset.62 At URI, which recently established
a first-of-its-kind library-based AI lab, the mission, according to chief
technology officer for University Libraries Bohyun Kim, is “to help
students and faculty learn about and navigate all of the discussions
and issues around AI. The goal is a lot broader than just pure scientific
research.”63
Labs situated in libraries can also contribute to de-siloing data science
support services and making them more inclusive of all skill levels and
majors. While formal instruction in data science is often targeted to
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students in STEM fields, many labs explicitly strive to offer programming
appropriate for students from a range of disciplinary backgrounds. The
AI lab at URI, for example, will offer instruction for all skill levels in
“robotics, natural language processing, smart cities, smart homes, the
internet of things, and big data.”64
Highlighted Initiatives
Artificial Intelligence Lab
University of Rhode Island Libraries
https://web.uri.edu/ai/
The URI Libraries’ AI Lab provides all students access to tools such
as high-performance computing for developing machine learning
applications, along with services such as robotics and AI workshops.
The lab team includes librarians along with faculty from humanities
and STEM disciplines and has enhanced campus learning by serving as
a site for a diverse range of URI courses, from the Wearable Internet of
Things to Intro to Philosophy.
The Edge
University of Oklahoma Libraries
https://libraries.ou.edu/content/edge
The University of Oklahoma Libraries support the use of VR and
visualization throughout their curriculum and faculty research through
multiple spaces on campus, including The Edge. The Edge combines
makerspace technologies such as 3D printing and microcontrollers with
VR workstations and headsets for VR experiences and creation. The
Oklahoma Virtual Academic Laboratory (OVAL) project has been used
by faculty and students to collaboratively explore immersive virtual
environments.
Translational Research & Information Lab (TRAIL)
University of Washington Health Sciences Library
https://hsl.uw.edu/trail/
The TRAIL space at University of Washington Health Sciences Library
provides a suite of technologies and services to students, researchers,
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and physicians so they can incorporate VR, visualization, virtual
computing environments, and data analysis into their practice. In 2018,
the HSL received an IMLS grant to “design and build a Virtual Reality
(VR) and Augmented Reality (AR) program and studio for surgical care
teams to simulate cardiac surgery in a library environment”, which
also led to the release of Virtual Reality in Academic Health Sciences
Libraries: A Primer, which provides detailed guidance on best practices
for creating a library VR space, including room requirements, headset
and software options, and other specifications.

Key Takeaways
1. Librarians can leverage existing skills in search and protecting
patron privacy to promote new digital literacies. As librarians
teach students to navigate increasingly complex and opaque search
interfaces, they have the opportunity to promote algorithmic
literacy and help students ask questions about how unseen
algorithms shape the results. Librarians have long cared deeply
about patron privacy and intellectual freedom, and can leverage this
knowledge to develop privacy-as-a-service workshops to educate
students on managing and protecting their identity and personal
information online.
2. Libraries will help students evaluate and responsibly create
digital content in an environment of malicious Twitter bots and
deep fakes. Libraries must continue to help students develop skills
in evaluating sources, which will entail continuing engagement with
constantly evolving new media. Even as the technological medium
changes, the same questions of authorship, reliability, and who
benefits from false or misleading information will apply. Deeper
learning opportunities can come about for students who create
digital content, whether in a library makerspace or in a librarian-led
workshop. Librarians could promote thoughtful engagement with
new technologies by leading workshops on creating Twitter bots so
students can understand how emerging technologies can be used
and misused.
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3. Libraries must engage with campus learning analytics
initiatives or risk being left out of the conversation. Many
campuses are engaged in broad initiatives to measure and predict
student success using a wide variety of data sources, but libraries
are often reluctant to participate because they believe library
data isn’t relevant or are concerned about student privacy. By
having a seat at the learning analytics table, librarians can show
administrators how they play a crucial role in teaching, learning,
and student success while advocating for privacy-aware student
data practices on campus.
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Chapter 7: Building and Managing Learning and
Collaboration Spaces
Landscape Overview
As libraries adopt off-site and compact storage options and grow their
collections of digital content, the amount of space required for physical
collections in library buildings has dramatically diminished. Spaces
that were historically “configured around collections and their use” are
being reconceived as flexible, interactive environments that connect
users to the people and technologies that support learning, research,
and creativity.1 The impact of emerging technologies on library spaces
is evident in the growing prevalence of makerspaces, studios, and
labs outfitted with specialized equipment, and a movement towards
thoughtfully integrating technology into all aspects of the library visitor
experience.
Technologies such as high-resolution LED displays utilized in public
spaces can showcase the library’s involvement in the full “content
lifecycle (creation, access, management, curation) for both e-content
and analog content.”2 Tablets and touch-screen kiosks can display
real-time information and facilitate room booking, event registration,
circulation, and other activities. And as the broader focus of public
spaces planning has shifted towards designing user experiences—that
is, creating environments that respond and adapt to user needs, provide
convenience and satisfaction, and empower users to reach their goals—
libraries are considering how technology can productively shape
user interactions with the full range of library spaces and services.
Thoughtful integration of technology in library spaces has the potential
to “reverse the library experience from one in which we expect the
user to learn the library—how to navigate it both physically and
virtually—to one in which the library ‘learns’ the user and adapts itself
to the user’s needs.”3
Descriptions of libraries as “living labs”4 and aspirations to transform
buildings from “containers” into “living organisms”5 signal a vision of
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library spaces as adaptable, communicative, experimental collaborators
in knowledge creation.
Thoughtful integration of technology in the library building can
support a range of user needs, from active collaboration to reflection
and focused study. Research libraries “can and should accommodate
multiple forms of knowledge-seeking—and better yet, and most
critically for the continued vibrancy of the institution, forge
connections between the old and new.”6 The following sections
explore the ways in which libraries are addressing this challenge in
their space planning and programming, specifically addressing the
effects of the Internet of Things (IoT), immersive reality, and artificial
intelligence on how libraries conceptualize and create the learning and
collaboration environments of the future.

Strategic Opportunities
Transform the library building into a living lab
While leading-edge technology is often most conspicuous in
makerspaces and labs, some of the most transformative potential lies in
the seamless and often invisible integration of emerging technologies
into the full library visitor experience. The use of IoT technologies
presents a particularly compelling opportunity for library spaces and
services to dynamically adapt to user behaviors. The “ubiquitous use
and integration of networking, sensing, and tracking technologies in
physical environments” could transform the academic library into “a
living-learning lab that senses and studies human dynamics, humancomputer interactions, and human-building interactions.”7 The data
generated by large-scale implementations of sensors and networked
devices could become a dynamic data set for the entire community to
mine. Libraries have an opportunity to pioneer inclusive, privacy-aware
approaches to this integration of sensing technologies in the public
sphere.
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While the notion of flexibility in library space design has largely come
to connote movable furniture, technology enables much broader
and more transformative ideas of flexibility.8 The use of tablets,
smart devices, and custom applications can turn static spaces into
personalizable environments. The pop-up Alterspace project from
the Harvard Library Lab, for example, allows users to select from a
series of preset lighting and sound environments designed to enhance
specific activities, such as focused learning, meditation, or creativity.
Users can tweak the presets to create their optimal study environment.9
Experimental spaces like the Alterspace inspire visions of entire
library buildings outfitted with sensors that continuously monitor
temperature, traffic flow, occupancy, light levels, and other metrics;
and technologies that give users control over and insight into their
environment. The data generated by a large-scale implementation
of sensors could allow libraries to better understand users, improve
spaces and services, and engage the community in designing ideal
environments in real time.
Advances in “computationally-enabled devices and building
architectures” are transforming the way people navigate and engage
with their university campuses.10 These technologies are lauded for
making the student experience “seamless, simple, and streamlined.”11
Specifically, IoT technologies are being used to provide students
with individual access to campus facilities and events, easy payment
at campus dining, seamless connection to campus printers or other
devices, and just-in-time, location-based information.
From virtual assistants (think Amazon’s Alexa device) in each student’s
dorm room to Bluetooth beacons that record student attendance,
college campuses are becoming sites of increased surveillance. While
IoT and other smart spaces technologies may make students’ lives more
convenient and productive, they permit (and rely on) data-intensive
monitoring and evaluation of students, generating significant concerns
about privacy, bias, and the ethics of continuous data collection.
Data collected from IoT technologies around campus—such as an
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individual’s visits to certain academic buildings like the library,
their class attendance, or their participation in campus events—can
be aggregated with other metrics—like grades and test scores—and
demographic information to measure (or even predict) a student’s
success.12 While often well-intentioned, this approach to student
monitoring has alarmed privacy advocates and generated serious
concerns about how the collection and use of student data could
harm students, especially those from already marginalized and
underrepresented populations.
Continuous surveillance and the use of black-box algorithms to analyze
data introduces opportunities for bias and misuse. Much has been
written on the potential consequences of over-reliance on predictive
models and AI in making decisions that could impact an individual’s
future. People of color and other marginalized groups are especially
at risk of losing out in this environment. A recent study published in
Nature found “rampant racism in decision-making software” widely
used in hospitals, leading to poorer health care outcomes for people of
color.13
There are also risks that user data could be compromised by human
error or malicious actors, potentially exposing identifying or sensitive
information, or providing third parties with access to a treasure trove
of mineable data. Beacons technologies, for example, do not collect
user data and “typically do not connect to the Internet without an
additional layer of software that can interpret their signals.”14 However,
those additional software layers can be used to collect and transmit
information about a user’s location, activities, or identity. Libraries
have a particularly vested interest in ensuring user privacy, given
their commitment to intellectual freedom. The use of sensors, even
those that do not transmit data in compromising ways, could create
an environment where users feel surveilled and therefore inhibited,
potentially affecting “how they view the library and what information
they seek out from library resources.”15
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There is little evidence that most research libraries have widely
adopted IoT technologies in their buildings. Where they have
been implemented, they are generally focused on making the user
experience more convenient and on making spaces comfortable for
both users and collections. At Concordia University’s Webster Library,
for example, librarians developed a prototype system to measure and
display noise levels in various areas of the library, allowing users to
“choose the area with the right amount of noise for their purposes.”16
Although the prototype had not been deployed at scale as of the
publication date, it is an example of an IoT-based technology that
does not rely on invasive surveillance. The system does not record or
process sound; it merely measures decibel levels. It makes no attempt
to track or identify individual users or their behaviors. At the root, the
system enhances, rather than compromises, a user’s autonomy within
the library space by allowing them to make an informed decision about
appropriate study environments depending on their mood or intended
activity.
Highlighted Initiatives
Alterspace
Harvard metaLAB and Library Innovation Lab
https://alterspace.github.io/
Harvard’s Library Innovation Lab, embedded in the Law School
Library, develops experimental projects that engage with the future
of libraries. Their Alterspace project allows library users to control
various aspects of their physical environment, including “light, color,
sound and space” to give them the ability to optimize the space for
specific activities, such as study, meditation, or creativity. Alterspace
is an open-source project with code released on GitHub that can be
reused or modified by other libraries.
Enhance the user experience in library spaces
Poor wayfinding in libraries has long preoccupied librarians, who
strive to give visitors better tools to navigate warren-like stacks
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and intimidating service points. Enter Hugh, the robot librarian at
Aberystwyth University, who can “search the catalog, identify a book’s
shelf location, and lead a patron to it.”17 Hugh is touted as a way to make
the visitor experience more pleasant while freeing librarians to focus
on more complex visitor needs as Hugh handles routine interactions.
While robot librarians remain a novelty, libraries are experimenting
with a range of other emerging technologies to support wayfinding and
just-in-time visitor services. Beacon technologies, which communicate
with mobile devices via Bluetooth low-energy proximity sensing,
hold particular promise. The move to 5G networks will accelerate the
use of networked devices as data transmission speeds increase. One
of the earliest proposed uses of beacons was to support wayfinding
within buildings, particularly for those individuals with sight or other
impairments that prevent them from benefiting from visual signage and
navigation aids.18
Beacons can be used in conjunction with specially designed apps to
create interactive maps that guide users through the library building
with turn-by-turn directions and present students with just-in-time,
location-aware information.19 This could include information that
makes visiting the library building more convenient (for example,
alerts that direct users to unoccupied seating or during busy periods
like the Waitz app deployed at UCSD and UC Santa Barbara20); more
pleasant (for example, push notifications that remind users when
they are entering a designated quiet area); more welcoming (for
example, invitations to join library workshops or events as visitors
enter the building); or more productive (for example, location-based
recommendations systems that suggest nearby books of interest).21
A number of libraries have experimented with beacon technology
to create self-guided library tours and navigational aids;22 build
augmented reality (AR) exhibits;23 provide location-specific mobile
alerts;24 and help users locate materials in the library stacks.25 An app
developed at the University of Illinois at Urbana-Champaign, for
example, can direct a user to a book in the stacks while providing realMapping the Current Landscape of Research Library Engagement: Building and Managing
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time recommendations based on the user’s location and the popularity
of nearby items using circulation data.26 Wearable devices could even
provide real-time translation to help users identify materials in their
non-native language in the stacks.27 IoT technologies can also be used
to give students access to restricted or reservable spaces (such as
bookable study rooms)28 or physical materials (such as smart lockers
that hold course reserves for students in a given class).
Emerging technologies can also be used to enhance a sense of
community within library spaces. One recent project uses beacons
to create virtual micro-communities or zones within a large, flexible
makerspace.29 Several researchers have proposed hypothetical apps
that use beacons to help users connect with one another around shared
interests or goals.30 An article on using beacon technology in study
spaces asks readers to imagine “walking into a library commons and
receiving recommendations on your phone about locations to sit based
on the similarity of the research others are conducting nearby.”31 A
similar project proposes an app that would “promote the portfolios,
research work, etc. of people in the immediate vicinity by temporarily
‘attaching’ links to beacons,” helping to “build a sense of collegiality as
a diverse community of learners, researchers and practitioners.”32
It is easy to see beacon technologies as simultaneously convenient
and intrusive. While some users may appreciate location-based
assistance and information, others may find it creepy or bothersome.
Frequent alerts may be counterproductive in an environment designed
to encourage focused study. Clear opt-in policies (and/or use of
beacons exclusively in the context of a voluntarily downloaded app)
are therefore advisable. General library privacy policies will require
revision and expansion to address the many new ways in which user
data may be collected and used.
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Highlighted Initiatives
Waitz Find A Seat app
UC San Diego Library
https://libraries.ucsd.edu/visit/study-spaces/index.html
UC San Diego Library has created a study spaces app that shows
students real-time space availability based on anonymized WiFi and
Bluetooth traffic, in partnership with a startup, Waitz. Waitz sensors
are installed throughout the library, and collect anonymized web
traffic data to display the busyness of various study spaces to students.
Spaces planning and assessment
While many libraries have found foot traffic to their buildings remains
as robust as ever, especially after space renovations that establish new
learning and information commons,33 they face increasing pressure to
demonstrate the specific value and impact of their spaces. New tools
can help libraries gather and interpret metrics well beyond gate counts
and circulation statistics. Smart devices, machine learning, and other
technologies have the potential to give libraries insight into library
usage patterns that can help them plan for future space and service
improvements.
Over a dozen articles in the library literature describe IoT-based
approaches to spaces assessment.34 Data from beacons and sensors,
thermal imaging cameras, and other networked devices can provide
real-time data about traffic flow (for example, how many visitors
browse the stacks versus head straight for the learning commons) and
space usage (for example, the number of occupied seats in various
zones of the library, busy and slow times).
The Measure the Future Project developed a toolkit for using webcams
and a computer vision algorithm to assess space usage.35 The webcam
identifies and tracks visitors to see where they congregate and how
they move through a space, generating usage heat maps that librarians
can use to understand what kinds of spaces are popular, address
overcrowding, or learn about user behavior. The use of thermal
Mapping the Current Landscape of Research Library Engagement: Building and Managing
Learning and Collaboration Spaces

164

cameras mitigates privacy concerns, making it significantly more
difficult to identify individual users. Further, the cameras will not
record activity when fewer than three individuals are in the frame.
Continuous data collection (think hundreds of sensors running 24
hours a day) will rapidly overwhelm traditional methods of data
analysis. Libraries will need machine learning tools to sift through
massive troves of sensor data to identify patterns and actionable
insights. To fully leverage the data they collect, librarians will need
data dashboards that support real-time monitoring and that aggregate
data from a range of sources. At the University of Rochester, librarian
Lauren Di Monte and data scientist Nilesh Patil are using machine
learning to study traffic patterns in the library building. The team set
out to determine how many people who entered the library had come
to use library spaces and services and how many were just passing
through to access other buildings or areas of campus. The team
developed a recurrent neural network model and trained an algorithm
on data gathered from bidirectional gate counters. The model was then
used to predict traffic based on previous patterns.36
While these new assessment tools offer exciting opportunities, they
also come with limitations and risks. Few libraries have implemented
networked monitoring devices at scale because equipping an entire
building with sufficient beacons and other sensors to generate useful
data remains expensive, and thoughtfully outfitting an entire library
building to collect meaningful data takes intensive planning. As data
analysts constantly caution, poor data collection methods lead to
misleading or inaccurate conclusions.
Finally, data generated by sensors and other passive collection
mechanisms will require complementary qualitative research to
provide context. For example, using sensors to measure sound volume
in a library space ”does not reveal what people actually hear, nor how
people value or use sound.”37 Emerging technologies represent an
exciting addition to, rather than a replacement for, existing methods of
space planning and evaluation.
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Highlighted Initiatives
Measure the Future Project
http://jasongriffey.net/mtf/
The Measure the Future Project, funded by the Institute for Museum
and Library Services, has created an open-source hardware and
software toolkit that libraries can use to monitor and assess space
usage. The project solves for patron privacy by using thermal cameras
that make it difficult to identify individual users. The first phase of the
project launched with pilots in a mix of public and academic libraries,
including SUNY Potsdam and the New York Public Library.
Smart Commons project
Virginia Tech University Libraries
https://github.com/VTUL/smart-commons
Virginia Tech University Libraries’ Smart Commons project has
taken a different approach to collecting space usage data without
compromising patron privacy. WiFi-connected motion sensors are
attached to the bottom of individual chairs in the library Learning
Commons, allowing for granular data collection on the number of seats
occupied at any given time. The hardware plans and source code have
been released on GitHub so other libraries can recreate the project.

Key Takeaways
1. Libraries are thinking beyond the makerspace in considering
emerging technologies in their spaces. While many libraries
have now built technology-rich makerspaces, VR/AR spaces, and
digital media labs, transforming libraries into smart buildings can
also mean infusing technology into the entire building and user
experience, from sensors that anonymously monitor space usage to
networked devices that allow users to customize their own study
environments. Rather than drawing an artificial distinction between
“hi-tech” and “traditional” library spaces, librarians are considering
how emerging technologies can inform all aspects of space planning
and design.
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2. Libraries can leverage their historical commitment to patron
privacy in designing user experiences that incorporate sensing
technologies. One notable commonality in the highlighted
initiatives included in this section is they all incorporate privacyaware approaches to collecting data about spaces, whether through
anonymized WiFi data, thermal cameras that don’t identify faces, or
use of motion sensors. Although no longer an emerging technology,
infrared beam door counters became ubiquitous in libraries over
the past 30 years because they provided a convenient and low-cost
way for libraries to track visitors without collecting identifiable user
data. As the emerging projects described in this section become
more mature and easier to implement, we can similarly expect
widespread adoption by libraries.
3. Develop library apps and tools with sustainability in mind.
Readers will note that many of the projects described in academic
literature and featured in this section are no longer active. While
some of this can be attributed to the nature of pilot projects that
were not necessarily intended to continue, other projects have
ended due to a staff member departing or grant funding running
out. To mitigate against this tendency, libraries should take the same
approach to apps and sensing projects that they do with digital
content, and plan for sustainability. On a positive note, many of the
projects included in this section have released their code on GitHub,
so even if a project becomes inactive, another institution would be
able to pick the project up later.
4. Sensing technologies can empower users by giving them agency
in library spaces. Sensors, beacons, and microcontrollers can
improve the user’s experience of library spaces by helping them
find the least crowded or noisy places to study in real time, be
guided to finding books in the stacks, and give them control over
their physical study environment. Emerging technologies “have
the capacity to reverse the library experience from one in which
we expect the user to learn the library—how to navigate it both
physically and virtually—to one in which the library “learns” the
user and adapts itself to the user’s needs.”38
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Conclusion
The emerging technologies explored in this report have prompted
libraries to adapt their historical roles as trusted stewards, educators,
and curators to suit an academic environment and a society driven
by digital data, marked by distributed collaboration, and contending
with the challenges of misinformation, white supremacy culture, and a
global pandemic.
Research libraries’ historical role as trusted stewards of collections
takes on new urgency as they ensure the provenance, authenticity,
and long-term preservation of increasingly complex digital assets in a
societal context where digital misinformation has become ubiquitous.
Libraries’ long-standing emphasis on protecting user privacy has
led them to become advocates for the judicious and ethical use of
campus learning analytics. Traditional models of information access
are being reimagined: research libraries are building and maintaining
computationally ready digital collections and building borderless
collections that incorporate open, owned, and licensed content. And
in the tradition of building information literacy, research libraries are
fostering critical engagement with new forms of digital information
and misinformation and enabling their stakeholders to produce new
forms of scholarly and creative work.
The research and interviews for this report were primarily conducted
in the spring and fall of 2019, before the COVID-19 pandemic abruptly
reshaped the higher education landscape. The pandemic has forced
rapid innovation and accelerated existing trends in libraries in online/
blended learning, facilitating easy access to e-content and data, and
helping students build new information fluencies to combat the
proliferation of disinformation. After nearly a year of learning fully
or partly online for faculty and students at residential colleges and
universities, there will be no return to the pre-pandemic status quo
for libraries. The “new normal” for library users will be online or
blended-first, and users will expect collections and services to operate
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seamlessly in these hybrid channels even as the library returns to
operating a physical space.
The pandemic has highlighted the urgency of providing timely, barrierfree access to information; enabling distributed research and learning;
and advocating for digital privacy. The research library is wellpositioned to meet the challenges of this increasingly open, distributed,
and digital data-centric academy, combining library workers’ expertise
in education, curation, and preservation with their position as a trusted
institution.
Research libraries can bring values-based decision-making to bear
as they find the right balance in their approach to adopting and
experimenting with emerging technologies—the balance between
agility and sustainability, convenience and privacy, transformation
and persistence. As emerging technologies such as machine learning,
immersive reality, and the Internet of Things change the ways
researchers and students engage with information, libraries have
opportunities to advance their contributions to the research and
learning enterprise. As adopters of these technologies, research
libraries can make information more discoverable, reusable, and
durable. As educators, library workers can help their communities
critically and productively engage with technology in the service of
research and learning. By thoughtfully adopting and responding to
emerging technologies, research libraries assert their continued and
multifaceted value as campus hubs for research and learning.
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Glossary
artificial intelligence (AI). The theory or development of computers
or other machines to perform tasks that exhibit intelligent behavior,
such as visual perception, speech recognition, decision-making, and
language translation1
big data. Data characterized by huge volume, rapid generation,
diversity, and scope, typically to the extent that its manipulation and
management present significant logistical challenges; (also) the branch
of computing involving such data
blockchain or distributed ledger technology. A type of database of
replicated, shared, and synchronized digital data geographically spread
across multiple sites, countries, or institutions. Records are stored in
blocks, or one after the other in a continuous ledger2
computer vision. An umbrella term that encompasses attempts to
computationally replicate the human visual system and automate visual
tasks such as pattern and known-entity recognition3
containerization. “A standard unit of software that packages up code
and all its dependencies so the application runs quickly and reliably
from one computing environment to another”4
data mining. The process or practice of examining large collections of
data in order to generate new information, typically using specialized
computer software5
data science. An inter- and cross-disciplinary field concerned with
concepts and topics in statistics, data mining, machine learning, and
broad data analytics6
deep fakes. The product of merging or combining images, audio, or
video, using artificial intelligence or machine learning techniques, to
create a fake product that appears authentic7
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high-performance computing (HPC). Processor-intensive
applications that rely on computational clusters and federations of
scattered clusters8
immersive reality. A collective term for augmented, virtual, and mixed
reality (AR, VR, and MxR), which create the perception of physical
interaction with virtual environments9
Internet of Things (IoT). The extension of the internet into the
physical world embedding computing devices on physical items, giving
them network connectivity and allowing them to send and receive
data10
learning analytics. An educational application of data collection and
analysis of online activities aimed at learner profiling to discover,
diagnose, and predict learner behavior and to design interventions that
improve student outcomes11
learning management system (LMS). An integrated set of online
applications providing access to digital course materials, discussions,
grades, and other features in support of education, particularly in
colleges and universities12
machine learning (ML). A computing system that learns from
experience by reviewing large sets of information, creating models
based on this data, making predictions, and refining its algorithm on
the basis of newly acquired data13
natural language processing (NLP). The combination of artificial
intelligence with linguistics to process and analyze language-based
data14
next generation digital learning environment (NGDLE). A learning
environment consisting of learning tools and components that adhere
to common standards, intended to directly support learning. The
NGDLE addresses five dimensions: interoperability and integration;
personalization; analytics, advising, and learning assessment;
collaboration; and accessibility and universal design.15
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predictive analytics. The collection and analysis of data from online
activities used to predict future behavior or outcomes16
reproducibility. The ability to replicate or repeat methods and
conditions to yield consistent results17

Jocelyn Cozzo, born-digital, contributed significant research to this
glossary.
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