The NEWUOA which belongs to the class of DerivativeFree optimization algorithms is benchmarked on the BBOB-2009 noisy testbed. A multistart strategy is applied with a maximum number of function evaluations of 10 4 times the search space dimension.
ALGORITHM PRESENTATION
The NEWUOA (New Unconstrained Optimization Algorithm) [4] is a Derivative-Free Optimization (DFO) algorithm using the trust region paradigm. NEWUOA computes a quadratic interpolation of the objective function in the current trust region and performs a truncated conjugate gradient minimization of the surrogate model in the trust region. It then updates either the current best point or the radius of the trust region, based on the a posteriori interpolation error. The time complexity of the algorithm is O(m 2 n) in the worst case but in practice closer to O(mn), where m is the number of interpolation points used for the determination of the quadratic model and n is the dimension of the search space. The number of interpolation points m is a parameter of the algorithm and needs to be chosen in the range [n + 2,
EXPERIMENTAL PROCEDURE
The implementation used for our experiments is the one provided by Matthieu Guibert 1 which delivers Powell's original Fortran source code of the algorithm. This Fortran code has been integrated with the BBOB experimental paradigm. In this paper, the maximum number of points m = (n+1)(n+2) 2 has been used. Though the scaling of the algorithm time complexity is close to O(n 4 ), preliminary experiments showed the full model to deal with noisy functions better than a smaller model. The initial radius ρ beg of the search region has been set to 10, the range of the search space. Preliminary experiments shows very few dependencies on this parameter, given it is not too small (ie. by many orders of magnitude) for the problem considered. A final radius ρ end = 10 −16 was chosen close to the limit being the machine precision to prevent numerical errors. The starting point x 0 is chosen uniformly in [−5, 5] n where n denotes the dimension. The multistart strategy was used with at most 100 restarts to reduce the duration of an experiment. For the same reason, a run is limited to at most 10 4 × n function evaluations. The algorithm used is presented in Figure 1 . No parameter tuning was done, the CrE [2] is computed to zero.
RESULTS AND DISCUSSION
Results from experiments according to [2] on the benchmarks functions given in [1, 3] 
CPU TIMING EXPERIMENT
For the timing experiment, the proposed algorithm was run on f8 and restarted until at least 30 seconds have passed (according to Figure 2 in [2] Table 1 : Shown are, for functions f 101 -f 120 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass f opt + ∆f (ERT, see Figure 2) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RTsucc). If fopt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 2 for the names of functions. 
CONCLUSION
The NEWUOA which is a trust region method was tested with restarts on a noisy testbed. Method based on interpolation are expected to fail on noisy functions. Results of this algorithm do not disagree with this. Table 2 : Shown are, for functions f 121 -f 130 and for a given target difference to the optimal function value ∆f : the number of successful trials (#); the expected running time to surpass fopt + ∆f (ERT, see Figure 2) ; the 10%-tile and 90%-tile of the bootstrap distribution of ERT; the average number of function evaluations in successful trials or, if none was successful, as last entry the median number of function evaluations to reach the best function value (RT succ ). If f opt + ∆f was never reached, figures in italics denote the best achieved ∆f -value of the median trial and the 10% and 90%-tile trial. Furthermore, N denotes the number of trials, and mFE denotes the maximum of number of function evaluations executed in one trial. See Figure 2 for the names of functions.
