In this paper, we extend the existing order statistics distribution theory .to the general case in which the order statistics is amociated with certain constraints and the distribution of population is not assumed to be absolutely continuous. In particular, we derive an inequality on distribution for related order statistics. Moreover, we also propose two different approaches in searching reliable so!lutions to the robust analysis and optimal synthesis problems under constraints. Furthermore, minimum computational effort is investigated and bounds for sample size are derived.
Introduction
In recent years, it becomes clear that many deterministic worst-case robust analysis and synthesis problems are NP hard, which means that the exact analysis and synthesis of the corresponding robust control problems may be computational demanding 15, 13, 151. On the other hand, the deterministic worst-case robustness measures may be quiite conservative due to overbounding of the system uncertainties. As pointed out in [9] by Khargonekar and Tikku, the difficulties of deterministic worst-case robusi; control problems are inherent to the problem formulations and a major change of the paradigm is necessary. An alternative to the deterministic approach is the probabilistic approach which has been studied extensively by Stengel and co-workers, see for example, [lo] , [ll] , and references therein. Aimed at breaking through the NP-hardness barrier and reducing the conservativeness of the deterministic robustness measures, the probabilistic approach has recently received a renewed attention in the work by Barmish In addition to its low computational complexity, the advantages of randomized algorithms can be found in the flexibility and adaptiveness in dealing with control analysis or synthesis problems with complicated constraints or in the situation of handling nonlinearities.
The robust control analysis and synthesis problems under constraints are, in general, very hard to deal with in the deterministic framework. For example, it is wellknown that a multi-objective control problem involving mixed H2 and H , objectives are very hard to solve even though there are elegant solutions to the pure H2 or H , problems [15] .
In this paper, we first show that most of the robust control problems can be formulated as constrained optimal synthesis or robust analysis problems. Since the exact robust analysis or synthesis is, in general, impossible, we seek a 'reliable' solution by using randomized algorithms. Roughly speaking, by 'reliability' we mean how the solution resulted by randomized algorithms approaches the exact one. In this paper, we measure the degree of 'reliability' in terms of accuracy 1 -E and confidence level 1 -S. Actually, terminologies like 'accuracy' and 'confidence level' have been used in [12] and (91 where accuracy 1 -E is referred as an upper bound of the absolute volume of a subset of parameter space Q. However, in this paper, we emphasis that the accuracy l -E is an upper bound for the ratio of volume of the constrained subset Qc := { constraint set C holds, q E Q} with respect to the volume of parameter space Q. For example, when estimating the minimum of a quantity u(q) over Qc, the ratio may be volume of {u(9)2%sn, Q E Q c ) where i,,, is an estimate resulted by randomized algorithms for quantity u(q). We can see that the ratio of volume is a better indicator of the 'reliability' than the absolute
Based on this measure of 'reliability', we propose two different approaches aimed at seeking a solution to the robust analysis or optimal synthesis problem with a certain a priori specified degree of 'reliability'. One is the direct approach. The key issue is to determine the number of samples from the parameter space Q needed to be generated. Actually, Khargonekar and Tikku in [9] have applied similar approach to stability margin problem, though the measure of 'reliability' is in terms of the absolute volume. In that paper, a sufficient condition is derived on the sample size 0-7803-4530-4198 $10.00 0 1998 AACC required to come up with a 'reliable' estimate of the robust stability margin (See Theorem 3.3 in [9] ). In this paper, we also derive the bound of sample size and give the sufficient and necessary condition for the existence of minimum distribution-free samples size. Our result shows that, the bound of sample size necessarily involves p := volume of Qc. Thus estimating p becomes essential. Unfortunately, estimating p is time-consuming and the resulted sample size is not accurate. To overcome this difficulty, we propose and strongly advocate another approach-the indirect approach. The key issue is to determine the Constrained sample size, which is the number of samples needed which fall into the constrained subset Qc. We derive bounds of constrained sample size and give the sufficient and necessary condition for the existence of minimum distribution-free constrained samples size. The bounds do not involve p and can be computed exactly. This result makes it possible to obtain a reliable solution without estimating the volume of the constrained parameter subset Qc.
In this paper, the essential mathematics supporting the two approaches is distribution theory of order statistics [8] . Although the cumulative distribution of order statistics had been discovered around forties of this century, existing order statistics distribution theory considers quantity u(q) for parameter q E Q without any constraint and assumes that the distribution of u(q) (which is referred as population in standard order statistics theory) is absolutely continuous. However, for robust analysis or synthesis problem under constraints, we only consider quantity u(q) when parameter q belong to constrained subset Qc, and the distribution of u(q) may also be discontinuous. Therefore, existing order statistics distribution theory cannot be applied in general to the constrained robust analysis or synthesis problems. To overcome this limitation, we extend the existing order statistics theory to the general case in which the order statistics is associated with certain constraints and the related distribution is not assumed t o be absolutely continuous. In particular, we derive an inequality on distribution for related order statistics. Finally, we introduce the concept of distribution-free tolerance interval [8] which is important to robust analysis and synthesis because it is distribution-free and indicates the distribution of a quantity.
Preliminary and Problem Formulation

T
Let q = [ql q2 ... qn] be a vector of a control system's parameters, bounded in a compact set Q, i.e., q E Q. Let C be a set of constraints that q must satisfy. Define the constrained subset of Q by QC := { C holds, q E Q} . In many applications, we are concerned with a performance index function u(q) of the system under the set of constraints C. Since the performance index u(q) subject to the constrained set C is bounded by minq, u(q) 5 u(q) 5 maxQ, u(q), it is natural to ask the following questions:
0 What is the value of q at which u(q) achieves minQc u(q) (or m a Q c u(q))?
Robust Analysis Figure 1: Uncertain System
Consider, for example, an uncertain system shown in Performance range: Let Q c C Q be a given set of parameters such that A(q) is stable for all q E Qc. Define u(q) := llTz,ll,. Then the problem of determining the range of the system's H , performance level can be formulated as finding minqEQc u(q) and maxqEQc u(q).
Constrained Optimal Synthesis Figure 2: Synthesis Framework
As another example, consider a dynamical system shown in Figure 2 and suppose q is a vector of controller parameters to be designed. The preceding problems are, in general, intractable because the definitions of C and u(q) can be quite complex and thus may involve NP hard problems. So the most primitive method -'try' and 'test' is unavoidable. We shall consider randomized 'try' and 'test' algorithms here. In randomized algorithms, the parameters q are viewed as random variables with a distribution function w(q) over Q. By sampling q with its distribution assumed and evaluating the index function u(q) and the truth of constraint C on all samples, we can estimate minqE Q~ u(q) (and maxqEQc u(q)) and also determine what value q should be to achieve it with a certain reliability if the sample size is sufficiently large.
A Measure of :Reliability
Since the exact solut,ion to the analysis or synthesis problem is impossible. Measuring how the solution resulted by the randomized algorithm approaches the exact one becomes essential.
We shall first introduce the concept of volume proposed in [9] . For a subset U C Q, the volume of U, denoted by voZw{U}, is defined by volw{U) := JqEU dw(q). De-
Then it follows that p = volw { Q c } since wolw(Q) = 1. Obviously, Cmin approaches to minq, u(q) and Gm,, approaches to maxq, u(q) asymptotically. Therefore, we need to know N which guaran-
Distribution Inequality
To compute the probabilities involved in subsection 2.4, it is important to know the associated distribution of any k random variables In general, it is important to know the percentage of a quantity falling between two arbitrary samples. To that end, we have 
interval in [8] . can be applied to estimate p, it is time-consuming and the exact estimation for p is impossible and thus decreases the accuracy of the solution to the robust analysis or optimal synthesis problem. However, when applying the indirect approach, we don't need to estimate p. The constrained sample size can be exactly computed. Henceforth, we strongly advocate the indirect approach in all cases.
Sample Size
