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Resumen
El uso de la tecnologı´a dron es un tema puntero, se trata de un sector que ya esta´ mo-
viendo ma´s de 10.000 millones de euros en todo el mundo y se calcula que su uso se
triplicara´ para 2020. Infinidad de aplicaciones distintas esta´n apareciendo dı´a a dı´a tanto
en el a´mbito civil como en el militar.
Por otro lado, con el avance de las computadoras, una tecnologı´a ma´s antigua esta´ co-
brando fuerza, y lleva an˜os hacie´ndose hueco en los sectores industriales, comerciales
y de investigacio´n importantes del mundo. Se trata del Machine Learning o aprendizaje
automa´tico, dentro de la rama de las tecnologı´as de inteligencia artificial.
Este proyecto se enmarca dentro de la continuacio´n de otro proyecto de final de grado, cu-
yo propo´sito era la deteccio´n de movimientos mediante umbrales para el control del vuelo
un dron gracias a un reloj deportivo con acelero´metro. La intencionalidad del mismo es
combinar tanto la tecnologı´a dron, como el uso de algoritmos de inteligencia artificial para
sustituir el antiguo me´todo de deteccio´n de movimientos y proporcionar ası´ un me´todo
ma´s eficiente y flexible. Para ello, el estudio y la validacio´n de los algoritmos de apren-
dizaje automa´tico, la optimizacio´n en la gestio´n de los datos provenientes del reloj y la
realizacio´n de pruebas experimentales han sido fundamentales.
Para conseguirlo, se ha utilizado el lenguaje de progamacio´n Python para desarrollar un
co´digo capaz de proporcionar al usuario la recogida de muestras, el control del dron o la
realizacio´n de pruebas del algoritmo en un modo sin vuelo.
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Overview
The use of the technology dron is a top topic, it is a sector that is already moving more
than 10.000 million of euros in the whole world and it is expected that its use will be tripled
for 2020. Infinity of different applications are appearing every day both in the civil and in
the military ambience.
On the other hand, with the advance of the computers, a more ancient technology is gain-
ing strength, and takes years fighting for its own place in the industrial, commercial sectors
and investigation sector most important of the world. The Machine Learning or automatic
learning, inside the branch of the technologies of artificial intelligence.
This project is framed inside the continuation of another final grade project, which intention
was the movement’s detection by means of thresholds for the control of a dron thanks to a
sport watch with an acelero´meter. The intentionally of this project of is combine the drone
technology with the use of Machine Learning algorithims to replace the ancient method of
movement detection and to provide in this way a more efficient and flexible method. For
it, the study and the validation of the algorithims of automatic learning, the management
optimization of the information provided by the clock, and the performance of experimental
tests have been fundamental.
To achieve it, the programming language Python has been used to develop a code capable
of providing to the user the collection of samples, the control of the dron or the performance
of tests of the algorithm with a mode without flight.
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CAPI´TULO 1. INTRODUCCIO´N
Hoy en dı´a el mundo dron se encuentra en plena expansio´n, esto genera que haya un
gran abanico de aplicaciones diferentes que esta´n surgiendo casi cada dı´a.
Dentro de la tecnologı´a dron, esta´ comenzando a aparecer una gama de vehı´culos (ya
sean de uso civil o no) que implementan funcionalidades destinadas a cambiar el modo
“convencional” de ser controlados.
Si bien muchos de estos drones son pilotados remotamente (con cierto grado de indepen-
dencia), esta´n cobrando fuerza aquellos que se sirven de te´cnicas como el reconocimiento
de ima´genes, para realizar diferentes funciones.
Como se puede comprobar, si hoy uno va a una tienda en la que se puedan comprar esos
vehı´culos (y sobre todo para el pu´blico civil) se puede encontrar con diversos drones que
ya incorporan te´cnicas de aprendizaje automa´tico (Machine Learning), reconocimiento
facial, etc. en las cuales el propio usuario con su cuerpo es el que realiza las funciones de
piloto.
Este es el caso de la empresa Aeroworks [1], que ofrece un dron con hasta 5 modos
diferentes de grabacio´n, con el objetivo de ser una ca´mara voladora. Hay multitud de
empresas diferentes que esta´n desarrollando lı´neas de este tipo y ofrecen muchas posibi-
lidades no solo en el campo del ocio, tambie´n en deteccio´n de incendios, seguimiento de
ganado, bu´squeda de objetivos militares, etc.
Figura 1.1: Drone de Aeroworks (3D Robotics) que sigue al usuario filma´ndolo. Fuente [1]
La empresa Thalmic Labs [10] ha desarrollado una serie de pulseras que permiten re-
conocimiento de movimientos y ya se han empleado en el control del AR Drone 2.0 de
Parrot, que es el mismo dron que se ha utilizado para este proyecto. Estas pulseras se
sirven de los impulsos ele´ctricos que generan los mu´sculos del brazo para reconocer las
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o´rdenes y ası´ poder enviarlas al dron. La Figura 1.2 muestra una demostracio´n de este
sistema.
Figura 1.2: Exhibicio´n de pilotaje con la pulsera MYO de Thalmic Labs. Fuente [2]
1.1. Aprendizaje Automa´tico ¿Que´ es?¿Que´ aplicaciones
tiene?
El Machine Learning o aprendizaje automa´tico en castellano, es un sub-campo de las cien-
cias de computacio´n cuyo objetivo es desarrollar te´cnicas que permiten a las computado-
ras “aprender”. Este aprendizaje de las ma´quinas tiene muchas definiciones. El cientı´fico
computacional Tom Mitchell da la siguiente definicio´n moderna de aprendizaje automa´ti-
co: ”Se dice que un programa de computadora aprende de la experiencia E con respecto
a alguna clase de tareas T y medida de rendimiento P, si su desempen˜o en tareas en T,
medida por P, mejora con experiencia E.”
Dentro del aprendizaje automa´tico se encuentran dos tipos de aprendizaje:
• Aprendizaje supervisado. En el aprendizaje supervisado se tiene un conjunto de
datos de entrada y se conoce cua´l debe ser la salida de e´stos, sabiendo que hay
una relacio´n ellos. Dentro de este tipo de aprendizaje se puede realizar una divi-
sio´n entre problemas de regresio´n y problemas de clasificacio´n. Para los problemas
de regresio´n se intentan predecir los resultados dentro de una salida continua (ej.
precio de una casa segu´n nu´mero de habitaciones), en cambio en un problema de
clasificacio´n, se trata de predecir los resultados de una salida discreta (ej. un tumor
es cancerı´geno o no).
• Aprendizaje no supervisado. En este tipo de aprendizaje se tiene un conjunto
de datos, pero no tiene porque´ conocerse co´mo deben ser los resultados. Permite
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agrupar los datos en funcio´n de las relaciones de sus variables sin conocer los
efectos que tienen e´stas. (ej. dividir fotos de perros y gatos sin saber que son perros
o gatos).
Aparte de estos dos tipos de aprendizaje, hay varias ramas que aplican variaciones de
los algoritmos anteriores y combinaciones de e´stos y/o que aplican otras te´cnicas como
ensayo-error.
La estructura ba´sica del Machine Learning se muestra en la Figura 1.3, primero se necesi-
tan ejemplos o datos, los cuales utiliza el algoritmo de aprendizaje para “crear” un modelo
que se ajuste a dichos datos y que permita clasificar nuevos datos segu´n el modelo con-
formado.
Figura 1.3: Estructura ba´sica de los algoritmos de aprendizaje automa´tico. Fuente [3]
El Machine Learning tiene una amplia gama de aplicaciones, incluyendo desde moto-
res de bu´squeda hasta diagno´sticos me´dicos, secuenciacio´n de ADN, reconocimiento del
habla... En resumen, a grandes rasgos, la mayor aplicacio´n que tiene el aprendizaje au-
toma´tico es en campos donde interviene la gestio´n y uso de una gran cantidad de datos
(Big Data). En estos procesos, la utilidad del Machine Learning es la posibilidad de extraer
patrones en el comportamiento de los datos, permitiendo realizar predicciones, clasifica-
ciones y optimizaciones sobre ellos.
Para 2020, las proyecciones de Wall Street aseguran que todos sus datos centrales sera´n
manejados mediante aprendizaje automa´tico. Hoy en dı´a empresas como IBM, Intel, NVI-
DIA, ARM, Google se encuentran inmersos de lleno en proyectos de reestructuracio´n
computacional para soportar las cargas de trabajo presentes en las tareas de aprendizaje
automa´tico en los pro´ximos tres o cuatro an˜os. De la misma manera los disen˜adores de al-
goritmos se encuentran en una competicio´n por obtener algoritmos que permitan realizar
inferencias ma´s ra´pidas.
Amazon, Outlook, Bing, Google y muchas otras incorporan hoy en dı´a aprendizaje au-
toma´tico en sus buscadores, controladores de spam, clasificacio´n de productos, noticias
etc.
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Actualmente, la rama del aprendizaje automa´tico conocida como aprendizaje profundo
o Deep Learning, es una de las tecnologı´as ma´s de moda. Esta rama se centra en el
aprendizaje basado en las representaciones de los datos. La investigacio´n en este campo
intenta definir cua´les son las mejores representaciones de los datos y co´mo crear modelos
de aprendizaje a partir de estas representaciones.
Este proyecto se sirve de la rama de Machine Learning correspondiente con el aprendizaje
supervisado, ya que se dispone de muestras de movimientos los cuales son conocidos,
adema´s de ser supervisado es del tipo clasificacio´n, dado que la intencio´n es que el
programa sea capaz de reconocer el movimiento que se realiza con el reloj.
Sobre el aprendizaje automa´tico, se puede encontrar una explicacio´n bastante detallada
sobre el concepto y el concepto de redes neuronales en el Anexo B. Para entender que´
funcio´n desempen˜a el aprendizaje automa´tico y como se ha implementado no es nece-
sario entrar en tanto detalle y, por lo tanto, en este apartado so´lo se han unas pinceladas
sobre que´ es y en que´ punto a nivel tecnolo´gico se encuentra. A pesar de esto se ha
creı´do conveniente an˜adirlo en el Anexo por si resulta de intere´s.
1.2. Contexto de este proyecto y objetivos
Este proyecto se enmarca en la continuacio´n de un trabajo final de grado realizado por
Mo´nica Mila´n [4]. El objetivo de dicho proyecto era aproximar los controles de pilotaje de
un dron comercial (Parrot 2.0 ARDrone) al movimiento humano, es decir, permitir el control
del dron con los propios movimientos del piloto en cuestio´n (de sus brazos). Cuando se
planteo´ la continuacio´n de dicho proyecto, e´ste contaba con una funcionalidad bastante
co´moda y sencilla.
A pesar de esto, los movimientos estaban bastante limitados para un usuario en concreto,
es decir, al utilizar umbrales obtenidos del estudio de los movimientos de la autora del
proyecto anterior, e´ste quedaba bastante restringido al uso de la propia autora mientras
que, para los dema´s usuarios, daba un mayor nu´mero de errores.
Tambie´n se realizaba una adquisicio´n bastante lenta de los movimientos, haciendo que
el pilotaje fuera menos fluido que lo que podrı´a llegar a ser. La Figura 1.4 muestra la
estructura que tiene dicho proyecto.
Por lo tanto, los objetivos de este proyecto de fin de grado son:
1. En la lı´nea del proyecto final de grado anterior, aproximar el control del dron al
movimiento humano.
2. Disen˜o y contrusccio´n de un co´digo capaz de recibir, procesar las muestras del reloj
y envı´ar las o´rdenes al dron.
3. Implementacio´n de una te´cnica de reconocimiento de movimientos flexible, ra´pida y
fiable.
4. En definitiva, obtener un sistema que permita controlar el dron de manera fluida
Para cumplirlo, se barajaron varias posibilidades como la introduccio´n de una calibracio´n
previa al vuelo, pero con el objetivo de introducir un me´todo ma´s flexible a la hora de clasifi-
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car muestras de diversos usuarios distintos, se acabo´ eligiendo el aprendizaje automa´tico
sustituyendo ası´ la deteccio´n por umbrales.
Una vez funcionara esta parte de clasificacio´n, el siguiente objetivo serı´a tratar de realizar
una adquisicio´n ma´s dina´mica, permitiendo un vuelo fluido (dentro de los lı´mites que la
propia plataforma establece).
Figura 1.4: Diagrama secuencial del proyecto. Fuente [4]
Para la realizacio´n necesario combinar tres elementos fundamentales. La parte de hard-
ware (ordenador, reloj y dron), la parte de software (todo el co´digo de Python empleado
para el desarrollo e implementacio´n) y, por u´ltimo, la parte de aprendizaje automa´tico.
Esta u´ltima parte va estrechamente relacionada con la parte de co´digo puesto que para
implementarlo se utilizara´ una librerı´a de Python.
Del proyecto anterior se disponı´a de las librerı´as necesarias para la peticio´n de datos, la
lectura de estos datos, su decodificacio´n y filtrado. Dichas librerı´as han sido modificadas
con la intencio´n de integrar todo lo necesario para conseguir un reconocimiento flexible y
un vuelo fluido.
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1.3. Distribucio´n temporal del trabajo
La Figura 1.5 muestra un esquema del tipo diagrama de Gantt de las diferentes tareas
que se han realizado para la elaboracio´n del proyecto.
Figura 1.5: Diagrama de Gantt del proyecto.
De dicho diagrama se pueden matizar varias cosas. Las tareas de menor duracio´n son la
documentacio´n sobre la adquisicio´n de datos y la caracterizacio´n de movimientos. Esto
se debe a que se disponı´a de la memoria del proyecto anterior y ya sintetizaba todo la
informacio´n necesaria sobre el sistema de adquisicio´n de datos.
Dejando de lado la redaccio´n de la memoria cuyo inicio es pra´cticamente al mes de empe-
zar el proyecto y se ha ido escribiendo, reescribiendo y dando formato hasta muy entrado
el verano se pueden apreciar otras tareas cuya duracio´n es dilatada en el tiempo. La docu-
mentacio´n sobre el Machine Learning ha sido una de las tareas principales del proyecto,
puesto que no es un tema trivial y cuesta encontrar material de calidad. Para este estudio,
aparte de la informacio´n proporcionada por los creadores de la librerı´a de aprendizaje
automa´tico utilizada, se ha seguido un curso de Machine Learning de la Universidad de
Standford en el directorio online de cursos Coursera [7].
Sobre el estudio del lenguaje, el desarrollo del co´digo y las pruebas de validacio´n decir
que han sido procesos relacionados en alto grado. El aprendizaje ha sido constante y por
lo tanto aunque no hayan sido tareas que se hayan realizado todos los dı´as han estado
presente en todo el proceso. De la creacio´n de fichero de entrenamiento destacar que se
ha ido perfeccionando dicho fichero y adaptando a las nuevas necesidades que iban apa-
reciendo. Entre estas necesidades, la introduccio´n de diferentes velocidades disponibles,
la opcio´n de crear el fichero de datos por el usuario etc.
CAPI´TULO 2. ESTUDIO DE MOVIMIENTOS Y
SELECCIO´N DE COMANDOS
Dada la naturaleza del proyecto, ha sido necesario un estudio de movimientos que permita
conocer que´ movimientos son los ma´s adecuados para permitir el pilotaje del dron con
cierta soltura.
2.1. Caracterizacio´n de movimientos
Para la caracterizacio´n de los movimientos primero hay que tener en cuenta que´ tipo de
datos obtenemos del reloj. Como se comentara´ en apartados posteriores, el reloj propor-
ciona un muestreo de las aceleraciones en los tres ejes y por lo tanto en un principio se
especulo´ que se debe realizar o bien un movimiento brusco o bien un cambio de posicio´n
de los ejes (cambio de eje en el que actu´a la gravedad).
La caracterizacio´n que se ha realizado no es un estudio en profundidad de los datos
que se obtienen, no tiene sentido puesto que la intencio´n es que sea la ma´quina la que
aprenda por sı´ misma. De hecho la intencio´n de esta caracterizacio´n no es ma´s que
observar si los patrones obtenidos para diferentes movimientos son, a priori, identificables
y que´ movimientos lo son en mayor grado.
Este tipo de caracterizacio´n descrito es posible debido a la naturaleza de los datos que
se disponen. En el mundo del aprendizaje automa´tico no siempre es ası´ . Existen multitud
de te´cnicas que se basan en el tratamiento de los datos y, adema´s, el propio aprendizaje
automa´tico puede ser utilizado para determinar que tipo de relaciones tienen los datos de
entrada entre sı´. Como ya se mencionara´ en el capı´tulo 4, el tipo y la cantidad de datos
de entrenamiento son cruciales a la hora de escoger que algoritmo se desempen˜a mejor.
2.1.1. Movimientos verticales.
Los movimientos verticales, como es lo´gico, son hacia arriba y hacia abajo. La Figura 2.1
muestra de manera esquema´tica estos movimientos visto desde perfil. Estos esquemas
quiza´s son un poco ambiguos, en los vı´deos de las pruebas experimentales del capı´tulo 6
se podra´n apreciar mejor estos movimientos.
Las figuras 2.2 y 2.3 muestran los datos obtenidos de las aceleraciones en los tres ejes
para los movimientos hacia arriba y hacia abajo.
Destacar que todas las figuras de esta seccio´n son gra´ficas para un movimiento cada
gra´fica.
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Figura 2.1: Representacio´n de los movimientos verticales.
Figura 2.2: Aceleraciones de un movimiento hacia arriba.
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Figura 2.3: Aceleraciones de un movimiento hacia abajo.
2.1.2. Movimientos horizontales.
En cuanto a los movimientos horizontales, se tienen dos opciones, movimiento de brazo
hacia la derecha y hacia la izquierda. La Figuran 2.4 muestra de manera ana´loga a la
Figura 2.1 los dos tipos de movimiento visto desde arriba.
Las figuras 2.6 y 2.5 muestran los datos obtenidos de las aceleraciones en los tres ejes
para un movimiento.
Figura 2.4: Representacio´n de los movimientos horizontales.
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Figura 2.5: Aceleraciones de un movimiento hacia la derecha.
Figura 2.6: Aceleraciones de un movimiento hacia la izquierda.
2.1.3. Giros.
Los giros son la tercera y u´ltima opcio´n que se dispone. Como es de esperar, se disponen
de dos giros distintos, hacia la izquierda y hacia la derecha. La Figura 2.7 muestra desde
el perfil co´mo son los movimientos de giro.
Adema´s las figuras 2.8 y 2.9 muestran las aceleraciones obtenidas para los movimientos
de giro hacia la derecha y hacia la izquierda respectivamente.
Lo ma´s destacable de estas gra´ficas son los movimientos que implican giros en los ejes
del reloj. Son en los que ma´s cambios de aceleracio´n presentan y, por lo tanto, son los
mejores movimientos a la hora de diferenciar movimientos. En las gra´ficas de movimientos
horizontales hacia la izquierda y la derecha se aprecian cambios menos bruscos y podrı´a
implicar una mayor problema´tica a la hora de diferenciarlos. Estas gra´ficas se han obtenido
para los movimientos realizados con la mano izquierda, se podrı´a haber hecho con la
derecha pero por costumbre se ha mantenido esta mano para todo el desarrollo.
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Figura 2.7: Representacio´n de los giros.
Figura 2.8: Aceleraciones de un giro hacia la derecha.
2.2. Asignacio´n de movimientos a comandos
Para la asignacio´n de los movimientos de la mano a los movimientos del dron, se ha
utilizado la lo´gica, asociando los movimientos verticales del brazo con los movimientos
verticales del dron y los giros horizontales con los movimientos horizontales del dron. A
priori, parece un proceso sencillo, pero tiene ma´s dificultad de la que parece.
El dron no so´lo tiene cuatro movimientos dado que se mueve hacia arriba, abajo, izquierda
y derecha, pero tambie´n hacia adelante y hacia atra´s. Dado que so´lo se disponı´a de 4 mo-
vimientos para 6 movimientos del dron es necesario introducir un nuevo movimiento que
permita permutar entre modo vertical (arriba del brazo es ganar altura en el dron) y modo
horizontal (arriba del brazo es hacia atra´s del dron), este movimiento se ha denominado
de “cambio de modo” y es un giro completo hacia la izquierda, dejando la pantalla del reloj
apuntando el suelo.
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Figura 2.9: Aceleraciones de un giro hacia la izquierda.
Figura 2.10: Representacio´n de la dispersio´n de las aceleraciones en el eje x.
Para tener una idea de la variacio´n entre un movimiento del mismo tipo (hacia arriba,abajo...),
y otro se han graficado varias muestras de la aceleracio´n en el eje X.
La Figura 2.10 muestra esta dispersio´n y como se puede apreciar, aunque la tendencia
es similar, los movimientos difieren bastante unos de otros. Esta dispersio´n implica que la
te´cnica utilizada para el propo´sito de reconocimiento de movimientos deba ser flexible. El
aprendizaje automa´tico es un me´todo que, si se utiliza correctamente, se adapta de una
manera flexible a los datos. Esto permite un mayor grado de libertad a la hora de realizar
los movimientos y entre usuarios.
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2.2.1. Consideraciones finales
A parte de la dispersio´n, al implementar la versio´n final del co´digo (una de sus versiones
intermedias para ser ma´s exactos) aparecio´ un error derivado de la naturaleza de los
datos utilizados para entrenar.
Tal y como se explica en la seccio´n 5.2. se realizo´ un cambio en la adquisicio´n de datos.
La nueva adquisicio´n es ma´s ra´pida e implica que los movimientos difieran au´n ma´s unos
de otros.
Adema´s, debido a que los movimientos del brazo sean ma´s continuos hace que la adqui-
sicio´n sea ma´s dina´mica que los datos de entrenamiento.
Por lo tanto, para solucionar esto, se tuvieron que an˜adir nuevas muestras menos defi-
nidas, con movimientos menos p¨erfectos,¨ disminuyendo ası´ la precisio´n obtenida por las
pruebas explicadas en el capı´tulo 4 en primer lugar, pero obteniendo una mayor tasa de
acierto en las pruebas experimentales.

CAPI´TULO 3. ARQUITECTURA DEL SISTEMA:
HARDWARE
A nivel hardware el sistema esta´ conformado por tres plataformas. La primera y ma´s
ba´sica es el ordenador, puesto que es el encargado de ejecutar el co´digo y de establecer
las conexiones tanto con el reloj como con el dron. Por lo tanto, el ordenador establece
comunicaciones con el reloj, adquiere los datos de e´ste, los procesa, los clasifica y envı´a
la orden al dron.
3.1. Reloj con acelero´metro: eZ430-Chronos
El reloj es el eZ430-Chronos Development Tool de Texas Instruments [11], en la memoria
del proyecto anterior [4] se puede encontrar una descripcio´n detallada del funcionamiento
de este reloj. Para el entendimiento de su funcionamiento basta con saber que consta de
un punto de acceso RF (Radio Frecuencia) USB que permite establecer comunicaciones
entre el puerto serie y el reloj. Es decir, permite la recepcio´n de datos desde el reloj al
ordenador. Dicha conexio´n RF opera a diferentes bandas dependiendo del modelo, y en
este caso es a 868 MHz. La Figura 3.1 muestra el reloj, el punto de acceso RF USB y el
dispositivo USB que se utiliza para actualizar el firmware.
Figura 3.1: Componentes del eZ430-Chronos Development Tool. Fuente [5]
Gracias a esto se puede escribir en el puerto serie el mensaje que permite abrir comuni-
caciones. Una vez abiertas las comunicaciones, se dispone de otro mensaje para realizar
la peticio´n de datos.
La respuesta a esta peticio´n es otro mensaje de la misma naturaleza que el de peticio´n,
pero con una estructura que integra los datos de aceleracio´n obtenidos por el reloj. La
Figura 3.2 muestra, como se ha explicado, la estructura que sigue este proceso. Se ha
extraı´do de la memoria del proyecto anterior [4].
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Figura 3.2: Fases de la comunicacio´n con el reloj. Fuente [4]
Para la inclusio´n de las nuevas te´cnicas de deteccio´n de movimientos y ejecucio´n de
o´rdenes, se ha decidido modificar los me´todos que se emplean para realizar las peticiones
y la adquisicio´n. En este caso se ha decidido que haya un me´todo para peticio´n y otro para
lectura de los datos del puerto serie. En el capı´tulo de desarrollo del co´digo 5 se detallara´
esto en profundidad.
Como ya se comprobo´, la velocidad ma´xima de envı´o de paquetes es de hasta 22 paque-
tes por segundo y por lo tanto es ma´s que suficiente para el objetivo deseado, dado que
un movimiento ra´pido dura un poco ma´s que un segundo.
3.2. ARDrone 2.0.
El dron utilizado en este proyecto es el ARDrone 2.0 de Parrot, y se muestra en la Figura
3.3. Su peso es de 495g incluyendo baterı´a y protecciones. Dispone de un microprocesa-
dor ARM Cortex A8 de 32 bits, una memoria DDR2 RAM de 1 GB @200MHz, que utiliza
Linux, un conector USB para el almacenamiento de archivos y un modem Wi-Fi.
Figura 3.3: ARDrone 2.0. Fuente [6]
La conexio´n con el ordenador se realiza mediante Wi-Fi. La red de conexio´n cuenta con
cuatro canales que se utilizan para el vı´deo, para los datos de navegacio´n, envı´o de co-
mandos y envı´o de datos de configuracio´n. Los tres primeros son puertos UDP(User Da-
tagram Protocol) mientras que el u´ltimo es TCP (Tranmission Control Protocol). Parrot no
ha elaborado ninguna API oficial, sin embargo, se pueden encontrar mu´ltiples librerı´as no
oficiales que a partir del SDK Oficial de Parrot.
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Estas librerı´as ya incluyen tanto el host como los puertos UDP y TCP definidos para las
diversas funcionalidades de las que dispone. La librerı´a utilizada es pyardrone y ya fue
modificada con anterioridad puesto que no terminaba de funcionar correctamente. Dicha
librerı´a sin modificar so´lo permitı´a obtener datos de estado del dron, como son la baterı´a
o la potencia de los motores pero no permitı´a ni despegar ni moverse. En la Figura 3.4 se
ofrece a modo de esquema todo lo mencionado anteriormente.
Figura 3.4: Hardware utilizado y conexiones.
Toda la informacio´n mostrada se ha obtenido tanto de la documentacio´n oficial del eZ430-
Chronos Development Tool de Texas Instruments [11] como en la documentacio´n de AR-
Drone 2.0 de Parrot [6] y del proyecto anterior [4] mencionado ma´s arriba.
El capı´tulo 5 tratara´ de ilustrar toda la estructura computacional que hay detra´s del pro-
yecto.

CAPI´TULO 4. ALGORITMOS CLASIFICADORES
En el mundo del Machine Learning hay un sinfı´n de algoritmos de aprendizaje distintos
que se pueden utilizar para el objetivo de este proyecto (clasificar las muestras recibidas
del reloj entre los diferentes modos que previamente se han configurado). Por lo tanto,
es necesario realizar una “caracterizacio´n” de los diferentes algoritmos que se pueden
utilizar para saber cua´l es el que da mejores resultados (mejor precisio´n, menor tiempo de
convergencia etc). Como ya se ha mencionado, la cantidad de datos (que componen las
muestras de entrenamiento y a clasificar), el tipo de aprendizaje (regresio´n o clasificacio´n),
las relaciones de los datos de entrada entre sı´ y con los de salida, son determinantes en
la eleccio´n del algoritmo.
Como la intencio´n es la clasificacio´n de datos, el algoritmo utilizado debe ser de regresio´n
logı´stica (clasificacio´n), puesto que la salida del algoritmo es una clase (entie´ndase clase
como cada una de las categorı´as en las que se puede clasificar una muestra), un elemento
discreto y no un valor con salida continua (ej. Estimar el precio de una casa conociendo
los precios y caracterı´sticas de las que hay actualmente en el mercado).
Para el supuesto de valorar los diferentes algoritmos propuestos hay que tener claro dos
cosas, conocer la cantidad de errores que comete y evitar el feno´meno de sobre-ajuste
(overfitting). Este feno´meno es muy comu´n en el aprendizaje automa´tico. Produce que el
algoritmo quede ajustado a patrones muy concretos de los datos de entrenamiento. La
Figura 4.1 muestra este feno´meno aplicado a dos clases distintas, en este ejemplo el mo-
delo queda demasiado definido y provoca que se produzcan falsos positivos y negativos.
Una de las te´cnicas para evitar este feno´meno es la validacio´n cruzada y se explicara´ en
el apartado
Figura 4.1: Ejemplo de sobre-ajuste. Fuente [7]
Antes de entrenar el clasificador, se realiza una divisio´n de las muestras del fichero de da-
tos entre muestras de entrenamiento y de test, esta divisio´n se realiza mediante un me´todo
de la librerı´a de seleccio´n de modelo de sklearn [12] (librerı´a de aprendizaje automa´tico de
co´digo abierto) y cada vez que se ejecuta el co´digo separa de manera aleatoria (siguien-
do los porcentajes configurados) las muestras. Los datos que se disponen se dividen ası´
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para que desempen˜en la funcio´n de entrenar el algoritmo (ajustarlo al modelo) y probar el
algoritmo.
El hecho de que sea aleatorio no interesa del todo, puesto que no se obtendrı´an nunca re-
sultados estables sobre las prestaciones del algoritmo. Para introducir pseudo-aleatoriedad
se ha an˜adido una semilla, que, a grandes rasgos, debido a que los generadores de nu´me-
ros aleatorios no son perfectos, esta semilla establece un valor inicial que se mantiene a
lo largo de las pruebas.
Lo siguiente despue´s de realizar el entrenamiento del clasificador es realizar medidas de
precisio´n, tanto con los datos de entrenamiento como con los datos de test, estas medidas
nos permitira´n conocer si el algoritmo se encuentra sobreajustado y co´mo de bien realiza
las predicciones. Los algoritmos escogidos para realizar la comparativa son el Multi-layer
Perceptron Classifier (redes neuronales), el Decision Tree Classifier, el SVC Classifier
(support vector machines), el Kneighbors Classifier y el AdaBoost . Este u´ltimo no es
un clasificador comu´n, sino que utiliza combinaciones de clasificadores de bajo nivel (en
este caso a´rboles de decisio´n con un nu´mero de nodos mı´nimo) para obtener una mayor
eficiencia. Cada algoritmo tiene un trasfondo matema´tico bastante extenso y complejo.
Para su uso, no es imprescindible conocer realmente co´mo realiza el entrenamiento sino
cua´l es su nivel de prestaciones. Debido a e´sto, se ha detallado el proceso del algoritmo
que despue´s de esta fase de seleccio´n, sera´ el elegido para realizar la clasificacio´n en
este proyecto. Esta descripcio´n se encuentra en el Anexo B.
4.1. Precisiones para los datos de entrenamiento y test
Para obtener los valores de precisio´n para los datos de entrenamiento y los datos de test,
el script entrena el algoritmo con los datos de entrenamiento y mediante herramientas de
obtencio´n de medidas (en este caso el me´todo score, presente en todos los algoritmos de
sklearn) obtiene la tasa de error sobre estos datos. La Tabla 4.1 muestra los resultados
para los diferentes algoritmos.
Algoritmo Precisio´n de entrenamiento Precisio´n Test
MLPClassifier 100% 95%
Decision Tree Classifier 100% 94%
SVC Classifier 76% 74%
Kneighbors Classifier 96% 92%
AdaBoost Classifier 100% 91%
Tabla 4.1: Precisiones para datos de entrenamiento y test.
Como se puede apreciar, a priori los mejores resultados los proporciona el Multilayer Per-
ceptron Classifier, con un 100% de precisio´n para los datos de entrenamiento y un 95%
para los datos de test. Como se ha mencionado antes, el 100% de precisio´n sobre los
datos de entrenamiento puede indicar sobre-ajuste en el entrenamiento y puede dar lugar
a errores en la clasificacio´n de los datos que se quieren clasificar. Para comprobar si de
verdad el modelo esta´ sobre-ajustado se procede a realizar otra medida de la validez de
los clasificadores que se denomina curva de ajuste o de aprendizaje.
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4.2. Curvas de ajuste
Las curvas de ajuste (o aprendizaje) nos ofrecen la medida de manera visual de co´mo
se ajusta el algoritmo y nos permite conocer co´mo va evolucionando la precisio´n del mo-
delo. So´lo tres algoritmos dan lugar a dudas sobre el sobre-ajuste y so´lo se realizara´n
las curvas para esos tres algoritmos, el MLP Classifier, el Decision Tree Classifier y el
AdaBoost Classifier. Dada la naturaleza de los distintos algoritmos, las gra´ficas de apren-
dizaje no son respecto a los mismos para´metros, es decir, co´mo cada uno tiene diferentes
estrategias a la hora de entrenar, la precisio´n de los algoritmos depende de diferentes
para´metros.
Las curvas de ajuste son muy utilizadas en diferentes campos y tambie´n permiten hacerse
una idea de cua´les son los mejores para´metros a la hora de realizar el entrenamiento. Las
gra´ficas mostradas en este apartado se han obtenido utilizando un me´todo de la librerı´a
sklearn [12].
4.2.1. Multi-Layer Perceptron Classifier.
En el caso del Multi-Layer Perceptron Classifier hay varios para´metros interesantes, pues-
to que se pueden modificar el nu´mero de neuronas y el nu´mero de iteraciones que se
realizan para el entrenamiento con el algoritmo y por lo tanto para el MLP Classifier se
pueden realizar dos curvas de aprendizaje, una en funcio´n del nu´mero de neuronas y otra
en funcio´n del nu´mero de iteraciones.
Figura 4.2: Curva de aprendizaje MLP.
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Como se puede apreciar en la Figura 4.2, el mejor resultado de precisio´n se da para 12
neuronas, a partir de allı´ el modelo comienza a perder precisio´n y entra en tendencia
descendente, y aunque no muy prominente, es un comportamiento que conviene evitar.
Figura 4.3: Curva de aprendizaje MLP.
En el caso de la curva para el nu´mero de iteraciones, los mejores resultados se obtie-
nen en torno 8-9 iteraciones, a partir de allı´ y de manera similar al caso del nu´mero de
neuronas pierde precisio´n y tambie´n conviene evitar ese comportamiento.
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4.2.2. Decision Tree Classifier.
En el Decision Tree Classifier a grandes rasgos utiliza diferentes nodos en los que se
establecen umbrales para clasificar las diferentes muestras, por lo tanto, la precisio´n varı´a
en funcio´n del nu´mero de nodos que utiliza para realizar la clasificacio´n.
Figura 4.4: Curva de aprendizaje DTC.
Como es visible en la Figura 4.4, los valores ma´ximos se dan para 7 nodos y a partir de
ese nu´mero de nodos el modelo pierde en generalizacio´n y comienza a sobre-ajustarse,
adema´s la varianza de precisio´n es bastante amplia (la zona difuminada muestra la va-
rianza en los datos de precisio´n).
4.2.3. AdaBoost Classifier.
Como ya se ha mencionado, e´ste clasificador no se basa en diferentes nodos si no en
la combinacio´n de diferentes hipo´tesis o funciones de prediccio´n para el refinado de la
clasificacio´n y por lo tanto la curva de ajuste es realizada en funcio´n del nu´mero de clasi-
ficadores de´biles que el algoritmo utiliza.
La Figura 4.5, aunque borrosa debido al nu´mero tan grande de predictores de´biles que se
utilizan, muestra claramente que el AdaBoost no llega a una generalizacio´n, no se observa
clara mejorı´a pues va aumentando y disminuyendo y adema´s la varianza es tremenda con
valores que oscilan entre el 95% y 85% de precisio´n. El AdaBoost se ha estudiado con la
posibilidad de mejorar la precisio´n de las clasificaciones y como se puede observar para
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Figura 4.5: Curva de aprendizaje AdaBoost.
este caso particular no es el mejor algoritmo, dado que, por lo pronto es ma´s complejo
que el Decision Tree y el Multilayer Perceptron y adema´s da peores resultados.
En resumen, tanto el Decision Tree Classifier como el MLP Classifier son buenos candi-
datos para ser el algoritmo elegido para ser el clasificador de movimientos, si en los dos
casos se tiene cuidado con lo que se ha mencionado (nu´mero de nodos y nu´mero de ite-
raciones y neuronas respectivamente) para evitar el sobreajuste. El Kneighbors tambie´n
da muy buenos resultados a la hora de realizar la clasificacio´n, pero dado que se busca
obtener la mayor precisio´n y durante las pruebas realizadas el Kneighbors da de media
entre un 1% y un 3% de precisio´n menos con los datos de test para diferentes configura-
ciones y por lo tanto, se descarta para la realizacio´n de las u´ltimas pruebas de seleccio´n
del algoritmo.
4.3. Otras me´tricas de prestaciones
Para acabar de elegir el mejor algoritmo a la hora de ser implementado en el programa
de clasificacio´n de movimientos se realizan dos u´ltimas pruebas de rendimiento: report de
clasificacio´n y la matriz de confusio´n. Estas pruebas son muy comunes en el mundo de
Machine Learning y en muchos otros campos de computacio´n. Destacar que otro aspecto
interesante es el tiempo de clasificacio´n, dado que el tiempo de entrenamiento no es
critico puesto que solo se realiza una vez al principio. Los tiempos de clasificacio´n en este
caso no se muestran, pero mencionar que eran muy similares y, por lo tanto, no son un
factor discriminante.
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4.3.1. Report de clasificacio´n
El report de clasificacio´n proporciona varias me´tricas para las diferentes clases que se
disponen de manera desglosada, las me´tricas que proporciona son la precisio´n, el recall
y la f1-score. La precisio´n es el porcentaje de acierto, intuitivamente la precisio´n es la
capacidad del clasificador para no etiquetar como positiva una muestra negativa (ej. No
etiquetar un tumor benigno como maligno). El recall es una ratio entre el nu´mero de verda-
deros positivos entre el nu´mero de falsos negativos, es decir, la capacidad del clasificador
para encontrar todas las muestras positivas (ej. Encontrad de todos los tumores, todos los
tumores malignos). Por u´ltimo, el f1-score es un promedio ponderado entre la precisio´n y
el recall siendo el mejor valor 1 (gran precisio´n y recall) y el peor 0.
4.3.1.1. Multi-Layer Perceptron Classifier Report
Clases Precisio´n Recall F1-score
Arriba 81% 94% 87%
Abajo 91% 98% 94%
Derecha 92% 94% 93%
Izquierda 94% 100% 97%
Cambio de modo 96% 100% 98%
Aleatorio 92% 67% 78%
avg/total 91% 91% 90%
Tabla 4.2: Report de clasificacio´n de MLP.
Como se puede apreciar en la Tabla 4.2 las me´tricas son bastante buenas, cabe destacar
que en los movimientos aleatorios el recall o capacidad de encontrar todas las muestras
positivas es bastante bajo, se podrı´a decir que es bastante lo´gico pues las muestras de
movimientos aleatorios son muy diversas dado que incluyen una gran variedad de movi-
mientos diferentes, no como en el resto de clases que son los mismos movimientos, pero
con variaciones pequen˜as.
4.3.1.2. Decision Tree Classifier Report
Clases Precisio´n Recall F1-score
Arriba 94% 92% 93%
Abajo 98% 90% 94%
Derecha 92% 98% 95%
Izquierda 96% 96% 96%
Cambio de modo 100% 100% 100%
Aleatorio 87% 90% 88%
avg/total 94% 94% 94%
Tabla 4.3: Report de clasificacio´n de DT.
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A la vista de los valores obtenidos en las tablas 4.2 y 4.3, los resultados para este algorit-
mo son ligeramente mejores. Cabe recordar que, para que estas medidas sean constantes
cada vez que se ejecuta el co´digo, se ha de introducir una semilla.
4.3.2. Matriz de confusio´n
Por u´ltimo, se presenta la u´ltima me´trica que se va a utilizar en este proceso de seleccio´n.
Como se ha podido apreciar, todas las me´tricas aplicadas son dependientes pues de to-
das depende la precisio´n que obtiene el algoritmo, el hecho de realizar diferentes es con
la voluntad de ofrecer diversos me´todos de valoracio´n. La matriz de confusio´n muestra de
manera gra´fica los errores que se han cometido durante la fase de test entre las diver-
sas clases que se pretende clasificar. Ayuda a ver que casos son ma´s sugestionables de
confusio´n. Como es obvio, los resultados vienen en funcio´n del nu´mero de muestras que
se utilizan para evaluacio´n. Si en los datos de entrada, el nu´mero de muestras de unas
clases difiere mucho de las otras la tasa de error no es representativa. Por ejemplo, si
en un conjunto de 1000 muestras de tumores y 990 son negativas (tumores benignos), el
algoritmo tiende el sesgo a negativo. Si el algoritmo predijera que todas las muestras son
negativas, el algoritmo tendrı´a 99% de precisio´n. Este algoritmo no serı´a un buen clasi-
ficador pues fallo´ en la deteccio´n de tumores malignos. La matriz de confusio´n tambie´n
nos ayuda a visualizar si las clases esta´n equilibradas. Estas matrices se muestran en las
tablas 4.4 y 4.5.
4.3.2.1. Multi-Layer Perceptron Confussion Matrix
Clases Aleatorio Arriba Abajo Derecha Izquierda Cambio de modo
Aleatorio 48 11 3 1 2 2
Arriba 2 45 1 3 0 0
Abajo 1 0 48 2 0 0
Derecha 0 0 2 48 0 0
Izquierda 0 0 0 0 51 0
Cambio de modo 0 0 0 0 0 44
Tabla 4.4: Matriz de confusio´n MLP.
4.3.2.2. Decision Tree Confussion Matrix
Como era de esperar, la mayor cantidad de errores se presentan en los movimientos
aleatorios debido a que son muy diferentes las muestras, para el resto de movimientos se
presenta una cantidad de errores es ligeramente inferior en el Decision Tree Classifier.
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Clases Aleatorio Arriba Abajo Derecha Izquierda Cambio de modo
Aleatorio 58 5 0 3 1 0
Arriba 6 44 1 0 0 0
Abajo 4 1 45 1 0 0
Derecha 0 0 4 45 1 0
Izquierda 0 1 0 1 49 0
Cambio de modo 0 0 0 0 0 44
Tabla 4.5: Matriz de confusio´n DT.
4.3.3. Validacio´n Cruzada
La validacio´n cruzada o cross-validation es una te´cnica utilizada en ana´lisis estadı´stico
para evaluar los resultados y garantizar que son independientes de la particio´n entre datos
de entrenamiento y prueba. Consiste en repetir y calcular la media aritme´tica obtenida de
las medidas de evaluacio´n sobre diferentes particiones. Se utiliza en entornos donde el
objetivo principal es la prediccio´n y se quiere estimar co´mo de preciso es un modelo que
se llevara´ a cabo a la pra´ctica. [8]
Como tambie´n se ha mencionado, es muy u´til a la hora de ajustar el modelo, pero en este
ya se ha realizado un estudio en profundidad con las curvas de aprendizaje. Entonces
cabrı´a preguntar ¿por que´ realizar una nueva me´trica de ajuste si ya se han realizado
todas las anteriores? La respuesta es simple, las me´tricas se han realizado apartando
un conjunto de datos para test y el resto utiliza´ndolo para entrenamiento, sin embargo, el
hecho de realizar una separacio´n ası´ no asegura que la precisio´n obtenida sea la real,
pues precisamente por el cara´cter de hacer una divisio´n aleatoria implica la posibilidad
de no haber elegido los mejores datos para realizar dicho ana´lisis. La validacio´n cruza-
da asegura que todos los datos han pasado por ese porcentaje de datos que se apartan
para evaluacio´n, pues realiza varios “pliegues” en los que los datos van rotando de posi-
cio´n entre datos de evaluacio´n y entrenamiento. La Figura 4.6 muestra el esquema de la
validacio´n cruzada.
Figura 4.6: Esquema de la validacio´n cruzada. Fuente [8]
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La aplicacio´n que tiene la validacio´n cruzada en este proyecto es la siguiente: realizar
un barrido sobre los diferentes para´metros que se pueden ajustar en los clasificadores
(ana´logo a las curvas de aprendizaje) para obtener cua´les son los mejores para´metros y
que´ prestaciones ofrecen.
Las Figuras 4.7, 4.8 y 4.9 muestran las curvas de precisio´n obtenidas realizando pliegues
sobre todo el conjunto de datos, se puede apreciar la nota de validacio´n cruzada media,
ma´xima y mı´nima (CV score en las gra´ficas). Dicha gra´ficas se han obtenido aplicando el
ejemplo que se puede encontrar en [13].
4.3.3.1. Multi-Layer Perceptron Classifier
Como se ha comentado anteriormente, el Multi-Layer Perceptron Classifier ofrece la po-
sibilidad de variar dos para´metros, el nu´mero de capas ocultas y el nu´mero de iteraciones
que realiza el algoritmo para entrenar. Por lo tanto, las figuras 4.7 y 4.8 ofrecen la pun-
tuacio´n obtenida en funcio´n de las capas la primera y en funcio´n de las iteraciones la
segunda:
Figura 4.7: Puntuacio´n CV segu´n el nu´mero de las capas ocultas.
Como se puede apreciar, las gra´ficas presentan una tendencia similar a las curvas de
aprendizaje, simplemente se puede decir que estas gra´ficas son ma´s precisas y seguras,
pues utilizan todos los datos para entrenamiento y test (en diferentes pliegues). Con 11
capas el modelo ya se ajusta muy bien a las muestras (hasta 0.96 de precisio´n), para el
nu´mero de iteraciones parece que a partir de las 25 se mantiene ma´s o menos constante
y, por lo tanto, no importa demasiado siempre que el nu´mero sea mayor que 25.
Para una explicacio´n ma´s detallada de los modelos de redes neuronales consultar la sec-
cio´n B.2.
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Figura 4.8: Puntuacio´n CV segu´n las iteraciones.
4.3.3.2. Decision Tree Classifier
Para el caso del Decision Tree Classifier, el para´metro sobre el que se ha hecho este
estudio es sobre el nu´mero de nodos, ana´logamente a las curvas de aprendizaje y con la
misma tendencia se obtiene la siguiente gra´fica de puntuacio´n de cross-validation:
Figura 4.9: Puntuacio´n CV segu´n el nu´mero de nodos.
Los resultados son bastante claros, la Figura 4.9 muestra que, para el Decision Tree Clas-
sifier, la tendencia es similar a las curvas de aprendizaje, en este caso la ma´xima puntua-
cio´n se tiene para 7-8 nodos, siendo hasta 0.94 la puntuacio´n obtenida con la validacio´n
cruzada.
Para concluir, se puede apreciar que los resultados obtenidos en cuanto a prestaciones
de los dos algoritmos son muy similares, siendo el Multi-Layer Perceptron Classifier el es-
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cogido, simplemente por tener unas prestaciones ligeramente superiores y por ser capaz
de llegar a relaciones ma´s complejas con los datos. En el Anexo B se puede encontrar
una explicacio´n sobre la estructura y el funcionamiento de las redes neuronales.
CAPI´TULO 5. ARQUITECTURA DEL SISTEMA:
SOFTWARE
En este capı´tulo se van a tratar todos los aspectos que esta´n englobados dentro de la par-
te de software, o lo que es lo mismo, todas las partes que han intervenido en el desarrollo
del sistema de procesamiento de datos. Todo lo relacionado con la eleccio´n del algorit-
mo clasificador, las pruebas de validacio´n del mismo y co´mo funciona se explicara´ en el
capı´tulo 6. Por otro lado, una vez explicados los algoritmos clasificadores en el capı´tulo 4
so´lo queda explicar el resto de la parte computacional del sistema.
A nivel usuario lo que se pretendı´a conseguir era un sistema capaz de adquirir datos de
aceleracio´n y que dispusiera de dos modalidades diferentes. La primera, deberı´a permitir
clasificar los movimientos realizados y, o bien visualizarlos en pantalla (modo de prueba
sin realizacio´n de vuelo), o bien visualizarlas y ordenar la ejecucio´n del movimiento al
dron (modo con vuelo). La segunda funcionalidad viene derivada de la necesidad de tener
muestras de datos para entrenar el algoritmo, es decir, deberı´a permitir el almacenamiento
y etiquetado de muestras para guardarlas en un fichero de texto.
Con intencio´n de ilustrar lo mencionado anteriormente, la Figura 5.1 muestra un esquema
de la visio´n del sistema a nivel de usuario.
Figura 5.1: Sistema visto desde la visio´n del usuario.
Destacar que, debido a los problemas propios del que se enfrenta a este tipo de tareas, se
han desarrollado dos versiones distintas del co´digo (con sus correspondientes versiones
intermedias). La segunda versio´n se corresponde ba´sicamente con una la refinacio´n de
la primera versio´n y la adicio´n de algunas funcionalidad extra y, por lo tanto, se ha creı´do
conveniente explicar tambie´n la primera.
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5.1. Primera versio´n del co´digo
Como ya se ha mencionado anteriormente, se han realizado dos versiones diferentes de
la aplicacio´n para el control del dron. ¿Por que´? Simplemente se debe a que la primera
versio´n, aunque funcional, tenı´a problemas en cuanto a la sincronizacio´n entre las mues-
tras de entrenamiento y la adquisicio´n de datos. Es decir, la adquisicio´n no funcionaba a
la misma velocidad en todos los ordenadores y, por lo tanto, no se podrı´a utilizar la misma
muestra para entrenar en todas las ma´quinas.
Este problema se detecto´ pasados varios meses de trabajo y supuso bastantes quebrade-
ros de cabeza el solucionarlo. Este error se detecto´ cuando se quiso probar el programa
en otra ma´quina distinta a la usada para realizar el guardado de muestras. Cierto es que
se podı´a ”solucionar” utilizando el mismo ordenador para guardar las muestras y para
ejecutar el co´digo, pero siendo pra´cticos carecı´a de sentido puesto que serı´a absurdo
pretender introducir varias centenas de muestras cada vez que se quisiera ejecutar en un
ordenador distinto.
5.1.1. Estructura de la primera versio´n del co´digo
La idea principal es disponer de un programa que permita adquirir datos de aceleracio´n,
que guarde muestras, entrene un algoritmo clasificador y permita ir clasificando las mues-
tras nuevas a tiempo real. Segu´n el resultado de estas clasificaciones el programa tambie´n
debe ser capaz de ordenar al dron el movimiento que se corresponde con el movimiento
realizado por el usuario.
La Figura 5.2 muestra un esquema con los pasos que sigue el programa para realizar
su funcio´n. En caso de que el movimiento del dron sea aterrizar, el co´digo se finaliza
automa´ticamente. El bucle de adquisicio´n viene limitado por tiempo y solo se permite la
entrada al mismo si el dron dispone de un porcentaje de baterı´a superior al 30 por ciento,
aunque esta medida es redundante puesto que aterriza automa´ticamente si el nivel de
baterı´a es bajo.
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Figura 5.2: Estructura de la primera versio´n del co´digo.
Como se puede apreciar, el primer paso es declarar el algoritmo y utilizar los datos que se
disponen para entrenarlo. El siguiente paso es iniciar las comunicaciones entre el reloj y el
dron. Una vez iniciadas las comunicaciones, se envı´a el mensaje de peticio´n y comienza
la adquisicio´n de datos. Estos datos se filtran y se an˜aden a un vector que se utiliza para
realizar la prediccio´n (clasificacio´n en una de las diferentes clases). Este proceso se repite
hasta que el vector es igual de largo que las muestras del fichero de entrenamiento (o lo
que es lo mismo, cuando es igual de largo que un movimiento). Una vez realizada la
clasificacio´n, se envı´a el comando de orden al dron y e´ste lo ejecuta.
En el Anexo C.1. se puede encontrar un diagrama con el detalle del proceso que sigue el
co´digo desde que se realiza la clasificacio´n hasta que el dron ejecuta la orden.
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5.1.2. Bloques fundamentales de la primera versio´n del co´digo
En esta seccio´n se van a detallar los bloques fundamentales que componen el progra-
ma. La Figura C.3 representa los bloques principales que intervienen en el proceso, con
me´todos y variables de las que se sirven. Las flechas indican instancias, es decir, indi-
can donde interviene cada bloque, su relacio´n con los dema´s. En el Anexo C.2. se puede
encontrar esta figura con ma´s detalle.
Figura 5.3: Bloques de la primera versio´n.
Los bloques utilizados se describen a continuacio´n por orden alfabe´tico:
• ARDrone: El mo´dulo ARDrone pertenece a la librerı´a pyardrone [14] y es la encar-
gada de las comunicaciones con el dron. Las variables que utiliza son de control de
la conexio´n y de los puertos tanto de vı´deo como de host (transferencias de datos).
Dichos puertos se han comentado en la seccio´n 3.2. Los me´todos que proporciona
son todos los necesarios para la ejecucio´n de los movimientos por parte del dron
y por lo tanto es vital para el programa. Este mo´dulo tuvo que ser modificada para
su correcto funcionamiento. El mo´dulo descargado del repositorio pu´blico Github
[15] permitı´a la conexio´n con el dron y obtener los datos de navegacio´n pero no
respondı´a ante las peticiones de ejecucio´n de o´rdenes. Por ejemplo, este mo´dulo
permite ordenar al dron que vaya hacia delante (drone.move(forward)).
• CommunicationsManager: como su nombre indica, es el bloque que contiene los
me´todos que permiten establecer las comunicaciones entre el reloj y el ordenador.
Los me´todos mencionados son los de pedir al reloj que envı´e los datos de las ace-
leraciones y el de leerlos o almacenarlos en vectores. Por ejemplo, sirve para iniciar
las comunicaciones entre el ordenador y el reloj.
• FreeMovement: El mo´dulo FreeMovement es el mo´dulo sobre el que gira el resto
de esta co´digo. No contiene me´todos pues es propiamente el script que se ejecuta
para iniciar el pilotaje del dron. Contiene variables de control como el contador de
muestras, de predicciones, el tiempo del bucle... etc. Es el bloque encargado de
realizar todo el proceso, desde coger los datos obtenidos con el mo´dulo anterior y
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pasa´rselos al algoritmo como de llamar al mo´dulo ARDrone y ejecutar las clasifica-
ciones.
• FilteringManager: FilteringManager dispone de los me´todos utilizados para elimi-
nar el ruido de las muestras, en la versio´n posterior se introdujo un me´todo para
eliminar los valores cero que se corresponden con pe´rdidas del paquete.
• Mixer: Mixer es un mo´dulo que pertenece a la librerı´a pygame [16] y sirve para
gestionar archivos de audio, en este caso del tipo .wav. Contiene los me´todos para
cargar el sonido, reproducirlo, pararlo etc. Dichos sonidos, servira´n de alerta sono-
ra para facilitar la realizacio´n de los movimientos en el momento adecuado. Estas
alarmas muestran el comienzo de la adquisicio´n de movimientos y su sonido varı´a
en funcio´n de la prediccio´n anterior. Por ejemplo, despue´s de un movimiento clasifi-
cado como aleatorio (erro´neo) se escucha el tı´pico sonido de “¡Meeec!” al inicio de
la adquisicio´n siguiente.
• MLPClassifier: MLPClassifier es un mo´dulo perteneciente a la librerı´a sklearn [12]
y se corresponde con el algoritmo clasificador que se utiliza. Contiene todos los
para´metros necesarios para definir el algoritmo y dispone de los me´todos que se
utilizan para entrenar el propio algoritmo, para realizar la clasificacio´n, ası´ como
otros tantos para obtener probabilidades y gestionar el funcionamiento del algorit-
mo.
Los modulos CommunicationsManager y FilteringsManager se disponı´an del proyecto de
final de grado anterior [4]. Han sido modificadas para adaptarlas al nueva estructura di-
sen˜ada. El resto de librerı´as pertenecen a librerı´as publicas y ha sido necesario un estudio
de las mismas para poder adaptarlas a este proyecto. Adema´s, se han utilizado otras li-
brerı´as como numpy [17], que en este caso permite generar una matriz de nu´meros
desde el fichero de texto con los muestras de los movimientos y poder operar ası´ con
ellos (entrenar algoritmo, an˜adir muestras, etc).
Como ya se ha mencionado, esta versio´n no funcionaba correctamente al cambiar la
ma´quina en la que se ejecutaba. No funcionaba correctamente debido a que los pro-
cesos de adquisicio´n y procesado previo a la adquisicio´n de las muestras eran procesos
secuenciales. Al ser secuenciales estos procesos eran dependientes. Esto implicaba que
en funcio´n de lo potente que es la ma´quina, el tiempo de procesado (el que ma´s carga
de trabajo tiene) es ma´s o menos ra´pido. y, por lo tanto la adquisicio´n tambie´n es ma´s
o menos ra´pida en cada ma´quina. Este hecho implica que no se podrı´a utilizar el mismo
fichero de entrenamiento para todas las ma´quinas y tener que crear uno nuevo en cada
ordenador quedo´ totalmente descartado. Tras muchas pruebas se llego´ a la conclusio´n de
que la mejor solucio´n era la separacio´n de los procesos permitiendo ası´ que el proceso de
adquisicio´n fuese igual de ra´pido en todas las ma´quinas dado que el proceso de escribir
en el puerto serie no consume casi memoria de ejecucio´n. Para ello ha sido necesaria la
introduccio´n de un elemento que permitiera realizar como tareas independientes, la pe-
ticio´n de los datos de aceleracio´n y la adquisicio´n y clasificacio´n de estos mismos. Este
nuevo elemento es el llamado thread o hilo, pieza fundamental en el multiprocesamiento.
La justificacio´n de la programacio´n multitarea en contraposicio´n a la que se habı´a escrito
es que, al ser procesos independientes y no secuenciales, el tiempo de ejecucio´n del
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proceso de adquirir y el tiempo de ejecucio´n del proceso de clasificar son independientes.
Esto permite un control total sobre el tiempo de muestreo y permite que el tiempo de
muestreo sea casi ide´ntico en todos los ordenadores (tiempo de adquisicio´n entre 0 y 0.5
milisegundos).
5.2. Versio´n final del co´digo
Como ya se ha mencionado, para mejorar el co´digo se han introducido threads que per-
miten establecer dos bucles independientes, uno para pedir los datos y otro para leerlos y
clasificarlos.
En la Figura 5.4 se puede apreciar esta estructura. Cuando se inicia el programa, se
entrena el algoritmo y se inician comunicaciones con el dron y con el reloj. Este proceso
es ana´logo a la primera versio´n del co´digo. Una vez terminados estos pasos, el siguiente
es la iniciacio´n de dos hilos diferentes e independientes.
El primer hilo pide los datos de aceleracio´n que se quedan almacenados temporalmente
en bu´ffer. Este proceso se pausa un tiempo determinado (que determina la velocidad de
adquisicio´n del reloj).
El segundo bucle se encarga de coger estos datos almacenados en el bu´ffer. Es decir,
va construyendo el vector con las muestras (filtradas) que luego utiliza para realizar la
prediccio´n y la consiguiente orden al dron.
Este u´ltimo proceso es similar a la primera versio´n, pero como se puede comprobar la
estructura es completamente diferente. Esto ha implicado realizar las modificaciones per-
tinentes para adaptar todo lo anterior a la nueva estructura.
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Figura 5.4: Estructura de la versio´n final del co´digo.
Como se ha mencionado, los dos threads separados permiten que la adquisicio´n de los
datos transcurra a su propia velocidad, independiente de la gestio´n que se hace sobre los
datos en sı´.
Para la introduccio´n de estos elementos ha sido necesaria una modificacio´n bastante
profunda del co´digo, puesto que ahora se disponen de dos procesos independientes y
hay transferencia de datos entre ellos.
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5.2.1. Bloques fundamentales de la versio´n final del co´digo
Ana´logamente al apartado de la primera versio´n del co´digo, a continuacio´n, se mostrara´n
las relaciones que tienen los diferentes bloques fundamentales del prograama. Como ya
se ha mencionado ha sido necesaria la introduccio´n de una librerı´a nueva, denominada
thread que permite la creacio´n de un tipo de elementos que permite implementar la idea
de bucles de computacio´n concurrente.
Figura 5.5: Mo´dulos de la versio´n final.
De manera ide´ntica a la seccio´n de la primera, en el Anexo C.3. se puede encontrar la
Figura C.4 en taman˜o completo.
Como es de esperar, al ser esta versio´n una evolucio´n de la anterior, la estructura es muy
similar.
Lo que vendrı´a a ser el mo´dulo FreeMovement se ha fragmentado en los dos procesos
mencionados anteriormente, uno de adquisicio´n y otro de lectura.
Adema´s se ha an˜adido un tercer proceso que permite almacenar de manera automa´tica
muestras de los movimientos y las etiqueta.
Los mo´dulos que intervienen se enumeran a continuacio´n, y so´lo se explicaran aquellos
que, o bien son nuevos, o bien han sufrido modificaciones respecto a la primera versio´n
del co´digo.
• Algoritmos: Algoritmos se implemento´ con el objetivo de simplificar los procesos
de declaracio´n y entrenamiento del algoritmo, debido a que se pretende trabajar
con varias velocidades de adquisicio´n (en funcio´n de los deseos del usuario)y, por
lo tanto, con varios ficheros de texto (a diferentes velocidades de adquisicio´n se
necesitan diferentes ficheros de muestras). Este mo´dulo realiza una instancia del
mo´dulo MLPClassifier, cuya estructura es ide´ntica a la primera versio´n de co´digo.
Los me´todos que dispone, permiten escoger el fichero que se utiliza para entrenar
el algoritmo y permiten clasificar una muestra en concreto del vector que contiene
los datos de los movimientos a clasificar. Para realizar esta clasificacio´n se sirve
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del nu´mero de predicciones realizadas. Un ejemplo del uso de este me´todo serı´a
algoritmos.EntrenaAlgoritmo(datos.csv).
• ARDrone
• CommunicationsManager: CommunicationsManager ha sido modificada para fa-
cilitar la gestio´n de los datos que los threads van a realizar. El me´todo que utilizaba
para adquirir datos ahora realiza la peticio´n y no retorna ninguna variable. En lu-
gar de devolver el mensaje de respuesta, lo deja en el bu´ffer, permitiendo que el
me´todo de lectura lo adquiera de manera independiente del me´todo de adquisicio´n.
En resumen, a diferencia de la primera versio´n en la que el me´todo de adquisicio´n
retornaba el mensaje y se lo pasaba al me´todo de lectura, en esta versio´n el me´to-
do de adquisicio´n realiza so´lo la peticio´n, y es el me´todo de lectura el que coge el
mensaje de respuesta y lo decodifica directamente del bu´ffer.
• FilteringManager: El mo´dulo FilteringManager ha sido modificado introduciendo un
me´todo que permitiera filtrar un vector entero de aceleracio´n y no muestra a muestra
como lo realizaba anteriormente.
• Mixer
• MLPClassifier
• Thread Adquisicion: El mo´dulo Thread Adquisicion se encarga de realizar peti-
ciones al reloj (escribiendo el mensaje de peticio´n mencionado en la seccio´n 3.1.),
de manera equiespaciada en un tiempo concreto, elegido por el usuario. Como se
puede apreciar, se sirve del me´todo de peticio´n de datos presente en el mo´dulo
CommunicationsManager, llama´ndola cada un cierto periodo de tiempo. La dura-
cio´n de este bucle esta determinada por un tiempo grande (1300 segundos) que
permita que la duracio´n del hilo sea ligeramente inferior a la duracio´n de la bateria,
permitiendo ası´ aprovechar todo el tiempo de vuelo disponible.
• Thread Adquisicion2: Thread Adquisicio´n2 es un mo´dulo que se utiliza en la cons-
truccio´n del fichero de datos de entrenamiento. Este mo´dulo nace de la necesidad
de disponer de un bucle delimitado por el nu´mero de muestras que se quieren guar-
dar. Esto es ası´ porque las muestras deben ser todas de la misma longitud para
permitir la construccio´n del modelo y para asegurar la concordancia con las mues-
tras que se van a clasficar. Adema´s, permite elegir la velocidad de muestreo (la que
se utilizara´ durante la adquisicio´n y que determinara´ la velocidad de los movimien-
tos).
• Thread Guardado: Thread Guardado, como su nombre indica, sirve para realizar
el guardado de las muestras de aceleracio´n en un fichero. Este fichero se utilizara´
para entrenar el algoritmo a posteriori. El usuario puede elegir el nu´mero de mues-
tras que desea introducir (el proceso de creacio´n del fichero de datos puede ser
tedioso) y el nombre del fichero de guardado. Como es lo´gico, este thread debe se
ejecuta al mismo tiempo que el Thread Adquisicio´n2. Este mo´dulo coge el nu´mero
de muestras introducido e interactu´a con el usuario a nivel de consola, guiando e
indicando el tipo de movimiento que se tiene que realizar en cada momento.
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• Thread Lectura: Como su nombre indica Thread Lectura se encarga de realizar
la lectura de los datos guardados en bu´ffer del ordenador (respuesta a la adquisi-
cio´n). Es un mo´dulo bastante similar en cuanto a funcionamiento a FreeMovement
de la versio´n inicial del co´digo. Se encarga de la gestio´n de los datos obtenidos,
por lo tanto, los vectores de aceleracio´n, de prediccio´n, ası´ como los contadores y
los sonidos que se utilizan para indicar el inicio de la adquisicio´n. Para ello se sirve
del me´todo de CommunicationsManager de lectura. En este mo´dulo tambie´n inter-
vienen los mo´dulos Algoritmos (realizar la prediccio´n sobre las muestras leı´das),
FilteringManager (filtrar las muestras antes de ser clasificadas) y Mixer (para repro-
ducir los sonidos de adquisicio´n).
Este mo´dulo busca el fichero utilizado para entrenar el algoritmo, una vez entrenado,
va rellenando el vector de valores que compondra´n el movimiento a ser clasificado.
Cuando este vector alcanza el taman˜o de las muestras guardadas (en este caso 30
valores), le pasa el vector al mo´dulo Algoritmos para que lo clasifique. Realiza la
clasificacio´n y muestra las predicciones an˜adiendo una alerta sonora que permite
indicar al usuario cuando ha de empezar el movimiento.
• Thread Orden: El mo´dulo Thread Orden es muy similar al anterior en cuanto es-
tructura. La particularidad de este me´todo es que, una vez realizada la clasificacio´n
de datos, se sirve del mo´dulo ARDrone para enviar el comando de movimiento al
dron. Adema´s, se ha introducido un cambio con respecto a la versio´n anterior, ahora
el dron cuando se encuentra en modo de movimientos horizontales rota en sentido
horario y antihorario si se realizan movimientos hacia la derecha e izquierda res-
pectivamente.
Tal y como se aprecia en la figura 5.4 so´lo 2 de los threads se ejecutan en paralelo a la
vez. El hecho de que haya 5 diferentes disponibles se debe a que dependiendo del modo
que se elige, es necesario utilizar una pareja de hilos u otra. Por ejemplo para realizar el
modo con vuelo se utiliza un thread de lectura mientras que para el modo de prueba sin
vuelo se utiliza otro.
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5.2.2. Consideraciones finales
Una vez implementados los mo´dulos anteriores se comprobaron dos cosas:
• Los tiempos invertidos en los procesos de adquisicio´n y de lectura y procesado de
los datos son independientes entre ellos.
• A pesar de haber corregido el problema de sincronı´a entre la adquisicio´n y los datos
de entrenamiento guardados en diferentes ma´quinas, aparecı´a un problema que
antes no se tenı´a y es que, al separar los dos procesos, e´stos debı´an sincronizarse
ahora para que en cada momento se procesara la muestra adecuada.
La primera solucio´n que se encontro´ fue establecer unos tiempos de pausa en los pro-
cesos que an˜adieran tolerancia a la hora de la adquisicio´n. Esto no es otra cosa que,
establecer una pausa al proceso de adquisicio´n lo suficientemente larga para permitir
que, se termine todo el procesado de la muestra antes de pedir al usuario introducir la
siguiente y evitar el descontrol a la hora del pilotaje. Esta solucio´n era un parche e impli-
caba bastante inexactitud puesto que el proceso de adquisicio´n es pra´cticamente igual en
todas las ma´quinas pero el de procesado no.
La mejor solucio´n que se ha encontrado es la introduccio´n de un nuevo elemento deno-
minado sema´foro que permite pausar el thread de lectura cuando la muestra es lo sufi-
cientemente larga para ser clasificada y, reanudarlo cuando el thread de procesado haya
terminado. La comprobacio´n del taman˜o de la muestra es una simple condicional y por lo
tanto el tiempo invertido en hacerla es casi ide´ntico en todas las ma´quinas y por lo tanto
no genera desajustes con el fichero de datos de entrenamiento. La Figura 5.6 muestra el
detalle del proceso del sema´foro.
Ma´s adelante, se hara´ una validacio´n del sistema y se explicara´ como de bien se ajusta al
propo´sito que se tenı´a inicialmente.
Figura 5.6: Detalle del sema´foro aplicado.

CAPI´TULO 6. VALIDACIO´N EXPERIMENTAL
En este capı´tulo se van a mostrar los resultados a nivel experimental de todo lo explica-
do con anterioridad. Para ello, y con la voluntad de aportar ejemplos visuales y no so´lo
descriptivos, durante la explicacio´n aparecera´n hipervı´nculos a diversos vı´deos que se
encuentran alojados en YouTube.
Como en todo proceso de disen˜o y construccio´n de cualquier sistema, la parte de valida-
cio´n y de obtencio´n de resultados experimentales es fundamental. En este caso, el testeo
ha sido inherente al desarrollo de la versio´n final del programa y por lo tanto ha estado
presente en todas las fases del mismo. De manera similar al capı´tulo 5 se describira´n las
fases a nivel sobretodo de las prestaciones del co´digo y del vuelo del dron en general.
6.1. Primera aproximacio´n: prueba de algoritmo a nivel
usuario y primeros vuelos.
Las primeras pruebas del sistema se dirigieron a sobretodo a probar el algoritmo a tiempo
real y a realizar una primera toma de contacto con la librerı´a pyardrone y la reaccio´n del
dron ante los comandos de e´sta.
La Figura 6.1 muestra una de estas pruebas realizadas sin vuelo del dron. Como se pue-
de apreciar entrenando el algoritmo y estableciendo conexio´n con el reloj, se realizaron
pruebas sin vuelo.
Figura 6.1: Muestreo de las predicciones en consola.
En cuanto a la primera aproximacio´n a los comandos del dron, el vı´deo 1 muestra una
de estas primeras aproximaciones. Como se puede apreciar, la adquisicio´n es lenta y la
clasificacio´n erro´nea. A pesar de eso, el dron se mueve la distancia deseada (como ya se
ha mencionado, el movimiento del dron se basa en aplicar ma´s potencia un periodo de
tiempo concreto). En algunos vı´deos se puede escuchar los sonidos de adquisicio´n, esto
ayuda a saber si los movimientos han sido correctos o no.
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Al principio los comandos de o´rdenes del dron no funcionaban, tras contactar con la per-
sona que habı´a iniciado el proyecto, se pudo comprobar que habı´a que realizar una serie
de modificaciones imprescindibles para el correcto funcionamiento de la librerı´a.
6.2. Primera versio´n del co´digo.
La primera versio´n del co´digo se caracteriza por tener los procesos de adquisicio´n y de
lectura y clasificacio´n (y ejecucio´n de o´rdenes) relacionados de manera secuencial en un
bucle. Este hecho a nivel experimental denotaba un tiempo entre adquisiciones un poco
amplio. Al tener que esperar a que se acabe todo el proceso, el tiempo entre adquisiciones
se dilata.
El vı´deo 2 y el vı´deo 3 muestran el funcionamiento de la primera versio´n del co´digo con al-
gunos fallos debidos a que se disponı´a de unos datos de entrenamiento un tanto escasos.
Adema´s el vı´deo 3 muestra de cerca los movimientos que se realizan.
Como ya se ha mencionado, el problema principal de esta versio´n era la falta de sincronı´a
entre computadoras diferentes. Aparte de este problema (que se detecto´ pasado un tiem-
po), se puede apreciar un vuelo bastante “ortope´dico“ y aburrido. En un principio se penso´
en aumentar la potencia de los motores mediante la librerı´a y el vı´deo 4 es una muestra
de ello. El tiempo entre adquisiciones se podrı´a haber reducido mediante optimizaciones
pero dado a que se detecto´ el error entre ma´quinas se decidio´ no refinar el co´digo sino que
hacı´a falta una reestructuracio´n profunda del programa. El vı´deo 5 muestra esta primera
versio´n a pleno rendimiento.
6.3. Versio´n final del co´digo.
Una vez realizada esta reestructuracio´n se realizaron los pertinentes test asociados. Uno
de los problemas asociados es la coordinacio´n entre los dos procesos independientes.
Para resolver este problema se introdujo un nuevo elemento llamado sema´foro y por lo
tanto esta seccio´n se ha dividido en estas dos fases.
6.3.1. Versio´n sin sema´foro.
En esta versio´n, los tiempos de adquisicio´n son mucho mas ra´pidos que en la anterior,
y aunque se pierde en comodidad y sencillez de pilotaje (como se podra´ apreciar en los
vı´deos, se requiere bastante concentracio´n) se gana en fluidez y dinamismo. El vı´deo
vı´deo 6 muestra una de estas pruebas. Como se puede apreciar, se cometen errores en
la prediccio´n, causados (a priori) por la coordinacio´n entre los dos procesos (adquisicio´n
y clasificacio´n). El vı´deo 7 muestra claramente como se intercalan predicciones movi-
mientos aleatorios (sonidos como de peligro). Esto se debe a que, en un intento de ser
conservador en el pilotaje, se deja una muestra erro´nea entre movimientos.
El vı´deo 8 muestra una prueba buena de esta fase del co´digo. Cierto es que el pilotaje
sigue siendo un poco complejo, pero mediante la refinacio´n (introduccio´n de pausas) del
co´digo se consiguio´ coordinar bastante los dos procesos.
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A pesar de que se tenı´a un sistema bastante mejor que el de la primera versio´n, y con
las refinaciones de co´digo, bastante ma´s o´ptimo que las primeras versiones con threa-
dings, la coordinacio´n de los dos procesos nunca serı´a la mejor en todos los ordenadores
puesto que seguı´a dependiendo de pausas que, en funcio´n de la potencia de la ma´quina,
serı´an de duraciones distintas segu´n la plataforma utilizada. Nace aquı´ la necesidad de
introducir el sema´foro, que permitiera coordinar los dos procesos independientemente de
la capacidad de computacio´n de la ma´quina en la que se trabaje.
6.3.2. Versio´n con sema´foro.
Con el fin de ofrecer una versio´n que funcione correctamente en todos los ordenadores,
se implementa el elemento sema´foro. Como ya se ha mencionado, este sema´foro permite
detener la adquisicio´n de datos hasta que el proceso de reconocimiento y orden haya rea-
lizado su tarea. Esto permite tener una adquisicio´n igual de ra´pida en todas las ma´quinas
(y por lo tanto coordinacio´n entre los datos adquiridos y de entrenamiento) y coordinacio´n
entre los procesos de adquisicio´n y reconocimiento de movimientos.
El vı´deo 9 y el vı´deo 10 muestran pruebas con este elemento. Como se puede apreciar el
vuelo es mas sencillo para el usuario puesto que es conocedor de que cuando suena el
timbre es cuando tiene que empezar el movimiento. Estos vı´deos muestran una fase en la
que se soluciono´ otro problema an˜adido ma´s. A pesar de haber solucionado los problemas
de coordinacio´n, las predicciones seguı´an fallando de vez en cuando, y sobretodo cuando
se realizaban combinaciones en concreto de movimientos. Por ejemplo, cuando se reali-
zaba un movimiento hacia abajo y luego a la derecha, el algoritmo solı´a predecir arriba
en vez de derecha. Desgraciadamente, no se tiene registro de este feno´meno, puesto que
solo se tienen unos 20 archivos mp4 de las cientos de pruebas realizadas en total. Tras
investigar, se determino´ que el causante de este efecto era el siguiente: el almacenamien-
to de datos es un proceso bastante esta´tico, es decir, se realiza de manera relajada y
pausada. Por otra parte, la adquisicio´n de datos en el momento de vuelo es mucho ma´s
dina´mica y causa una diferencia entre las naturalezas de las muestras. Para solventarlo,
se intentaron varios ajustes y al final, la solucio´n fue introducir muestras ma´s dina´micas
con la intencio´n de aproximas las muestras de entrenamiento a las de clasificacio´n reales.
6.4. Consideraciones finales.
El hecho de haber introducido la programacio´n concurrente ha supuesto un reto. Cierto
es que la primera versio´n del co´digo era bastante co´moda, hacı´a falta ir ma´s alla´ y ofrecer
un sistema robusto en todas las ma´quinas.
A pesar de que la versio´n final del co´digo requiere bastante pra´ctica por parte del usuario,
el cambio desde el vı´deo 2 hasta el vı´deo 10 es notable. El hecho de utilizar te´cnicas de
aprendizaje automa´tico ha facilitado que una vez realizadas todas las pruebas de los algo-
ritmos, el estudio se pudiera centrar en solventar los problemas fundamentales asociados
a la coordinacio´n entre elementos.
Gracias al Machine Learning y a la disposicio´n del material y el espacio adecuado para
las tareas experimentales, se ha podido desarrollar un disen˜o acompan˜ado de constantes
pruebas vitales a la hora de deteccio´n de problemas y debilidades.

CAPI´TULO 7. CONCLUSIONES Y TRABAJO
FUTURO
Las conclusiones se expresan a modo de corolario permitiendo extraer nociones concre-
tas sobre todo lo explicado anteriormente. De esta manera, a continuacio´n, se expone
todo esto y servira´ de base para argumentar el trabajo futuro:
• A nivel te´cnico, tanto las herramientas fı´sicas (hardware, reloj y dron) como virtuales
(software, Python) han respondido satisfactoriamente al propo´sito.
• El hecho de utilizar Python ofrece gran versatilidad a la hora de elegir las librerı´as
para desarrollar el programa, esto es un aspecto positivo pero tambie´n puede ser
una desventaja para alguien que comience a utilizar esta herramienta.
• El reloj ofrece datos de aceleracio´n y no dispone de otros sensores (como podrı´a ser
un giroscopio). Este hecho hace que los mejores movimientos para ser identificados
sean los que incluyen un giro en alguno de los tres ejes.
• Tal y como esta´ construida la librerı´a de pyardrone y teniendo en cuenta el sistema
de adquisicio´n de datos, ha sido imposible lograr un vuelo continuo y eso genera
que el vuelo del Parrot no sea lo fluido que se deseaba conseguir. Esta librerı´a
ejecuta los movimientos de manera discreta (aumentando ligeramente la potencia
en algu´n par de motores) y por lo tanto siempre necesitara´ que se envı´e la orden.
• El aprendizaje supervisado ha demostrado ser una buena herramienta para este
proyecto. Es cierto que acarrea problemas derivados de los agentes externos que
intervienen en el proceso, como es la obtencio´n de datos de entrenamiento y prue-
ba. Tambie´n exige un tratamiento adecuado de los datos que se utilizan, pero todas
estas ventajas se ven contrarrestadas por la sencillez de su integracio´n en el pro-
grama y el hecho de que el desarrollador so´lo se tiene que preocupar de introducir
muestras u´tiles y bien procesadas. Este hecho convierte en obsoletos todos los
me´todos en los que habı´a que realizar calibraciones, estudios en profundidad del
movimiento, simplemente requiere construir unas muestras que se ajusten a la na-
turaleza de lo que se pretende clasificar y conocer que´ algoritmo se adapta mejor.
• Adema´s, los algoritmos de aprendizaje automa´tico han demostrado que ofrecen
gran flexibilidad a la hora de reconocer los movimientos. An˜adiendo muestras nue-
vas, el algoritmo amplı´a su tolerancia a los movimientos, disminuyendo ası´ ligera-
mente su precisio´n teo´rica pero aumentando la tasa de acierto a nivel experimental.
• Dada la naturaleza del sistema que se pretendı´a desarrollar, de los materiales que
se disponı´an (tanto hardware como softare) y de las te´cnicas utilizadas, ha sido
posible centrarse en el estudio de que´ algoritmos se adaptan mejor al propo´sito,
y en la optimizacio´n y mejora de los procesos de adquisicio´n y reconocimiento de
movimientos. Gracias ha esto, se ha podido realizar un desarrollo del sistema de
manera muy empı´rica, con pruebas reales recurrentes, algo muy de valorar en el
a´mbito de la investigacio´n.
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• Tanto las redes neuronales como el resto de algoritmos de aprendizaje automa´tico
son herramientas muy potentes, ofrecen un gran abanico de posibilidades a la hora
de solucionar todo tipo de planteamientos. Su fa´cil implementacio´n los convierte
en me´todos punteros a la hora de realizar gestiones de gran cantidad de datos
(BigData).
7.1. Trabajo futuro
La visio´n de futuro de esta memoria se centra en los aspectos mejorables del sistema en
general y se encuadran en los siguientes puntos:
• En cuanto a las prestaciones del sistema en lo referido al vuelo, para conseguir un
vuelo mas continuo harı´a falta, o bien buscar otras librerı´as que permitan gestionar
el dron, o bien realizar un replanteamiento del sistema, buscando quiza´s el funcio-
namiento mediante estados, que se pudieran ir comprobando dentro del bucle de
ejecucio´n de movimiento. Es decir, la librerı´a utilizada para el control del dron no
permite realizar un movimiento ma´s continuo que el logrado en este proyecto de
final de grado.
• En cuanto a los comandos, o a la realizacio´n de movimientos, se podrı´a buscar otro
sistema de adquisicio´n de datos, con el objetivo de buscar un elemento ma´s co´modo
de pilotaje. Una de las opciones podrı´a ser un dispositivo con giroscopio o con
acelero´metros mas finos, capaces de facilitar la distincio´n entre los distintos tipos
de movimientos. Otra opcio´n, serı´a aplicar te´cnicas de reconocimiento de imagen
(visio´n artificial) con el objetivo de aprovechar al ma´ximo la plataforma utilizada
(dispone de dos ca´maras, sobretodo una frontal) y ofrecer una opcio´n ma´s dina´mica
de control.
• Aprovechando la flexibilidad de los algoritmos de aprendizaje automa´tico, se podrı´an
refinar los ficheros de muestras de datos an˜adiendo datos de mucha gente. Esto
permitirı´a generar un modelo ma´s general y permitir que todos pudieran pilotarlo.
• Este proyecto, como en todo proceso de investigacio´n o desarrollo, so´lo es un es-
labo´n ma´s y esta´ sujeto a gran cantidad de posibles mejoras y optimizaciones. Co-
mo ya se ha mencionado, el Machine Learning es una herramienta poderosa, pero
siempre se pueden mejorar el procesamiento de datos y la gestio´n de estos en el
co´digo. Tambie´n cabrı´a la posibilidad de hacer reestructuraciones que permitieran
otros modos entender este sistema de vuelo.
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APE´NDICES

APE´NDICE A. MACHINE LEARNING
A.1. Aprendizaje Automa´tico ¿Que´ es?¿Que´ aplicaciones
tiene?
El Machine Learning o aprendizaje automa´tico en castellano, es un sub-campo de las cien-
cias de computacio´n cuyo objetivo es desarrollar te´cnicas que permiten a las computado-
ras “aprender”. Este aprendizaje de las ma´quinas tiene muchas definiciones. El cientı´fico
computacional Tom Mitchell da la siguiente definicio´n moderna de aprendizaje automa´ti-
co: ”Se dice que un programa de computadora aprende de la experiencia E con respecto
a alguna clase de tareas T y medida de rendimiento P, si su desempen˜o en tareas en T,
medida por P, mejora con experiencia E.”
Dentro del aprendizaje automa´tico se encuentran dos tipos de aprendizaje:
• Aprendizaje supervisado. En el aprendizaje supervisado se tiene un conjunto de
datos de entrada y se conoce cua´l debe ser la salida de e´stos, sabiendo que hay
una relacio´n ellos. Dentro de este tipo de aprendizaje se puede realizar una divi-
sio´n entre problemas de regresio´n y problemas de clasificacio´n. Para los problemas
de regresio´n se intentan predecir los resultados dentro de una salida continua (ej.
precio de una casa segu´n nu´mero de habitaciones), en cambio en un problema de
clasificacio´n, se trata de predecir los resultados de una salida discreta (ej. un tumor
es cancerı´geno o no).
• Aprendizaje no supervisado. en este tipo de aprendizaje se tiene un conjunto
de datos, pero no tiene porque´ conocerse co´mo deben ser los resultados. Permite
agrupar los datos en funcio´n de las relaciones de sus variables sin conocer los
efectos que tienen e´stas. (ej. dividir fotos de perros y gatos sin saber que son perros
o gatos).
Aparte de estos dos tipos de aprendizaje, hay varias ramas que aplican variaciones de
los algoritmos anteriores y combinaciones de e´stos y/o que aplican otras te´cnicas como
ensayo-error.
La estructura ba´sica del Machine Learning se muestra en la figura A.1, primero se necesi-
tan ejemplos o datos, los cuales utiliza el algoritmo de aprendizaje para “crear” un modelo
que se ajuste a dichos datos y que permita clasificar nuevos datos segu´n el modelo con-
formado.
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Figura A.1: Estructura ba´sica de los algoritmos de aprendizaje automa´tico. Fuente [3]
El Machine Learning tiene una amplia gama de aplicaciones, incluyendo desde moto-
res de bu´squeda hasta diagno´sticos me´dicos, secuenciacio´n de ADN, reconocimiento del
habla...etc. En resumen, a grandes rasgos, la mayor aplicacio´n que tiene el aprendizaje
automa´tico es en campos donde interviene la gestio´n y uso de una gran cantidad de da-
tos (Big Data). En estos procesos, la utilidad del Machine Learning es la posibilidad de
extraer patrones en el comportamiento de los datos, permitiendo realizar predicciones,
clasificaciones y optimizaciones sobre ellos.
A.2. Aprendizaje Supervisado: Clasificacio´n
La intencionalidad de esta seccio´n es dar unas nociones ba´sicas acerca del funciona-
miento en general del Supervised Machine Learning, la estructura ba´sica del proceso que
se realiza para obtener un modelo que permita clasificar muestras nuevas en funcio´n de
las muestras de entrenamiento que se han obtenido previamente. Si bien no es necesario
conocer toda la base teo´rica y matema´tica de estos procesos para su implementacio´n
(hoy en dı´a se dispone de muchas librerı´as con los algoritmos listos para utilizar), es in-
teresante conocer un poco los entresijos de un tema tan puntero como es el aprendizaje
automa´tico. Los siguientes apartados intentara´n ilustrar lo mencionado anteriormente pa-
ra un ejemplo simple y se hara´ una extrapolacio´n para un caso ma´s complejo como el caso
del proyecto, cabe destacar que lo descrito a continuacio´n es para un ejemplo de clasifi-
cacio´n, pero sin embargo el proceso en general es comu´n tanto para regresio´n como para
clasificacio´n.
Destacar que tanto la parte de aprendizaje automa´tico como la de redes neuronales son
una sı´ntesis realizada por el autor del proyecto de un curso de Machine Learning de la
Universidad de Standford disponible en Coursera [7] (sitio gratuito con cursos de todo
tipo).
A.2.1. Representacio´n del modelo
El primer y lo´gico paso para la implementacio´n de un algoritmo de aprendizaje supervi-
sado es disponer de muestras de datos que permitan establecer una generalizacio´n, un
modelo a partir de estos datos. Estas muestras deben tener la siguiente estructura, deben
estar formados todos por unas features o caracterı´sticas y una etiqueta o tag que sirva
para distinguir a que´ tipo pertenece cada muestra. Estas caracterı´sticas simplemente son
los datos que se tienen y la etiqueta es a que´ pertenece cada conjunto de caracterı´sticas.
Para ilustrar esto, la Figura A.2 muestra una gra´fica en la que se tienen representados
distintos tumores en funcio´n del taman˜o y la edad de la persona que lo tiene (features) y
mediante colores rojo y azul se indica si es maligno o no (tag).
Figura A.2: Representacio´n de tumores benignos (azul) y malignos (rojo). Fuente [7]
En este caso el tag es binario, es decir, so´lo puede ser si (1) o no (0), en el caso de
clasificacio´n de movimientos se tienen ma´s y el tag deja de ser binario, pero para explicar
el funcionamiento ba´sico del Machine Learning y para facilitar esta explicacio´n se utiliza
un caso simple.
A.2.2. Hipo´tesis y funcio´n de costo
La hipo´tesis es la pieza fundamental del algoritmo, es el objetivo de la fase de aprendizaje,
es decir, la hipo´tesis es la funcio´n que permite conocer a que´ clase pertenecen los datos
de entrada. Se representa con la siguiente ecuacio´n (A.1) para el caso de clasificacio´n
(en el caso de regresio´n lineal se corresponde con una funcio´n distinta).
h(θ) = g(ΘT x) ; g(z) =
1
1+ e−z
(A.1)
La hipo´tesis h proporciona la probabilidad de que un conjunto de entrada x sea en este
caso un tumor maligno, como se puede apreciar los valores de h se encuentran entre 0 y
1 dado que la etiqueta so´lo puede ser 0 o´ 1. Esta funcio´n h se denomina funcio´n logı´stica
o sigmoidea y su aspecto se muestra en la Figura A.3
Figura A.3: Funcio´n sigmoidea. Fuente [7]
El sentido de esta funcio´n es el siguiente, el valor de h(x) puede estar entre 0 y 1, si supera
el 0.5 (punto de corte de la funcio´n con el eje vertical) el tumor en cuestio´n se considerarı´a
maligno (pues tiene unas probabilidades de ma´s del 50% de serlo) y en caso contrario
se considerarı´a benigno. La intencio´n de esta h es establecer un umbral de decisio´n que
viene marcado en verde en la Figura A.4.
Figura A.4: Umbral de decisio´n entre tumores benignos y malignos. Fuente [7]
Como se puede apreciar en este caso la hipo´tesis es de forma polino´mica h = g(θ+
θ1x1+ θ2x2), siendo x1 y x2 las features de los datos y Θ el peso otorgado a esa ca-
racterı´stica en concreto. La idea del aprendizaje es exactamente la optimizacio´n de este
umbral, es decir, en este ejemplo el umbral de decisio´n es lineal y bastante sencillo de
encontrar (gra´fica y analı´ticamente), sin embargo, en otros casos (como el caso de clasi-
ficacio´n de movimientos), no es tan simple puesto que la hipo´tesis puede no ser lineal y
se pueden tener un nu´mero de features muy elevado (muchas dimensiones) y por lo tanto
imposible encontrar manualmente la forma de esa hipo´tesis. Con el objetivo de optimizar
esta hipo´tesis (es decir, ajustar el modelo), entra en juego una funcio´n muy comu´n en pro-
blemas de optimizacio´n que es la denominada funcio´n de coste y que permite ajustar esos
pesos a las variables de entrada para establecer una generalizacio´n correcta del modelo.
Siguiendo en la lı´nea del ejemplo, la necesidad de introducir una funcio´n de coste viene
determinada por la necesidad de encontrar de manera automa´tica la funcio´n de hipo´tesis
que mejor se ajusta al modelo. Pero... ¿que´ quiere decir que un modelo no se ajuste
correctamente a los datos?, la respuesta se muestra en la Figura A.5, en verde como en
la Figura A.4 se tiene el umbral correcto, o ma´s correcto para la clasificacio´n y en rojo
aparecen otros umbrales determinados por hipo´tesis que no se ajustan bien al modelo.
Figura A.5: Diferentes umbrales de decisio´n. Fuente [7]
A priori, puede parecer absurdo que se puedan establecer hipo´tesis como las que hay
marcadas en rojo, pero si se tiene en cuenta un problema con ma´s features o con una
distribucio´n de los datos no lineal, no resulta tan absurdo el llegar a hipo´tesis falsas o
desajustadas del modelo. Por lo tanto, la introduccio´n de una funcio´n de coste (A.2) que
permita obtener los valores de los pesos o´ptimos para el modelo se convierte en un paso
fundamental del aprendizaje.
J(Θ) =− 1
m
Σmi=1[y
(i)log(hθ(x(i)))+(1− y(i))log(1−hθ(x(i)))] (A.2)
Siendo m el nu´mero de muestras, el sumatorio representa la suma de las contribuciones
de todas las muestras, y(i) es el tag correspondiente al conjunto de caracterı´sticas x(i) , y
hθ(x(i)) la hipo´tesis, con la forma de la ecuacio´n (A.1). Esta funcio´n de coste representa
la diferencia de los resultados
obtenidos de la hipo´tesis y los dados por el conjunto de entrenamiento. Ası´ pues, el entre-
namiento del algoritmo queda reducido a minimizar esta diferencia, es decir a optimizar la
funcio´n de coste definida para las caracterı´sticas de entrada o entrenamiento.
A.2.3. Optimizacio´n de la funcio´n de costo
El u´ltimo paso del entrenamiento es la optimizacio´n de esta funcio´n de coste con el ob-
jetivo de conseguir una hipo´tesis correcta (o suficientemente va´lida) sobre los datos de
entrenamiento. Con el fin de minimizar la diferencia, se disponen de varios me´todos para
ello, el ma´s famoso quiza´s sea el Gradient Descent, que se basa en la obtencio´n del gra-
diente de la funcio´n de coste para ir descendiendo progresivamente hacia el mı´nimo de la
funcio´n (de allı´ recibe su nombre).
A pesar de ser la ma´s famosa no es la utilizada en este proyecto, puesto que hay al-
ternativas que, aunque son ma´s complejas muestran un rendimiento mejor en algunos
casos. Cabe destacar que la eleccio´n del me´todo de optimizacio´n viene determinada por
el tipo de algoritmo clasificador que se utiliza y que de la misma manera que el algorit-
mo, no ha sido programada manualmente, sino que la librerı´a utilizada para desarrollar
el co´digo ya permite la eleccio´n del optimizador. En este caso se ha utilizado el L-BFGS
[18], que, aunque ma´s complejo, elimina la necesidad de introducir para´metros de con-
vergencia, puesto que e´l mismo va definiendo esos valores de manera automa´tica. Como
es bastante compleja, simplemente decir que utiliza la funcio´n de coste y su gradiente y
automa´ticamente en cada iteracio´n realiza una aproximacio´n de la matriz Hessiana (o de
derivadas parciales).
Por u´ltimo, explicar que, de la misma manera que un algoritmo puede no ajustar bien la
hipo´tesis a los datos de aprendizaje, puede aparecer un efecto totalmente contrario a este
subajuste, es el denominado sobreajuste, un problema muy comu´n en el mundo del apren-
dizaje automa´tico y que a grandes rasgos (se explicara´ en detalle ma´s adelante) implica
que el modelo se ajusta “demasiado” bien a los datos de entrenamiento, propiciando que
so´lo se ajuste bien a e´stos y por lo tanto que falle a la hora de clasificar nuevos ejemplos,
es decir, el algoritmo se vuelve muy rı´gido y solo clasifica correctamente los ejemplos de
entrenamiento.
A.3. Consideraciones finales y contexto
Como ya se ha mencionado, no es necesario conocer todo el proceso matema´tico para
implementar un algoritmo de aprendizaje automa´tico puesto que hoy en dı´a se disponen
de librerı´as que incluyen todo el co´digo necesario para implementar el algoritmo, entre-
narlo y clasificar nuevas muestras.
El hecho de programarlo de manera manual carece de sentido puesto que, al tener ya
algoritmos y funciones de optimizacio´n optimizados al ma´ximo (valga la redundancia), la
inversio´n de tiempo y esfuerzo no vale la pena. Es muy complicado disen˜ar algoritmos de
manera casera y menos alcanzar el nivel de librerı´as como sklearn o tensor-flow.
Finalmente parece conveniente contextualizar todo este proceso en el caso que se trata
en el proyecto, puesto que el ejemplo que se ha explicado so´lo se dispone de 2 clases
distintas y, sin embargo, en el proyecto se tienen varias clases. Esto se conoce como cla-
sificacio´n multi-clase y el output del algoritmo no es la probabilidad de ser positivo, sino
que, consta de un vector de probabilidades para las diferentes clases de las que se dis-
pone. Grosso modo el proceso que se realiza es el mismo. A la hora de entrenar/definir la
hipo´tesis se realiza una comparativa de una clase en concreto respecto a todas las dema´s
para cada clase, permitiendo distinguir individualmente todas las clases. Este me´todo se
conoce como uno-vs-todos (one-vs-all) o uno-vs-el resto.
APE´NDICE B. REDES NEURONALES
B.1. Introduccio´n
Las redes neuronales nacieron con el objetivo de crear algoritmos que pudieran mimetizar
el funcionamiento del cerebro. Fueron muy populares en los an˜os 80 y 90 y posteriormente
cayeron ligeramente en desuso. Hoy en dı´a, con la mejora de las computadoras y con la
disponibilidad de ma´quinas capaces de realizar operaciones complejas a gran velocidad,
las redes neuronales son uno de los algoritmos ma´s utilizados en el Machine Learning,
convirtie´ndose en la base de muchas de las nuevas tecnologı´as punteras de hoy en dı´a.
La idea fundamental de las redes neuronales, o la caracterı´stica ma´s notable de e´stas,
es la posibilidad de realizar aproximaciones no lineales, es decir, a la hora de construir
modelos generalizadores, utiliza unidades lo´gicas que permiten aproximarse a modelos
no lineales muy complejos.
La estructura ba´sica de las redes neuronales imita a las neuronas cerebrales, es decir,
una red neuronal consta de varias unidades operacionales (neuronas) que se conectan
entre sı´, formando varias capas. Cada neurona tiene una serie de entradas (informacio´n
proveniente de otras neuronas) y una serie de salidas. Las neuronas se clasifican en 3
capas principales, la capa de entrada (todas las neuronas que contienen la informacio´n
inicial que se dispone, o las llamadas features de los modelos de Machine Learning), la ca-
pa de salida (prediccio´n que se pretende obtener), y el resto de capas, tambie´n llamadas
ocultas, en las que se realizan las operaciones intermedias (ocultas). La denominacio´n de
ocultas proviene de que, en el tipo de aprendizaje supervisado, los para´metros de entrada
y salida son visibles en el conjunto de entrenamiento, en cambio los valores que adquieren
estas neuronas intermedias no aparecen en el conjunto de entrenamiento y por lo tanto
son “ocultas” para el espectador. La Figura B.1 muestra esta estructura.
Figura B.1: Estructura ba´sica de las redes neuronales. Fuente [9]
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B.2. Representacio´n del modelo
La siguiente imagen muestra una estructura simple de red neuronal tı´pica, las entradas
vienen representadas por las diferentes features de entrada (nombradas por la letra x),
las capas intermedias pertenecen a las funciones de activacio´n (denominadas por la letra
a( j)i , el superı´ndice muestra la capa en la que se encuentran y el subı´ndice el nu´mero de
la neurona dentro de la capa) y e´stas funciones de activacio´n simplemente son funciones
sigmoideas (ecuacio´n A.1) y por u´ltimo se denomina Θ( j) a la matriz de pesos que se
utiliza para el control del mapeado de la funcio´n desde la capa j a la capa j+1.
Figura B.2: Activaciones de las neuronas ocultas. Fuente [7]
La representacio´n matema´tica para el modelo de la imagen B.2 (de red neuronal con una
sola capa oculta) aparece en la imagen B.3.
Figura B.3: Ecuaciones de propagacio´n hacia adelante. Fuente [7]
La x0 se corresponde con el valor de una unidad llamada de oscilacio´n (o bias) y se utiliza
como unidad de control extra. Los valores de activacio´n o valores de las neuronas ocultas
se calculan mediante la funcio´n sigmoidea de los valores de entrada y de control de la red
(o pesos).
Como se puede apreciar, cada valor de las neuronas ocultas se obtiene mediante la com-
binacio´n lineal ponderada de los valores de las neuronas anteriores gestionadas mediante
la matriz de pesos.
Por u´ltimo, el valor de activacio´n de la u´ltima capa, en este caso a(3)1 , se corresponde con
el valor de salida de la hipo´tesis, es decir, con la prediccio´n deseada, en esta capa se
realiza simplemente la regresio´n logı´stica como se ha mencionado en el apartado A.2.2.
Este proceso de ir obteniendo los valores de las capas siguientes utilizando los valores
de las capas anteriores se denomina propagacio´n hacia adelante. Lo interesante de este
proceso es que el algoritmo utiliza las variables de entrada para “aprender” sus propias
variables (o de activacio´n) para alimentar la regresio´n logı´stica en vez de utilizar directa-
mente los valores de entrada, y, dependiendo de los valores de Θ( j), se pueden alcanzar
variables muy complejas y, por lo tanto, obtener mejores hipo´tesis que utilizando las fea-
tures.
Es por esto que las redes neuronales pueden ser ventajosas respecto a los dema´s al-
goritmos que simplemente se limitan a utilizar los datos que se disponen para realizar la
clasificacio´n, en vez de buscar para´metros intermedios que faciliten la construccio´n de un
modelo ma´s ajustado.
B.2.1. Ejemplo sencillo: construccio´n de una red neuronal del tipo
AND.
Con el fin de ilustrar brevemente lo que se ha mencionado anteriormente, se va a mostrar
un ejemplo de una red neuronal simple (sin capa oculta) para mostrar ba´sicamente que
sucede en concreto en cada paso de la red, en cada capa. El ejemplo que se muestra en
la imagen B.4 utilizando dos features de entrada (x1 y x2) que mediante la distribucio´n de
pesos Θ( j), permite la combinacio´n lo´gica para formar una puerta AND. En este ejemplo
las variables de entrada son binarias, es decir, solo pueden ser 0 o 1. A la izquierda se
puede apreciar la estructura de la red neuronal, el +1 representa x0 y es la unidad de bias.
En azul, se muestran los pesos otorgados a cada conexio´n de las neuronas. A la derecha
se puede apreciar la llamada tabla de la verdad, y muestra el resultado o salida de la red.
Figura B.4: Implementacio´n de una red neuronal tipo AND.
Como se puede apreciar la matriz de pesos, en este caso de una fila, genera la hipo´tesis
de arriba. La activacio´n de las neuronas es sigmoidea y se representa con la letra g y,
como ya se ha mencionado, en la gra´fica sigmoidea los valores negativos se corresponden
con mayor probabilidad de ser 0 o´ viceversa y esto se refleja en la tabla de la verdad y se
corresponde con una puerta lo´gica AND.
B.3. Funcio´n de costo
la funcio´n de costo es la base del aprendizaje automa´tico, es la funcio´n que permite al
algoritmo ir refinando la hipo´tesis hasta conseguir el modelo de generalizacio´n deseado.
La funcio´n de costo en las redes neuronales es ide´ntica a la funcio´n de costo de la regre-
sio´n logı´stica, pero sumando la contribucio´n de todas las unidades sobre cada una de las
unidades de salida (o neuronas en la u´ltima capa) y viene definida por la expresion (B.1).
J(Θ)=− 1
m
Σmi=1Σ
k
k=1[y
(i)
k log(hθ(x
(i)))k+(1−y(i)k )log(1−hθ(x(i)))k]+
λ
2m
ΣL−1l=1 Σ
sl
l=1Σ
sl+1
j=1 (Θ
(l)
ji )
2
(B.1)
La m indica el nu´mero de ejemplos o variables de entrada de la red neuronal, la k repre-
senta el nu´mero de clases o unidades en la capa de salida, los sumatorios del final son
un te´rmino denominado de regulacio´n y se utiliza para controlar el sobreajuste. Como se
puede apreciar en la fo´rmula, para cada unidad de salida (yk) se suma las contribuciones
individuales del resto de neuronas.
En el apartado B.4. se ilustra el proceso de optimizacio´n de la funcio´n de costo que se
utiliza en muchos casos de redes neuronales, se conoce como propagacio´n hacia atra´s.
B.4. Minimizacio´n de la funcio´n de costo: Backpropaga-
tion
El algoritmo ba´sico a la hora de calcular los gradientes de la funcio´n de costos en las
redes neuronales es la llamada propagacio´n hacia atra´s (backpropagation) y se basa en
el ca´lculo del error en la capa de salida y su propagacio´n hacia atra´s en la red para calcular
los errores de cada neurona oculta.
Dado a que se dispone de los valores de salida de los datos de entrenamiento y de
salida de la red y que tambie´n se dispone de los pesos de cada conexio´n en la red, es
posible ir retrocediendo en e´sta para ir obteniendo los diferentes errores de cada una de
las neuronas de las capas anteriores. Este error se denomina por la letra δ(l)i siendo l la
capa correspondiente en la red neuronal e i el nu´mero de la neurona en la capa l. Este
error se corresponde con la ecuacio´n B.2.
δ(l)i = a
(l)− y(i) (B.2)
Ba´sicamente el error en la capa l es el vector que se corresponde con la multiplicacio´n
entre la traspuesta de la matriz de pesos de la capa l por el vector de errores de la capa
siguiente por el vector de los valores de activacio´n en la capa l por 1 menos dicho vector
de activacio´n.
La intencio´n de cualquier me´todo de optimizacio´n de una funcio´n es buscar el mı´nimo (o
ma´ximo, dependiendo del caso) y para ello se debe obtener la derivada de dicha funcio´n,
que en este caso es la funcio´n de coste, y la propagacio´n hacia atra´s sirve precisamente
para obtener el gradiente de la funcio´n utilizando para ello el error.
B.4.1. Funcionamiento del algoritmo.
La idea es obtener el conjunto de pesos de la red neuronal que permita obtener el valor
mı´nimo de la funcio´n de costo. En te´rminos matema´ticos ba´sicamente lo que se pretende
es obtener el valor de la matriz Θ que minimice ∂
∂Θ(l)i j
J(Θ).
Dado un conjunto de muestras de entrenamiento de taman˜o m ((x(1),y(1))...(x(m),y(m))),
los valores de activacio´n de la capa de entrada (a(1)) se rellenan con las features x(1)
desde i=1 a i=m. Tanto los valores de activacio´n de las capas como los valores de entre-
namiento x(1) son vectores.
Posteriormente se establece lo que se denomina un acumulador (matriz que acumula va-
lores en cada iteracio´n) del tipo ∆(l)i j := 0 (:= significa actualizacio´n simulta´nea en te´rminos
de programacio´n), viene a ser el acumulador del gradiente de la muestra de entrenamien-
to i, en la neurona j de la capa l. Puede parecer un poco lioso, pero lo que significa es
que se calcula el gradiente para cada capa de la red neuronal, y para ello se utiliza cada
muestra de entrenamiento (de i=1 a i=m) para calcular la derivada en cada neurona de la
capa oculta.
Si∆(3)12 = 0, implica que, para la muestra de entrenamiento 1, en la capa oculta 3, la se-
gunda neurona tiene un valor de gradiente de 0. Una vez establecidas las matrices de
ceros, se utiliza propagacio´n hacia adelante para calcular los valores de activacio´n desde
la capa 1 hasta la capa L.
Utilizando los valores objetivo de entrenamiento (y(i)) se calcula el error δ(l)i = a
(l)− y(i).
Despue´s, utilizando el algoritmo de propagacio´n hacia atra´s se calculan los valores del
error δ(l−1),δ(l−2), ...,δ(2), no´tese que se calculan hasta la capa 2, puesto que, como es
lo´gico, los valores de la capa de entrada (que son los valores de entrenamiento) no tienen
error.
En este punto, ya es posible actualizar simulta´neamente los valores de las matrices acu-
muladoras para la capa l, mediante la expresio´n ∆(l)i j := ∆
(l)
i j + a
(l)
j δ
(l+1)
i o´ ∆
(l) = ∆(l)+
δ(l+1)(a(i))T en forma vectorial y se obtienen estos valores.
El u´ltimo paso es utilizar estas matrices para obtener los valores mı´nimos de la derivada,
para ello se utiliza la expresio´n D(l)i j :=
1
m(∆
(l)
i j +λΘ
(l))
i, j , si j distinto de 0 y Di j(l)D
(l)
i j :=
1
m(∆
(l)
i j . Esta delta capital no es ma´s que otro acumulador que permite ir actualizando
los valores de la derivada parcial de la funcio´n de costo (que era el objetivo) y el te´rmino
lambda es el denominado te´rmino de regulacio´n que ya se ha mencionado anteriormente.
Una vez repetido el proceso para todas las capas y realizando varias iteraciones, el me´to-
do de retro-propagacio´n consigue obtener los valores de la matriz de pesos o´ptimos y por
lo tanto se alcanza la mayor finura del algoritmo.
B.5. Consideraciones finales
Para la aplicacio´n que se pretende desarrollar, carece de sentido el plantearse siquiera
disen˜ar manualmente la red neuronal. El hecho de que se haya explicado a un nivel su-
perficial el desarrollo de un algoritmo de clasificacio´n en te´rminos generales, y las redes
neuronales de manera ma´s especı´fica, recae en que a pesar de que la implementacio´n a
nivel de programacio´n es mucho ma´s sencilla (ya que se disponen de herramientas muy
so´lidas y eficientes), ha parecido conveniente adentrarse un poco ma´s en el mundo del
aprendizaje automa´tico. Esto se debe a que cualquier persona que pueda sentir intere´s
no so´lo en la implementacio´n, sino en el funcionamiento de este tipo de algoritmos, lo
tiene bastante complicado a la hora de encontrar material de calidad. Si uno busca en
internet dispone de muy pocos sitios con material dida´ctico sobre este tema. Por lo tanto,
la intencionalidad de esta seccio´n no era explicar co´mo se ha desarrollado el algoritmo, si
no dar una serie de intuiciones sobre el funcionamiento este mundo tan complejo y tan de
ciencia ficcio´n del aprendizaje automa´tico.
El me´todo de minimizacio´n elegido es un algoritmo de los llamados quasi-Newton deno-
minado L-BFGS [18] que, a grandes rasgos, es otro me´todo de optimizacio´n de funciones
con gran cantidad de para´metros y que no necesita la introduccio´n de para´metros de cos-
te (o de regulacio´n). El algoritmo calcula la derivada de la funcio´n de error respecto a los
pesos de la red y modifica estos pesos propiciando que el error disminuya.
APE´NDICE C. DIAGRAMAS DEL CO´DIGO.
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