Physically based, spatially distributed hydrological models have mostly been calibrated manually; a few were calibrated automatically but without full consideration of conflicting multi-objectives. Here, we successfully applied the non-dominated sorting genetic algorithm II (NSGA-II) and its two variants, namely the reference point-based R-NSGA-II and the extension ER-NSGA-II, to multi-objective, Key words | multi-objective optimization, NSGA-II, physically based spatially distributed hydrological modelling, reference point approach, SHETRAN model, simulated binary crossover (SBX)
INTRODUCTION
Physically based, spatially distributed hydrological models have been widely used for evaluating the impacts of hypothetic changes resulting from climate (Bathurst et 
DATA AND METHODS

Cobres basin
The and þ∞. The Nash-Sutcliffe efficiency (NSE) (Nash & Sutcliffe ) is also evaluated to facilitate the comparisons of model performances with other studies. NSE is a standardized measure of RMSE, ranging from À∞ to 1 (perfect fit).
NSE is linearly related to RMSE 2 , which is indicated by Equation (4) in this study.
where O i and S i are, respectively, observed and simulated discharges; n is the total number of data; O is the mean value of the observed discharges.
The MOEAs
Similarities and differences between NSGA-II, R-NSGA-II and ER-NSGA-II (5) and (6): Large d c and small d jl are preferable for a good calibration.
In terms of diversity maintenance, the NSGA-II prefers a large crowding distance; and the R-NSGA-II and ER-NSGA-II take it into account by keeping solutions with distances larger than epsilon (ε), among each other. In ER-NSGA-II, the value of ϵ is adaptable with the intention of providing the decision-maker with a compact crowded set of solutions near to the reference points, and a more spread set of solutions at the outer ends of the fronts. As indicated in Equations (7) and (8), the value of ϵ is proportional to both the distance between the Pareto-front and reference point and the distance between the solutions inside a front. To speed up optimization, the constrained Pareto-fitness approach is used in step (e) of ER-NSGA-II, which selects a predefined number of solutions, from the first fronts, nearest to the reference points.
In these equations, ϵ qj is the ϵ value assigned to the q th solution in the cluster of the j th solution which is nearest to the l th reference point, d qj is the Euclidean distance between the q th and j th solutions and a is a user-defined parameter; ε l is the ε value of the l th reference point, d l is the Euclidean distance between the l th reference point and its closest solution in the Pareto-front, K and N are, respectively, the numbers of reference points and population, the minimum and maximum limits of ε l being defined as ε and dK 2N .
SBX and PM
The SBX operator ( by using the polynomial probability distribution shown in Equation (10).
, otherwise:
, where i being the SHETRAN calibration parameter, P is a probability function, η c and η m , η c ∈ (0, þ ∞) and η m ∈ (0, þ ∞), are, respectively, crossover and mutation distribution indices. Larger values of η c and η m give higher probabilities in creating solutions near to the parent solution, while smaller values allow distant points to be selected as children. β i and δ i , β i ∈ (0, ∞) and
, are, respectively, the spread and perturbation factors and x
is the defined feasible range of the i th parameter.
During the SBX operation, β i can be obtained by equating the area under the probability curve to a random number u i ∈ (0, 1), as in Equation (11), and the offspring solutions can be obtained by Equations (12) and (13). For the PM operation, δ i can be calculated by Equation (14) and a random number r i ∈ (0, 1) and the offspring solution can be derived from Equation (15).
Configurations of the optimizations for SHETRAN calibration
The Cobres basin is discretized into 175 grid squares of 2 × 2 As it measures the least effort for getting one more PF solution dominating the nearest neighbour in the PF 0 , the opt-indicator is the easiest metric to be improved comparing to the others.
The metrics evaluation is performed with two purposes:
first, determination of convergence for each optimization process; second, comparison of performance among different optimization processes. The assessment of convergence by [2004] [2005] [2006] . b 'sim1a', 'sim1b' and 'sim1'are equivalently good; the hydrograph comparisons are shown in Figure 8 for the simulations 'sim1', 'sim2', 'sim3' and 'sim4'.
performance metrics is done every five generations evolution.
The convergence is considered satisfied if the changes of hypervolume, ε-indicator, generational distance and opt-indicator are all less than 0.01%. The comparisons among the nine optimizations are implemented only after their completion.
RESULTS AND DISCUSSION
The nine optimizations of SHETRAN calibration were carried out by using NSGA-II, R-NSGA-II and ER-NSGA-II algorithms with (η c , η m ) of (0.5, 0.5), (2.0, 0.5) and (20., 20.). 
Comparisons of the use of (η c , η m ) with different values
It is shown that, for NSGA-II, R-NSGA-II and ER-NSGA-II, the use of (η c , η m ) with value of (0.5, 0.5) gets the best solutions and is most efficient; the use of (2.0, 0.5) gets better solutions and is more efficient than that of (20., 20.). As respectively, the 50th and 95th percentiles of the dynamic performances. The SBX operator is mainly responsible for this phenomenon, since the probability was set as 0.9 for crossover and 0.1 for mutation operators; and the explanation is probably related to the self-adaptive nature of the SBX operator (Deb et al. ) . Nevertheless, the use of 0.5 as η m has also promoted the differences of performance metrics between optimizations with (η c , η m ) of (0.5, 0.5), (2.0, 0.5) and that of (20., 20.).
The spread of offspring is proportional to that of parent solutions and related to η c as well, as clearly shown in
Equations (11), (12) and (13). At the beginning of optimizations, the spread of parent solutions is very large, due to As for η m , Equations (14) and (15) It is also shown that, by considering the preference points, the constrained Pareto-fitness approach and the self-adaptive ϵ approach, the ER-NSGA-II does not improve, compared to NSGA-II and R-NSGA-II; and in the case of the use of (η c , η m ) with a value of (20., 20.), the ER-NSGA-II displays a The direct inclusion of preference points is not necessarily more efficient than the use of crowding distance; this is probably due to their differences in the effects of stimulating the generation of diversified solutions. As well, for the ER-NSGA-II, the constrained Pareto-fitness approach may have also contributed to the bad performances by increasing the probability of introducing solutions from worse nondominated levels into the new population.
Comparisons of the SHETRAN validation results
The validation results are satisfactory, which is also in agreement with those obtained from the SHETRAN calibration.
As shown in Figure 7 Moreover, the equifinality problem (Beven & Freer ) was identified; the three optimal solutions 'sim1a', 'sim1b' and 'sim1', shown in Table 1 
