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Fig. 1. Given a point cloud constructed from registered RGBD scans (top), our system learns the neural descriptors for every point (the first three PCA
dimensions are shown in false color in the middle row), and a neural rendering network that maps the rasterized point descriptors to realistic images (bottom
row). Gaps in geometry, geometric noise, and outlier points are inevitable in raw point clouds, such as these point clouds from the ScanNet dataset [7]. Our
approach can handle these deficiencies gracefully and synthesizes realistic renderings despite them.
We present a new point-based approach for modeling complex scenes. The
approach uses a raw point cloud as the geometric representation of a scene,
and augments each point with a learnable neural descriptor that encodes local
geometry and appearance. A deep rendering network is learned in parallel
with the descriptors, so that new views of the scene can be obtained by
passing the rasterizations of a point cloud from new viewpoints through this
network. The input rasterizations use the learned descriptors as point pseudo-
colors. We show that the proposed approach can be used for modeling
complex scenes and obtaining their photorealistic views, while avoiding
explicit surface estimation and meshing. In particular, compelling results
are obtained for scene scanned using hand-held commodity RGB-D sensors
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as well as standard RGB cameras even in the presence of objects that are
challenging for standard mesh-based modeling.
Additional Key Words and Phrases: Point-based graphics, deep learning, 3D
reconstruction, surfels, convolutional networks, BRDF estimation, normal
estimation.
1 INTRODUCTION
Creating virtual models of real scenes usually involves a lengthy
pipeline of operations. Such modeling usually starts with a scan-
ning process, where the photometric properties are captured using
camera images and the raw scene geometry is captured using depth
scanners or dense stereo matching. The latter process usually pro-
vides noisy and incomplete point cloud that needs to be further
processed by applying certain surface reconstruction and meshing
approaches. Given the mesh, the texturing and material estimation
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processes determine the photometric properties of surface frag-
ments and store them in the form of 2D parameterized maps, such
as texture maps [4], bump maps [3], view-dependent textures [9],
surface lightfields [48]. Finally, generating photorealistic views of
the modeled scene involves computationally-heavy rendering pro-
cess such as ray tracing and/or radiance transfer estimation.
The outlined pipeline has been developed and polished by the
computer graphics researchers and practitioners for decades. Under
controlled settings, this pipeline yields stunningly realistic results.
Yet several of its stages (and, consequently, the entire pipeline)
remain brittle, often require manual intervention of designers and
photogrammetrists, and are challenged by certain classes of objects
(e.g. thin objects).
Multiple streams of work aim to simplify the entire pipeline by
eliminating some of its stages. Thus, image-based rendering tech-
niques [16, 28, 33, 39] aim to obtain photorealistic views by warping
the original camera images using certain (oftentimes very coarse)
approximations of scene geometry. Alternatively, point-based graph-
ics [17, 18, 26, 29] discards the estimation of the surface mesh and
use a collection of points or unconnected disks (surfels) to model the
geometry. More recently, deep rendering approaches [5, 6, 19, 21, 34]
aim to replace physics-based rendering with a generative neural
network, so that some of the mistakes of the modeling pipeline can
be rectified by the rendering deep network.
Here, we present a system that eliminates most of the steps of the
classical pipeline. It combines the ideas of image-based rendering,
point-based graphics, and neural rendering into a simple approach.
The approach uses the raw point-cloud as a scene geometry rep-
resentation, thus eliminating the need for surface estimation and
meshing. Similarly to other neural rendering approaches, it also
uses a deep convolutional neural network to generate photorealsitic
renderings from new viewpoints. The realism of the rendering is
facilitated by the estimation of latent vectors (neural descriptors)
that describe both the geometric and the photometric properties
of the data. The local descriptors are learned directly from data,
and such learning happens in coordination with the learning of the
rendering network (Figure 1).
We show that our approach is capable of modeling and rendering
scenes that are captured by hand-held RGBD cameras as well as
simple RGB streams (from which point clouds are reconstructed
via stereo matching). A number of comparisons are performed with
ablations and competing approaches, demonstrating the capabilities
and advantages of the new method. In general, our results suggest
that given the power of modern deep networks, the simplest 3D
primitives (i.e. 3D points) represent sufficient and most suitable
geometric proxies for neural rendering.
2 RELATED WORK
Our approach brings together several lines of works from computer
graphics, computer vision, and deep learning communities.
2.1 Point-based graphics
Using points as the modeling primitives for rendering (point-based
graphics) was proposed in [18, 29] and have been in active devel-
opment in the 2000s [17, 26, 36, 51]. The best results are obtained
when each point is replaced with an oriented flat circular disk (a
surfel), whereas the orientations and the radii of such disks can be
estimated from the point cloud data. Multiple overlapping surfels
are then rasterized and linearly combined using splatting opera-
tion [36]. Most recently, [5] has proposed to replace linear splatting
with deep convolutional network. In our work, we follow the point-
based graphics paradigm as we represent the geometry of a scene
using its point cloud. However, we do not estimate the surface orien-
tation, or suitable disk radii, or, in fact, even color, explicitly. Instead,
we keep a 3D point as our modeling primitive and encode all local
parameters of the surface (both photometric and geometric) within
neural descriptors that are learned from data.
2.2 RGBD scene modeling
Since the introduction of Kinect, RGBD sensors have been actively
used for scene modeling due to the combination of their low cost
and their suitability for 3D geometry acquisition [8, 35]. Robust
algorithms for RGBD-based simultaneous localization and mapping
(SLAM) are now available [12, 24, 42, 47]. Most registration (SLAM)
algorithms working with RGBD data construct dense volumetric
scene representation, from which scene surface can be extracted e.g.
using the marching cubes algorithm [31]. Such surface estimation
procedure, however, is limited by the resolution of the underlying
volumetric grid, and in general will loose e.g. thin details that might
be present in the raw RGBD data. Our approach directly benefits
from the availability of robust RGBD SLAM/registration algorithms,
however it does not rely on the volumetric scene modeling and
uses the point cloud assembled from the raw RGBD scans as the
geometric model.
2.3 Surface lightfields
Since the inception of image-based rendering methods [33, 39],
several ways to parameterize the plenoptic function [33] has been
proposed. Among the most efficient is the surface lightfields [48].
This parameterization samples the plenoptic function densely at the
surface of the scene. Namely, for a dense set of surface elements
(parameterized using surface coordinates (u,v)), the radiance/color
along the rays along arbitrary 3D angles α is recorded. Most recently,
the deep variant of this parameterization was proposed in [6], where
a fully-connected neural network accepting (u,v,α) as an input is
used to store the surface lightfield. The network parameters are
learned from a dataset of images and a surface mesh. Our approach
is related to approaches based on surface lightfields, as it implicitly
learns the parameterization of pointwise plenoptic function at scene
surface within the neural descriptors. Unlike surface lightfields, our
approach does not require scene surface modeling. Also, differently
from [6] that outputs color value independently in each surface
vertex, we use a convolutional neural network for rendering, so
that the output color value at a pixel depends on multiple neural
descriptors and multiple points projected to the neighborhood of
this pixel.
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2.4 Image generation with ConvNets
Deep splatting [5] and deep surface lightfields [6] are examples of a
fast growing body of work that use neural networks to generate pho-
torealistic images [11]. Generally, these works benefit greatly from
the work in machine learning and image processing on generative
image modeling and deep image processing, and in particular on
frameworks that use adversarial learning [15] and perceptual losses
[10, 22] to train convolutional neural networks (ConvNets) [27] to
output images (rather than to e.g. classify them).
Recent works have demonstrated the ability to synthesize high-
resolution images [23] and to model sophisticated image [21, 46]
and video [45] transformations using deep convolutional networks
trained with such losses. In particular, [34] demonstrated how such
pixel-to-pixel networks can be used to replace computationally-
heavy rendering and to directly transform images with rasterized
material properties and normal orientations to photorealistic views.
Also, highly relevant to our work are methods that successfully
apply deep ConvNets for image inpainting tasks [20, 30, 49]. Several
modifications to the convolutional architecture with the ability to
handle and fill in holes have been suggested, and in our approach
we use gated convolutional layers from [49].
2.5 Deep image based rendering
Recent years have also seen active convergence of image-based ren-
dering and deep learning. A number of works combine warping of
preexisting photographs and the use of neural networks to combine
warped images and/or to post-process the warping result. The warp-
ing can be estimated by stereo matching [13]. Estimating warping
fields from a single input image and a low-dimensional parameter
specifying a certain motion from a low-parametric family is also
possible [14, 50]. Other works perform warping using coarse mesh
geometry, which can be obtained through multi-view stereo [19, 44]
or volumetric RGBD fusion [32].
Alternatively, some methods avoid explicit warping and instead
use some form of plenoptic function estimation and parameteri-
zation using neural networks. As mentioned above, [6] proposes
network-parameterized deep version of surface lightfields. The ap-
proach [41] learns neural parameterization of the plenoptic function
in the form of low-dimensional descriptors situated at the nodes of
a regular voxel grid and a rendering function that turns the repro-
jection of such desriptors to the new view into an RGB image.
Most recent (and arguably most related to ours) is an independent
parallel work [43]. They propose to learn neural textures encoding
the point plenoptic function at different surface points alongside the
neural rendering convolutional network. Our approach is similar to
[43], as it also learns neural descriptors of surface elements jointly
with the rendering network. The difference is that our approach
uses point-based geometry representation and thus avoids the need
for surface estimation and meshing.
3 METHODS
Below, we explain the details of our system. First, we explain how
the rendering of a new view is performed given a point cloud with
learned neural descriptors and a learned rendering network. After-
wards, we discuss the learning process, as well as the adaptation of
the learned system to new scenes.
3.1 Rendering
We first explain the rendering process. Assume that a point cloud
P = {p1,p2, . . . ,pN } with M-dimensional neural descriptors D =
{d1,d2, . . . ,dN } are given, and its rendering from a new view char-
acterized by the camera C (including both extrinsic and intrinsic
parameters) needs to be obtained. In particular, assume that the
target image hasW × H -sized pixel grid, and that its viewpoint is
located in point p0.
The rendering is performed by first rasterizing each point pi into
a square with the side length that is inversely proportional to the
depth of the point w.r.t. the camera C . The rendering is performed
using OpenGL without anti-aliasing, so that the dimensions of each
square are effectively rounded to the nearest integers. The Z-buffer
algorithm is used for superimposing these squares onto each other
using their depths w.r.t. the camera. Let fi (C) denote the “footprint”
set of the point si resulting from such rendering, i.e. a set of pixels
that are occupied by the rasterization of the i-th square after z-buffer.
We then create an (M + 3)-channel raw image S(P,D,C) by iterating
over all footprint sets fi (C) and filling all pixels from si (C) with
the values of di (firstM channels). The last three channels are set
to the coordinates of the normalized viewpoint direction vector
vi =
p0−pi
∥p0−pi ∥ . Thus, the pixels (x ,y) of the raw image are filled as
follows:
∀(x ,y) ∈ si : S(P,D,C)[x ,y] = {di ;vi } , (1)
where {} denotes concatenation, and [x ,y] denotes the vectorial
entry of the raw image corresponding to the pixel (x ,y). Concate-
nating the local surface information encoded within di with the
viewpoint direction vi allows our system to model view-dependent
photometric effects, and also to fill-in the holes in the point-cloud
network in a way that takes the relative orientation of the surface
w.r.t. the viewpoint direction vector into account. The pixels not cov-
ered by any footprint are set to the special descriptor value d0 ∈ RM
(which is also learned for a particular scene), and their viewpoint
direction dimensions are set to zeros.
Finally, we use a pretrained rendering network Rθ with learnable
parameters θ to map the (M + 3)-channel raw image S(P,D,C) into
a three-channel RGB image I :
I (P,D,C,θ ) = Rθ ( S(P,D,C) ) . (2)
The rendering network in our case has a popular convolutional
U-Net architecture [37] with gated convolutions [49].
3.2 Learning
We now describe the learning process in our system. Learning
is performed in a supervised way. We assume that during learn-
ing K training scenes are available. For the k-th scene the point
cloud Pk as well as the set of Lk training ground truth RGB im-
ages Ik = {Ik,1, Ik,2, . . . Ik,Lk } with known camera parameters
{Ck,1,Ck,2, . . .Ck,Lk } are given. Our learning objective L then cor-
responds to the mismatch between the rendered and the ground
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Fig. 2. An overview of our system. Given the point cloud P with neural descriptors D and camera parameters C , we estimate the viewpoint directions. and
then rasterize the points with z-buffer using the neural descriptors concatenated with viewpoint directions as pseudo-colors. Such rasterization is then passed
through the rendering network to obtain the resulting image. Our model is fit to new scene(s) by optimizing the parameters of the rendering network and the
neural descriptors by backpropagating the perceptual loss function.
truth RGB images:
L(θ ,D1,D2, . . . ,DK ) =
K∑
k=1
Lk∑
l=1
∆
(
Rθ
(
S(Pk ,Dk ,Ck,l )
)
, Ik,l
)
,
(3)
whereDk denotes the set of neural descriptors for the point cloud of
the k-th scene, and ∆ denotes the mismatch between the two images
(the ground truth and the rendered one). In our implementation,
we use the perceptual loss [10, 22] that computes the mismatch
between the activations of a pretrained VGG network [40].
The learning is performed by optimizing the loss (3) over both the
parameters θ of the rendering network and the neural descriptors
{D1,D2, . . . ,DK } of points in the training set of scenes. Thus, our
approach learns the neural descriptors directly from data. Optimiza-
tion is performed by the ADAM algorithm [25]. Note, that the neural
descriptors are updated via backpropagation through (1) of the loss
derivatives w.r.t. S(P,D,C) onto di .
3.3 Modeling new scenes
After the learning (3) is performed, a new scene can be modeled by
our system given its point cloud and a set of RGB views registered
with this point cloud. For example, in the case of the scene scanned
with an RGBD camera, the registered RGBD views can provide both
the point cloud and the RGB views.
For a new scene, given a point cloud P′ and a set of images
I′ = {I ′1, I ′2, . . . I ′L′} with camera parameters {C ′1,C ′2, . . .C ′L′},
we learn the neural descriptors D′ = {d ′1,d ′2, . . . ,d ′N ′} of the new
scene, while keeping the parameters θ fixed, by optimizing the
objective L′:
L′(D′) =
L′∑
l=1
∆
(
Rθ
(
S(P′,D′,C ′l )
)
, I ′l
)
. (4)
By sharing the rendering parameters θ between the training scene
and the new scene, our system is capable of better generalization
resulting in a better new view synthesis.
Alternatively, rather than keeping the parameters θ of the render-
ing network fixed, we can fine-tune them to the new scene, using the
pre-learned values as initializations. For some scenes, we observe
modest improvements in the rendering quality of new views from
such fine-tuning. In practical systems, however, it may be desirable
to keep the rendering network compatible across multiple scenes
(i.e. to have a universal rendering network).
3.4 Experimental details
Our model is based on a popular U-Net [38] architecture with four
downsampling and upsampling blocks. We substituted max pooling
layers with average pooling layers and transposed convolutions
with bilinear upsampling layers. We observed that gated convolu-
tions [49] improve performance of the model on sparse input data,
so normal convolutions are substituted with gated convolutions in
our model. Since we use U-Net as our rendering network and learn
rich point features separately, it turns out we can use lightweight
network with fewer parameters. Our model has four times fewer
channels in each convolutional layer than in the original architec-
ture, resulting in 1.96M parameters. It allows us to render real-time,
taking 50ms on GeForce RTX 2080 Ti to render a 1296x968 image.
4 EXPERIMENTS
4.1 Datasets
To demonstrate the versatility of the approach, we evaluate it on
several types of scenes. We are primarily interested in the capture
of real scenes using consumer low-cost devices. Thus, we consider
two types of capture. First, we consider RGBD streams from the
ScanNet dataset [7] of room-scale scenes scanned with a structured-
light RGBD sensor1. Second, we consider the RGB video streams
captured by a smartphone. Finally, we demonstrate the relevance
of our approach to modeling of photometrically-complex synthetic
scenes by running it on a standard test scene from the Blender
software [2].
For the ScanNet scenes, we use the provided registration data
obtained with the BundleFusion [8] dataset. We also use the mesh
geometry computed by BundleFusion in the respective baselines.
Given the registration data, point clouds are obtained by joining
together the 3D points from all RGBD frames and using volumetric
subsampling (with the grid step 1 cm) resulting in the point clouds
containing few million points per scene.
1https://structure.io/
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Mesh+Texture Point cloud Direct RenderNet
Mesh+RenderNet Ours-full Ground truth
Fig. 3. Comparative results on the ’Studio’ dataset (from [7]). We show the textured mesh, the colored point cloud, the results of three neural rendering
systems (including ours), and the ground truth. Our system can successfully reproduce details that pose challenging for meshing, and suffers less from
blurriness than the Direct RenderNet system.
In the evaluation, we use two ScanNet scenes ’Studio’ (scene
0), which has 5578 frames, and ’LivingRoom’ (scene 24), which
has 3300 frames. In each case, we use every 100th frames in the
trajectory for validation. We then removed frames within 20 time
steps from each of these validation frames from the fitting set, using
remaining 3303 and 2007 frames respectively for the fitting (fine-
tuning) and descriptor estimation. We pretrain rendering networks
on the set of 52 scenes (preprocessed in a similar fashion) that does
not include Studio and LivingRoom scenes.
For the smartphone-captured scenes, we have run the commercial
Agisoft Metashape [1] package, which is one of the best packages
for scene modeling/reconstruction. Agisoft Metashape provides the
registration, the point cloud, and the mesh by running proprietary
structure-and-motion and dense multiview stereo methods. We
evaluate on two scenes: ’Shoe’ and ’Plant’. The plant scene contains
2727 frames taken with 250ms intervals, out of which we put every
50th into the validation set and withhold 10 frames around these
frames and use the rest as the fitting set. The shoe scene has been
taken deliberately very small number of images, as it contains 100
frames taken with 250ms intervals, which we shuffle and hold out
10 frames for validation.
4.2 Compared approaches
We compare several approaches on the evaluation scenes. Most of
these approaches have a rendering network similar to our method,
which takes an intermediate representation and then is trained to
output the final RGB image. Unless stated otherwise, we use the
network described in Section 3.4 (with 1.96M parameters) for all
methods.
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Fig. 4. Comparative results on the ’LivingRoom’ dataset (from [7]) – same format as in Figure 3.
Studio LivingRoom Shoe Plant
Method (RGBD stream) (RGBD stream) (RGB video) (RGB video) RenderNet
Loss↓ PSNR↑ SSIM↑ Loss↓ PSNR↑ SSIM↑ Loss↓ PSNR↑ SSIM↑ Loss↓ PSNR↑ SSIM↑ params
Mesh+texture 551.193 18.372 0.821 678.957 15.373 0.764 378.502 20.229 0.852 482.707 18.822 0.746 -
Mesh+RenderNet 539.210 19.180 0.840 581.367 17.536 0.819 280.242 24.062 0.910 375.322 21.846 0.817 1.96M
Ours-scene 523.287 19.615 0.841 545.406 18.486 0.828 284.617 23.851 0.888 340.275 22.674 0.817 1.96 M
*Direct RenderNet 528.705 18.185 0.819 557.513 16.840 0.793 265.722 22.552 0.890 363.445 21.888 0.801 1.96 M
*Direct RenderNet (slow) 518.310 19.814 0.850 534.648 18.834 0.840 260.530 25.936 0.920 345.232 23.334 0.837 7.84 M
*Ours-full 508.182 19.899 0.852 525.016 18.888 0.842 260.981 25.330 0.917 323.483 23.655 0.844 1.96 M
*Ours-universal 510.135 19.900 0.863 525.043 18.894 0.842 259.528 25.524 0.917 323.483 23.655 0.844 1.96 M
Table 1. Comparison results in terms of the perceptual loss (lower is better), PSNR (higher is better), SSIM (higher is better) measures. The methods marked
with ∗ have been pretrained on a hold-out scene dataset. See text for the description of methods. In most cases, the variants of our method outperform the
baselines.
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Fig. 5. Comparative results on the ’Plant’ dataset – same format as in Figure 3.
• Ours-adapted. This is a variant of our system, where the
rendering network and the descriptor space are pretrained on
the 52 ScanNet scenes. Then we learn the neural descriptors
and fine-tune (adapt) the rendering network on the fitting
part of the evaluation scene. Such fine-tuning converges after
30 epochs (8 minutes to 1.5 hours on 4x NVIDIA Tesla V-100
depending on the size of the scene).
• Ours-universal. In this variant, we do the same as above.
However the rendering network is not fine-tuned for the
evaluation scheme and is kept fixed, while the neural descrip-
tors of the points are trained. Keeping the rendering network
“universal”, i.e. unadapted to a specific scene may be more
practical in many scenarios. Such learning converges after
20 epochs (5 minutes to 1 hour on 4x NVIDIA Tesla V-100
depending on the size of the scene).
• Ours-Scene. In this variant, we do not pretrain the rendering
network, and instead learn it on the evaluation scene (its
fitting part) only, alongside the point descriptors. Naturally,
such approach is more prone to overfitting. Such learning
converges after 50 epochs (12 minutes to 2.5 hours on 4x
NVIDIA Tesla V-100 depending on the size of the scene).
• Mesh+Texture. In this baseline, given the mesh of the scene
obtained with BundleFusion or Metashape, we learn the tex-
ture via backpropagation of the same loss as used in our
method through the texture mapping process onto the tex-
ture map. This results in a “classical” scene representation of
the textured mesh.
• Mesh+RenderNet. In this variant (similar to e.g. Lookin-
Good [32]), we additionally learn the rendering network that
maps the rasterizations of the textured mesh into the final
RGB images. The rendering network has the same architec-
ture as ours (except that the input has three channels), and
the learning uses the same loss as ours.
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Fig. 6. Comparative results on the ’Shoe’ dataset – same format as in Figure 3. Unlike the other three datasets, the geometry of this scene was more suitable
for mesh representation, and the mesh-based rendering performs relatively well. Our method again outperforms the Direct RenderNet baseline.
• Direct RenderNet. In this variant, we evaluate an ablation
of our point-based system without neural descriptors. Here,
we learn the rendering network that maps the point cloud
rasterized in the sameway as in ourmethod. However, instead
of neural descriptors, we use the color of the point (taken from
the original RGBD scan/RGB image), the 3D coordinate of
the point, and the viewpoint directionvi as a 9D pseudocolor.
The rendering network is then trained with the same loss as
ours. The rendering network is also pretrained on the set of
52 scenes.
• Direct RenderNet (slow).We observed that the Direct Ren-
derNet variant described above benefits considerably from
higher-capacity and slower rendering network. We therefore
evaluated the variant with the rendering network with dou-
bled number of channels in all intermediate layers (resulting
in 4x params, 4x FLOPs).
We have also invested a significant effort into adapting the surface
lightfields approach [6] to our data. We, however, seldom observe
any improvement over the Mesh+Texture variant, and on average
the results on hold-out data was worse. Apparently, surface light
field estimation is not suitable for the cases when the mesh geometry
is coarse.
4.3 Comparison results
The quantitative results of the comparison are shown in Table 1. All
comparisons are measured on the validation subsets, for which we
compare the obtained and the ground truth RGB images. We report
the value of the loss on these subsets (note that this comparison is
valid, since most of the methods optimize the same loss on the train-
ing set). We also report the the peak signal-to-noise ration (PSNR)
and the self-similarity measure (SSIM). We also show qualitative
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comparisons on the validation set frames in Figures 3-6, where we
also show the point cloud.
Generally, both the quantitative and the qualitative comparison
reveals the advantage of using the point cloud as the geometric
proxy. Thus, Mesh+texture and Mesh+RenderNet perform worse
than all methods that use the point clouds. The exception is the Shoe
scene, where the meshing procedure was successful at generating
a reasonably good mesh. In all other scenes, there are parts of the
scene where the meshing process (BundleFusion or Metashape) has
failed, leading to gross mistakes in the renderings. The qualitative
comparison reveals such failures that are particularly notorious on
thin objects (such as the details of the bicycle in Figure 3 or the
leaves of the plant in Figure 5).
We also observe that our system based on neural descriptors of the
point generally outperforms the direct RenderNet ablation, which
does not have such descriptors. We also note, that our validation
frames are not too far from the fitting set, and we observe that
qualitatively the difference between methods becomes larger when
camera is moved further from the fitting set cameras. The effect
of this can be observed in supplementary video. Generally, the
quality of single frames for such camera positions is considerably
better for our method that for the Direct baseline (which suffers
from blurriness and loss of details). At the same time, admittedly,
this strong improvement in the quality of individual frames comes
at the price of increased temporal flickering.
4.4 Results on synthetic data
We also show the capability of our approach to model synthetic
scenes with extremely complex photometric properties (Figure 7).
Here, the use of our approach may be justified as a means for accel-
erating rendering. Towards this end, we take the default Blender [2]
test scene with complex lighting and highly-specular object in the
center, sample a point cloud (2.5 million points) from its surface, and
learn the neural descriptors and the rendering networks from 200
random views of the scene. The comparison of our renderings with
the “ground truth” synthetic renderings obtained by ray tracing
within Blender reveals very close match (Figure 7). While Blender
takes about 2 minutes to render one frame of this scene on two
GeForce RTX 2080 Ti (highest quality setting), our renderings are
obtained at 50ms (20 frames-per-second) on one GeForce RTX 2080
Ti. We note that given the availability of a good surface mesh for
this scene, mesh-based neural rendering approaches [6, 19, 43] are
also likely to perform well at this task.
5 DISCUSSION
We have presented a neural point-based approach for modeling
complex scenes. Similarly to classical point-based approaches, ours
uses 3D points as modeling primitives. Each of the points in our ap-
proach is associated with a local descriptor containing information
about local geometry and appearance. A rendering network that
translates point rasterizations into realistic views, while taking the
learned descriptors as an input point pseudo-colors, is learned in
parallel with the descriptors themselves.
The learning process is performed using a dataset of point clouds
and images. After learning, our model can be fitted to new scenes
and is capable of producing realistic views from new viewpoints.
Notably, our system accomplishes this in a purely data-driven man-
ner, while avoiding meshing, or any other form of explicit surface
reconstruction, as well as without performing explicit geometric
and photometric surface parameter estimation.
Our main contribution is the demonstration that point clouds can
be successfully used as geometric proxies for neural rendering, while
missing information about connectivity as well as geometric noise
and holes can be handled by deep rendering networks gracefully.
We have also shown that the model benefits from pretraining on
a corpus of scenes, and that good results can be obtained with a
universal rendering network that has not been fine-tuned for a
particular scene.
Limitations and improvements. Our model currently cannot
fill very big holes in geometry in a realistic way. Such ability is likely
to comewith additional point cloud processing/inpainting that could
potentially be trained jointly with our modeling pipeline. We have
also not investigated the performance of the system for dynamic
scenes, where some update mechanism for the neural descriptors
of points would need to be introduced.
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