Introduction
In recent years, the analysis of banking services' prices in Italy has focused on loan interest rates rather than deposit rates. This may be explained with the attention for the restrictive effects of monetary policy and by the differences on variations in loan prices across Italian regions, particularly between the South and the Center -North. 2 In this paper we focus on bank deposit rates because they are still one of the main ways in which Italian households invest their financial wealth. We consider the rates charged by banks in the provinces.
The empirical analysis is based on a large panel data set (more than 10,000 observations) for the years 1990-99.
Examining the determinants of deposit interest rates, this paper compares alternative econometric packages for the estimation of the panel data. With our abundance of observations, many different specifications have been estimated using the fixed-effects and the random-effects models. The purpose of this work is to respond to the caveats about numerical accuracy raised by McCullogh and Vinod in the June 1999 issue of the Journal of Economic Literature. The authors were very concerned about the scarce attention paid to numerical accuracy in the selection of econometric packages. This choice might drive the market by placing CPU (Central Processing Unit) performance before precision. Considering this treacherous trade-off, we decided to compare the numerical values of the estimates of some popular econometric software.
The paper is divided into six sections. Section two surveys the literature on factors influencing interest rates on deposits, with particular reference to the USA, where the largest number of studies has been conducted. Section three presents the data used in the regressions and the hypotheses we tested. Section four discusses some econometric results of the determinants of interest rates on total deposits, current accounts, savings accounts and certificates of deposit. Section five compares the numerical value of the estimates of three of the most popular econometric packages featuring built-in panel data estimation algorithms: LIMDEP, STATA and TSP. As a numerical benchmark we used Modeleasy Plus, a generalpurpose language containing matrix operations. Finally, Section six states the main conclusions. Appendix 1 documents some program listings we built. Appendix 2 describes the data used in the regressions.
A survey of the literature
In the USA the debate on bank interest rates is characterized by two points of view. According to the first view, market concentration is an important factor influencing banks' interest rates. According to the second view, the link between traditional measures of competition and banking prices disappeared with the deregulation of the banking system.
The first view developed from the Supreme Court decision, in the 1963 case Philadelphia National Bank, to consider banking markets "local" rather than national, a decision which highly influenced subsequent interpretations by the antitrust authorities. The idea that banking rates are influenced by market concentration has been confirmed by the structure-conduct-performance paradigm -see Gilbert (1984) and Weiss (1989) for surveys on the subject -and lastly in many papers by Berger and Hannan. They focus their analysis on the retail deposit market. Berger and Hannan (1989a , 1989b ) find a negative relationship between concentration and deposit rates. The results are similar if the Herfindahl index or concentration ratios are used to measure market power.
3 Sharpe (1997) also finds that concentration impacts negatively on deposit rates.
To evaluate the effect of recent bank mergers in the USA, Prager and Hannan (1998) compare the prices charged by banks involved in mergers to those that are not. The result is that the deposit rates of merged banks decline more than those of other banks because of their greater market power. Neumark and Sharpe (1992) estimate a dynamic model to study the role of concentration in influencing changes in deposit rates following money market rate variations; they find that banks in concentrated markets reduce deposit rates faster and increase them slower because of their market power. In the USA particular attention is given to the California banking market, where deposit rates are usually lower than in other states (the so-called California rate mystery). 4 Neuberger and Zimmerman (1990) , checking for the effect of other variables (growth rate of deposits, branch number, average wage of bank employees) find that higher concentration is one of the factors leading to lower deposit rates in California.
The second viewpoint is that the relationship between concentration and deposit rates is not negative. Jackson (1992) has criticized the Berger and Hannan results, arguing that the relation between concentration and deposit rates is not linear, but U-shaped. At first, deposit rates decrease as concentration increases. But at a certain point greater concentration implies higher rates, because of the intense competition in markets dominated by a few banks. 5 However, oligopolistic behavior is constrained by the possibility of new entrants to the markets, according to the mechanism described by the contestable market theory.
This approach leads us to consider the effect on the market of potential competition from new entrants, rather than focusing on the relationship among the incumbents. 6 This position results from skepticism towards the structure-conduct-performance paradigm, which has been criticized on different grounds. One criticism is that concentration cannot be considered exogenous because it is influenced by the prices charged by firms: in the case of deposits, for example, higher interest rates should lead to gains in market share.
Critics of the relationship between concentration and deposits' compensation add that banking deregulation and the wave of mergers have caused the notion of local markets to blur (see Osborne, 1992) . The view that geographic markets are local was formed in the 1960's when unit banking -banks consisting of a single office -was common and branching was heavily restricted in many US states (Radecki, 1998) . Now it seems that concentration at the local level -usually measured by the metropolitan statistical areas (MSA) -is no longer relevant to interest rates paid on retail deposits. According to Radecki, the uniformity of bank deposit and loan rates across an entire state suggests that state boundaries now approximate the shape and extent of retail markets better than the MSA. In contrast, concentration at the state level affects deposit rates. The increase in bank size, the development of banking holding companies and the trend towards interstate banking explain why markets are growing larger in geographical scope. Moore (1998) also claims that banking market borders are wider today than in the past.
In Italy the debate is similar. Within the earlier framework characterized by entry barriers to local markets, due to limits in branch openings and mergers, Biscaini, Carosio and Padoa Schioppa (1972) were the first to find that deposit rates were more upwardly rigid than money market rates. These results were in accordance with the Monti-Klein model, in which the bank is price-maker in the deposit and loan markets. Conigliani and Lanciotti (1979) found a negative correlation between concentration and deposit rates.
More recently, in the new situation of liberalized banking markets, Italian studies have pursued some subjects which recall the American literature. Pittaluga (1994) criticized the structure-conduct-performance approach, because in Italy non-price competition became more important in recent years. More precisely, urban banks applied price competition in the deposit market; while rural banks mostly used forms of nonprice competition, such as enlarging their branch network. Corbisiero and Pesaresi (1999) studied competition in the provinces in which large mergers had been concluded. These merges caused an initial increase in concentration followed by a subsequent decrease. This result stems from the redistribution of market shares from the merged banks to new entrants which adopt more aggressive strategies. The merged bank increases its market share only if it applies higher rates on deposits. This paper, like others in USA, emphasizes the role of the new competitors in influencing the incumbents' behavior.
Looking at macro data, deposit rates seem more upwardly rigid than money market rates in Italy as well. Figure 1 shows that in the years 1995-98 rates on current accounts and certificates of deposit with a maturity of six months slowly followed the increases in six-month Treasury bill rates; on the contrary, deposit rates were quick to follow reductions in Treasury bills' yields (the only exception concerns some months in 1995). This phenomenon is stronger for current accounts, while CD rates appear more reactive to market conditions 7 .
In this paper, however, attention is focused on micro data, whose analysis appears to be of interest even on the basis of the few Italian studies on the same subject.
The data and the hypotheses to test
The data on interest rates have been taken from the Central Credit Register. A sample of banks produce quarterly data on deposit and loan interest rates. Deposit rates consider deposits of residents in lire greater than 20 million lire (about 10,000 €).
In this paper, the data refer to the 95 Italian provinces and consider around 45 banks. 8 The dependent variables in the regressions are the interest rates on current accounts, savings accounts, 7 On bank deposits in Italy see Cesarini, Conti, Di Battista (1994) and Di Battista (1996) . 8 The sample contains 41 banks in 1990, 46 in 1991, 47 in 1992, 47 in 1993, 47 in 1994, 47 in 1995, 46 in 1996, 45 in 1997, 44 in 1998, 43 in 1999 . Mergers are mainly responsible for these annual changes.
certificates of deposits, total deposits. The certificates of deposit rate, the only one with an agreed maturity among those studied, is generally the highest; the savings accounts normally have the lowest rates. All the rates were raised during the summer of 1992 and the first half of 1995, because of the restrictive monetary policy adopted in those years to counter the foreign exchange crises that occurred.
The analysis considers the years 1990-99; some additional regressions focus on the period 1990-96.
Between 1990 and 1996, current accounts were equal on average to 50 per cent of total deposits (Table   1) ; deposits redeemable at notice decreased from 24 to 12 per cent; certificates of deposit increased from 24 to 35 per cent. In contrast, the years 1997-99 saw a strong increase in the share of current accounts and a contraction in that of certificates of deposit, after the changes in the fiscal treatment of CDs in June 1996. 9 At the end of 1999, current accounts rose to 76 per cent of total deposits, while CDs fell to 12 per cent.
Independent and dependent variables are computed with reference to the Italian provinces. The discussion on the definition of the relevant banking market is cumbersome. The choice of the province is motivated by the large availability of data for this geographic area; it is more difficult to collect data on banks on a municipal basis. Moreover, the province is considered the relevant market in deposits for antitrust banking activity in Italy.
The first variable that we use to measure concentration is the Herfindahl index for deposits. Another variable we use is the concentration ratio for the first three banks in the province (R3, the sum of their market shares). The concentration of banking markets decreased considerably in the nineties. As other indicators of competition and diffusion of financial services we use the number of banks and branches in each province.
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Different control variables are used in the literature to check for the effect of concentration on interest rates. In this paper we use per capita income in the provinces, which is an indicator of the degree of economic development 11 and the growth rate of deposits in each province, which may influence the return offered on deposits.
12 9 See Banca d 'Italia, (1996) . 10 Neuberger and Zimmerman (1990) , for example, use as regressors the number of banks, together with the concentration ratio R3.
11 Radecki (1998) , Berger and Hannan (1989a and 1989b , Moore (1998) use the per capita GDP as variable influencing deposits' interest rates. 12 Neuberger and Zimmerman (1990), Radecki (1998) , Moore (1998) utilize this variable as regressor.
Other control variables consider banks' costs, which may influence deposit rates. The simple idea is that banks consider the whole structure of costs when they fix deposit rates. In this paper we consider two aggregates: the ratio between costs and total assets and the average staff costs per employee.
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Descriptive statistics are reported in Table 2 , together with the correlation coefficients of the independent variables. As expected we get a negative correlation between the concentration indicators and the number of banks and branches in the provinces. Table 3 reports the estimates for the dependent variable of the interest rate on total deposits. We consider the years 1990-99. The regressions contain yearly dummy variables to control the effects on deposit rates of changes in the monetary policy stance and the business cycle. Dummies are significant, indicating the importance of the evolution of rates over time.
Econometric results
The Herfindahl index does not have a statistically significant influence on deposit rates. A negative effect is produced, however, by the concentration ratio R3. It seems that only the market shares of the most important banks in each province are relevant for the level of interest rates.
Average staff costs per employee (COSPER) have a negative effect on the remuneration of deposits:
the higher the value of this variable, the lower the deposit rate. 15 The negative sign of COSPER (Table 3) is also found in a regression in which it is used as the only variable together with HER (Table 4 ).
The number of banks per province (NBANKS) has a positive effect on deposit rates (Table 3) : a larger number of banks may correspond to a higher degree of competition or diffusion of financial services, leading to a higher return for depositors. 13 Neuberger and Zimmerman (1990) find a negative influence of the average wage on deposits' remuneration; Berger e Hannan (1988) find a coefficient with a positive sign. Other variables which could influence the deposits' remuneration are the interbank position and banks' securities issues; we do not deal with these variables now.
14 Appendix 2 describes the variables used in the regression.
15 This is the same result of Neuberger and Zimmerman (1990) 's paper. The ratio costs/total assets (COSRAT) has a positive coefficient (tab. 3). We offer two interpretations of this result. First, banks with high costs are not able to reduce them in the short period; therefore, they increase their funding to enlarge the scale of operations. Second, inefficient banks (i.e. with higher costs) are subject to a greater failure risk; therefore, they must pay a premium to attract deposits. In a regression where COSRAT is used as regressor with HER, however, the former variable is not statistically significant (table 4) .
The deposit growth rate and provincial per-capita income do not influence deposit rates. It seems that only banking variables exert any influence.
Cross-sections (Table 5) for the period 1990-99 confirm that the Herfindahl index does not influence interest rates for most of the years examined. We also split our sample, considering the five macro-regions (NorthWest, NorthEast, Center, South, Sicily and Sardinia). In this respect Table 6 shows that the Herfindahl index negatively influences deposit rates only in the provinces in the NorthWest and the Center, while the concentration ratio R3 is statistically significant only in the NorthEast and Center. The statistical significance of concentration indicators is accepted only at the 10 per cent level. These regressions also seem to confirm a weak effect of concentration on deposit rates.
Many American studies distinguish the analysis of current account rates from the examination of time or saving deposit rates. This paper also tries to distinguish between the different technical forms of deposits.
In the years 1990-96, concentration negatively affects current account rates (Table 7) , but not the returns on CDs (Table 8) and deposits redeemable at notice (in the latter case we do not report the results). With reference to certificates of deposit, the result may depend on their fast reaction to variations in money market yields.
We further investigated the determinants of current account rates, running regressions on cross sections for the years 1990-96 (Table 9 ). The regressions show that the Herfindahl index negatively influences current account deposit rates only in 1990-91; 16 in the following years, perhaps as a consequence of the 1990 liberalization of branching in Italy, concentration does not affect deposit rates negatively. 17 The other control variables maintain their statistical significance.
Coming back to the American debate, it is possible to conclude that the evidence for Italy appears to be nearer to those studies which criticize the Berger and Hannan papers. First, concentration does not influence deposit rates in the period 1990-99. Second, the relationship between concentration and rates seems to vary over time.
In the next section we turn to the analysis of different econometric software for the estimation of panel data. 16 The concentration ratio R3 is statistically significant only in 1990.
17 On the contrary, the second part of table 9 shows that if the Herfindahl index and the number of banks are used as regressors, the two variables have both a positive and statistically significant coefficient in the years 1993-96. The result corresponds to the efficiency market view, according to which a higher concentration may imply a larger deposits' remuneration, because of the intense competition between the few oligopolists.
Comparison between some econometric packages
The last two decades have shown a rapid development of software packages featuring complex estimation procedures, without the need for in-depth knowledge of the numerical algorithms and computer science. Most of the econometric and statistical software packages commonly used in academic and business environments have both an interactive and a programmable interface. The main selection criteria for these products are:
2) richness of the commands most frequently required;
3) cost.
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To the authors' knowledge there has been only one Panel Data software review in the recent past;
this is the paper "Software review" by Pierre Blanchard, in "Econometrics of Panel Data", 1992. The justification for our work is twofold: a) the impressive pace at which these packages have developed in the last decade; b) the lack of numerical applications in Blanchard's paper.
Unlike Blanchard, we did not take into account the RATS software package because it does not address the panel data estimation problem in a straightforward way.
Quite often, for a number of different reasons, the numerical accuracy of the answer supplied by the software is overlooked or even neglected. McCullogh and Vinod (1999) gave some examples in which the numerical answers produced by alternative econometric and statistical packages are completely different 19 .
Given the importance of this issue, it has become the economist's responsibility to validate the results. The natural question that arises is how to evaluate the numerical accuracy of a complex algorithm. The very simple idea, adopted in this paper, is to compare the results obtained using three different econometric packages available in the research department of the Bank of Italy. The packages compared are:
18 In this paper we do not address this issue. 19 The authors do not mention the name of the packages used. From the usability standpoint, it is important to stress that these packages have been developed in the academic environment to meet special research needs, giving less weight to the user interface, which so far is essentially a simple character interface. These packages are adopted in advanced university lectures and learning to use them represents an important sunk cost for researchers; this gives the usability an idiosyncratic element overriding the weight of objective differences.
As far as the availability of panel estimation commands is concerned, it is possible to verify an overlapping of the three packages examined.
The algorithms required in this paper for the panel estimation, i.e. the fixed and random effects estimators, can be easily interpreted as Generalized Least Squares (GLS) estimates; for this purpose it is sufficient to evaluate the error variance-covariance matrix.
Even though it is possible to perform an interactive estimation, in order to preserve the ability to reproduce the exercises, it has been decided to use programs written in the languages native to the packages. The code relative to these three programs is shown at the end of Appendix 1. A simple visual inspection of the code shows the similarity of the packages considered, as witnessed by the number of lines of code and the output produced. In the use of the STATA package some statistical tests must be explicitly requested.
The main goal of this comparison was to validate the numerical results. As can be checked from the tables shown in Appendix 1, this goal has been fully reached. The numerical value of the estimated coefficients for the fixed and random effects models have been checked by writing the estimation algorithms using the Speakeasy-Modeleasy Plus environment, a package featuring a compact expression for matrix processing. 20 It is important to mention the fact that the output of STATA also presents a value for the constant. It is, of course, irrelevant for the fixed effects estimator. In fact, after the slope estimation, this constant has been computed with the following formula The fixed effect estimator assumes the same numerical value for all three packages. The numerical differences present in the random effects estimation are due to the different criteria adopted for the variance component estimation. Maddala and Mount (1973) offer a comprehensive survey on the estimation methods for the variance component models.
Our analysis focuses on the one-way model in which there is no time-only component in the disturbance term.
Given the following model
, where the disturbance term can be decomposed in the following way: 
where the bar over the variable represents its temporal average. Let us assume the following: It is clear that all the numerical differences produced by the random effect estimate are caused by the difference of the small sample formula for the computation of the between-regression variance. The parameter i θ , which discriminates the behaviour of the three packages, is computed in the following ways: On the issue concerning the numerical differences of the random effects estimates, we have analyzed the comparative efficiency of the small-sample properties of the three estimators. This task has been accomplished by running a parametric bootstrap procedure starting from the OLS estimation residuals in one selected specification 22 . The parametric bootstrap used in this exercise is not a bootstrap in the usual sense of the word, it consists in the Monte Carlo exercise described in the following seven steps:
21 On this subject see Swamy and Arora (1972) . 22 See Bellmann, Breitung and Wagner (1989).
1) run a pooled OLS estimation of the coefficients in order to get a numerical value for the residuals;
2) use the OLS residuals to make a biased but consistent estimate of the two variance In order to have comparable results, the programs for the Monte Carlo experiments have been written using the looping features made available by each package.
Bias and Monte Carlo Variability
The second and more important insight gained from the application of MCA1 is the evaluation of a bias and a standard deviation for the Monte Carlo replications for each of the packages examined. 2) each package has used its own random number generator;
3) the total panel length has been kept fixed.
Taking into account these experimental conditions, observation of the graphs permits some interesting considerations:
• TSP and STATA show about the same behavior for the normalized bias, which appears to approach zero, and the Monte Carlo volatility, which approaches a constant value;
• LIMDEP shows a slightly different behavior: a non zero bias with a variability comparable to the variability generated by TSP and STATA
Conclusions
This paper compares alternative econometric packages by analyzing the determinants of deposit interest rates in the Italian banking system. The dependent variables are bank interest rates on total deposits, current accounts, and certificates of deposit. We consider the influence on interest rates of the Herfindahl index, the concentration ratio R3, the number of banks in each province, the growth rate of deposits, the ratio between banking costs and total assets, and average staff costs per employee. With this abundance of panel data, many different specifications have been estimated using the fixed-effects and random-effects models. Our purpose was to find an answer to the caveats about numerical accuracy raised by McCullogh and Vinod in the June 1999 issue of the Journal of Economic Literature. They were very concerned about the little attention paid to numerical accuracy in the selection of econometric packages.
The first conclusion of the paper is that the Herfindahl index does not influence deposit interest rates in a panel regression for the years 1990-99; at the same time, the concentration ratio R3 has a negative effect on deposit remuneration. With regard to current accounts, we found a negative effect of concentration in the years 1990-96; cross section regressions show that this result derives mainly from the years 1990-91, when branching was first liberalized. Concentration does not affect interest rates on certificates of deposit and savings deposits. We also found a positive effect of the number of banks per province on deposit rates and a negative effect of average staff costs per employee. Banks seem to take into account their overall structure of costs when deciding the returns to pay on deposits.
With regard to the numerical comparison of estimators in the three packages examined, fixed-effects algorithms are numerically the same to the available decimal places. Random-effects algorithms yield slightly different results because of the different methods used to compute the between-regression variance. In this respect, we have achieved a more confident outcome than that envisaged by McCullogh and Vinod.
In addition, we compared the relative efficiency of the random-effects algorithms provided by the three packages. This was done by means of a set of suitably designed Monte Carlo experiments, varying the time span and the number of provinces considered. The outcome of this exercise is asymptotic equivalence between STATA and TSP, whereas LIMDEP shows a persistent bias up to about one thousand Monte Carlo replications.
The three econometric software packages are equivalent as regards both usability and numerical accuracy. TSP seems to be the fastest and the simplest to work with; LIMDEP displays immediately a more thorough range of statistical tests; STATA probably offers the greatest variety of estimation commands. The crucial factor in deciding which package to use thus appears to be the experience researchers have already gained. 
LIMDEP Code
? Limdep program for evaluating the determinants of the deposit rate ? on the checking account read; nobs=8322; nvar = 11; names = abipro, anno, rate, herfin, share3, ccgrow, nbranch, nbanks, cosrat, pilpro, titcust);file=/_saee/brunogi/RICGIUS/dati071999/ccpatit; sample=All$ sample; 1-7165,7243-8322$ ? create the yearly dummy variables. create ;ann90=anno=1990;ann91=anno=1991;ann92=anno=1992;ann93=anno=1993; ann94=anno=1994;ann95=anno=1995 $ create ; tp = anno -1990 $ namelist; regr1=herfin, cosrat, ann90,ann91,ann92,ann93,ann94,ann95$ namelist; regr2=herfin, cosrat,nbanks, ann90,ann91,ann92,ann93,ann94,ann95$ namelist; regr3 =cosrat,nbanks, ann90,ann91,ann92,ann93,ann94,ann95$ namelist; regr4=share3, cosrat, ann90,ann91,ann92,ann93,ann94,ann95$ namelist; regr5=share3, cosrat,nbanks, ann90,ann91,ann92,ann93,ann94,ann95$ regress ; lhs=rate; rhs=regr3; str=abipro; perido = tp; panel$
STATA Code
* lettura files infile abipro anno rate herfin share3 ccgrow nbranch nbanks cosrat pilpro titcust using ccpatit. , clear * generazione delle dummies per ogni anno generate ann90=(anno==1990) generate ann91=(anno==1991) generate ann92=(anno==1992) generate ann93=(anno==1993) generate ann94=(anno==1994) generate ann95=(anno==1995) local regr1 "herfin cosrat ann90 ann91 ann92 ann93 ann94 ann95" local regr2 "herfin cosrat nbanks ann90 ann91 ann92 ann93 ann94 ann95" local regr3 "cosrat nbanks ann90 ann91 ann92 ann93 ann94 ann95" local regr4 "share3 cosrat ann90 ann91 ann92 ann93 ann94 ann95" local regr5 "share3 cosrat nbanks ann90 ann91 ann92 ann93 ann94 ann95" xtreg rate `regr3', fe i(abipro) xtreg rate `regr3', re i(abipro) th xttest0 xthaus
The above program listings show only the first of the 5 estimation commands. The following tables also show the output containing the results of the first estimation: 
TSP Version 4.4 OUTPUT

EXECUTION
+-----------------------------------------------------------------------+ | OLS Without Group
+-----------------------------------------------------------------------+ Variable Coefficient Standard Error b/St.Er. P[|Z|>z] Mean of X --------------------------------------------------------------------- COSRAT
+-----------------------------------------------------------------------
+-----------------------------------------------------------------------+ Variable Coefficient Standard Error b/St.Er. P[|Z|>z] Mean of X -------------------------------------------------------------------- COSRAT
+------------------------------------------------------------------------+
: LIMDEP Estimation Results : Current sample contains 8245 observations.: Random effects u_i ~ Gaussian Wald chi2(8) = 27010.51 corr(u_i, X) = 0 (assumed) Prob > chi2 = 0.0000 
--------+----------------------------------------------------------------sigma_u | .65647679 sigma_e | .58378825 rho | .55840665 (fraction of variance due to u_i)
Breusch and Pagan Lagrangian multiplier test for random effects:
Estimated results: Test: Var(u) = 0 chi2(1) = 6620.14 Prob>chi2 = 0.0000
. xthaus
Hausman specification test 
