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1 Introduction
Checking the specification of a statistical model usually involves both statistical tests and graphical
methods based on residuals. However, in some recent models based on mixtures of distributions
conventional residuals, often called the Pearson residuals, are not convenient or ideal. The approach
taken in this paper makes use of residuals sometimes referred to as quantile residuals. These resid-
uals can be defined for any parametric model by using the cumulative distribution function of the
observations. The idea of quantile residuals originates from Rosenblatt (1952) and Cox and Snell
(1968), and was developed, among others, by Smith (1985), Dunn and Smyth (1996), and Palm and
Vlaar (1997). The term quantile residual is due to Dunn and Smyth (1996), whereas Palm and Vlaar
(1997) speak of normalized residuals. Smith (1985) calls them normal forecast transformed residuals.
Quantile residuals are defined by two transformations. First, the estimated cumulative distribution
function implied by the model is used to transform the observations into approximately independent
uniformly distributed random variables. This is the so-called probability integral transformation.
Second, the inverse of the cumulative distribution function of the standard normal distribution is
used to get variables which are approximately independent with standard normal distribution. These
results assume that the model is correctly specified and parameters are consistently estimated. If
not, quantile residuals are expected to exhibit detectable departures from the characteristic properties
described above.
In this paper, we study asymptotic properties of quantile residuals in a general likelihood frame-
work. We give regularity conditions under which a central limit theorem holds for smooth functions
of quantile residuals. This result can be used to obtain misspecification tests which, under correct
specification, have limiting χ2−distributions. Our approach is similar to that in Tauchen (1985) and
it is also theoretically sound in that it takes the uncertainty caused by parameter estimation into
account. The approach is illustrated by deriving tests aimed at detecting non-normality, autocorre-
lation, and conditional heteroscedasticity in quantile residuals. Tests for other departures from the
characteristic properties of quantile residuals can be obtained similarly. Because the tests of the
paper are derived without any particular alternative hypothesis in mind, they can be thought of as
pure significance tests introduced by Cox and Hinkley (1974).
Quantile residuals have been considered in many papers. Most of them concentrate on out-of-
sample forecast evaluation of the model and, unlike we, do not give proper theoretical justification for
the employed procedures.1 Of the previous papers only Bai (2003), Duan (2003), and Hong and Li
(2005) have taken the estimation uncertainty into account in deriving their specification tests. Their
approaches are diverse, only that of Bai (2003) being similar to ours. He uses uniformly distributed
quantile residuals in generalizing the Kolmogorov-Smirnov test, whereas Hong and Li (2005) obtain
a very general test procedure that uses nonparametric methods in an out-of-sample framework. A
1Quantile residuals are examined and used as a diagnostic tool for example in Dunn and Smyth (1996), Palm and
Vlaar (1997), Diebold, Gunther and Tay (1998), Diebold, Hahn and Tay (1999), Clements and Smith (2000), Clements
and Smith (2002), Rahbek and Shephard (2002a), Bai (2003), Duan (2003), Lanne and Saikkonen (2003b), Hong (2003),
Haas, Mittnik and Paolella (2004), Hong, Li and Zhao (2004), and Hong and Li (2005). Many of these papers analyse
them without the normalizing transformation, i.e., use uniformly distributed variables. Smith (1985), Diebold et al.
(1998), Diebold et al. (1999), Clements and Smith (2000), Berkowitz (2001), Clements and Smith (2002), and Haas
et al. (2004) have proposed tests and graphical methods based mainly on the first transformation to evaluate density
forecasts, i.e. out-of-sample fit of the estimated model.
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general test procedure is also developed by Duan (2003), but his approach to allow for estimation
uncertainty diﬀers from ours. This paper supplements the work of these authors by showing how
misspecification tests based on quantile residuals can be obtained in a general likelihood framework.
The general testing principle derived in this paper is applied to mixture autoregressive (MAR)
models proposed for time series by Le, Martin and Raftery (1996), Wong and Li (2000, 2001a,
2001b), Zeevi, Meir and Adler (2001), Rahbek and Shephard (2002a, 2002b), Lanne and Saikkonen
(2003a), Haas et al. (2004), and Lanne (2006). For these models conventional residuals are not well
suited and, therefore, the value of the log-likelihood function and model selection criteria such as AIC
(Akaike 1973) or BIC (Schwarz 1978) have typically been employed to discriminate between candidate
models. However, as pointed out by Palm and Vlaar (1997) a high value of the log-likelihood function
does not necessarily mean that the shape of the proposed distribution resembles the distribution of
the data. Our approach provides a useful addition to model selection criteria. In particular, it can
be used to support graphical analysis and to formally compare the goodness of fit between models
based on diﬀerent structural or distributional assumptions.
The finite sample properties of the proposed tests are studied by simulation. The simulations
show that the tests have reasonable size properties and ability to reveal misspecifications in finite
samples. The tests are applied to the monthly one month German interest rate series. In addition,
quantile residuals are used to graphically evaluate the fitted models.
The remainder of this paper is organized as follows. Section 2 defines the quantile residuals and
examines their theoretical properties, which are used in Section 3 to derive misspecification tests.
Section 4 presents simulation results on mixture models, Section 5 gives an empirical example, and
Section 6 contains concluding remarks.2
2 Quantile residuals
2.1 Motivation
We shall first give a simple example to illustrate the diﬃculty with the definition of residuals in
mixture models, such as Mixture Autoregressive (MAR) models. Let {Yt}∞t=−∞ be an observable
stochastic process generated by the nonlinear autoregression
Yt = f(Yt−1,θ)+σεt
for parameters θ and σ, function f, and an unobservable error process {εt}∞t=−∞ that is assumed to
be i.i.d. with zero mean and unit variance. The Pearson residuals εˆt = (yt − f(yt−1, θˆ)) /σˆ , where
f(yt−1, θˆ) is the model prediction with parameter estimates θˆ and σˆ, can be straightforwardly defined
and analyzed in the traditional way. A simple MAR model with two regimes is
Yt =
(
φ1Yt−1 + σεt, if c ≤ ηt,
φ2Yt−1 + σεt, if c > ηt,
2The GAUSS code for implementing our tests is available from the author upon request.
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where φ1, φ2 and c are parameters, {εt}∞t=−∞ and σ are as above, and {ηt}∞t=−∞ is an unobservable
i.i.d. process with zero mean, unit variance and independent of {εt}∞t=−∞. To obtain Pearson residuals
of this model, subtract an estimate of the conditional mean from yt, to obtain yt − πˆtφˆ1yt−1 −
(1 − πˆt)φˆ2yt−1, where πˆt equals P(c ≤ ηt) evaluated at c = cˆ, and divide the diﬀerence by an
estimate of the conditional standard deviation σˆt (for the definition, see e.g. Lanne and Saikkonen
(2003a)). However, because the process ηt is unobservable, the resulting residuals will not be empirical
counterparts of εt. Apart from estimation errors, they are (uncorrelated) martingale diﬀerences with
zero mean and unit variance, but asymptotically, their distribution diﬀers from that of εt and they
are not independent in time. Therefore, their theoretical properties are not well suited for traditional
residual analysis. Thus, the Pearson residuals are not optimal for MAR models and the same applies
to other models based on mixture distributions.
2.2 Definition and theoretical properties
Let Yθ : Ω → RT be a family of random variables indexed by the parameter θ belonging to the
set Θ ⊂ Rk and let P =©F (θ,y) : θ ∈ Θ, y ∈RTª be the corresponding collection of cumulative
distribution functions F (θ,y). For each F : Θ×RT → (0, 1) we can write
F (θ,y) =
TY
t=1
Ft−1(θ,yt), (1)
where Ft−1(θ,yt) = F (θ,yt|Gt−1), t ∈ {1, ..., T} is the conditional cumulative distribution function
given Gt−1 = σ(Y0, Y1, ..., Yt−1), the sigma-algebra generated by the random variables {Y0, Y1, ..., Yt−1} ,
i.e., the history at a time t. The random vector Y0 represents the needed initial values.
Let y0 and y = [y1 · · · yT ]0 be the observed data generated by Yθ0 , where θ0∈ Θ is the true
parameter value. According to Dunn and Smyth (1996), the theoretical quantile residual is defined
by
Rt,θ = Φ
−1(Ft−1(θ, Yt)), (2)
and the observed quantile residual is rt,bθT = Φ−1(Ft−1(bθT , yt)), where Φ−1(·) is the inversed cumula-
tive distribution function of the standard normal distribution and bθT is an estimate of θ0. The normal
distribution is recommended by Dunn and Smyth (1996) because normal variation is that which most
people have practice interpreting graphically. If the data are independently and identically distrib-
uted, then formula (2) is a special case of the “crude” residual of Cox and Snell (1968). Note also that
the quantile residuals of a standard linear model with normal errors are exactly Pearson residuals.
Rosenblatt (1952) proposed the probability integral transformation that generates uniformly dis-
tributed variables, i.e., he used only the first transformation in (2) for dependent variables. The
total quantile transformation described in (2) was proposed by Smith (1985) to evaluate forecasting
ability of a model. Dawid (1984) and Smith (1985) influenced e.g. Diebold et al. (1998), Diebold
et al. (1999), Clements and Smith (2000), Berkowitz (2001), Clements and Smith (2002), and Haas
et al. (2004) to do forecast evaluation using this method. All these papers use only the uniformly
distributed variables in their tests and empirical examples. O’Reilly and Quesenberry (1973) and
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subsequent papers (e.g. Rincon-Gallardo, Quesenberry and O’Reilly (1979), O’Reilly and Stephens
(1982), and Seillier-Moiseiwitsch (1993)) studied the conditional probability integral transformation
by conditioning with respect to a suﬃcient statistic of θ.
First we give a result which shows that observed quantile residuals are asymptotically inde-
pendently normally distributed, if the estimated model is correctly specified. This property makes
quantile residuals a useful tool in model evaluation. The following Condition 1 is both necessary and
suﬃcient for this to hold. Unless otherwise stated all limit statements assume that T → ∞. The
symbols W→ and P→ signify weak convergence and convergence in probability, respectively.
Condition 1 Let the following assumptions hold.
(1) The collection P is correctly specified, i.e., F (θ0,y) ∈ P.
(2) Ft−1 : Θ×R→ (0, 1) is a continuous conditional cumulative distribution function for all (θ,x) ∈
Θ×R and t = 1, ..., T.
(3) bθT is an estimator of θ0 such that bθT P→ θ0.
Lemma 2 Under Condition 1
a) the distribution of the vector of quantile residuals
h
R1,θ0 · · · RT,θ0
i0
is multivariate standard
normal, where Rt,θ0 is as in (2) with θ = θ0,
b) for any H fixed
h
R
1,bθT · · · RH,bθT
i0
is asymptotically multivariate standard normal, where
Rt,bθT is as in (2) with θ =bθT , and
c) for any k ≥ 1, Rt+k,θ0 is independent of {Y1, ..., Yt} .
The proof is given in Appendix A. Part a) has previously been proved by Rosenblatt (1952)
and Diebold et al. (1998) for the probability integral transformation and under stronger assumptions
than used here. In the former paper the joint distribution function is assumed to be absolutely
continuous whereas the latter paper assumes existence of strictly positive continuous conditional
density functions. A proof for independence is also given by Bai (2003) again in the case of the
probability integral transformation. Part c) is useful in some of the subsequent derivations.
2.3 Preliminaries on Maximum Likelihood estimation
In what follows we assume that conditional density functions exist in which case the model can be
written as
fy(θ,y) = fy0(θ,y0) ·
TY
t=1
ft−1(θ,yt)
and, conditional on initial values, the log-likelihood function of the sample takes the form
lT (y,θ) =
TX
t=1
lt(θ,yt) =
TX
t=1
log ft−1(θ,yt).
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The following Condition 3 is suﬃcient for the consistency and asymptotic normality of a local maxi-
mizer of the conditional likelihood function. These results are needed to derive the limiting distrib-
ution of a general statistic from which tests based on quantile residuals can be obtained. We use k·k
to signify the Euclidean norm.
Condition 3 Let the following assumptions hold.
(1) Θ ⊂ Rk is an open set.
(2) The model is correctly specified, i.e., F (θ0,y) ∈ P.
(3) For every (θ,x) ∈ Θ × D, where D ⊂ R, and every t = 1, ..., T, ft−1(θ,x) > 0 and the second
partial derivatives ∂
2
∂θi∂θj
ft−1(θ,x), i, j = 1, ..., k, exist and are continuous.
(4) Denote NT,c =
n
θ ∈ Θ :
√
T kθ − θ0k ≤ c
o
and
BT (θ) = −
∂2
∂θ∂θ0 lT (θ,Y) = −
"
TX
t=1
∂2lt(θ,Yt)
∂θi∂θj
#k
i,j=1
.
There exists a positive definite matrix I(θ0), such that for all c > 0,
sup
θ∈NT,c
°°°° 1T BT (θ)− I(θ0)
°°°° P→ 0.
(5) The score function ST (θ) = ∂∂θ lT (θ,Y) =
TP
t=1
∂
∂θ lt(θ,Yt) satisfies
1√
T
ST (θ0)
W→ I(θ0)
1
2Z, Z ∼ N(0, Ik).
Condition (3) imposes fairly standard regularity conditions on the conditional density functions.
Combined with Condition (1) it implies the applicability of the Mean-Value Theorem for the score
function in any convex set A ⊂ Θ. Note that Condition (1) guarantees the standard assumption
that the maximum likelihood estimator (MLE) is an inner point. The correct model specification is
necessary for Theorem 4 below and for testing purposes. Condition (4) is technical and gives a uniform
convergence in probability of the Hessian of the log-likelihood on special compact sets that contain
the true parameter value θ0. Condition (5) is a high level assumption needed to obtain asymptotic
normality of the MLE. In particular cases Condition (4) can be verified by using an appropriate
uniform law of large numbers whereas Condition (5) can be verified by using a martingale central
limit theorem, as in general {ST (θ0)} is a martingale.
We define the maximum likelihood estimator bθT to be any local maximizer of lT (θ;y) when such
a maximum exists, and +∞ otherwise.
Theorem 4 Under Condition 3,
√
T (bθT − θ0) W→ N(0,I(θ0)−1).
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The proof is given in Appendix A. The result is obtained by first proving the existence of a
sequence of consistent local maximizers and then deriving its asymptotic distribution. The approach
is taken from Aitchison and Silvey (1958), Sweeting (1980), and Basawa and Scott (1983).
2.4 Central Limit Theorem for transformed quantile residuals
We now develop our general framework for obtaining tests based on quantile residuals. The function
g below is used to transform the quantile residuals. With diﬀerent choices of this function one can
construct test statistics for diﬀerent potential departures from the characteristic properties of quantile
residuals.
Condition 3 and the following Condition 5 together yield the theorems needed to establish asymp-
totic distributions for our test statistics. As in Condition 3, we denoteNT,c =
n
θ ∈ Θ :
√
T kθ − θ0k ≤ c
o
.
Condition 5 Let the following assumptions hold.
(1) g : Rm → Rn is a continuously diﬀerentiable function such that E(g(Rt,θ0)) = 0, where Rt,θ0 =h
Rt,θ0 · · · Rt−m+1,θ0
i0
is a vector of quantile residuals defined in (2).
(2) Ft−1 : Θ×R→ (0, 1) is continuously diﬀerentiable in (θ,x) ∈ Θ×R for all t = 1, ..., T.
(3) For all c > 0
sup
θ∈NT,c
°°°°° 1T
TX
t=1
∂
∂θ0 g(Rt,θ)−G
°°°°° P→ 0, supθ∈NT,c
°°°°° 1T
TX
t=1
g(Rt,θ)g(Rt,θ)
0 −H
°°°°° P→ 0,
and
sup
θ∈NT,c
°°°°° 1T
TX
t=1
g(Rt,θ)
·
∂
∂θ lt(θ,Yt)
¸0
−Ψ
°°°°° P→ 0,
where G =E( ∂∂θ0 g(Rt,θ0)) and H = E(g(Rt,θ0)g(Rt,θ0)
0) exist and are finite, and Ψ is a con-
stant matrix.
(4)
·
1√
T
ST (θ0)0 1√T
TP
t=1
g(Rt,θ0)
0
¸0
W→ Nk+n(0,Σ), where ST (θ) is the score and Σ =
"
I(θ0) Ψ0
Ψ H
#
.
Condition (1) allows test statistics to be defined by any continuously diﬀerentiable transforma-
tion of the quantile residuals with zero expectation. A large number of diﬀerent hypotheses can
therefore be tested within this framework. Condition (2) complements Condition 3(3). Condition
(3) imposes uniform convergence in probability on special compact sets similar to that in Condition
3(4). Together these two conditions define the constant covariance matrix Σ in Condition (4). The
joint weak convergence assumption in Condition (4) can be verified by using an appropriate central
limit theorem. As a special case it contains Condition 3(5).
Now we can state a CLT from which the limiting distributions of our tests are obtained.
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Theorem 6 Under Conditions 3 and 5,
1√
T
TX
t=1
g(Rt,bθT ) W→ N(0,Ω), (3)
where
Ω =GI(θ0)−1G0 +ΨI(θ0)−1G0 +GI(θ0)−1Ψ0 +H. (4)
The proof is given in Appendix A.
The first three terms in the asymptotic covariance matrix Ω take the uncertainty caused by
parameter estimation into account. Thus, ignoring this uncertainty, as has sometimes inappropriately
been done, is justified only when G = 0 in which case the covariance matrix Ω simplifies to H. Often
the uncertainty has also been ignored in models where Pearson residuals are appropriate. Since
Pearson residuals are a special case of quantile residuals in linear models with n.i.d. assumption,
our approach nests these cases. As far as normality tests are concerned only recently there have
been papers that either take the fact G 6= 0 into account or modify the test in such a way that
G = 0 obtains. The latter modification is diﬃcult in the general case of quantile residuals that are
a complicated nonlinear function of the observations.
The following lemma provides a consistent estimator for the covariance matrix Ω needed when a
test based on a chosen function g is derived. This lemma is convenient for most models of interest
for which the components of Ω are diﬃcult or impossible to obtain analytically.
Lemma 7 Let Conditions 3 and 5 hold and IT (bθT ) be a consistent estimator for I(θ0). Then a
consistent estimator for Ω is
ΩˆT =
1
T
TX
t=1
∂
∂θ0 g(rt,bθT ) · IT (bθT )−1 · 1T
TX
t=1
µ
∂
∂θ0 g(rt,bθT )
¶0
+
1
T
TX
t=1
g(rt,bθT )
·
∂
∂θ lt(
bθT ,yt)¸0 · IT (bθT )−1 · 1T
TX
t=1
∂
∂θ0 g(rt,bθT )
+
1
T
TX
t=1
∂
∂θ0 g(rt,bθT ) · IT (bθT )−1 · 1T
TX
t=1
∂
∂θ lt(
bθT ,yt) hg(rt,bθT )i0
+
1
T
TX
t=1
g(rt,bθT )g(rt,bθT )0.
Proof. Consistency follows from an application of both the Continuous Mapping Theorem and the
Slutsky’s Lemma.
The numerical value of ΩˆT is easily obtained by the employed estimation algoritm, only knowledge
of the estimates bθT and IT (bθT )−1, the likelihood function lt(bθT ,yt), and the derivatives ∂∂θ0 g(rt,bθT )
and ∂∂θ lt(
bθT ,yt) are needed. In the simulations and empirical examples of the paper the estimator
IT (bθT ) is chosen to be 1T PTt=1 h ∂∂θ lt(bθT ,yt)i h ∂∂θ lt(bθT ,yt)i0 . An advantage of this estimator is that
it is always positive semi-definite. Another consistent estimator is
h
1
TBT (
bθT )i−1 . The needed deriv-
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atives are easy to compute numerically if their analytic values are diﬃcult to obtain or not known.3
Lemma 9 in Appendix A provides an explicit expression for the derivatives ∂∂θ0Rt,θ .
Theorem 6 gives a general test statistic defined by
S = T · 1
T −m+ 1
T−m+1X
t=1
g(rt,bθT )0 · Ωˆ−1T · 1T −m+ 1
T−m+1X
t=1
g(rt,bθT ) H0≈ χ2(n),
wherem and n are the dimensions of the domain and range of the function g : Rm → Rn, respectively.
A result often referred to as Delta Method states that if a function h : Rn → Rl is diﬀerentiable
at δ ∈ Rn, {ZT}T∈N is a sequence of random vectors taking values in Rn, and
√
T (ZT − δ)
W→ Z,
then
√
T (h(ZT )− h(δ))
W→ h˙(δ)Z, where h˙(δ) is the value of the linear map (matrix) h˙ defined by
the partial derivatives of h at δ. (See e.g. van der Vaart (1998) for more details.) We apply the
Delta Method in conjunction with the Central Limit Theorem (3) to derive a normality test in the
next section. Thus, combining these two results allows even more variation in our general framework
of obtaining tests.
3 Tests based on Quantile Residuals
In the following sections we illustrate how our general framework can be used to derive misspecifi-
cation tests. The tests are developed by using a strategy that does not require specification of an
alternative hypothesis. Tests of this type were introduced by Cox and Hinkley (1974) who called
them pure significance tests. The requirements to be fulfilled by the employed test statistic are that
its distribution is known under the null hypothesis and does not depend on parameters not specified
under the null, i.e., nuisance parameters. The absence of an alternative hypothesis is a source of both
weakness and strength of a pure significance test. Against a given alternative it is usually possible
to find a specific test which will outperform a pure significance test. The relatively high power of a
specific test may, however, be bought at the price of a lack of sensitivity to other alternatives, so that
it may be inferior to a pure significance test when used in an inappropriate situation (Godfrey 1991).
We shall derive separate misspecification tests which can be used to test for non-normality, serial
correlation, and conditional heteroscedasticity of quantile residuals. Instead of these separate tests we
could have chosen to employ the approaches, e.g., in Jarque and Bera (1980) or Hong and Li (2005),
and use our framework to derive a joint test for these three features. However, as will be seen in
our simulation study, using separate tests for each of the hypotheses has its advantages. Because the
sensitiveness of the individual tests against diﬀerent misspecifications varies, outcomes of separate
tests may give useful hints of the reasons of a potential misspecification. Moreover, separate tests can
be used to complement the information provided by graphical methods such as histograms, QQ-plots,
and autocorrelation functions of quantile residuals and squared quantile residuals.
A correct model specification will be assumed below so that Rt,θ0 ∼ NID(0, 1) holds.
3For example in GAUSS a ready-made procedure called gradMT calculates numerical derivatives.
8
3.1 Normality tests
The two normality tests to be developed in this section are similar to tests of Lomnicki (1961), Kiefer
and Salmon (1983), and Jarque and Bera (1987). The null hypothesis employed is based on the first
four moments, i.e.,
H0 : E
h
Rt,θ0 R
2
t,θ0−1 R
3
t,θ0 R
4
t,θ0 − 3
i
= 0 for all t.
It is known, that under the null hypothesis,
E((Rt,θ0)
n ) =



0, n = 1, 3, 5, ...
n/2Q
i=1
(2i− 1), n = 2, 4, 6, ...
(5)
The idea is to check whether the first four sample counterparts of Hermite polynomials associated
with the N(0, 1) distribution4, which are functions of the first four sample non-central moments, are
suﬃciently close to their theoretical values. The advantage of using Hermite polynomials to define
the transformation below is that they are appropriately orthogonal, which improves the finite sample
properties of the tests.
Thus, in the first version of our normality test we choose the function g : R→ R4 (see Theorem
6) as g(rt,θ) =
h
rt,θ r2t,θ − 1 r3t,θ − 3rt,θ r4t,θ − 6r2t,θ + 3
i0
.5 Using Equation (5) it is easy to show
that E(g(Rt,θ0)) = 0 and
H = E(g(Rt,θ0)g(Rt,θ0)
0) = diag
h
1 2 6 24
i
. (6)
The latter result verifies the desired orthogonality. Further, the function g is clearly continuously
diﬀerentiable 6. Thus, assuming the conditions of Theorem 6 we get the asymptotic result
√
T




1
T
TP
t=1
Rt,bθT
1
T
TP
t=1
R2
t,bθT
1
T
TP
t=1
³
R3
t,bθT − 3Rt,bθT
´
1
T
TP
t=1
³
R4
t,bθT − 6R2t,bθT
´


−


0
1
0
−3




W→ N(0,Ω). (7)
Define ΩˆT , an estimator of Ω, by replacing the last term in Lemma 7 with the expression of H given
4The exact definition of Hermite polymonials can be found e.g. in Bontemps and Meddahi (2005).
5Compared to normality tests based on Pearson residuals we have included the term rt,θ . The addition of this term
has improved small sample properties of the test for nonlinear models. It should be removed, if the model can be
estimated using ordinary least squares. This follows, since the mean of quantile residuals in this case is automatically
zero, which invalidates the asymptotic results..
6We have
G = E( ∂
∂θ0 g(Rt,θ0))
= E
£
( ∂∂θ 0Rt,θ0) 2(Rt,θ0
∂
∂θ 0Rt,θ0) 3(
¡
R2t,θ0 − 1
¢
∂
∂θ 0Rt,θ0) 4(
¡
R3t,θ0 − 3Rt,θ0
¢
∂
∂θ 0Rt,θ0)
¤0 ,
where ∂∂θRt,θ0 is given in Lemma 9 (see the Appendix A).
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in (6). Using this estimator and the preceding asymptotic result we then obtain the test statistic
N1 = T · 1T
TX
t=1
g(rt,bθT )0 · Ωˆ−1T · 1T
TX
t=1
g(rt,bθT ) H0≈ χ2(4).
Our normality test can be seen as a generalization of the normality test proposed by Chen and
Kuan (2003). Their test is based on Pearson residuals and, among other things, it does not allow for
the eﬀect of parameter estimation. The idea of statistic N1 is to test how well the chosen conditional
distribution fits the data. This diﬀers from the testing arrangement in Bontemps and Meddahi
(2005), where the marginal distribution is of interest. Their test is also based on Pearson residuals,
but the formulation is similar to ours. They derive moment conditions such that the counterpart
of the matrix G (see Condition 5(3) for the definition) in their test statistic is equal to zero, which
for complicated models such as mixture models is generally impossible to achieve. Hence, their test
statistic is robust against estimation uncertainty, but not directly applicable for, e.g., mixture models.
Simulations show that in small samples the size properties of test statistic N1 are not satisfactory
(see Appendix B). A test based on the sample skewness and kurtosis (and matrix H given in (6))
turned out to perform better for all sample sizes. This test, which will be derived below, is similar
to the previous normality tests of D’Agostino and Pearson (1973), Bowman and Shenton (1975),
White and MacDonald (1980), Jarque and Bera (1987), and Chen and Kuan (2003) that are based
on Pearson residuals.
Our second normality test is derived by using the asymptotic result (7) and the Delta Method.
Define the function h : R4 → R2, by
h(x1, x2, x3, x4) =


x3+3x1−3x1x2+2x31
(x2−x21)
3/2
x4+6x2−4x1x3+6x21x2−12x21−3x41
(x2−x21)
2 − 3

 .
As will be seen below this yields a test statistic based on sample skewness and kurtosis of quantile
residuals. Clearly, h is continuously diﬀerentiable in a neighborhood of (0, 1, 0,−3) and straightfor-
ward calculations give
∂
∂x
h(0, 1, 0,−3) =
"
0 0 1 0
0 0 0 1
#
≡ h˙ and h(0, 1, 0,−3) = 0,
and, using (7) and the Delta Method, one obtains
√
T · h
³
1
T
PT
t=1 g(Rt,bθT )
´
W→ N(0, h˙Ωh˙0). Notice
that h˙ is of rank 2 and, therefore, h˙Ωh˙
0
is of rank 2 as long as Ω is of full rank.
Our second normality test statistic can be now defined as
N2 = T · h
Ã
1
T
TX
t=1
g(rt,bθT )
!0
·
h
h˙ΩˆT h˙
0
i−1 · hÃ 1
T
TX
t=1
g(rt,bθT )
!
H0≈ χ2(2),
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where
h
Ã
1
T
TX
t=1
g(rt,bθT )
!
=


1
T
TP
t=1
³
rt,bθT−r¯bθT
´3
"
1
T
TP
t=1
³
rt,bθT−r¯bθT
´2#3/2
1
T
TP
t=1
³
rt,bθT−r¯bθT
´4
"
1
T
TP
t=1
³
rt,bθT−r¯bθT
´2#2 − 3


with r¯bθT = 1T
TX
t=1
rt,bθT .
Clearly, test statistic N2 is based on the sample skewness and kurtosis of quantile residuals.
Test statisticN2, as well asN1, can also be based on the sample estimate Hˆ = 1T
PT
t=1 g(rt,bθT )g(rt,bθT )0
of the matrix H (see Theorem 6 and Lemma 7). These versions of the test statistics, denoted by N∗1
and N∗2 , turned out to have preferable size properties.
3.2 Test for Autocorrelation
In order to test for potential autocorrelation in quantile residuals we consider the general null hy-
pothesis
H0 : Corr(Rt,θ0 , Rt−k,θ0) = 0 for all t and k > 0.
Our test is based on the statistics
bck = 1T − k
TX
t=1+k
rt,bθT rt−k,bθT k = 1, ...,K1, K1 << T,
i.e., uncentered sample autocovariances of quantile residuals. These are reasonable estimators because
theoretically we have E(Rt,θ0) = 0, even though in general r¯bθT = 1T PTt=1 rt,bθT 6= 0. The potential
inadequacy in the model is assumed to be reflected by the first K1 autocovariances. A similar test
statistic formulated in terms of autocorrelations has been used e.g. in McLeod (1978).
In this case we define the continuously diﬀerentiable7 function g : RK1+1 → RK1 as g(rt,θ) =h
rt,θrt−1,θ · · · rt,θrt−K1,θ
i0
. Then clearly E(g(Rt,θ0)) = 0 and, by equation (5) and independence,
H = E(g(Rt,θ0)g(Rt,θ0)
0) = IK1 .
Using Theorem 6 and the estimator for Ω given in Lemma 7 with the last term replaced with
7We have
G=E( ∂
∂θ0 g(Rt,θ0)) =


E(Rt−1,θ0 ∂∂θ 0Rt,θ0)
...
E(Rt−K1,θ0 ∂∂θ 0Rt,θ0)

 ,
where ∂∂θRt−k,θ0 is given in Lemma 9. We assume E(
∂
∂θ 0Rt−k,θ0) < ∞, so E(Rt,θ0
∂
∂θ 0Rt−k,θ0) =
E(Rt,θ0)E( ∂∂θ 0Rt−k,θ0) = 0 for each k, since Rt,θ0 and
∂
∂θ 0Rt−k,θ0 = [φ (Rt−k,θ0)]
−1 ∂
∂θ (Ft−k−1(θ0, Yt−k)) are inde-
pendent, see Remark 10.
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IK1 , gives the test statistic
AK1 = T ·
1
T −K1
TX
t=1+K1
g(rt,bθT )0Ωˆ−1T 1T −K1
TX
t=1+K1
g(rt,bθT ) H0≈ χ2(K1)
An alternative version of this test statistic, denote by A∗K1 , is formed by using the sample estimate
Hˆ = 1T
PT
t=1 g(rt,bθT )g(rt,bθT )0 for H.
In addition to the overall test statistic AK1 or A
∗
K1 it may also be useful to consider individual
autocovariance estimates cˆk. A large value of cˆk compared to its approximate standard error obtained
from the relevant diagonal element of the matrix T−1ΩˆT suggests model inadequacy. Therefore, a
useful model criticism procedure is to plot cˆ1, ..., cˆs divided by their standard errors for some value
s and compare them with their approximate 95% critical bounds, as already suggested in McLeod
(1978). This procedure corresponds to performing s individual tests and, therefore, the resulting
joint significance level lies between the maximum p-value of the individual tests and their sum.
3.3 Test for Conditional Heteroscedasticity
We consider the null hypothesis
H0 : Corr(R2t,θ0 , R
2
t−k,θ0) = 0 for all t and k > 0
in order to test potential conditional heteroscedasticity in quantile residuals. Modifying the idea
suggested in McLeod and Li (1983), we base the test on the statistics
bdk = 1T − k
TX
t=1+k
³
r2
t,bθT − 1
´³
r2
t−k,bθT − 1
´
k = 1, ...,K2, K2 << T,
i.e., sample autocovariances of squared quantile residuals. Note that theoretically we have E(R2t,θ0) = 1,
even though 1T
PT
t=1 r
2
t,bθT 6= 1. As in the previous section, a relatively small number of autocovari-
ances is assumed to suﬃciently reflect the potential inadequacy in the model.
According to the preceding discussion we define the continuously diﬀerentiable8 function
g : RK2+1 → RK2 as g(rt,θ) =
h³
r2t,θ − 1
´³
r2t−1,θ − 1
´
· · ·
³
r2t,θ − 1
´³
r2t−K2,θ − 1
´i0
. Then
E(g(Rt,θ0)) = 0, and using equation (5) and independence it is straightforward to see that
H = E(g(Rt,θ0)g(Rt,θ0)
0) = 4IK2 .
Using the estimator for Ω given in Lemma 7 with the last term replaced with 4IK2 yields the test
8The derivative
G=E( ∂
∂θ0 g(Rt,θ0)) = 2


E
£¡
R2t−1,θ0 − 1
¢
Rt,θ0 ∂∂θ 0Rt,θ0
¤
...
E
£¡
R2t−K2,θ0 − 1
¢
Rt,θ0 ∂∂θ 0Rt,θ0
¤

 ,
where ∂∂θRt−k,θ0 is given in Lemma 9. We assume E(Rt−k,θ0
∂
∂θ 0Rt−k,θ0) <∞, so E
£¡
R2t,θ0 − 1
¢
Rt−k,θ0 ∂∂θ 0Rt−k,θ0
¤
=
E
¡
R2t,θ0 − 1
¢
E(Rt−k,θ0 ∂∂θ 0Rt−k,θ0) = 0 for each k, since R
2
t,θ0 and Rt−k,θ0
∂
∂θ 0Rt−k,θ0 =
Rt−k,θ0 [φ (Rt−k,θ0)]
−1 ∂
∂θ (Ft−k−1(θ0, Yt−k)) are independent, see Remark 11.
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statistic
HK2 = T ·
1
T −K2
TX
t=1+K2
g(rt,bθT )0Ωˆ−1T 1T −K2
TX
t=1+K2
g(rt,bθT ) H0≈ χ2(K2).
An alternative test statistic, denoted by H∗K2 , can again be based on the sample estimate Hˆ =
1
T
PT
t=1 g(rt,bθT )g(rt,bθT )0 for H.
It is also useful to supplement the overall test statistic HK2 or H
∗
K2 by plotting individual au-
tocovariance estimates of the squared quantile residuals bdk. Again, approximate standard errors can
be obtained from the square roots of the diagonal elements of matrix T−1ΩˆT .
4 Simulation study
4.1 Models
We simulate various MAR-GARCH models in order to study the behavior of the proposed tests based
on quantile residuals. As pointed out earlier, the standard methods to define residuals are not well
suited for these models.
Following the notation of Lanne and Saikkonen (2003a) the MAR(m, p1, ..., pm, d)-
GARCH(r1, ..., rm, q1, ..., qm) process is
Yt =
mX
i=1
(νi + φi1Yt−1 + · · ·+ φipiYt−pi + σitεt) · I (ci−1 ≤ Yt−d + ηt < ci) , (8)
where εt ∼ IID(0, 1) and ηt ∼ IID(0, σ2η) are independent random processes, and
σ2it = σ
2
i + βi1σ
2
i,t−1 + · · ·+ βiriσ2i,t−ri + αi1U2i,t−1 + · · ·+ αiqiU2i,t−qi ,
with Ui,t = Yt − νi − φi1Yt−1 − · · ·− φipiYt−pi or Ut = Yt −
Pm
i=1 πit
¡
νi + φi1Yt−1 + · · ·+ φipiYt−pi
¢
as in Haas et al. (2004). The intervals [ci−1, ci), (c0 = −∞, cm =∞) define m regimes is the sample
space of Yt, and the generation mechanism of Yt changes when the value of Yt−d+ ηt shifts from one
regime to another.
We assume that εt and ηt are continuous, which implies the existence of density functions fηt(·)
and fεt(·), and their independence gives the conditional density function of Yt with respect to its own
past
ft−1(yt) =
mX
i=1
1
σit
fεt
µ
yt − νi − φi1yt−1 − · · ·− φipiyt−pi
σit
¶
πit, (9)
where
πit = P{ci−1 − yt−d ≤ ηt < ci − yt−d} = Fηt(
ci − yt−d
ση
)− Fηt(
ci−1 − yt−d
ση
),
with Fηt(·) the cumulative distribution function of ηt. These probabilities πit are called mixing
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proportions.9 Clearly the conditional distribution of the MAR-GARCH model is a mixture of m
distributions defined by the distribution of εt.
Various MAR models have been considered in the literature. Le et al. (1996), Wong and Li (2000)
and Wong and Li (2001b) assume that the regime shifts are solely determined by the exogenous
process ηt so that Yt−d is not included in the indicator function. Then the mixing proportions
are positive constants, not depending on the observed process. In other articles the regime shifts
are determined by a lagged value of the observed series, which can be desirable and, therefore,
the more general case (8) is presented. This type of approach is taken in Wong and Li (2001a),
Rahbek and Shephard (2002a), Rahbek and Shephard (2002b) and Zeevi et al. (2001). The univariate
MN-GARCH model of Haas et al. (2004) is a special case with exogenous regime shifts and no
autocorrelation structure in (8) (i.e. p1 = · · · = pm = 0). For this model, the conditional density is
obtained from (9) by setting appropriate parameters equal to zero.
In simulations we assume that εt ∼ NID(0, 1) and ηt ∼ NID(0, 1). This ensures the twice continu-
ously diﬀerentiable density assumed in Condition 3(3). By this assumption we have fεt(y) = φ(y) =
1√
2π
exp{−12y2} in (9) and the model is identifiable assuming it has m separate regimes (see, e.g.,
Yakowitz and Spragins (1968)).
Conditions 3(4) and 3(5) have to be assumed for most mixture models. This typically includes
an assumption that the model is geometrically ergodic. Suﬃcient conditions for strict and second
order stationarity of MAR models are obtained in Zeevi et al. (2001), Rahbek and Shephard (2002b),
and Saikkonen (2006). For weaker results, see Le et al. (1996), Wong and Li (2000), and Wong and
Li (2001b). Conditions 3(4) and 3(5) have been proved to hold for the ACR model of Rahbek and
Shephard (2002b), which in a univariate form is a special case of the MAR-GARCH model (8). For
the general MAR-GARCH model asymptotic properties of the MLE are so far not available.
4.2 Simulations
We report simulation results on the test statistics N∗1 ,N
∗
2 , A
∗
3,H
∗
3 , N1,N2, A3 and H3. In the simu-
lations, we consider the sample sizes 100, 250, 500, 750, 1000, 1500, 2000 and 10000, depending on
the model to be estimated. The sample size 10000 is supposed to represent the asymptotic distri-
bution. All results are based on 2000 replications. We report empirical rejection frequencies when
one considers tests at 10%, 5% and 1% significance levels. To avoid the initial value problem 200
extra observations were simulated and removed from the beginning of every sample. MLE’s of the
parameters of the considered models were obtained by the BHHH optimization algorithm with BH-
HHSTEP for step length calculation implemented via the constrained maximum likelihood code in
GAUSS Windows Version 5.0. The optimization tolerance level was set such that the gradients of
the parameters were less than or equal to 10−5. The number of iterations per estimation was limited
to 1000 and some restrictions were imposed on parameters to guarantee successful estimation. The
approximate covariance matrix of estimators was computed using the inverse of the cross-product
of the first derivatives, which is consistent and guarantees positive semi definite covariance matrix
estimates. After estimating the parameters of the model, the quantile residuals and numerical deriv-
atives for both the likelihood function and quantile residuals were computed by the gradMT routine
9This parameterization guarantees that ML estimates of πit are always between zero and one.
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in GAUSS. They were then used to compute values of the test statistics.
The optimization of the likelihood function of a mixture model can be diﬃcult. Therefore, start-
ing values for the estimation algoritm were chosen to be the actual parameter values. Further, the
simulations were restricted to models with exogenous mixtures that are easier to estimate. For some
of the considered models even this was not enough to ensure successful estimation for all realiza-
tions. Estimation diﬃculties included unidentifiablity of estimates and singularity of the estimated
covariance matrix of parameter estimates, which makes the computation of the test statistics impos-
sible. For small sample sizes there is positive probability that observations generated by a mixture
process stay in just one regime and, therefore, identifiability is lost. Thus, in some cases the number
of replications needed to get 2000 proper estimates was considerably larger than 2000. This may
reduce the reliability of the simulation study because, if there is something systematic in the data
sets discarded, the distributional properties of the simulated realizations may change. The actual
number of replications is notified below in the tables.
We study the ability of the considered tests to reveal misspecification with some relevant al-
ternatives. We do not adjust the tests for size distortions, since that cannot be done in empirical
applications anyway. All the tables of the simulation results along with the equations of the simu-
lated models are given in Appendix B. Tables B.1-B.4 give sizes for simple benchmark models. They
imply guidelines of size distortions in misspecified mixture models.
4.3 Size properties
Tables B.5a and B.5b give sizes for the simplest dynamic mixture model considered, MAR(2,1,0)σ.10
If the theoretical covariance matrix H is used, all tests are oversized, especially N1 and N2 (Table
B.5b). If an estimated covariance matrix Hˆ is used, the sizes improve for N∗1 , A
∗
3 and H
∗
3 , but the
normality test N∗2 becomes even more oversized. For larger sample sizes the impact of the choice
of the covariance matrix H becomes negligible and the sizes are close to their theoretical values in
all tests, except N1. Similar size properties can be found in Tables B.6, B.7, B.8 and B.9 for the
MAR(2,2,0)σ, MAR(2,1,0), MAR(3,1,1,1,0)σ, and MAR(3,1,0)σ-GARCH(1,1) models, respectively.
With these four models simulation results obtained for tests based on the theoretical covariance
matrix H are not reported. The performance of the benchmark models (Tables B.1-B.4) is similar
with the exception that also the autocorrelation test A3 is oversized for the linear AR(1) and AR(2)
models.
The normality tests N2 and N∗2 seem to suﬀer from being systematically oversized in small
samples, especially the tail sizes are underestimated. The normality test N∗1 works better in small
samples. It is less oversized, but tends to become undersized in larger samples. The normality tests
N∗1 and N
∗
2 behave rather nicely for the most complicated model, i.e. the MAR(3,1,0)σ-GARCH(1,1)
model. This is quite encouraging from the viewpoint of the empirical example.
Unlike in our simulations, normality tests of similar structure have been found undersized in
small samples e.g. in Bai and Ng (2005). The nonnormality of kurtosis in small samples was already
noted in Bowman and Shenton (1975), which explains partly the undersizeness of the normality tests.
Thadewald and Büning (2004) have shown that the Jarque-Bera test is conservative and they also
10 In models indexed with σ the standard deviation parameters σit are the same for all i and t in the MAR model
(8).
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point out that it behaves well for symmetric distributions, but poorly for asymmetric distributions.
Altogether these results state that none of the existing normality tests behaves well in small samples,
when used with nonlinear models. On the other hand, the test for autocorrelation behaves quite well,
and the test for conditional heteroscedasticity is reasonable in larger samples.
4.4 Properties under misspecification
The normality tests are capable of revealing misspecification when normal linear AR(1) and AR(2)
models are fitted to data generated by a MAR(2,1,0)σ process (Tables B.5a and B.5b). 11 Also
the heteroscedasticity tests have power against this type of misspecifications when the sample size
is large. The autocorrelation tests show no power in these cases. This is not surprising, however,
because linear AR(1) and AR(2) models are capable of describing the autocorrelation structure of the
MAR(2,1,0)σ model, but not capable of describing conditional heteroscedasticity of the MAR(2,1,0)σ.
The normality tests reveal the misspecification well also when normal linear AR(1) and AR(2)
models are fitted to data generated by a MAR(2,2,0)σ process, and fairly well when the MAR(2,1,0)σ
model is fitted to that data (Table B.6). The conditional heteroscedasticity test behaves well in all
cases, as well as the autocorrelation test in the case of the MAR(2,1,0)σ model. This is expected
because the MAR(2,1,0)σ model cannot adequately describe the autocorrelation structure of the
simulated MAR(2,2,0)σ data. Now the AR(1) model is also rejected for larger samples, which diﬀers
from the MAR(2,1,0)σ case. Again, the autocorrelation test A∗3 does not react when the AR(2)
model is fitted, but A3 has some power (not reported). This is not surprising, since in this case the
misspecification is not in the autocorrelation structure.
Next we consider data generated by the MAR(2,1,0) model. The fitted models are MAR(2,1,0)σ,
MAR(2,0,0) and AR(1) which have misspecifications in the conditional variance, autocorrelation
structure and employed distribution, respectively (Table B.7). The normality and autocorrelation
tests behave well in the MAR(2,1,0)σ case, and also the conditional heteroscedasticity test begins
to indicate misspecification in large samples. As expected, the autocorrelation test has the best
performance in the MAR(2,0,0) case. Note that already for a sample of 100 observations the rejection
frequency is 100% for the nominal 5% level (actual sizes (6.9% and 7.8%, respectively) found in
Table B.4). Test statistic H∗3 reveals misspecification in this case. In the case of the AR(1) model
it again happens that, while the normality and conditional heteroscedasticity tests behave well, the
autocorrelation test does not react to this type of misspecification.
The normality tests have power when a MAR(2,1,0)σ model is fitted to data generated by a
MAR(3,1,1,1,0)σ process (Table B.8) and for larger samples also the autocorrelation tests react. The
normality and conditional heteroscedasticity tests have power against AR(1), but, as expected, the
autocorrelation test does not.
WhenMAR(3,1,0)σ-GARCH(1,1) data are generated, the tests are studied by estimating MAR(3,1,0)σ,
AR(1)-GARCH(1,1) and GARCH(1,1) models that have misspecifications in the conditional variance,
employed distribution, and autocorrelation structure, respectively (Table B.9). The heteroscedastic-
ity and normality tests have some power, when a MAR(3,1,0)σ model is employed, and also the
autocorrelation test A3 shows some power (not reported). The tests do not seem to notice the mis-
11Note, however, that the rejection frequencies are not size adjusted. If a test is oversized, then its ability to reveal
misspecification is overestimated. This holds for almost all of our tests in small samples.
16
specification, when AR(1)-GARCH(1,1) is employed. All tests, but especially the autocorrelation
test, behave very well in the case of the GARCH(1,1) model.
As a whole these simulations show that for large samples (more than 1000 observations) the tests
have reasonable size properties and ability to show misspecification of the type they are designed for.
Therefore, when applied to financial time series data that are usually large, the tests can be expected
to behave well. In small samples especially the normality tests overreject.
5 Empirical example
To illustrate the use of our tests, we apply them to the monthly one-month German interest rate series
1972:9-2001:7 (T=342) examined in Lanne and Saikkonen (2003b). We refer to that paper for the
description of the data set and a discussion of the properties of the MAR-GARCH models estimated
therein. The estimates obtained in this paper are given in Table C.1 in Appendix C along with a
figure of the series (Figure 1). The estimates were computed as described in the previous section
with the assumption εt ∼ NID(0, 1) and ηt ∼ NID(0, σ2η). The mixing proportions are endogenous,
i.e., depend on yt−1.
The following Table 1 gives the p-values of test statistics derived in Section 3 for three models,
along with the value of the log-likelihood function and values of two information criteria AIC and
BIC. The latter are computed as AIC = 2 · k − 2 · lT and BIC = k · log(T − n) − 2 · lT , where
lT is the value of the maximized log-likelihood of the sample, k is the dimension of the parameter
vector, T is the sample size, and n is the number of needed initial values. Only tests computed using
estimated covariance matrix Hˆ are given, because according to our simulations, they are the more
reliable versions of the tests.
Table 1: P-values of test statistics for the German interest rate series in percentages.
model N∗1 N
∗
2 A
∗
1 A
∗
3 H
∗
1 H
∗
3 −l AIC BIC
AR(5)-
GARCH(1,1)
1 1 18 5 18 16 134 286 321
MAR(3,2,1)-
GARCH(1,1)
14 5 48 0 64 92 116 259 308
MAR(3,4,1)-
GARCH(1,1)
14 5 49 71 52 6 103 236 293
Notes: P-value 0 means a value < 0.5.
Tests with estimated Hˆ support the MAR(3,4,1)-GARCH(1,1) model, which is also favoured
by the information criteria. Note that as in previous section using a unimodal distribution, i.e.,
the AR(5)-GARCH(1,1) model, only the normality tests reject at 5% significance level. Figure 2
(in Appendix C) gives the histograms and normal probability plots of the quantile residuals of the
estimated three models. These diagrams indicate that the quantile residuals of the mixture models
are closer to being N(0,1)-distributed than the quantile residuals of AR(5)-GARCH(1,1) model.12
The autocorrelation test A∗3 indicates that the MAR(3,2,1)-GARCH(1,1) model is not adequate.
Figure 3 depicts the autocovariance functions of quantile residuals and squared quantile residuals
12The consistency of this procedure is not checked in this paper.
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of the two mixture models. Approximate 95% critical bounds based on the estimated covariance
matrix T−1ΩˆT with estimated Hˆ are denoted with plus signs for each lag. The autocovariance
function obtained from the MAR(3,2,1)-GARCH(1,1) model indicates a misspecification at several
lags, especially at lag 3. This is in accordance with the outcome of the test. The addition of two lags
has taken care of this problem, as can be seen from the autocovariance function obtained from the
MAR(3,4,1)-GARCH(1,1) model.
The autocovariance functions of squared quantile residuals show that the conditional heteroscedas-
ticity is adequately described by the MAR(3,2,1)-GARCH(1,1) model. In the MAR(3,4,1)-GARCH(1,1)
model the value of the autocovariance function at lag 3 is outside the 95% critical bound, which is
in accordance with rather small p-value of the test statistic H∗3 . Note that the sum of the GARCH
parameters in the mixture models (0.641 and 0.750) is much smaller than in the AR(5)-GARCH(1,1)
model (0.950) (for more details see Table C.1).
We also studied graphs of the quantile residuals of the three models (not reported). They looked
quite similar and did not show any marked inadequacies in the models.
Our diagnostic tests and related graphical methods clearly indicate that the mixture models pro-
vide better descriptions for the German interest rate series than the standard AR(5)-GARCH(1,1)
model. Therefore, the information given by the tests and figures supplements the information previ-
ously available by AIC and BIC.
The choice between the two mixture models might be based on the results of autocorrelation and
conditional heteroscedasticity tests. The autocorrelation test favours the MAR(3,4,1)-GARCH(1,1)
model, and the conditional heteroscedasticity test slightly favours the MAR(3,2,1)-GARCH(1,1)
model instead. In addition, one can also use Figure 4 that depicts the mixing proportions of these
models. The figure shows that the regimes are better identified by the MAR(3,4,1)-GARCH(1,1)
model, which has been considered as a desirable property (for more discussion, see Lanne and Saikko-
nen (2003a)).
6 Conclusion
Residual diagnostics are very useful in model evaluation in general. Excellent graphical tools are
available as soon as appropriate residuals can be obtained, that is, as soon as the residuals reflect
the theoretical properties of the assumed model. As pointed out in the paper, this is not the case
if Pearson residuals are used in models based on mixture distributions. Since mixture models are
already being used in practice, there is a need for residuals that can be properly used with them.
In this paper, we make use of so called quantile residuals that can be seen as generalizations
of traditional residuals. Under regularity conditions, we stated theoretical properties of quantile
residuals, and developed a general framework that can be used to obtain tests based on them. Unlike
in many previous papers, the framework derived takes estimation uncertainty into account. This
was implemented via a standard Taylor expansion of the likelihood function and a continuously
diﬀerentiable function of quantile residuals.
To illustrate how our framework can be used to obtain misspecification tests, we derived tests
for non-normality, autocorrelation, and conditional heteroscedasticity in quantile residuals. The test
statistics are simple to compute once the parameters of the model are estimated, and their application
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only requires the use of a conventional χ2 criterion. These tests are applicable for all models for
which quantile residuals are suited. This also includes models for which traditional residuals work.
In the paper, we focused on mixtures of AR-GARCH models that are examples of models for which
traditional residuals are not well suited. According to the simulation results and empirical example
of the paper, this approach provides a useful addition to model diagnostics.
A useful aspect of the theory provided in the paper is that it enables the use of traditional
graphical diagnostics. Normal probability plots and χ2−goodness—of—fit tests are not theoretically
studied in the paper, and form a topic for future research. Improving small sample properties of
the developed normality tests and extending the approach of the paper to multivariate models are
further topics to be addressed in future.
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A Appendix: Proofs
For the sake of completeness, the usual framework of a parametric model is stated and assumed
hereafter. Let (Ω,A,P) be a fixed probability space with a complete measure P and Yθ : Ω→ RT a
family of random variables indexed by the parameter θ belonging to the setΘ ⊂ Rk. Let (RT ,BT ,Pθ)
be the probability space induced byYθ . Then P = {Pθ : θ ∈ Θ} is a collection of probability measures
defined on BT , the Borel sigma-algebra of RT . The collection P can equally well be defined by the
cumulative distribution functions F (θ,y), P =©F (θ,y) : θ ∈ Θ, y ∈RTª , which is the definition in
the main text.
Proof of Lemma 2. Let Zt = Ft−1(θ0, Yt) and (z1, ..., zT ) ∈ (0, 1)T be fixed. Then for each zt
there exists yt (not necessarily unique) such that zt = Ft−1(θ0, yt) for all t = 1, ..., T. This follows
from the fact that the Ft−1’s are continuous. Define the quantile function
ϕt(zt) = inf {yt ∈ R : Ft−1(θ0, yt) ≥ zt}
as in Billingsley (1995), page 189. If Yt ≥ ϕt(zt), then Ft−1(θ0, Yt) ≥ zt, since Ft−1 is nondecreasing,
and if Ft−1(θ0, Yt) ≥ zt, then (right-)continuity gives Yt ≥ ϕt(zt). Therefore, Yt ≥ ϕt(zt) is equivalent
to Ft−1(θ0, Yt) ≥ zt, and
Yt < ϕt(zt)⇔ Zt = Ft−1(θ0, Yt) < zt. (10)
The definition of the quantile function gives Ft−1(θ0, ϕt(zt)) ≥ zt and, for every ε > 0,
Ft−1(θ0, (ϕt(zt)− ε)) < zt.
Therefore, Ft−1(θ0, ϕt(zt)−) ≤ zt. This implies
Ft−1(θ0, ϕt(zt)−) ≤ zt ≤ Ft−1(θ0, ϕt(zt))
and, by the continuity of Ft−1,
Ft−1(θ0, ϕt(zt)−) = Ft−1(θ0, ϕt(zt)) = zt. (11)
Now,
F(Z1,...,ZT |Y0)(z1, ..., zT |G0) = P(Z1 ≤ z1, ..., ZT ≤ zT |G0)
= P(Z1 < z1, ..., ZT < zT |G0)
= P(Y1 < ϕ1(z1), ..., YT < ϕT (zT )|G0)
=
TQ
t=1
Ft−1(θ0, ϕt(zt)−)
=
TQ
t=1
zt.
The second equality follows from continuity of Ft−1. The third equality uses (10), the fourth (1),
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and the fifth (11). This proves that Z1, ..., ZT are independent (conditional on Y0)13 and each Zt ∼
Uniform(0, 1). Since Φ−1 is continuous, it is measurable, andR1,θ0 , ..., RT,θ0 , whereRt,θ0 = Φ
−1(Zt) =
Φ−1 (Ft−1(θ0, Yt)) , are independent as measurable mappings of independent random variables. Clearly,
Rt,θ0 ∼ N(0, 1) for each t, and therefore,h
R1,θ0 · · · RT,θ0
i0
∼ N(0, IT ).
Since the mapping Ft−1 : Θ× R → (0, 1) is continuous with respect to θ, the Continuous Mapping
Theorem (see for example van der Vaart (1998), page 7) and Condition 1(3) together imply that
Ft−1(bθT , yt) P→ Ft−1(θ0, yt) whereas the continuity of Φ−1 : (0, 1)→ R yields
Φ−1
³
Ft−1(bθT , yt)´ P→ Φ−1 (Ft−1(θ0, yt))
for each yt ∈ R and t. Since
Rt,bθT = Φ−1
³
Ft−1(bθT , Yt)´ P→ Φ−1 (Ft−1(θ0, Yt))
for each t fixed,
h
R
1,bθT · · · RH,bθT
i0 W→ N(0, IH) for H < T fixed.
The independence of Rt+k,θ0 and {Y1, ..., Yt} (again conditional on Y0) for k ≥ 1 follows easily using
the results above: Let k ≥ 1, Z = Ft+k−1(θ0, Yt+k) and z ∈ (0, 1) be fixed, then using (10) and (11)
we get
F(Y1,...,Yt,Z|Y0)(y1, ..., yt, z|G0) = P(Y1 ≤ y1, ..., Yt ≤ yt, Z ≤ z|G0)
= P(Y1 < y1, ..., Yt < yt, Z < z|G0)
=
tQ
i=1
Fi−1(θ0, yi) · Ft+k−1(θ0, ϕ(z)−)
=
tQ
i=1
Fi−1(θ0, yi) · z.
This gives independence of {Y1, ..., Yt} and Z. Therefore, Rt+k,θ0 = Φ−1(Z) and {Y1, ..., Yt} are
independent for any k ≥ 1.
The proof of Theorem 4 is based on the following Lemma. Note that from Conditions 3(4) and
3(5) it follows that for all θ˜T∈NT,cµ
1√
T
ST (θ0) ,
1
T
BT (θ˜T )
¶
W→
³
I(θ0)
1
2Z, I(θ0)
´
. (12)
Lemma 8 Under Condition 3 there exists a sequence of local maximizers bθT such thatn√
T (bθT − θ0)o
T∈N
is bounded in probability and
√
T (bθT − θ0)− £ 1TBT (θ0)¤−1 1√T ST (θ0) P→ 0.
Proof of Lemma 8. The proof follows from Theorem 1 and Theorem 2 in Basawa and Scott
(1983), pages 56-59, with obvious simplifications for the ergodic case of this paper.
Proof of Theorem 4. Follows from equation (12) and Lemma 8 using Slutsky’s Lemma14.
13This remark holds for every independence proven in this paper and is hereafter omitted.
14Slutsky’s Lemma: If (Xn, Yn)
W→ (X,C) for a constant C, then Y −1n Xn
W→ C−1X, provided C 6= 0. Further, if
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Proof of Theorem 6. Since lim
T→∞
P(bθT 6=∞) = 1, it is assumed that bθT 6=∞.
According to Lemma 8, for every ε > 0 there exist c0 and T0 such that P(bθT∈NT,c0) > 1 − ε for
all T > T0. By Condition 5(3) 1T
TP
t=1
∂
∂θ0 g(Rt,θ˜T )
P→ G for all θ˜T∈NT,c and c > 0, and therefore
1
T
TP
t=1
∂
∂θ0 g(Rt,bθT ) P→G.
Conditions 5(1), 5(2) and the Mean-Value Theorem imply
1√
T
TX
t=1
g(Rt,bθT ) = 1√T
TX
t=1
∂
∂θ0 g(Rt,θ˜)(
bθT − θ0) + 1√
T
TX
t=1
g(Rt,θ0), (13)
where ∂∂θ0 g(Rt,θ˜) =
h
∂
∂θ g1(Rt,θ˜(1)) · · ·
∂
∂θ gn(Rt,θ˜(n))
i0
is a (n× k) Jacobian-matrix with R
t,θ˜(j)
=h
R
t,θ˜(j)
· · · R
t−m+1,θ˜(j)
i0
, θ˜ = (θ˜(1), . . . , θ˜(n)), and
°°°θ˜(j) − θ0°°° < °°°bθT − θ0°°° for each j = 1, ..., n.
Since
1
T
TX
t=1
∂
∂θ0 g(Rt,θ˜) · oP (1) = oP (1),
equation (13) and Lemma 8 give
1√
T
TX
t=1
g(Rt,bθT ) =
·
1
T
TP
t=1
∂
∂θ0 g(Rt,θ˜)
£
1
TB(θ0)
¤−1
In
¸

1√
T
ST (θ0)
1√
T
TP
t=1
g(Rt,θ0)

+ oP (1).
Conditions 3(4) and 5(3) ensure that·
1
T
TP
t=1
∂
∂θ0 g(Rt,θ˜)
£
1
TB(θ0)
¤−1
In
¸
P→
h
GI(θ0)−1 In
i
.
Finally, using Condition 5(4), Slutsky’s Lemma, and the fact that normality persists in aﬃne trans-
formations,
1√
T
TX
t=1
g(Rt,bθT ) W→
h
GI(θ0)−1 In
i
· Z,
where Z ∼ N(0,Σ) and
Ω =
h
GI(θ0)−1 In
i
Σ
"
I(θ0)−1G0
In
#
= GI(θ0)−1G0 +ΨI(θ0)−1G0 +GI(θ0)−1Ψ0 +H.
Xn
W→ X and kXn − Ynk P→ 0, then Yn W→ X. For proofs see for example van der Vaart (1998), pages 10-11.
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Lemma 9
∂
∂θRt,θ = [φ (Rt,θ)]
−1 ∂
∂θ (Ft−1(θ, Yt)),
where φ is the density of the standard normal distribution.
Proof. Let rt,θ = Φ−1(Ft−1(θ, yt)). The fact that φ(x) > 0 for all x ∈ R ensures that ddyΦ−1(y) =
1
( ddxΦ)(x)
= 1φ(x) , where x = Φ
−1(y), exists for each y ∈ (0, 1). This and Condition 5(2) give
∂
∂θi
rt,θ =
∂
∂θi
Φ−1(Ft−1(θ, yt))
=
h¡
Φ−1
¢0
(Ft−1(θ, yt))
i ∂
∂θi
(Ft−1(θ, yt))
=
£
Φ0
£
Φ−1(Ft−1(θ, yt))
¤¤−1 ∂
∂θi
(Ft−1(θ, yt))
= [φ (rt,θ)]
−1 · ∂
∂θi
(Ft−1(θ, yt)).
Since ∂∂θi rt,θ is continuous,
∂
∂θi
Rt,θ is a well defined random variable.
Remark 10 Random variables Rt,θ0 and
∂
∂θ0Rt−k,θ0 are independent for all k ≥ 1.
Proof. According to Lemma 9
∂
∂θRt−k,θ0 = [φ (Rt−k,θ0)]
−1 ∂
∂θ (Ft−k−1(θ0, Yt−k))
is measurable, and especially a measurable function of random variables {Y0, Y1, ..., Yt−k}. Lemma
2 c) gives the independence of Rt,θ0 and {Y0, Y1, ..., Yt−k} for all k ≥ 1, which implies the stated
result.
Remark 11 Random variables R2t,θ0 and Rt−k,θ0
∂
∂θ0Rt−k,θ0 are independent for all k ≥ 1.
Proof. R2t,θ0 is a measurable function of Rt,θ0 and
∂
∂θ (Ft−1(θ0, Yt−k)), [φ (Rt−k,θ0)]
−1 and Rt−k,θ0
are measurable functions of {Y0, Y1, ..., Yt−k} . The independence follows using Lemma 2 c).
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B Appendix
Table B.1: Rejection frequencies of tests when the data are generated from the AR(1) model,
Yt = 1.625 + 0.65Yt−1 + εt, εt ∼ NID(0, 1). The estimated model is AR(1).
N∗1 N∗2 A∗3 H∗3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
22.1 17.5 10.9
13.2 9.9 5.2
10.6 7.5 4.2
7.8 4.9 2.1
5.9 3.9 2.1
4.7 3.0 1.3
4.8 2.8 1.0
3.4 1.7 0.4
10 5 1
31.5 24.1 14.4
22.8 16.7 9.0
20.4 14.4 7.3
16.8 11.8 4.7
14.7 9.3 3.8
12.7 7.3 3.1
13.6 8.1 2.8
11.8 6.7 1.9
10 5 1
9.9 4.6 1.0
9.4 4.5 0.8
9.4 4.5 0.9
10.4 5.6 1.0
8.3 3.9 0.9
9.7 4.9 0.8
9.6 4.9 1.0
9.9 5.2 0.8
10 5 1
16.5 8.5 1.8
18.2 10.8 2.8
15.7 9.6 3.3
13.1 7.5 2.6
12.8 6.9 1.9
12.4 6.8 1.6
12.4 7.2 1.6
11.1 4.9 1.2
N1 N2 A3 H3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
16.3 14.8 13.4
16.3 14.2 11.8
13.7 11.6 8.9
11.4 9.6 7.4
9.8 8.1 6.5
8.6 7.4 5.2
8.8 6.8 5.5
5.4 3.9 2.6
10 5 1
14.3 11.2 8.3
12.7 8.6 5.2
12.4 7.7 3.7
10.0 5.7 2.2
11.2 7.0 2.3
10.4 5.4 1.8
10.8 6.0 1.7
10.7 6.0 1.4
10 5 1
21.0 17.5 13.5
18.6 14.9 11.4
19.7 15.4 11.5
20.2 15.0 10.0
17.7 14.0 10.3
16.2 11.5 6.5
15.5 10.8 5.6
11.2 6.2 1.5
10 5 1
15.5 11.8 8.5
12.5 8.4 4.8
11.7 7.1 2.7
11.3 6.5 2.0
11.2 6.1 2.0
10.4 6.3 1.7
9.8 4.8 1.3
10.4 5.1 1.0
Table B.2: Rejection frequencies of tests when the data are generated from the AR(2) model,
Yt = 1.625 + 0.65Yt−1 − 0.075Yt−2 + εt, εt ∼ NID(0, 1). Estimated model is AR(2).
N∗1 N∗2 A∗3 H∗3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
19.6 16.0 9.7
12.6 9.6 5.1
9.4 6.8 3.3
8.8 6.3 2.5
7.0 4.7 2.1
5.6 3.3 1.2
4.8 3.2 1.4
3.7 1.9 0.5
10 5 1
29.0 22.2 12.9
23.7 16.4 8.7
19.7 13.4 6.4
17.7 12.3 5.9
16.5 11.2 4.7
13.2 8.0 3.4
14.0 8.3 3.3
11.4 7.0 2.0
10 5 1
5.5 3.0 1.5
4.6 2.0 0.5
4.2 1.7 0.7
5.1 2.5 0.6
4.9 2.5 0.9
5.3 2.4 0.5
5.1 2.8 0.7
4.8 2.7 0.8
10 5 1
13.8 6.3 0.7
17.6 10.9 2.9
14.7 8.4 2.6
12.5 7.8 2.3
13.9 7.6 2.1
12.9 7.7 2.0
12.4 7.0 1.3
9.4 4.7 1.2
N1 N2 A3 H3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
14.9 13.8 12.7
15.4 13.0 11.2
13.6 11.6 9.6
13.1 11.1 8.3
10.4 8.9 7.2
8.9 7.4 6.0
8.3 7.0 5.7
6.5 5.2 3.7
10 5 1
15.6 12.3 9.4
12.8 9.7 6.3
12.5 8.0 3.9
11.1 6.1 2.7
12.4 7.1 3.0
10.5 5.8 2.2
10.8 6.3 2.4
10.7 5.5 1.3
10 5 1
24.1 21.9 19.6
22.0 19.7 18.3
18.6 16.4 14.5
16.4 14.1 12.0
17.0 14.5 12.2
15.5 12.7 9.6
12.9 10.4 8.1
7.8 5.8 3.4
10 5 1
13.1 10.5 7.0
13.5 9.8 5.3
11.7 7.6 2.7
9.8 5.7 1.8
11.1 6.3 2.2
11.1 6.1 1.8
10.5 5.7 1.6
9.0 4.8 0.9
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Table B.3: Rejection frequencies of tests when the data are generated from the GARCH(1,1) model,
Yt = 0.5155 + σtεt, σ2t = 0.03850 + 0.051(Yt−1 − 0.5155)2 + 0.820σ21,t−1, εt ∼ NID(0, 1).
Estimated model is GARCH(1,1).
N∗1 N∗2 A∗3 H∗3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
24.9 18.9 11.5
18.9 13.8 7.1
13.2 8.9 4.3
12.2 8.6 3.3
12.0 8.3 4.1
8.8 5.4 2.1
8.2 5.5 2.1
5.8 2.5 0.5
10 5 1
33.9 26.0 14.6
25.8 20.2 10.5
21.3 14.4 6.8
18.4 12.6 6.1
17.3 11.7 5.6
15.2 9.3 3.8
14.5 9.4 4.0
10.4 5.4 1.3
10 5 1
15.5 8.7 2.1
12.3 6.9 1.3
10.2 5.2 1.4
11.2 6.0 1.2
10.1 5.5 1.1
10.4 4.8 0.9
10.1 5.1 1.1
9.9 5.0 1.2
10 5 1
9.8 4.8 0.8
11.2 5.8 1.4
10.8 5.9 1.3
9.3 4.7 1.1
8.3 3.7 0.9
10.8 5.9 1.2
9.0 4.4 0.9
10.0 4.7 1.0
N1 N2 A3 H3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
26.3 24.9 23.2
25.9 23.2 20.6
23.8 21.5 18.8
21.4 19.4 16.3
21.2 18.6 16.3
18.9 16.8 14.2
20.0 18.0 14.8
11.6 9.5 7.7
10 5 1
14.7 10.7 8.5
13.6 9.5 5.8
11.8 6.8 4.4
10.9 6.5 2.6
12.0 6.6 2.2
10.7 5.6 2.0
10.2 5.3 1.5
10.0 5.5 1.4
10 5 1
15.3 9.8 3.6
12.1 6.9 1.7
10.6 5.3 1.3
11.4 5.8 1.2
10.4 5.7 1.1
10.7 4.8 0.9
10.1 5.1 1.2
9.8 4.8 1.1
10 5 1
17.3 15.0 13.4
15.8 13.9 11.9
16.9 14.3 11.2
16.2 13.3 10.9
14.4 11.9 9.5
15.8 12.2 9.4
15.5 12.3 9.2
13.8 10.2 6.4
Estimated model GARCH(1,1) with (sample size T) number of simulations:
(100)4008, (250)2624, (500)2218, (750)2092, (1000)2046, (1500)2015, (2000)2007, (10000)2000.
Table B.4: Rejection frequencies of tests when the data are generated from the MAR(2,0,0) model,
Yt = (0.50 + 0.75εt) · I(ηt > 0) + (2.75 + 1.50εt) · I(ηt ≤ 0), εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
Estimated model is MAR(2,0,0).
N∗1 N∗2 A∗3 H∗3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
19.9 14.8 7.5
18.5 13.6 7.3
16.4 11.7 5.9
14.8 9.9 5.1
12.6 8.5 4.0
11.5 7.3 2.7
9.2 6.5 2.9
5.7 3.0 0.8
10 5 1
18.5 13.2 6.4
17.3 12.4 5.7
15.6 9.9 3.8
14.4 9.6 3.6
14.3 9.2 3.2
14.7 8.7 2.9
12.9 7.3 2.3
11.6 5.9 1.5
10 5 1
13.7 6.9 1.6
10.2 4.6 1.4
11.6 5.9 1.3
9.8 4.6 1.2
9.6 5.3 1.0
9.5 4.1 0.7
10.6 5.7 1.3
10.6 5.4 1.2
10 5 1
17.2 7.9 2.2
14.7 9.6 2.9
14.8 9.5 3.3
13.0 6.9 1.8
13.6 7.7 2.2
12.5 7.0 1.9
13.0 7.6 2.1
11.4 5.6 1.3
N1 N2 A3 H3
T
100
250
500
750
1000
1500
2000
10000
10 5 1
45.3 44.7 43.8
44.1 43.5 42.4
39.5 38.4 37.4
39.0 38.2 37.1
35.4 34.3 33.1
33.0 32.0 30.2
32.6 31.5 29.4
24.2 23.0 21.3
10 5 1
16.6 16.2 15.3
18.1 17.9 17.3
24.3 23.2 22.1
23.2 22.0 20.8
24.4 23.0 21.8
25.3 24.0 22.0
25.1 23.5 21.9
23.3 19.6 16.9
10 5 1
13.8 7.8 2.6
9.6 5.0 1.4
11.5 6.3 1.3
9.7 5.1 1.2
9.6 5.2 1.0
10.1 4.3 0.6
10.9 5.4 1.2
10.8 5.5 1.2
10 5 1
14.4 11.7 8.5
12.5 8.7 5.6
12.7 7.9 3.7
10.8 6.9 2.5
10.5 6.8 2.3
9.9 5.3 1.3
11.1 6.1 1.6
10.4 5.5 1.1
Estimated model MAR(2,0,0) with (sample size T) number of simulations:
(100)2001, (250)2000, (500)2000, (750)2000, (1000)2000, (1500)2000, (2000)2000, (10000)2000.
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Table B.5a: Rejection frequencies of tests when the data are generated from the MAR(2,1,0)σ model,
Yt = (0.50 + 0.50Yt−1) · I(ηt > 0) + (2.75 + 0.80Yt−1) · I(ηt ≤ 0) + εt,
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N∗1 N∗2 A∗3 H∗3
MAR(2,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
24.0 19.1 11.3
18.5 14.0 7.9
14.6 10.6 5.7
12.8 9.0 4.6
11.9 8.2 4.0
10.4 6.7 2.7
10.6 6.6 2.5
9.2 5.0 1.6
10 5 1
30.2 23.7 14.4
25.0 19.1 10.5
20.7 14.8 7.4
18.1 12.7 6.3
17.4 11.7 5.5
15.4 9.8 3.8
14.5 9.3 3.4
11.5 6.7 1.5
10 5 1
10.1 5.0 1.1
10.2 5.2 1.1
10.6 5.5 1.0
10.3 5.3 1.1
10.0 4.9 1.1
10.2 4.9 0.9
10.5 5.3 1.0
9.5 5.1 1.1
10 5 1
16.8 8.9 1.7
17.4 10.4 3.3
14.9 8.7 2.5
14.1 8.3 2.6
13.8 8.3 2.7
12.5 6.9 2.1
11.9 6.4 1.6
11.2 6.1 1.5
AR(1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
99.4 99.0 97.0
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
99.5 98.9 89.5
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
5.3 1.8 0.3
5.5 2.6 0.4
5.1 2.5 0.3
4.8 1.9 0.2
5.4 2.8 0.4
4.7 2.5 0.3
5.6 2.8 0.7
5.6 2.6 0.6
10 5 1
1.8 0.6 0.1
13.4 6.1 0.6
38.0 21.8 5.4
62.8 46.4 18.0
80.2 69.5 37.7
95.2 90.7 69.4
99.2 97.5 88.9
100 100 100
AR(2) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
99.0 98.4 96.3
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
98.9 96.7 79.7
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
3.8 1.7 0.4
3.8 1.2 0.3
4.2 2.1 0.3
3.4 1.4 0.3
4.1 1.8 0.3
3.6 1.4 0.2
4.7 2.3 0.5
3.4 1.1 0.4
10 5 1
2.0 0.6 0
11.8 4.3 0.4
39.4 24.9 5.3
61.2 45.1 16.7
78.6 66.5 36.2
95.5 90.6 69.1
98.8 96.8 87.9
100 100 100
Estimated model MAR(2,1,0)σ with (sample size T) number of simulations:
(100)13365, (250)10337, (500)10007, (750)10000, (1000)10000, (1500)10000, (2000)10000, (10000)10000.
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Table B.5b: Rejection frequencies of tests when the data are generated from the MAR(2,1,0)σ model,
Yt = (0.50 + 0.50Yt−1) · I(ηt > 0) + (2.75 + 0.80Yt−1) · I(ηt ≤ 0) + εt,
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N1 N2 A3 H3
MAR(2,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
24.6 23.9 23.1
28.4 26.7 24.7
28.2 26.3 24.3
26.8 25.2 23.2
27.3 25.7 23.5
25.6 24.0 22.0
26.1 24.3 22.4
25.0 23.0 21.0
10 5 1
17.5 15.8 13.8
16.1 13.3 10.9
14.0 10.4 7.4
14.2 10.3 6.8
13.0 8.8 5.3
12.3 8.2 4.3
11.8 7.6 3.8
10.5 5.1 1.3
10 5 1
12.7 7.7 3.3
11.1 5.9 1.8
11.0 5.7 1.3
10.6 5.5 1.3
10.1 5.0 1.3
10.4 5.1 1.0
10.6 5.3 1.2
9.4 5.3 1.0
10 5 1
15.6 12.1 8.9
13.9 9.9 5.6
11.9 6.7 2.8
11.6 6.8 2.1
11.9 6.6 2.2
11.2 6.0 1.7
10.3 5.5 1.3
10.9 5.6 1.4
AR(1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
18.2 14.6 11.5
91.6 87.0 50.5
98.2 97.3 95.0
98.9 98.7 97.8
99.4 99.2 98.6
99.8 99.8 99.7
99.7 99.7 99.6
100 100 100
10 5 1
76.0 16.6 0.2
100 99.8 95.3
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
23.2 19.2 15.9
29.4 26.0 21.8
36.0 32.1 27.4
39.0 35.4 32.0
42.5 39.4 34.7
44.3 41.6 37.9
48.5 46.1 42.9
59.1 57.8 56.3
10 5 1
1.7 1.3 1.0
2.3 1.5 0.6
4.9 2.5 0.9
9.8 5.0 0.8
19.6 10.4 2, 1.
40.7 25.1 6.6
63.4 44.4 15.8
100 100 100
AR(2) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
18.2 14.1 11.0
90.5 83.3 44.2
98.0 97.3 95.3
99.3 99.0 98.1
99.5 99.4 99.2
99.8 99.7 99.5
99.8 99.8 99.7
100 100 100
10 5 1
62.6 9.0 0.3
99.9 99.7 93.4
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
23.9 21.1 18.7
21.5 19.3 17.3
18.7 16.8 14.8
15.9 14.3 12.6
16.1 14.6 12.9
13.4 11.9 10.6
13.0 10.9 9.7
2.3 1.5 1.0
10 5 1
1.8 1.4 1.0
2.0 1.3 0.4
5.0 2.4 0.7
9.8 4.9 1.2
19.0 9.8 2.2
39.4 22.9 6.0
62.6 43.9 15.6
100 100 100
Estimated model MAR(2,1,0)σ with (sample size T) number of simulations:
(100)13365, (250)10337, (500)10007, (750)10000, (1000)10000, (1500)10000, (2000)10000, (10000)10000.
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Table B.6: Rejection frequencies of tests when the data are generated from the MAR(2,2,0)σ model,
Yt = (0.50 + 0.50Yt−1 − 0.3Yt−2) · I(ηt > 0) + (2.75 + 0.80Yt−1 + 0.15Yt−2) · I(ηt ≤ 0) + εt,
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N∗1 N∗2 A∗3 H∗3
MAR(2,2,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
21.4 16.6 9.6
17.2 13.6 7.7
13.4 8.7 4.4
13.3 8.7 3.9
11.8 8.0 4.3
10.1 5.5 1.5
10.1 6.6 2.2
11.2 6.0 2.3
10 5 1
29.4 22.2 12.4
24.9 19.9 11.7
18.5 13.2 7.0
19.2 13.5 5.9
17.5 12.5 6.1
14.9 9.2 3.9
14.2 8.9 3.7
11.3 6.4 2.1
10 5 1
9.6 4.1 0.8
9.8 4.5 0.7
10.6 5.2 1.1
9.2 4.5 1.0
9.8 5.9 1.0
10.1 5.3 1.0
10.2 5.4 1.0
11.3 6.4 1.4
10 5 1
15.2 7.6 1.7
16.7 10.3 2.6
14.3 8.3 2.4
13.1 7.9 3.0
12.6 7.1 2.0
14.4 7.7 1.5
12.2 6.2 1.8
9.4 5.0 1.4
MAR(2,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
30.9 24.8 16.6
36.1 28.5 18.8
57.0 46.1 28.2
75.2 62.6 41.9
88.8 79.2 56.4
98.2 95.5 82.8
99.7 98.8 94.3
100 100 100
10 5 1
35.7 28.1 16.6
47.9 36.5 21.2
73.9 60.3 36.6
88.8 80.0 53.9
96.1 91.3 70.9
99.5 98.7 91.9
99.9 99.6 97.7
100 100 100
10 5 1
19.2 10.5 2.4
30.3 20.1 6.9
47.4 33.9 14.6
64.8 51.7 28.0
75.1 63.9 40.5
90.4 82.8 64.3
96.0 91.7 79.4
100 100 100
10 5 1
9.1 4.7 0.8
9.3 4.1 1.2
13.9 6.9 1.2
17.3 9.3 2.7
22.6 12.8 3.9
35.0 21.1 5.5
46.2 29.9 9.2
100 99.9 97.7
AR(2) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
89.9 87.2 80.3
93.1 91.3 86.9
96.4 94.9 92.1
97.6 96.9 94.8
97.7 97.4 95.9
98.5 98.0 97.0
99.3 99.2 98.5
100 100 100
10 5 1
91.7 87.2 72.9
95.6 93.7 89.5
97.7 97.1 94.2
98.6 97.9 96.5
99.0 98.3 97.1
99.1 98.8 97.9
99.6 99.4 99.0
100 100 100
10 5 1
1.9 0.7 0.3
1.9 0.6 0
1.8 0.9 0.2
2.0 0.9 0.1
1.5 0.5 0.1
2.4 1.0 0.2
1.6 0.6 0.1
1.1 0.4 0.1
10 5 1
49.0 28.8 6.6
99.5 98.5 91.0
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
AR(1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
91.8 88.8 82.5
94.8 93.3 89.7
96.9 95.7 93.0
98.3 98.0 96.6
99.3 98.7 97.7
99.6 99.4 98.7
99.8 99.7 99.5
100 100 100
10 5 1
94.7 91.8 82.3
97.3 95.3 92.0
98.6 97.8 95.2
98.9 98.4 97.6
99.7 99.4 98.6
99.8 99.7 99.3
99.9 99.8 99.6
100 100 100
10 5 1
10.4 5.7 1.0
16.9 10.0 2.2
24.9 16.7 6.3
35.4 23.6 8.8
42.6 30.7 14.8
60.3 47.6 26.1
71.4 60.8 38.3
100 99.9 99.9
10 5 1
54.9 34.5 8.0
99.5 98.6 90.8
100 99.9 99.6
100 100 99.7
100 100 100
100 100 100
100 100 100
100 100 100
Estimated model MAR(2,1,0)σ with (sample size T) number of simulations:
(100)2285, (250)2410, (500)2591, (750)2693, (1000)2749, (1500)2810, (2000)3001, (10000)3812.
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Table B.7: Rejection frequencies of tests when the data are generated from the MAR(2,1,0) model,
Yt = (0.50 + 0.50Yt−1 + 0.75εt) · I(ηt > 0) + (2.75 + 0.80Yt−1 + 1.50εt) · I(ηt ≤ 0),
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N∗1 N∗2 A∗3 H∗3
MAR(2,1,0) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
13.9 10.1 5.4
14.3 10.0 5.1
12.7 8.7 4.3
8.6 6.0 2.9
9.8 6.3 2.8
8.6 5.5 2.6
7.4 5.1 2.2
7.5 4.4 1.1
10 5 1
18.1 13.1 7.2
18.9 12.7 6.3
17.2 10.7 5.2
13.8 8.5 3.4
14.1 9.4 4.0
13.7 8.6 3.2
13.5 8.5 3.4
11.1 5.9 1.9
10 5 1
9.4 4.5 1.0
9.3 3.8 0.5
10.7 5.2 1.2
9.9 4.3 0.8
10.6 5.5 1.0
10.0 5.2 1.1
9.9 5.8 0.9
9.6 4.8 1.4
10 5 1
15.7 7.9 1.9
17.6 10.8 2.9
14.5 8.7 2.6
14.2 8.6 2.7
13.4 8.5 2.5
13.5 7.7 2.1
12.3 6.3 2.1
11.6 6.5 1.5
MAR(2,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
69.0 63.1 51.7
94.9 92.3 86.2
100 99.8 98.8
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
75.2 67.4 51.3
98.0 94.5 87.0
100 100 99.7
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
15.5 8.7 1.5
26.0 16.8 5.8
46.4 34.0 15.5
63.5 50.3 25.3
77.1 66.3 42.2
92.8 87.0 67.4
96.8 94.6 85.1
100 100 100
10 5 1
16.0 8.7 1.4
17.8 10.3 3.7
14.6 9.0 2.5
14.0 8.2 2.4
13.2 7.6 2.4
11.6 6.3 2.0
11.9 5.9 1.1
23.7 14.0 3.6
MAR(2,0,0) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
51.0 42.1 28.3
78.3 71.6 54.9
94.1 91.7 84.1
98.6 97.5 93.3
99.6 99.4 98.2
99.9 99.9 99.8
100 100 100
100 100 100
10 5 1
55.4 45.8 32.5
79.9 70.4 52.4
95.8 92.0 79.2
99.1 98.2 91.8
99.8 99.6 98.3
100 99.9 99.8
100 100 100
100 100 100
10 5 1
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
70.9 56.2 30.9
99.1 98.4 93.7
100 99.9 99.7
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
AR(1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
98.7 98.3 97.3
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
97.5 95.4 82.9
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
5.5 2.5 0.7
5.0 2.4 0.4
6.0 2.3 0.4
5.0 1.8 0.4
5.4 2.5 0.4
6.3 3.0 0.5
5.3 2.2 0.5
5.7 2.3 0.5
10 5 1
10.8 4.1 0.6
45.6 29.7 7.8
87.6 77.8 49.0
98.1 95.9 81.8
100 99.4 95.1
100 100 99.8
100 100 100
100 100 100
Estimated model MAR(2,1,0) with (sample size T) number of simulations:
(100)3607, (250)2302, (500)2045, (750)2008, (1000)2000, (1500)2000, (2000)2000, (10000)2000.
Estimated model MAR(2,1,0)σ with (sample size T) number of simulations:
(100)2969, (250)2138, (500)2008, (750)2001 (1000)2000, (1500)2000, (2000)2000, (10000)2000.
Estimated model MAR(2,0,0) with (sample size T) number of simulations:
(100)4689, (250)3252, (500)2685, (750)2492, (1000)2526, (1500)2477, (2000)2423, (10000)2197.
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Table B.8: Rejection frequencies of tests when the data are generated from the MAR(3,1,1,1,0)σ model,
Yt = (0.50 + 0.30Yt−1) · I(ηt > 0) + (1.75 + 0.60Yt−1) · I(−1 < ηt ≤ 0) + (3.0 + 0.85Yt−1) · I(ηt ≤ −1) + εt,
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N∗1 N∗2 A∗3 H∗3
MAR(3,1,1,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
10.3 6.7 2.5
11.4 7.8 3.7
11.9 7.6 3.4
9.2 5.7 2.9
9.7 6.5 2.5
7.5 4.7 1.8
7.2 4.6 2.1
6.2 3.7 1.1
10 5 1
15.4 10.0 4.4
14.5 9.2 3.4
15.9 9.6 3.0
15.2 8.1 2.7
14.7 9.1 2.8
13.5 7.7 2.2
13.2 7.5 2.7
11.1 6.0 2.3
10 5 1
9.4 4.8 0.9
8.3 4.4 0.7
8.6 4.2 1.1
9.8 4.5 0.9
9.9 5.0 1.0
9.5 4.9 1.2
11.0 6.2 1.3
9.8 4.4 1.1
10 5 1
14.4 7.7 1.2
18.8 11.9 3.4
15.7 10.4 3.8
16.6 9.7 3.1
14.0 7.4 2.1
11.7 6.2 1.8
13.0 7.4 2.5
10.6 5.2 1.3
MAR(2,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
32.7 27.1 18.1
49.1 41.7 30.1
70.7 63.7 50.1
82.7 77.0 63.7
93.5 89.0 77.4
99.1 97.5 90.9
99.9 99.5 98.2
100 100 100
10 5 1
42.3 35.2 21.6
63.1 54.5 39.5
83.2 76.6 63.4
91.4 87.1 76.3
97.1 95.1 87.8
99.5 99.1 96.1
99.9 99.8 98.9
100 100 100
10 5 1
10.8 6.0 1.2
13.7 7.3 1.1
18.0 10.5 2.8
24.4 14.4 3.6
30.9 20.7 6.7
38.7 26.9 11.1
49.7 36.7 16.8
98.6 97.5 90.9
10 5 1
14.3 7.1 0.9
16.8 10.4 3.2
15.1 8.5 2.7
14.3 7.4 2.1
12.8 7.0 2.0
11.4 6.5 1.5
12.1 6.5 1.4
10.8 5.5 1.5
AR(1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
68.8 62.3 50.1
90.3 86.5 78.7
99.1 98.7 96.6
100 99.9 99.9
100 100 99.9
100 100 100
100 100 100
100 100 100
10 5 1
79.0 71.2 55.6
95.1 92.4 85.7
99.7 99.5 98.6
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
6.6 3.4 0.7
5.2 3.0 0.7
5.0 1.9 0.3
4.5 2.3 0.6
4.3 2.2 0.3
4.6 2.5 0.7
4.5 2.2 0.2
3.9 1.7 0.2
10 5 1
12.9 6.2 1.1
27.7 16.0 3.2
55.7 38.9 13.4
76.0 62.1 31.1
87.5 77.5 49.4
98.1 95.6 82.3
99.7 99.2 94.2
100 100 100
Estimated model MAR(3,1,0)σ with (sample size T) number of simulations:
(100)2083, (250)2006, (500)2000, (750)2000, (1000)2000, (1500)2000, (2000)2000, (10000)2000.
Estimated model MAR(2,1,0)σ with (sample size T) number of simulations:
(100)2004, (250)2000, (500)2000, (750)2000, (1000)2000, (1500)2000, (2000)2000, (10000)2000.
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Table B.9: Rejection frequencies of tests when the data are generated from the MAR(3,1,0)σ-GARCH(1,1) model
Yt = 0.23 · I(ηt < −0.50) + 1.57 · I(−0.50 < ηt ≤ 0.75) + 3.14 · I(ηt > 0.75) + 0.83Yt−1 + σtεt,
σ2t = 0.06 + 0.82σ2t−1 + 0.16(Yt−1 − (0.23 · π1 + 1.57 · π2 + 3.14 · π3)− 0.83Yt−2)2,
π1 = P(ηt < −0.50), π2 = P(−0.50 < ηt ≤ 0.75), π3 = P(ηt > 0.75),
εt ∼ NID(0, 1), ηt ∼ NID(0, 1).
N∗1 N∗2 A∗3 H∗3
MAR(3,1,0)σ− GARCH(1,1) model estimated
T
500
750
1000
1500
2000
10000
10 5 1
10.5 6.6 2.4
9.6 5.6 1.8
8.7 5.3 2.0
9.4 4.7 1.2
7.7 4.4 1.6
6.3 3.9 0.9
10 5 1
11.3 6.7 2.4
11.9 7.7 2.5
11.9 6.6 2.3
12.4 7.5 2.2
11.6 6.0 1.7
10.5 5.9 1.6
10 5 1
9.8 4.5 1.3
9.6 4.5 1.0
9.8 5.5 0.9
10.2 4.3 1.1
9.3 4.8 1.0
11.0 5.3 1.1
10 5 1
11.0 5.7 1.3
9.8 5.0 1.1
10.1 5.3 1.3
11.3 5.8 1.4
10.3 4.8 1.5
10.4 5.1 1.1
MAR(3,1,0)σ model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
4.5 2.4 0.6
2.6 1.2 0.5
4.9 3.0 1.4
9.6 6.8 3.5
17.2 12.5 7.3
27.9 21.8 12.4
38.1 31.5 20.3
98.1 96.9 91.6
10 5 1
4.0 2.2 0.6
2.5 1.4 0.4
5.8 3.5 1.4
11.8 7.3 3.2
18.5 13.3 5.4
28.9 19.7 7.9
38.0 26.7 12.9
87.0 81.8 61.1
10 5 1
12.2 6.9 1.8
10.8 6.0 1.5
9.2 3.8 0.7
11.1 5.5 1.0
10.1 4.8 1.0
8.7 4.4 1.1
8.5 4.6 0.8
8.7 4.4 0.6
10 5 1
25.4 16.9 6.4
79.0 71.1 52.1
98.2 96.4 91.1
99.9 99.8 99.1
100 100 100
100 100 100
99.9 99.9 99.7
99.0 98.7 98.2
AR(1)-GARCH(1,1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
31.5 24.0 13.7
25.3 19.3 11.1
19.2 13.4 6.2
18.9 13.0 5.3
17.6 11.1 5.1
17.4 12.1 5.3
17.9 11.6 5.3
33.2 23.0 10.9
10 5 1
38.2 30.0 16.4
32.9 25.8 15.0
26.2 19.3 9.9
27.2 19.5 8.9
25.8 17.8 8.4
24.6 18.0 8.3
26.0 18.1 8.2
45.4 34.2 18.4
10 5 1
12.5 6.0 1.4
10.5 6.5 0.9
11.9 6.6 1.0
9.9 5.7 1.1
10.6 5.8 1.3
9.9 4.9 1.1
11.2 5.2 1.1
10.1 5.2 1.3
10 5 1
8.1 3.4 0.4
11.3 5.9 1.2
11.7 6.6 1.5
12.1 7.0 1.7
13.2 6.7 1.6
11.1 5.8 1.5
11.9 6.9 1.8
9.4 4.6 1.1
GARCH(1,1) model estimated
T
100
250
500
750
1000
1500
2000
10000
10 5 1
71.1 64.9 50.1
70.0 63.4 51.6
67.1 61.5 49.4
66.8 61.2 48.2
66.5 59.8 47.8
64.7 54.5 41.3
65.1 58.0 45.9
73.3 66.7 53.9
10 5 1
61.3 51.5 33.6
62.4 53.8 39.5
62.5 55.6 42.5
62.2 55.2 43.3
61.5 55.2 42.2
60.8 54.5 41.3
61.2 53.5 40.8
72.3 66.5 52.6
10 5 1
100 100 99.9
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
100 100 100
10 5 1
7.3 3.4 0.2
17.0 10.6 3.8
28.2 18.9 8.1
40.2 29.2 15.2
51.2 39.4 21.6
68.6 56.6 35.9
79.2 71.1 50.0
100 100 100
Estimated model MAR(3,1,0)σ-GARCH(1,1), with (sample size T) number of simulations:
(500)11336, (750)9043, (1000)7943, (1500)6547, (2000)5577, (10000)2819
Estimated model MAR(3,1,0)σ, with (sample size T) number of simulations:
(100)3856, (250)3402, (500)2920, (750)2759, (1000)2594, (1500)2472, (2000)2430, (10000)2312
Estimated model AR(1)-GARCH(1,1) with (sample size T) number of simulations:
(100)2459, (250)2021, (500)2000, (750)2000, (1000)2000, (1500)2000, (2000)2000, (10000)2000
Estimated model GARCH(1,1) with (sample size T) number of simulations:
(100)3032, (250)2338, (500)2100, (750)2038, (1000)2017, (1500)2002, (2000)2000, (10000)2000
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Figure 1: The German interest rate series.
C Appendix
Table C.1: Parameter estimates for the monthly one-month German interest rate.
ν1 c1 ν2 c2 ν3 σ1 σ2 σ3 ση
AR(5)-
GARCH(1,1)
0.127
(0.035)
0.148
(0.016)
MAR(3,2,1)-
GARCH(1,1)
0.006
(0.020)
3.049
(1.374)
−0.010
(0.040)
13.865
(2.608)
0.180
(0.151)
0.016
(0.011)
0.212
(0.030)
0.886
(0.188)
5.858
(2.048)
MAR(3,4,1)-
GARCH(1,1)
0.205
(0.037)
6.929
(0.525)
0.570
(0.070)
12.158
(1.085)
0.628
(0.328)
0.097
(0.014)
0.059
(0.025)
0.951
(0.255)
2.638
(0.558)
φ1 φ2 φ3 φ4 φ5 α1 β1
AR(5)-
GARCH(1,1)
0.979
(0.056)
0.101
(0.077)
0.171
(0.085)
−0.151
(0.080)
−0.126
(0.045)
0.315
(0.100)
0.635
(0.064)
MAR(3,2,1)-
GARCH(1,1)
1.059
(0.058)
−0.060
(0.058)
0.539
(0.108)
0.102
(0.058)
MAR(3,4,1)-
GARCH(1,1)
1.005
(0.059)
−0.080
(0.075)
0.188
(0.070)
−0.171
(0.046)
0.451
(0.091)
0.299
(0.077)
Note: We denote the parameters as in equation (8). The estimated standard errors are given
in the parenthesis.
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Figure 2: Histograms and normal probability plots of the quantile residuals of the estimated models.
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Figure 3: Autocovariance functions of the quantile residuals and squared quantile residuals of the es-
timated models divided by their approximate standard errors. The standard errors are obtained from
the estimated covariance matrix T−1ΩˆT with estimated Hˆ as described in Section 3. Approximate
95% critical bounds are denoted with plus signs for each lag.
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Figure 4: Estimated mixing proportions: lower, middle and upper regimes are marked with black,
grey and white, respectively.
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