This paper examines the impact of delays on human performance and human strategies when remotely navigating autonomous vehicles, and develops a robust human inspired delay compensation. Vehicles chosen for the study are ground autonomous vehicles which are allowed to stop, providing an instrumental feature that enables it to capture some important human behavior. The e ects of delay on human behavior when remotely navigating autonomous vehicles have been captured by a nonlinear model predictive (also known as receding horizon) controller. This study provides some insights into designing human in-the-loop systems for remote navigation of autonomous vehicles when the delays are not negligible. We o er a human inspired strategy for dealing with delay in a fully autonomous receding horizon controller which we show to be safe and convergent for bounded delays.
Introduction
Today there continues to be a proliferation of unmanned systems that have a remotely located human navigator. There is also a great deal of work being done to create fully autonomous systems capable of carrying out tasks or missions with no human supervision. The benefits of fully autonomous control are obvious; the need for humans is usually a result the fully autonomous controller lacking the robustness to handle all the uncertainties of the real world [7] . Our work, which looks at the impact of feedback delay on a human' s performance of a simple driving task, is at the intersection of these two control types. First we o er insight on the impact of delay on human remote control applications and second we o er a human inspired strategy for dealing with delay in a fully autonomous receding horizon controller. The main contributions of this paper are the detailed analysis of the impact of delay on the human operators, and the human-inspired controller formulation that is provably convergent for bounded delays.
Feedback delay is a serious issue for remotely operated systems, and has been extensively studied; a general method of dealing with time-delay between the human operator and a remote vehicle is to present to the human a forward predicted display of the system state 10, 17, 19, 20, 27] . Such schemes may reduce the impact that time-delay has on the human operators' performance, but the best way to mitigate the impact of delay is to actually reduce it. Developers face a choice between decreasing the maximum latency in their communication channels and increasing cost. In Table 1 we show a table of latency founded on the public internet. The public internet latencies are noted because it is easy to envision a human operator remotely navigating a vehicle on a connection with similar latency. It is noted in [20] that round trip communication to a satellite in orbit is about 0.4 seconds; this is relevant because some remotely piloted vehicles include satellite links in their communication networks.
In previous publications [4, 5] we have studied human performance in the context of other automatic controllers and used feedback delay as one of several independent variables that impact performance. Our ap-proach was to use the zero delay human path data to train a human-like automatic controller and then compare the success rate, completion time, and path similarity between the human' s and our human-like controller' s paths [4] . The delay was treated as an important independent variable that allowed us to inject regulated amounts of uncertainty into the system to see how the zero-delay trained controller would react or to see how the humans themselves would react. Herein we shift our perspective and consider the impact of delay explicitly on the human operators. Looking at all of the human data collected in [4] and considering only the independent variable of delay, we quantify its impact on human performance and human strategy. Therefore this work is based on the same experimental data used in [4] yet the focus and thus the analysis di ers from that provided in [4] . We also o er suggestions to the researcher and practitioners that can help them make design tradeo s and understand the impact of delay on their remotely navigated human in-the-loop systems. This paper is organized as follows. Section 1 is an introduction. In Section 2 we look at the e ect of delay on the human operator' s performance from five di erent perspectives. The analysis catalogues the impact of feedback delay on the human navigator' s performance and fits models to this interaction. For each of the five delay impact studies in Section 2, we provide a practical connection between the esoteric metrics we define and real world applications of interest to researchers and practitioners. In Section 3 we explore how human operators compensate for increasing feedback delay. We show that one technique humans use to cope with delay is simply stopping the vehicle; we quantify the impact of this strategy and consider its limitations. This provides inspiration for a method of dealing with feedback delay in an automatic controller. We apply this to the human-like receding horizon controller from [4] in Section 4, and provide a simulation example showing its e cacy. In Section 5 we o er concluding remarks.
Five Impacts of Delay on the Human Remote Operator
The human path data collected in [4] across three feedback delays was processed from five di erent points of view and the results are presented in the following sub-sections. In each case a metric was defined to capture the dependent variable of interest, then MatLab code was written to process the data according to the metric. The data was then analyzed using SYSTAT to determine the highest order of model fit that was statistically significant between the dependent variable and feedback delay. The analysis revealed linear or quadratic trends in the e ect of the feedback delay on the particular human performance metric. The dependent metrics that will be considered in the following five subsections are listed in Table 2 . The variables are noted as being discrete or continuous. A sample of the data produced by applying the metrics to each scenario is given in Table 3 . Each line of data shown in Table 3 corresponds to a particular human subject attempting a particular scenario [4] . A scenario is defined by a map-type, feedback delay settings, and initial conditions. For each scenario each subject was given the chance to drive the vehicle twice, thus generating two paths. The data for each line in Table 3 is a sum or average over the two paths generated by the human operator for that particular scenario.
Success Rate
The Average Success Rate is a measure of how successful the human operators were at completing the task without looking at any other type of performance indicator, thus a path that reaches the goal is successful even if it takes a very long time for the human to get there. This measure, shown in Column G of Table 3 , is an integer on the 0 to 2 scale, as there are two human attempts per scenario. Most human paths reach the goal, meaning that zeros are very rare in this column.
A path was deemed successful if it reached a threshold distance from the goal. This is clearly seen by examining the human path data; consider Figure 1 which shows a zoomed-in view of the goal region (taken from [4] ). Notice that the paths are terminating not at the goal but when they reach a set distance from the goal.
The Average Success metric is plotted versus Feedback Delay in Figure 2 . The figure shows only a seemingly 'few' data points. This is because the dependent variable can only take 3 values so the data is "stacked" on itself. Also shown in Figure 2 are the linear and quadratic models that minimized the least square error of the residuals. It is worth noting that the quadratic fit is passing directly through the mean completion values for each delay. These means appear as black dots in Figure 2 . A polynomial regression of order 2 on success rates as a function of delay was run using SYSTAT and we select the highest order model that is statistically significant (p<.05) as our fit. The regression results showed that the standardized coe cient for the linear term was r=-.58, t(30)=-4.08, p<.001. However, the standardized coe cient for the quadratic term was r=-.21, t(30)=-1.44, p=.16, suggesting that we did not find a significant quadratic trend in the data. Thus we have a linear relationship between Feedback Delay and Success Rate.
Implication of Success Rate
The practical implication of this result is that if the task is primarily a "reach the goal" task and if time to reach the goal or path to reach the goal are less important, then feedback delay should be assumed to have a linear impact on the degradation of the operator' s performance. If a tradeo between cost to reduce Feedback Delay and Average Success Rate is being made (for instance when selecting hardware or setting specifications) then the relationship to use is linear.
Average Completion Time
The Average Completion Time is a measure of how long it takes on average for a human operator to complete the task. This was measured as the average time for the human operators to drive to the goal for paths that reached the goal for each scenario. This metric measures time from the first command until the path reaches the goal and includes any time that the operator may have spent with the vehicle at rest during completion of the task. This dependent variable is continuous and measured in seconds. A sampling of this data is shown in column H of Table 3 . Figure 3 shows the Average Completion Time data for all three values of Feedback Delay. Notice that the continuous nature of the data means that it is spread out into a "stripe" at each value taken by the discrete Feedback Delay. The black dots show the mean value of Average Completion Time for each Feedback Delay. The regression fitted models are also shown; red for the linear model and blue for the quadratic model, which again passes through the black 'mean value' dots. A polynomial regression analysis of order 2 on average completion time as a function of delay showed that the standardized coe cient for the first order term is r=.78 (t(30)=14.7, p<0.001) and the standardized coecient for the second order term is r=.26 (t(30)=2.5, p<0.05). Since the coe cient for the second order term was significantly above zero, we conclude that the average completion time is a super-linear function (at least of order two) of the delay.
Implication of Average Completion Time
From a practical point of view, this relationship means that if completion time is important, say for a delivery task, then the impact of increasing feedback delay will have a super linear impact on the human operator' s performance. The quadratic nature of the relationship can be used to make design tradeo s between the cost of decreasing the Feedback Delay and the impact of longer completion times.
Figure 4. A top view of the human operator path data for Map 4 divided by time delay. Green is zero delay, blue is 0.2 seconds of delay and red is 0.4 seconds of delay. Notice that the paths become spread out as Feedback Delay increases. This is quantitatively captured by the Average Path Error metric.

Average Path Error
The Average Path Error metric is a measure of variability between the paths chosen by individual human operators and median paths selected from the set of all paths produced for zero delay by all operators. The metric is a measure of how 'spread out' the paths are in relation to a median or central path. Figure 4 shows human paths on Map 4 for zero delay, 0.2 seconds of delay and 0.4 seconds of delay. Figure 5 shows the average path error for the paths on each map. The measurement of path error is taken using the technique outlined in [4] . The mean values are again shown by black dots; the red line shows the linear fit and the blue line, the quadratic fit. A polynomial regression analysis of order 2 on path error as a function of delay showed that the standardized coe cient for the first order term is r=.86 (t(30)=9.11, p<0.001) and the standardized coe cient for the second order term is r=.01 (t(30)=.15, p=0.879). Thus the coe cient for the quadratic term is not statistically di erent from zero, and we conclude a linear relationship between path error and feedback delay.
Implication of Average Path Error
The Average Path Error metric is relevant for tasks where repeatability of a path is important. If it is desirable for the operators to create multiple paths that lie close to each other, then minimizing the path error relative to the median of the bundle from which it is drawn is relevant. A scenario where this might make a di erence would be if many robots (or many passes by a single robot) had to be made through an environment where the robot' s presence would be disturbing -say to arctic tundra or forest root systems, or possibly a crime scene. This met- ric would be related to the overall footprint of many paths combined. If minimizing the overall footprint is important, the practitioner designing a human in the loop system should consider the delay impact on footprint size as a linear relationship.
Number of Stops
The Number of Stops metric, listed in Column J of Table 3 as a sum across both paths for a given subject on a given scenario, is the number of times the vehicle comes to a complete halt. This occurs when the operator moves the forward/backward axis of the joystick to neutral and gives a zero velocity command to the vehicle. A stop is measured only on the velocity axis, and in many cases the operator will choose to execute a turn while the vehicle is stopped. A stop is considered to have ended when the vehicle resumes forward motion. Why human operators choose to stop will be studied in Section 3. We only count stops that occur during the course of the trail which happen at least 1 second after the first command is given at least 0.5 seconds before the path terminates. This is done to allow for the before and after stop processing of data presented in Section 3.1. Figure 6 shows pictures of the same human operator path data that was presented in Figure D but from the profile view. The stopping data as a function of delay is shown in Figure 7 . The Number of Stops is a discrete variable taking only integer values. As such, each green data tick on the chart frequently corresponds to several paths for that value of delay which had the given number of stops. The black dots show the averages for each delay. A polynomial regression with order 2 was run on the number of stops as a function of delay. The standardized coe cient for the first order term is r=.66 (t(30)=4.97, p<0.001). The standardized coe cient for the quadratic term is r=.22 (t(30)=1.68, p=0.103), suggesting that the e ect of Feedback Delay on the number of stops should be considered linear.
Implication of Number of Stops
If the practitioner is designing the system for a task where coming to a complete stop should be avoided, the tradeo between feedback delay and stopping likelihood should be considered as linear. Such a task may be battlefield navigation, where coming to a complete stop might allow an enemy to lock onto the vehicle or designate it for a weapon suitable for use only against static targets. If the human operator is driving the lead vehicle in an otherwise automated convey, such a stop would put the entire convoy at risk. Likewise for the convoy task, frequent stopping and starting will also put a strain on the control system responsible for maintaining safe vehicle separation. Even in convoys that are string stable stopping and starting the lead vehicle may create an undesired ripple e ect in the separation distance for following vehicles.
Average Heading Error
The Average Heading Error for a vehicle path is computed by summing the heading error for every point along the path, after the first second until the end of the trial, and dividing by the number of points (see Figure 8) . The Heading error is a positive continuous value from 0 to πradians.
The Heading Error for each point was averaged across both paths for a given scenario. The Heading Error is plotted in Figure 9 . The independent variable is again Feedback Delay. The Heading Error for individual scenarios is plotted using green dots. Notice that the data is spread out as the dependent variable is continuous. The linear and quadratic models after fitting are shown in the figure as red and blue lines respectively. The black dots show the mean values for Heading Error for the three Feedback Delays. The polynomial regression analysis shows no justification for fitting a model of order higher than linear. The standardized coe cient for the first order term is r=.77 (t(30)=6.6, p<0.001) while the standardized coe cient for the second order term is r=.03 (t(30)=.29, p=0.772).
Implication of Average Heading Error
Large Heading Error could result from several types of behavior. For instance, a path that zigzags toward the goal, or a path that spirals toward
Figure 9. Average Heading Error data is plotted as a function of Feedback Delay in green. The linear model is shown in red, the quadratic model in blue. The black dots show the mean value for Average Heading Error for each of the three values of Feedback Delay that were tested.
the goal would both have very high average Heading Error. Heading Error is also a function of obstacle type and map configuration, but this e ect is canceled in our analysis because the same set of maps and obstacles are considered for each delay. For zero delay, we are getting a baseline for the set of maps and obstacles. For the other delays, we are seeing an increase in heading error. If the task for which a human in the loop control system is being designed is highly dependent on heading, such as collecting video footage with a camera mounted to the vehicle, then higher delay should have a linear impact on the degradation of task performance.
How Do Humans Cope with Feedback Delay?
There is a long and rich history of studies seeking to quantify how humans acting as controllers cope with delay. Following are a few references where human response to delay while trying to, follow a virtual path [1] , control a vehicle [2, 9, 21] , perform basic motor function [18, 28] such as writing [29] , performing a tracking task [8] , positioning a computer mouse [22] , are studied. In the previous section, we catalogued the interaction between feedback delay and five dependent metrics of human performance as either linear or quadratic. Now we ask a behavioral question about how humans compensate for increasing feedback delay. During the course of this study we began to notice a recurring trend: human operators who were frustrated or who seemed to have lost control would release the joystick and allow the vehicle to come to rest. We found other researchers who made similar observations for a feedback delayed positioning task: "Six of the seven subjects spontaneously adopted the move-and-wait strategy on the first session, and when asked afterward how they coped with the delay each described the strategy su ciently well to make it clear that it was consciously evolved and applied." [12] Our own experimental observations that humans stop to regain control of the vehicle, became our hypothesis. To test this hypothesis rigor- ously we chose to use a modified version of the heading error metric as a measure of operator control. The modified metric looked at heading error before and after each stop, not the average heading error over the entire path. Of all the metrics considered in Section 2 this metric was attractive to us because it could give precise information about the human behavior just before and after a stop. Defining what it means for the human operator to be 'in control' at any given instant is tricky. This would be easy if we asked, "has the vehicle crashed" but in this case we are looking explicitly at paths which ultimately reach the goal, meaning they do not crash. It thus seems reasonable that large instantaneous heading error represents less control than small heading error. Thus in the following section we equate heading error with the human navigator' s level of "control". We measured the heading error for 0.5 seconds before the operators choose to quit moving forward and compared this to the heading error in the 0.5 seconds after they began moving forward again. This work is reported in Subsection 3.1. In Subsection 3.2 we report ANOVA on the heading error data that shows heading error is significantly less after stops compared to before stops, suggesting that the stopping action is helping operators to regain control.
Analysis of Heading Error Before and After Stops
To analyze before and after stop heading error, data was collected by looking at each stop and computing the average heading error before the stop and after the stop. A stop was included for analysis if there was at least 1.0 seconds of data before the stop and 0.5 seconds of data after the stop. This is a natural requirement since the window size is fixed. The need for more data before a stop is related to feedback delay. For a delay case of 0.4 seconds, the vehicle will actually come to rest 0.4 seconds after the operator stops giving commands. To make the analysis relevant to the conditions that were occurring just before the stop command was issued, we look back in the data 0.4 seconds to 0.9 seconds (see Figure 10) . The data presented in Columns L & M of Table 3 for the Before and After Windows is the average Before Window heading error for that subject and scenario for the two trials and the average After Window heading error for the same two trials. The data for each stop (not averaged 
Significance of the stopping behavior
A 3 (delays) X 2 (window) ANOVA was run on the heading error that showed a significant e ect of the window (before and after the stop), a significant e ect of delay, and an interaction (meaning the error reduction after the stop is larger as the delay increases). Table 4 shows the results, Figure 14 shows the interaction. The significant e ect of stops on the level of human control leads us to conclude support for the hypothesis that stops are indeed being made for the purpose of regaining control. From the interaction of the two trends, we see that as delay increases, the benefit from stopping increases as well. We believe this is because a stop is basically a mechanism of regaining control, and thus the After Window heading error (which represents return to control) does not rise as fast as the Before Window heading error for increasing Feedback Delay. A stop aids in regaining vehicle control by purging past delayed commands from the command cue. Once all commands in the cue are zero the operator can be confident that the next command they issue will be executed relative to a vehicle state that they know (the one at rest). Similar explanation is given in [12] . In the case of this experiment, it is important to note that the humans are navigating a kinematic vehicle. Thus the x-y path followed is invariant to zero commands issued along the way; this is explained more fully in Section 4.
Mitigating Delay in the Receding Horizon Controller
The impact of time-delay on controllers in general has been studied in [11, 14, 15, 23, 24, 31, 32] , and model predictive or receding-horizon control [3, 13, 16, 25, 26, 30 ] is known to be well suited to handle delays and thus chosen in our study. We have shown that humans cope with the increased delay by bringing the vehicle to rest more and more often as Feedback Delay increases. This inspired us to apply the same stop-to-regain-control strategy to a receding horizon controller. In this section, we show how a strategy similar to the humans can be captured by adding constraints to the human-like receding horizon controller formulation. We will build upon the receding horizon controller and stability results presented in [4] . From the experiments in [4] we saw that introducing feedback delay results in loss of the convergence guarantee for the receding horizon controller. Herein we highlight the human inspired method of mitigating the e ect of feedback delay which results in a return to the safe guarantee goal convergence that was shown for no delay systems in [4] . Simulations are provided showing the e cacy of the method. Figure 15 shows the receding horizon controllers overall relationship to the vehicle and obstacle map. The objective function for the human-like receding horizon controller was populated with three weighting terms called [4] ] Obstacle Avoidance, Speed Limit and Stop to Turn. In [4] great care was taken to design these terms and arrive at the values for their weighting parameters. The final step of computing the command sequence is accomplished using the PATTERNSEARCH algorithm in MatLab.
Impact of Delay on our Human-Like Receding Horizon Controller
During a delay of d seconds, leftover commands from the previous solution horizon computed by the receding horizon controller are being executed by the vehicle. Figure 16 shows how this occurs. For the purpose of this work, we define p as the di erence n -d. This is shown in Figure 16 . Figure 16 shows the delay in the feed forward path; if the vehicle and the map are time invariant (as they are in [4] ), feed-forward and feedback delays will result in identical vehicle paths that are time shifted from each other by the amount of the total delay. For easer conceptualization of this human inspired compensation strategy we imagine and simulate the delay in the feed forward path. An important invariance property of the unicycle model used in the experiments reported in [4] needs to be mentioned. The vehicle model is first order and purely kinematic. This means that if a command string, say [u1, u2, u3] , will move the vehicle from point A to point B, then any command string with the same order of commands which includes zero commands will result in the same movement from A to B along the same path. For instance, [u1, 0, u2, 0, u3] or [0 0 0 u1 u2 u3] will both result in movement along the same path from A to B, see Figure 17 . The di erence among the paths created by the three sample command strings above will be noticed only in their velocity profiles. This invariance of the x-y path to inserted zero commands is exploited by the human operators and by our human inspired coping strategy. In the real world, the assumption that a vehicle is purely kinematic will be reasonable if the vehicle has low mass or low speed or overall low momentum.
Robust Human Inspired Delay Compensation
If an over bound for the delay is known then by a modification to the receding horizon controller formulation, all feasibility and convergence guarantees originally given in [4] can be recovered for any delay less than the bound. The tradeo is worse performance as the vehicle must make frequent stops. The explanation that follows leaves out details which can be found by consulting [4] .
Let the delay d, be over bounded by q ∆ twhere q is an integer number of sample time steps:
We add one additional constrain to the receding horizon controller formulation (previously developed in [4] ):
We will also modify the contractive constraint from [4] to be:
Other than these two modifications, the receding horizon controller will be identical to the controller presented in [4] .
The new constraint (1) causes a pause for q steps at the end of each execution horizon. This pause ensures that any commands which are held by the delay and executed later will be zero, and any delayed commands executed on the present horizon will also be zero. These commands are represented by the gray bar in Figures 16 & 18 . The new contractive constraint (2) ensures that the error contracts during the next execution horizon. The di erence between this contractive constraint (2) and the previous contractive constraint in [4] is the range of the max on the left-hand side. In reality, due to (1), the terms eliminated by the new shorter range {0 to p} will be zero, thus the old constraint with the range from {0 to n} would have su ced. The new formulation of the constraint in (2) makes it clear that contraction must occur during the execution of the non-zero commands. The result of the human inspired constraint (1) is that while the vehicle may not move when expected, the resulting motion will be exactly the same as the receding horizon controller predicted so long as the delay is less than the bound, Figure 18 . This works because the path produced by our vehicle model is invariant to zero magnitude commands. Thus, the guarantees for collision-free error-contracting behavior from [1] still hold. Figure 19 shows how the new constraint (1) a ects the vehicles path. We show by simulation example how the new constraint works. Using the human-like receding horizon formulation without delay compensation from [4] we show that for increasing delay the path becomes progressively more erratic, as displayed in Figure 20 . The paths generated with the new re-formulated constraints (1 & 2) included in the receding horizon control formulation are shown in Figure 21 . Here we chose q ∆ t = 0.5 seconds. Notice in Figure 21 that for 0.4 seconds the path is identical to the path for 0.0 seconds delay. This is because both of these delay values satisfy d < q ∆ t.
The drawback of this method is clear. Constraint (1) leads to frequent stops. It is these stops that purge error from the vehicle control loop and which represents a "miniature" version of the human strategy which called for stops when the heading error was large. In this human inspired strategy the controller stops at regular intervals before it loses control. Thus the strategy captured by constraint (1 & 2) is not identical to human behavior but similar in that stops are made to maintain control in the presence of delay.
Conclusion
In this paper we have shown the impact of delay on a human operator' s performance of a remote driving task. Our analysis is designed to allow a researcher or practitioner to draw conclusions about the impact of delay in their own applications. We further investigate why humans stop more frequently as delay increases, from the perspective of maintaining control. We o er references to other works which have looked at the same question, and we do unique analysis on our own experimental data that verifies our observations and conclusions about how humans use stops to cope with delay when the vehicle or task model is invariant to zero commands (kinematic). Finally we provide simple human inspired modifications to the human-like receding horizon controller originally presented in [4] , which result in an upper bound for delay, below which the safety and convergence guarantees developed in [4] hold. We show the value and drawback of this approach in simulation. 
