Abstract-The field of evolutionary dynamic optimisation is concerned with the application of evolutionary algorithms to dynamic optimisation problems. In recent years, numerous new algorithms have been proposed to track the problem's potentially moving global optimum as closely as possible. A large proportion of these techniques attempts to exploit possible similarities between successive problem instances, primarily using previously found solutions as starting points for future instances: If the previous global optimum is in close proximity to the new global optimum (in the genotype space), such transfer of knowledge should allow the algorithm to locate the new global optimum in less time than a random restart may require. However, it is clear that distance alone may be insufficient to guarantee such computational savings. In this paper, we propose a simple framework that may be used to create bi-modular problems with a variable degree of epistasis. We subsequently study how the dependencies between the two modules may affect the difficulty (number of function evaluation required) of relocating the new global optimum. We find that, given a simple (1+1) EA, even a modest degree of linkage between the problem's otherwise independent modules may have a significant impact on these attributes.
I. INTRODUCTION
The field of evolutionary dynamic optimisation [4] , [5] , [17] , [13] , [8] is concerned with the application of evolutionary algorithms (EAs) to dynamic optimisation problems (DOPs). The specifications of DOPs change over time, necessitating the adaptation of existing solutions to maintain feasibility and satisfactory quality. Such scenarios are frequently encountered in industrial settings where uncertainties are commonplace and hence considerable effort has recently been devoted to solving DOPs. In traditional optimisation, given some (objective) function f : X → R, the performance of an algorithm is usually judged by the time it takes the algorithm to locate the function's global optimum (or some solution of satisfactory quality). If we assume that we are maximising, the global optimum is defined as the point x such that f (x ) ≥ f (x), ∀x ∈ X. In the case of dynamic optimisation, one is given a function f : X × N → R, the output of which depends on time t ∈ N. In this case, the algorithm is usually required to track the time-variant global optimum as closely as possible as time goes by: If the previously located global optimum is lost due to a change Philipp in the problem's specifications, the algorithm is required to relocate the global optimum as quickly as possible 1 . In order to improve the algorithm's performance, a large proportion of newly developed evolutionary techniques attempt to exploit possible similarities between successive problem instances. In particular, one of the fundamental motivations in the field is the transfer of knowledge from one problem instance in time to the next [5] . In the traditional black-box scenario, no prior knowledge exists regarding the problem instances to be optimised and the search is usually initiated from a randomly chosen search point. In the dynamic case, one hopes that the similarities between some of the problem instances encountered are sufficient to usefully employ the knowledge gained about one instance (by sampling the objective function) to another. This knowledge may be utilised in different ways (e.g., adjust the algorithm's paramters), but most efforts so far have focused on the distances between successive global optima, using previously found solutions as starting points for future instances. This is largely motivated by the generally accepted idea that sufficiently small changes should allow the algorithm to successfully restrict the search to the neighbourhood of the previous global optimum [5] .
In this paper we are interested in the problem properties that are responsible, at least in some cases, for the difficulty associated with locating the new global optimum starting from the old. This issue is closely related to the effective distance of a point: Although for large classes of optimisation problems, a point's distance to the global optimum is usually correlated to the time taken to locate the optimum starting from that point, other (local) properties of the fitness landscape, such as deceptiveness, may significantly influence the behaviour of the algorithm. Distance alone may thus be insufficient to warrant computational savings and here we analyse under what circumstances such cases may arise. More specifically, we look at how the presence of modularity may affect such properties and propose a simple framework to generate modular versions of pseudo-Boolean functions with a tuneable degree of overlap (dependency) between the modules. We subsequently use this framework to analyse the behaviour of the (1+1) EA on the NK fitness landscape (NK).
The remainder of this paper is structured as follows: First we discuss the potential impact of a point's distance to the global optimum on the time it may take an algorithm to reach the optimum starting from that point (section II). We then outline the concept of modularity in section III where we also motivate our work from a biological perspective. Section IV introduces a simple dynamic framework suitable for analysis and the remainder of the paper presents an empirical study that highlights the performance of the (1+1) EA on the modular NK. Finally, the paper in concluded in section VII where we also discuss future work.
II. DISTANCE TO THE OPTIMUM In classical black-box optimisation, the algorithm has no knowledge about the problem instances it encounters and subsequently, the search is initiated from a uniformly random search point. In the case of pseudo-Boolean functions, this initial point is, in expectation, a Hamming distance of n/2 away from the global optimum and, with overwhelming probability, no less than 1/3n bits away from the global optimum (see [16] ). The distance to the global optimum plays a crucial role in the time taken by an algorithm to locate the optimum due to the implicit design of most EAs: In order to locate the global optimum, the algorithm needs to traverse the search space and the majority of EAs do so by generating samples in the neighbourhood of already accepted search points (i.e., those in the population). New search points are accepted if their f-values are no worse than the f-values found so far and it follows that this ubiquitous design (see [7] ) makes the implicit assumption that higher f-values will lead to the global optimum.
Clearly, whenever these assumptions break down, the performance of the algorithm is degraded. This has been exploited to formulate measures of problem difficulty based on the relationship between a point's fitness and its distance to the optimum. A well-known example is the fitness-distance correlation (FDC) which measures the correlation between a point's f-value and its distance to the global optimum [9] . However, numerous counter-examples have been produced where the FDC fails to reliably indicate problem difficulty (e.g., short path problems). A somewhat different approach is taken by Borenstein and Poli [2] who highlight the importance of a point's effective distance (as opposed to actual distance) to the global optimum. The effective distance of a point is defined as the probability that, given the algorithm samples this point, the global optimum will be found within some time bound. Borenstein and Poli argue that the difficulty of a problem is then equivalent to the number of times the assumptions made by the algorithm (that fitness is an indicator of effective distance) are incorrect.
On average, we would expect the assumptions made by the algorithm to be true given the class of problems the algorithm is designed for and applied to. Indeed, it has been shown that over all functions closed under permutation (i.e., if the classes of functions the algorithm is applied to is not restricted in any way), any two algorithms will perform equally, precisely because exploitable structures that conform to the assumptions made by the algorithm are removed from this set (No Free Lunch; see [18] , [7] ). From a practical point of view, however, such a set of functions is not only unrealistic for its size but also because one is generally not interested in the set of all functions. Instead, practitioners concentrate on subsets of functions that are of interest such as knapsack or travelling salesman problems; here it might be possible to design superior algorithms. In dynamic optimisation, a similar trend is evident: Most practitioner make the assumption that the global optimum will, on average, move relatively little and that it may be beneficial to restrict the search to the vicinity of the previously found global optimum. In other words, given the algorithm has already sampled a previous problem instance by the time a change is encountered, "a natural attempt to speed up optimisation after a change would be to somehow use knowledge about the previous search space to advance the search after a change." [8, p 311] .
The majority of work in evolutionary dynamic optimisation is motivated by this concept and most techniques attempt to utilise the position of the global optimum at time T as an initial searhch point to locate the global optimum at time T + 1. Let us assume the dynamics of the problem shift the global optimum to a new position such that d H (x T , x T +1 ) = ρn where ρ ∈ (0, 1] represents the magnitude of change. As we assume changes to be small, we assume ρ ≤ 1 3 n and in order to relocate the global optimum, the algorithm needs to invert all ρn bits that are incorrect. For the sake of simplicity, we assume all incorrect bits to appear in the prefix of the solution and all correct bits in the suffix. The global optimum at time T may then be described as x T = ab and the algorithm needs to find x T +1 =āb whereā is the inverse of a. Of course, the algorithm does not know which bits need to be inverted and since we assume that |a| < 1 2 |b|, the correct bits have a much higher chance to be inverted by the mutation operator. It is crucial to note that the algorithm is sampling the point x T because of the f-values obtained during period T . Following a change of the problem, the point may thus not be a local optimum or a point that would otherwise be accepted by the algorithm if the search had started from scratch at the beginning of period T + 1.
In this paper we look at how the dependencies between a and b affect the difficulty in findingā. In particular, we argue that since the algorithm may not have any knowledge about the parts of the solution that may be reused (i.e., b), the higher the dependency (or lack of modularity) between the 'correct' and 'incorrect' parts of the solution, the more difficult the process of relocating the new global optimum may become.
III. MODULARITY
The work carried out in this paper has been inspired, to some extend, by recent studies that investigate the role of modularity in evolving systems. The work by Kashtan et al. [10] , [11] studies the effects of dynamic environments on the speed of evolution and the authors find that the presence of dynamics, so long they are modular, has a positive impact on the speed of evolution. In particular, the authors find that "the highest speedup is found under modularly varying goals, in which goals change over time such that each new goal shares some of the subproblems with the previous goal." [11, p 13711] . Although the framework employed by the authors is rather simplistic, the results may be very relevant to evolutionary dynamic optimisation. In particular, the authors argue that the speedup is due to local positive gradients in the search space that are generated by new subgoals. More specifically, "local maxima or plateaus in one goal correspond to areas with a positive fitness gradient for the second goal." [11, p 13715] . These results imply that modularity may play an important role in the speed of evolution because it creates a fitness landscape that may be easier to traverse due to a reduced number of local optima and neutral plateaus. It should be noted that modularity is a much researched subject, especially in fields such as evolutionary biology, and here we do not intend to make any statements regarding the definition or impact of modularity in such systems. We restrict ourselves to a simple measure of modularity that simply equates to functional independency (see below).
The problem we consider in this paper is the well-known NK-fitness landscape (NK; [12] ) which has been used extensively to model the epistatic effects of genetic regulatory networks. In the NK, each of the n genes (bits) is dependent on itself and k < n other genes. These genes are either chosen to be adjacent to the gene in question or are chosen uniformly at random. Each gene has a fitness table of 2 k+1 entries in the range [0, 1] that is indexed using the gene's own state (i.e., {0, 1}), as well as the state of the k dependent genes. The fitness values are generate uniformly random and the fitness of a solution is simply the average of all n fitness contributions:
where {i 1 , . . . , i k } ⊂ {1, . . . , i−1, i+1, . . . , n}. For random neighbourhoods, which are used in this paper, this problem has been shown to be NP-hard for values of k ≥ 2 (see [1] ). The inter-dependencies between the variables restricts the kind of values each variable may take on (i.e., assignments that improve the fitness of the current search point). For instance, the simple additively decomposable fitness function (see [15] 
) where the variables are split into two functionally independent groups: {a, b, c} ∩ {d, e, g} = {}. Although there are dependencies within each group, each group may be optimised independently.
IV. DYNAMIC FRAMEWORK

A. Dynamic Optimisation Problems
As mentioned in the introduction, the fundamental difference between DOPs and their time-invariant counterparts is time, which affects the mapping from the search space to the domain of real values: f : {0, 1} n × N → R. A DOP may be seen as a time series of instances I of the same problem:
where T is the period index T · τ ≤ t < (T + 1) · τ and τ the update period (i.e., 1/τ is the frequency of change). Here we only consider a simple class of DOPs and assume there to be no time-linkage (see [3] ) between problem instances and that the domain and dimensionality of the search space remains constant over time. In this simplified scenario, the search space X is time-invariant and the dynamics are restricted to the fitness values of all elements x ∈ X. This scenario represents the majority of work in the literature as it corresponds to the models adopted by the three most widely used benchmark generators: Moving Peaks [5] , DF1 [13] and XOR [20] . An algorithm used to solve such problems observes these changes (i.e., the transition from one instance to another) as alterations to the fitness landscape it traverses. The fitness landscape is specified by the tuple L = (X, d, f ) where X is the search space, d a neighbourhood operator for the elements in X and f is the objective function. The effect of the underlying dynamics, including the potential displacement of the global optimum, thus differ depending on the algorithm (representation, variation operators) used.
In this paper we consider the class of pseudo-Boolean functions f : {0, 1}
n → R where the distance between any two points in this n-dimensional search space is given by the Hamming distance d(x, y) = n i=1 |x i − y i |. We denote the number of 1-bits in x as |x| 1 . The use of pseudoBoolean functions allows us to make use of a well established dynamic framework which models any pseudo-boolean stationary problem as a dynamic one. The XOR benchmark [19] , [20] imposes dynamics on any stationary function by means of a bit-wise exclusive-or operation that is applied to each search point prior to each function evaluation. This operation rotates the search point, simulating the displacement that may occur from fitness re-scalings (e.g., a shifting peak). The dynamic equivalent of any stationary function is simply f (x(t) ⊕ m d (T )) where ⊕ is the xor operator. The vector m d (T ) ∈ {0, 1} n , initially 0 n , is a binary mask that is continuously generated as
n is a randomly created template that contains exactly ρn ones. In other words, for each period T , the mask m d is altered using a randomly created template p that encapsulates the magnitude of change ρ ∈ (0, 1] (i.e., ρn is the actual number of bits inverted). In this work, we denote the magnitude of change as an integer d that corresponds to the number of bits affected by XOR: 0 < d ≤ n.
B. Dynamic Modular Framework
The modular framework we introduce here makes use of similar concepts employed by XOR. The goal was to create a framework that may be implemented and replicated easily to study the impact of modularity on the performance of an algorithm used to solve a particular DOP. The framework has clear limitations, which we will discuss shortly, but introduces dependencies between variables without altering the complexity of the underlying function. Subsequently, the impact of modularity (or lack thereof) is isolated and solely accounts for any observable differences in the algorithm's behaviour.
Given some pseudo-Boolean function, a bi-modular variant is created as follows: The two modules, a and b, are defined as independent functions f a (x) and f b (x) and the overall function, F (x) is simply the average output of both functions:
A solution to F consists of a prefix and a suffix, x = ab, such that |a| + |b| = |x| = n and for now we assume that |a| = |b|. The degree of interaction between these independent functions is introduced using a mask m m ∈ {0, 1} |a| and the logical and operand:
where |m m | 1 determines the degree of overlap between the modules: A value of m mi = 0 implies a lack of dependency between a i and b i such that any changes to a i do not affect the status of b i . On the other hand, a value of m mi = 1 implies that the bit b i is affected every time a i changes its value (see example below). The actual dynamics are modelled using the same exclusive-or operation introduced earlier such that the function is now fully defined as:
The impact of these operations may be illustrated as follows: We assume the global optima x fa = 1100 and . This means that the bits a 1 and a 4 need to be inverted to relocate the global optimum (i.e., a = 1111). The change in value of a 1 will not affect b 1 as m m1 = 0. However, once the algorithm inverts a 4 , the value of b 4 is affected such that the new points found by the algorithm are a = 1111 and b = 0110. Therefore, although the dynamics only affect the prefix of the solution, the dependency between the modules required a change in b by 1 bit.
So far, we have only considered the case where |a| = |b|. It is possible to generalise the framework to arbitrary module sizes although this requires a mapping to adjust for any difference in size. If, for instance, |a| = 1 2 |b|, the mask m m needs to be doubled in size to yieldm m where |m m | = |b|. The new maskm m is based on m m and the way it is generated allows for different types (severities) of modularity to be modelled. In the simplest case, and assuming that |b| > |a|,m m = m m 0 |a| (i.e., the mask simply gets extended by adding 0s to the end). The value 0 does not cause any impact on b and hence the impact of a is restricted to the first |a| bits of b; this is the approach adopted in this paper. Another approach may be to simply multiply the value of each bit in a by |b|/|a|, consecutively copying the bits from a to b. For instance, if a = 11000 (i.e., |a| = 5) and |b| = 10, we could produce a maskm m = 1111000000. Here, every bit position i in a occupies bit positions j and j + 1 in b where j = 2i. This would increase the influence of a over b.
This approach to modularity is clearly very simple and has some limitations. The probably biggest problem is the direction of the dependencies as only elements in a may affect elements in b but not vice versa. It would be possible to extend the model to have two masks, m ma and m m b , one for a and one for b. However, any dependencies that would form a cycle would prevent the algorithm from making progress: If bit a i affects bit b j , which in turn affects bit a i , any changes to a i cause b j to change which causes a i to change and so on. On the other hand, it is possible to account for more than two modules and to define more complex dependencies between those modules as long as such cyclical dependencies are avoided. Nevertheless, despite these limitations, this approach, similar to XOR, allows one to precisely model very specific effects. For instance, linkage between two variables does not necessarily imply that if one value changes, so does the other. In the proposed framework, this is always the case and hence allows one to precisely specify the degree of dependency of one variable on another (as an upper bound).
C. Algorithm
The algorithm we consider is the well-known (1+1) EA as shown in Figure 1 . The (1+1) EA only manipulates a single solution at a time (i.e., no population) and uses a bit-wise mutation operator to generate new search points. EAs are usually considered promising candidates for DOPs because of their use of populations. However, we have chosen the (1+1) EA as it allows us to precisely define the initial search point which is not possible with populations that are not fully converged 2 . The (1+1) EA as shown in Figure 1 as been adapted by Droste to be used on DOPs [6] . The difference between the traditional algorithm and its counterpart for the dynamic domain is the inclusion of time. In particular, in
x ← x end if end while the dynamic case, the algorithm evaluates both search points (i.e., parent and offspring) during each time step (iteration) to ensure no outdated fitness values are used.
V. EXPERIMENTAL SETUP
The underlying problem used to create the modular function is the NK with various values for k. The dimension of the problem is limited to n = 15 and although such instances are very small in size, the need to exhaustively sample the search space (in order find the global optimum) negates the possibility of larger instances. We assume the algorithm has found the global optimum, followed by a change induced using XOR. The magnitudes of change considered are d ∈ {1, 2, 3, 4, 5}. The bits that are incorrect following a change will be labelled a (and the correct bits will be labelled b; see section II). We then look at different levels of dependency between a and b to determine the time it takes the algorithm to successfully findā. We treat a as a module functionally independent of b and then create dependencies using m m with values of m ∈ {0, 1, . . . , |a|}. The maskm is created by simply adding |b|−|a| 0-bits at the end (see section IV-B). The values for k are chosen to be identical for a and b such that k a = k b ∈ {0, 1, 2} | k a = k b < |a|. We set a limit on the number of function evaluations allowed to 2 n = 32768 and record the number of times the global optimum has been found within that bound. In the second set of experiments, we look at the algorithm's performance over time. For this, we plot the fitness values over time as the function undergoes 5 changes with 200 function evaluations in between changes. The values are as follows:
. In all cases, we average over 50 trials.
VI. RESULTS
The results for the first set of experiments are shown in Table I . The Table shows the success rates of the (1+1) EA on the bi-modular n = 15 NK, starting either from a specific distance to the global optimum or from a randomly chosen point. If k is 0, the success rate is always 1 as the underlying problem is very simple ("Fujiyama landscape"; see [12] ). As k increases, the success rates drop for any distance d. Likewise, the success rate drops, as expected, as the initial distance to the new global optimum increases. More interestingly, however, is the relationship between the degree of modularity and the success rate. Here it is evident from the data that the success rate is not only reduced by a lack of modularity but that this decrease is correlated to the value of k. In other words, decreasing the degree of modularity decreases the success rate, at a rate that is faster the higher the value of k. Looking at the case of d = 5, for instance, we see that for k = 0, the success rate remains the same across all values for m. For the other two values of k, on the other hand, the following trends are evident: The reasons for this are as follows: Whenever an element in a changes that is linked to an element in b, the corresponding element in b is required to change its value as well. Elements in b are dependent to one another as controlled by k and whenever a change in a forces a change in b, other bits in b may be indirectly affected. Furthermore, if these bits also happen to be dependent upon elements in a, it could be that they change their value multiple times depending on the order and speed at which the elements in a are inverted. A higher value of k not only slows down the inversion of a but also implies that any change in b resulting from changes in a may propagate to other bits in b.
Table I also shows the success rate for the (1+1) EA starting from a randomly chosen search point. There are two interesting trends to observe: In some cases, the restart approach has a lower success rate, implying that reusing the old global optimum as an initial search point is beneficial. However, as the magnitude of change increases, the success rates of the random restart approach becomes superior, even if the distance remains relatively minor. This superiority is also related to the degree of overlap between the modules as the differences increase in proportion to increasing values of m. Subsequently, even for a distance of d = 4 a random restart may perform superior if the dependency between the correct and incorrect bits is large.
The performance of the (1+1) EA over time is shown in Figure 1 for different values of m and d. Such best of generation graphs are commonly used to visualise the performance of an EA on a DOP. It is evident that the degree of overlap between the problem's modules affects the rate at which the algorithm is able to re-locate the global optimum. For all distances considered, a higher degree of overlap always results in a reduced performance: Although the initial reduction in fitness is identical across all cases, the speed at which fitness is regained is higher in those cases where a may be optimised independently of b. Table  II summarises the performance values for each run (which is simply the average of all f-values over time). In general, the numerical differences are rather small but this is largely due to the nature of NK. As expected, the performance degrades in proportion to the magnitude of change and the degree of overlap. It is interesting to note that similar values are obtained for different settings. For instance, the performance for d = 3 and m = 3 is 0.9486, similar to the case d = 5 and m = 1 (0.9484). This similarity is due to the overall (effective) distance that the algorithm is faced with: Despite these similarities, it should be noted that the framework used in this paper is not the same as simply extending the magnitude of change (using only XOR) for the same reasons as explained above (i.e., the path taken to the global optimum in the modular case may ultimately be longer than the path taken otherwise). In [14] , we distinguished between the actual and observed magnitude of change. The data here shows evidence for the effective magnitude of change. Similar to the concept of a point's effective distance ( [2] ; see section II), the effective magnitude of change correlates the time it may take to relocate the global optimum to the actual (genotype) distance between successive global optima. The three concepts relate as follows: The dynamics structurally alter some aspects of the problem (actual dynamics), causing the fitness landscape to change depending on the representation and variation operators used by the algorithm (observed dynamics). Finally, the time it takes the algorithm to relocate the global optimum corresponds to the effective distance.
VII. CONCLUSIONS
Evolutionary dynamic optimisation is a rapidly growing field of research that is concerned with the application of evolutionary algorithms (EAs) to dynamic optimisation problems (DOPs). One of the fundamental goals of this field of research is to reduce the computational cost associated with relocating the function's global optimum once it has moved due to the underlying dynamics of the problem. The major strategy employed by the majority of techniques is the transfer of knowledge from one problem instance in time to the next. For the majority of approaches, this transfer of knowledge is restricted to the initial search point (or search points in the case of populations) that is supplied to the algorithm. This search point is expected to be closer to the global optimum than a randomly generated initial search point, potentially granting the algorithm some advantage. However, relatively little is known about the type of scenarios in which this approach is effective and in this paper, we have looked at the impact of modularity on the time it takes the algorithm to relocate the global optimum.
The results have shown how the effective distance between successive global optima may differ from the observed distance depending on the structural properties of the problem. In particular, of one views the moving global optimum as a transformation from a string x(T ) = ab to a string x(T + 1) =āb, whereā is the inverse of a, the dependency between a and b has a significant impact on the time it takes the algorithm to invert all incorrect bits (i.e., a). We highlighted this relationship by suggesting a simple framework that may be used to turn any pseudo-Boolean function into a modular one and using the well-known NK fitness landscape as a base problem. Within this framework, inverting any of the incorrect bits (i.e., getting closer to the global optimum), may require a subsequent alteration of some of the previously correct bits. This dependency is propagated further by the dependencies between bits within each module (i.e., the value of k in the case of NK).
There are numerous extensions to this work that we intend to carry out in the near future. In particular, we believe it would be very interesting to extend this work to other problems such as the dynamic travelling salesman problem, using real-world data where available, to determine whether modularity is found in such cases. It might then be promising to investigate linkage learning techniques that may be used to identify components of the underlying problem that may be reused in their entirety whenever a change occurs. This could significantly speed up the rate at which the algorithm relocates the global optimum. Also, modularity might play a crucial role in the displacement of the global optimum in the first place. In [14] , we highlighted the relationship between the underlying magnitude of change (i.e., changes to the problem's parameters) and the movement of the global optimum. The results showed that even small changes may have an arbitrarily large impact on the position of the global optimum depending on the structural properties of the instance's fitness landscape (fitness distance correlation in this case). Modularity may greatly influence this displacement as changes to functionally isolated parts of the problem would have a limited overall effect on the structural properties of the fitness landscape. Finally, it would also be interesting to strengthen the links to studies of biological systems where modularity seems to play a vital role in the speed and ability of a species to adapt.
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