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Abstract
Mobile robot localization is one of the most fundamental problems in robotics. For
robots assisting humans in tasks such as surveillance, search and rescue, and space ex-
ploration, accurate localization, that is, precisely estimating the robot’s pose (position
and orientation), is a prerequisite for autonomous operation. The system resources
(processing and communication) for localization, however, are often limited, and their
availability varies widely depending upon the application and the operating environ-
ment. Therefore, the objective of this work is to develop resource-aware estimators for
robot localization, which optimally utilize all available resources in order to maximize
estimation accuracy.
In the first part of this thesis, we address the problem of robot localization under
processing constraints, focusing on the key applications of single-robot Simultaneous Lo-
calization and Mapping (SLAM) and multi-robot Cooperative Localization (CL). For
SLAM, we propose two resource-aware approaches, the approximate Minimum Mean
Squared Error (MMSE) estimator-based Power-SLAM algorithm and the approximate
batch Maximum A Posterior (MAP) estimator-based Constrained Keyframe-based Lo-
calization and Mapping (C-KLAM). When approximations are inevitable due to process-
ing constraints, both approaches aim to minimize the information loss while generating
consistent estimates. For CL, we exploit the sparse structure of the batch MAP esti-
mator to develop a resource-aware, fully-distributed multi-robot localization algorithm,
that harnesses the processing, storage, and communication resources of the entire team,
to obtain substantial speed-up.
The second part of this thesis focuses on CL under communication constraints, in
particular, asynchronous communication and bandwidth constraints. Due to limited
communication range or the presence of obstacles, robots communicate asynchronously,
that is, they can only interact with different sub-teams over time and exchange informa-
tion intermittently. For this scenario, we develop a family of resource-aware information-
exchange rules for the robots, in order to ensure optimal and consistent localization per-
formance. Lastly, this thesis investigates the problem of decentralized estimation under
stringent communication-bandwidth constraints. Here, robots can communicate only
iii
a severely quantized version (few or only one bit), of their real-valued sensor measure-
ments, to the team. Existing estimation frameworks, however, are designed to process
either real-valued or quantized measurements. To overcome this drawback, we propose
a paradigm shift in estimation methodology by focusing on the design and performance
evaluation of the first-ever, resource-aware, hybrid estimators. The proposed hybrid
estimators are able to process both locally-available real-valued information, along with
the quantized information received from the team, in order to maximize localization
accuracy.
Finally, we note that mobile robot applications are no longer limited to special-
ized and expensive robots. Commonly-available hand-held devices such as cell phones,
PDAs, and even cars, are equipped with processing, sensing, and networking capabil-
ities. Therefore, when coupled with the proposed innovative, scalable, and resource-
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This thesis focuses on developing estimation algorithms for single and multi-robot local-
ization under time-varying processing and communication constraints. In this section,
we motivate the need for accurate robot localization, discuss the challenges arising due
to resource constraints, and present an overview of the main research contributions of
this work.
1.1 Robot Localization
Autonomous mobile robots have the potential to assist humans in a multitude of tasks
ranging from construction [1, 2], transportation [3, 4], surveillance [5, 6], and environ-
ment monitoring [7], to aiding the visually-impaired [8, 9], search and rescue [10, 11] and
space and underwater exploration [12, 13]. A prerequisite for the successful execution of
these tasks is accurate robot localization, that is, determining the robot’s own position
and orientation (pose). As an example, consider robots assisting fire-fighters inside a
collapsed building [14]. These robots need to accurately estimate their own pose, so that
the information they provide about the locations of victims, hazardous materials, and
collapsed structures will be reliable and useful to emergency personnel. Thus, precise
robot localization is of critical importance since it enables effective interaction between
the autonomous robots and their environment.
1
2
In most applications, mobile robots localize themselves by fusing measurements ob-
tained from their onboard proprioceptive sensors (e.g., odometry or inertial measure-
ment units [IMUs]) and exteroceptive sensors (e.g., GPS, cameras, and laser scanners).
Localization using only proprioceptive measurements, known as dead reckoning, is inac-
curate and suffers from unbounded error accumulation over time. This can be attributed
to the integration of bias and noise contaminating these sensor measurements, effectively
rendering the estimates unusable. To address this problem, exteroceptive sensors are
used to “aid” the proprioceptive sensors and thus bound the estimation error. The
presence of GPS signals significantly simplifies the localization problem by providing
robot-position estimates of bounded uncertainty. However, in many representative op-
erating environments, GPS measurements are often unreliable (e.g., in urban canyons,
indoors, etc.) or unavailable (e.g., in space, underwater, inside caves, etc.). Moreover,
the GPS accuracy, often in the order of meters, may be insufficient for high-precision
applications, such as self-driving cars navigating in traffic. Therefore, this work focuses
on developing accurate robot-localization algorithms in GPS-denied environments for
the following two important application scenarios:
• Single-robot Simultaneous Localization and Mapping (SLAM): When a robot navi-
gates within unknown areas (e.g., search and rescue or space exploration missions),
it does not have access to an a priori map of its environment. In these scenar-
ios, in order to determine its location with respect to its surroundings, the robot
builds a map of the environment while simultaneously localizing itself within the
same map. In this context, the map often comprises the positions of landmarks
observed by the robot using its exteroceptive sensors, such as point features (cor-
ners) [15, 16], line segments (edges) [17], and planes (walls) [18], extracted from
camera images or laser-scanner data. This process of joint estimation of the robot’s
pose and the positions of the landmarks observed in the environment, is known
as SLAM [19, 20, 21, 22]. SLAM plays a crucial role in enabling long-term, au-
tonomous navigation for the following two reasons: (i) By re-observing landmarks
over multiple time steps (either consecutive time steps or when the robot revisits
a previously traversed area, known as “loop closure”), the robot’s pose estimation
3
errors remain bounded over long time periods [23], and (ii) under certain condi-
tions1 , the map generated by the robot can be used for navigation tasks such as
path-planning around obstacles to reach goal locations.
• Multi-robot Cooperative Localization (CL): As opposed to a single robot, multi-
robot teams provide the distinct advantages of robustness to single-point failures,
versatile functionality, and improved speed of operation. However, in order to
ensure the successful execution of collaborative tasks [24, 25, 26], along with each
robot’s individual pose, the relative poses of all robots in the team have to be
accurately estimated. An approach, particularly suitable for achieving this in
GPS-denied environments, is Cooperative Localization (CL) [27, 28], where the
robots share information, either directly, or via a Fusion Center (FC). In CL,
robots equipped with networking capabilities use all available sensor measure-
ments from the team, including robot-to-robot relative measurements (such as
distance, bearing, and orientation), to jointly estimate their poses, resulting in
increased estimation accuracy for the entire team [29]. Moreover, when navigat-
ing in unknown environments, SLAM can be extended to multiple robots, known
as multi-robot cooperative SLAM (C-SLAM), in order to generate a map of the
environment and attain bounded localization errors for all robots in the team [30].
Over the past two decades, numerous solutions have been proposed for SLAM and
CL that differ based on, mainly, the estimation algorithm used, such as the maximum
likelihood estimator (MLE) [31, 32], the extended Kalman filter (EKF) [22, 28], the max-
imum a posteriori (MAP) estimator [33, 34], and the particle filter [35, 36]. Moreover,
for CL, in conjunction with these estimators, three main system architectures have been
proposed. In most cases, the centralized architecture [37, 32, 38] is used for CL, where
each robot communicated its own proprioceptive and exteroceptive measurements to a
leader robot, or a FC, for processing. However, since all computations are performed
centrally, this approach is susceptible to single-point failures of the FC. Moreover, pro-
cessing and memory resources are utilized sub-optimally, that is, the FC is responsible
for all computations and data storage, while the other robots remain idle. To address
1 The map is sufficiently dense to represent obstacles in the environment.
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these issues, two main decentralized architectures have been employed: (i) The multi-
centralized CL (MC-CL) [39] in which each robot acts as a FC, hence improving the
robustness of the system, and (ii) The distributed CL [28] in which the processing load
of the FC is reduced by distributing the computations among all robots in the team.
1.2 Resource-Constrained Robot Localization
One of the main challenges in designing an estimation algorithm for robot localization
is operating under limited resources. Specifically, in many applications, it is often
required that the robot localization algorithm operates efficiently in the background
and generates real-time and accurate pose estimates with minimum resource utilization.
Moreover, the resources available for localization may not be constant, but vary over
time, depending on, for example, the current resource requirements of higher-level tasks
and the battery life of the robots. Addressing these time-varying resource constraints
poses significant challenges in the design of localization algorithms, as discussed below.
1.2.1 Processing Constraints
One of the main limitations of SLAM is its inherent lack of scalability for operating
in large-scale environments. For example, the EKF-based SLAM is one of the most
popular estimators for SLAM due to its ease of implementation and excellent numer-
ical properties. Its computational complexity, however, is quadratic in the number of
features in the map, limiting its application to small-sized areas. Moreover, state-of-art
exteroceptive sensors, such as the Velodyne lidar (3D laser scanner) [40] and the Mi-
crosoft Kinect (RGB-D sensor) [41], provide large volumes of visual and depth data at
very high frequencies. If these sensors are used for constructing dense area maps, the
EKF-based SLAM’s computational requirements will soon exceed the robot’s processing
capabilities.
A similar problem arises in CL, when processing the robot-to-robot relative measure-
ments. Even though CL does not involve map-building, the computational complexity
of processing the robot-to-robot relative measurements, in standard centralized EKF-
based CL, in the worst case, is quartic in the number of robots in the team. Therefore,
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for large teams, or even small teams with limited processing capabilities, these compu-
tational requirements can easily overwhelm the team’s resources and prohibit real-time
operation. One possible solution is to distribute the processing of the estimation algo-
rithm among the robots themselves, resulting in reduced computational cost per robot.
CL, however, is a joint-state estimation problem, that is, the pose estimates of all robots
are correlated due to the processing of relative robot-to-robot measurements. Therefore,
distributed algorithms have to ensure that these correlations are correctly handled, in
order to ensure consistent estimation.2 Moreover, these algorithms may incur addi-
tional communication overhead since intermediate results may also need to be exchanged
between the robots. These requirements often lead to a trade-off between localization
accuracy and communication constraints that need to be considered when designing a
distributed CL algorithm.
Communication Constraints
For mobile robot teams, asynchronous communication and bandwidth limitations often
guide the design of estimation algorithms for CL. This is due to the fact that each
robot has to share its own information (e.g., in the form of its pose estimate and co-
variance, or its exteroceptive and proprioceptive measurements) with other robots in
the team [28], [43]. Robots participating in tightly-coupled tasks (e.g., transporting a
large piece of equipment) can communicate synchronously and transmit/receive infor-
mation to/from the entire team; that is, the communication graph associated with the
underlying mobile robot network is connected.3 In contrast, during exploration tasks
and depending on the robots’ motion, communication range, and presence of obsta-
cles, each robot may communicate asynchronously with a different sub-team at every
time step; that is, the underlying communication graph can be both time-varying and
not complete. A key challenge for robot localization under asynchronous communica-
tion constraints is to keep track of the information flow within the robot network over
time, mainly for two reasons: (i) If information (e.g., measurements) is unknowingly
double-counted (processed more than once by the estimator), it may result into overly
2 A state estimator is consistent if the estimation errors are zero-mean and have covariance matrix
smaller or equal to the one calculated by the filter/smoother [42].
3 Each robot can communicate with all other robots in the team.
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optimistic and inconsistent estimates, and (ii) If unprocessed information is mistakenly
discarded, it will result in suboptimal localization performance.
Aggravating this problem further is the issue of bandwidth limitations. Even for
robots within communication range, factors such as: (i) inherent communication-bandwidth
limitations in underwater applications, resulting from diffraction, attenuation, scatter-
ing, and fading, or (ii) constraints imposed on data transmission to conserve battery
power and increase the robots’ operating time, may prevent robots from communicating
all necessary information. Moreover, while in many cases, robots may be able to select
and transmit all, or a subset, of their analog4 measurements, depending upon the
bandwidth-availability, applications with severe communication bandwidth constraints
(e.g., underwater), restrict each robot to transmiting only a few bits per analog mea-
surement. In such cases, every robot is forced to carry out lossy quantization of its
measurements and commonly-used estimators (e.g., EKF or MAP) have to be modified
in order to process quantized, instead of analog, observations.
1.3 Research Objectives
While resource-constrained robot localization has been studied over the past few years,
existing approaches have focused on developing estimators tailored to a particular ap-
plication, with fixed processing and communication resources. Consequently, these es-
timators can neither exploit additional resources to improve localization accuracy, nor
can they adapt to reduced resource availability; that is, they lack resource-awareness.
Hence, a new estimator has to be designed for every new task, resulting in substantial
increase in development time and costs. In addition, some of the existing estimators
introduce ad hoc approximations to meet resource constraints and, thus, are inherently
incapable of providing any performance guarantees. These shortcomings have signifi-
cantly increased costs and hindered the deployment of robot teams. The key objective
of this thesis work is to address these drawbacks by designing application-independent,
resource-aware, and consistent estimators for mobile robot localization. By treating
resource constraints as time-varying parameters, instead of predefined constants, these
4 Sensors sample a process and provide a measurement which is often represented in digital form
using 32 or 64 bit floating-point number representation. We refer to such measurements as analog.
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estimators can adjust online to the availability of processing and communication re-
sources. Additionally, a key advantage of these estimators is their portability; the same
resource-aware estimator can now be used in various robots performing diverse tasks,
resulting in substantial savings in development time and costs. Moreover, even during a
particular task, the estimator can optimally handle fluctuating resource availability and
maximize localization accuracy. To achieve this objective, the four main contributions
of this work are as follows:
1.3.1 SLAM under processing constraints
The first key contribution of this work is the development of resource-aware and con-
sistent estimators for SLAM. Specifically, we present two approaches: (i) Power SLAM,
based on the EKF, and (ii) Constrained Keyframe-based Localization and Mapping
(C-KLAM), based on the MAP estimator.
As opposed to the quadratic computational complexity of the standard EKF-based
SLAM, the proposed Power SLAM is an approximate and consistent approach with com-
plexity only linear in the number of features in the map. While existing approximate
approaches discard information at every time step and/or introduce ad hoc approxi-
mations with no performance guarantees, Power SLAM exploits the structure of the
EKF’s covariance update to develop a systematic technique for minimizing information
loss over multiple time steps. Moreover, Power SLAM is an anytime algorithm that
can adjust its processing requirements online based on the availability of time-varying
computational resources, and quantify the information loss due to the approximations
employed.
The second algorithm that we introduce is the C-KLAM, an approximate but con-
sistent MAP-based SLAM approach. Specifically, although, the MAP estimator can
improve the robot-trajectory and map-estimation accuracy by acting as a smoother and
reducing the linearization errors, its worst-case computational complexity is O(K3N3),
where K and N denote the number of robot poses and mapped landmarks, respec-
tively. C-KLAM reduces the computational requirements of MAP-based SLAM by only
estimating a sparse map, consisting of only the distinctive landmarks necessary for
loop-closure detection and the key robot poses that observed them. A key advantage
of C-KLAM, as opposed to existing approaches, is that information from non-key poses
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and non-key landmarks is not discarded. Instead, it is used (through proper marginal-
ization) to generate consistent constraints between the key poses, hence improving the
estimation accuracy without significantly affecting the processing cost.
1.3.2 Distributed CL under processing constraints
The second key contribution of this work is a fully-distributed, resource-aware, and
consistent batch MAP-based algorithm for CL. As opposed to centralized MAP-based
CL, the proposed algorithm introduces a novel distributed data processing scheme that
harnesses the computational and storage resources of all robots in the team in order
to speed up the processing, while generating pose estimates identical to centralized CL
(that uses all available measurement information). Moreover, we present a resource-
aware, approximate extension of this approach, that is capable of trading accuracy
for processing/communication bandwidth. Lastly, we carry out detailed computational
and communication complexity analysis for every step of the proposed distributed CL
algorithm, so as to quantify its processing gain and communication overhead.
1.3.3 Asynchronous Multi-Centralized CL
The third key contribution of this work is a generalized framework of information-
transfer schemes for performing consistent MC-CL under asynchronous communica-
tion and bandwidth limitations. The proposed information-transfer schemes, which
differ based on their bandwidth requirements per communication link, are independent
of the estimation algorithm used and enable each robot to generate pose estimates
identical to centralized CL, albeit delayed. Moreover, these schemes depend upon a
design parameter, q, by varying which, a family of information-transfer schemes can
be generated that trade communication-bandwidth requirements per link (increasing
with q) for time delays in obtaining the centralized-equivalent estimates (decreasing
with increasing q). Moreover, to facilitate the selection of a suitable scheme for an
application, we: (i) present analytical results for the expected time-delay in obtaining
centralized-equivalent estimates, (ii) derive the necessary and sufficient conditions on
the communication-graph connectivity, and (iii) carry out a detailed communication-
complexity analysis for each of the proposed information-transfer schemes.
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1.3.4 Hybrid Estimation Framework for bandwidth-constrained CL
The last key contribution of this work focuses on applications with stringent commu-
nication bandwidth constraints (e.g., underwater), where robots can communicate only
a few bits per analog measurement. In this scenario, along with the quantized mea-
surements communicated by other robots in the team, each robot also has access to
its own local analog measurements. Existing estimators, however, can process either
analog measurements (e.g., EKF and MAP) or quantized measurements (e.g., Sign-
of-Innovation Kalman filter [44], Batch and Iteratively Quantized Kalman filter [39],
and Batch and Iteratively Quantized MAP estimator [45]). For this reason, robots can
utilize only a part of the available measurement information, resulting in suboptimal
localization performance. To address this limitation, we propose a paradigm shift in
estimation methodology by introducing a hybrid estimation framework for processing
both analog and quantized measurements. Specifically, we develop optimal encoding
and decoding rules for MMSE and MAP-based hybrid estimators for CL, resulting in
a localization system with substantially improved estimation accuracy. Lastly, we note
that the proposed hybrid estimators are resource-aware, and can handle the general
case of time-varying communication-bandwidth availability, that is, when robots can
communicate n ≥ 1 bits per analog measurement.
1.4 Organization of the manuscript
Chapters 2 and 3 present our work on SLAM under processing constraints, for the
proposed Power SLAM and C-KLAM algorithms, respectively. The derivations and
complexity analysis for these algorithms are described, and their use is demonstrated in
real-world experiments. Chapters 4–7 focus on our work on CL under processing and
communication constraints. Specifically, details of the distributed MAP-based CL ap-
proach, along with experimental results, are presented in Chapter 4. Chapter 5 presents
our work on MC-CL under asynchronous communication and bandwidth constraints.
Chapters 6 and 7 present the detailed derivations as well as simulation and experimental
results for the hybrid MMSE and hybrid MAP estimators, respectively. Finally, Chap-





algorithm for EKF-based SLAM
In this chapter, we present Power-SLAM, an approximate EKF-based estimator for
SLAM. As opposed to the standard EKF-based SLAM, which has computational com-
plexity quadratic in the number of features in the map, the proposed Power-SLAM has
processing requirements that are only linear in the number of features in the map. More-
over, in addition to being conservative as compared to the standard EKF-based SLAM,
Power-SLAM has processing requirements that can be adjusted to the availability of
computational resources. Parts of this chapter have been published in [46, 47].
2.1 Introduction
One of the most challenging problems faced in autonomous navigation is Simultaneous
Localization and Mapping (SLAM), where robots jointly estimate their own pose (i.e.,
position and orientation) and model the environment. Mobile robot tasks such as search
and rescue missions, and space and underwater exploration are classical examples of
SLAM, where (i) the robots do not have access to global positioning devices, such as
GPS, or information from such sources is unreliable (e.g., in urban environments or
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underwater), and (ii) a priori information about the environment (e.g., a map) is not
available to the robot.
SLAM has been studied extensively in the literature and numerous solutions have
been proposed. These solutions differ primarily in the assumptions made for the envi-
ronment (static or dynamic), the map representation (point/line/plane features, global
or robocentric mapping, etc.), the robot’s sensors (laser scanners, cameras, etc.) and
the estimation framework used (EKF, PF, MAP estimator, etc.).
Amongst these, probably the most commonly used estimator for SLAM is the EKF,
due to its ease of implementation. The EKF is the optimal MMSE estimator, up
to linearization errors. Moreover, it recursively computes the covariance matrix that
not only provides a concrete measure of the uncertainty in the state estimates but
also maintains the cross-correlations between the robot’s and the landmarks’ estimates.
Thus, the covariance matrix provides crucial information necessary for minimizing the
risk of failure while making decisions related to data association and path planning.
Unfortunately, storing and updating this covariance matrix in EKF-based SLAM
is a major bottleneck. Even under the assumption that only few map features are
detected at each time step, both the memory and computational requirements of EKF-
based SLAM are quadratic, O(N2), in the number of features, N , in the map. While
storage requirements can be handled efficiently by the memory devices available today,
the computational complexity has prevented the deployment of mobile robots in large-
scale environments. Another critical drawback of using the EKF, resulting from the
linearization of the non-linear process and measurement models prevalent in SLAM, is
its inherent inconsistency over time. Estimator consistency is vital for SLAM because
an inconsistent estimator provides no guarantee for the accuracy of the generated state
estimates, hence rendering the robot/landmark estimates unreliable.
As detailed in the following section, a number of EKF-based approaches exist that
address the computational complexity of SLAM by: (i) delaying the quadratic covariance
update step, or (ii) employing an approximate structure for the estimator. The main
limitation of the methods under the first category, is that inevitably, at some point,
the delayed covariance update will have to be carried out, incurring a computational
cost of O(N2). For large values of N , this can become prohibitive. On the other hand,
many of the approximate approaches do not maintain the cross-correlations between the
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robot’s and the landmarks’ estimates, which can lead to inconsistency and divergence of
the EKF1 . Furthermore, amongst the approximate approaches that do maintain these
correlations, information is discarded during every time step, often based on criteria
that do not guarantee the best use of the available CPU cycles, thus resulting into
suboptimal estimators.
To address this problem, in this work we introduce an EKF-based algorithm for
SLAM with linear, in the number of features in the map, computational complexity.
The proposed conservative2 approximate estimator minimizes the information dis-
carded over multiple time steps. This is achieved by: (i) extending the time horizon over
which approximations are invoked by using the Global Map Postponement technique
[see Section 2.3.2], and (ii) using the Power method to compute and retain, after each
approximation, only the most informative updates (i.e., Kalman vectors whose outer
product minimizes the trace of the covariance matrix) [see Section 2.3.3]. Finally, in
order to speed up the rate of convergence of the proposed estimator, rank-2 covariance
updates, that minimize the trace of the covariance matrix under the linear computa-
tional complexity constraint, are applied at every time step [see Section 2.3.4]. The
proposed approach is flexible in the sense that the parameters involved at each stage
of the algorithm can be adjusted to meet the availability of computational resources.
Before presenting the details of the Power-SLAM algorithm, we briefly review some of
the representative EKF-based SLAM approaches.
2.2 Related Work
Although numerous approaches exist for reducing the computational complexity of
SLAM (e.g., PF [35], thin junction trees [48], treemaps and multigrids [49, 50], square
root SAM [33], etc.), we hereafter limit our discussion of related work to approaches
based on the EKF.
In their seminal work, Smith, Self, and Cheeseman [19] introduced the concept of the
stochastic map and proved that the features’ and robot’s estimates are not independent,
1 Note the difference between the two causes of estimator inconsistency resulting due to: (i) lin-
earization of non-linear models, and (ii) incorrect handling of cross-correlations in the covariance matrix.
2 An approximate EKF-based SLAM estimator is conservative if its estimated covariance is larger
than that of the corresponding standard EKF.
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as was previously assumed. By using an EKF-based estimator for solving the SLAM
problem, Moutarlier and Chatila [20] showed that the complete covariance matrix for
both the robot and the features must be maintained in order to avoid inconsistency of
the EKF filter. Reducing the computational burden for real-time application of SLAM
has been studied by numerous researchers and the proposed EKF-based solutions can
be classified into two main categories:
2.2.1 Standard EKF-based SLAM
By restructuring the standard EKF equations, Davison [51] showed that it is possible
to process multiple observations of the same landmark (map feature) in constant time,
while delaying the complete update of the covariance matrix. Knight et al. [52] extended
this idea to the case of sub-maps. As in [51], covariance and state updates are limited
to the sub-map (i.e., constant-time complexity) until the robot moves outside that
particular area. When this happens, the whole map needs to be updated which requires
O(N2) operations. Similarly in [53], new sub-maps, each with p features, are initialized
at various locations along the trajectory. As long as p N , where N is the total number
of features in the global map, each sub-map can be updated in constant time (i.e.,
quadratic, O(p2), in the number of features in this particular sub-map). Once all the sub-
maps are merged, however, the computational cost again becomes quadratic, O(N2),
in the total number of features. Paz et al. present a “divide and conquer” EKF-based
SLAM approach in [54] that uses sub-maps. Specifically, the authors describe an efficient
map-joining algorithm so that the computational complexity of EKF-based SLAM is
reduced to O(N) from O(N2) per time step. While this is true for the exploration
phase of SLAM, if the robot traverses the map again, the cost of the proposed approach
becomes the same as that of standard EKF-based SLAM.
2.2.2 Approximate EKF-based SLAM
The method described in [55] and [56] retains the standard structure of the EKF-based
SLAM algorithm but reduces the number of landmarks considered per update step.
This is achieved by selecting and processing only the most informative features (based
on their covariance); the remaining features are removed from the state vector. Although
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this algorithm correctly maintains correlations between the robot and the landmarks,
it introduces an approximation since not all available map features are processed.
Leonard and Feder [57] introduced the concept of multiple overlapping sub-map
regions (Decoupled Stochastic Maps), each with its own stochastic map. Their approach
scales the EKF-based SLAM algorithm to linear computational complexity. However,
there exists no proof for the consistency of this method and it is not possible to estimate
the impact of the approximation on the map’s uncertainty.
In the relative-map approach presented in [58] the relative, instead of the abso-
lute, positions of the features are estimated. By excluding the vehicle pose estimate
from the state vector, the covariance matrix takes on a simple block-diagonal struc-
ture. Hence, the resulting computational complexity for processing each observation
becomes constant time. A drawback of this method is that it does not ensure relative
map consistency3 . The Geometric Projection filter [59] can be used to impose the
consistency constraint, but it increases the computational burden to O(C3), where C is
the number of independent constraints that need to be applied. These constraints have
to be imposed every time the robot pose is required. Also, this method lacks a common
frame of reference and thus it cannot provide a direct update to the robot pose.
Guivant and Nebot’s Compressed EKF (CKF) approach [60] combines the ideas
of sub-maps and relative maps. By using sub-maps, this algorithm has complexity
O(Na
2), where Na is the number of features in the local map. As in the case of [51, 52],
it postpones the global update which can be carried out with the complexity of a full
SLAM update. While this algorithm, in its optimal form has O(N2) complexity, an
approximation was introduced that involves relative maps and operates in linear time.
In this case, only a subset of the map features are updated.
Julier and Uhlmann introduced the Covariance Intersection (CI) method [61] which
does not consider the estimates’ correlations. Although this estimator is conservative
and its computational requirements scale linearly with the number of features, it has
very slow convergence. When partial correlation information is available, the Split
CI (SCI) [62] can be employed. This method works better than CI but does not use
the complete correlation information and is still as conservative as CI for the robot
3 A relative map is consistent if all possible transformations to an absolute map yield unique and
unambiguous absolute landmark locations [59].
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estimates.
The Sparse Weight Kalman Filter (SWKF) [63] approach proposed by Julier relies
on the sparsification of the Kalman gain matrix. Based on the observation that most
of its elements are significantly smaller as compared to the ones corresponding to the
robot pose and the observed landmark, these are set to zero. The resulting approx-
imate algorithm has linear computational complexity but generates very conservative
estimates.
In our approach, we first present the Global Map Postponement (GMP) technique
that reformulates and extends the postponement method [51, 52] to the case of the global
map. We show that by using the GMP, the computational cost of the exact EKF-based
SLAM remains linear in the number of states, N , as long as the number of delayed up-
dates (or equivalently the number of stored Kalman vectors), m, is significantly smaller
than N . However, as the robot moves around in the environment and re-observes land-
marks, the number of delayed updates, m, increases. In order to ensure that m  N
(hence maintain linear computational complexity), we employ a low-rank approxima-
tion that uses the Power method [64] for computing the largest eigenvalues and the
corresponding eigenvectors in linear time. This technique retains the most informative
of the Kalman vectors and allows us to extend the postponement horizon indefinitely.
Finally, in order to speed up the convergence of our proposed estimator, linear-cost,
rank-2 updates, that minimize the trace of the covariance matrix, are imposed at every
time step.
2.3 Algorithm Description
2.3.1 Standard EKF-based SLAM
This section introduces the notation used in this chapter and briefly describes the EKF-
based SLAM equations in 2D. Note that our proposed approach can be easily extended











Here, xrk = [xrk , yrk , φrk ]
T , denotes the position and orientation of the robot and pik =
[xik , yik ]
T denotes the position of the ith landmark, i = 1, . . . , N , at time-step k. All
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the above quantities are expressed with respect to a global frame of reference.
The robot is equipped with proprioceptive (odometry) sensors that provide linear,
vmk , and rotational, ωmk , velocity measurements. The robot’s motion model is given
by:
xrk+1 = f(xrk ,umk −wk), (2.2)
where f is in general a non-linear function and umk = [vmk , ωmk ]
T is the measured con-
trol input. The vector wk = [wvk , wωk ]
T , with covariance Qk, represents the zero-mean,
white Gaussian noise in the linear and angular velocity measurements, respectively. Ad-
ditionally, the robot is equipped with exteroceptive sensors that allow it to measure the
distance and bearing to landmark i. The robot’s measurement model is given by:
zk+1 = h(xrk+1 ,pik+1) + nk+1 (2.3)
with h = [dk+1, θk+1]
T , where dk+1 and θk+1 are the true distance and bearing from
the robot to landmark i and nk+1 = [ndk+1 , nθk+1 ]
T , is the additive zero-mean white
Gaussian measurement noise with covariance Rk+1.
Propagation
The propagation equations for the robot and landmarks’ state estimates are given by:
x̂rk+1|k = f(x̂rk|k ,umk) (2.4)
p̂ik+1|k = p̂ik|k , i = 1, . . . , N (2.5)
where m̂jl|p denotes the estimates of the random vector mj at time-step l, given all the
measurements up to time-step p. Furthermore, (2.5) results from the assumption that







where P is the symmetric state covariance matrix with the following structure4 :
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and I2N is the 2N × 2N identity matrix.
Update
The estimates for the robot’s distance and bearing measurements to landmark i, at
time-step k + 1, are given by:
ẑk+1|k = h(x̂rk+1|k , p̂ik+1|k) = h(x̂k+1|k). (2.9)
Once the actual landmark measurement, zk+1, is obtained, the state and covariance are
updated as follows:
rk+1 = zk+1 − ẑk+1|k (2.10)
Sk+1 = Hk+1Pk+1|kH
T






x̂k+1|k+1 = x̂k+1|k + Kk+1rk+1 (2.13)
Pk+1|k+1 = Pk+1|k −Kk+1Sk+1KTk+1 (2.14)
4 The time subscripts are omitted here to simplify the presentation.
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where the measurement matrix, Hk+1, is given by:
Hk+1 = [Hr 02×2(i−1) Hi 02×2(N−i)] (2.15)
and Hr = ∇xr(h(x̂k+1|k)), Hi = ∇pi(h(x̂k+1|k)). Here, the quantities rk+1, Sk+1, Kk+1,
x̂k+1|k+1, and Pk+1|k+1 denote the measurement residual vector, the residual covariance
matrix, the Kalman gain matrix, the updated state vector, and the updated covariance
matrix respectively, at time-step k + 1. Table 2.1 lists the dimensions of the various
quantities that appear in the EKF-based SLAM formulation.
Table 2.1: Dimensions of terms appearing in EKF-based SLAM
Terms in EKF-based SLAM Dimension
State vector xk (2N + 3)× 1
State Covariance Pk (2N + 3)× (2N + 3)
Jacobian of f w.r.t. xr Φrk 3× 3
Jacobian of f w.r.t. w Grk 3× 2
State Transition matrix Φk (2N + 3)× (2N + 3)
Jacobian of h w.r.t. xr Hr 2× 3
Jacobian of h w.r.t. pi Hi 2× 2
Measurement matrix Hk+1 2× (2N + 3)
Measurement Residual rk+1 2× 1
Residual Covariance Sk+1 2× 2
Kalman Gain Kk+1 (2N + 3)× 2
The O(N2) computational complexity of EKF-based SLAM arises due to the co-
variance update step [see (2.14)], which involves the multiplication of the Kalman gain
matrix (dimensions (2N + 3) × 2) with its transpose [see (2.12)]. For robots involved
in mapping of dense environments, N , i.e., the number of landmarks, continuously in-
creases, and hence the cost of updating the covariance matrix can prohibit real-time
performance. In order to overcome this computational bottleneck, we now present the
details of our proposed algorithm in the next three sections.
19
2.3.2 Global Map Postponement SLAM
The Global Map Postponement (GMP) approach forms the basis of our proposed al-
gorithm. In this section, we demonstrate that under the GMP approach, the com-
putational complexity of EKF-based SLAM is O(mN) per time step, where m is the
number of delayed state updates. Therefore, while m  N , the computational com-
plexity of EKF-based SLAM remains linear in N . This is an important result that will
be exploited later in this chapter for developing the Power-SLAM algorithm.
Contrary to the approaches of [51, 52] that employ postponement only when the
robot operates within small areas (sub-maps), we hereafter present our GMP method
which poses no restrictions on the motion of the robot. Consider the case where at
time-step k + 1, a new landmark observation is processed to update the covariance. In
GMP, (2.14) is reformulated as:






where S1/2 is a lower-triangular matrix obtained from the Cholesky factorization of S.
Since S is a 2 × 2 matrix, this Cholesky factorization is carried out in constant time.
The dimensions of the resulting term, (Kk+1S
1/2
k+1), are (2N + 3)× 2 and this matrix is
split into two vectors, k1, k2, each of dimensions (2N + 3)× 1. This gives us:






where ki is the i
th column of Kk+1S
1/2
k+1 and furthermore ki =
√
λivi, where vi is the
eigenvector corresponding to the eigenvalue, λi, of Kk+1Sk+1K
T
k+1. Here, it is important




i , is never
computed. Instead the Kalman vectors, ki, are stored for later processing
5 .
Maintaining this sum of vector outer-products forms the framework of GMP and
allows us to introduce approximations that reduce the computational complexity of
EKF-based SLAM. Therefore for clarity, we divide the discussion on GMP into two
parts: (i) first we demonstrate how this structure can be maintained through subsequent
5 Throughout this chapter, we refer to these vectors as “Kalman” vectors. While this is true for the
ones appearing during updates (though they are scaled and rotated), we also extend this definition to
describe vectors that result later on from the low-rank approximation and/or after sparsifications.
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propagation and update steps, and then (ii) we present the computational complexity
of GMP, O(mN), for propagation, update, and landmark initialization.
1. Propagation: The covariance propagation equation at the next time step, i.e.,


















where k∗i = Φk+1ki. At this step, in the GMP approach the quantities Pk+2|k





T , is not computed. Instead the
vectors, k∗i , are stored for later processing.













Here, Sk+2 is evaluated, i.e., the vector outer-product sum in the above equation












Here again, Kk+2 is evaluated completely. Once the Kalman gain matrix is ob-
tained, the state update [see (2.13)] is carried out. Finally, the covariance update
is expressed as [see (2.14), (2.17), (2.18)]:
























Note that, in (2.19), for simplifying the notation, we have set k3 = k1, k4 = k2
and k1 = k
∗
1, k2 = k
∗
2.
As evident from (2.18), (2.19), the vector outer-product sum structure in the GMP is
preserved for subsequent propagation and update steps. Specifically, from (2.19), we see
that after each update step, two additional Kalman vectors are generated. Therefore,
repeating this process for all subsequent propagation and updates, at time-step k +m,
the covariance update equation has the form:6






Maintaining this structure, we hereafter present the complexity analysis for GMP SLAM
and show that propagation, update, and landmark initialization can be performed with
computational cost O(mN).
Propagation


















where Pk+m+1|k is the propagated covariance at time-step k+m+1 given measurements
up to time-step k. As in standard EKF-based SLAM, Pk+m+1|k is computed in linear
time. Due to the special block-diagonal structure of the Φk+m matrix [see (2.8)], each k
∗
i
can be calculated in constant time. Since 2m such Kalman vectors have to be calculated,
the overall computational complexity of this step is also constant time, i.e., O(m).
6 For simplicity, we assume one measurement per time step, i.e. one update step at every time step.
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Update













As in standard EKF-SLAM, the term (Hk+m+1Pk+m+1|kH
T
k+m+1 + Rk+m+1) is calcu-
lated in constant time. Since Hk+m+1 contains only two non-zero blocks [see (2.15)],
each term, Hk+m+1k
∗
i , is calculated in constant time resulting in a total additional cost
of O(m) for calculating 2m such terms. Finally, since the dimensions of Hk+m+1k
∗
i
are 2 × 1, each vector outer-product, (Hk+m+1k∗i )(Hk+m+1k∗i )T , can be evaluated in
constant time and the computational complexity for calculating the sum of 2m such ma-
trices is O(m). Thus the overall computational complexity for calculating the residual
covariance matrix is also O(m).


















calculated in O(N) (note that since S is of dimensions 2×2, S−1 is calculated in constant
time). Furthermore, since the terms Hk+m+1k
∗
i have already been calculated [see (2.22)],
the cost of computing k∗i (Hk+m+1k
∗
i )
TS−1k+m+1 is O(N). Thus the summation term
in (2.23) is evaluated in O(mN), leading to an overall computational complexity of
O(mN) for this step. Also, once the Kalman gain Kk+m+1 is available, the state update
[see (2.13)] is carried out with O(N) computational cost.
Finally, the covariance update is expressed as [see (2.14), (2.21)]:




















where ki is the i
th column of (Kk+m+1S
1/2
k+m+1). Again, to simplify the notation, we
denote k2m+1 = k1, k2m+2 = k2 and kj = k
∗
j , j = 1, . . . , 2m, to obtain:





At this step, we do not actually evaluate the sum of the outer-product of the Kalman
vectors and hence we only consider the computations required for generating the new
Kalman vectors k1 and k2. Since the generation of new Kalman vectors only involves
the Cholesky factorization of the 2× 2 matrix S followed by the computation of ki, the
covariance update step in GMP has O(N) computational cost.
Landmark Initialization
Next we describe how landmark initialization can be efficiently carried out in the GMP
framework. Every time a new landmark, N + 1, is detected, an estimate for this land-
mark, p̂N+1, has to be appended to the state vector. Also, the covariance matrix
Pk+m|k+m [see (2.20)] needs to be appropriately augmented. While the new landmark’s
initial estimate can be generated as in the standard EKF-based SLAM, the following
steps have to be carried out for updating the covariance:
1. Firstly, zeros are appended as the last two additional elements of each ki vector.
2. Matrix Pk+m|k [see (2.7)] is augmented to include the block matrices that corre-
spond to7 :








HN+1, i.e., the new landmark’s co-
variance.
(b) PxrpN+1 = −PxrxrHTr HN+1, i.e., the new landmark’s cross-correlation with
the robot.
(c) PpipN+1 = −PpixrHTr HN+1, i = 1 . . . N , i.e., the new landmark’s cross-
correlation terms with each of the N existing landmarks.
where Hr and HN+1 are the non-zero blocks of the measurement matrix [see (2.15)]
corresponding to the observation of landmark N + 1.
7 Time indices have been omitted to simplify the discussion.
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Although N + 2 terms, as seen above, need to be determined to update the covariance
matrix, the cost of calculating each of them is constant once Pxrxr and Ppixr are
retrieved. As shown below, we can obtain Pxrxr and Ppixr [see (2.20)] at a cost of
O(m) each (note that Pxrxr and Ppixr are also needed for data association and can be
determined by the same process). We obtain the 3× 3 sub-matrix Pxrxr as follows:






where kri denotes the first 3 elements of the vector ki that correspond to the robot.
Since each kri vector has dimensions 3× 1, Pxrxrk+m|k+m can be evaluated in constant
time, i.e., O(m). Similarly, the 2× 3 sub-matrix Ppjxr is evaluated in O(m) as follows:






where kpji denotes the 2 elements of the vector ki that correspond to landmark pj .
Subsequently, each new term of the covariance matrix, corresponding to landmark N+1,
can be evaluated at a cost of O(m). Since N + 2 such terms need to be calculated, the
overall cost for inserting a new landmark in the map is O(mN).
From the preceding presentation, it is evident that by using the GMP technique,
the computational complexity of standard EKF-based SLAM is O(mN). Table 2.2
summarizes the computational complexity at each step of GMP. Here it is important
Table 2.2: Computational Complexity of the GMP EKF-based SLAM Algorithm. N :
number of landmarks in the map, m: number of Kalman vectors in the vector outer-
product sum.









to note that since no approximation has been made up to this point and as long as
the number of delayed updates, m, is significantly smaller than N , the GMP SLAM
will produce exactly the same estimates as the standard EKF-based SLAM, but in
linear time. Inevitably, however, as the robot navigates and makes new observations,
m will continuously increase. Therefore, in order to maintain the structure of the
covariance matrix [see (2.20)] while allowing for linear-time updates, it is necessary to
devise a technique whereby the number, m, of ki vectors in the vector outer-product sum∑2m
i=1 kik
T
i [right-hand side of (2.20)] remains upper-bounded by a quantity Mmax  N .











i . Once the increasing number of Kalman vectors, m, in D reaches
Mmax, some of these vectors are discarded and D is approximated by D
∗ as the sum of
the vector outer product of onlyMmin vectors, whereMmin < Mmax. The motivation for
this low-rank approximation is to ensure that only m, where Mmin ≤ m ≤Mmax  N ,
vectors will be involved in further computations [see (2.20)] and hence the computational
cost of GMP will remain linear.
Since the objective of the Power-SLAM estimator is to minimize the information loss,
i.e., minimize the trace of the covariance matrix Pk+m|k+m [see (2.20)], it is necessary to
maximize the trace of the approximated Kalman vector outer-product sum D∗. Given
the above optimality criterion and the constraint that only Mmin out of the Mmax
Kalman vectors in D can be retained, the optimal solution to this problem is obtained by
determining the eigenvectors, vi, that correspond to the Mmin largest eigenvalues of D













where λ1 > λ2 ≥ λ3... ≥ λMmax are the eigenvalues of D and vi, i = 1, . . . ,Mmax, are
the corresponding eigenvectors. The proposed low-rank approximation of D retains its
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T = D∗, (2.29)




λivi, are the new Kalman vectors. Note that this
approximation is optimal since it retains the most informative vectors, i.e., the scaled
eigenvectors that correspond to the largest eigenvalues of D.
Furthermore, in order to maintain the linear-time processing cost of our proposed ap-
proach, it is necessary to use an algorithm that calculates these eigenvalue-eigenvectors
pairs in linear time. We next show how this can be accomplished by employing the
Power method [64] (Algorithm 1).
Algorithm 1 Power Method
Require: Matrix D, scalars np, Mmin
1: for j = 1 to Mmin do
2: Generate random vector8 s0
3: for k = 0 to (np − 1) do
4: Compute sk+1 ← Dsk
5: Find α← ||sk+1||∞
6: sk+1 ← sk+1/α
7: end for
8: λj ← α {λj is the dominant eigenvalue of D}
9: vj ← snp/||snp || {vj is the eigenvector of D, corresponding to λj}
10: D← D− λjvjvTj
11: end for
12: return λj ,vj , j = 1, . . . ,Mmin
In order to evaluate the computational complexity of the Power method, when ap-
plied to this problem, consider the first iteration when j = 1 and k = 0. Given s0,
Step 4 of Algorithm 1 calculates:













and the computational cost for this step is O(MmaxN). Next, the costs for obtaining
the ∞-norm in Step 5 and dividing sk+1 by α in Step 6 are O(N) each. Thus the total
8 In this particular problem, the convergence speed of the Power Method increases significantly by
selecting s0 = kj where ||kj || > ||ki||, ∀i ∈ {1 . . .Mmax}\{j}.
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cost for Steps 4-6 remains O(MmaxN). Since Steps 4-6 are repeated np times
9 , the
total cost to acquire α (dominant eigenvalue λ1) and snp (dominant eigenvector v1),
becomes O(npMmaxN). Once the dominant eigenvalue/eigenvector is obtained, D is
modified in Step 10 to include the additional vector outer-product, λjvjv
T
j . As a result,
D will now contain Mmax + 1 vector outer-products.
Similarly, by repeating the above process, the second largest eigenvalue/eigenvector
pair can be acquired at a cost of O(np(Mmax + 1)N) and the new D will contain
Mmax + 2 vector outer-products. Thus, we can see that the cost of obtaining the i
th
largest eigenvalue/eigenvector pair, where i = 1, . . . ,Mmin, is O(np(Mmax + (i− 1))N).
The total cost for obtaining all Mmin such pairs becomes:






since Mmin Mmax. Hence, as long as npMminMmax  N , the computational cost of
the Power method remains linear in N .
Remark 1 (Speeding up the Power Method). A simplistic and very fast solution to
the low-rank approximation described in (2.29) would be to select and retain the largest
Mmin out of the Mmax available ki vectors based on their 2-norm, ||ki||. Although this
is often a reasonable approximation and, as explained later, guarantees that the resulting
estimator remains conservative, it is not optimal unless:
1. ki =
√
λivi for i = 1 . . .Mmin, where vi are the eigenvectors corresponding to the
Mmin largest eigenvalues of D, or
2. ||ki|| ' 0, for i = (Mmin + 1) . . .Mmax.
While condition (1) is rarely satisfied in practice, condition (2), from extensive simula-
tion studies, is seen to be usually true for i = (Mmid+1) . . .Mmax, where Mmid  Mmin.
In order to expand the time horizon over which this low-rank approximation is de-
layed (i.e., intuitively large values of Mmax allow us to retain the most informative ki
9 In most cases, np = 7-10 steps are necessary for this iterative process to converge. Based on
two successive estimates for the eigenvector, convergence is detected when |1 − sTnpsnp−1/(||snp || ×
||snp−1||)| < 10−6, i.e, the angle between these two vectors is smaller than ∼ 10−6 rad.
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vectors), a further approximation can be employed based on the condition (2) mentioned











i = D̃ (2.31)


















T = D̃∗, (2.32)
where λ̃i, ṽi, and k̃
∗
i are defined as in (2.29).
Selecting the Mmid largest (in the 2-norm sense) ki vectors incurs a cost of O(MmaxN)
for determining their magnitude and a cost of O(Mmax log(Mmax)) for sorting the vec-
tors in descending order based on their 2-norms. After this process is complete, the cost
of the Power Method reduces to O(npMminMmidN). Typical values of these parameters
used in our tests are: (i) Mmax = (2−to−10)% of N , (ii) Mmid = max{2, (5−to−10)%
of Mmax} (i.e., the Power Method is not used when Mmid = 2 which corresponds to
N < 250, i.e, ∼ 100 - landmark maps), (iii) Mmin = 1− 2, and (iv) np = 7− 10 (i.e.,
npMminMmid is 1-2 orders of magnitude smaller than N). Note that these are only
representative values and they can be adjusted on-line to meet the availability of compu-
tational resources. Subject to the linear computational complexity constraint, choosing a
higher value of Mmax will allow the algorithm to extend the time horizon over which the
approximations are carried out, hence allowing the algorithm to capture more informa-
tion. On the other hand when selecting Mmin, it has been seen (from simulation studies)
that most of the information is captured in the first 1− 2 eigenvalue/eigenvector pairs.
Therefore, choosing a higher value of Mmin will not lead to a substantial increase in the
information gain. Finally, the value of Mmid depends on the particular realization of
SLAM and should be determined after studying the problem at hand.
Lastly, we would like to note that the above approximation is well justified for the
following two reasons:
1. Most of the elements of the vectors ki have very small values, except (i) the
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elements that correspond to the robot, and (ii) elements corresponding to land-
marks observed over the last (Mmax −Mmin) time steps and landmarks strongly
correlated with them.
2. The rank-2 covariance update process (described in Section 2.3.4), sparsifies the
ki’s by replacing the largest elements, in the absolute value sense, of the ki’s with
zeros. Hence, only few directions, vi, of D contain substantial information (typ-
ically Mmin = 1 or 2). The remaining ones can be discarded without significant
loss of accuracy.
At this point, we should note that the SWKF approach in [63] is also based on the
first observation mentioned above. In that case, however, all elements of ki, except
those corresponding to the robot and the observed landmark, are discarded at every
time step. Since there exist strong correlations between neighborhoods of landmarks in
dense maps, this crude approximation generates very conservative updates in the SWKF.
Furthermore, and in stark contrast to the one-step approximations involved in [63]
and [60], by employing the GMP framework, we delay the time when an approximation
becomes necessary. This, in effect, allows us to retain the most informative among all
the ki vectors accumulated over an extended period of time, thus significantly reducing
the information loss.
Remark 2 (Conservative Estimator). A key advantage of the presented low-rank ap-
proximation is that the covariance matrix remains conservative. Since D  D∗ (2.20)
yields:
Pk+m|k+m = Pk+m|k −D  Pk+m|k −D∗ = P∗k+m|k+m (2.33)







T is the new approximated covariance. The
estimator also remains conservative for D̃∗, since [see (2.31), (2.32)] D  D̃  D̃∗.
Remark 3 (Quantifying the Information Loss). Importantly, the Power-SLAM ap-
proach provides a concrete measure of the information loss incurred due to the low-rank
approximation. Quantifying the approximation involved is necessary in order to ad-
just the parameters Mmin and Mmax on-line, so as to meet performance requirements.
This can be achieved by computing the ratio (tr(D) − tr(D∗))/tr(D) with complexity











2.3.4 Linear-Time, Rank-2 Covariance Updates
The main drawback of any low-rank approximation of D [see (2.29)] is that it does not
guarantee loss of rank of the covariance matrix, Pk+m|k+m [see (2.33)], after “infinite”
time, as is expected when the system reaches steady-state [65, 23]. This is due to the
fact that, in general, the rank of matrix Pk+m|k is (2N + 3), i.e., it is full-rank, while
the rank of D is at most Mmax. Hence the rank of Pk+m|k+m = Pk+m|k −D will be at
least (2N + 3−Mmax) with Mmax  N .
Furthermore, due to the propagation steps [see (2.21)], the covariance Pk+m|k, in
general, will increase continuously. Moreover, D will also become larger when the same
landmarks are re-observed in a given period of time. This is due to the fact that re-
observing landmarks provides additional information, resulting in larger Kalman gain.
But since D is never explicitly computed, this information is never incorporated in
Pk+m|k to reduce the covariance.
In order to ensure that the trace of Pk+m|k decreases monotonically, certain ele-
ments of D (as permitted by the linear computational complexity constraint) have to
be subtracted from Pk+m|k at every time step. Note, however, that any modification
of D requires that the positive semi-definite property of D be maintained, else the low-
rank approximation described in the previous section will not guarantee consistency. To
achieve this, we propose the following rank-2 covariance updates:
1. From D, choose the vector kj with the maximum element, kξj , in the absolute
value sense, amongst all the ki’s. Let this be the ξ
th element of kj .






Here, k+j is identical to kj , except with its ξ
th element set to zero. Therefore, k−j




















































is included back in the vector outer-













where k+i = ki, ∀i 6= j. Since δPj has only O(N) non-zero elements, (Pk+m|k −
δPj) can be calculated in linear time. Furthermore as required, after the rank-2









definite, since it is still expressed as the sum of vector outer-products.
We now prove that the proposed rank-2 update is optimal (i.e., it minimizes the trace of
the updated covariance matrix) under the linear computational complexity requirement.
Let us begin by assuming that k+j = (I −Aj)kj , where Aj is a selector matrix, kj
is the vector used in the update (to be determined), and Pk+m|k+1 = Pk+m|k − δPj
denotes the updated covariance matrix after incorporating a single rank-2 covariance
update. Therefore, [see (2.34)] k−j = Ajkj and
δPj = (Ajkj)(Ajkj)






In order to carry out this rank-2 covariance update, kj and Aj need to be determined
such that the following two conditions are satisfied:
(C1) The cost of computing δPj [see (2.38)] is minimized, allowing at most O(N)
operations to maintain the linear computational complexity of the algorithm.
(C2) The trace of Pk+m|k+1 = Pk+m|k− δPj is minimized. Note that the minimization
of tr(Pk+m|k+1) ensures minimization of tr(Pk+m|k+m) when the vectors ki are
discarded during the low-rank approximation.
Since the vector kj can, in general be dense, while computing Ajkj , (C1) requires that
the matrix Aj has at most n  N2 non-zero elements10 . If these non-zero elements
are distributed among 1 ≤ p ≤ N rows of Aj , then the cost for computing Ajkj is
O(n) and the resulting vector will have p non-zero elements. Since (Ajkj)(Ajkj)
T is a
symmetric matrix, the cost for computing it will be p(p+1)2 .
10 For clarity in the following derivations, we set the state vector size to N .
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When computing k+j = (I −Aj)kj = kj −Ajkj , d ∈ {0, 1, . . . , p} subtractions are
necessary, depending on the number of elements of k+j that can be directly set to zero
(i.e., by appropriately selecting the elements of p− d rows of Aj , it can be ensured that
elements of Ajkj in these rows are the same as those of kj). Thus, if k
+
j contains p− d
zeros, computing k+j (Ajkj)
T requires (N − (p − d))p operations. Hence the total cost
for calculating δPj can be expressed as a function of p, d, n, and N as follows:




−p2 + (2N + 2d+ 1)p+ 2(n+ d)
)
. (2.39)
Note that (2.39) is a concave function of p with the maximum achieved at p = 2N+2d+12 >
N . Thus, it is a monotonically increasing function within the interval of interest, i.e.,
[1 . . . N ], with the minimum occurring at p = 1 (i.e., since Aj cannot be a matrix of all
zeros, at least one row of Aj will have non-zero elements). Substituting p = 1 in (2.39)
the total cost becomes:
c(1, d, n,N) = N + n+ 2d. (2.40)
Now since p = 1, the number of subtractions, d, can either be 0 or 1. Also, the structure
of matrix Aj , that contains only one non-zero row (e.g., the ξ
th row), is given by:
ATj = [0 . . .aξ . . .0] , (2.41)
where aξ denotes the ξ
th row of Aj , with n ≤ N non-zero elements.
We now turn our attention to (C2). Minimizing the trace of Pk+m|k+1 is equivalent










= −(aTξ kj)2 + 2kξj(aTξ kj) (2.42)
where kξj is the ξ
th scalar element of vector kj and (2.42) is a concave function of aξ.
Computing its derivative with respect to the elements of aξ, the maximum of tr(δPj)
is reached when:
(aTξ kj)kj = kξjkj . (2.43)
This is trivially achieved by setting aξ = eξ, where eξ is the ξ
th canonical unit vector.
Therefore, Aj [see (2.41)] becomes a matrix of zeros, except the ξ
th diagonal element
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which is equal to one. As a result of this, the vector k−j = Ajkj has only one non-zero
element, i.e., kξj , in the ξ
th location; the rest of its elements are zero. Also, the vector
k+j = (I−Aj)kj has the same elements as kj , except the ξth element, which is zero.
Finally from (2.38), we can see that δPj will have non-zero elements only in its ξ
th
row and column. Hence, the total cost for computing δPj becomes c(1, 0, 0, N) = N .
Subtracting δPj from Pk+m|k+m will also have cost N . Moreover, due to this special
structure of the resulting δPj matrix (i.e., non-zero elements only in its ξ
th row and
column), the rank of this matrix is 2 (hence the name rank-2 updates).
What remains to be determined are the indices j and ξ that satisfy (C2). Substitut-
ing aTξ kj = kξj in (2.42), we have max(tr(δPj)) = k
2
ξj . Hence maximizing the tr(δPj) is
guaranteed by selecting among the kj vectors, the one which has the maximum element
kξj , in the absolute value sense. This maximum element, among 2m Kalman vectors
(each of dimension N × 1), can be determined at a cost of O(mN).
Thus, we demonstrated that the overall computational complexity of a single rank-
2 covariance update is O(mN). Furthermore, this rank-2 covariance update process
can be repeated multiple times during each time step, depending on the availability
of computational resources, to further decrease the trace of Pk+m|k+1 and speed up
convergence.
Table 2.3: Computational Complexity of Power-SLAM. N : number of landmarks in the
map, m: number of Kalman Vectors in the vector outer-product sum, Mmin ≤ m ≤
Mmax  N , np: number of iterations of the Power Method.
Steps in Power-SLAM Computational Complexity
Global Map Postponement O(mN)
Low Rank Approximation (Power Method) O(npMminMmaxN)
Rank-2 updates O(mN)
Before presenting the simulation and experimental results, we summarize the three
key algorithmic components of our proposed approach along with their computational
complexity (see Table 2.3). Firstly, we showed that by using the GMP technique,
approximations necessary for ensuring linear computational complexity of EKF-based
SLAM can be delayed over multiple time steps. Secondly, we presented a linear-cost
low-rank approximation technique that retains the most informative Kalman vectors
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from the postponement phase using the Power Method. Lastly, in order to speed up
the convergence of our proposed estimator, linear-complexity rank-2 covariance updates
were introduced. Depending on the availability of computational resources at each time
step, multiple rank-2 updates can be carried out to further speed up convergence.
2.4 Simulations
2.4.1 Simulation Setup
The simulations used to validate the performance of the Power-SLAM algorithm have
been implemented in MATLAB. The robot starts at a known position and follows an
8-shaped trajectory shown in Fig. 4.7, where the radius of each circle is 150 m. The
maximum sensing range of the robot is set to 8 m and it has a 360 degrees field of
view for range and bearing measurements. The noise in the measurements is modeled
as zero-mean, white Gaussian. Every 0.2 seconds, the robot receives the following
measurements: (i) odometry (linear, v, and rotational, ω, velocity) with noise standard
deviation σv = 3%v, and σω = 3%ω, (ii) range d, with σd = 8 cm, and (iii) bearing θ,
with σθ = 1 degree.
In this simulation, the robot observes approximately 500 landmarks (i.e., the size
of the state vector increases from 3 to 1000) over 2000 time steps with an average of
1.6 landmark observations per time step. The robot closes loops approximately every
310 time steps. The maximum number of Kalman vectors, Mmax, and the number of
rank-2 updates at each time step, are both set to 10% of the size of the state vector
at that time step. The number of Kalman vectors, ki, considered for the low-rank
approximation, are set to Mmid = max(2, 0.05Mmax). The Power Method extracts the
dominant eigenvalue and eigenvector (Mmin = 1).
2.4.2 Simulation Results
The objective of our simulation studies is to demonstrate the accuracy of the Power-
SLAM algorithm, verify its consistency, and compare its performance to that of (i) EKF-
based SLAM, (ii) SWKF SLAM [63], and (iii) CKF SLAM [60]. We use the First
Estimates Jacobian (FEJ) variants of the EKF and the Power-SLAM algorithm in our
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Figure 2.1: True robot trajectory (solid red line), true landmark positions (+), Power-
SLAM estimated robot trajectory (dashed blue line), Power-SLAM estimated landmark
positions (*), and their 3σ uncertainty ellipses. Insets are zoomed sections for better
viewing of the uncertainty ellipses.


















Figure 2.2: Measurement residuals (solid) and corresponding 3σ bounds (dashed).
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Figure 2.3: Trace of the robot’s covariance matrix.















































Figure 2.4: Trace of the map’s covariance matrix.
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Figure 2.5: Sum of the squared error in the robot’s position estimates.

























































Figure 2.6: Sum of the squared error in the landmarks’ position estimates.
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Immediately after Loop Closure






After traversing a semi−circle since Loop Closure
Figure 2.7: The 10 largest squared 2-norms (4) of the Kalman vectors, and the 10
largest eigenvalues (*) of the Kalman vector outer-product sum at 2 time instances:
immediately after loop closure (top figure) and traversing a semi-circle after loop closure
(bottom figure).
























Figure 2.8: Comparison of the execution times for EKF-SLAM and Power-SLAM.
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simulation studies. The FEJ estimator, proposed in [66], provides a solution to the
inconsistency problem based on the observability analysis of the linearized system model
in EKF-SLAM.
Note that the standard EKF-SLAM has computational complexity O(N2), while all
other algorithms evaluated hereafter have processing requirements linear, O(N), in the
number of features. However, there are certain differences in the actual processing cost
of each of the linear estimators. Although the SWKF estimator has fixed processing re-
quirements, the CKF computational cost can be adjusted. To ensure a fair comparison,
the CKF covariance updates are set so as to have the same cost as the rank-2 updates
of the Power-SLAM algorithm.
We start with a qualitative evaluation of the Power-SLAM algorithm. As shown in
Fig. 2.1, the Power-SLAM estimates for both the robot trajectory and the landmark
positions are very close to the real ones. Also note that the 3σ ellipses of uncertainty
for the estimated landmark positions contain the true positions, indicating consistency.
Fig. 2.2 depicts the measurement residuals along with their corresponding 3σ bounds
for the Power-SLAM method (only 200 time steps are shown to ensure clarity). This
figure verifies that the Power-SLAM estimator is consistent.
We now turn our attention to the quantitative results presented in Figs. 2.3-2.6. Al-
though all 3 linear-complexity estimators are conservative as compared to the standard
EKF-SLAM, the SWKF is the most conservative one, followed by the CKF. The Power-
SLAM estimator is the least conservative, which is evident when comparing the trace
of the robot-position covariance matrix to the corresponding one for the EKF-SLAM
(see Fig. 2.3). The same conclusion can be reached by comparing the traces of the land-
marks’ covariance matrices for each of these estimators (see Fig. 2.4). For the case of
the landmarks, in particular, the SWKF covariance does not decrease with time as the
robot revisits the same areas. While this is not true for the CKF, the rate of decrease
of the covariance matrix trace is very slow when compared to that of the Power-SLAM
estimator. This behavior is due to the fact that both the SWKF and the CKF are
based on crude approximations that take place during each time step and result in large
information loss. In contrast, the Power-SLAM algorithm is able to minimize the infor-
mation loss by (i) delaying approximations over large time horizons, and (ii) extracting
and retaining the most informative Kalman vectors during each approximation.
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The level of “conservatism” of each algorithm, when compared to the EKF-SLAM
estimator, also affects the accuracy of the estimates. Specifically, both the robot’s
and landmarks’ position errors for the SWKF and CKF are significantly larger when
compared to the ones for the Power-SLAM algorithm (Figs. 2.5 and 2.6), which achieves
accuracy almost indistinguishable to that of EKF-SLAM.
The average squared error in the position estimates for each landmark, when com-
pared to the standard EKF, is 75% higher for the CKF and 490% for the SWKF, whereas
it is only 14% higher for Power-SLAM. Similarly, for the robot position estimates, the
average squared error, when compared to the standard EKF, is 18% higher for the CKF
and 96% for the SWKF while it is only 3% higher for Power-SLAM. This is due to the
fact that the Power-SLAM algorithm is based on optimal approximations within the
linear-complexity processing constraints.
Fig. 2.7 shows the 10 largest eigenvalues and 10 largest values (in the squared 2-norm
sense) of the 100 Kalman vectors in D at two time instances: (i) just after loop closure,
and (ii) when the robot has traveled a semi-circle after loop closure. As expected, the
Kalman vectors carry substantially more information after loop closure than at other
time steps. Moreover, in both cases, 2% to 10% of the Kalman vectors carry the bulk of
the information and hence the others can be discarded in order to speed up the Power
Method as discussed in Remark 1.
Finally, Fig. 2.8 shows the execution times per time step for EKF-SLAM and Power-
SLAM for the first 1000 time steps of the simulation. The results presented in this figure
corroborate our analytical studies. In particular, the execution time for Power-SLAM
is an order of magnitude lower than that of EKF-SLAM. Thus, Power-SLAM can be




An iRobot Packbot robot, equipped with a Pointgrey Firefly stereo rig and a PC104
computer was used for the experiments (see Fig. 2.9). The stereo rig has been calibrated
using the calibration technique by Zhang [67] and Heikkila et al. [68] to obtain its
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intrinsic and extrinsic parameters.
Figure 2.9: The Packbot robot equipped with a Pointgrey Firefly stereo rig.
During the experiments, the Packbot explored an indoor office environment and
captured stereo images of its surroundings while moving in a plane. The robot received
proprioceptive measurements, i.e., linear, vm, and angular, ωm, velocity, at 10 Hz and
exteroceptive measurements, i.e., the stereo images, at approximately 0.5− 1 Hz. The
noise in the proprioceptive measurements is assumed to be zero-mean, white Gaussian
with standard deviation σv = 3% max(vm) and σω = 3% max(ωm). The image resolu-
tion is 640× 480 pixels and an additive white Gaussian noise of 2 pixels is assumed for
the camera measurements.
For the duration of the experiment (approximately 2.5 mins), a total of 103 images
were captured by each camera. SIFT keypoints [16], matched in the corresponding stereo
images, were used to determine the 3D position of the point features based on stereo
triangulation. Examples of detected and matched keypoints are shown in Figs. 2.10
and 2.11, respectively. On average, 1247 keypoints/image were detected, while 14.36
keypoints were matched for each set of stereo images. A total of 1088 point features
were added to the state vector.
2.5.2 Experimental Results
Fig. 2.12 compares the trace of the robot’s position covariance matrix for the SWKF,
CKF, EKF and Power-SLAM estimators. Note that the trace of the robot’s covariance
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Figure 2.10: Example image with detected SIFT keypoints.










Figure 2.11: Example of matched SIFT keypoints in the left and right images.
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matrix for the Power-SLAM estimator is closest to that of the EKF as compared to
the SWKF and CKF. Thus, we can conclude that the Power-SLAM estimator is the
least conservative approximate estimator, followed by the CKF and finally the SWKF.
Fig. 2.13 compares the trace of the features’ covariance matrix for the aforementioned
four estimators. Here, only the covariance for features that have been re-observed has
been included for comparison. From this figure, we see that the performance of the
Power-SLAM estimator is almost indistinguishable from that of the EKF. Furthermore,
with respect to the uncertainty in the features’ position estimates, the Power-SLAM es-
timator is the least conservative as compared to the SWKF and the CKF. In summary,
we note that by employing the Global-Map Postponement technique and the Power
Method, the Power-SLAM estimator minimizes the information loss, while satisfying
the linear-complexity constraint, and outperforms competing linear-processing-cost al-
ternatives.















































Figure 2.12: Trace of the robot’s position covariance matrix.
2.6 Summary
The Power-SLAM algorithm, introduced in this chapter, provides a real-time consistent
estimator for simultaneous localization and mapping that has computational complexity
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Figure 2.13: Trace of the map’s covariance matrix.
linear in the number of features in the map. The Global-Map Postponement approach
followed by the Power Method and linear-time rank-2 updates form the crux of the
Power-SLAM algorithm. The Global-Map Postponement technique delays the approxi-
mations over multiple time steps. The Power Method extracts and retains the dominant
information from the Kalman vectors generated during the postponement phase. By
working in tandem, these two techniques minimize the information loss over multiple
time steps. Finally, in order to increase the convergence rate of this estimator, linear-
time rank-2 updates, which minimize the trace of the covariance matrix, are applied at
every time step.
Moreover, a key advantage of the Power-SLAM estimator is its ability to adjust
its processing requirements on-line to meet the availability of computational resources.
By adaptively trading CPU cycles for estimation accuracy, Power-SLAM bridges the
gap between linear-complexity estimators (based on coarse approximations, such as the
SWKF and the CKF) and the quadratic-complexity EKF-based SLAM. Furthermore,
by minimizing the information loss induced during the necessary approximations, the






In this chapter, we present C-KLAM, a Maximum A Posteriori (MAP) estimator-based
keyframe approach for SLAM. As opposed to many existing keyframe-based SLAM ap-
proaches that discard information from non-keyframes for reducing the computational
complexity the proposed C-KLAM presents a novel, elegant, and computationally-
efficient technique for incorporating most of this information, using marginalization,
resulting in improved estimation accuracy.
3.1 Introduction and Related Work
For mobile robots navigating in large environments over long time periods, one of the
main challenges in designing an estimation algorithm for Simultaneous Localization
and Mapping (SLAM) is its inherently high computational complexity. For example,
the computational complexity of the Minimum Mean Squared Error (MMSE) estimator
for SLAM, i.e., the Extended Kalman Filter (EKF) [19], is O(N2) for each update
step, where N is the number of landmarks in the map. Similarly, for the batch MAP
estimator-based SLAM (smoothing and mapping) [33], the worst-case computational
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complexity is O([K + N ]3), where K is the number of robot poses in the trajectory.
While existing batch MAP-based SLAM approaches such as the
√
SAM [33], g2o [69],
and Sparse Pose Adjustment (SPA) [70] generate efficient solutions by exploiting the
sparsity of the information matrix, for large-scale SLAM with frequent loop closures,
this cost eventually prohibits real-time operation.
The approximate solutions developed to reduce MAP-based SLAM’s computational
complexity can be classified into three main categories. The first one comprises of ap-
proaches such as iSAM [71] and iSAM2 [72] that incrementally optimize over all robot
poses and landmarks, using all available measurement information. However, for tra-
jectories with frequent loop closures, (i) fill-ins are generated between periodic batch
updates for iSAM, when the number of constraints is greater than five times the num-
ber of robot poses [71], and (ii) many nodes in the Bayes tree used by iSAM2 have
to be relinearized, hence degrading the efficiency of these approaches. The graphi-
cal SLAM approach of [73] provides efficient solutions by employing block coordinate
descent-based minimization and by postponing relinearization. Besides the approxima-
tion used for minimizing the cost function, this method’s accuracy also suffers due to
the accumulation of linearization errors when frequent loop closures occur.
The second category includes fixed-lag smoothing approaches such as [74, 75] that
consider a constant-size, sliding-window of recent robot poses and landmarks, along
with measurements only in that time window. Here, old robot poses and landmarks are
marginalized1 and the corresponding measurements are discarded. However, marginal-
ization destroys the sparsity of the information matrix, and the cost of this approach
becomes O(R3), hence limiting the number of poses, R, in the sliding window. Moreover,
this approach is unable to close loops for long trajectories.
The third category consists of keyframe-based approaches, such as PTAM [76].
PTAM processes measurement information from only a subset of all available views,
hence information from non-keyframes is discarded (as opposed to marginalized) in
order to retain the sparsity of the information matrix. Keyframe-based pose-graph ap-
proaches [77, 78, 79, 80, 81, 82], on the other hand, make use of all information from
both key and non-key frames, but measurements from each frame are used multiple
1 Given a joint probability distribution function p(x, y) over random variables x and y, the marginal




Figure 3.1: An example of the exploration epoch before (left) and after (right) the
approximation employed in C-KLAM. x0, x4 are the keyframes to be retained, and x1,
x2, and x3 are the non-keyframes to be marginalized. Similarly, f1, f5 are key landmarks
(observed from the keyframes) to be retained, while f2, f3, and f4 are non-key landmarks
(observed exclusively from the non-keyframes) to be marginalized. In the left figure,
the arrows pictorially depict the measurements between different states. In the right
figure, the blue arrow represents the pose constraint generated between the keyframes
using C-KLAM and the structure of the resulting measurement graph.
times to generate relative pose-to-pose constraints, especially in loop closure events.
Re-using information results in inconsistent estimates, hence degrading the estimation
accuracy.
In this chapter, we present the Constrained Keyframe-based Localization and Map-
ping (C-KLAM), an approximate batch MAP-based algorithm, which estimates only
keyframes (key robot poses) and key landmarks while also exploiting information (e.g.,
visual observations and odometry measurements) available to the non-keyframes. In
particular, this information is projected onto the keyframes, by generating pose con-
straints between them. Our main contributions are as follows:
• In contrast to existing keyframe methods, C-KLAM utilizes both proprioceptive
[e.g., from an inertial measurement unit (IMU)] and exteroceptive (e.g., from a
camera) measurements from non-keyframes to generate pose constraints between
the keyframes. This is achieved by marginalizing the non-keyframes along with
the landmarks observed from them.
• In contrast to sliding-window approaches, C-KLAM incorporates information from
marginalized frames and landmarks without destroying the sparsity of the infor-
mation matrix, and hence generates fast and efficient solutions.
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• The cost of marginalization in C-KLAM is cubic, O(M3r ), only in the number of
non-keyframes, Mr, between consecutive keyframes, and linear in the number of
landmarks, Mf , observed exclusively from the Mr non-keyframes, where Mr 
Mf .
• The keyframes and the associated key landmarks are maintained over the entire
robot trajectory, and thus C-KLAM enables efficient loop closures, necessary for
ensuring accurate and consistent long-term navigation.
3.2 Algorithm Description
In this section, we first present a brief overview of batch MAP-based SLAM, followed by
the details of the proposed C-KLAM algorithm. Moreover, to facilitate the description
of these estimation algorithms, we will use the specific example scenario depicted in
Fig. 3.1. Note, however, that C-KLAM is a general approach that can be used for any
number of key and non-key poses and landmarks.
3.2.1 Batch MAP-based SLAM
Consider a robot, equipped with proprioceptive (e.g., IMU) and exteroceptive (e.g.,
camera) sensors, navigating in a 3D environment. The motion model for the robot is
given by:
gi+1 = xi+1 − f(xi,ui −wi) = 0 (3.1)
where f is a general nonlinear function2 , xi and xi+1 denote the robot poses at time-
steps i and i+ 1, respectively, ui = uit + wi, is the measured control input (e.g., linear
acceleration and rotational velocity for an IMU), where uit denotes the true control
input, and wi is the zero-mean, white Gaussian measurement noise with covariance Qi.
The measurement model for the robot at time-step i, obtaining an observation, zij , to
a landmark with position fj is given by:
zij = hij(xi, fj) + vij (3.2)
2 The details of the IMU motion model can be found in [74].
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where hij is a general nonlinear measurement function
3 and vij is the zero-mean, white
Gaussian measurement noise with covariance Rij .







consists of five robot poses, xi, i = 0, 1, . . . , 4, and five point land-
marks’ positions, fj , j = 1, 2, . . . , 5, observed from these poses. The objective of the
batch MAP estimator is to calculate the state estimates, x̂MAP , i.e., x̂0:4, f̂1:5, of all
robot poses, x0:4 =
[




, and all landmark positions, f1:5 =
[





all available proprioceptive, u0:3 =
[













, measurements, where Zi denotes the set of all exteroceptive measurements
obtained at robot pose xi, i = 0, 1, . . . , 4. Specifically, the batch MAP estimates, x̂
MAP ,
are obtained by solving the following optimization problem:











p(zij |xi, fj) (3.4)
Note that the equivalent optimization problem in (3.4) is obtained from (3.3) using
Bayes’ rule, the Markovian assumption, and the assumption of independence of the pro-
cess and measurement noise. Here, p(x0) denotes the Gaussian prior, x0 ∼ N (x̂0|0,P0|0),
for the robot pose at time-step 0. Finally, using the Gaussian noise assumptions in (3.1)
and (3.2), and the monotonicity of the logarithmic function, (3.4) is equivalent to min-
imizing the following nonlinear least-squares problem:




















CP (x0; x̂0|0) + 3∑
i=0
CM (xi+1,xi; ui) +
∑
zij∈Z0:4





C(x0:4, f1:5;Z0:4,u0:3) , arg min
x0:4,f1:5
C(xMAP ) (3.7)
3 The details of the camera measurement model for point features, used in our experiments, can be
found in [74].
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where ||e||2W = eTW−1e is the weighted squared L2-norm for a given covariance W,
Q′i = GiQiG
T
i , and Gi is the Jacobian of f(·) in (3.1) with respect to the noise wi.
In (3.6), we denote the cost terms arising from the prior, the robot motion model, and
the exteroceptive observations by CP , CM , and CO, respectively [see (3.5)].
C(xMAP ) is a nonlinear least squares cost function, and a standard approach to deter-
mine its minimum is to employ Gauss-Newton iterative minimization [83]. Specifically,
at the `-th iteration of this method, a correction, δxMAP
(`)
, to the current estimate,
x̂MAP , is computed by minimizing the second-order Taylor-series approximation of the
































We now examine the structure of the Jacobian and Hessian matrices which will






































































0|z|×|x| · · · Hxij 0|z|×|x| · · · Hfij 0|z|×|f | · · · 0|z|×|f |
]
(3.14)
In the above equations, |x|, |f |, |w|, and |z| denote the cardinality of the robot pose, xi,
the landmark position, fj , the process noise, wi, and the exteroceptive measurement,






















The Hessian matrix, H(`), is approximated in the Gauss-Newton method by [see (3.12)
and (3.14)]:



















which is a good approximation for small-residual problems. The value δxMAP
(`)
that








i [see (3.12) and (3.14)], the
matrix H(`) is also sparse, which can be exploited to speed-up the solution of the linear
system in (3.17) [83]. Once δxMAP
(`)









where ⊕ is the corresponding update rule. Given an initial estimate x̂MAP (0) that resides
within the attraction basin of the global optimum, this iterative algorithm will compute
the global minimum (i.e., MAP estimate) for the entire state given all measurements
up to time-step k.
As stated above, the cost of solving the normal equations in (3.17) depends upon
the sparsity-pattern of the Hessian and the worst-case computational complexity can be
as high as O([K +N ]3), where K and N are the number of robot poses and landmarks,
respectively. The Hessian matrix H corresponding to batch MAP-based SLAM has a
typical sparse structure shown in Fig. 3.2. Specifically, H is a symmetric positive definite
matrix, where the diagonal block corresponding to the robot poses has a block tri-
diagonal structure, the diagonal block corresponding to landmark positions has block-
diagonal structure, while the off-diagonal blocks are generally sparse depending upon the
robot’s motion. This sparse structure of H has been exploited by existing approaches
to reduce the computational cost of solving these systems of linear equations. However,
note that as the robot explores the environment and observes new landmarks, the size of
the optimization problem (both K and N) in (3.5) continuously increases. Therefore, for
long trajectories with many features and frequent loop closures, the cost of solving (3.5)
may prohibit real-time operation.
3.2.2 Marginalization and Näıve Approximation-based SLAM
In order to reduce the computational complexity of MAP-based SLAM and ensure
accurate and real-time navigation over long time durations, several variants of keyframe-
based approaches have been proposed in the literature. The key idea behind all these
approaches is to limit the size of the optimization problem in (3.7) by building a sparse
map of the environment consisting of only the key robot poses and the distinctive
landmarks observed from these key poses.







where: (i) x0 and x4 are key poses, and (ii) f1 and f5, are key landmarks
observed from these key poses.4 Non-key poses and landmarks are denoted by
4 Note that we retain only two key poses/landmarks in this example, in order to simplify the expla-
nation. However, any number of key poses/landmarks can be retained in keyframe-based approaches.
The key poses are selected based on certain criteria, e.g., distance traveled between two key poses, poses








. In this case, (3.5) can be split into two parts as follows:





CM (xi+1,xi; ui) +
∑
zij∈Z1:3
CO(xi, fj ; zij)︸ ︷︷ ︸
C2(x1:3,f2:4,x0,x4,f1,f5;Z1:3,u0:3)
(3.19)
The first part of the cost function, C1, depends only upon the key poses, key landmarks,
and the measurements between them (denoted by thin black arrows in Fig. 3.1). This
part consists of cost terms arising from the prior term and from the two exteroceptive
measurements, z01 and z45, obtained at the key poses x0 and x4, respectively. The sec-
ond part of the cost function, C2, contains all cost terms that involve non-key poses and
non-key landmarks. Specifically, these correspond to two types of cost terms: (i) those
that involve only non-key poses and non-key landmarks (corresponding to measurements
denoted by solid red lines in Fig. 3.1), e.g., CO(x1, f2; z12), and (ii) those that involve
both key and non-key elements (corresponding to measurements denoted by dashed red
lines in Fig. 3.1), e.g., CO(x1, f1; z11) and CM (x1,x0; u0).
Classical keyframe-based approaches, such as PTAM [76], optimize only over C1 in
order to reduce the computational complexity, i.e., the cost terms in C2 and the cor-
responding measurements are discarded, resulting in substantial computational savings
but also significant information loss. An alternative approach, to retain a part of the
information in C2 instead of discarding it completely, is to marginalize the non-key poses



















By employing the second-order Taylor-series approximation to C2, similar to (3.8),
and minimizing with respect to xM , we can approximate C2 by another cost function
we assume that the depth to the features is available (e.g., from an RGB-D camera), in order to reduce
the number of measurements and poses required. If a regular 2D imaging camera is used, at least two
observations of a key feature and the corresponding poses will need to be retained.
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C′2 as follows (see Fig. 3.3):
C ' C′(x0,x4, f1, f5; x̂0|0, z01, z45, x̂0, x̂4, f̂1, f̂5)
= C1 + C′2(x0,x4, f1, f5; x̂0, x̂4, f̂1, f̂5) (3.21)
where,

































































Here, x̂0, x̂4, f̂1, and f̂5 are the estimates of x0, x4, f1, and f5, respectively, at the time
of marginalization, α′ is a constant term independent of the optimization variables, and
gk,gb,gr, and gf are the gradient vectors of C2 with respect to {x0,x4}, {f1, f5}, {x1:3},
and {f2:4}, respectively. Also, gC′2 and HC′2 denote the Jacobian and Hessian matrix,
respectively. Lastly, we note that HC′2 , as expected, is the Schur complement of the
diagonal block, corresponding to non-key poses and non-key landmarks, of the Hessian,
HC2 , of the original cost function, C2 (see Fig. 3.3).
As expected, however, marginalization of non-key elements creates additional con-
straints between the key poses and the key landmarks, which directly translates into
fill-ins in the reduced Hessian matrix, HC′2 . This destroys the sparse structure of the
Hessian matrix, HC′ = HC1 + HC′2 , that corresponds to the cost function C
′ [see (3.21)],
where HC1 is the Hessian corresponding to cost function C1, and substantially increases
the computational cost of obtaining a solution to the minimization problem, even with
the reduced size of the optimization problem. By studying the relationship between the
measurement graph corresponding to Fig. 3.1 and the sparsity pattern of the resulting
Hessian matrix, we note that the exteroceptive measurements from non-key poses to key
features, i.e., z11 and z35, are the ones responsible for generating fill-ins in the Hessian
55
matrix, HC′ , after marginalization.
5
A straightforward solution to retain the sparsity of the Hessian matrix would be to
first discard any exteroceptive measurements between non-key poses and key features
(e.g., z11 and z35 in Fig. 3.1), and then proceed with the marginalization of non-key
elements. However, in real-world scenarios, f1 and f5 are not single features, but they
each correspond to a group of features. Hence, such an approximation would discard
numerous measurements, resulting in substantial information loss.
3.2.3 C-KLAM Algorithm
In order to address this problem and maintain the sparse structure of the Hessian
(information) matrix while incorporating information from C2, the proposed C-KLAM
approach (i) builds a sparse map of the environment consisting of only the key robot
poses and the distinctive landmarks observed from these key poses, and (ii) uses mea-
surement information from non-key poses to create constraints between the key poses,
so as to improve estimation accuracy. To achieve these two objectives, C-KLAM carries
out an additional approximation step, i.e., it further approximates C′2 in (3.21) by a
quadratic cost term, C′′2 (x0,x4; x̂0, x̂4) that constraints only the key poses x0 and x4.
Specifically, along with the non-key poses/landmarks, C-KLAM marginalizes the
key landmarks f1 and f5, but only from C2; these key landmarks will still appear as
optimization variables in C1 [see (3.19)]. Moreover, marginalizing f1 and f5 from C2, while
retaining them in C1, implies that we ignore their data association6 and treat them as
different features (say f ′1 and f
′
5) in C2. Mathematically, this process can be described by
first considering the following equivalent optimization problems [see (3.5), (3.19), and
5 Note that the proprioceptive measurements between key and non-key poses, i.e., u0 and u3, also
generate fill-ins, but these fill-ins are desirable for our problem as they represent constraints between
two consecutive key poses after marginalization.
6 Besides the inability to relinearize marginalized states, ignoring this data association is the main




⇔ min C̄(x0:4, f1:5, f ′1, f ′5;Z0:4,u0:3)
s.t. f1 = f
′




C̄ = C1(x0,x4, f1, f5; x̂0|0, z01, z45) + C̄2(x1:3, f2:4,x0,x4, f ′1, f ′5;Z1:3,u0:3) (3.26)
Note that minimizing the batch-MAP cost function in (3.5) is exactly equivalent to
the constrained optimization problem presented in (3.25). Now, in order to maintain
the sparsity of the Hessian matrix after marginalizing the non-key elements, C-KLAM
discards the constraint in (3.25) and hence assumes that the features f ′1 and f
′
5 are
distinct from f1 and f5, respectively (see Fig. 3.4). Due to this relaxation, C̄2 no longer
depends on the key features f1 and f5, and hence has no cost terms corresponding to
measurements between non-key poses and key features. Due to this approximation,
C-KLAM can now marginalize the features f ′1 and f
′
5, along with the non-key elements
x1:3 and f2:4, from C̄ in (3.26), thus ensuring that the resulting Hessian matrix remains
sparse.
Specifically, C-KLAM approximates C̄2 in (3.26) by C′′2 by minimizing the second-
order Taylor-series approximation of C̄2 with respect to f ′1 and f ′5 [see Figs. 3.3 and 3.5]:
C̄2 ' C′′2 (x0,x4; x̂0, x̂4) (3.27)
























gC′′2 = gC′2,k + BkD
−1BTb (3.29)











D = Ar −ArfA−1f Afr. (3.30)
where α′′ is a constant, independent of the optimization variables, and gC′′2 , HC′′2 denote
the Jacobian and Hessian matrix, respectively.
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After this approximation, the final C-KLAM cost function becomes:
CCKLAM = C1(x0,x4, f1, f5; x̂0|0, z01, z45) + C′′2 (x0,x4; x̂0, x̂4) (3.31)
whose corresponding Hessian would be the same as that of C1 (and thus sparse) plus
an additional information (relative pose) constraint between x0 and x4 due to C′′2 . In
summary, by approximating C2 by C′′2 , C-KLAM is able to incorporate most of the
information from the non-key poses/landmarks, while maintaining the sparsity of the
Hessian matrix. Moreover, the part of the cost function, C1, corresponding to the key
poses/landmarks, remains intact.
Lastly, we show that the approximation (marginalization) described above can be
carried out with cost cubic in the number of marginalized non-key poses, and only linear
in the number of marginalized non-key landmarks. For the complexity analysis, let us
assume that we have Mr non-key poses and Mf non-key features to be marginalized, and
Mb features that are observed from both key and non-key frames, where Mf Mr and
Mf  Mb. The marginalization step involves the computation of the Hessian matrix,
HC′′2 , and the Jacobian, gC′′2 , according to (3.28) - (3.30). For computing both the Hes-
sian and the Jacobian, we first need to calculate D in (3.30). Since Af is block-diagonal,
A−1f in (3.30) can be computed with cost only O(Mf ). Moreover, since the number of
marginalized non-key features, Mf , far exceeds Mr and Mb, the cost of computing D re-
mains O(Mf ). To compute the Hessian [see (3.28)], note that Ab is also block-diagonal,
hence obtaining (D−BTb A
−1
b Bb)
−1, which is the most computationally-intensive opera-
tion in (3.28), requires O(M3r ) operations. The cost of calculating the remaining matrix
multiplications and additions in (3.28) is significantly lower as compared to this cubic
cost.




−1, and A−1b , which have already been calculated when computing the Hes-
sian. In addition, we need to compute D−1, which can be found with complexity
O(M3r ). The rest of the computations involve only matrix-vector multiplications and
vector additions at a negligible cost.
Hence, the overall cost of the marginalization step is cubic in the number of marginal-
ized non-key poses, and only linear in the number of marginalized non-key landmarks.
Since Mr is bounded (user defined), the marginalization in C-KLAM can be carried out
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with minimal computational overhead.
3.3 Experimental and Simulation Results
3.3.1 Experimental Results
The experimental setup consists of a PointGrey Chameleon camera and a Navchip IMU,
rigidly attached on a light-weight (100 g) platform. The IMU signals were sampled at
a frequency of 100 Hz while camera images were acquired at 7.5 Hz. SIFT features [16]
were detected in the camera images and matched using a vocabulary tree [84]. The ex-
periment was conducted in an indoor environment where the sensor platform performed
a 3D rectangular trajectory, with a total length of 144 m and returned back to the initial
position in order to provide an estimate of the final position error.
In the C-KLAM implementation, the corresponding approximate batch MAP opti-
mization problem was solved every 20 incoming camera frames. The exploration epoch
was set to 60 camera frames, from which the first and last 10 consecutive camera frames
were retained as keyframes, while the rest were marginalized using the C-KLAM al-
gorithm. We compared the performance of C-KLAM to that of the computationally-
intensive, batch MAP-based SLAM [bundle adjustment (BA)], which optimizes over all
camera poses and landmarks, using all available measurements, to provide high-accuracy
estimates. In the BA implementation, the batch MAP optimization problem was solved
every 20 incoming camera frames.
Fig. 3.6 shows the x − y view of the estimated trajectory and landmark positions.
As evident, the estimates of the robot trajectory and landmark positions generated by
C-KLAM are almost identical to those of the BA. Loop closure was performed and the
final position error was 7 cm for C-KLAM, only 5% more than that of the BA.
In terms of speed, the C-KLAM algorithm took only 4% of the time required for
the entire BA. At the end of this experiment, C-KLAM retained 238 keyframes and 349
key landmarks, while BA had 1038 camera frames and 1281 landmarks. This significant
reduction in the number of estimated states in C-KLAM led to substantial improve-
ment in efficiency. Moreover, by using information from non-keyframes to constrain the
keyframes, C-KLAM was able to achieve estimation performance comparable to that of
the BA.
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Another experiment was conducted using the same IMU-camera sensor package
mounted on a Parrot AR.Drone quadrotor, flying in an indoor environment with a
total trajectory length of 126 m. However, in this experiment, the drone did not re-
turn to the exact starting position and there were no loop closures. In the C-KLAM
implementation, the resulting optimization problem was solved every 20 incoming cam-
era frames. The exploration epoch was set to 100 camera frames, from which the first
and last 20 consecutive camera frames were retained as keyframes, while the rest were
marginalized using the C-KLAM algorithm. At the end of the experiment, C-KLAM
retained 330 keyframes and 348 key landmarks, compared to 1110 camera poses and
1083 landmarks in BA.
Fig. 3.7 shows the estimated 3D trajectory and landmarks for both BA and C-
KLAM. From the figure, we see that, similar to the previous experiment, the estimates
of the robot trajectory and landmark positions generated by C-KLAM almost coincide
with those generated by the BA, although no loop closure was performed in either C-
KLAM or BA. Since the quadrotor did not return to the exact starting position, the
final position error cannot be determined for this experiment. However, the difference
between the final position estimates of BA and C-KLAM was 0.4% of the length of the
total trajectory.
3.3.2 Simulation Results
The performance of C-KLAM was extensively tested in simulations for a variety of con-
ditions. The simulation results corroborate our experimental results, both in terms of
the accuracy and speed of C-KLAM. In a particular simulation setup, the IMU-camera
platform traversed a helical trajectory of radius 5 m at an average velocity of 0.6 m/s
and the camera observed features distributed on the interior wall of a circumscribing
cylinder with radius 6 m and height 2 m. The camera had a 90 degrees field of view,
with measurement noise standard deviation of 1 pixel, while the IMU was modeled with
MEMS quality sensors. The C-KLAM approximate batch MAP optimization problem
was solved every 10 incoming camera frames. The exploration epoch was set to 20 cam-
era frames, from which 4 consecutive camera frames were retained as keyframes, while
the rest were marginalized using the C-KLAM algorithm. In the BA implementation,
the batch MAP optimization problem was solved every 10 camera frames.
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Table 3.1: RMSE results for BA and C-KLAM.
BA C-KLAM
Robot Orientation (rad) 3.92e-4 5.02e-4
Robot Position (m) 2.24e-2 2.75e-2
Landmark Position (m) 2.78e-2 5.31e-2
Table 3.1 shows the Root Mean Square Error (RMSE) for the platform’s position
and orientation, and for the landmarks’ position (averaged over all key landmarks).
From the table, we see that, as expected, the performance of C-KLAM, in terms of
accuracy, is comparable to that of the BA.
3.4 Summary
In this chapter, we presented C-KLAM, an approximate MAP estimator-based SLAM
algorithm. In order to reduce the computational complexity of batch MAP-based
SLAM, C-KLAM estimates only the keyframes and key landmarks, observed from these
keyframes. However, instead of discarding the measurement information from non-
keyframes and non-key landmarks, C-KLAM uses most of this information to generate
pose constraints between the keyframes, resulting in substantial information gain. More-
over, the approximations performed in C-KLAM retain the sparsity of the information
matrix, and hence the resulting optimization problem can be solved efficiently. Our
results demonstrated that C-KLAM not only obtains substantial speed-up, but also
achieves estimation accuracy comparable to that of the batch MAP-based SLAM that
uses all available measurement information.
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Figure 3.2: Structure of the Hessian matrix, H, corresponding to (3.16) for the example
depicted in Fig. 3.1(left).
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Figure 3.3: Structure of the sparse symmetric positive definite information (Hessian)
matrix corresponding to the cost function C2 in (3.19) (measurements shown with red
arrows in Fig. 1). The colored blocks denote non-zero elements. The block-diagonal sub-
matrices Ak and Ab correspond to key poses and key landmarks, respectively. Ar and
Af correspond to non-key poses and non-key landmarks to be marginalized, respectively.
Here Ak and Ar are, in general, block tri-diagonal, while Ab and Af are block diagonal.
Figure 3.4: Pictorial depiction of the approximation carried out by C-KLAM in order
to ensure sparsity of the Hessian matrix. Instead of associating the measurements z11
and z35, to the key features f1 and f5 (see Fig. 1), respectively, C-KLAM assumes that




Figure 3.5: Structure of the Hessian matrix, HC̄2 , corresponding to the cost function
C̄2 [see (3.26)]. The colored blocks denote non-zero elements. Note that this Hessian
matrix does not have any entries corresponding to the key features f1 and f5. Instead,
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Figure 3.6: Overhead x−y view of the estimated 3D trajectory and landmark positions.
The C-KLAM estimates only keyframes (marked with red squares) and key features
(marked with magenta circles), while BA estimates the entire trajectory (marked by
black line) and all features (marked by black x-s).
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Figure 3.7: 3D view of the estimated trajectory and landmark positions for the
AR.Drone experiment. C-KLAM estimates only keyframes (marked with red squares)
and key features (marked with magenta circles) while BA estimates the entire trajectory
(marked by black line) and all features (marked by x-s).
Chapter 4
Distributed MAP-based CL
In this chapter, we present a distributed Maximum A Posteriori (MAP) estimator for
multi-robot Cooperative Localization (CL). In centralized MAP-based CL, a Fusion
Center (FC) collects and single-handedly processes measurements from all robots. In
contrast, this work presents a systematic data-distribution technique that harnesses the
processing and storage resources of all robots in order to substantially speed-up the CL
algorithm, without compromising on estimation accuracy. Moreover, for applications
with computational constraints, we present a resource-aware extension of this approach
that can trade estimation accuracy for processing resources. Parts of this chapter have
appeared in [34].
4.1 Introduction
Cooperating teams of robots can be used in a variety of applications such as exploring
and mapping extensive terrains in space/underwater [12], search and rescue operations
spanning large disaster sites [5], and for mass surveillance [10]. Since these tasks require
tight coordination amongst robots, a prerequisite for their successful execution is accu-
rate robot localization, i.e., accurately estimating the position and orientation (pose) of
each robot. Moreover, for time-critical operations (e.g., obstacle avoidance or activity
recognition) it is necessary for the robot localization algorithm to operate efficiently in
the background, with maximum accuracy and minimum resource utilization.
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While GPS-based localization ensures bounded uncertainty in the robots’ pose esti-
mates, GPS signals are often unreliable (e.g., within urban canyons and under tree fo-
liage) or unavailable (e.g., in space, underwater, and inside caves). In these GPS-denied
environments, each robot in the team can localize independently using dead-reckoning.
However, the uncertainty in the robots’ pose estimates, generated using this technique,
increases continuously and finally renders these estimates useless. In such scenarios,
an alternative approach for multi-robot applications is Cooperative Localization (CL),
where groups of communicating robots use relative measurements (e.g., distance, bear-
ing, and orientation) to jointly estimate their poses, resulting in increased accuracy for
the entire team.
A variety of estimators such as the Extended Kalman Filter (EKF) [28], Particle
Filters (PF) [85], the Maximum Likelihood Estimator (MLE) [32], and the Maximum
A Posteriori (MAP) estimator [38] have been used to solve the CL problem. However,
centralized implementations of these estimators require all robots’ measurements to be
communicated to a Fusion Center (FC) or a leader robot that single-handedly processes
these measurements to generate improved estimates. This complete dependence on the
FC makes these approaches susceptible to single-point failures. Moreover, the communi-
cation and computational requirements, for large teams of robots, can overwhelm the FC
and prohibit real-time performance. Furthermore, processing and storage resources are
utilized sub-optimally, i.e., while the FC is overburdened with computations and data
storage, other robots remain idle. Overcoming these limitations requires distributing the
estimation algorithm’s computations between the robots. However, existing approaches
are either optimal but partially-distributed or suboptimal and fully-distributed. More-
over, approximations evoked in the latter case provide no guarantee for the convergence
of the resulting algorithms (see Section 4.2.2).
In this work, we present fully-distributed, optimal MAP-based CL that divides the
processing for every step amongst the robots. In contrast to centralized approaches,
it harnesses the computational and storage resources of all robots in the team to re-
duce the resource requirements per robot. We choose the MAP estimator because it
improves the accuracy of the robots’ pose estimates over the entire trajectory by acting
as a smoother and reducing linearization errors. Additionally, the MAP estimator can
efficiently process time-delayed measurements, which further increases its estimation
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accuracy.
Specifically, we formulate MAP-based CL as a nonlinear least squares (NLS) min-
imization problem and solve it iteratively using the Levenberg-Marquardt (LM) algo-
rithm (see Section 4.3). We discuss the shortcomings of centralized MAP-based CL
and motivate its distributed implementation in Section 4.4. Our proposed distributed
algorithm’s storage, computation, and communication efficiency stems from: (i) The
distributed data-storage scheme, which divides data amongst the robots, hence allowing
for parallel processing of information locally available to each robot (see Section 4.5.1).
(ii) The Distributed Conjugate Gradient (DCG) algorithm employed at each iteration of
the LM minimization process (to solve a system of linear equations) with cost at most
quadratic in the number of robots (see Section 4.5.2). (iii) The distributed marginaliza-
tion of past robot poses that limits the size of the optimization problem and whose com-
putational complexity is quadratic in the number of robots (see Section 4.5.3). Next, we
provide the detailed description and complexity analysis for the proposed distributed
algorithm. Finally, we present simulation and experimental results (see Sections 4.6
and 4.7) that compare the performance of the proposed algorithm with the standard
EKF-based CL and the centralized MAP-based CL.
4.2 Related Work
Depending on the assumptions made for the existence of a FC, the existing approaches
for CL can be classified into the following two main categories:
4.2.1 Centralized Cooperative Localization
Early work on CL considered robots operating as “portable beacons” [86, 87, 27]. The
robot team is divided into two sub-teams, one of which is moving while the other remains
stationary, acting as beacons. The moving sub-team obtains relative measurements to
these beacons and uses a triangulation-based scheme to generate pose estimates for itself.
This process is alternated till all robots reach their final destination. Experimental
results and improvements to this algorithm are presented in [88, 89, 90].
Compared to the technique discussed above, a more accurate estimate for the robots’
poses can be obtained by processing all available measurements in a filtering, smoothing,
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or batch estimation framework. To achieve this, an EKF-based algorithm for CL is
introduced in [37, 91, 92]. However, for dense measurement graphs, the total number of
robot-to-robot measurements, for a team of N robots, can be as high as O(N(N − 1))
per time step, resulting in processing cost of O(N4). Recently, [93] showed that by
using a modified version of the Householder QR [64], the computational complexity of
centralized EKF-based CL can be reduced from O(N4) to O(N3) per time step.
Compared to EKF-based CL, approaches based on MAP estimation and MLE im-
prove the accuracy of the robots’ pose estimates by providing a batch solution. An
MLE-based approach to CL is presented in [32], where the resulting NLS minimiza-
tion problem is solved using the Conjugate Gradient (CG) algorithm [94] with a cost
of O(K2N3), where K is the number of time steps considered. Another MLE-based
approach has been presented in [87, 95], where the NLS problem is solved using the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) [94] optimization algorithm. Similar in
spirit is the MAP-based CL algorithm of [38] that minimizes the NLS cost function
using LM [96]. The authors employ sparse QR decomposition [97] to solve the resulting
system of linear equations at each LM iteration.
A key drawback of all these centralized approaches is their susceptibility to single-
point failures, since all computations are carried out by the FC. Moreover, due to their
high processing and storage requirements, these methods guarantee real-time perfor-
mance only for small groups of robots. Lastly, for robot teams navigating within large
areas, communication range limitations may prevent robots from exchanging informa-
tion with the FC.
4.2.2 Decentralized Cooperative Localization
In order to reduce the computational complexity of CL, various optimal1 and subopti-
mal decentralized approaches have been proposed. Under optimal approaches, we have
algorithms that seek to distribute the processing of CL amongst the team members, in
order to reduce the processing requirements per robot. A partially-distributed version
of the centralized EKF-based CL in [37], is presented in [28]. This approach distributes
the state-covariance propagation by decomposing the centralized EKF into N smaller
1 Optimal up to linearization errors. These decentralized approaches use all available measurements
to generate estimates identical to their centralized counterparts.
69
communicating EKFs, one on each robot. However, state-covariance updates, for every
relative measurement, are centralized and require the broadcast of: (i) the measurement
and its associated covariance, and (ii) the state estimates for all robots and the corre-
sponding cross-correlations, to the entire team. Another partially-distributed algorithm
for CL, using the information filter [98], is presented in [99]. Here, each robot locally
processes its own proprioceptive (odometry) measurements to generate pose estimates
for itself. The robot-to-robot relative measurements, however, along with the associated
information vector and information matrix, for both the sensing and sensed robots, have
to be communicated to the FC for centralized processing. Thus, even though both these
approaches generate optimal estimates, they are able to distribute the processing for
only a part of the estimation algorithm.
Under suboptimal (approximate) approaches, we have algorithms that either dis-
card a part of the measurement information, or ignore correlations between robots, in
order to reduce the computational complexity of CL. An approximate version of the
distributed EKF-based CL of [28], is presented in [100], where every robot processes
and communicates only the most informative measurements. A similar approach, which
selects the subset of measurements that minimizes the trace of the weighted covariance
matrix, subject to processing and communication constraints, is proposed in [101]. A
multi-centralized algorithm based on Covariance Intersection [102], for consistent fusing
of estimates with unknown correlations, is presented in [103, 104].
We now discuss approaches, that in order to reduce the computational complexity
of EKF-based CL, ignore some (or even all in the case of [105]) cross-correlations, which
may lead to overly optimistic and inconsistent estimates. In this category, we have
the Interlaced Kalman filter-based CL [105] and the state-estimates exchange CL [106].
Another algorithm, based on a hierarchy of EKFs, is proposed in [107]. Here, the robot
group is divided into sub-teams. The states of the robots in a sub-team are estimated
by its leader using an EKF. Depending on the number of leaders, the leaders themselves
can also form sub-teams and the same division of processing is repeated in a hierarchical
manner ensuring that the size of each sub-team remains bounded.
A decentralized version of the MLE-based CL algorithm of [32] is presented in [108].
In this case, the NLS cost function is divided into N sub-problems, one for each robot.
In this approximation, every robot independently minimizes the part of the cost function
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that contains terms corresponding to: (i) its proprioceptive measurements, and (ii) the
subset of exteroceptive (robot-to-robot relative pose) measurements that involve itself
(the robot). During this process, the pose estimates of the other robots are considered
constant. All robots periodically broadcast their updated pose estimates and the same
process is repeated. A shortcoming of this algorithm is that there exists no proof that it
will converge even to a local minimum. Additionally, the authors provide no information
about its processing requirements.
A multi-centralized approach for CL was proposed in [43]. Here, the authors assume
a dynamically changing communication/measurement graph. Each robot stores a data-
set containing its previous state estimates (up to a particular time step) and sensor
measurements from that time step onwards. The robots exchange these measurements
with other robots within their communication range. Finally, when certain conditions
are met, each robot independently computes the pose estimates for the entire team and
carries out marginalization of the previous time steps. Note that since this is a multi-
centralized approach, the computational and storage complexity for each robot is the
same as that of the centralized formulation. Thus, this approach does not scale well
to large robot teams. An extension of this approach, with adjustable communication
bandwidth requirements per link, has been proposed in [109].
4.2.3 Overview of the Proposed Approach
In this work, MAP-based CL is formulated as a NLS minimization problem. The solu-
tion is obtained by employing the iterative LM minimization algorithm that guarantees
fast convergence to at least a local minimum.2 During each iteration of LM, the
resulting system of linear equations is solved in parallel by all robots using the DCG
algorithm.3 This in effect, reduces the computational complexity of CL by a fac-
tor of N . A key advantage of DCG (iterative) over direct algorithms (e.g., distributed
Gauss-Elimination or QR factorization used in [38]) is that it provides an intermediate
solution at every iteration. Furthermore, contrary to other iterative methods (such as
2 Note that LM is optimal up to linearization errors. However, as is the case for all nonlinear min-
imization algorithms, convergence to the global minimum is guaranteed only when the initial estimate
is within the region of attraction of the optimum point.
3 Note that in contrast to [32], where the centralized CG is used as an iterative nonlinear minimiza-
tion algorithm, we employ the LM algorithm for minimizing the NLS cost and use the DCG for solving
the system of linear equations arising at each iteration of the LM algorithm.
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the Jacobi algorithm [110]) that converge only asymptotically, DCG converges within
a bounded number of iterations. These important features of DCG allow the robots to
trade processing for accuracy when computing resources are scarce (e.g., during time-
critical tasks). This approach to CL along with the distributed marginalization of past




Consider a team of N communicating robots navigating in 2D while performing CL.

















T , i = 1, . . . , N ,
contains the position and orientation of all robots at time-step k. The continuous-time
dynamics for robot i are given by the following motion model:
ẋi(t) = f(xi(t),ui(t)), ui(t) = uim(t) + w
i
c(t) (4.1)
where f is a general nonlinear function. Each robot is equipped with proprioceptive
(odometry) sensors that provide linear, vim(t), and rotational, ω
i
m(t), velocity measure-
ments. Here, ui(t) = [vi(t), ωi(t)]T , denotes robot i’s true linear and rotational velocity
respectively, uim(t) denotes their measured values, and w
i
c(t) is the continuous-time




T ] = Qicδ(t− τ). The first-order discretized model with time-step







































Additionally, all robots have exteroceptive sensors that allow them to uniquely iden-
tify other robots in the team and measure their relative distance and bearing. The








with h = [di,jk , θ
i,j
k ]
T , where di,jk and θ
i,j
k are the true distance and bearing respectively,




T is additive, zero-mean,
white Gaussian measurement noise with covariance Ri,jk . Furthermore, we assume a
fully-connected communication graph, i.e., each robot can communicate with all other
robots in the team.
4.3.2 Maximum A Posteriori Estimator Formulation for CL
Our objective is to compute the MAP estimates of the robots’ poses, x0:K−1, from
time-step 0 up to time-step K − 1 given exteroceptive measurements, z0:K−1, and pro-
prioceptive measurements, u0:K−2. The MAP estimator is formulated as:






























normalizing constant, it can be neglected during optimization. Using Bayes’ rule, we
obtain (4.6) from (4.5). Due to the independence assumption of the noises in the
measurement and motion models, and employing the Markov assumption (a robot’s
current pose depends only on its previous pose and the motion between them), (4.6)
simplifies into (4.7). Further, based on the monotonicity of the logarithmic function,
we obtain (4.8). Finally, due to the Gaussian-noise assumption, (4.8) simplifies into the
following NLS problem:
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where xiinit and P
i
0 are the mean and covariance respectively of the prior for the pose of
robot i and ||e||2W = eTW−1e is the weighted squared L2-norm for a given covariance,
W.
Since the motion [see (4.2)] and the measurement [see (4.4)] models are non-linear,
the minimization problem in (4.9) is solved by iteratively linearizing about the latest
estimates for the robots’ poses. For the motion model [see (4.2)], by linearizing about












where δxik+1 and δx
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Similarly for the measurement model [see (4.4)], by linearizing about the current esti-
















where the Jacobians iHi,jk and











The uncertainty in the initial pose of the ith robot is modeled as zero-mean Gaussian




= ||x̂i0 + δxi0 − xiinit||
2
Pi0





Now, we can transform the weighted squared L2-norm into the regular squared L2-norm
as:
||e||2W = e
TW−1e = ||W−1/2e||22 (4.16)

















each iteration of the non-linear minimization problem has the form:

























































By stacking the different terms from (4.19) in a matrix A and a vector b, the pth
iteration of the iterative minimization process is represented as:











where A and b depend on the current iterate x̂
(p)
0:K−1 and δx = [(δx0)












, for k = 0, . . . ,K − 1. An example of the structure
of A and b when K = N = 3 is shown in (4.25) and (4.26).
4.3.3 Structure of the Minimization Problem
Typically, algorithms such as the LM (see Alg. 2, [96]), that combine the Gauss-Newton
and the Gradient Descent methods, are used to solve the minimization problem in (4.20).
Each iteration of the LM algorithm solves modified normal equations of the form (see
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Figure 4.1: Distribution of matrix H and vector e amongst the robots. TS: time step.
Step 3 of Alg. 2):
(H + λI)δx = e (4.21)
where I is the identity matrix, λ is a scalar parameter, H = ATA and e = ATb.
Since the computational and communication complexity analyses presented in this work
primarily depend on the dimensions and structure of H, the rest of this section presents
some of its important properties. Fig. 4.1 depicts the structure of H over three time
steps4 for a team of three robots with a dense measurement graph, i.e, when every robot
measures the relative position of all other robots at every time step. The dimensions
of the symmetric positive definite matrix H are KN × KN , where K is the number
of time steps considered and N is the number of robots. This block-tridiagonal matrix
has N + 2 non-zero elements in each row/column. These elements of H represent three
information sources:
1. The diagonal elements, Rik (red), correspond to the information about the pose
of robot i at time-step k.
2. The off-diagonal elements, Hijk, correspond to the information from the relative
position measurements between robot i and robot j at time-step k.
4 In order to simplify the presentation of the computational and communication complexity, we will
consider the 1D case where each block of H (see Fig. 4.1) reduces to a scalar. Note that the ensuing
analysis also holds for the case of robots navigating in 2D and 3D.
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Algorithm 2 LM Algorithm
















2: Initialize λ← 0.001 {Typical}





0:K−1 + δx) ≥ χ2(x̂
(p)
0:K−1) then








8: λ← λ/10, x̂(p)0:K−1 ← x̂
(p)
0:K−1 + δx, Goto 3
9: end if
10: return x̂0:K−1 ← x̂(p)0:K−1
3. The off-diagonal elements, Pik` (blue), correspond to the information from the
motion of robot i from time-step k to time-step ` = k + 1.
4.4 Centralized Cooperative Localization
In the centralized implementation of CL, all robots in the team periodically send
their proprioceptive and exteroceptive measurements to a leader robot, or a FC, that
solves (4.19) and provides updated estimates for the robots’ poses. We hereafter discuss
the drawbacks of a centralized approach to the minimization problem:
1. Since all computations are carried out by the FC, this approach is susceptible to
failures of the FC.
2. There is significant loss, in terms of efficiency and speed, since the centralized
algorithm does not utilize all available computation and storage resources, i.e.,
while the FC is burdened with computations, the other robots in the team remain
idle after communicating their measurements.
3. At each LM iteration, the FC must solve the modified normal equations [see (4.21)].
Since H and e have dimensions, KN ×KN and KN × 1 respectively, where K is
the number of time steps considered, this process requires O(KN3) operations [64,
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Section 4.3]. Since the cost of solving these normal equations is cubic in N and lin-
ear in K, for large robot teams deployed over long periods, real-time performance
cannot be achieved.
4. Moreover, once δx is computed, the FC must calculate the new estimates (x̂
(p)
0:K−1+
δx) and update H and e single-handedly. As K grows, the FC will have increas-
ing difficulty not only in generating real-time solutions but also in handling the
memory requirements for evaluating and storing H, e, and other intermediate
results.
In the next section, we address these limitations of the centralized approach with a
distributed algorithm that leverages the memory and processing resources of all the
robots in order to reduce the computational and storage complexity of CL.
4.5 Distributed Cooperative Localization
4.5.1 Distributed Data Storage and Updating
In contrast to the centralized formulation that requires communication of all measure-
ments to the FC, in the proposed algorithm, each robot i constructs and updates
rows/columns5 i, i + N , . . . , i + (K − 1)N of H and the corresponding elements
of e. As an example, in Fig. 4.1, robot 1 is responsible for rows/columns 1, 4, and 7,
robot 2 for rows/columns 2, 5, and 8, and robot 3 for rows/columns 3, 6, and 9 of H,
and each robot is also responsible for the corresponding elements of e.
Consider the fifth row of H stored by robot 2 which contains the following three
types of terms: (i) Off-diagonal terms (green), H231 and H121, involving relative position







respectively. (ii) Off-diagonal terms (blue), P201 and P212, involving motion model
Jacobians between time-steps 0 and 1, and time-steps 1 and 2, evaluated at x̂20 and x̂
2
1,
respectively. (iii) Diagonal term (red), R21, which contains Jacobians from the robot-
to-robot measurements involving robot 2 at time-step 1 and from the motion model
of robot 2 between: (a) time-steps 0 and 1, and (b) time-steps 1 and 2. Additionally,
5 We would like to remind the reader that we are presenting the complexity analysis for the 1D
scenario.
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1 , between robots 2
and j.
Amongst all the relative position measurements and robots’ pose estimates appear-





respectively, and relative position measurements, z2,j1 , at time-step 1 to robot j, are
locally available to robot 2. The remaining quantities, i.e., measurements, zj,21 , and
estimates, x̂j1, of robot j, are necessary in order to construct the fifth row of H and e5.
These quantities can be easily obtained if at time-step 1, when robots 2 and j observe
each other, robot j communicates6 its measurement and current state estimate to
robot 2. By imposing a rule that these 2 quantities are communicated by robot i to
robot j whenever robot i obtains a relative position measurement of robot j, each robot
can construct its assigned rows of H and elements of e with minimal communication
overhead of O(N) per robot, where i, j ∈ {1, . . . , N} and j 6= i.
A key advantage of this distributed storage scheme is that whenever a new state
estimate becomes available, the elements of the Hessian H and the residual e can be
updated in parallel by the corresponding robots, hence reducing the time required for
updating H and e by a factor of N .
Based on this distributed storage scheme, in the next section, we present the dis-
tributed conjugate gradient (DCG) algorithm for computing the updated state estimates
during each iteration of the LM algorithm.
4.5.2 Distributed Conjugate Gradient
As stated in Section 4.4, each LM iteration solves a system of modified normal equations
[see (4.21)]. Two types of algorithms are available for solving this system of equations:
direct and iterative [110]. Direct algorithms have computational complexity O(KN3) for
banded systems [64] and include methods such as Gauss-Elimination and its variants,
Odd-Even Reduction, and Givens Rotations. Even though the computational complex-
ity of distributed implementations of these algorithms is O(KN2) [110], their practical
implementations suffer from several disadvantages. The distributed implementation of
Odd-Even Reduction requires the inversion of N×N matrices at each time step, making
6 Here we assume that the communication radius of the robots is greater than their sensing radius.
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it numerically unstable, while distributed Givens Rotations incurs excessive communi-
cation overhead.
Moreover, direct algorithms provide no intermediate solution. This is a major draw-
back especially for robots communicating via wireless connections susceptible to inter-
mittent failures. If inter-robot communication is interrupted before the direct algorithm
has completed all its steps, the robots will not obtain a new updated solution for their
pose estimates. Thus, they will have to revert to their previous estimates after having
wasted valuable computational and communication resources. If the communication
link fails often, the resulting solution will suffer from the same drawbacks as that of
dead-reckoning.
In contrast, iterative algorithms, also referred to as any-time algorithms, generate
an approximate solution at every iteration with increasing accuracy [110]. However,
most of the commonly used iterative algorithms such as Jacobi, Gauss-Seidel, Jacobi
overrelaxation, and Successive overrelaxation, converge only asymptotically (i.e., after
infinite number of steps) [110]. Alternatively, the Conjugate Gradient (CG) algorithm
is guaranteed to converge in at most KN iterations. Moreover, and for the special class
of large systems of equations considered here, where H is a symmetric positive definite
KN ×KN matrix, the CG yields sufficiently accurate solutions with significantly fewer
iterations [110].
We now analyze the computational and communication complexity of the CG algo-
rithm for two types of measurement graphs:
1. Type 1: Complete graph, i.e., when each robot observes all other robots at every
time step, leading to a total of N(N − 1) relative position measurements per time
step.
2. Type 2: General graph with αN relative position measurements per time step,
where α ∈ {(n+ 2)/N : n = 0, 2, 4, . . . , N(N − 1)− 2}.7
7 This analysis assumes bi-directionality of relative position measurements, i.e., when robot i mea-
sures robot j, robot j also obtains a measurement to robot i. This is necessary to ensure a one-to-one re-
lation between the number of non-zero elements in H and the number of relative position measurements.
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Next we compare and contrast the centralized CG (CCG), (single processor im-
plementation) with the distributed CG (DCG) (multi-processor implementation). Ta-
bles 4.1, 4.2 list the steps involved during each iteration of CG along with their compu-
tational and communication complexity.




Number of Measurements N(N − 1) αN N(N − 1) αN
Step 1 gm = Hδxm − e O(KN2) O(αKN) O(KN) O(αK)
Step 2 βm = gm
Tgm/gm−1
Tgm−1 O(KN) O(KN) O(K + log(N)) O(K + log(N))
Step 3 sm = −gm + βmsm−1 O(KN) O(KN) O(K) O(K)
Step 4a sm
Tgm O(KN) O(KN) O(K + log(N)) O(K + log(N))
Step 4b hm = Hsm O(KN
2) O(αKN) O(KN) O(αK)
Step 4c γm = −smTgm/smThm O(KN) O(KN) O(K + log(N)) O(K + log(N))
Step 5 δxm+1 = δxm + γmsm O(KN) O(KN) O(KN) O(KN)




Number of Measurements N(N − 1) αN
Step 1 gm = Hδxm − e 0 0
Step 2 βm = gm
Tgm/gm−1
Tgm−1 O(1) O(1)
Step 3 sm = −gm + βmsm−1 0 0
Step 4a sm
Tgm O(1) O(1)
Step 4b hm = Hsm O(K) O(K)
Step 4c γm = −smTgm/smThm O(1) O(1)
Step 5 δxm+1 = δxm + γmsm 0 0
Specifically, each iteration m, where m ∈ {0, . . . ,KN − 1}, consists of the following
steps:
Step 1: gm = Hδxm − e
Here gm = [gm(1), . . . , gm(KN)]
T is a KN × 1 vector. All robots initialize δx0 to a
vector of zeros.
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Figure 4.2: Example of Robot 2 calculating element gm(5) of gm.
Type 1: Due to the special block-tridiagonal structure of H, each row of H contains
N + 2 non-zero elements (see Fig. 4.1). Hence computing each element gm(j) of gm,
where j = 1, . . . ,KN , requires O(N) operations.
1. CCG: Calculating KN elements of gm requires O(KN
2) operations.
2. DCG: Given the distribution of rows of H and e amongst the robots (see Sec-
tion 4.5.1), robot i calculates gm(j), where j ∈ Si = {i, i + N, i + 2N, . . . , i +
(K − 1)N}, locally, i.e., each robot calculates K terms of gm, requiring O(KN)
operations per robot (see Fig. 4.2). Continuing with the example of three robots
over three time steps (see Fig. 4.1), robot 1 computes gm(1), gm(4), and gm(7),
robot 2 computes gm(2), gm(5), and gm(8) and robot 3 computes gm(3), gm(6),
and gm(9).
Type 2: The rows of H corresponding to time-step i for all N robots (e.g., rows 4,
5, and 6 in Fig. 4.1 corresponding to time-step 1), have αN non-zero elements (green)
corresponding to αN relative position measurements, N non-zero elements (red) cor-
responding to N robots’ poses, and 2N non-zero elements (blue) resulting from the
correlations introduced due to propagation (odometry measurements). Thus, calculat-
ing the elements of gm corresponding to time-step i (e.g., gm(4), gm(5), and gm(6) at
time-step 1) requires O(αN) operations.
1. CCG: For K time steps, the computational complexity is O(αKN).
2. DCG: When distributed amongst N robots, the computational complexity, on
the average, becomes O(αK) per robot.
For this step, the communication cost is zero, as all computations are carried out locally
by the robots.




For initialization, β0 = 0. Since gm is generally a dense KN × 1 vector, the analysis
for this step is independent of the type of measurement graph.
1. CCG: The cost for calculating the inner-product, gm
Tgm, and hence for comput-
ing βm is O(KN).
2. DCG: Each robot i calculates the dot-product bi =
∑
j∈Si gm(j)
2, i = 1, . . . , N ,
of its K local elements of gm at a cost of O(K). For example (see Fig. 4.1), robot 1
calculates b1 = gm(1)
2+gm(4)
2+gm(7)




2, and robot 3 calculates b3 = gm(3)
2 + gm(6)
2 + gm(9)
2. As is well known,
adding these N scalars (i.e., bi’s) in a distributed way requires O(log(N)) steps
8
incurring a communication cost of O(1) per robot [110, Section 1.2.3]. At the end
of this process, one of the robots acquires the final result for gm
Tgm and calculates
βm using the value of gm−1
Tgm−1 from the previous iteration, at a cost of O(1).
Once βm is available, it is broadcast to all other robots at a communication cost
of O(1). Thus, for this step, the computational and communication cost per robot
is O(K + log(N)) and O(1), respectively.
Step 3: sm = −gm + βmsm−1
Form = 0, s0 is initialized to−g0. This step incurs no communication overhead since
all computations are local. Also, the analysis is independent of the type of measurement
graph.
1. CCG: Since both gm and sm−1 are vectors of dimension KN × 1 and βm is a
scalar, the computational complexity for calculating sm is O(KN).
2. DCG: Due to the distribution of gm (see Step 1), robot i calculates sm(j), where
j ∈ Si, locally, i.e., each robot evaluates K terms of sm, which requires O(K)
operations per robot. Therefore, in our example, robot 1 calculates sm(1), sm(4),
and sm(7), robot 2 calculates sm(2), sm(5), and sm(8) and robot 3 calculates
sm(3), sm(6), and sm(9).
Step 4: γm = −smTgm/smTHsm
We analyze the cost of calculating sm
Tgm and dm = sm
THsm separately.
8 Note that the computational cost per robot is constant, O(1). However, we are primarily interested
in the time required for performing these additions and thus we adopt O(log(N)) as the computational
cost of these operations.
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• Calculate smTgm: Since both sm and gm are generally dense vectors, this analysis
is independent of the type of the measurement graph.
1. CCG: The computational complexity is O(KN).
2. DCG: As in Step 2, robot i has K elements each of sm(j) and gm(j), j ∈ Si,
locally available. The partial dot-product pi =
∑
j∈Si sm(j)gm(j) computed
by robot i requires O(K) operations, resulting into N scalars. For example,
robot 1 calculates p1 = sm(1)gm(1) + sm(4)gm(4) + sm(7)gm(7), robot 2
calculates p2 = sm(2)gm(2)+sm(5)gm(5)+sm(8)gm(8), and robot 3 calculates
p3 = sm(3)gm(3) + sm(6)gm(6) + sm(9)gm(9). The rest of the analysis is
identical to Step 2.
• Calculate dm:
Type 1:
1. CCG: Similar to Step 1, for the complete measurement graph, calculating
hm = Hsm requires O(KN
2) operations, while computing sm
Thm has cost
O(KN).
2. DCG: For calculating hm, all robots must acquire the entire sm vector.
Thus, each robot must broadcast its K elements of sm. Hence the total
communication cost is O(KN), or O(K) per robot. Once all the robots
obtain sm, each robot i calculates hm(j), j ∈ Si, i.e., robot 1 calculates
hm(1), hm(4) and hm(7), robot 2 calculates hm(2), hm(5) and hm(8) and
robot 3 calculates hm(3), hm(6) and hm(9), locally with cost O(KN) per
robot. Computation of the dot-product, sm
Thm, is similar to Step 2, and
has computational and communication cost of O(K + log(N)) and O(1),
respectively. Once dm and sm
Tgm are available, γm is calculated for the
computational cost of O(1) and broadcasted.
Type 2:
1. CCG: Similar to Step 1, for the general measurement graph, calculating hm
requires O(αKN) operations while computing sm
Thm has cost O(KN).
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2. DCG: For this step, the complexity analysis is identical to that of the com-
plete measurement graph, except that once all robots obtain sm, each robot i
calculates hm(j), j ∈ Si, locally with cost O(αK) per robot (see Step 1).
Step 5: δxm+1 = δxm + γmsm
Since γm, sm and δxm are locally available, each robot calculates δxm+1 at the
computational cost of O(KN).
Steps 1 to 5 are repeated until convergence, i.e., gm = 0. For each iteration of
the CCG, the computational complexity is O(KN2), while for the DCG it is O(KN).
Theoretically, the CG requires KN such iterations for convergence. Therefore, the com-
plexity of CCG is O(K2N3), while that of DCG is O(K2N2). Thus, DCG successfully
reduces the computational complexity by a factor of N . Moreover, since H and e are
stored in a distributed fashion, the time required for updating them is also reduced by a
factor of N . Additionally, since processing is distributed, the system is more robust to
failures. If robot i fails, the team simply discards the rows/columns of H and elements
of e corresponding to robot i and carries out CL on the remaining data.
Given the solution δx from the DCG, the robots compute new estimates for x
[see (4.20)] and update H and e. This constitutes a single iteration of the LM algorithm
(see Step 3 of Alg. 2). Since no approximations have been introduced in the distributed
algorithm, the performance of DCG is identical to that of centralized MAP-based CL,
but with reduced computational cost per robot.
A limitation of MAP-based CL is that as the number of time steps, K, increases, so
do the computation, communication, and storage requirements. Typically, this problem
is addressed by marginalizing past robot poses and maintaining a constant-length time
window. In the next section, we demonstrate how marginalization is efficiently carried
out within our distributed framework at reduced computational cost.
4.5.3 Marginalization
In this section, we first discuss marginalization in the context of CL and then present
its distributed implementation along with its complexity analysis.
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Set-up for Marginalization
Let us assume that depending on the computational and communication resources avail-
able to the robots, we restrict the size of the minimization problem to J , i.e., the dimen-
sions of H are restricted to J × J . Therefore, when KN = J , we need to marginalize
the robots’ poses from the earliest time step in order to reduce the size of the prob-
lem to (K − 1)N . This ensures that there will be sufficient resources for processing
measurements corresponding to the next time step.
Consider our example of three robots (i, j = 1, 2, 3) over three time steps (k = 0, 1, 2)
with a complete measurement graph and let J = 9. The corresponding cost function
[see (4.19)], linearized about the latest available estimates at the time of marginalization,












































































|| −Hkδxk + (Rk)−1/2(zk − h(x̂kM ))||
2
2
+ ||(P0)−1/2δx0 + (P0)−1/2(x̂0M − xinit)||
2
2 (4.23)
= ||Aδx− b||22 (4.24)





























































and the corresponding explicit expressions for Qk, Fk, Rk, P0, and Hk can be found
from (4.22). Also, the structure of A and b, when linearized about the estimates
x̂0 = x̂0M , x̂1 = x̂1M , and x̂2 = x̂2M , is shown in detail in (4.25) and (4.26).
Before proceeding with the marginalization process, we examine the structure and
the elements of the Hessian matrix H = ATA and the residual vector e = ATb, in the
normal equations corresponding to (4.23). The Hessian matrix H and vector e can be
split into sub-matrices and sub-vectors as shown in Fig. 4.3.
Figure 4.3: H and e before marginalization.
Here B and E are the N × N diagonal block and the N × (K − 1)N off-diagonal
block of H, respectively, that depend on x0, i.e., contain Jacobians evaluated at x̂0M .
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Note that E is a sparse matrix with only a N×N non-zero diagonal sub-matrix denoted
as Etrunc. Also, c0 is a N × 1 sub-vector of e that depends on x0 and x1. Specifically,
B, Etrunc, and c0 are expressed as [see Figs. 4.1, 4.3,and equations (4.25) and (4.26)]:
B = F
T
0 F0 + H
T













−1/2(z0 − h(x̂0M ))
− (P0)−1(x̂0M − xinit) (4.29)
From the (K − 1)N × (K − 1)N sub-matrix D of H, let us specifically concentrate





H1, and D1C = Q
−1
0 , is expressed as the sum of two components: D1M
that depends on x1, and D1C , a diagonal matrix, which depends only on x0. Similarly,
c1 = c1M + c1C , is a N × 1 sub-vector of e (see Fig. 4.3), where c1M depends on x1 and









−1/2(x̂2M − x̂1M − f(x̂1M ,um1)δt) (4.30)
c1C = −Q−10 (x̂1M − x̂0M − f(x̂0M ,um0)δt) (4.31)
Having studied the structure of H and e, we present the marginalization of past robots’
poses in the next subsection.
Marginalization of Past Robot Poses
When measurements from the next time step, i.e., time-step 3, become available, we
need to marginalize the robot poses from time-step 0. Once this marginalization step
is complete, J will be of dimension 6 and we will be able to process the measurements
from time-step 3.
10 While the structures of the Hessian H and the vector e have been described for a 1D scenario,
they can be easily generalized to 2D. In 2D, each element of H, which is a scalar in 1D, will correspond
to a 3 × 3 matrix and each element of e will correspond to a 3 × 1 vector. For example, in 2D, the
dimensions of B, c0 will be 3N × 3N , 3N × 1 respectively and the N × N diagonal matrix D1C will
map to a 3N × 3N block-diagonal matrix with the dimension of each diagonal block being 3× 3.
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Marginalizing the robots’ poses from time-step 0 requires fixing value of the estimate
for x0 in (4.22), treating it as a constant, and not estimating it in the future. The value
of x̂0 is determined by differentiating the original nonlinear cost function about x0
[see (4.23)] and setting the derivative equal to zero. Fixing the value of x̂0 ensures that
the linearization point of x0 remains constant. In this example, this linearization point
is x̂0M since it is the latest available estimate for x0 at the time of marginalization. For













−H0δx0 + (R0)−1/2(z0 − h(x̂0M ))
)
+ 2(P0)
−T/2((P0)−1/2δx0 + (P0)−1/2(x̂0M − xinit)) (4.32)























−1/2(z0 − h(x̂0M )) + (P0)
−1
(x̂0M − xinit) = 0 (4.33)
From (4.27), (4.28), and (4.29) we see that (4.33) corresponds to:
δx0 = B
−1c0 −B−1Etruncδx1 (4.34)
Substituting the value of δx0 from (4.34) into the linearized cost function (4.23) yields
the new marginalized cost function as follows:
ηmargin =
{
||(Q0)−1/2δx1 − F0(B−1c0 −B−1Etruncδx1)
+ (Q0)


















|| −Hkδxk + (Rk)−1/2(zk − h(x̂kM ))||
2
2




Due to this substitution step, the new marginalized cost function no longer contains
terms involving δx0, i.e., it is independent of δx0. Therefore, the estimate of x0 will not
be updated in the future and will remain fixed at x̂0M . Furthermore, due to marginal-
ization of robots’ poses at time-step 0, J = 6 and measurements from time-step 3 can
now be processed. Rearranging the terms in the above equation and including the












































In (4.36) it is important to note that as the robots move around in the environment,
new measurements corresponding to new time steps will be added to the cost function
and new estimates will be generated for xi, where i ≥ 1. Due to marginalization, x0 will
remain fixed at x̂0M , but x̂i 6= x̂iM where x̂i is the latest estimate for xi. Therefore,
the first term in (4.36) can be re-written as:
(Q0)
−1/2(x̂1 − x̂0M − f(x̂0M ,um0)δt)
= (Q0)
−1/2(x̂1M − x̂0M − f(x̂0M ,um0)δt) + (Q0)
−1/2(x̂1 − x̂1M ) (4.37)
The details of the structure of Anew and bnew are shown in (4.38) and (4.39).
The system of normal equations [see (4.21)] corresponding to the marginalized cost





= enew. The structure of Hnew =
ATnewAnew and enew = A
T
newbnew is shown in Figs. 4.4 and 4.5 respectively.
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Figure 4.4: Hnew after marginalization.
Figure 4.5: enew after marginalization.
Note that as a result of the marginalization, the correlation between robot poses x0
and x1 (due to propagation) introduces additional terms in the quantities D1 and c1.
We denote the modified quantities as D∗1 and c
∗
1 respectively, where:
D∗1 = D1M + Dmod
Dmod = D1C −ETtruncB−1Etrunc (4.40)
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and
c∗1 = c1M −Dmod (x̂1 − x̂1M ) + cmod
cmod = c1C −ETtruncB−1c0. (4.41)
Details of this derivation are included in Appendix A.1. Note that B, Etrunc, and D1C
involve Jacobians evaluated at the estimate of x0 at the time of marginalization, denoted
by x̂0M . Thus, in the above expressions, Dmod is a constant and it is stored and added
to the new Hessian matrix Hnew at every iteration of the minimization algorithm. In
contrast, D1M consists of Jacobians evaluated at the latest estimate of x1 and hence
changes as new measurements are obtained.
Similarly, out of the terms comprising c∗1, c1C is evaluated at x̂0M , and hence remains
constant. While both c1M and c0 depend on the latest estimate of x1, we introduce
an approximation by evaluating c0 at x̂1M and treating it as a constant. Hence, the
term cmod remains constant and it can be stored and added to enew at every iteration
of the minimization algorithm. Finally, c1M , which depends on the current estimate of
x1, will be updated when new measurements are obtained in future time steps.
In summary, after each marginalization step, three terms have to be stored: (i) Dmod,
(ii) cmod, and (iii) x̂1M . Note that the dimensions of the above three quantities remain
the same, irrespective of the number of time steps being marginalized simultaneously.
If the first p time steps, i.e., time-steps 0 to (p − 1), are marginalized, only x̂pM , of
dimension N × 1 will have to be stored as a result of the correlations existing between
time-steps p − 1 and p. The correlations from the previous time steps will not affect
the new Hessian. Also, the dimensions of Dmod and cmod remain N × N and N × 1,
respectively (see Appendix A.2 for details). Since these dimensions depend only upon
the number of robots in the team, the necessary memory assignment can be easily made
before the team is deployed.
Distributed Marginalization
We hereafter discuss the distributed implementation of the marginalization process.
The 2nd column of Table 4.3 lists the steps involved in marginalization. Step 1 requires
the inversion of the lN × lN matrix B, where l is the number of time steps being
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marginalized. Thus, when the number of robots N and/or steps l is large, computation
of this dense inverse centrally can be a bottleneck [O(lN3)] [64].
Table 4.3: Complexity Analysis of Marginalization (l = 1)
Computation Comm.
Algorithm Centralized Distributed Distributed







−1c0 O(N) O(1) 0
Step 3a D1C −ETtruncB−1Etrunc O(N) O(1) 0
Step 3b c1C −ETtruncB−1c0 O(N) O(1) 0
Algorithm 3 Distributed Gauss-Jordan
for i = 1 to N − 1 do
• Divide Row i by bii
Computation cost = N + 2 {N − i + 1 elements in the Row i of matrix B, i elements in
Row i of matrix Etrunc and i
th element of c0}
Communication cost = 0
• Broadcast Row i of robot i to all other robots
Computation cost = 0
Communication cost = N + 1 {N − i elements in Row i of matrix B because all elements
until bii do not need to be communicated, i elements in Row i of matrix Etrunc and the i
th
element of c0}
for j = 1 to N ; j 6= i do
• Compute Row j = Row j− pivot×Row i {No need to compute the pivot as the pivot
element will be the same as bji}
Computation cost = 2N + 3
Communication cost = 0
end for {This operation is simultaneously carried out by all j robots}
end for
To address this problem, we use the distributed Gauss-Jordan method [110]. Instead
of inverting B separately, we calculate the quantities B−1Etrunc and B
−1c0 directly.
Specifically, a new augmented matrix M = [B Etrunc c0] is considered and using the
Gauss-Jordan algorithm, it is reduced to [I E∗trunc c
∗
0], where I is the identity matrix of
the same dimensions as B. The resulting terms E∗trunc and c
∗
0 are equal to B
−1Etrunc and
B−1c0, respectively. Algorithm 3 presents the distributed Gauss-Jordan method (for
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l = 1) which requires O(N2) operations and has communication cost O(N) per robot.11
Here, we note that Gauss-Jordan for the positive definite matrix B is numerically stable
and hence does not require pivoting [64]. This reduces the communication overhead.
Once Step 1 of the marginalization process is complete (see Table 4.3), each robot has
a row of B−1Etrunc and an element of B
−1c0 stored locally. In Steps 2 and 3, each robot
calculates a row of ETtruncB
−1Etrunc and then Dmod = D1C−ETtruncB−1Etrunc (note that
D1C is diagonal), and an element of E
T
truncB
−1c0, followed by cmod = c1C−ETtruncB−1c0
locally with computational cost of O(N) per robot. Thus, the computational complexity
of the distributed implementation of marginalization is reduced by an order of magnitude
to O(N2) (or O(lN2) for l > 1).
4.6 Simulation Results
The performance of the proposed distributed MAP-based CL algorithm was first tested
in simulation. We consider a team of N = 18 robots moving in 2D following phase-
shifted sinusoidal trajectories. The robots move in an area of approximately 25 m
× 90 m for 450 time steps δt = 0.05 sec. Each robot measures its linear, v, and
rotational, ω, velocity, as well as its distance, d, and bearing, θ, to all other robots
in the team. The noise in all measurements is modeled as zero-mean, white Gaussian
with standard deviation σv = 2%v, σω = 1 deg/sec for the linear, rotational velocity
measurements, respectively, and σd = 2%d, σθ = 1 deg for the corresponding distance,
bearing measurements.
The linearized least-squares minimization problem is solved every 5 time steps (i.e.,
measurements over 5 time steps are batch processed). We consider a sliding time win-
dow of K = 10 time steps, while marginalization is carried out every 5 time steps.
Specifically, once the state vector contains robots’ poses from 10 time steps, poses from
the earliest 5 time steps are marginalized simultaneously. Thus, the number of time
steps considered in the estimated state vector varies between 5 and 10. We compare the
performances of the following approaches for CL:
1. C-EKF: Centralized EKF (computational complexity O(N3)).
11 At this point, we would like to remind the reader that robot i stores the ith row of B, ith diagonal
element of Etrunc and i
th element of c1.
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2. D-CG-MAP: Distributed MAP-based estimator using the DCG algorithm and
marginalization12 (computational complexity O(K2N2)).
3. aD-CG-MAP: Distributed MAP-based estimator using an approximate DCG al-
gorithm and marginalization (computational complexity O(KN2)). In this case,
we allow the DCG algorithm to perform N iterations only while solving a system
of linear equations of dimensions KN ×KN .
In general, the number of time steps, K, considered and the number of DCG iterations
are design parameters that can be adjusted so as to trade processing for increased
accuracy. As compared to C-EKF, our proposed algorithm, D-CG-MAP, has reduced
computational complexity when a small (compared to the size of the team) number of
time steps, K, is considered, i.e., when K  N , O(K2N2)  O(N3). However, when
the robots need to consider a large number of time steps, in order to reduce the effect
of linearization errors, the approximate version of the DCG algorithm, aD-CG-MAP, is
used. In this case, the DCG is allowed to run for N iterations, instead of KN , for a
total cost of O(KN2).
We employ the RMS error criterion to test the accuracy of these three approaches.
Fig. 4.6(a) shows the RMS error in the robots’ position estimates averaged over 30
runs. As evident, the distributed MAP-based estimators (D-CG-MAP and aD-CG-
MAP) outperform the C-EKF in terms of accuracy. This is due to the fact that the
MAP estimator reduces the linearization errors over all K time steps considered (sliding
window smoothing), and thus improves the accuracy of the robots’ pose estimates.
Furthermore, we see that aD-CG-MAP, which is an approximation of the D-CG-MAP,
is also more accurate than the C-EKF. This can be attributed to the fast convergence
of the DCG for positive definite matrices (in this case the Hessian H), resulting in
accuracy comparable to that of D-CG-MAP, even when the DCG is allowed to run for
only N iterations.
Fig. 4.6(b), that depicts the RMS error in the robots’ orientation estimates cor-
roborates the results of Fig 4.6(a). In this figure, the improvement in the accuracy of
12 We have not compared the performance of the distributed MAP-estimator without marginalization
as the computational requirements of this approach far exceeded the processing and memory capabilities
typically available to a robot (hence the importance of developing real-time distributed implementations
for the CL problem).
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the robots’ orientation estimates for the MAP-based algorithms, as compared to the
C-EKF, is more pronounced. Here, D-CG-MAP is the most accurate, followed closely
by aD-CG-MAP, which outperforms C-EKF in terms of accuracy, while requiring fewer
operations.
4.7 Experimental Results
Experimental validation of our proposed approach was carried out using a team of four
Pioneer-I robots. The robots move in a rectangular arena with area of approximately
4 m × 2.5 m over a period of about 14 minutes. An overhead camera is employed for
obtaining the pose of the robots in a global coordinate frame (ground truth) and used
for comparing the performance of the D-CG-MAP and aD-CG-MAP estimators to the
C-EKF.
The robots move at an approximately constant velocity of 0.1 m/sec and at the same
time ensure that they do not collide with the boundaries of the rectangular arena or the
other robots in the team. The robots obtain linear and rotational velocity measurements
at a frequency of 1 Hz. The noise in the rotational velocity measurements is modeled
as zero-mean, white Gaussian with standard deviation of 0.02 rad/sec, 0.0078 rad/sec,
0.0144 rad/sec, and 0.0105 rad/sec for robots 1, 2, 3, and 4 respectively. Similarly, the
standard deviations for the noise in the linear velocity measurements are 0.005 m/sec,
0.0032 m/sec, 0.00585 m/sec, and 0.005125 m/sec for robots 1, 2, 3, and 4 respectively.
Relative position measurements between the robots are generated synthetically by
using the data from the overhead camera and adding noise to the calculated relative
position measurements. The noise in these measurements is also modeled as zero-
mean, white Gaussian with a standard deviation of σd = 2% ∗ dmax for the distance
measurements, where dmax is the maximum distance measurement that is obtained and
standard deviation of σθ = 1 degree for the bearing measurements. Since we have a
team of N = 4 robots, we can obtain a maximum of N(N − 1) = 12 relative position
measurements at each time step, corresponding to a complete measurement graph.
In distributed MAP-based CL, the linearized least-squares minimization problem is
solved every 5 time steps (i.e., measurements over 5 time steps are batch processed).
Furthermore, we consider a sliding time window of a maximum size of K = 15 time
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steps, while marginalization is carried out every 5 time steps. Hence, the number of time
steps considered in the estimated state vector varies between 10 and 15. As opposed to
the simulation setup, where we allow the aD-CG-MAP to run for N iterations, here we
allow it to run for K iterations, since for this particular experimental setup, K iterations
yield sufficient accuracy.
Fig. 4.7 shows the trajectories of robot 1 generated using the three approaches above
and compares it to the trajectory obtained using the data from the overhead camera
(ground truth).
We use the RMS criterion to test the accuracy of these three approaches. Figs. 4.8(a)
and 4.8(b) show the plots of the RMS errors in the robots’ position and orientation es-
timates respectively. Corroborating the simulation results, we see that the distributed
MAP estimators (D-CG-MAP and aD-CG-MAP) perform better than the C-EKF in
terms of accuracy. The MAP estimator, by acting as a sliding window smoother, im-
proves the accuracy of the robots’ pose estimates. Furthermore, we see that the per-
formance of the aD-CG-MAP approach is very close to that of the D-CG-MAP. This is
due to the fast convergence of the DCG for positive definite matrices (i.e., H).
4.8 Summary
In this work, we introduced a novel distributed algorithm for MAP-based cooperative
localization (CL) that takes advantage of all the available computational resources of a
robot team to maximize performance while minimizing the processing load per robot.
The proposed algorithm uses distributed data storage, the distributed conjugate gradi-
ent (DCG) algorithm, and distributed marginalization of past robot poses in order to
divide the computations amongst the robots, and hence reduce the overall computa-
tional complexity of CL. Additionally, we have shown that by limiting the number of
iterations of the DCG algorithm, the resulting approximate MAP estimator has accu-
racy almost indistinguishable from that of the MAP algorithm using the exact DCG,
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RMS error in robots’ position estimates
 
 









(a) RMS error in the robots’ position estimates.



























(b) RMS error in the robots’ orientation estimates.
Figure 4.6: RMS error in robots’ position and orientation estimates.
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Figure 4.7: Robot 1 trajectories.
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(a) RMS error in the robots’ position estimates.




































(b) RMS error in the robots’ orientation estimates.





This chapter presents a generalized framework for inter-robot information-transfer schemes
in Multi-Centralized Cooperative Localization (MC-CL) under asynchronous communi-
cation, i.e., when the communication graph associated with the mobile robot network
is time-varying and intermittently disconnected. Specifically, two information-transfer
schemes, which differ based on their communication bandwidth requirements per link,
are discussed. Even under asynchronous communication constraints, these schemes en-
able robots to compute pose estimates identical to those generated using the centralized
CL framework, albeit delayed. Parts of this chapter have been published in [109].
5.1 Introduction and Related Work
Cooperative Localization (CL) is a technique for multi-robot pose (i.e., position and
orientation) determination. In CL, groups of communicating robots use their relative
measurements (e.g., distance, bearing, and orientation) to jointly estimate their poses,
resulting in increased accuracy for the entire team [37, 86, 27].
Traditionally in centralized CL, each robot communicates its own measurements to
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a leader robot or a Fusion Center (FC) that processes these data to generate improved
(centralized) pose estimates for the entire team. Depending upon the estimation frame-
work used, various exact centralized algorithms have been proposed. Specifically, an
Extended Kalman Filter-based (EKF) algorithm for CL has been introduced in [37],
while in [32], the authors present a centralized Maximum Likelihood estimator-based
approach to CL. The main drawback of these approaches is that all or most compu-
tations are performed centrally, rendering them susceptible to single-point failures of
the FC. Moreover, for robot teams navigating in large environments, connectivity con-
straints (i.e., limited communication range), may prevent robots from sending their
measurements to the FC.
An alternative approach that improves the robustness of the system is multi-centralized
CL (MC-CL), wherein each robot acts as a FC, i.e., each robot broadcasts its own in-
formation to the entire team so that every robot can calculate the centralized pose
estimates [111]. Although the MC-CL approach of [111] reduces the bandwidth require-
ments by communicating and processing quantized measurements, it requires a con-
nected communication graph (associated with the mobile robot network) at the time of
broadcast, i.e., it requires synchronous communication.
Sub-optimal EKF-based algorithms, that do not require uninterrupted inter-robot
communication, are presented in [105], using the Interlaced Kalman filter, and in [106],
using state-estimates exchange. An approach based on a hierarchy of EKFs is proposed
in [107] where the robot group is divided into sub-teams with leaders estimating the
state of their sub-team using an EKF. Furthermore, the leaders themselves can also
form sub-teams, resulting into a hierarchical structure. The main drawback of these
approaches is that in order to reduce the computational complexity of EKF-based CL,
some (or even all in the case of [105]) correlations are ignored, which may lead to overly
optimistic and inconsistent estimates.
An approach that maintains these cross-correlations by introducing a bank of EKFs
at each robot, is presented in [112]. Each EKF in a bank corresponds to a relative mea-
surement with another robot and accurate book-keeping is used to generate consistent
estimates. However, the computational complexity of this approach grows exponentially
with the team size. An exact distributed MAP-based algorithm for CL is presented
in [34]. While this algorithm reduces the computational complexity of MAP-based CL,
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it requires synchronous communication amongst the robots.
Recently, an exact MC-CL approach, that can handle both limited communication
range and time-varying communication graphs (asynchronous communication) was pro-
posed in [43]. To achieve this, the authors introduce an information-transfer scheme
wherein each robot broadcasts all its locally-available information (its own past and
present measurements, as well as past measurements previously received from other
robots) to every robot within its communication radius at each time step. The proposed
approach is independent of the estimation framework used and enables the robots to
obtain delayed centralized estimates. The main drawback of this approach though is its
high communication requirement per link, i.e., in communication resource-constrained
applications, there might not exist sufficient bandwidth per link (or time during each
exchange) for a robot to communicate all its local information.
The objective of our work is to develop a generalized framework for information-
transfer schemes, which differ based on their bandwidth requirements per link, for
performing MC-CL under asynchronous communication. Specifically, we present two
information-transfer schemes, where each robot communicates: (i) only its own mea-
surements, but for all time steps, and (ii) all measurement information available to
it, but only from the oldest q time steps. By varying the parameter q, a family of
information-transfer schemes can be generated, that includes the particular scheme
proposed in [43]. Moreover, a trade-off can be achieved between the communication
bandwidth requirement per link (increases with q) and the time delay in obtaining
the centralized estimates (decreases with increasing q). By choosing an appropriate
information-transfer scheme, based upon the communication resources available to the
team, each robot can generate pose estimates identical to the centralized estimates (no
approximations), but delayed. The proposed information-transfer schemes are indepen-
dent of the estimator used, while the computational complexity per robot is identical
to the corresponding centralized algorithm for CL.
In what follows, we first describe the problem formulation and each of the data-
transfer schemes in detail along with their communication-complexity analysis. Then,
for each of the proposed schemes, we develop necessary and sufficient conditions for
communication-graph connectivity which, if satisfied, guarantee that each robot will be
able to generate the centralized pose estimates, albeit delayed. Furthermore, we present
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analytical results for the expected time delay in obtaining the centralized estimates
for some of these schemes. Lastly, we present simulation results that compare the
performance (trade-off between communication bandwidth per link and accuracy/delay)
of the proposed information-transfer schemes.
5.2 Problem Formulation
Consider a team of N communicating robots navigating in 2D while performing CL. The
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T , i = 1, . . . , N , contains
the position and orientation of all robots at time-step k. Note that the team can use
any estimation algorithm of its choice (e.g., EKF, MAP estimator, Particle filters, etc.)
for pose determination. Each robot is equipped with proprioceptive (odometry) sensors
that provide linear, vimk , and rotational, ω
i
mk
, velocity measurements. The motion model









k−1 ∼ N (0,Qik−1), (5.1)




T is the control input




T is the process noise.
Additionally, all robots have exteroceptive sensors that allow them to uniquely iden-
tify other robots in the team and measure their relative distance and bearing. The









k ∼ N (0,R
i,j
k ), (5.2)
with h = [di,jk , θ
i,j
k ]
T , where di,jk , θ
i,j
k are the true distance, bearing respectively, from




T is the measurement noise.
Let R = {1, . . . , N} denote the set of indices of all robots in the team and let M ik
denote the set of measurements generated by robot i at time-step k, i.e.,
M ik = {uik, z
i,j





where dimax is the maximum sensing radius of robot i. At time-step k, robot i can
communicate with robot j only if di,jk ≤ r
i, where ri is the communication radius of
robot i. Let Cik denote the set of indices of all robots that lie within the communication
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Figure 5.1: (Left) Measurement graph for a team of 5 robots at time-step 0. (Right)
Communication graph for a team of 5 robots from time-steps 0 to 2.
radius of robot i at time-step k. Note that we assume bidirectional communication
among the robots.
Depending on the robots’ motion, each robot may sense and communicate with
a different sub-team at every time step, i.e., both the measurement graph and the
communication graph, associated with the mobile robot network, can be time-varying
and incomplete. Specifically, the measurement graph for the robot team,
at time-step k, is a directed graph where node ik denotes robot i at time-step k and
edge eijk exists if robot i obtains a relative measurement to robot j (see Fig. 5.1). The
communication graph considers a time-window from time-step k to k+p, and represents
the flow of information in the robot network. Here, edge eijm, m ∈ {k, . . . , k + p} exists,
if robot i can communicate information to robot j at time-step m. Also, edge ei(m,m+1)
always exists, indicating that robot i’s information from time-step m is always available
to itself at time-step m+ 1.
We denote by T ik
−
the set of all information that is locally-available to robot i
at time-step k, before it communicates with any other robot in the team. The set
T ik
+
denotes the information that is locally-available to robot i after it has received










Figure 5.2: Information tables for robot 1 at time-steps 1 (left) and 2 (right). tk:
time-step k, Ri: Robot i.
where Sjk denotes the information that is communicated by robot j to robot i at time-
step k. The contents of Sjk depend upon the information-transfer scheme used. Fur-
thermore, T ik
−








As the robot team moves around in the environment, depending on the evolution of
the communication graph and the information-transfer scheme used, each robot starts
accumulating information about the entire team. Let us assume that at time-step k+m,









. Using this information, robot i can calculate pose estimates1
denoted by x̂k|k, for the entire team, that are identical to those generated if using
centralized CL. But since these estimates for time-step k can be calculated no earlier
than time-step k+m (due to the delay in information transfer), we denote these delayed
estimates by x̂k+mk|k .
Consider the example shown in Fig. 5.1. The information tables in Fig. 5.2 depict
the information that is available to robot 1 at time-steps 1 and 2. Note that robot 1
does not have any information about robot 4 at time-step 1. Now at time-step 2, assume
that robot 4 communicates S42 = M
4
0:2 to robot 1. Thus at time-step 2, robot 1 acquires
all information about the team up to time-step 0 and can hence calculate the centralized
pose estimates2 , x̂20|0.
1 x̂l|m denotes pose estimates at time-step l, using all measurement information up to time-step m.
2 Note that in addition to the delayed centralized estimate, each robot can compute a causal estimate
for its pose given all measurements currently available to it.
109
Thus the flow of information between robots is governed not only by the communi-
cation graph, but also by the set Sjk, which is determined by the information-transfer
scheme used by the robot team. The choice of an appropriate information-transfer
scheme, in turn is influenced by the communication bandwidth per link available to the
robot team.
Before proceeding to the next section that presents our proposed information-transfer
schemes, we briefly recap the notation used in this chapter:
• R: set of indices of all robots in the team.
• Cik: set of indices of robots that can communicate with robot i at time-step k.






: set of all information that is available to robot i up to and including
time-step k, before/after communication with neighboring robots.
• Sik: set of information communicated by robot i to all robots within its commu-
nication radius at time-step k.
5.3 Information Transfer Schemes
5.3.1 Scheme 1: Own Information Transfer only
Description
In this scheme, each robot communicates only its own proprioceptive and exteroceptive
measurement information to other robots. Assume that: (i) robot i and robot j last
communicated with each other at time-step k, and (ii) the next communication oppor-
tunity for these two robots arises at time-step k + p, p ≥ 1. Using Scheme 1, robot `,
` ∈ {i, j}, will communicate the set S`(k+p) = M
`
k+1:k+p at time-step k + p. Therefore,
after communication, the information set T i
+












Figure 5.3: Scheme 1. Communication graph for a team of 5 robots from time-steps 0
to 2.
Figure 5.4: Scheme 1. Information tables for robots 1 and 2 at time-step 2, before and
after communication.
Consider the example shown in Figs. 5.3 - 5.4. Since robots 1 and 2 last commu-
nicated at time-step 0, when they now meet at time-step 2, robot 1 will communicate
only its own information from time-steps 1 and 2, i.e., S12 = M
1
1:2, to robot 2. Similarly,
robot 2 will also communicate only its own information from time-steps 1 and 2, i.e.,
S22 = M
2
1:2, to robot 1. As a result, both robots will have identical information for each
other but not for the rest of the team.
Note that in the information-transfer scheme proposed in [43], each robot commu-
nicates all its available information, i.e., information from all rows in its information
table. By contrast, in Scheme 1 each robot communicates information only from a single
row (corresponding to itself) in its information table.
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Communication complexity analysis
When the two robots communicate after p time steps, each robot i has to communicate:
(i) its p proprioceptive measurements, uik+1:k+p, and (ii) its exteroceptive measure-
ments, zi,`K , ∀` ∈ R, ` 6= i, d
i,`
K ≤ dimax, K = k + 1, . . . , k + p. Therefore, the communi-
cation cost/amount of information that has to be transferred over the communication




K |), where |g| denotes the cardinality of g. Here, the
first term depends only on p which is determined by the frequency of inter-robot com-
munication, while |zi,`K | also depends on the number of robots that are sensed by robot i
per time step, i.e., the outdegree of robot i in the measurement graph. Therefore, for
a particular application, if the frequency of inter-robot communication and the average
outdegree of the measurement graph can be approximated before-hand, communication
bandwidth per link can be reserved accordingly for CL. Moreover, this information-
transfer scheme is well suited for applications where the robots communicate often (p
remains small).
Communication graph connectivity analysis
We now present the necessary and sufficient conditions (on communication-graph con-
nectivity), that if satisfied, guarantee that each robot in the team can compute the
centralized pose estimates.
Lemma 1. Robot i can compute3 x̂
max{kj}
k|k if and only if robot j, ∀j ∈ R, j 6= i,
communicates with robot i at time-step kj, where kj ≥ k.
Proof. Assume that robot j, ∀j ∈ R, j 6= i, communicates with robot i at time-step kj ,
where kj ≥ k. Let mj < k, denote the time step when robot j last communicated with
robot i. If robot j never communicated with robot i before, we assume mj = −1. At
time-step kj , robot j will communicate the set S
j
kj




⊇ {M i0:kj ,M
j
0:kj
} ⊇ {M i0:k,M
j
0:k}. (5.7)
Let ` be the id of the robot that communicated with robot i at time-step max{kj}.
3 Note that x̂mk|k indicates that the centralized estimates for time-step k can be calculated no earlier
than time-step m.
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} = ∅, (5.8)
i.e., at time-step (max{kj} − 1), robot i will have information up to time-step k, for all
robots in the team, except robot `. Thus, robot i cannot calculate x̂
(max{kj}−1)
k|k . But




0:k}, ∀j ∈ R.
Thus, robot i can compute x̂
max{kj}
k|k .
We prove the second part using proof by contradiction, i.e., we show that if there
exists a robot j that does not communicate with robot i at any time-step kj , where
kj ≥ k, then x̂k|k cannot be calculated. Since robot j last communicated with robot i
at time-step mj , T
i
kj
+ ∩ {M jmj+1:k} = ∅, ∀kj ≥ k. Thus, x̂k|k cannot be calculated.
Lastly, robot i can discard all information (own and other robots’ measurements) up
to time-step k at time-step max{kj}, i.e., after calculating x̂
max{kj}
k|k . Since we assume
bidirectional communication between robots, if robot i has received information, up to
time-step k from all other robots, this implies that robot i has communicated its own
information about time-step k to all other robots too. Hence it can safely discard all
the information and retain only the corresponding centralized estimates.
Expected time delay analysis
Let pjim be the probability that edge e
ji
m exists in the communication graph. For simplic-
ity, we assume that: (i) this probability remains constant over time (denoted by pji),
and (ii) pji = pij . Therefore, the probability that edge ejim does not exist is (1 − pji).




t× pi(time delay = t), (5.9)
where pi(time delay = t) is the probability that the centralized estimates for time-step k
can be calculated no earlier than time-step k + t.
Consider the event where the time delay in obtaining the centralized estimates is less
than or equal to t, i.e., time delay ≤ t. For this event to occur, robot j, ∀ j ∈ R, j 6= i,
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should communicate with robot i at least once up to time-step k + t, i.e., at least one
edge ejim, k ≤ m ≤ k + t should exist in the communication graph for every robot j.
The probability that there exists at least one edge between robot j and robot i from
time-step k to time-step k + t is given by:
pi(∃ ejim, k ≤ m ≤ k + t) = 1− (1− pji)t+1. (5.10)
Therefore the probability that there exists at least one edge between robot i and every
other robot in the team from time-step k to k + t, i.e., pi(time delay ≤ t) is given by:





(1− (1− pji)t+1). (5.11)
Employing an analogous expression for pi(time delay ≤ (t− 1)), we have:
pi(time delay = t)









(1− (1− pji)t). (5.12)
















Thus, by modeling pji based on the network topology over time, the above formula can
be used to accurately model the expected time delay.
In addition to the closed form expression in (5.12), we present two recursive expres-
sions, one over the number of time steps and the other over the number of robots in the
team. Now from (5.12) and (5.11), we obtain:
t−1∑
s=0




(1− (1− pji)t). (5.14)
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Therefore, the recursive form of (5.12) over the number of time steps is given by:








pi(time delay = s). (5.15)





We now consider recursion over the number of robots in the team. The event that
time delay = t for robot i, for a team of N robots can be expressed as the union of two
sub-events:
E1: the time delay = t for robot i, for a team of N − 1 robots and at least one edge,
eNim exists between robot N and robot i at time-step m, where k ≤ m ≤ k + t.
Note that since time delay = t for a team of N − 1 robots, even if an edge exists
between robot N and robot i at any time step before k+t, robot i cannot calculate
the centralized estimates until time-step k + t. The probability that this event
happens is given by pi(time delay = t,N − 1 robots)(1 − (1− pNi)
t+1
), where
pi(time delay = t,N − 1 robots) denotes the probability that time delay = t for
robot i, for a team of N − 1 robots.
E2: the edge eNik+t exists, i.e., edge from robot N to robot i exists at time-step k + t
and there exists at least one edge between robot i and all the remaining N − 2
robots from time-step k to time-step k + t − 1. Note that since robot i cannot
communicate with robot N up to time-step k + t, the centralized estimates can






Thus from (E1) and (E2) we obtain:
pi(time delay = t,N robots)







(1− (1− pji)t) (5.16)
where pi(time delay = t, 2 robots) = (1− pji)
t
pji, j 6= i.
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We now present a numerical example for calculating the expected time delay using
the formula in (5.13). For simplicity we consider pji = p, ∀j ∈ R, j 6= i. Therefore, (5.13)






(1− qt+1)N−1 − (1− qt)N−1
)
, (5.17)
where q = 1 − p. Now, using Taylor’s series expansion around qt+1 = 0, the term

















































































Substituting the formula for the mathematical series,
∑∞
t=1 t(q
a)t = qa/(1− qa)2,














Thus using the above formula, we can obtain the expected value of the time delay for
any number of robots.
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5.3.2 Scheme 2: Information Transfer from q oldest time steps
Recall that in Scheme 1, information is transferred row-wise, i.e., each robot commu-
nicates the entire row corresponding to itself in its information table (see Fig. 5.4).
Note, however that, for small robot teams communicating infrequently, the amount of
information available in each row is usually significantly larger compared to the data
stored in each column. In such cases, and in order to reduce the time delay in obtain-
ing centralized estimates, information should be communicated column-wise, i.e., each
robot should communicate all its locally available information, starting with the oldest
time step first (i.e., the first column of its information table). The information-transfer
scheme that we now propose is based on this general framework, where the parameter
q defines the number of columns (time steps) that are communicated. When q = 1, all
information from only the oldest time step is broadcast to neighbors. As q increases,
information from more time steps is communicated, thus increasing the communication
requirement per link, but reducing the delay in obtaining centralized estimates. Finally,
the case where q = ∞ corresponds to the information-transfer scheme of [43], where
each robot transfers all its locally-available information4 .
Description
In this scheme, depending on the value of q, each robot communicates all its locally-
available information from the oldest q time steps only. Let us assume that robot i
has the oldest information about time-step k. Furthermore, at time-step m, k ≤ m ≤
(k + q − 1), robot i has information for itself, i.e., M im, and for a subset, Rim, of the
other robots in the team, i.e., {M `m}, ∀` ∈ Rim. If robot i communicates with robot j
at time-step kj ≥ k, such that:
(1) kj ≥ k + q − 1, robot i will communicate Sikj = {M
i
m} ∪ {M `m}, ∀` ∈ Rim,
k ≤ m ≤ (k + q − 1).
(2) kj < k+ q− 1, robot i will communicate Sikj = {M
i
kj
} ∪ {M im} ∪ {M `m}, ∀` ∈ Rim,
k ≤ m < kj .
4 We use the notation q =∞ to indicate that information about an arbitrarily large number of time
steps might have to be communicated, depending upon the evolution of the communication graph. For
example, if two robots, that have not communicated for a long time period meet, then q can take on a
very large value.
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Figure 5.5: Scheme 2 with q = 1. Information tables for robots 1 and 2 at time-step 2,
before and after communication.








Next we consider the special case when q = 1. Here, each robot communicates all
its locally-available measurement information from the oldest time step only. Assume
that robot i has the oldest information about time-step k, for itself, i.e., M ik, and for a





. If robot i communicates






















, obtained using Scheme 2 with q = 1. When robots 1 and 2 communicate
at time-step 2, robot 1 communicates S12 = M
5
0 to robot 2 (it need not communicate
robot 2’s data to robot 2 itself), while robot 2 communicates S22 = M
3
0 ∪M40 to robot 1.
Now since both robots have all information up to time-step 0, they can each calculate
x̂20|0. Finally, we note that the oldest information available to both robots after com-
munication is the union of their individual oldest information before communication.
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We now consider the case when q =∞. While this scheme was originally proposed
in [43], in this section we present additional communication complexity and expected
time delay analysis. Furthermore, we also discuss a book-keeping technique that can
be used by the robots to reduce communication overhead. In this scheme, each robot
communicates all its locally-available measurement information, i.e., its own information
and also the information that it received from other robots in the team. Assuming that
robots i and j last communicated at time-step k, when they next communicate at time-


















represents all the information that robot ` received from
other robots, from time-step k up to time-step k+p−1. Therefore, after communication,
the information set T i
+
















as shown in Fig. 5.6. Now when robots 1 and 2 communicate
at time-step 2, robot 1 communicates S12 = M
1
1:2 ∪ M50:1 to robot 2, while robot 2
communicates S22 = M
2
1:2 ∪M30:1 ∪M40 to robot 1. Similar to Scheme 2 with q = 1,
both robots will be able to calculate x̂20|0, but note that the information available about
future time steps is different in both schemes. In particular, contrary to the case of





− ∪ T 22
−
.
Since each robot communicates information about other robots too, depending on
the evolution of the communication graph, there might exist an overlap between the
information that is locally-available to two communicating robots. Thus by using an
efficient book-keeping routine, the communication of redundant information can be
avoided. In our proposed book-keeping approach, robot i first communicates a list of
tuples Li = {(`, ki`)}, where ` is the id of the robot whose measurement information is
available to robot i, and ki` is the latest time step for which this information is available.
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Figure 5.6: Scheme 2 with q =∞. Information tables for robots 1 and 2 at time-step 2,
before and after communication.
Once robot j receives this list from robot i, robot j calculates the set of robot ids,
Vj = {v|(v ∈ Li, v ∈ Lj , kjv > kiv) ∨ (v ∈ Lj , v /∈ Li)}, of robots whose information has
to be communicated to robot i and communicates only:
D1: {uvK , z
v,r
K }, where v ∈ Lj , v ∈ Li, ∀r ∈ R, r 6= v, d
v,r
K ≤ dvmax where K = kiv +
1, . . . , kjv.
D2: {uvK , z
v,r
K }, where v ∈ Lj , v /∈ Li, ∀r ∈ R, r 6= v, d
v,r
K ≤ dvmax where K = m, . . . , k
j
v
and m is the earliest time step for which data about robot v is available.
Communication Complexity Analysis
When two robots meet, each robot has to communicate information about its q oldest
time steps. For a team of N robots, the amount of information that has to be commu-
nicated by robot i, corresponding to a single time-step k can be at most {M ik} ∪ {M `k},
∀` ∈ R, ` 6= i. Thus if information for q time steps has to be communicated, the com-
munication complexity can be at most O(|{M ik:k+q−1}| + |{M `k:k+q−1}|), ∀` ∈ R, ` 6= i.
Thus we see that the communication complexity of this information transfer scheme
scales linearly with q and as q increases, the time delay in obtaining the centralized
estimates decreases. Furthermore, this general framework generates a family of infor-
mation transfer schemes and depending upon the communication resources available to
the robot team, an appropriate scheme can be selected.
When q = 1, since each robot communicates only its oldest-available information,
when robots i and j communicate, the communication cost/amount of information that
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has to be transferred per communication link is O(|M ik|+
∑
`∈Rik






k |), where p and s denote the robots that were observed by robots i
and ` respectively, at time-step k. Importantly for this approach, the communication
cost depends upon the outdegree of the measurement graph and the number of robots
in the team, but it is independent of the frequency of inter-robot communication, i.e.,
irrespective of the time that has elapsed since robots i and j last communicated, when
robot i next communicates with robot j, information for only a single time step will
be communicated. This makes this scheme suitable for use in severe communication-
resource constrained applications, but delays the calculation of centralized estimates.
For q = ∞, when robots i and j communicate after p time steps, robot i first
communicates its list Li and then depending on the list Lj that it obtains from robot j, it
communicates the non-redundant measurement information corresponding to {Li\Lj}.
Therefore, the total information that has to be communicated by robot i to robot j
when they meet after p time steps is |Li| plus all the information mentioned in the
previous section (sets D1 and D2 listed in book-keeping). While this scheme has the
highest communication complexity per link, as compared to Scheme 1 and Scheme 2 with
q = 1, it has the lowest time delay in obtaining the centralized estimates. Therefore,
this scheme is applicable to scenarios where there is no constraint on the available
communication bandwidth.
Communication graph connectivity analysis
We now present the necessary and sufficient condition for obtaining centralized estimates
for Scheme 2.
Lemma 2. Robot i can compute x̂
max{kj}
k|k if and only if there exists jk → ikj , ∀j ∈
R, j 6= i, where kj ≥ k. The notation jk → ikj denotes a path in the communication
graph from node jk to node ikj , such that information about robot j up to time-step k,
i.e., M j0:k, is available to robot i, no earlier than at time-step kj ≥ k.
Proof. Assume jk → ikj , ∀j ∈ R, j 6= i, where kj ≥ k. Let mj < k be the time
step up to which robot j’s information, M j0:mj , is already available to robot i through
previous communication. If robot i never received any information from robot j before,
we assume mj = −1. Let robot ` be the robot for which `k → imax{kj}. Therefore, at
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the previous time-step (max{kj} − 1):
T imax{kj}−1
+ ⊇ {M j0:kj} ⊇ {M
j
0:k}, ∀j ∈ R, j 6= `
T imax{kj}−1
+ ∩ {M `m`+1:k} = ∅, (5.27)
i.e., at time-step (max{kj} − 1), robot i will have information up to time-step k, for
all robots in the team, except robot `. Therefore, robot i cannot calculate x̂
(max{kj}−1)
k|k .
But at time-step max{kj}, robot `’s information up to time-step k will become available
to robot i, i.e., T imax{kj}
+ ⊇ {M j0:k}, ∀j ∈ R. Thus, robot i can compute x̂
max{kj}
k|k .
We prove the second part using proof by contradiction, i.e., we show that if there
exists a robot j such that the communication path jk → ikj does not exist at any
time-step kj ≥ k, then x̂k|k cannot be calculated. Since robot j last communicated
with robot i at time-step mj , T
i
kj
+ ∩ {M jmj+1:k} = ∅, ∀kj ≥ k. Thus, x̂k|k cannot be
calculated5 .
While the statement of the above theorem is identical for all schemes generated with
different values of q (i.e., they all require the existence of an appropriate path in the
communication graph), the actual communication path in the graph differs based on
the selected value of q. Let us assume that robots i and j communicate at time-step
k. When q =∞, each robot transfers all its locally-available information, and therefore
the information communicated by robot i, at time-step k, will include M ik. But when
q = 1, since only the oldest information is transmitted, the information communicated
by robot i will include M ik, only if k is the oldest time step for which measurement
information is available to robot i. For example, in Fig. 5.6, for q =∞, when robots 1
and 2 communicate at time-step 2, robot 1 communicates information about time-step 2
too. On the other hand for q = 1 (see Fig. 5.5), at time-step 2 robot 1 communicates
information only about the oldest time step, i.e., time-step 0. Robot 1 will communicate
information about time-step 2 only after information about time-steps 0 and 1 has
been discarded. Thus even though both cases require the existence of a path in the
communication graph between robot j at time-step k and robot i at time-step kj , these
communication paths may not be the same.
Regardless of the choice of q, in Scheme 2 robot i can discard all information about
time-step k, only after: (i) it has computed the centralized estimates for time-step k, and
5 The derivation for Scheme 2 with q =∞ has been presented in [43].
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(ii) it has ensured that these centralized estimates (in the form of raw measurements)
have been communicated to all other robots in the team. Robot i can ensure this by
communicating this information to all robots personally, or by communicating with
another robot in the team that has satisfied conditions (i) and (ii) above, whichever
happens earlier6 .
Expected time delay analysis
In Scheme 1, since each robot communicates only its own information, Ei(time delay),
∀i ∈ R, depends only upon the (N − 1) possible communication links per time step,
from other robots in the team to robot i. Thus the edges e`rk , ∀`, r ∈ R\i, for any
time-step k, do not affect Ei(time delay). By contrast, in Scheme 2, since each robot
can communicate information about all robots, Ei(time delay) can be affected by any
of the N(N − 1) possible edges per time step, depending upon the evolution of the
communication graph. We now present the expected time delay analysis for a team of
3 robots using Scheme 2 with q = ∞. Future work will include generalization of this
result to the case of N robots.
Assume that we want to calculate the centralized estimates for time-step k. Let
Iit = pi(time delay > t) be the probability that the time delay in computing these
centralized estimates is greater than t for robot i. Thus, pi(time delay ≤ t) = 1 − Iit
and pi(time delay = t) = −Iit + Iit−1. We assume pij = p,∀i, j ∈ R. Now in order to
obtain an expression for Ei(time delay) [see (5.9)], we need to calculate I
i
t . The event
(time delay > t) can be expressed as the union of two mutually-exclusive sub-events,
(E1) and (E2), which in turn are expressed as the intersection of two independent sub-
events each:
E1: (E1a) Neither of the other two robots in the team communicate with robot i at
time-step k + t, i.e., edges ejik+t, ∀j ∈ R, j 6= i, do not exist, and (E1b) the event
(time delay > t− 1) is true for robot i. The probability of event (E1a) is (1− p)2.
Thus probability of event (E1) is given by (1− p)2pi(time delay > t− 1).
6 In the scheme proposed in [43], robot i discards the raw measurements at time-step k, as soon
as it has calculated the centralized estimate for this time step and then communicates this centralized
estimate to other robots. Note that irrespective of whether the raw measurements themselves or the
centralized estimate computed from these measurements are communicated, the information content
remains the same.
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E2: (E2a) Either of the other two robots in the team (say robot j) communicates with
robot i at time-step k + t, i.e., the edge ejik+t exists at time-step k + t, and (E2b)
the third robot in the team (say robot `) does not communicate with either robot i
or robot j from time-step k to time-step k + t− 1, i.e., edges e`im, ` ∈ R, ` 6= i, j,
for k ≤ m ≤ k + t − 1 do not exist. Now the probability of event (E2a) is given
by 2(1− p)p, while the probability of event (E2b) is given by (1− p)2t. Therefore
the probability of event (E2) is given by 2p(1− p)2t+1.
From the union of (E1) and (E2) we have:
Iit = pi(time delay > t− 1)(1− p)2 + 2p(1− p)2t+1. (5.28)
Note that pi(time delay > 0) = (1 − p2) and pi(time delay = 0) = p2. Substitut-
















In this section, we compare the performances of the three information-transfer schemes
discussed in this chapter. The objective of our simulation studies is twofold: (i) to com-
pare the expected time delay in obtaining the centralized estimates for these schemes,
and (ii) to study the trade-off between the accuracy of pose estimates for the robot team
at time-step k, obtained using information available at time-step k (without including
the delayed information), and the communication bandwidth requirements per link for
these schemes.
To study the behavior of the expected time delay for these schemes, we carried out
Monte-Carlo runs on a general mobile robot network of N robots over 1000 time steps,
with pij = 0.5,∀i, j ∈ R, for each scheme. Furthermore, by varying N , we studied the
effect of the size of the robot team on the delay in obtaining the centralized estimates.
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These results are presented in Table 5.1. First, we note that for Scheme 1 and Scheme 2
(q =∞) for N = 3, the simulation results for the expected time delay corroborate our
analytical results. Next, from Table 5.1 we see that the expected time delay is lowest for
Scheme 2 (q = ∞), irrespective of the size of the robot team. This result is expected,
because as compared to the other two approaches, this scheme has the highest rate of
information transfer. However, this improvement in performance comes at the cost of
increased communication complexity (see Sec. 5.3.2).
More importantly, in Scheme 2 (q = ∞), as the number of robots increases, the
expected time delay goes on decreasing and finally becomes 1 time step. To corroborate
this result, consider the pi(time delay > 1) for Scheme 2 (q = ∞) for a team of N
robots:















Furthermore, pi(time delay = 1) can be expressed as:
pi(time delay ≤ 1)− pi(time delay = 0)
= 1− pi(time delay > 1)− pN−1. (5.31)
Table 5.2 shows the values of pi(time delay = 1) for different team sizes. From the
table we see that as N increases, pi(time delay = 1) goes very quickly to 1. Hence the
expected time delay also goes to 1, as seen in the simulation results.
The next lowest expected time delay is for Scheme 1, followed by Scheme 2 (q = 1).
Moreover, the expected time delay for Scheme 2 (q = 1) is substantially larger than
that for the other two approaches. This is due to the fact that as compared to the
other two approaches, that do not have an upper bound on the time horizon over which
information is transferred between robots, in this case information about only a single
(oldest) time step is communicated. Unless this information has been discarded (i.e., all
robots have computed the centralized estimates for this time step), information about
the next time step cannot be communicated. As a result, the expected time delay in
obtaining the centralized estimates goes on increasing with time.
In order to compare the accuracy of the robot pose estimates generated using the
proposed information-transfer schemes, we consider a team of N = 5 robots moving
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Table 5.1: Expected Time Delay Analysis
Team size Sch. 1 (theor./sim.) Sch. 2, q =∞ Sch. 2, q = 1
3 1.6667/1.6488 1.2333/1.2222 66.0237
5 2.5048/2.4867 1.2876 66.7684
10 3.5813/3.5495 1.1673 69.9089
20 4.6183/4.5356 1.0231 70.6912
50 5.9621/5.8811 1 72.5475
100 6.9694/7.0152 1 74.2389
Table 5.2: pi(time delay = 1) for Scheme 2 (q =∞)







in 2D with phase-shifted sinusoidal trajectories for 500 time steps (each time step has
duration 0.05 sec). Each robot measures its linear, v, and rotational, ω, velocity, as
well as its distance, d, and bearing, θ, to other robots in the team. The noise in these
measurements is modeled as zero-mean, white Gaussian and has standard deviation σv =
2%v, σω = 1 deg/sec for the linear and rotational velocity measurements, respectively,
and σd = 2%d and σθ = 1 deg for the corresponding distance and bearing measurements.
Furthermore, as the robots move around, they randomly communicate with other robots
in the team (pji = p). When two robots communicate, the information transferred
depends upon the chosen information-transfer scheme.
The CL algorithm is implemented by each robot using an EKF. When a robot calcu-
lates pose estimates at the current time step, if the measurements for that time step are
unavailable for some robots in the team, the last available proprioceptive measurements
from those robots are used for the propagation step of the EKF.
We employ the RMS error criterion to test the accuracy of these three approaches.
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Scheme 2 (q = ∞)
Scheme 2 (q =1)
Figure 5.7: RMS error in the robots’ position estimates.
Figs. 5.7 and 5.8 show the RMS error in the position and orientation estimates respec-
tively, generated by robot 1 for the entire team. The RMS errors are plotted every
20 time steps for clarity. From the figures we see that for the chosen robot team of
size N = 5, the performances of Scheme 2 (q = ∞) and Scheme 1 are almost indis-
tinguishable from each other. Thus we can conclude that for small robot teams, using
Scheme 1 instead of Scheme 2 (q = ∞), will save valuable communication bandwidth
per link without any significant loss of accuracy. But as the number of robots increases,
Scheme 2 will outperform the other two schemes. This is due to the fact that even
though all information necessary for generating the centralized estimates, i.e., x̂kk|k, may
not be available to robot i at time-step k, the set T ik
+
(i.e., locally-available information
at time-step k) generated using Scheme 2 (q =∞) is a superset of T ik
+
generated using
the other two schemes. Lastly, as expected, the pose estimates generated using Scheme 2
(q = 1) are the least accurate. Since the communication bandwidth available per link
for Scheme 2 (q = 1) is very restrictive, this translates into lower accuracy for the pose
estimates. Thus depending upon the availability of communication resources and the
accuracy requirements of the application, a suitable information-transfer scheme should
be chosen.
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Scheme 2 (q = ∞)
Scheme 2 (q =1)
Figure 5.8: RMS error in the robots’ orientation estimates.
5.5 Summary
In this chapter, we presented a general framework for inter-robot information-transfer
schemes in multi-centralized CL under asynchronous communication. Depending upon
the team’s and the application’s communication bandwidth availability, an appropriate
information-transfer scheme can be selected to obtain pose estimates identical to the
centralized estimates, but delayed. Moreover, to facilitate the choice of an appropriate
information transfer scheme for a particular application, we have carried out detailed
communication-complexity analysis, studied the necessary and sufficient conditions to




In this chapter, we present a novel hybrid estimation framework (HEF) for multi-
robot Cooperative Localization (CL) under time-varying, communication-bandwidth
constraints. In the presence of severe communication constraints, robots can commu-
nicate only a quantized version of their analog measurements to the team. As opposed
to existing estimators that can process either analog or quantized measurements, the
HEF enables robots to process all available information, i.e., local analog measurements
(recorded by its own sensors) and remote quantized measurements (collected and com-
municated by other robots), to obtain accurate robot pose estimates. Moreover, since
the communication-bandwidth available for CL is time-varying, the HEF is resource-
aware and can utilize additional bandwidth, whenever available, to further improve the
estimation accuracy.
6.1 Introduction and Related Work
In wireless sensor (robot) network (WSN) applications, sensors typically estimate a
quantity of interest, using noisy measurements from all sensor nodes. An example is
multi-robot target tracking [113], where robots estimate a target’s position, based on
their noisy distance / bearing measurements to the target. Since the sensor nodes
are spatially distributed, each node generally has to communicate its local information
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to the team. Therefore, for WSNs deployed in (i) environments with inherent com-
munication limitations or (ii) applications with power/battery restrictions, it becomes
necessary to develop decentralized estimation algorithms that can trade communication
bandwidth-availability for estimation accuracy. While bandwidth constraints exist in
many WSN applications, this work focuses on the representative application of Coop-
erative Localization (CL).
CL incurs substantial communication overhead since each robot has to communicate
its own local information, either its pose estimate and covariance, or its exteroceptive
and proprioceptive measurements, with the team [28], [43]. However, factors such as:
(i) inherent communication-bandwidth limitations in underwater applications, resulting
from diffraction, attenuation, scattering, and fading, or (ii) constraints imposed on data
transmission to increase the robots’ operating time, may allow robots to communicate
only a part of the required information. Moreover, the bandwidth available for CL is
time-varying and depends upon the current resource-requirements of higher-level tasks
and the battery-life of the robots. Therefore, the design of estimation algorithms for
CL is dictated by these application-specific, communication-bandwidth considerations,
and various approaches addressing these time-varying bandwidth constraints have been
proposed in the literature.
Extended Kalman Filter (EKF)-based approaches where robots select and trans-
mit all or a subset of their analog1 measurements, depending upon the bandwidth-
availability and subject to a suitable selection / optimality criterion, have been proposed
in [101], [100], and [109]. Maximum A Posterior (MAP) estimator-based distributed ap-
proaches for CL, where the robots periodically exchange local information, are presented
in [108], [34]. While the above algorithms are designed for applications where robots
can communicate analog measurements, in this work we focus on CL under severe com-
munication constraints (e.g., underwater) where each robot can transmit only a few
bits per analog measurement. In such applications, every robot is forced to carry out
lossy quantization of its measurements and the commonly-used estimation frameworks
for real-valued measurements (e.g., EKF or MAP) have to be modified to accommodate
1 Sensors sample a process and provide a measurement which is often represented in digital form
using 32 or 64 bit floating-point number representation. We refer to such measurements as analog.
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these quantized measurements. Estimation with quantized observations has been well-
studied in the signal processing community for wireless sensor networks. While there
exists a large body of work on parameter estimation (either deterministic [114, 115, 116]
or random variable [117, 118, 119]), we will focus on approaches that were developed to
estimate random processes, as is the case in CL. The Sign-of-Innovation Kalman filter
(SOI-KF), for estimating stochastic, dynamic processes, has been proposed [44], where
the measurement innovation2 , instead of the actual analog measurement, is quantized
to a single bit. The SOI-KF is derived for linear, Gaussian process and measurement
models and by approximating the posterior probability density function (pdf) by a
Gaussian3 after each measurement update, its state / covariance update equations have
structure very similar to that of the standard Kalman filter (KF) [98]. Moreover, even
using a single bit, its performance is 67% of that of the standard KF. When f ≥ 1 bits
are available for quantization, the SOI-KF approach has been extended in [120, 39, 121]
to the batch-quantized KF (BQKF) and the iteratively-quantized KF (IQKF), where
with f = 4 bits, the performance is almost indistinguishable from that of the standard
KF. An extension of this approach to batch MAP estimation, for single bit (QMAP)
and multiple bits (iteratively quantized IQ-MAP), is presented in [122, 111, 45].
All the quantized innovation filters discussed above use the multi-centralized (MC)
architecture for CL, that is robust to single-point failures. In multi-centralized CL
(MC-CL), each robot broadcasts all its measurements and every robot locally processes
measurements from the entire team to generate pose estimates for all the robots. How-
ever, the quantization rules used by the filters depend upon these pose estimates, via
the measurement innovation, and thus all robots have to maintain identical filters to
ensure estimation consistency. Hence, each robot is forced to use quantized versions of
its own locally-available, analog measurements for estimation, thus discarding valuable
information that can be used to improve localization accuracy.
To overcome this drawback, in this chapter we introduce a novel hybrid estimation
2 Measurement innovation is the difference between the actual and the estimated (by the filter)
measurement.
3 Note that due to the nonlinearity of the quantization operation, the posterior pdf is not, in general,
a Gaussian.
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framework that enables each robot to incorporate its locally-available, analog measure-
ments in the estimation process. To achieve this, each robot maintains two local estima-
tors (see Fig. 6.1): (i) a quantized (Q) estimator that processes quantized measurements
from all robots, including itself, and (ii) a hybrid (H) estimator that processes its own
analog measurements along with the quantized measurements from other robots in the
team. For the proposed hybrid estimation framework, we derive H-estimators that can
handle the general case of time-varying communication-bandwidth availability, i.e., when
robots in the team can communicate f ≥ 1 bits, per analog measurement. Specifically,
we develop H-estimators for two quantization scenarios: (i) Batch quantization: where
the bandwidth availability is known beforehand, and (ii) Iterative quantization: where
additional bandwidth becomes available on-the-fly. For both these scenarios, we derive
Minimum Mean Squared Error (MMSE) H-estimators (H-BQKF and H-IQKF, respec-
tively) that are capable of processing local analog measurements along with multiple
bits per remote analog measurement. Thus, we demonstrate that the hybrid estimation
framework can optimally utilize additional bandwidth, whenever available, in order to
improve the estimation accuracy of CL. The performance and accuracy of the proposed
H-estimators is extensively tested in both simulations and experiment.
6.2 Problem Formulation
The proposed hybrid MMSE estimators are designed for wireless sensor networks where
(i) the process and measurement models are shared a priori by all sensor nodes, and
(ii) each sensor node can communicate with the network at every time step. While we
now proceed with the specific application of CL, we note that the proposed estimators
are general and can be used for any static / mobile sensor network applications that
satisfy the above assumptions.
For CL, the problem setup consists of a team ofN robots performing multi-centralized
CL (MC-CL) in 2D. In MC-CL, each robot broadcasts all its measurements and every
robot locally processes measurements from the entire team to generate pose estimates
for all the robots. The process model for the multi-robot team is given by the following
linear, discrete-time, dynamic system:
xk = Fk−1xk−1 + Gk−1wk−1, x0 ∼ N (xinit,P0) (6.1)
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where, wk is the zero-mean, white, Gaussian, and uncorrelated system noise at time-
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T , is the state (position and orientation)
of robot i at time-step k. This formulation uses, as the process model, a statistical
motion model (e.g., the constant-velocity model [42]), driven only by the system noise
[see (6.1)]. This enables us to treat both proprioceptive and exteroceptive measurements
identically and use them for updates in the filter.
We assume that robot i obtains M ik scalar, analog measurements (proprioceptive
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ln] = 0, ∀j 6= i, j = 1, . . . , N .
The linear models (6.1)-(6.2) are used only to simplify the mathematical derivations.
In real-world scenarios, the linearized system, obtained from the underlying non-linear
process and measurement models, will be used. Moreover, a single vector-valued mea-
surement can be decomposed into multiple scalar measurements using pre-whitening [98]
and then processed using the above formulation. Lastly, in order to improve the clarity
and simplify the notation of the material presented in this chapter, from now onwards,
we assume that each robot i obtains only a single, scalar, analog measurement, zik, at
time-step k. The generalization to M ik measurements is straightforward.
6.2.1 Real vs. Quantized Measurements
In the absence of communication-bandwidth constraints, the Minimum Mean Squared
Error (MMSE) estimate of the robots’ poses at time-step k, x̂k|k, given all analog mea-
surements up to time-step k, z0:k, is calculated as
x̂k|k = E[xk|z0:k] =
∫
Rr
xkp[xk|z0:k]dxk, xk ∈ Rr. (6.3)
Here, r = 3N and z0:k = [(z
1
0:k)
T , . . . , (zN0:k)
T ]
T
where, zi0:k = [z
i





1, . . . , N . Under the Gaussian noise assumption for the linear system (6.1)-(6.2), the
prior pdf, p[xk|z0:k−1], and the posterior pdf, p[xk|z0:k], are completely characterized
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by their mean and covariance and can be obtained using the standard KF (see Algo-
rithm 4). However, note that the real-valued measurement, zik, is required for the state
update in the KF and has to be broadcasted by robot i to the entire team.
Algorithm 4 Kalman Filter (KF)
1: KF Propagation






2: KF Measurement Update
for i = 1 to N do





























x̂k|k := x̂k|k,N ,Pk|k := Pk|k,N
On the contrary, consider the bandwidth-limited scenario where each robot can
communicate only f ≥ 1 bits per analog measurement. Therefore, robot i must quantize
its analog measurement, zik ∈ R, to bik ∈ B, B := {1, . . . , 2f} using a quantization rule
q[·] of the form
bik = q[z
i
k], where q : R→ B. (6.4)
The MMSE estimate of the robots’ poses, x̂Qk|k, given quantized measurements, b0:k,
from all robots up to time-step k is calculated as
x̂Qk|k = E[xk|b0:k] =
∫
Rr
xkp[xk|b0:k]dxk, xk ∈ Rr (6.5)
However, due to the nonlinear quantization operation in (6.4), the prior and poste-
rior pdfs are no longer Gaussian, even for the linear process and measurement models
of (6.1)-(6.2). Moreover, computing these pdfs is, in general, intractable.
The BQKF and IQKF [39] (see Proposition 1), that quantize the measurement




k|k,i−1, simplify this computation by approximating these pdfs
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Figure 6.1: Hybrid Estimation framework. When ψik = E[z
i
k|b0:k−1] and we use the
quantization rule in (6.6), the H- and Q-estimators correspond to the H-BQKF and




k ] and we use the quantization rule
in (6.12), the H- and Q-estimators correspond to the H-IQKF and IQKF, respectively,
i = 1, 2.
as Gaussians (similar to the EKF4 ). The resulting estimators have structures very
similar to that of the KF. However, a shortcoming of these filters is that even though
each robot i has access to its own analog measurements, zi0:k, the quantized-innovation
filters force it to discard this information and process only the corresponding quantized
measurements, bi0:k. This is because the quantized measurement, b
i





k|k,i−1, which has to be identical for all robots to ensure
consistent estimation. This in turn implies that all robots have to process the same
set of measurements, so that they can generate identical state estimates, x̂Qk|k,i−1. In
Fig. 6.1, when the shaded Hybrid Estimators do not exist, we obtain the BQKF and
IQKF.
6.3 Hybrid Estimation Framework
In this section, we present the hybrid estimation framework that enables each robot to
process local analog and remote quantized measurements in order to improve the esti-
mation accuracy of MC-CL. To achieve this, each robot i maintains two estimators (see
4 It is important to note that this loss of Gaussianity in the EKF is due to the non-linearity of
the process and measurement models as opposed to the non-linearity of the quantization step that we
discuss here.
135
Fig. 6.1): (1) a quantized (Q) estimator that processes quantized measurements from




0:k], and (2) a hybrid (H) estimator
that processes its own real-valued measurements and quantized measurements from the




0:k], q = 1, . . . , N . The estimates
generated by the Q-estimator are identical for all robots since each robot processes






. Therefore, they are used in the hybrid
estimation framework for generating identical quantization thresholds for all robots, as
will be shown in the next section. On the contrary, the estimates generated by the
H-estimator are different for each robot, since each robot processes a different set of
quantized and analog measurements.
In the next section we derive MMSE H-estimators that process: (i) local analog mea-
surements, and (ii) multiple bits (f ≥ 1), per analog measurement, communicated by
other robots in the team. Specifically, we derive H-estimators for two quantization sce-
narios: (1) the H-BQKF for batch quantization, where the bandwidth availability (f bits
per analog measurement) is known a priori, and (2) H-IQKF for iterative quantization,
when additional bandwidth becomes available on-the-fly and the analog measurement is
quantized iteratively, communicating additional bits for the same measurement as more
bandwidth becomes available.
6.3.1 Batch Quantization
Encoding rule (Quantizer design)
Since robot j is pre-informed about the availability of f ≥ 1 bits for communicating
its analog measurement zjk ∈ R, robot j partitions the observation space R into 2
f




k(n + 1)), where τ
j
k(n) are the quantization
thresholds, n ∈ B := {1, . . . , 2f}, τ jk(1) = −∞, τ
j
k(2
f + 1) =∞, and τ jk(n) < τ
j
k(n+ 1).
The quantization rule, which is based on the measurement innovation, has the form5
[39]:
5 We assume a round-robin scheduling algorithm where the quantized measurements are generated
and processed sequentially, based on robot ids. Therefore, robot i generates and communicates its
quantized measurement, bik, before robot (i+ 1). Moreover, all robots in the team process b
i
k to obtain
x̂Qk|k,i, before robot (i+ 1) generates its quantized measurement.
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where, b0:k−1 denotes the quantized measurements from all robots up to time-step
k−1, and bmk denotes the quantized measurements from robot m, m = 1, . . . , (j−1), at
time-step k. From (6.2), the predicted measurement is E[zjk|b0:k−1,b
m





Note that robot j uses the Q-estimator’s predicted measurement, that is identical for all
robots, for generating the quantized measurements. This allows other robots to correctly
process / decode the quantized measurement. Robot j does not use the predicted






0:k], q = 1, . . . , N , since it depends
upon its local analog measurements, zj0:k, which are unavailable to the other robots.
Decoding rule (Estimator design)
For the batch quantization rule from (6.6), we now derive the resulting MMSE Q-
and H-estimators for the hybrid estimation framework. Note that the Q-estimator, by
definition, is identical to the BQKF in [39]. It is presented here for completeness and
to compare / contrast its structure with that of the H-estimator that we derive next.
Proposition 1. Q-estimator(BQKF)
Consider the linear model of (6.1)-(6.2) and the quantization rule in (6.6). If robot i as-






, then the state / covariance propa-









k and the normalized thresholds ∆Q(n) := τ
j
k(n)/σQ. If robot i assumes the pdf






, m = 1, . . . , (j − 1), then for the MMSE es-
timator for robot i, that processes the quantized measurement, bjk, j 6= i, from robot j,

































































Q [∆Q(n)]−Q [∆Q(n+ 1)]






exp(−u2/2)du, is the Gaussian tail probability. The proof for
Proposition 1 can be found in [39].
Proposition 2. H-estimator (H-BQKF)
Consider the linear model of (6.1)-(6.2) and the quantization rule in (6.6). If robot i












, then the state / co-
variance propagation equations are identical to the KF (see Algorithm 4). If robot i,














, then the MMSE
estimator for robot i processing its own analog measurement, zik, is identical to the KF
(see Algorithm 4).
For the MMSE estimator processing the quantized measurement bjk from robot j,



















































































and 0 < βHi(n) < 1.
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Proof. The proof of Proposition 2 can be found in Appendix B.1.
Quantization thresholds
We now discuss the selection of optimal quantization thresholds, τ jk(n), n = 2, . . . , 2
f ,
for the batch quantized hybrid estimation framework. For the team to optimally and
correctly process quantized measurements received from robot j, robot j’s quantization
thresholds should be known to the team. Therefore, these thresholds have to selected
based on a metric that is common to the team. We choose robot j’s thresholds so as
to maximize the average reduction in the covariance of the BQKF [see (6.8)]. The Q-
estimator, BQKF, is identical for all robots, and therefore, every robot in the team can
locally calculate the quantization thresholds used by robot j. The threshold selection
is formulated as an optimization problem of the form [39]:
{∆∗Q(n)}2
f





where the expectation is with respect to the Pr{bjk|b0:k−1,b
m
k }, where Pr{·} is the
probability of the event of interest. Here, maximizing the average covariance reduction
of the BQKF is equivalent to maximizing the expected value of βQ(n). Moreover, the





k|k,j−1, with minimum MSE distortion [39]. The solution to (6.11) is the well-
known Lloyd-Max quantizer and the corresponding values for the optimal quantization
thresholds can be found in [123], [124].
Before proceeding, we make the following important observations about the proposed
H-BQKF:
1. As seen from Proposition 2, even though robot i cannot communicate its analog
measurement, zik, to the team, the H-BQKF enables it to optimally process this
measurement locally using the KF.





















k . Using these terms in (6.7) and (6.9), we
see that the structure of the state update equation for quantized measurements, in
BQKF and H-BQKF, is very similar to that of the KF. Moreover, as expected, the
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measurement innovation in the state update equation of the KF is approximated
by ᾱQ(n) and ᾱHi(n) in the BQKF and H-BQKF, respectively.
3. Consider the covariance update equations [see (6.8) and (6.10)] for processing
quantized measurements in the BQKF and H-BQKF. Their structure is identical to
that of KF, except for the factors βQ(n) and βHi(n). Since 0 < βQ(n), βHi(n) < 1,
the covariance reduction for these estimators will always be less than that of the
KF since information is discarded during quantization.
4. While processing quantized measurements, the state / covariance update equations
for the H-BQKF [see (6.9) and (6.10)] are a function of the difference between








k|k,j−1, of the H-BQKF and
BQKF respectively. Moreover, the covariance reduction in (6.10) increases as
the absolute value of this difference decreases. This is because the quantized
measurements encode information about BQKF’s measurement innovation. If
the difference between the predicted measurements of the H-BQKF and BQKF
is large, the quantized measurement will convey very little information to the
H-BQKF.
5. Lastly, note by choosing f = 1 and substituting the corresponding optimal thresh-
olds τ jk(1) = −∞, τ
j
k(2) = 0, and τ
j
k(3) = ∞ in Propositions 1 and 2, we obtain
the special case of the single bit Q- and H-estimators, the SOI-KF [44] and H-
SOI-KF [125], respectively.
6.3.2 Iterative Quantization
Encoding rule (Quantizer design)
We now consider the quantization scenario where additional communication bandwidth
becomes available to the robots on-the-fly. Therefore, robot j can now communicate
extra bits, one bit at a time, for the same analog measurement zjk. Assume that robot j
has communicated (p−1) bits, bj(1:p−1)k , p ≥ 1, for the analog measurement z
j
k. Robot j
generates the p-th bit, b
j(p)













where, b0:k−1 denotes the quantized bits from all robots up to time-step k− 1, and bmk
denotes the quantized measurements from robot m, m = 1, . . . , (j − 1), at time-step k.





k ] = E[h
jT



































k ] 6= 0,
unless p = 1. If p > 1, the measurement noise, vjk, is no longer independent of the
previous bits, b
j(1:p−1)
k , since they were generated using the noisy analog measurement,
zjk, itself. Therefore, we need the MMSE estimates of the noise term so as to correctly
generate / decode the bits. These estimates can be obtained by augmenting the state,
xk, with the noise term, v
j






and a modified h̆jk = [h
j
k, 1]
T . With these changes, the measurement model from (6.2)






Similarly, the process model in (6.1) can also be expressed using the augmented state
as follows




























Thus, every time robot i generates its own iteratively quantized measurements or pro-
cesses iteratively quantized bits communicated by other robots, it has to augment its
own state vector with the corresponding measurement noise so that the noise statistics
can be correctly estimated. Then the quantization process in (6.12) becomes identical
to that of the sign-of-innovation quantization rule from [44].
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Decoding rule (Estimator design)
For the iterative quantization rule in (6.12), we now derive the resulting Q- and H-
estimators for the hybrid estimation framework. Note that the Q-estimator, by def-
inition, is identical to the IQKF presented in [39] and is not presented here. The
H-estimator, H-IQKF, is obtained as follows.
Proposition 3. H-estimator (H-IQKF)
Consider the linear model of (6.15)-(6.14) and the quantization rule in (6.12). If robot i












, the state / covari-





























then the MMSE estimator for robot i processing its own analog measurement, zik, is
identical to the Kalman filter (see Algorithm 4).
For the MMSE estimator for robot i, that processes the quantized measurement, b
j(p)
k ,










































































Proof. The proof of Proposition 3 can be found in Appendix B.2.
142




















































In the above equation, the expectation is with respect to the iteratively quantized bit
b
j(p)
k . The notation β(b
j(p)
k ), indicates that β is a function of the bit b
j(p)
k . Note that





k|k,j correspond to the robots’ state estimates,
and the top r × r sub-matrices of P̆Q(p)k|k,j and P̆
Hi(p)
k|k,j correspond to their covariance,
respectively. Once all bits corresponding to zjk have been processed, the robots can revert
to the original state vector, xk. When processing bits from a new analog measurement,
the robots will again augment the state with the corresponding measurement noise and
the above procedure will be repeated.
First, from Proposition 3, we see that even though robot i cannot communicate
its analog measurement, zik, to the team, the H-IQKF enables it to optimally process
this measurement locally using the KF. Next, note that structures of the IQKF and H-
IQKF, are strikingly similar to that of the single-bit SOI-KF [44] and H-SOIKF [125],
respectively, where the analog measurement is quantized to a single bit. Specifically, as
expected, when p = 1, the IQKF and H-IQKF are identical to SOI-KF and H-SOIKF,
respectively. Moreover, the structure of the IQKF and H-IQKF is similar to that of the
KF, and as expected, the covariance reduction of these quantized-innovation filters is
smaller than that of the KF. Lastly, similar to the H-BQKF, when the H-IQKF processes
quantized measurements, the state / covariance update equations are a function of the










k|k,j , of the
H-IQKF and IQKF, respectively.
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6.4 Simulations and Experiment
6.4.1 Simulation Results
The simulation set-up consists of a team of two robots navigating in 2D while performing
MC-CL. The continuous-time dynamics for each robot are given by the constant velocity
motion model [42]:






where x = [x, y, φ, v, ω]T , f(x) = [vcosφ, vsinφ, ω, 0, 0]T and Gc = [02×3, I2×2]
T .
The standard deviation of the continuous-time noise in the linear, v, and rotational, ω,
velocity is chosen to be σv = 0.6325 m/s.
√
Hz and σω = 0.4967 rad/s.
√
Hz respectively.
Each robot obtains measurements for its linear, vm, and rotational, ωm, velocity, as well
as its distance, dm, and bearing, θm, to the other robot. The noise in these measurements
is modeled as zero-mean, white Gaussian with standard deviation σvm = 0.07 m/s,
σωm = 0.28 rad/s for the linear and rotational velocity measurements, respectively, and
σdm = 0.05 m, σθm = 0.09 rad for the corresponding distance and bearing measurements.
In this section, we compare the performance of the proposed H-estimators (local
analog and remote quantized), H-BQKF and H-IQKF with: (1) the Q-estimators (local
and remote quantized measurements), BQKF and IQKF, using 1 − 4 bits per analog
measurement, and (2) the standard EKF that uses analog measurements from all robots
and hence is our benchmark.
Figures 6.4.1 and 6.4.1 show the root mean squared error (RMSE) in the position
and orientation estimates for these estimators, averaged over the 2 robots and 100
Monte Carlo trials. We have included the results for n = {1, 2, 3, 4} bits. Since the
estimates generated by the H-estimator are different for each robot, the RMSE for
the H-estimators, H-BQKF and H-IQKF, are also averaged over estimators maintained
by each robot. Table 6.1 presents the results for position and orientation RMSE, for
n = 1, 2, 4 bits, averaged over the duration of the simulation run. Moreover, since the
1-bit iterative- and batch-quantized estimators are identical, Table 6.1 omits the results
for the 1-bit iteratively quantized filters.
From Figures 2, 3, and Table 6.1, we observe that the estimates generated by the
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proposed H-estimators, H-BQKF and H-IQKF, are more accurate that their Q-estimator
counterparts, BQKF and IQKF, irrespective of the number of quantization bits (n =
{1,2,3,4}) considered. Specifically, the 1-bit hybrid filters are 20% more accurate than
the 1-bit quantized filters, while the 2-bit hybrid filters show a performance improvement
of 13% over their quantized counterparts. Overall, the error in the estimates decreases
as we increase the number of quantization bits and by communicating as few as 4 bits
per analog measurement, both the H- and Q-estimators are able to achieve accuracy
very close to that of the analog EKF. Also, for a fixed number of bits, the performance
of both the batch and iteratively quantized estimators is comparable. Thus, we conclude
that by including their local analog measurements in the estimation process, without
any additional communication overhead, the robots are able to substantially improve
the estimation accuracy of CL.
Table 6.1: Simulation results for N = 2 robots
Pos. RMSE (m) Orient. RMSE (rad)
BQKF (1 bit): 1.0743 0.1689
H-BQKF (1 bit): 0.8584 0.1361
BQKF (2 bit): 0.7203 0.1171
H-BQKF (2 bit): 0.6199 0.1018
BQKF (4 bit): 0.5515 0.0910
H-BQKF (4 bit): 0.5337 0.0885
IQKF (2 bit): 0.6932 0.1120
H-IQKF (2 bit): 0.6105 0.0997
IQKF (4 bit): 0.6176 0.1007
H-IQKF (4 bit): 0.5673 0.0934
EKF (analog): 0.5151 0.0858
6.4.2 Experimental Results
Experimental validation was carried out using a team of four Pioneer-I robots moving in
a rectangular arena of 4 m × 2.5 m for approximately 16 minutes. An overhead camera
is used to obtain the robots’ poses in a global coordinate frame (ground truth).
The robots move with a constant velocity of 0.1 m/s while avoiding collisions with
boundaries of the arena and other robots in the team. The robots obtain linear and
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rotational velocity (odometry) measurements, and relative distance and bearing mea-
surements at a frequency of 1 Hz. The noise standard deviations of the odometry
measurements for the heterogeneous robot team vary from 0.0078 rad/s to 0.02 rad/s
for rotational velocity, and from 0.0032 m/s to 0.0059 m/s for linear velocity. The
relative distance and bearing measurements between the robots are generated synthet-
ically using data from the overhead camera and adding Gaussian noise with standard
deviation σd = 0.05 m for distance and σθ = 2 deg for relative bearing.
Table 6.2 presents the position and orientation RMSE and the NEES for each robot,
averaged over all time-steps. For the H-estimators, these quantities are also averaged
across all robot’s H-estimators. The experiment corroborates our simulation results.
From the RMSE data in the table, we conclude that the n-bit, n = {1, 2, 3}, H-
estimators (H-BQKF and H-IQKF) outperform the corresponding Q-estimators (BQKF
and IQKF). Thus the H-estimators, by enabling robots to include their local analog
measurements in the estimation process, significantly improve the estimation accuracy
of CL. Specifically, the improvement in performance of the H-estimators over the Q-
estimators is more pronounced for the n = 1, 2 bit scenario, while with n = 3 bits,
the performance of both the Q- and H-estimators is very close to that of the standard
analog EKF. For this particular experiment, we observe that in some cases, the RMSE
for the 3-bit Q- and H-estimators is slightly lower than the EKF. However, these results
are reported for a single experimental run, and in general, we would expect the analog
EKF to outperform all the Q- and H-estimators. The table also reports the average
NEES for each robot’s pose (x-y position and orientation). The ideal value for the
NEES should be 3 and from the table we see that both the Q- and H-estimators have
consistent performance.
6.5 Summary
In this chapter, we presented hybrid Minimum Mean Squared Error estimators for wire-
less sensor networks with time-varying communication-bandwidth constraints, focusing
on the particular application of multi-robot Cooperative Localization. When sensor
nodes (e.g., robots) communicate only a quantized version of their analog measurements
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to the team, our proposed hybrid filters enable robots to process all available informa-
tion, i.e., local analog measurements (recorded by its own sensors) as well as remote
quantized measurements (collected and communicated by other sensors). Moreover,
these filters are resource-aware and can utilize additional bandwidth, whenever available,
to maximize estimation accuracy. Specifically, in this work, we presented two filters, the
Hybrid Batch-Quantized Kalman filter (H-BQKF) and the Hybrid Iteratively-Quantized
Kalman filter (H-IQKF), that can process local analog measurements along with remote
measurements quantized to any number of bits. We tested our proposed filters in simula-
tions and experimentally, and demonstrated that they achieve performance comparable
to the standard Kalman filter.
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Figure 6.2: Comparison of position RMSE for EKF, and 1− 4 bit H-BQKF, H-IQKF,
BQKF and IQKF.
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Figure 6.3: Comparison of orientation RMSE for EKF, and 1−4 bit H-BQKF, H-IQKF,
BQKF and IQKF.
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Table 6.2: Experimental results for the hybrid estimation framework
RMS Position error (m)
Robot 1 Robot 2 Robot 3 Robot 4
BQKF (1 bit): 1.3643 1.1973 1.2849 1.1794
H-BQKF (1 bit): 1.0254 0.9358 0.9716 0.9714
BQKF (2 bit): 0.8654 0.7405 0.8383 0.8752
H-BQKF (2 bit): 0.7516 0.6652 0.7254 0.7542
BQKF (3 bit): 0.5330 0.4824 0.5168 0.4742
H-BQKF (3 bit): 0.5821 0.5553 0.5665 0.5809
IQKF (2 bit): 0.5990 0.5961 0.5758 0.7062
H-IQKF (2 bit): 0.6023 0.5879 0.5870 0.6637
IQKF (3 bit): 0.6255 0.6187 0.6291 0.7028
H-IQKF (3 bit): 0.5770 0.5547 0.5650 0.5974
EKF (analog): 0.5651 0.5385 0.5239 0.5719
RMS Orientation error (rad)
Robot 1 Robot 2 Robot 3 Robot 4
BQKF (1 bit): 0.7793 0.7810 0.7777 0.7820
H-BQKF (1 bit): 0.6331 0.6337 0.6289 0.6345
BQKF (2 bit): 0.6305 0.6314 0.6294 0.6296
H-BQKF (2 bit): 0.5392 0.5402 0.5386 0.5385
BQKF (3 bit): 0.3182 0.3174 0.3171 0.3176
H-BQKF (3 bit): 0.4064 0.4062 0.4059 0.4058
IQKF (2 bit): 0.4530 0.4549 0.4540 0.4543
H-IQKF (2 bit): 0.4300 0.4316 0.4306 0.4314
IQKF (3 bit): 0.4480 0.4468 0.4461 0.4465
H-IQKF (3 bit): 0.3812 0.3802 0.3795 0.3796
EKF (analog): 0.4055 0.4064 0.4059 0.4060
NEES for robot pose
Robot 1 Robot 2 Robot 3 Robot 4
BQKF (1 bit): 3.6846 4.3333 3.6520 3.9089
H-BQKF (1 bit): 3.2373 3.8466 3.4646 3.7814
BQKF (2 bit): 4.4646 4.6979 4.5131 4.6764
H-BQKF (2 bit): 4.2031 4.3621 4.2589 4.3843
BQKF (3 bit): 4.1651 4.1963 3.9965 4.2839
H-BQKF (3 bit): 4.4942 4.5439 4.3342 4.6524
IQKF (1 bit): 3.6846 4.3333 3.6520 3.9089
H-IQKF (1 bit): 3.2373 3.8466 3.4646 3.7814
IQKF (2 bit): 4.2233 4.1830 4.4816 4.6072
H-IQKF (2 bit): 4.0503 4.0098 4.2102 4.4643
IQKF (3 bit): 3.6569 3.6445 3.5527 3.9546
H-IQKF (3 bit): 3.3999 3.4098 3.3166 3.6531




In this chapter, we extend the hybrid estimation framework for CL, presented in the
previous chapter, to the Maximum A Posteriori (MAP) estimator. For the nonlinear
process and measurement models prevalent in robotics and the nonlinearities arising
from measurement quantization, the proposed hybrid MAP estimator improves the ac-
curacy of the robots’ and landmarks’ estimates over the entire trajectory by acting as
a smoother and reducing linearization errors. Moreover, the hybrid MAP estimators
are resource-aware, i.e., they can process local analog measurements along with remote
measurements quantized to any number of bits.
7.1 Introduction and Related Work
For sensor localization in GPS-denied environments, mobile WSN (e.g., mobile robots)
combine noisy observations of motion (e.g., velocity) and relative position (e.g., distance
and bearing to each other), from all sensors, to accurately estimate their joint-state, i.e.,
their positions and velocities. Since the sensors are spatially distributed, transmitting
these analog observations incurs substantial communication overhead. In this work, we
focus on WSN localization in the presence of severe communication-bandwidth con-
straints, where each sensor can transmit only a few bits per analog observation. Thus,
every sensor carries out lossy quantization of its observations and the commonly-used
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estimation frameworks for analog observations (e.g., the Kalman Filter (KF) or the
Maximum A Posteriori (MAP) estimator) have to be modified to accommodate these
quantized observations.
While there exists a large body of work on parameter estimation (either determinis-
tic [114, 115, 116] or random variable [117, 118, 119]) for WSN, we consider approaches
that were developed to estimate random processes, as is the case in sensor localization.
The Sign-of-Innovation Kalman filter, for estimating stochastic, dynamic processes, has
been proposed [44], where the measurement innovation1 , instead of the actual ana-
log measurement2 , is quantized to a single bit. When f ≥ 1 bits are available, this
approach has been extended in [39] to the batch and iteratively quantized KF, where
with f = 4 bits, the performance is almost indistinguishable from that of the standard
KF. These estimators are derived for linear, Gaussian motion and measurement models
and they approximate the posterior probability density function by a Gaussian3 after
each measurement update, to reduce computational complexity. For nonlinear models,
in order to mitigate the effect of linearization and Gaussian approximations carried out
above, extensions of this approach to the MAP estimator (that acts as a smoother),
for single bit (QMAP) and multiple bits (batch and iteratively quantized BQMAP and
IQMAP, respectively), are presented in [45, 122, 111].
The quantized innovation estimators discussed above use the multi-centralized (MC)
architecture (robust to single point failures) where each sensor broadcasts all its observa-
tions and every sensor locally processes observations from the entire network to generate
joint-state estimates. However, the quantization rules used by these estimators depend
upon the computed state estimates, via the measurement innovation, and thus all sen-
sors have to maintain identical estimators to ensure estimation consistency. Hence, each
sensor is forced to use quantized versions of its own locally-available, analog observa-
tions for estimation, thus discarding valuable information that can be used to improve
localization accuracy.
To overcome this drawback, we have introduced a hybrid estimation framework
1 Measurement innovation is the difference between the actual and the estimated (by the estimator)
measurement.
2 We use measurement and observation interchangeably.
3 Note that due to the nonlinearity of the quantization operation, the posterior pdf is not, in general,
a Gaussian.
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in Chapter 6, for Minimum Mean Squared Error (MMSE) estimation (filtering), that
enables each sensor to incorporate its locally-available, analog observations in the esti-
mation process. Specifically, each sensor maintains two local estimators (see Fig. 7.1):
(i) a quantized (Q) estimator that processes quantized observations from all sensors,
including itself, and (ii) a hybrid (H) estimator that processes its own analog obser-
vations along with the quantized observations from other sensors. In this work, we
extend the hybrid estimation framework to MAP estimation and derive a (H) estima-
tor, called H-BQMAP, that by using its own analog observations can outperform the
existing BQMAP, that uses only quantized observations.
7.2 Problem Formulation
Consider a mobile WSN consisting of N sensor nodes. The motion (process) model
for the WSN is given by the following linear, discrete-time, dynamic system driven by
system noise:
xk = Fk−1xk−1 + Gk−1wk−1, p(x0) ∼ N (x(0),P0) (7.1)
where, wk is the zero-mean, white, Gaussian, and uncorrelated system noise at time-











, . . . ,xNk
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]T ,
is the joint-state of the sensor network and xik denotes the state
4 of each individual
sensor i at time-step k, k = 0, . . . ,K. p(x0) is the prior on the sensors’ initial states.
Sensor i obtains M ik scalar, analog measurements at time-step k. Sensor i’s mea-





km, m = 1, . . . ,M
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k (7.2)









ln] = 0, ∀j 6= i, j = 1, . . . , N . The noise terms in the
process and measurement models are independent. We assume that: (i) the process and
measurement models are shared a priori by all sensors before deployment, and (ii) each
sensor can communicate with the team at every time step. The linear models (7.1)-(7.2)
4 For example, for the sensor localization task, the joint-state consists of the positions and velocities
of all the sensors.
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are used to simplify the mathematical derivations. In real-world scenarios, the linearized
system, obtained from the underlying non-linear models, will be used. Moreover, a single
vector-valued measurement can be decomposed into multiple scalar measurements using
pre-whitening [98] and then processed using the above formulation. Lastly, in order to
simplify the notation in this chapter, from now onwards, we assume that each sensor i
obtains only a single, scalar, analog measurement, zik, at time-step k. The generalization
to M ik measurements is straightforward.
7.2.1 Real vs. Quantized Measurements
In the absence of communication-bandwidth constraints, the MAP estimate, x̂0:K , of all
sensors’ states from time-step 0 to K, given all analog measurements up to time-step K,
z0:K , is calculated as:















p(xk+1|xk) · p(x0) (7.3)
Here, z0:K = [(z
1
0:K)
T , . . . , (zN0:K)
T ]
T
where, zi0:K = [z
i




, i = 1, . . . , N . Un-
der the Gaussian noise assumption for the linear system (7.1)-(7.2), the conditional pdfs
in (7.3) and hence the posterior pdf p(x0:K |z0:K) are Gaussian. Therefore, the optimiza-
tion problem in (7.3) can be formulated as a Weighted Least Squares and solved using
standard methods [64] such as normal equations, QR decomposition, etc. However,
note that the real-valued measurements, z0:K , from all sensors, are required for solving
the optimization problem in (7.3) and each sensor i has to broadcast its measurements,
zi0:K , to the WSN.
On the contrary, in WSNs with severe power and communication bandwidth limita-
tions, each sensor can communicate only f ≥ 1 bits per analog measurement. Therefore,
sensor i must quantize its analog measurement, zik ∈ R, to bik ∈ B, B := {1, . . . , 2f}
using a quantization rule q[·] of the form:
bik = q[z
i
k], where q : R→ B (7.4)
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Thus, the MAP estimate of the sensors’ states, x̂Q0:K , given quantized measurements,
b0:K , from all sensors, up to time-step K is calculated as:











p(xk+1|xk) · p(x0) (7.5)
Importantly, note that due to the nonlinear quantization operation in (7.4), the con-
ditional pdf p(bik|xk) and hence the resulting posterior pdf are no longer Gaussian even
for the linear process and measurement models.
In the BQMAP estimator [122, 111, 45], that generates these bits by quantizing




τk, it has been shown that the resulting pdf
p(x0:K |b0:K) in (7.5) is log-concave in x0:K . Hence, we can find a unique, globally
optimum solution for the BQMAP estimator. Here, the state estimate x̂Qτk is chosen
to be the latest available MAP estimate (using quantized measurements only) for xk.
However, a shortcoming of this approach is that even though each sensor i has access
to its own analog measurements, zi0:K , the quantized-innovation BQMAP estimator
forces it to discard this information and process only the corresponding quantized mea-
surements, bi0:K . This is because the quantized measurement, b
i





τk, which has to be identical for all sensors to ensure con-
sistent estimation. Therefore, all sensors have to process the same set of measurements,
so that they can generate identical state estimates, x̂Qτk. In Fig. 7.1, when the shaded
Hybrid Estimators do not exist, we obtain the BQMAP.
7.3 Hybrid Estimation Framework
In Chapter 6, we introduced a hybrid estimation framework for filtering that enables each
sensor to obtain MMSE state estimates (under Gaussian assumption) by processing local
analog and remote quantized measurements. In this work, we focus on MAP estimation
since for the nonlinear process and measurement models in real-world systems, the MAP
estimator acts as a smoother and mitigates linearization errors, hence improving estima-
tion accuracy. To achieve this, we propose that each sensor i maintains two estimators
(see Fig. 7.1): (1) a quantized (Q) estimator that processes quantized measurements
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τk, k = 0, . . . ,K, i = 1, 2,
and using the quantization rule in (7.6), the H- and Q-estimators correspond to the
H-BQMAP and BQMAP, respectively.




0:K), and (2) a hy-
brid (H) estimator that processes its own real-valued measurements and quantized mea-





q = 1, . . . , N . The estimates generated by the Q-estimator are identical for all sensors







they are used in the hybrid estimation framework for generating identical quantization
thresholds for all sensors, as will be shown in the next section. On the contrary, the
estimates generated by the H-estimator are different for each sensor, since each sensor
processes a different set of quantized and analog measurements. In the next section,
we will derive the Q-and H-estimators, BQMAP and H-BQMAP, respectively, for the
quantization scenario where the bandwidth availability (f bits per analog measurement)
is known a priori.
7.3.1 Quantization Rule
Since sensor j is pre-informed about the availability of f ≥ 1 bits for communicating
its analog measurement zjk ∈ R, sensor j partitions the observation space R into 2
f




k(n + 1)), where τ
j
k(n) are the quantization
thresholds, n ∈ B := {1, . . . , 2f}, τ jk(1) = −∞, τ
j
k(2




The quantization rule, based on the measurement innovation, has the form5 [39]:











where, x̂Qτk is the BQMAP’s latest available estimate for the state xk. The thresholds
τ jk(n) are defined as:









where Pk is the covariance of the estimate x̂
Q
τk and ∆(n) corresponds to the Lloyd-Max





τk, with minimum MSE distortion [39]. Note that sensor j uses its
BQMAP’s estimate in (7.6) that is identical for all sensors. This enables all sensors to
correctly process / decode the quantized measurement, since this estimate is needed in
the design of the H-BQMAP and BQMAP [see (7.8), (7.9), and [111]]. Sensor j cannot
use its H-BQMAP’s estimate since it depends upon its local analog measurements, zj0:K ,
which are unavailable to the rest of the sensors.
7.3.2 BQMAP and H-BQMAP Estimators
For the batch quantization rule from (7.6), we now derive the resulting (Q) and (H)
MAP estimators for the hybrid estimation framework. Note that the Q-estimator,
by definition, is identical to the BQMAP in [45] and is not described here. Before
proceeding, we first calculate the conditional probability p(bqk = n|xk) as follows:
p(bqk = n|xk) = Pr{τ
q
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exp(−u2/2)du, is the Gaussian tail probability and we use the






k ). We now present the derivation
for sensor i’s H-estimator, the H-BQMAP. The MAP estimate, x̂Hi0:K , computed by
5 We assume a round-robin scheduling algorithm where the quantized measurements are generated
and processed sequentially, based on sensor ids. Therefore, sensor i generates and communicates its
quantized measurement, bik, before sensor (i+ 1). Moreover, all sensors in the team process b
i
k to obtain
x̂Q0:k,i, before sensor (i+ 1) generates its quantized measurement.
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sensor i’s H-estimator using (i) its own analog measurements, zi0:K , and (ii) quantized
bits, bq 6=i0:K , q = 1, . . . , N , received from other sensors in the team is given by:
























where we obtain (7.9) using Bayes’ rule. For the linear model of (7.1)-(7.2), p(xk+1|xk) ∼




k ). Therefore, the above equation can
be written as:
























































0:K) is a normalizing constant that
is neglected during optimization. Next, we prove a very important property for the
posterior pdf p(x0:K |bq 6=i0:K , zi0:K).
Lemma 3. The posterior pdf of the H-BQMAP in (7.9) is log-concave.













k ). This conditional pdf is log-concave in both arguments. Therefore, p(b
q




k is also log-concave since it involves the integral over a convex set of
a log-concave pdf [126]. Thus, both the Gaussian pdfs and (7.8) are log-concave. Also,
log-concavity is closed under multiplication and preserved under linear transformation
of the argument [127, 122].
We conclude that, due to the log-concavity of this posterior pdf, the optimization
problem in (7.10) is nonlinear but convex. Hence, it is guaranteed to converge to the
global optimum and can be solved using efficient convex optimization techniques [127]
such as Newton’s method, the interior point methods, etc. Moreover, its solution, i.e.,
the MAP estimate, is unique and the global optimum.
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7.4 Simulation Results
The simulation set up consists of two sensors deployed in 1D. The motion model for
these sensors is given by a constant velocity statistical model [42]. Each sensor obtains
noisy measurements for its own velocity, vm, and distance, dm, to the other sensor, with
the noise modeled as zero-mean, white Gaussian with std. deviation σvm = 0.01 m/s and
σdm = 0.037 m, respectively. We compare the performance of the proposed H-estimator,
H-BQMAP, using f = {1, 4} bits per analog measurement, with: (1) the Q-estimator
(local and remote quantized measurements), BQMAP, and (2) the real-valued MAP that
uses analog measurements from all sensors and hence is our benchmark. Fig. 7.2 shows
the root mean squared error (RMSE) in the position and velocity estimates for these
estimators, averaged over the 2 sensors and 10 Monte Carlo trials. Since the estimates
generated by the H-BQMAP are different for each sensor, the RMSE for H-BQMAP is
also averaged over estimators maintained by each sensor. As evident from Fig. 7.2, the
estimates generated by the H-BQMAP are more accurate that the BQMAP, irrespective
of the number of quantization bits considered. This is expected since the H-BQMAP
includes local analog measurements in the estimation process. Specifically, when f = 1,
the H-BQMAP is significantly more accurate than the BQMAP. Overall, the error in
the estimates6 decreases as we increase the number of quantization bits (results for
f = {2, 3} bits not shown for clarity) and by communicating as few as 4 bits per analog
measurement, both the H-BQMAP and BQMAP are able to achieve accuracy very close
to that of the real MAP estimator.
7.5 Summary
In this chapter, we presented an extension of the hybrid estimation framework to MAP
estimators. We conducted preliminary simulation tests that demonstrated that the
hybrid MAP estimators outperform the quantized MAP estimators. As part of our
future work, we plan to design iterative quantized hybrid MAP estimators that can
optimally utilize additional bandwidth that becomes available on-the-fly.
6 Note that this gain in estimation accuracy comes at the cost of increased processing, as each sensor
has to maintain both H- and Q-MAP estimators (see Fig. 7.1).
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(a) Comparison of position RMSE.






























(b) Comparison of velocity RMSE.
Figure 7.2: Comparison of position and velocity RMSE for the real-valued, quantized
and hybrid MAP estimators.
Chapter 8
Concluding Remarks
8.1 Summary of contributions
In the preceding chapters, we developed resource-aware estimation algorithms for mobile
robot localization, focusing on the key problems of SLAM and CL. The robots’ process-
ing and communication resources are limited, and thus it becomes necessary to develop
estimators that maximize localization accuracy, subject to these resource-constraints.
The main contributions of this work can be summarized as follows:
• Mobile robot localization under processing constraints
In Chapters 2 and 3, we studied the problem of single-robot SLAM and pre-
sented resource-aware solutions using the two most commonly-used estimation
frameworks; the MMSE estimator and the batch MAP estimator. Specifically,
in Chapter 2, we developed the approximate and consistent MMSE-based Power-
SLAM estimator, which in contrast to the quadratic computational complexity of
the standard EKF-based SLAM, has processing requirements only linear in the
number of features in the map. Moreover, as opposed to existing ad hoc approxi-
mate approaches, the Power-SLAM estimator exploits the structure of the EKF’s
covariance update equation to systematically minimize the information loss over
multiple time steps, resulting in accurate and consistent estimation. Lastly, a
key advantage of Power-SLAM is that it is an anytime algorithm whose process-
ing requirements can be adjusted online to match the available resources, while
maximizing the achieved estimation accuracy. Next, in Chapter 3, we developed
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the constrained keyframe-based localization and mapping (C-KLAM) algorithm,
an approximate batch MAP-based estimator for SLAM. In C-KLAM, instead of
building a computationally-expensive dense map of the environment, we estimate
only the key robot poses and the associated key landmark-map over the entire
robot trajectory. As a result, we not only maintain the sparsity of the Hessian, nec-
essary for generating fast solutions, but also enable efficient loop closures, neces-
sary for ensuring accurate and consistent long-term navigation. Moreover, instead
of discarding measurement information from non-key poses and landmarks, this
information is used in C-KLAM (through marginalization) to generate constraints
between the key poses, without affecting the sparse structure of the Hessian ma-
trix. Thus, the C-KLAM approach not only achieves substantial speed-up, but
it also provides estimation accuracy comparable to that of the batch MAP-based
SLAM, which uses all available measurements.
For CL under processing constraints, we developed a consistent and fully-distributed
version of the batch MAP-based CL estimator in Chapter 4. In particular, we in-
troduced a novel data-distribution scheme that utilizes the computational and
storage resources of all robots in the team in order to speed up the processing
of the CL algorithm. Moreover, we presented a resource-aware extension of this
approach, that generates an approximate solution with reduced processing and
communication requirements. Lastly, in order to facilitate the selection of key
design parameters (that trade estimation accuracy for resource utilization) in the
above resource-constrained estimation algorithms for SLAM and CL, we carried
out detailed computational and communication (for CL) complexity analysis.
• Mobile robot localization under communication constraints
The second part of this thesis work focused on developing estimation algorithms for
CL under asynchronous communication and bandwidth constraints. In Chapter 5,
we developed a general framework of information-transfer schemes that enable
centralized-equivalent and consistent MC-CL in the presence of asynchronous com-
munication constraints. The proposed information-transfer schemes were estimator-
independent and generated delayed centralized-equivalent pose estimates, where
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the time-delay increased with decreasing bandwidth-availability per communica-
tion link. Moreover, in order to facilitate application-specific information-transfer-
scheme selection, we presented: (i) analytical results for the expected time-delay,
(ii) necessary and sufficient conditions on the communication-graph connectiv-
ity, and (iii) detailed communication complexity analysis. Lastly, in Chapters 6
and 7, we studied the problem of MC-CL under severe communication-bandwidth
constraints, when robots can communicate only a quantized version (few bits) of
their analog measurements to the team. In contrast to existing estimators that can
process either analog or quantized measurements, we developed novel MMSE and
MAP-based hybrid estimators that enable robots to process all available quantized
and analog measurement information, resulting in improved estimation accuracy.
Moreover, we also presented resource-aware extensions for the proposed hybrid
estimators that handle time-varying communication-bandwidth availability, when
robots communicate n ≥ 1 bits per analog measurement.
In conclusion, we believe that the resource-aware robot localization algorithms devel-
oped in this work, coupled with the advances in processing, sensing, and communication
technologies, will significantly improve the localization performance of robots employed
in various application domains and result in a proliferation of novel location-based ap-
plications.
8.2 Future research directions
Our work on resource-aware localization algorithms opens a number of interesting av-
enues for future research. Nowadays, a large number of commonly-available mobile
hand-held devices, such as cell phones and PDAs, are equipped with sensing (e.g., cam-
eras, IMUs, and compass), processing (e.g., system on a chip), and networking (e.g.,
bluetooth and Wi-Fi) capabilities. Therefore, in order to harness these resources for
novel location-based mobile sensor applications, it becomes necessary to develop accu-
rate and consistent localization algorithms that can operate with limited resources over
longer periods of time. To this end, our ongoing and future research efforts will focus on
porting and evaluating the performance of our Power-SLAM and C-KLAM algorithms
on mobile hand-held devices. However, this transition from high-quality research-grade
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devices used in our experiments, to commercial mobile devices characterized by cheap
and low-quality sensing and processing modalities, presents several research challenges.
For example, as opposed to research-quality global shutter cameras that have been used
in our experiments, cell phones are equipped with rolling shutter cameras. Therefore,
the rolling shutter time also has to be estimated [128] in order to generate consistent and
accurate results. Similarly, the IMUs used in cell phones suffer from larger bias noise
and necessitate the estimation of additional parameters such as the sensors’ axis mis-
alignment and the unknown scale factors [129]. Moreover, the measurement frequencies
of different sensing modalities are not fixed and hence the time synchronization between
sensors also has to be estimated over time [130]. Lastly, the limited processing resources
and stringent battery-power constraints contribute to the difficulty of the localization
task. Therefore, our future work will focus on systematic development and testing of
efficient solutions that handle these additional estimation parameters in order to ensure
reliable and long-term navigation using mobile hand-held devices.
Another interesting research problem, specifically for the C-KLAM introduced in
Chapter 3, is that of accurate selection and re-detection (during loop-closure) of key
landmarks in the environment. Our work on C-KLAM, until now, concentrated on
developing an estimation framework that generates accurate and sparse maps of the en-
vironment, while the sensor-data selection component of the algorithm, that is, choosing
key features and poses, was treated simplistically (selected periodically over time). How-
ever, in order to optimize C-KLAM’s performance, it is of critical importance to investi-
gate algorithms for efficiently and reliably determining key features in the environment.
Thus, to ensure real-time localization and mapping over long time periods, we will focus
on two main key feature-related research threads in our future work: (i) identification
and fast extraction of unique feature descriptors (e.g., ORB [131], FREAK [132], and
BRIEF [133]), and (ii) efficient feature-matching algorithms (e.g., vocabulary trees [84])
to establish loop-closures and improve localization accuracy.
Concerning our work on CL, obvious but important extensions are those to 3D and
cooperative SLAM (C-SLAM). An increasing number of applications [134, 135] involve
both ground and aerial robot teams operating in expansive 3D environments and there-
fore, it becomes necessary to estimate the full 6 d.o.f. of the robots’ poses. Moreover,
we will also focus on developing resource-aware distributed mapping algorithms and
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information transfer schemes that are able to consistently fuse local maps, built by
individual robots, in order to generate accurate global maps of the environment.
Lastly, our work on the hybrid estimation framework brings up a number of fun-
damental research questions. An important topic that needs to be investigated is the
analytical performance characterization of the designed hybrid estimators. In particu-
lar, along with the expected performance in terms of their estimation accuracy, we will
also quantify the expected loss in performance of the hybrid estimators as compared to
their real-valued counterparts. Another avenue for future research will be the design of
encoding rules capable of incorporating information from the more accurate H-estimator
(as opposed to the current quantization rules in Chapters 6 and 7 that use information
only from the Q-estimators), in order to further improve the performance of the hybrid
estimators. Since both the Q- and H-estimators use information from the quantized
bits, this research will entail the design of joint estimators which will be able to account
for correlations that exist between the quantized and hybrid estimates. Lastly, we will
extend the hybrid estimation framework to nonparametric methods. Until now, our
work focused on developing the hybrid framework for parametric estimation problems,
where there exist common priors or models that are known to all sensors. These pri-
ors / models are used by all sensors not only as thresholds for generating quantized
measurements, but also for efficiently processing the received quantized bits. However,
in many multi-sensor applications (e.g., kriging [136] and environmental monitoring in
disaster areas), no such parametric form can be assumed for the underlying distribution
and hence we need to develop and implement novel data-driven quantization schemes
along with the corresponding hybrid estimators and / or predictors.
As we finish this work, we are excited to find mobile robot systems at the brink of
widespread field deployment in real-world applications. We hope that our work helps
bring mobile robotics one step closer to this goal.
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Appendix A
Appendices for Chapter 4
A.1 Derivation of D∗1 and c
∗
1



































−TBB−1Etrunc + D1C + D1M
−ETtruncB−1Etrunc −ETtruncB−TEtrunc.
Since B is a symmetric matrix we obtain:
D∗1 = D1M + D1C −ETtruncB−1Etrunc
= D1M + Dmod,







−T{(P0)−1 + FT0 F0 + HT0 H0}B−1c0
+ ETtruncB


















B−1c0 − (Q0)−1(x̂1M − x̂0M − f(x̂0M ,um0)δt)







−1/2(x̂2 − x̂1 − f(x̂1,um1)δt).






−TEtrunc(x̂1 − x̂1M )





(x̂1 − x̂1M )
+ c1C −ETtruncB−T c0.
Simplifying the above equation and using (4.40) we obtain:
c∗1 = c1M −Dmod(x̂1 − x̂1M ) + cmod
where cmod = c1C −ETtruncB−1c0.
A.2 Derivation of D∗p and c
∗
p
Consider a team of N robots over r+ 1 time steps with a complete measurement graph
at every time step. We marginalize robots’ poses from the first p time steps, i.e., we
marginalize time-steps 0 to p−1 where r+1 > p. Fig. A.1 shows the structure of H and
e for the first p+ 1 time steps. The N ×N diagonal block and the N ×N off-diagonal
block (which has a sparse diagonal structure) of H, corresponding to time-step k are
denoted by Bk and E
k
t , respectively, for k = 0, . . . , (p− 1). Comparing with Fig. 4.3, it
can be seen that B0 = B, B1 = D1 and E
0
t = Etrunc. The N ×N diagonal block of H,
corresponding to time-step p is denoted by Dp. Similarly, the N × 1 sub-vector of e,
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corresponding to time-step k, is denoted by ck, for k = 0, . . . , p. The corresponding cost
function linearized about the latest robots’ pose estimates at the time of marginalization,














|| −Hkδxk + (Rk)−1/2(zk − h(x̂kM ))||
2
2
+ ||(P0)−1/2δx0 + (P0)−1/2(x̂0M − xinit)||
2
2. (A.1)
In order to marginalize the first p time steps, we differentiate the cost function in (A.1)

















−1/2(x̂kM − x̂(k−1)M − f(x̂(k−1)M ,um(k−1))δt)
}
(A.2)
where k = 1, . . . , (p − 1). For k = 0, the derivation is same as that in Section 4.5.3
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Figure A.1: Structure of H and e for the first p+ 1 time steps.
(Q(k−1))
−1(x̂kM − x̂(k−1)M − f(x̂(k−1)M ,um(k−1))δt)
]
corresponds to −ck. Therefore,

























B∗0 = B0, c
∗
0 = c0. (A.7)
In (A.4) we showed that δxk can be expressed as a function of δx(k+1). Thus, δxk can


































for k = 0, . . . , (p−2) in (A.1).































































, Lkδxp + rk. (A.9)
Similarly, the term −Hk
T


































, Skδxp + tk. (A.10)
Finally the term (P0)
































, Oδxp + p. (A.11)
Substituting (A.9) and (A.10) into (A.1) and using the same idea of rearranging terms
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|| −Hkδxk + (Rk)−1/2(zk − h(x̂k))||
2
2
+ ||Oδxp + p + (P0)−1/2(x̂0M − xinit)||
2
2
= ||Anewδx− bnew||22. (A.12)
Thus the new cost function no longer contains terms involving δx0 to δx(p−1). The
system of normal equations [see (4.21)] corresponding to the marginalized cost function
is (Hnew + λI) [δxp
T , . . . , δxr
T ]
T
= enew. The correlations between time-steps
p − 1 and p introduce additional terms in Dp and cp which are denoted by D∗p and c∗p
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−x̂(p−2)M − f(x̂(p−2)M ,um(p−2) )δt)
}
−t(p−2) − (R(p−2))





−1/2(x̂p − x̂pM )
−(Q(p−1))
−1/2(x̂pM − x̂(p−1)M − f(x̂(p−1)M ,um(p−1) )δt)
}
−t(p−1) − (R(p−1))
−1/2(z(p−1) − h(x̂(p−1)M ))




















































































































−1) and from (4.28) and (A.5) we
obtain:































































But we know that B∗0 = B0 and we know the value of B0 from (4.27). Substituting the
values of B∗i recursively in the above equations yields the desired form of D
∗
p:
















= DpM + Dmod, (A.19)








Similarly, we can obtain c∗p:







= cpM −Dmod(x̂p − x̂pM ) + cmod, (A.20)







Appendices for Chapter 6
B.1 Proof of Proposition 2















since the E[wk−1|bq 6=i0:k−1, z
i
0:k−1] = 0. The corresponding covariance is given by:





T |bq 6=i0:k−1, z
i
0:k−1]
= E[(Fk−1(xk−1 − x̂Hik−1|k−1) + Gk−1wk−1)
× (Fk−1(xk−1 − x̂Hik−1|k−1) + Gk−1wk−1)
T |bq 6=i0:k−1, z
i
0:k−1]
= Fk−1E[(xk−1 − x̂Hik−1|k−1)(xk−1 − x̂
Hi
k−1|k−1)

















where, line 2 is obtained from (6.1) and (B.1). Line 3 is based on the fact that the





state xk−1. Thus, we note that (B.1) and (B.2) are identical to the state/covariance
propagation of the standard KF.
The derivation for the state/covariance update equations for robot i processing its
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. Therefore, all pdfs
in (B.3) are Gaussian, similar to that of the KF. The derivation from this point onwards,
is identical to that of the KF and can be found in [98].
To obtain the state/covariance update equations when processing quantized mea-
surements received from other robots, we use the following concept of iterated expecta-
tion [137]:
E[g(x)|y ∈ Ri] = E[E[g(x)|Y ]|y ∈ Ri] (B.4)
where g(x) is a function of the random variable x ∈ Rr, Y is a random variable in R,
and y is its realization. The proof of the above equality is as follows:































g(x)p(x|y ∈ Ri)dx = E[g(x)|y ∈ Ri] (B.5)
where




if γ ∈ Ri
0, otherwise












k ]. Therefore, from (6.6), we













k(n). Therefore, when robot i is processing
190
the quantized measurement bjk = n from robot j, j 6= i, the state update equation is


















We will first evaluate the inner expectation in the above equation. For this, we compute










































































= E[(xk − x̂Hik|k,j−1)(h
jT



























































































































































































































































































































]. Here, Q[·] is the




2/2)du. Also, if Y ∼











































































































































































































































], to obtain line 6.




































:= x̂Hik|k,j−1 + k
cσHiαHi(n) (B.18)
where αHi(n) is as defined in Proposition 2.






































The term xk− x̂Hik|k,j , in the above equation, using (B.11) and (B.18), can be written as:

























Substituting (B.20) in the inner expectation in (B.19) we obtain:





































































































































































In the above equation, the cross terms are zero. The first term is the conditional covari-
ance given in (B.12), and the variables in the last term are deterministic functions of the






















































































































































































































































































































































where we obtained the last line from the definition of αHi(n) in Proposition 2. Also,
the quantity d in (B.23) can be expressed in terms of αHi(n) using (B.17) as follows:
d = (αHi(n)σHi +m)
2 (B.28)
196











































































:= σ2Hi(1− βHi(n)) (B.30)
where βHi(n) is as defined in Proposition 2. Therefore, substituting (B.1) in (B.22),



























B.2 Proof of Proposition 3













since the E[w̆k−1|bq 6=i0:k−1, z
i
0:k−1] = 0. The corresponding covariance is given by





T |bq 6=i0:k−1, z
i
0:k−1]
= E[(F̆k−1(x̆k−1 − ˆ̆xHik−1|k−1) + Ğk−1w̆k−1)
× (F̆k−1(x̆k−1 − ˆ̆xHik−1|k−1) + Ğk−1w̆k−1)
T |bq 6=i0:k−1, z
i
0:k−1]
= F̆k−1E[(x̆k−1 − ˆ̆xHik−1|k−1)(x̆k−1 − ˆ̆x
Hi
k−1|k−1)

















where, line 2 is obtained from (6.15) and (B.32). Line 3 is based on the fact that the





state x̆k−1. Thus, we note that (B.32) and (B.33) are identical to the state / covariance
propagation of the standard KF.
Let us now look at the derivation for the state / covariance update equations for
robot i processing its own analog measurement zik. Note that since the state is aug-
mented with the noise, vjk, corresponding to the quantized bits, b
j(1:p−1)
k , being pro-







































































































Therefore, all pdfs in (B.35) are Gaussian, similar to that of the KF. The derivation
from this point onwards, is identical to that of the KF and can be found in [98].
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For deriving the state / covariance update equations for the MMSE estimator for
robot i, processing the quantized measurement, b
j(p)
k , j 6= i, from robot j, we use the
general approach of the batch estimator used in Proposition 2, for the special case





k (n + 1)), where n = {1, 2}, and τ
j(p)
k (1) = −∞, τ
j(p)
k (2) = 0, and
τ
j(p)















































and then obtain the required conditional pdf to finally arrive at the state / covariance
update rules (6.18), and (6.19).
