Misclassification of exposure has long been recognized as an inherent limitation of epidemiologic studies of the environment and disease (1) . For many agents of interest, exposures take place over time and in multiple locations so that it is difficult to accurately estimate the relevant exposures for individual study participants, particularly within the limits set by feasibility, participant burden, and cost. In general, exposure measurement error tends to blunt the sensitivity of epidemiologic studies for detecting the effects of environmental agents, although the specific impact of exposure error on effect estimates depends on several factors induding the study design, the types of error, and the relationships between the outcome and the independent variables (1,2). As the problem of exposure error has become well recognized, researchers have taken steps to control its consequences by limiting the degree of error through careful study design and data collection, by estimating the degree of error using a nested validation study, and by making adjustments for measurement error in statistical analyses.
In this paper, we address the problem of exposure error in observational ecologic time-series studies of air pollution and health.
The pollution of outdoor air is a public health concern throughout the world. For decades, epidemiologic studies have been a cornerstone of our approach to investigating the health effects of air pollution and have been a principal basis for setting regulations to protect the public against adverse health effects. Two broad types of observational study designs have been used in research on air pollution: ecologic or aggregate-level studies, either crosssectional or time-series in design, and individual-level studies, primarily of the cross-sectional or cohort designs. In ecologic studies, population-level indicators of exposure are typically drawn from centrally sited air pollution monitors. In individual-level cross-sectional and cohort studies, exposure estimates for individual participants may be based on centrally located monitors, on the combination of central monitors with personal records of environments where participants spend time, or on personal exposure monitoring (3) .
Regardless of study design, any pollution exposure assessment strategy introduces some degree of exposure measurement error. For example, in the Six Cities Study (4, 5) , a prospective cohort study of air pollution and respiratory health and mortality, exposure estimates for persons from each of the six cities were based on centrally sited monitors.
Exposures were further characterized for samples of participants using personal monitors and monitors placed in their homes; the resulting data provide an understanding of the components of error associated with using the central site data for all participants.
The problem of measurement errors in predictor variables in regression analysis has been carefully studied in the statistics and epidemiologic literature for several decades. Fuller (6) summarized early research on linear regression with so-called "errors-in-x" variables. Carroll et al. (2) extended this literature to generalized linear models including Poisson, logistic, and survival regression analyses. Thomas et al. (2) presented an overview of the exposure error or misdassification problem from the general epidemiologic perspective. Spiegelman et al. (8) , Willett (95, and Pierce et al. (10) provided recent illustrations of statistical approaches to measurement error in epidemiologic research.
In one of the early papers on the topic of exposure error in studies of air pollution, Shy et al. (11) described the problem and addressed its consequences in an epidemiologic framework. Goldstein and Landovitz (12, 13) recognized that a single monitoring station may not adequately represent a geographic area and conducted an analysis of correlations among concentration data from several monitors in New York City. In the ensuing decades, there has been deepening understanding of measurement error in general and of its potential implications for the study of air pollution (14, 15) . Articles * Zeger et al.
During the 1 990s, substantial new evidence, largely from ecologic time-series analyses of air pollution and mortality, showed that daily variation in ambient measures of particulate air pollution within the current standards of the U.S. Environmental Protection Agency was associated with daily mortality levels (16) . There are strong concerns about interpreting these associations in view of potential errors in the exposure measurements. In a series of papers, Lipfert and Wyzga (17) and Lipfert (18, 19) (20) responded that as the number of deaths per day is calculated over the population, the relevant exposure measure is the mean of personal exposures on that day, which is probably more tightly correlated with central station monitoring than individual exposures. Janssen et al. (22) reported that much of the variation in particulate matter < 10 ,um in aerodynamic diameter (PMl) measurements is between people and that the longitudinal correlation between average and ambient PMIO measures is relatively high. The debate over measurement error and its consequences has taken place, however, without the development of a more comprehensive formulation of the problem.
Because exposure measurement error may have substantial implications for interpreting epidemiologic studies on air pollution, particularly the time-series analyses, we developed one systematic conceptual formulation of the problem of exposure error in epidemiologic time-series studies of air pollution and considered the possible consequences for relative risk estimation. We used available and relevant data to obtain rough estimates of the magnitudes of the effects of measurement error for one city.
Overview of Measurement Error Effects in Regression Models
The fundamental concepts of how exposure error can affect an epidemiologic study of pollution and health can be shown by considering the effects of exposure measurement error in a standard linear Gaussian regression model. The effects in Gaussian models have been discussed in full detail elsewhere (2, 6, 7, 23, 24) . For simplicity, consider a regression of the health response (e.g., log mortality rate on day t) and predictors (e.g., PM10, O31 and weather): yt= a + xxt+£ [1] where a and x are regression coefficients to be estimated, and et represents residual error that is assumed to be independent of xt Zt is an imprecise measure of xp i.e., E(ztlx) = x,. To compute E(xtlz), the average x, at each zp let V denote the covariance matrix of xt and let Tdenote the covariance matrix of the difference 8t = Zt -Xt, and, as before, we assume that 6 and x are independent. The matrix generalization of the earlier result is that 0 , I = 0ixC, where C = T (T + W1). Now it is no longer true that Ozj < , j for each component (j) and estimates of regression coefficients can be biased toward or away from the null; that is, positive associations can be produced when the component is correlated with at least one component having a nonzero effect, even though the true coefficient for a particular component is zero. and these errors are not correlated; that is, the error in one predictor does not predict the error in the other. Here, there is an equal degree of attenuation in the coefficients for the two variables. With unequal variances but no correlation, i.e., the sixth row, the degree of attenuation is greater for the variable with greater variance. If the exposures are correlated but the errors are uncorrelated (the second and third rows), the two effect estimates are similarly altered with the direction of the effect depending on the sign of the correlation. Introducing correlation between the errors, i.e., the fourth and fifth rows, has an effect that depends on the pattern of correlation. The bottom half of Table   1 shows more complex patterns with differing patterns of correlation and variation of the two errors. Some of the scenarios introduce substantially different effects of the two variables, but none yield effect estimates above the true value of one, even with more extreme differences in error variances or the two correlations. To investigate the effects of exposure error in the log-linear regressions widely used to assess the pollutant-mortality association, consider the following model for an individual's risk ofmortality:
lit= Xoeitexp(x2tp) [4] where Xt is the risk of death for person i on day i Xoit is that individual's baseline risk in the absence of exposure, i.e., xit = 0, and exp(xit P) is the relative risk of death associated with the explanatory variables xit. Let In considering the consequences for z as an estimate of x with an imprecise measure of ambient pollution zt, rather than actual personal exposure xip it is useful to begin by decomposing the pollution measurement difference between xit and zt into three components:
X= Zt+ (Xit-x) +(X t + (ZtZt)' [7] Here, (xit --) is the error due to having aggregated rather than individual exposure data; (xt 6 .
For this final error term to cause substantial bias in 0, the error it -Zt must be strongly correlated with zt at shorter time scales. Further investigations of this correlation in cities with many monitors are warranted.
We have discussed three components of measurement error: a) an individual's deviation from the risk-weighted average personal exposure; b) the difference between the average personal exposure and the true ambient level; and c) the difference between the measured and the true ambient levels, which includes spatial variation and instrument error (27) that illustrates how we can further study the effects of the most important second component.
Evaluating Potential Measurement Error Bias in Pollutant-Mortality Relative Risk Estimates
The "Framework for Assessing Measurement Error Effects in Pollution-Mortality Studies" can be used, in combination with data on the components of error, to quantify the consequences of exposure measurement error. One of the few available data sets with ambient and personal measurements will be used to illustrate one approach. We used daily measurements of personal exposure for persons followed in the PTEAM Study (27) If available, we would have used the average personal exposure series, X-for at-risk residents of each city in the standard log-linear regression model rather than zp as was used in the original analyses. We would then have compared the regression coefficients obtained when xt is the predictor with those using zt to assess the bias.
Obviously, xt is not available except in special circumstances. However, from the PTEAM Study data (shown in Figure 2 ) or similar data, we can estimate the relationship of xtand zp for example, by assuming: xt=0o + 0zt+et [9] where 00 and 01 are the intercept and slope to be estimated from the available data. This well-known approach to adjust for exposure measurement error is called regression calibration (7). As Figure 3 shows the distribution of the s for Riverside (solid curve). Also shown is the normal approximation of the likelihood function for the coefficient . from the log-linear regression of mortality directly on z, (dotted curve). Solid and dotted lines are at the centers of these distributions. We find that the 0,ls have a mean 1.42% Relative rate (%1O0 ig/rm3) Figure 3 . The solid line is the distribution of the relative rate , obtained when the simulated series it of the total personal exposure is the predictor in the log-linear regression. The dotted line is a normal approximation of the distribution of the relative rate , obtained when the ambient concentration zt in Riverside, California, is the predictor in the log-linear regression.
degrees of spatial heterogeneity in ambient levels, population composition, and indoor pollution sources. Given such data, models like those summarized by Dominici et al. (32) can be used to quantify more precisely the biases due to pollutant measurement errors. This paper focuses on the effects on relative risk estimates of using zt (measured ambient particle levels) rather than xit We considered the effects of exposure measurement error on regression coefficients from log-linear models in which serial correlation is accounted for using flexible smoothing splines. An alternate analytic strategy is to fit a linear regression with time-series errors [ARIMA model (33) ]. In certain specific time-series models, the degree of attentuation due to dassical error might be reduced because to account for the autocorrelated errors, the ARIMA filters or smooths both the responses and the predictors that might reduce the degree of measurement error. Further research on this possibility is warranted.
The measurement error framework and the illustrative calculations discussed here make apparent several open questions and opportunities for additional data collection. These opportunities would enable more accurate quantification of the effects of measurement error in assessing the air pollution-mortality relationship. In relation to single-pollutant models, the two most important questions are a) Is the average personal exposure to pollutants from indoor sources correlated over time with ambient levels? and b) Does the difference between baseline riskweighted average exposure and population average exposure vary slowly over time?
For models with multiple pollutants, the additional key question follows: How .e e .posl.
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