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Abstract
In this paper we propose a class of multistate models
for the analysis of multitype recurrent event and
failure time data when there are past event feed-
backs in longitudinal biomarkers. It can well incor-
porate various effects, including time-dependent and
time-independent effects, of different event paths or
the number of occurrences of events of different types.
Asymptotic unbiased estimating equations based on
polynomial splines approximation are developed. The
consistency and asymptotic normality of the proposed
estimators are provided. Simulation studies show that
the naive estimators which either ignore the past
event feedback or the measurement errors are biased.
Our method has a better coverage probability of the
time-varying/constant coefficients, compared to the
naive methods. An application to the dataset from the
Atherosclerosis Risk in Communities Study, which is
also the motivating example to develop the method, is
presented.
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1 INTRODUCTION
Characterizing the association between multiple ordered events and time-varying covari-
ates, under a feedback mechanism in the event process, is of great interest in many areas.
Steele (2011) studied women employment histories, where the time-varying covariate, pres-
ence of children, may affect employment transitions; and employment status may in turn
affect the timing of childbearing. Another example occurs in cardiovascular disease (CVD)
studies. Some clinical evidences (Amarenco & Labreuche, 2009; Elisaf et al., 1999; Khan
et al., 2017; Woo et al., 1990) suggest that the biomarker data may carry information
from the past CVD events, and may have further impact on the occurrences of the future
ones.
In our motivating example, the Atherosclerosis Risk in Communities (ARIC) Study,
researchers sought to evaluate the relationship between the levels of and/or changes in risk factors
with CVD events in men and women from four U.S. communities (The ARIC Investigators, 1989).
Various types of events were recorded and more than one type of event was observed from the
same participant, including myocardial infarction (MI), stroke, and cardiovascular death. The
existing analysis of the ARIC data, including but not limited to Wattanakit et al. (2005), Yatsuya
et al. (2011), Kim et al. (2012), and Li and Lu (2015), focused on survival event or a single type of
recurrent event but did not address the issue of event feedback mechanism. To properly reflect the
overall cardiovascular burden of the risk factors, the multitype CVD events should be modeled
simultaneously, because such events are very likely associated. Moreover, lack of consideration of
the feedback mechanism may lead to biased estimate of the association between event times and
biomarkers. For example, the profile of systolic blood pressure (SBP) can be associated with prior
MI history and the levels of high-density lipoprotein cholesterol (HDLC) may change after onset
of stroke. The statistical estimation procedure is challenged by the fact that the biomarkers are
only measured at 3-year intervals in the ARIC Study and are very likely subject to measurement
errors as well.
Various approaches have been proposed for the analysis of time to multitype events. Chen
et al. (2012) developed an additive marginal rate model for the analysis of multitype recurrent
event data. Such model characterizes the rates of the event process without specifying the depen-
dence structure among event occurrences. Frailty models are also popular choices to account for
the association among different types of time-to-event process (Brown & Ezekowitz, 2019; Chen
et al., 2005; Yu et al., 2018). The aforementioned methods, however, either fail to capture the
competing risks structure of the multitype events or is not able to characterize disease progres-
sion, which is reflected by the impact of the previous event history on new event occurrences.
For example for some chronic disease, a larger number of hospital admissions may be associated
with a decrease in the times between hospital admissions in the future (Ieva et al., 2017). To have
a natural formulation of all possible combinations of multitype events and reflect the progres-
sive feature of a disease process, multistate models have also been employed for the analysis of
recurrent event and terminal event data. Nathoo and Dean (2008) proposed a hierarchical mul-
tistate modeling framework for the analysis of longitudinal event data where the dependence
between different transition rates can be well addressed. Their model and estimation method
were applied to investigate the readmission rate and mortality for acute coronary syndrome. Ieva
et al. (2017) proposed a flexible multistate representation of the event process. Repeated hos-
pitalizations and death in heart failure patients were investigated. These multistate models are
effective in exploring the dependence structure among event occurrences. But they only allow
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for a single type of recurrent event. Therefore new statistical models need to be developed for
the joint analysis of multitype recurrent events and terminal events, which is very common in
practice.
When the past event history enters the model as a single covariate itself, it is defined as a
dynamic covariate indicating a feedback mechanism in the event process (Gjessing et al., 2010).
There have been many works dealing with the dynamic covariate in time-to-event analysis.
Aalen et al. (2004) presented an approach for the analysis of multivariate counting process,
in which the dynamic covariate comes into the intensity model in an additive manner. Sev-
eral forms of the dynamic covariates were discussed, such as the number of previous events,
time since last event and average number of prior events. Peña (2006) described a general class
of models for recurrent events, where the number of past events was used as a covariate in
the the intensity function. Fosen et al. (2006) developed a method for the analysis of recur-
rent event data using information on previous occurrences of the event as a time-dependent
covariate. Direct, indirect, and total effects of other baseline covariates were investigated based
on the additive hazard model. Yiu et al. (2018) considered a clustered multistate model with
dynamic covariates and analyzed the transition intensities and sojourn times in a study of pso-
riatic arthritis. These methods, however, are not adequate for the event history analysis when
the past event feedbacks are associated with the longitudinal covariates. As mentioned in the
motivating example, the trajectories of biomarkers are influenced by prior event history. Hence
the past event impact is not simply served as a single covariate for the event intensity func-
tion but is actually associated with other time-dependent covariates in a complex way. Dai and
Pan (2018) considered the joint models for survival and longitudinal data where the longitu-
dinal process is related to the history of some random observation time points. Their models
were developed under the framework of informative observation times for longitudinal data
and hence is not appropriate for our analysis where primary interest is in the time-to-event
modelling.
In this paper, we propose a new class of multistate models with past event feedbacks in
the associated biomarkers. To our knowledge, this is the first attempt at modeling past event
feedback in the longitudinal covariates in event history analysis. There is also limited litera-
ture that considered a multistate representation of the multitype recurrent event and terminal
event data. Our proposed model and estimation procedure are novel and feature the follow-
ing aspects. First, the competing risks feature of events of different types and the correlation
structure of the consecutive events are well addressed within the multistate model framework.
The functional forms of the event intensities are allowed to depend on the event order or
event type or a combination of the both, reflecting disease progression in a flexible way. Sec-
ond, the trajectories of the associated biomarkers are characterized by random effects models.
Function of event paths enters the random effects model as a predictor variable to capture
the past event feedback. The distributions of the random effects are left unspecified mak-
ing our model robust against distribution misspecification. Asymptotically unbiased estimating
equations are obtained based on an extension of the corrected score approach. Third, both
time-dependent coefficients and time-independent regression parameters are incorporated in the
multistate models, considering the fact that our motivating example is a long term study. The
association between event time and biomarker may change along time and therefore the pro-
portional assumption may be violated. The rest of the paper is structured as follows. Section 2
introduces the model and notation. Section 3 presents the estimation procedure and the large
sample results. Simulation studies and real application are presented in Sections 4 and 5,
respectively.
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2 MODEL AND NOTATION
Suppose that there are n individuals and the data from different individuals are independent.
Each individual can possibly experience K types of recurrent events. Let M denote the maximum
number of nonterminal events observed among all individuals. We represent the event process
in terms of a multistate process. An individual moves between the intermediate states when the
recurrent events occur and moves to the absorbing state when a terminal event occurs. A sim-
ple example showing state transition paths when K = 2 and M = 4 is shown in Figure 1. We
use white boxes to represent intermediate states and use grey boxes for absorbing states. The
intermediate states in the first row are defined by the type 1 recurrent events and those in the
second row are defined by the type 2 recurrent events. The mth column of the intermediate
states represents that this is the mth nonterminal event a subject has experienced. For example,
consider stroke as a type 1 recurrent event, MI as a type 2 recurrent event and cardiovascular
death as a terminal event. Transition to state 2 corresponds to the fact that an individual has
experienced a second recurrent event and this event is a stroke. Transition to state 7 represents
the case that a third recurrent event has occurred and it is a MI. The absorbing state 9 repre-
sents direct cardiovascular death and the absorbing state 10 represents death with previous stroke
and/or MI history. If an individual experienced the following series of events: MI → stroke →
MI → cardiovascular death, then the multi-state transition path is 5 → 2 → 7 → 10 according to
Figure 1. Under a general setup, we assume that the multistate process takes values in a finite state
space {0, 1, … ,KM,KM + 1,KM + 2} and denote the counting process that tracks state transi-
tions for subject i as Nihg(t), i = 1, … ,n. The possible pair of values of h and g can be defined
according to the following two cases. For a terminal event, we have h ∈ {0, 1, … ,KM} and
g ∈ {KM + 1,KM + 2}. For a recurrent event, we have h ∈ {0, 1, … ,M − 1, M + 1, … , 2M − 1,
… , (K − 1)M + 1, … ,KM − 1} and g ∈ {rh + 1, rh + M + 1, … , rh + (K − 1)M + 1}, where rh is
the remainder of the division of h + M by M.
Let Y ih(t) be the at risk process which equals 1 if subject i is at risk for the transition out of state
h at t. We assume that the multistate process is Markov and the intensity process can be written as
F I G U R E 1 A simple example of state transition paths with two types of recurrent events (K = 2) and
maximum four occurrences of nonterminal events (M = 4)










To characterize the associations between the risk factors and state transition times, we










where Wi(t) are pw-dimensional covariates with constant effects on the event intensities and 𝜸hg
are the time-independent coefficients capturing such effects. Xi(t) are px-dimensional covariates
with effects that change over time and 𝜼hg(t) are the time-dependent coefficients capturing such
effects. 𝜆0hg(t) are baseline intensity functions. In practical situations some of the states may have
very sparse data for estimation. One can consider a more parsimonious model assuming that sev-
eral transitions share the same intensity model parameters in this case. For example in our real
analysis, among those participants who had at least one recurrent event, the average number of
type 1 recurrent events observed per subject is around 1.26 and the average number of type 2
recurrent events is about 1.19. It is expected that some intermediate states have sparse event data.
Therefore we assume that all the type 1 recurrent event times share the same intensity model
parameters and all the type 2 recurrent event times share the same parameters. Another way
to tackle the sparse data problem is to choose a smaller M and treat the data from the subjects
observed to have more than M intermediate events to be censored (Cook et al., 2004). Differ-
ent applications may use different values of M and it depends on the model complexity and the
background of the data. For example in Ieva et al. (2017) the repeated hospitalization and death
in patients with heart failure were investigated using multistate modeling approach. In their
research, a maximum of six hospital admissions are modeled, and subsequent admissions (but not
deaths) are ignored, due to the sparsity of data from individuals with more than six admissions.
We suggest trying different values of M and compute the AIC-type criterion using the formulas in
section 3.1 in the Appendix S1. The number M that minimizes the AIC-type criterion can indicate
a best fit of the data.
Estimating the regression coefficients is challenging by the fact that covariates Xi(t) and Wi(t)
are not observed at each event time point and are possibly subject to measurement errors. The
presence of past event feedback makes the problem even more complicated because we need to
properly evaluate the event history information in the longitudinal observations. For each rth
component in Xi(t), denote the longitudinal observations as Xijr, j = 1, … ,mXir, r = 1, … , px.
Similarly for each sth component in Wi(t) denote the observations as Wijs, j = 1, … ,mWis,
s = 1, … , pw. Let i(t−) represent the history of the multistate process of subject i before time
t. Assume that the longitudinal observations of the covariates are generated from the following






tij,i(tij−)) + 𝜀Wijs, (3)
where fXr(⋅) and fWs(⋅) are known functions of time and past event history. They should sat-
isfy the condition that the intensity process of Nihg(t) will not go to infinity over time (Gjessing
et al., 2010). 𝜷Xir and 𝜷Wis are vectors of random effects, of dimensions cXr and cWs, respec-
tively. Note that we do not make any assumptions about the distributions of these random
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effects. The measurement errors 𝜀Xijr and 𝜀Wijs are mutually independent with 𝜀Xijr
iid∼N(0, 𝜎2Xr)
and 𝜀Wijs
iid∼N(0, 𝜎2Ws). The normal distribution assumption is a standard practice in measure-
ment error theories. To assess this normal assumption, one can apply the common method
such as QQ plot to check the residuals of the fitted models of the longitudinal data. For sim-
plicity, the measurement errors of any two components of the covariates are assumed to be
independent. We also assume that the observation time points tij are noninformative. The mea-
surement errors are independent of the true covariates, the event times and the censoring
time.
Model (3) extends the existing joint models for time-to-event data and longitudinal data,
in the sense that it allows the covariates to depend on past event history. The linear com-
binations 𝜷TXirfXr
(
tij,i(tij−)) and 𝜷TWisfWs (tij,i(tij−)) provide flexible modeling of the true
covariate process, allowing various forms of time trajectories and past event feedbacks. Let I(⋅)
represents an indicator function. The longitudinal model 𝜷TXirfXr
(





Nihg(t−)I (g ∈ {1, … ,M})
)
represents a linear trajectory of observation times and
the type 1 recurrent event history. If the model of the true covariate process is chosen as
𝜷TWisfWs
(
tij,i(tij−)) = 𝛽Wis1√tij + 𝛽Wis2 (∑h,g Nihg(t−)I (g = h + 1)), it indicates that the levels of
biomarker have a nonlinear relationship with the observation times and they are influenced by
the successive occurrences of events of the same type. In practice one has to choose the functional
forms of the longitudinal trajectory fXr(⋅) and fWs(⋅), and it mainly depends on the background
and knowledge of the application field (Fisher & Lin, 1999). For example in our real data anal-
ysis, blood pressure and cholesterol levels are modeled as a linear trajectory of measurement
times plus an indicator function of prior CVD history. The linear trajectory is chosen accord-
ing to the previous medical research of the ARIC data (Barrett et al., 2019; Paige et al., 2017)
and the indicator function is chosen with relevant medical theories (Amarenco et al., 2020;
Khan et al., 2017, 2018). If there is no background knowledge of the functional forms, one
may try several different functions and compute the AIC-type criterion using the formulas in
section 3.1 in Appendix S1. The function with a smaller AIC-type value can indicate a better
fit of the data. Model (3) is also applicable to several types of covariates. For example, a pre-
cisely measured time-dependent covariate Xir(t) can be accommodated by setting 𝜀Xijr = 0, and
a baseline covariate Wis without measurement errors can be handled by setting mWis = 1 and
𝜀Wijs = 0.
3 ESTIMATION PROCEDURE
When the true values of the biomarkers are known at all event time points, we can obtain an accu-
rate estimator of the coefficients 𝜼hg(t) and 𝜸hg in Model (2) based on the local partial likelihood
(Cai & Sun, 2003) or the spline-based partial likelihood (Nan et al., 2005). Even if the biomark-
ers are intermittently measured and possibly with errors, analysis focusing on a single event is
still feasible using the conditional score approach (Tsiatis & Davidian, 2001) or the corrected
score approach (Huang et al., 2016; Song & Wang, 2008, 2017). However in the case of multi-
ple events with feedback mechanism, the existing methods cannot be easily adapted to obtain
a valid estimate. In what follows, we develop an inference procedure based on an extension to
the corrected score approach. The idea is that we first estimate the values of the time-varying
covariates at each event time point using the least squares method. We also approximate
the time-dependent coefficients with polynomial splines. Then we replace the corresponding
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quantities in the score function of the log-partial likelihood with the least square estimates and the
spline approximations, and derive the resulting bias due to the substitution. The asymptotically
unbiased estimating equations are constructed.
3.1 The estimating equations
To calculate the least square estimates of the covariate value at time t, we use only the longitu-
dinal data up to and including time t. This is to ensure the measurable property of the covariate
estimates, which is essential for the derivation of the theoretical results. Let mXir(t) be the num-
ber of longitudinal observations of the rth component of Xi(u) before time t and similarly define
mWis(t) for Wi(u). The estimated values of the covariates at time t are denoted as X̂ ir(t) and
Ŵis(t). And the conditional variances of X̂ ir(t) and Ŵis(t) given the measurement time points
and the variances of the measurement errors 𝜎2Xr and 𝜎
2





detailed derivation is placed in section 1 of Appendix S1. The matrix notations can be easily
written as X̂i(t) =
(
X̂ i1(t), … , X̂ ipx (t)
)T and Ŵi(t) = (Ŵi1(t), … , Ŵipw (t))T. If we simply replace
the unknown values of the true covariates with their least squares estimates, the “naive” score






































where the observation period is [0,L]. Let i(t−) be the filtration containing all the history infor-
mation of the multi-state process and the covariate process before time t for individual i. Let
(Ai)ni=1 denote a series of values from A1 to An, and denote 𝚺
i

















. Using the following property of a normal random variable X with mean 𝜇
and variance matrix Σ: E{ (X − Σ𝜆) exp(𝜆TX − 1∕2𝜆TΣ𝜆) } = 𝜇 exp(𝜆T𝜇), it can be shown that the
































Therefore the biases are resulted from the terms involving 𝚺jX (u) and 𝚺
j
W (u).
To show the spline-based approximation of the time-dependent coefficients, we need the
following notations. For the rth component in 𝜼hg(t), let nhg,r be the number of knots of









j=1 be the basis
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r=1, and the vector con-
taining the spline coefficients and constant parameters as 𝜽hg = (𝜶Thg, 𝜸
T
hg )
T. The dimension of
𝜽hg is Dhg =
∑px










as a block diagonal matrix






i=1. Let Bhg(t) = blkdiag{Bhg,1(t), … ,Bhg,px (t)}


















be a Dhg × Dhg-dimensional matrix of the conditional vari-
ances of the estimated covariates.
Denote Ci as the censoring time of subject i and we assume that it is noninformative. Let Y
i
h(t)
= I (mXir(t) ≥ cXr , mWis(t) ≥ cWs, Ci ≥ t,Y ih(t−) = 1
)
be the overall at risk process. Denote A⊗0 = 1,
A⊗1 = A and A⊗2 = AAT for a general vector A. The following functions are defined according to
the results in (5), which aim to remove the bias due to the least square estimates of the covariates.

























Combining (4) and (5), it can be easily shown that the conditional expectations of the numer-
ator and denominator in S(1)hg (𝜽hg,u)∕S
(0)
hg (𝜽hg,u) in the following estimating function equal to
the corresponding quantities in the score function of the log-partial likelihood with true values
of the covariates. Therefore as the sample size increases, the fraction approaches the corre-






































. The Hessian func-























Given (6) and (7), the estimates of the coefficients can be found using Newton’s method.
3.2 Theoretical properties
We will next present the asymptotic results of the estimators, which are used to calculate the stan-
dard errors and confidence intervals. The proofs are given in Appendix S1. We first define the
norm functions that are used in the theorems. For any matrix function F(t), denote the supremum
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norm as ||F||∞ = maxi,j supt |fi,j(t)|. Let the empirical L2-norm be ||F(t)||2n = 1∕n∑ni=1FT(t)F(t)
and the corresponding theoretical norm be ||F(t)||22 = E{FT(t)F(t)}. For any vector a, denote the
Euclidean norm as ||a||. For simplicity, we assume that the number of knots nhg,r are the same





r=1. Let IA×B be a A by B dimensional diagonal matrix with the first B diagonal






be a (px + pw) × Dhg-dimensional matrix. Denote 𝜼hg,T(t) as the true time-varying coefficients






as the true val-
ues of all the coefficients. According to the result in p. 149 in De Boor (2001), there exists ?̃?hg
such that for ?̃?hg(t) = Bhg(t)?̃?hg, we have ||?̃?hg(t) − 𝜼hg,T(t)||∞ = O(n−chg ), where c can be found






. To facilitate derivation of




and S(l)hg(𝜽hg,u) in the proposed estimating equation (6), except that some terms involving the




)T and 𝚺iR(t) = blkdiag {𝚺iX (t),𝚺iW (t)}. The following functions are notated in a
way that the letter I is used when the true values of the covariates are incorporated and the let-


























































hg(𝜽hg,u), respectively. The following
notations are defined for the theoretical properties of the proposed estimating equations, which








































































Note that U̇∗hg(𝝓hg) is some quantity derived from the negative of the Hessian matrix. Denote










































then we can write the asymptotic variance–covariance matrix of ?̂?hg as
𝚪hg(𝝓hg,T) = hhg(𝝓hg,T)vhg(𝝓hg,T)hhg(𝝓hg,T)T . (8)





h(t) = 1,∀t ∈ [0,L]
)
> 0 for h ∈ {0, 1, … ,KM}.





(A3) X(t) and W(t) are left continuous with right-hand limits.









< ∞, ||X(t)||∞ ≤ B, ||W(t)||∞ ≤ B, ||𝜺X (t)||∞ ≤ B, ||𝜺W (t)||∞ ≤ B,||𝝈2X (t)||∞ ≤ B and ||𝝈2W (t)||∞ ≤ B.
(A5) Each component of the true time-varying coefficient 𝜼hg,T(t) belongs to the space of func-
tion with bounded cth derivatives in [0,L] for some c ≥ 0.5. The true value of the constant
parameter 𝜸hg,T belongs to a bounded open subset of Rpw .
(A6 The density function of event times is bounded away from zero and infinity on [0,L].
(A7) i(2)hg (𝝓hg, t)
/






2 is positive definite with bounded eigenval-
ues uniformly in t ∈ [0,L].
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The above conditions will be used to derive the theoretical properties of the parameter esti-
mators ?̂?hg and the nonparametric estimators ?̂?hg(t). Conditions (A1) and (A2) are standard
assumptions for proportional intensity models. Condition (A3) ensures that the counting process
martingale properties are valid in the case of intensity models with time-dependent covariates.
Condition (A5) ensures that the Lindeberg’s condition is satisfied and also provides conditions
under which the functional law of large numbers can be applied. Condition (A5) and Condition
(A6) are standard regularity conditions in time-to-event data analysis with spline approximations.
Condition (A6) implies that the limit of the Hessian matrix is positive definite.
Theorem 1. For Model (2), under the regularity conditions (A1)–(A6) and assume that
nhg = O(nv) with 0 < v < 0.5, as n → ∞ we have
‖‖‖?̂?hg(t) − 𝜼hg,T(t)‖‖‖2 = Op (n(v−1)∕2 + nv(1∕2−c)),‖‖‖?̂?hg − 𝜸hg,T‖‖‖∞ = Op (n(v−1)∕2 + nv(1∕2−c)), and ‖‖‖?̂?hg − 𝜸hg,T‖‖‖ = Op (n(v−1)∕2 + nv(1∕2−c)).
Theorem 2. For Model (2), under the regularity conditions (A1)–(A6) and assume that nhg = O(nv)








as n → ∞.
4 NUMERICAL STUDY
We conducted several groups of simulation studies to assess the finite sample performance
of the proposed estimation methods. The following scenarios were considered. Scenario 1:
Random coefficients of the time-dependent covariate process were assumed to be normally dis-
tributed. Different sample size, different censoring percentages and different strength of feedback
were considered: (a) sample size n = 500, censoring rate 50% (Censoring times were gener-
ated from a uniform distribution U[0, 3] and truncated at 1), (b) n = 1000, censoring rate 50%,
(c) n = 500, censoring rate 35% (Censoring times were all chosen as 1), (d) greater impact
of past event feedback. Scenario 2: Random coefficients of the time-dependent covariate pro-
cess were generated from other distributions: (a) mixture of normal distributions (b) mixture
of normal distributions and smaller variances of the measurement errors (c) Dirichlet distri-
butions. Scenario 3: The true models that generate the longitudinal data did not contain past
event feedbacks. For all scenarios, we generated two types of recurrent events. Let 1 denote
the set of possible transition paths for type 1 recurrent events and 1 = {h ∈ {0, 1, … ,M − 1,
M + 1, … , 2M − 1}, g ∈ {{1, … ,M} ∩ {rh + 1, rh + M + 1, … , rh + (K − 1)M + 1}}}. For type
2 recurrent events, let 2 = {h ∈ {0, 1, … ,M − 1,M + 1, … , 2M − 1}, g ∈ {{M + 1, … , 2M} ∩
{rh + 1, rh + M + 1, … , rh + (K − 1)M + 1}}}. For terminal events, let 3 = {h ∈ {0, … , 2M},
g ∈ {2M + 1, 2M + 2}}. The multistate models we considered here are
𝜆ihg(t) = 𝜆0,1(t) exp
(
𝜂1(t)Xi(t) + 𝛾1,1Wi1 + 𝛾1,2Wi2(t)
)
, h, g ∈ 1,
𝜆ihg(t) = 𝜆0,2(t) exp
(
𝜂2(t)Xi(t) + 𝛾2,1Wi1 + 𝛾2,2Wi2(t)
)
, h, g ∈ 2,
𝜆ihg(t) = 𝜆0,3(t) exp
(
𝜂3(t)Xi(t) + 𝛾3,1Wi1 + 𝛾3,2Wi2(t)
)
, h, g ∈ 3. (9)
Here we assume that events of the same type share the same baseline intensity functions
and regression coefficients, to mimic the real analysis. The estimating equations can be similarly
derived with some straightforward algebra and are presented in section 2 in Appendix S1. Wi1 is
a baseline covariate generated from a Bernoulli distribution with probability 0.5. The observed
data of Xi(t) and Wi2(t) are generated from the following models
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Wij2 = 𝛽Wi0 + 𝛽Wi1tij + 𝛽Wi2I
((∑
h,g











The function of past event history in the first model implies that the intercept of Wi2(t) will
change after the first occurrence of type 1 recurrent event and the function of event history in the
second model implies that the intercept of Xi(t) will change after each occurrence of recurrent
events of any kind and will remain the same after the fifth recurrent event. Particularly, the func-
tional form of the past event feedback in Wi2(t) mimic the setting of the real analysis, where we
assume that the blood pressure profile is related to prior MI (type 1 recurrent event) and the levels
of HDLC is associated with previous stroke (type 2 recurrent event). var(𝜀Wij) = var(𝜀Xij) = 0.2. The
longitudinal measurement times are tij = (0, 0.02, 0.05, 0.09, 0.15, 0.2, 0.3, 0.4, 0.5, 0.9). The max-
imum follow-up time was chosen as 1. The baseline intensity functions are 𝜆0,1(t) = 𝜆0,2(t) = 2
and 𝜆0,3(t) = 0.1 + t1∕2. The true values of the unknown coefficients are 𝜂1(t) = −0.8 sin(𝜋t), 𝜂2(t)
= −0.6(1.5t − 0.75)3 − 0.5, 𝜂3(t) = −0.1 sin(1.8𝜋t + 1.3) − 0.4 and 𝜸1 = (0.4, 0.5), 𝜸2 = (0.5, 0.4),
𝜸3 = (0.6, 0.5). In each scenario, the sample size was chosen as 500 and simulation results were
based on 500 Monte Carlo replications. Cubic splines were used to estimate the time-varying coef-
ficients. The number of knots for each spline function was chosen by minimizing a AIC-type
criterion based on the corrected log-partial likelihood function. The detailed formulas can be
found in section 3.1 in Appendix S1. The time-varying coefficients and constant coefficients in
all scenarios were estimated in four ways: (1) our proposed estimator (DC) where D is short for
dynamic feedbacks and C is short for bias correction; (2) the naive estimator that ignores the
dynamic feedbacks (NaivD); (3) the naive estimator using least squares estimate of the random
coefficients without correcting bias (NaivC); and (4) the ideal estimator (I) that assumes the ran-
dom coefficients to be known at each time point. For each simulation, we calculated the following
summary statistics for the constant parameters: the difference between the average of the esti-
mates and the true parameter (Bias), the Monte Carlo SD, the average of the estimated SE, and
the 95% empirical CP. As for the time-varying coefficients, the average of the spline estimates, the
95% pointwise confidence band and the pointwise coverage probability were calculated. To save
space, the simulation results under Scenario 1, setting (a) and Scenario 2, setting (a) are presented
here and the rest are shown in Appendix S1.
4.1 Scenario 1, setting (a)
In this simulation, the random coefficients of the time-dependent covariates were generated from
normal distributions. In settings (a)–(c), the time-to-event data and longitudinal data are gener-
ated from a system with moderate feedback effects. The mean of 𝜷Xi was chosen as (1,−0.2, 0.3)
and the variance was (0.5, 0.1, 0.1) with correlations corr(𝛽Xi0, 𝛽Xi1) = 0.2, corr(𝛽Xi0, 𝛽Xi2) = 0.8,
corr(𝛽Xi1, 𝛽Xi2) = 0.6. 𝜷Wi were sampled from a normal distribution with mean (1,−0.5, 0.2),
variance (0.4, 0.2, 0.1) and correlations corr(𝛽Wi0, 𝛽Wi1) = 0.2, corr(𝛽Wi0, 𝛽Wi2) = 0.8, corr(𝛽Wi1, 𝛽Wi2)
= 0.6. In setting (d), we generated data from a stochastic processes with stronger feedback by
setting E(𝛽Xi2) = 0.5 and E(𝛽Wi2) = 0.8 with the other parameters remaining the same.
Table 1 presents the estimation result of the constant parameters when sample size n = 500
and the censoring rate is around 50%. We can see that our proposed estimator is noticeably
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Bias −0.0031 0.0158 −0.0298 −0.1515 −0.0146 −0.0330 −0.0052 −0.0050
SE 0.0885 0.0621 0.0867 0.0420 0.0832 0.0535 0.0767 0.0446
SD 0.0886 0.0659 0.0867 0.0448 0.0823 0.0592 0.0761 0.0451
















Bias 0.0077 0.0120 −0.0147 −0.1212 −0.0009 −0.0246 0.0026 −0.0042
SE 0.0910 0.0631 0.0873 0.0424 0.0850 0.0542 0.0808 0.0470
SD 0.0953 0.0648 0.0946 0.0437 0.0909 0.0558 0.0856 0.0465
















Bias 0.0155 0.0203 −0.0150 −0.1332 0.0036 −0.0305 0.0068 0.0029
SE 0.1352 0.0899 0.1290 0.0611 0.1330 0.0819 0.1288 0.0714
SD 0.1309 0.0956 0.1242 0.0648 0.1274 0.0831 0.1229 0.0743
CP 0.9589 0.9322 0.9548 0.4312 0.9569 0.8994 0.9569 0.9343
unbiased and the Monte Carlo SDs agree with the estimated standard errors. The empirical cov-
erage probabilities are very close to their nominal values 95%. On the other hand, the NaivC
estimator is seriously biased with poor coverage percentage. The NaivD estimator is also biased
with coverage probability below the nominal level. The four estimators perform almost the same
in terms of the coverage probabilities of the coefficients of the baseline covariates. This is expected
since the baseline covariates were assumed to be precisely measured and did not contain any past
event feedback. Therefore ignoring the past event feedback or the bias resulted from the measure-
ment errors in the time-dependent covariates have less impact on the estimation of the coefficients
of the baseline covariates.
Figure 2 displays the true and fitted curves of the time-varying coefficients. The esti-
mates based on the proposed method are close to the true curves. Our proposed estimator
shows better performance than the naive ones in terms of the pointwise coverage proba-
bilities. It can be seen that the coverage rates of the time-dependent coefficients calculated
via the naive methods are lower comparing to the proposed method at most of the time
points.
It can be found in Figure 2 that the coverage probabilities of 𝜂2(t) and 𝜂3(t) were closer to the
nominal levels comparing to those of 𝜂1(t). As discussed in Cummins et al. (2001), nonparamet-
ric curve estimates based on a single global smoothing parameter tend to be most highly biased
at points of sharp curvature. And because bias in nonparametric estimation is not uniform, they
do not hold the desired level of coverage probabilities uniformly at all design points. In our esti-
mation procedure, there is only one global smoothing parameter which is the number of knots.
And the curvature of 𝜂1(t) is greater than that of 𝜂2(t) and 𝜂3(t), especially around the minimum
point of 𝜂1(t). Therefore it is expected that the coverage probabilities of 𝜂1(t) around the mini-
mum point would be lower. The simulations based on a larger sample size and a lower censoring
rate presented in Appendix S1 show that the performance of our proposed estimator can be fur-
ther improved with a larger effective sample size. The simulation results also display a more
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F I G U R E 2 Estimation of the time-varying coefficients in Simulation 1 setting (a) [Colour figure can be
viewed at wileyonlinelibrary.com]
remarkable difference between the results based on the proposed estimation method and those
based on the naive methods.
4.2 Scenario 2, setting (a)
In this simulation, the random effects of the longitudinal covariates were generated from a mix-
ture of two normal distributions. This simulation aims to show that our estimation method is
robust against random effect distributions. The mixing proportion was chosen as 0.3. The means
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Bias 0.0012 0.0212 −0.0281 −0.1306 −0.0152 −0.0207 0.0002 −0.0004
SE 0.0889 0.0514 0.0863 0.0365 0.0842 0.0452 0.0750 0.0371
SD 0.0897 0.0575 0.0863 0.0388 0.0876 0.0489 0.0737 0.0387
















Bias 0.0047 0.0135 −0.0181 −0.1092 −0.0053 −0.0149 0.0000 −0.0017
SE 0.0880 0.0507 0.0863 0.0368 0.0840 0.0450 0.0799 0.0392
SD 0.0913 0.0477 0.0886 0.0343 0.0879 0.0417 0.0806 0.0361
















Bias 0.0004 0.0194 −0.0309 −0.1171 −0.0103 −0.0203 −0.0061 0.0032
SE 0.1342 0.0752 0.1281 0.0538 0.1316 0.0667 0.1279 0.0611
SD 0.1346 0.0787 0.1283 0.0547 0.1320 0.0701 0.1258 0.0621
CP 0.9541 0.9395 0.9415 0.4196 0.9499 0.9102 0.9582 0.9332
and distances of the two distinct normal distributions being mixed were chosen in a way such that
the mean of the generated random coefficients 𝜷Xi and 𝜷Wi were the same as those in Scenario 1.
The skewness of the generated random coefficients 𝜷Xi were 0.33,−0.04, and−0.15; and the skew-
ness of 𝜷Wi were 0.20, −0.15, and −0.04. The variances of 𝜷Xi were 0.86, 0.12, and 0.12; and the
variances of 𝜷Wi were 0.75, 0.23, and 0.13. The censoring rate was around 50%. The estimation
results are presented in Table 2 and Figure 3. It is shown that the naive estimators are biased
with poor coverage probabilities. The proposed estimators outperform the naive estimators. The
coverage probabilities of ?̂?1(t) around its minimum point was a bit lower than the nominal level
due to the greater curvature. But it can be shown by the results of setting (b) which are presented
in Appendix S1 that the coverage probabilities improve with the decrease of the variance of the
measurement errors. The simulation result of setting (c) shows that the proposed estimators still
perform well when the random coefficients were generated from other asymmetric distributions
with greater skewness.
5 APPLICATION
In this section, we apply the proposed model and estimation method to the ARIC study described
in the Introduction. Our aim is to investigate the association of the biomarker trajectory and other
established risk factors with recurrent MI, stroke, and total mortality. We restricted our attention
to White male participants living in Washington County and Suburban Minneapolis, who had
no history of stroke or MI. The events of interest were definite MI, probable MI, definite stroke,
probable stroke, and all death events before 2011. The follow-up data of biomarker measure-
ments and censoring information before 2011 were used. The final sample included 2764 subjects
with 445 MI events, 210 stroke events, and 29.2% mortality rate. The covariates considered were
longitudinal HDLC (mmol/L), longitudinal SBP (in mmHg) and the following baseline
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F I G U R E 3 Estimation of the time-varying coefficients in Simulation 2 setting (a) [Colour figure can be
viewed at wileyonlinelibrary.com]
covariates: age (in years); indicators for diabetes (1 for fasting glucose ≥ 126 mg/dl and 0 oth-
erwise), indicators for hypertension medication (1 for hypertension lowering medication within
past 2 weeks at baseline examination, and 0 otherwise) and smoking (1 for current smoker at
baseline examination and 0 otherwise). Among them, age was divided by 10 and SBP measure-
ments were divided by 50. All event times and longitudinal observation times were divided by
365. The structure of time-varying coefficients and constant parameters in the multi-state models
were chosen based on some preliminary analysis treating the effects of all covariates nonparamet-
rically. It was found that the coefficients of SBP, HDLC and hypertension did not change much
over time and in addition, the effect of SBP and HDLC were not significant over most of the time.
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Therefore we assumed that these three covariates have constant effects. Using the same notations
of the sets of possible transition paths 1, 2, and 3 in Section 4, we considered the following
models
𝜆ihg(t) = 𝜆0,1(t) exp(𝜂1,1(t)agei + 𝜂1,2(t)diabi + 𝜂1,3(t)smokei
+ 𝛾1,1SBPi(t) + 𝛾1,2HDLCi(t) + 𝛾1,3hypi), h, g ∈ 1,
𝜆ihg(t) = 𝜆0,2(t) exp(𝜂2,1(t)agei + 𝜂2,2(t)diabi + 𝜂2,3(t)smokei
+ 𝛾2,1SBPi(t) + 𝛾2,2HDLCi(t) + 𝛾2,3hypi), h, g ∈ 2,
𝜆ihg(t) = 𝜆0,3(t) exp(𝜂3,1(t)agei + 𝜂3,2(t)diabi + 𝜂3,3(t)smokei
+ 𝛾3,1SBPi(t) + 𝛾3,2HDLCi(t) + 𝛾3,3hypi), h, g ∈ 3, (11)
where M is the maximum number of nonterminal events observed among all subjects. M = 6
in our sample. The first model is for recurrent MI events, the second model is for recurrent
stroke events and the third one is for fatal events. We assumed that the intensity functions
of the same type of events share the same baseline intensities and regression coeffi-
cients. The models of SBP and HDLC were chosen as follows according to the longitu-
dinal data trajectories shown in Appendix S1 and the biological knowledge discussed in
Section 2. SBPij = 𝛽Si0 + 𝛽Si1tij + 𝛽Si2I
((∑




+ 𝜀Sij, HDLCij =
𝛽Hi0 + 𝛽Hi1tij + 𝛽Hi2I
((∑




+ 𝜀Hij. The first model indicates
that the intercept of the SBP trajectory is associated with prior MI event history and the second
model implies that the intercept of HDLC trajectory is associated with prior stroke event history.
For comparison, both the estimation results from the full model (assuming event feedback in the
longitudinal covariate) and the reduced model (assuming no event feedback) are reported. The
estimated effects of SBP, HDLC and hypertension are presented in Table 3. The estimated effects
of age, diabetes, and smoking are shown in Figures 4–6.
From Table 3, we can see that the current levels of SBP were positively and significantly asso-
ciated with the intensity of stroke events. This suggests that an increase of 50 mmHg of SBP level
was related to a exp(1.2239) = 3.4 higher risk of stroke occurrences. This is consistent with existing
results in the medical research of the ARIC data. Shahar et al. (2003) found that baseline SBP was
positively associated with incident stroke events and Petruski-Ivleva et al. (2016) found that an
increase in SBP independent of baseline is associated with increased risk of stroke. In our model
T A B L E 3 Estimated parameters and SEs for the Atherosclerosis Risk in Communities data
Full model Reduced model
SBP HDLC hyp SBP HDLC hyp
MI Est −0.1739 −0.4812 0.3510 0.2425 −2.6418 0.1413
SE 1.1427 0.8025 0.1931 0.2047 0.5404 0.0856
Stroke Est 1.2239 −0.5548 0.0888 0.7831 −1.2282 0.2352
SE 0.3970 0.7219 0.1382 0.2043 0.5369 0.0840
Death Est −0.5909 −0.3459 0.5089 0.1148 −0.5786 0.2104
SE 1.1547 0.8713 0.1670 0.1332 0.3740 0.0877
Abbreviations: HDLC, high-density lipoprotein cholesterol; SBP, systolic blood pressure.
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F I G U R E 4 Estimation of time-varying effects of age (10 years), diabetes and smoking on time to recurrent
myocardial infarction for the Atherosclerosis Risk in Communities data [Colour figure can be viewed at
wileyonlinelibrary.com]
the current level of blood pressure, SBPi(t), is essentially the sum of the baseline SBP 𝛽Si0 and the
change of SBP level along time 𝛽Si1t + 𝛽Si2I
((∑





the baseline SBP level and the increase in SPB along time are positively associated with the risk
of stroke occurrences, it is expected that the current levels of SBP, which summarize both effects,
are positively associated with the stroke event intensity. As shown in Table 3, the current levels of
SBP was found to be negatively associated with the risk of MI event and death, but these effects
are not significant. Although existing research found that the baseline SBP was positively associ-
ated with the risk of MI and death (Mok et al., 2018), some studies found that the slope of SBP
was negatively associated with CVD events (Barrett et al., 2019). This may help in understand-
ing why the associations between the current levels of SBP and the risks of MI and death are not
significant as the effects of the baseline SBP level and the effects of the slope of SBP have oppos-
ing signs. HDLC was negatively related to the risk of all types of events, but neither of the effects
are significant. Taking hypertension medication was significantly and positively associated with
death, indicating that subjects with hypertension medication use are more likely to experience
a fatal event. It can be seen from Figures 4 and 6 that the baseline age and smoking status were
positively associated with the risks of MI events and death. These effects become stronger and
significant as time moves on. Figure 5 shows that the baseline age, diabetes and smoking status
were all positively associated with the risks of stroke events over most of the time.
Comparing the results obtained from the full model and the reduced model, it can be found
that the strength and the significance of some coefficients are quite different. We ran a preliminary
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F I G U R E 5 Estimation of time-varying effects of age (10 years), diabetes and smoking on time to recurrent
stroke for the Atherosclerosis Risk in Communities data [Colour figure can be viewed at wileyonlinelibrary.com]
longitudinal data analysis of the SBP and HDLC data using linear mixed effects models and the
results show that the fixed effects of the CVD event history are significant for both biomarkers.
Therefore it is necessary to include the event history term in the time-dependent covariate models
and ignoring the past event feedbacks yields biased estimation results as shown in the simulation
studies. Therefore the statistical evidence provided by the reduced model may be invalid.
6 DISCUSSION
This paper proposed a novel modeling framework for the analysis of multitype recurrent event
and terminal event data. Our methodology has great flexibilities and are computationally effi-
cient. First of all, the formulations of the intensity functions are allowed to depend on the event
order or/and event types. Various forms of event feedbacks can be considered. Second, no distri-
bution assumptions are required for the random effects in the covariate process. Third, standard
Cox regression models are extended to include both time-dependent coefficients and constant
coefficients. The use of regression splines provides an computationally efficient estimate of the
time-dependent coefficients, comparing to the local polynomials approach where estimation
should be implemented at a series of dense grid points. Fourth, an asymptotically unbiased esti-
mating equation is developed and the variance estimators of the coefficients are derived. The
variance estimators can be used to construct hypothesis tests and confidence intervals without
going to bootstrap methods.
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F I G U R E 6 Estimation of time-varying effects of age (10 years), diabetes and smoking on time to death for
the Atherosclerosis Risk in Communities data [Colour figure can be viewed at wileyonlinelibrary.com]
In the real analysis, we assumed that the prior CVD history provide feedback to the future
occurrences of CVD events through the biomarkers SBP and HDLC. Though there is medical
evidence for the association between prior CVD events and the trajectories of SBP and HDLC,
a formal hypothesis test for testing the existence of past event feedback is desirable. In addition,
we assumed a Markov model for the multistate events. However in some applications the form
of past event feedback may result in assumption violations, for example when the event history
is a function of state duration time. In this case, the multi-state model with state duration times
as event feedbacks is a non-Markov model. Therefore model checking techniques to evaluate the
Markov assumption is essential. And an extension of the proposed modeling framework to the
semi-Markov or non-Markov settings will be left as future work.
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