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The symbiotic organisms search (SOS) algorithm is an effective metaheuristic developed in 2014, which mimics the symbiotic relationship
among the living beings, such as mutualism, commensalism, and parasitism, to survive in the ecosystem. In this study, three modiﬁed versions of
the SOS algorithm are proposed by introducing adaptive beneﬁt factors in the basic SOS algorithm to improve its efﬁciency. The basic SOS
algorithm only considers beneﬁt factors, whereas the proposed variants of the SOS algorithm, consider effective combinations of adaptive beneﬁt
factors and beneﬁt factors to study their competence to lay down a good balance between exploration and exploitation of the search space. The
proposed algorithms are tested to suit its applications to the engineering structures subjected to dynamic excitation, which may lead to undesirable
vibrations. Structure optimization problems become more challenging if the shape and size variables are taken into account along with the
frequency. To check the feasibility and effectiveness of the proposed algorithms, six different planar and space trusses are subjected to
experimental analysis. The results obtained using the proposed methods are compared with those obtained using other optimization methods well
established in the literature. The results reveal that the adaptive SOS algorithm is more reliable and efﬁcient than the basic SOS algorithm and
other state-of-the-art algorithms.
& 2016 Society of CAD/CAM Engineers. Publishing Services by Elsevier. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The design optimization of an engineering structure sub-
jected to dynamic behavior is a challenging area of study that
has been an active research area for many years. Thus,
structural optimization with frequency constraints has been
getting signiﬁcant attention in the past decades. The funda-
mental natural frequencies of an engineering structure are
extremely useful parameters to improve the dynamic behavior
of the structure [25,34]. Therefore, some appropriate limits on
the natural frequencies of the structure can help to avoid
resonance with the external excitations [21]. In addition,
engineering structures should be as light as possible, so as to
make them cost effective [15,31,45]. On the other hand, weight/10.1016/j.jcde.2016.02.003
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nder responsibility of Society of CAD/CAM Engineers.reduction conﬂicts with the frequency constraints and induces
difﬁculty in the structural optimization [44,47]. Therefore, an
efﬁcient optimization method is required to design the trusses
subjected to fundamental frequency constraints and continuous
efforts are put by the researchers in this direction.
Structural optimization can be broadly classiﬁed into two
categories: discrete structural optimization and continuum
structural optimization. Discrete structural optimization is also
known as truss optimization and having connectivity of ﬁnite
dimension parameters as variables (naturally discrete para-
meter system) and continuum structural optimization have ﬁeld
as a variable (discretized parameter system) [1,28,3,46,48].
The optimization of truss structure can be classiﬁed into three
categories: size optimization, shape optimization, and topology
optimization. Size optimization works to ﬁnd the optimal
element cross-sectional areas, whereas shape optimization
works to ﬁnd the optimal nodal positions of deﬁnite joints of
the truss structure. The effect of shape and size variables onier. This is an open access article under the CC BY-NC-ND license
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constraints is fairly unlike [9]. Therefore, simultaneous shape
and size optimization with multiple natural frequency con-
straints adds further complexity and often leads to divergence.
Several researchers have employed various methods towards
this end, yet this ﬁeld has not been completely addressed so
far. Bellagamba and Yang [4] introduced structural optimiza-
tion with frequency constraints and later several researchers
have been investigating further into this topic. Lin et al. [27]
used a bi-factor algorithm based on the Kuhn-Tucker cri-
teria. Grandhi and Venkayya [14] and Grandhi and Venkayya
[39] tested optimality criterion (OC) based on the differentia-
tion of the Lagrangian function. Wei et al. [40] introduced
niche genetic hybrid algorithm (NGHA) by hybridizing the
simplex search method and genetic algorithm (GA). Particle
swarm optimization (PSO) was tested by Gomes [13]. Kaveh
and Zolghadr [21] used charged system search (CSS) and
enhanced CSS. Wei et al. [41] used parallel GA. Kaveh and
Zolghadr [23] addressed hybridized CSS and big bang-big
crunch (CSS-BBBC) with trap recognition capability. Miguel
and Miguel [29] tested harmony search (HS) and ﬁreﬂy
algorithm (FA). Kaveh and Zolghadr [19] utilized democratic
PSO (DPSO). Kaveh and Zolghadr [20] compared the perfor-
mance of nine metaheuristics. Pholdee and Bureerat [34] tested
the comparative performance of 24 metaheuristics. Zuo et al.
[49] applied hybrid OC-GA. Khatibinia and Naseralavi [24]
presented orthogonal multi-gravitational search algorithm.
Kaveh and Mahdavi [17] introduced colliding-bodies optimi-
zation (CBO). On the other hand, structural optimization with
simultaneous static and dynamic constraints has been investi-
gated by very few researchers [16,22,30,42].
Cheng and Prayogo [7] proposed a very promising meta-
heuristic algorithm, called the symbiotic organisms search
(SOS) algorithm that is based on cooperating behavior among
organisms in the nature. The SOS algorithm mimics symbiotic
communication strategies that organisms use to stay alive in
the ecosystem. The SOS algorithm is a population-based
algorithm, where the organism of the ecosystem is considered
as a population. The SOS algorithm prerequisites only
common governing parameters such as population size and
maximum number of function evaluations for its operation
unlike the GA [49] requires mutation, crossover, selection rate,
etc., the PSO [19] algorithm needs inertia weight, social, and
cognitive parameters, and the HS [29] algorithm requires
harmony memory rate, pitch adjusting rate, and improvisation
rate [6]. However, the SOS algorithm does not require
algorithm-speciﬁc controlling parameters, which makes the
algorithm robust and generalize.
The SOS algorithm has been examined for constrained and
unconstrained benchmark engineering problems and has
proved to be a superior performer with other metaheuristics
[6,7]. Cheng et al. [6] proposed the discrete SOS algorithm to
optimize multiple-resources levelling problems. Capability of
the SOS algorithm in the ﬁeld of structural optimization is still
under research; however, Cheng and Prayogo [7] have
investigated the SOS algorithm for some structural optimiza-
tion problems. The SOS algorithm works on three phases viz.the mutualism phase, the commensalism phase, and the
parasitism phase. In the basic SOS algorithm, the beneﬁt
factor is decided through a heuristic step and it can be either
one or two, which means that the organism gets partial or
complete beneﬁts from the interaction. However, in real
practice, the organism may get beneﬁts in any proportion.
Moreover, Patel and Savsani [32,33] proposed a multi-
objective improved teaching–learning based optimization
(TLBO) algorithm with the use of adaptive control mechanism
(viz. adaptive teaching factor) in order to enhance its cap-
ability. Automatically driven teaching factors has been
improved the performance of the various algorithms in order
to set a good balance between exploration and exploitation of
the search space and to enhance the diversity of the population
[10,2,26,32,33,35,36,38,43]. Therefore, the beneﬁt factors
(AB1 and AB2) of the SOS algorithm are improved to adaptive
beneﬁt factors (ABF1 and ABF2), which automatically tunes
the value. This paper intends to investigate a good balance
between exploration and exploitation of the search space.
Therefore, we proposed three new versions of the basic SOS
algorithm by considering all possible combinations of BF1,
BF2, ABF1, and ABF2 in the basic SOS algorithm. It is also
observed from the literature that the SOS algorithm has not
been investigated for structural optimization with frequency
constraints so far. These motives encouraged us to propose
adaptability in the basic SOS algorithm and to investigate its
effect on structural optimization problems.
2. The symbiotic organisms search algorithm
The SOS algorithm, proposed by Cheng and Prayogo [7], is
a simple and powerful metaheuristic algorithm. The SOS
algorithm works on the cooperative behavior seen among
organisms in nature. Some organisms do not live alone
because they are interdependent on other species for survival
and food. The interdependency between two discrete species is
known as symbiotic. In this context, mutualism, commensal-
ism, and parasitism are the most common symbiotic relations
found in the nature. Interdependency between two different
species that results in mutual beneﬁt is called mutualism. A
relationship between two different species that offers beneﬁts
to only one of them (without the affecting other) is called
commensalism. Finally, a relationship between two different
species that offers beneﬁts to one and cause harm to the other
is called parasitism.
The SOS algorithm initiates with a randomly generated
population, where the system has ‘n’ number of organisms (i.e.
population size) in the ecosystem. In the next stage, the
population is updated in each generation ‘g’ by ‘the mutualism
phase’, ‘the commensalism phase’, and ‘the parasitism phase’
respectively. Moreover, the updated solution in the each phase
is accepted only if it has a better functional value. The course
of optimization is repeated until it satisﬁes the termination
criterion. In this optimization method, the better solution can
be achieved by the symbiotic relations between the current
solution and either of other random solution and the best
solution from the population.
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of the SOS algorithm is explained in the subsequent sections:
2.1. The mutualism phase
A relationship between two organisms of different species
results into individual beneﬁts of the symbiotic interaction is
called mutualism. The symbiotic interaction between the bee
and the ﬂower is a classic example of this phenomenon. Bees
ﬂy from one ﬂower to another and collect nectar that is
produced into honey. This activity also beneﬁts to result in the
formation of seeds as the bee acts as the vehicle by transferring
pollen for the plant. In this way, this symbiotic association
beneﬁts both individuals from the exchange. Therefore, this
relationship is called a mutually beneﬁcial symbiotic [7].
In this phase, the design vector (Xi) of the organism ‘i’ (i.e.
population) interacts with another design vector (Xk) of a
randomly selected organism ‘k’ of the ecosystem (where k a
i). The interaction between these organisms results in a
mutualistic relationship, which improves individual functional
values of the organisms in the ecosystem. Therefore, new
organisms are governed by a Mutual Vector (MV) and Beneﬁt
Factors (BF1 and BF2). The mutual vector (the average of two
organisms) signiﬁes the mutual connection between organisms
‘Xi’ and ‘Xk’ (Eq. (3)). The beneﬁt factors are decided by a
heuristic step and so it is decided randomly with equal
probability, either 1 or 2 ((Eqs. (4) and 5)). Therefore the
beneﬁt factors signify two conditions where organisms ‘Xi’ and
‘Xk’ beneﬁt partially or fully from the interaction respectively.
The organism with the best functional value is considered as
the best organism (Xbest) of the ecosystem. In this phase,
organisms ‘Xi’ and ‘Xk’ also interact with the best organism.
Therefore, this phase keeps a good balance between explora-
tion and exploitation of the search space. The organism is
updated only if its new functional value F X
0
i
 
orF X
0
k
  
is
better than existing. The mathematical formulations of the new
solutions are given in (Eqs. (1) and 2).
X
0
i ¼ Xiþrand  XbestMV  BF1ð Þ ð1Þ
X
0
k ¼ Xkþrand  XbestMV  BF2ð Þ ð2Þ
MV ¼ XiþXk
2
ð3Þ
BF1 ¼ 1þround rand½  ð4Þ
BF2 ¼ 1þround rand½  ð5Þ
where, i¼ 1; 2;…; n; k is a randomly selected population;
ka i; kA 1; 2;…; nð Þ; rand is a random number; randA 0; 1½ .
2.2. The commensalism phase
When a relationship established by an organism with
another organism of a different species results into beneﬁts
for this organism while having no inﬂuence on the other
organism, such symbiotic interaction is called commensalism.
The commensalism relationship between the remora ﬁsh andsharks is a classic example of this phenomenon [7]. The
remora ﬁsh rides shark to get food or other beneﬁts. On the
other hand, the shark is neither damaging nor beneﬁting from
the remora ﬁsh.
In this phase, the design vector (Xi) of the organism ‘i’ (i.e.
population) interacts with another design vector (Xk) of a
randomly selected organism ‘k’ of the ecosystem (where k a
i). The interaction between these organisms results in a
commensalism relationship, which improves the functional
value of the organism ‘i’. However, the organism ‘k’ has neither
beneﬁts nor loss from the relationship. Moreover, the organism
‘Xi’ also interacts with the best organism of the ecosystem. The
organism is updated only if its new functional value, F X
0
i
 
is
ﬁtter than existing. Therefore, this phase keeps a good
exploitation promising region near the best organism of the
search space and works to improve convergence speed of the
algorithm. The mathematical formulation of the new popula-
tion is given in Eq. (6).
X
0
i ¼ Xiþrandð1; 1Þ  ðXbestXkÞ ð6Þ
where, i¼ 1; 2;…; n; k is a randomly selected population;
ka i; kA 1; 2;…; nð Þ; rand is a random number in the range
[1, 1].
2.3. The parasitism phase
A relationship established by an organism with another
organism of a different species either beneﬁts or harms the other
organism, such symbiotic phenomenon is called parasitism. The
symbiotic interaction between the plasmodium parasite and the
anopheles mosquito is an example of this phenomenon. The
anopheles mosquito passes the plasmodium parasite between
human hosts. The parasite thrives and breeds inside the human
body; as a result the human host suffers disease. If the human host
is ﬁt capable of ﬁghting the parasite, he/she will develop immunity
against the parasite and the parasite will no longer be able to live
in that ecosystem; otherwise the human host may die. In this way,
this symbiotic association beneﬁts or harms other organism from
the exchange [7].
In this phase, the design vector (Xi) of the organism ‘i’ (i.e.
population) is assumed to be the anopheles mosquito. The
anopheles mosquito produces an artiﬁcial parasite called
Parasite_Vector. Parasite vector is produced by changing
values of some randomly selected design variables of the
organism ‘Xi’, the randomly selected design variables are
modiﬁed using a random generated number within its bounds.
Therefore, parasite vector is a fusion of design variables of the
organism ‘i’ and randomly generated design variables. The
design vector (Xk) of a randomly selected organism ‘k’ of the
ecosystem (where k a i) works as a human host to the
parasite vector. The interaction between these organisms
results in a parasitism relationship. If the parasite vector has
a better functional value than functional value of organism ‘k’,
the parasite will kill organism ‘k’ and acquire its position in the
ecosystem. If the functional value of organism ‘k’ is better,
organism ‘i’ will have immunity from the parasite and the
parasite will die. Therefore, the parasitism phase improves the
((
(
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vector is generated by a fusion of host design variables and
randomly generated variables. The highly random nature of the
phase allows search to jump into non-visited regions to escape
premature convergence, and also permits local search of visited
regions to improve convergence rate.
2.4. Modiﬁcations in the SOS algorithm
Tollo et al. [38] studied how adaptive control efﬁciently sets a
good balance between exploration and exploitation in a metaheur-
istic. Authors have stated based on experimental study that
adaptive strategies are better than ﬁxed search mechanisms, in
terms of solution quality and operators controlling. In this aspect,
many studies have been proposed by employing various adaptive
control strategies on various metaheuristics, yet this ﬁeld is not
totally explored. Likewise; Piotrowski [35] proposed an adaptive
memetic differential evolution by using the concept of global and
local mutation operators. Shan et al. [36] presented artiﬁcial bee
colony algorithm to improve the performance for numerical
optimization problems. Li and Yin [26] carried out a modiﬁed
cuckoo search algorithm by introducing an adaptive parameter
setting to enhance the diversity of the population. Baykasoğlu and
Ozsoydan [2] proposed an adaptive FA with adaptive move
mechanisms as well as self-adaptive parameters for mechanical
design optimization problems. Yi et al. [43] used an adaptive
differential evolution algorithm based on ﬁtness function value.
Many studies to develop adaptive algorithms for multi-objective
optimization are also addressed in the literature. Bingul [5] carried
out an adaptive GA with dynamic ﬁtness function for multi-
objective problems. Patel and Savsani [32,33] successfully
employed a multi-objective improved TLBO algorithm by
incorporating adaptive teaching factor. Dai et al. [10] used the
self-adaptive parameter setting based on variation of harmony
memory variance for harmony memory considering rate and pitch
adjusting rate in multi-objective HS algorithm. Different applica-
tions of adaptive control have proven their capabilities in single
and multi-objective problems in order to improve the conver-
gence, search ability, and the appropriate balance between
exploration and exploitation. On the other hand, the SOS
algorithm is a recently developed algorithm and it is always
interesting to investigate different modiﬁcation that can improve
the performance of the algorithm. Moreover, it is virtually not
possible to forecast the inﬂuence of the adaptive operators for
different real life applications [38]. These proﬁciencies and
prospects encouraged us to formulate an adaptive SOS algorithm
and to investigate its effect on challenging structural optimization
problems.
In the mutualism phase, the beneﬁt factors decide the effect
of the mutual vector. In the basic SOS algorithm, the decision
of the beneﬁt factors is a heuristic step and it can be either 1 or
2. This practice corresponds to the situation where organisms
‘Xi’ and ‘Xk’ beneﬁt partially or fully from the mutual vector.
Thus, during the course of optimization the organisms update
only with these two possibilities. Lower value of beneﬁt factor
allows ﬁne search in small steps, but causes slow convergence
and larger value of beneﬁt factor speeds up the search.Moreover, in an actual mutualism phenomenon these beneﬁt
factors may not always at its end state but varies in between
also. Patel and Savsani [32,33] used adaptive teaching factor,
which varies automatically during the search depending upon
the result of the learner (i.e. population) and the teacher (i.e.
best population). The authors had concluded that automatic
tuning of teaching factor improved the performance of the
TLBO algorithm in order to speed up the search procedures.
Considering this fact the beneﬁt factors (BF1 and BF2) are
modiﬁed to adaptive beneﬁt factors (ABF1 and ABF2) to
balance exploration and exploitation in an effective manner as
deﬁned by (Eqs. (7) and 8).
ABF1 ¼
F Xið Þ
F Xbestð Þ
if F Xbestð Þa0 ð7Þ
ABF2 ¼
F Xkð Þ
F Xbestð Þ
if F Xbestð Þa0 ð8Þ
Therefore, the value of the design variables may change to a
small extent or to a signiﬁcant extent as they are governed by
various factors. The large and small changes in the design
variables represent the exploration and exploitation of a search
space respectively. The ABF1 or ABF2 allows making
exploration capability stronger, when an organism (‘k’ or ‘i’)
is far from the best organism, whereas the ABF1 or ABF2 sets
a good exploitation capability, when an organism (‘k’ or ‘i’) is
near to the best organism. On the other hand, pure exploration
reduces the precision of the algorithm, whereas pure exploita-
tion moves the algorithm to a local optimal solution. There-
fore, the ability of an algorithm to ﬁnd a global optimal
solution depends on its ability to ﬁnd a good balance between
the exploitation and the exploration of the search space.
In order to investigate the effect of various beneﬁt factors
(i.e. BF1, BF2, ABF1, and ABF2) and ﬁnd a good balance
between exploration and exploitation of search space, different
variants of the SOS algorithm are formulated by combining
different beneﬁt factors as follows:
1) The SOS algorithm by incorporating ABF1 and BF2 called a
SOS-ABF1 algorithm
2) The SOS algorithm by incorporating BF1 and ABF2 called a
SOS-ABF2 algorithm and
3) The SOS algorithm by incorporating ABF1 and ABF2
called a SOS-ABF1&2 algorithm.
Therefore, the variants of the SOS algorithm aim to
effectively combine the robust and global search features of
adaptive beneﬁt factors and beneﬁt factors.
The proposed algorithms work in three phases such as ‘the
mutualism phase’, ‘the commensalism phase’, and ‘the parasit-
ism phase’. In addition, each phase is governed by a number of
generations and various factors. Schematic diagram of the SOS
algorithm and its variants is shown in Fig. 1. The ﬁgure
signiﬁes various stages of the proposed algorithms like
initialization, mutualism phase, commensalism phase, parasit-
ism phase, and termination criteria. Detailed steps of the SOS
algorithm and its variants are explained in Appendix A.
Fig. 1. Schematic diagram of the SOS algorithm and its variants.
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Fig. 2. Schematic diagram of the truss optimization problem.
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SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2 algorithms
with respect to the structural optimization problems.3. The formulation of the design problem
The aim of the structural optimization problem is to
minimize the truss weight by ﬁnding the optimal nodal
positions and optimal elemental cross-sectional areas such that
it satisﬁes multiple natural frequency constraints. Therefore,
the objective function is formulated for the structural weight by
neglecting the weight of lumped masses, whereas the nodal
coordinates and the element cross-sectional areas are the
design variables. The mathematical formulation corresponding
to the problem considered in this work is as follows:
Find;X ¼ A;Nf g;where A¼ A1;A2;…;Amf g and N ¼ N1;N2;…;Nnf g
ð9Þto minimize;Weight of truss;F Xð Þ ¼ Pm
i ¼ 1
AiρiLi
Subjected to:
g1 Xð Þ:f q f minq Z0
g2 Xð Þ:f r f maxr r0
g3 Xð Þ:Amini rAirAmaxi
g4 Xð Þ:Nminj rNjrNmaxj
where; i¼ 1; 2;…;m;j¼ 1; 2;…; n
where, Ai; ρi; and Li signify the cross-sectional area,
weight density, and length of the element ‘i’ respectively. Nj
presents nodal coordinate ðxj; yj; zjÞ of node ‘j’ of the truss.
f q and f r are ‘qth’ and ‘rth’ natural frequencies of the truss
respectively. The superscripts, ‘max’ and ‘min’ denote the
maximum and minimum allowable limits respectively. The
ﬁnite element method [37] is used as an analyzer to calculate
fundamental Eigen values [9,12] and the natural frequencies the
truss structures.
G.G. Tejani et al. / Journal of Computational Design and Engineering 3 (2016) 226–249232The penalty function approach is incorporated to handle
the frequency constraints. There is no penalty for no violation
of the constraints; otherwise, the penalty is considered as
follows [22].
Penalized F Xð Þ ¼
F Xð Þ; if no violation of constraint
F Xð Þ  Fpenalty; otherwise
(
ð10Þ
Fpenalty ¼ ð1þε1  ∁Þε2 ; ∁¼
X
∁qþ∁r
 
;
∁q ¼
1 jf q f
min
q j
f minq
; ∁r ¼
1 jf r f
max
r j
f maxr
 ð11ÞFig. 3. Test problems: (A) the 10-bar truss, (B) the 37-bar truss, (C)The parameters ε1 and ε2 are selected in view of the
constraint violation. In this study, values of ε1 and ε2 are set
as 3 by examining its effect and referring to the previous
studies. Schematic diagram of formulation of the truss
optimization problem is presented in Fig. 2.
4. Truss problems and discussions
In this section, six distinct and challenging trusses with 10,
37, 52, 72, 120, and 200 elements are shown in Figs. 3 and 4.
The problem is to do the shape and size optimization under
multiple natural frequency constraints. The performance of the
SOS algorithm and its variants (viz. SOS-ABF1, SOS-ABF2,
and SOS-ABF1&2) are investigated on all six truss problems.
The results obtained for the proposed algorithms are comparedthe 52-bar truss, (D) the 120-bar truss, and (E) the 200-bar truss.
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CS, etc. reported in the literature. All benchmark problems are
coded in MATLAB R2013a, and ﬁnite element model is coded
as per [11]. The results and discussions of the test problems are
explained in the subsequent sections:4.1. The 10-bar truss
The ﬁrst benchmark truss is presented in Fig. 3(A). This
truss has been examined by several researchers, including [40,
13,41,21,29,23,49]. The material properties, design variableFig. 4. Test problem: the 72-bar truss.
Table 1
Design considerations of the test problems.
The 10-bar truss The 37-bar truss The 72-b
Design variables Ai; i¼ 1; 2;…; 10 Ai; i¼ 1; 2;…; 14;
yj; j¼ 3; 5; 7; 9; 11
Gi; i¼ 1;
Frequency constraints f 1Z7Hz;
f 2Z15Hz;
f 3Z20Hz
f 1Z20Hz;
f 2Z40Hz;
f 3Z60Hz
f 1Z4H
f 3Z6H
Size variables AiA 0:645; 50½ cm2 AiA 1; 10½ cm2 AiA 0:6½
Shape variables – yjA 0:1; 3½ m –
Weight density ρ¼ 2770:0 kgm3 ρ¼ 7800 kgm3 ρ¼ 2770
Modules of elasticity E¼ 6:98 1010Pa E ¼ 2:1 1011Pa E¼ 6:98bounds, and natural frequency constraints are given in Table 1.
It can be seen from the table that size optimization with 10
continuous design variables is considered for this truss.
Moreover, a constant lumped mass of 454.0 kg is attached at
each of the free nodes (nodes 1–4) as presented in Fig. 3(A).
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms are investigated to test its effects on size and shape
optimization by considering a population size and FEmax as 20
and 4000 respectively. The results are obtained for 100
independent runs and the results obtained in these runs are
presented in Table 2. The result table highlights size variables,
best weight, mean weight, SD of weight, function evaluations
(FE), and frequency responses. The results show that the SOS,
SOS-ABF1, SOS-ABF2, and SOS-ABF1&2 algorithms offer
trusses with the best weight of 525.2789, 524.9274, 524.8289,
and 525.2702 kg respectively. The results show that the SOS
algorithm and its variants give better results as compared to the
other results reported in the literature with no violation of
constraints. Moreover, The SOS-ABF2 algorithm ranks ﬁrst
among the considered algorithms, whereas SOS-ABF1 stands
second. Therefore, the results of the SOS-ABF2 algorithm are
compared with the results of the other methods. The weight
beneﬁt for the SOS-ABF2 algorithm is 17.9211, 13.1511,
10.3111, 7.1211, 4.4211, 10.1611, 6.4511, 4.2611, 10.9011,
0.45, 0.0985, and 0.4413 kg as compared to those obtained
from the NHGA, PSO, NHPGA, CSS, enhanced CSS, HS, FA,
CSS-BBBC, hybrid OC-GA, SOS, SOS-ABF1, and SOS-
ABF1&2 algorithms respectively. Fig. 5 presents the relative
virtual effect of element cross-sectional areas on optimum truss
structures obtained using various approaches. It is observed
that the elements connected to the ﬁxed nodes have larger
cross-sectional areas. The ﬁgure also shows that the optimal
topologies obtained using the proposed metaheuristics are
lighter as compared to those obtained using other algorithms.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give mean weight as 531.4033, 528.6291,
528.5501, and 528.7075 kg respectively. Moreover, the SOS-
ABF2 algorithm gives best mean weight among the proposed
algorithms, whereas SOS-ABF1 stands second. The mean
weight beneﬁt for the SOS-ABF2 algorithm is 12.3399,
7.8399, 9.9799, 9.1299, 6.5199, 2.8532, 0.079, and
0.1574 kg as compared to those obtained from the PSO,ar truss The 52-bar truss The 120-bar truss The 200-bar truss
2;…; 16 Gi; i¼ 1; 2;…; 8;
zA; zB; zF ; xB; xF
Gi; i¼ 1; 2;…; 7 Gi; i¼ 1; 2;…; 29
z;
z
f 1r15:916Hz;
f 2Z28:648Hz
f 1Z9Hz;
f 2Z11Hz
f 1Z5Hz;
f 2Z10Hz;
f 3Z15Hz
45; 30cm2 AiA 1; 10½ cm2 AiA 1; 129:3½ cm2 AiA 0:1; 30½ cm2
72 m – –
kg
m3 ρ¼ 7800 kgm3 ρ¼ 7971:81 kgm3 ρ¼ 7860 kgm3
 1010Pa E¼ 2:1 1011Pa E¼ 2:1 1011Pa E¼ 2:1 1011Pa
Table 2
Optimal design parameters for the 10-bar truss
Element
no.
Wei et al.
[40]
Gomes
[13]
Wei at al.
[41]
Kaveh and Zolghadr
[21]
Miguel and Miguel
[29]
Kaveh and Zolghadr
[23]
Zuo et al.
[49]
Proposed work
NHGA PSO NHPGA CSS enhanced
CSS
HS FA CSS-BBBC hybrid OC-
GA
SOS SOS-
ABF1
SOS-
ABF2
SOS-
ABF1&2
1 42.234 37.712 36.630 38.811 39.569 34.282 36.198 35.274 37.284 35.3794 34.4523 35.3013 36.4206
2 18.555 9.959 13.043 9.0307 16.740 15.653 14.030 15.463 9.445 14.8826 14.9767 14.8119 14.3010
3 38.851 40.265 34.229 37.099 34.361 37.641 34.754 32.11 35.051 35.7321 36.1675 34.9522 34.1835
4 11.222 16.788 15.289 18.479 12.994 16.058 14.900 14.065 19.262 14.3069 14.6638 14.9436 15.5395
5 4.783 11.576 0.645 4.479 0.645 1.069 0.645 0.645 2.783 0.6450 0.6680 0.6450 0.6450
6 4.451 3.955 4.8472 4.205 4.802 4.740 4.672 4.880 5.450 4.7142 4.5484 4.5828 4.6247
7 21.049 25.308 22.140 20.842 26.182 22.505 23.467 24.046 19.041 24.1569 23.9613 23.5712 22.2793
8 20.949 21.613 27.983 23.023 21.260 24.603 25.508 24.340 27.939 23.6047 23.4914 23.5602 24.8589
9 10.257 11.576 15.034 13.763 11.766 12.867 12.707 13.343 14.950 12.1590 12.0449 11.9314 12.9163
10 14.342 11.186 10.216 11.414 11.392 12.099 12.351 13.543 10.361 12.0061 12.4632 13.0401 11.8151
Weight
(kg)
542.75 537.98 535.14 531.95 529.25 534.99 531.28 529.09 535.73 525.2789 524.9274 524.8289 525.2702
f 1 (Hz) 7.008 7.000 7.0003 7.000 7.000 7.0028 7.0002 7.000 7.0007 7.0005 7.0001 7.0003 7.0007
f 2 (Hz) 18.148 17.786 16.080 17.442 16.238 16.7429 16.1640 16.119 17.030 16.2484 16.2437 16.1997 16.2072
f 3 (Hz) 20.000 20.000 20.002 20.031 20.000 20.0548 20.0029 20.075 20.156 19.9999 20.0064 20.0022 19.9996
f 4 (Hz) 20.508 20.063 20.172 20.208 20.361 20.3351 20.0221 20.457 – 20.1949 20.0262 20.0495 20.1060
f 5 (Hz) 27.797 27.776 27.120 28.261 28.121 28.5232 28.5428 29.149 – 28.5019 28.4649 28.4036 28.3134
f 6 (Hz) 31.281 30.939 30.336 31.139 28.610 29.2911 28.9220 29.761 – 28.6927 28.8953 29.2160 29.1801
f 7 (Hz) 48.304 47.297 48.199 47.704 48.390 49.0342 48.3538 47.950 – 48.6629 48.6758 48.6475 48.7240
f 8 (Hz) 53.306 52.286 50.706 52.420 52.291 51.7451 50.8004 51.215 – 51.0562 51.1649 51.1794 51.2389
FE – 2000 – 4000 4000 20000 5000 4000 8000 4000 4000 4000 4000
Mean – 540.89 – 536.39 538.53 537.68 535.07 – – 531.4033 528.6291 528.5501 528.7075
SD 4.864 6.84 – 3.32 5.97 2.49 3.64 – – 4.2243 3.4999 2.9827 2.8779
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Fig. 5. Optimized geometries of the 10-bar truss.
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ABF1&2 algorithms respectively. The results show that the
SOS algorithm and its variants give better mean weight as
compared to similar results reported in the literature. More-
over, it is also observed that the SOS-ABF2 algorithm gives
best mean weight among the considered algorithms.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD of weight as 4.2243, 3.4999, 2.9827, and
2.8779 respectively. It can be seen from the results that that the
SOS-ABF1&2 algorithm gives best result as SD of weight
among the proposed algorithms, whereas SOS-ABF2 stands
second. The SD beneﬁt for the SOS-ABF1&2 algorithm is
1.9861, 3.9621, 0.4421, 3.0921, 0.7621, 1.3464, 0.622, and
0.1048 as compared to those obtained from the NHGA, PSO,
CSS, enhanced CSS, FA, SOS, SOS-ABF1, and SOS-
ABF1&2 algorithms respectively. However, the HS algorithm
stands ﬁrst in view of SD of weight. Moreover, it should be
noticed that maximum number of FE used in the proposed
algorithms is fairly small as compared to the HS, FA, andhybrid OC-GA algorithms. This study indicates that the results
of the SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms are more reliable and proﬁcient as compared to
the other results reported in the literature. Moreover, it is found
from the results that the SOS-ABF1, SOS-ABF2, and SOS-
ABF1&2 algorithms are more efﬁcient than the SOS algo-
rithm, whereas the SOS-ABF2 algorithm stands ﬁrst among
the considered algorithms.
4.2. The 37-bar truss
The initial layout of the second benchmark truss, simply
supported bridge, is depicted in Fig. 3(B). Wang et al. [39] ﬁrst
optimized this truss and later it was investigated by many
researchers [13,40,41,21,29,17,19]. Table 1 presents the mate-
rial properties, design variable bounds, and constraints for this
problem. A constant lumped mass of 10 kg is attached at each
of the free nodes of the lower chord. The lower chord elements
of the truss are presumed with ﬁxed rectangular cross-section
Table 3
Optimal design parameters for the 37-bar truss.
Variable Wang et
al. [39]
Wei et
al. [40]
Gomes [13] Wei at
al. [41]
Kaveh and
Zolghadr [21]
Miguel and
Miguel [29]
Kaveh and
Mahdavi [17]
Kaveh and
Zolghadr [19]
Proposed work
OC GA PSO NHPGA CSS enhanced
CSS
HS FA CBO DPSO SOS SOS-
ABF1
SOS-
ABF2
SOS-
ABF1&2
y3,y19 1.2086 1.1998 0.9637 1.09693 0.8726 1.0289 0.8415 0.9392 0.9562 0.9482 0.9598 0.9168 0.9413 0.9060
y5,y17 1.5788 1.6553 1.3978 1.45558 1.2129 1.3868 1.2409 1.3270 1.3236 1.3439 1.3867 1.2980 1.3393 1.2665
y7,y15 1.6719 1.9652 1.5929 1.59539 1.3826 1.5893 1.4464 1.5063 1.5037 1.5043 1.5698 1.4777 1.5434 1.4834
y9,y13 1.7703 2.0737 1.8812 1.76551 1.4706 1.6405 1.5334 1.6086 1.6318 1.6350 1.6687 1.6046 1.6744 1.6004
y11 1.8502 2.3050 2.0856 1.87413 1.5683 1.6835 1.5971 1.6679 1.6987 1.7182 1.7203 1.6596 1.7571 1.6397
A1,A27 3.2508 2.8932 2.6797 2.62463 2.9082 3.4484 3.2031 2.9838 2.7472 2.6208 2.9038 2.8448 2.9344 3.3609
A2,A26 1.2364 1.1201 1.1568 1.0000 1.0212 1.5045 1.1107 1.1098 1.0132 1.0397 1.0163 1.0785 1.0256 1.0203
A3,A24 1.0000 1.0000 2.3476 1.00176 1.0363 1.0039 1.1871 1.0091 1.0052 1.0464 1.0033 1.0000 1.0095 1.0169
A4,A25 2.5386 1.8655 1.7182 2.07586 3.9147 2.5533 3.3281 2.5955 2.5054 2.7163 3.1940 2.8906 2.5838 2.6772
A5,A23 1.3714 1.5962 1.2751 1.22071 1.0025 1.0868 1.4057 1.2610 1.1809 1.0252 1.0109 1.0335 1.1569 1.0166
A6,A21 1.3681 1.2642 1.4819 1.48922 1.2167 1.3382 1.0883 1.1975 1.2603 1.5081 1.5877 1.2119 1.2548 1.2244
A7,A22 2.4290 1.8254 4.6850 2.30847 2.7146 3.1626 2.1881 2.4264 2.7090 2.3750 2.4104 3.1886 2.5104 2.7056
A8,A20 1.6522 2.0009 1.1246 1.43236 1.2663 2.2664 1.2223 1.3588 1.4023 1.4498 1.3864 1.3435 1.4626 1.5535
A9,A18 1.8257 1.9526 2.1214 1.64678 1.8006 1.2668 1.7033 1.4771 1.4661 1.4499 1.6276 1.7247 1.5245 1.4833
A10,A27 2.3022 1.9705 3.8600 2.87072 4.0274 1.7518 3.1885 2.5648 2.6107 2.5327 2.3594 2.6980 2.4586 2.4032
A11,A17 1.3103 1.8294 2.9817 1.50405 1.3364 2.7789 1.0100 1.1295 1.1764 1.2358 1.0293 1.1401 1.1888 1.0000
A12,A15 1.4067 1.2358 1.2021 1.31328 1.0548 1.4209 1.4074 1.3199 1.3767 1.3528 1.3721 1.2840 1.3765 1.4982
A13,A16 2.1896 1.4049 1.2563 2.32277 2.8116 1.0100 2.8499 2.9217 2.6809 2.9144 2.0673 2.3044 2.2341 2.7480
A14 1.0000 1.0000 3.3276 1.04258 1.1702 2.2919 1.0269 1.0004 1.0064 1.0085 1.0000 1.0000 1.0007 1.0072
Weight
(kg)
366.50 368.84 377.20 363.032 362.84 362.38 361.50 360.05 359.9239 360.40 360.8658 360.4260 359.9050 360.5007
f1 (Hz) 20.0850 20.0013 20.0001 20.0819 20.0000 20.0028 20.0037 20.0024 20.0031 20.0194 20.0366 20.0230 20.0052 20.0023
f2 (Hz) 42.0743 40.0305 40.0003 40.0961 40.0693 40.0155 40.0050 40.0019 40.0060 40.0113 40.0007 40.0394 40.0048 40.0363
f3 (Hz) 62.9383 60.0000 60.0001 60.0321 60.6982 61.2798 60.0082 60.0043 60.0033 60.0082 60.0138 60.0339 60.0077 60.0065
f4 (Hz) 74.4539 73.0444 73.0440 73.4648 75.7339 78.1100 77.9753 77.2153 76.9113 76.9896 76.3775 75.6600 76.7479 76.7130
f5 (Hz) 90.0576 89.8244 89.8240 88.7942 97.6137 98.4100 99.2564 96.9900 96.3922 97.2222 95.8782 97.0480 96.9927 96.6353
FE – – 12500 – 4000 4000 20000 5000 6000 6000 4000 4000 4000 4000
Mean – – 381.2 – 366.77 365.75 362.04 360.37 360.4463 362.21 364.8521 363.3662 363.0816 363.6336
SD – 9.0325 4.26 – 3.742 3.461 0.52 0.26 0.35655 1.68 2.9650 2.1704 1.8304 2.0771
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into 14 groups by considering structure symmetry about the
middle vertical plane. Nodes on the upper chords (shape
variables) can move vertically in view of structural symmetry
about the middle vertical plane, whereas the lower chord nodes
are ﬁxed. Therefore, this problem has 14 size variables and
5 shape variables.
In this study, the SOS, SOS-ABF1, SOS-ABF2, and SOS-
ABF1&2 algorithms are tested by considering population size
and FEmax as 20 and 4000 respectively. The results obtained for
100 independent runs are presented in Table 3. The results
signify the shape variables, size variables, best weight, mean
weight, SD of weight, FE and frequency responses. It can be
seen from the results that the SOS, SOS-ABF1, SOS-ABF2, and
SOS-ABF1&2 algorithms give the best weight without violation
of constraints as 360.8658, 360.4260, 359.9050, and
360.5007 kg respectively. The results show that the SOS-ABF2
algorithm gives better results as compared to similar results
reported in the literature. The weight beneﬁt for the SOS-ABF2
algorithm is 6.595, 8.935, 17.295, 3.127, 2.935, 2.475, 1.595,
0.145, 0.0189, 0.495, 0.9608, 0.521, and 0.5957 kg as compared
to those obtained from the OC, GA, PSO, NHPGA, CSS,
enhanced CSS, HS, FA, CBO, DPSO, SOS, SOS-ABF1, and
SOS-ABF1&2 algorithms respectively. Fig. 6 displays the
relative virtual effect of element cross-sectional areas and nodal
positions of the optimal trusses obtained using various
approaches. It should be noted that elements connected to the
top nodes of the trusses have larger cross-sectional areas, whereas
the lower chord elements are of ﬁxed and smaller cross-sectional
areas. The ﬁgure also demonstrates that the trusses obtained
using the proposed approaches are light and compact as
compared to those obtained using other methods.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give mean weight as 364.8521, 363.3662,
363.0816, and 363.6336 kg respectively. The SOS-ABF2
algorithm gives best mean weight among the proposed
algorithms, whereas the SOS-ABF1 stands second. The mean
weight beneﬁt for the SOS-ABF2 algorithm is 18.1184,
3.6884, 2.6684, 1.7705, 0.2846, 0.552 kg as compared to
those obtained from the PSO, CSS, enhanced CSS, SOS, SOS-
ABF1, and SOS-ABF1&2 algorithms respectively. However,
the HS, FA, CBO, and DPSO algorithms give better results in
terms of mean weight. Moreover, it is observed that maximum
number of FE used in the proposed algorithms is fairly small
as compared to the PSO, HS, FA, CBO, and DPSO algorithms.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD of weight as 2.9650, 2.1704, 1.8304, and
2.0771 respectively. It can be seen from the results that that the
SOS-ABF2 algorithm gives best result as SD of weight among
the proposed algorithms. The SD beneﬁt for the SOS-ABF2
algorithm is 7.2021, 2.4296, 1.9116, 1.6306, 1.1346, 0.34, and
0.2467 as compared to those obtained from the GA, PSO,
CSS, enhanced CSS, SOS, SOS-ABF1, and SOS-ABF1&2
algorithms respectively. However, the HS, FA, CBO, and
DPSO algorithms give better results in terms of SD, however
the maximum number of FE used in the proposed algorithms is
fairly small as discussed earlier. The study shows that theresults of the SOS, SOS-ABF1, SOS-ABF2, and SOS-
ABF1&2 algorithms are comparable to the results of the other
considered methods. Moreover, it is observed that the SOS-
ABF1, SOS-ABF2 and SOS-ABF1&2 algorithms are more
efﬁcient than the SOS algorithm, whereas the SOS-ABF2
algorithm gives better results as compared to the others
algorithms.
4.3. The 72-bar truss
Fig. 4 presents the third benchmark truss. This truss was
investigated by Kaveh and Zolghadr [21], Kaveh and Zolghadr
[23], and Kaveh and Mahdavi [17] as a large-scale, size
optimization problem. The material properties, design vari-
ables, and constraints are summarized in Table 1. This truss is
grouped into 16 groups of elements by considering structural
symmetry similar to the previous study. The constant lumped
mass of 2770 kg is attached at each of the top nodes (nodes 1–
4) as shown in Fig. 4.
In this problem, the proposed algorithms are tested by
considering population size and FEmax as 20 and 4000
respectively. As can be seen from Table 4, the best weight
achieved by the SOS, SOS-ABF1, SOS-ABF2, and SOS-
ABF1&2 algorithms are 325.5585, 325.086, 324.6897, and
325.2317 kg respectively. The results show that the SOS
algorithm and its variants give better results as compared to
similar results reported in the literature (except results of the
CBO algorithm). However, it observed that maximum number
of FE used by the CBO algorithms is 50 % higher as compared
to the other algorithms. Moreover, The SOS-ABF2 algorithm
ranks ﬁrst among the considered metaheuristics, whereas the
SOS-ABF1 algorithm ranks second. Therefore, we compared
the results of the SOS-ABF2 algorithm with the results of the
other metaheuristics. The results signify that the weight beneﬁt
for the SOS-ABF2 algorithm is 4.1243, 3.7033, 2.8173,
0.0655, 0.8688, 0.3963, and 0.542 kg compared to those
obtained from the CSS, enhanced CSS, CSS-BBBC, CBO,
SOS, SOS-ABF1, and SOS-ABF1&2 algorithms respectively.
The results signify that the SOS, SOS-ABF1, SOS-ABF2,
and SOS-ABF1&2 algorithms give mean weight as 331.1228,
328.6582, 328.4621, and 334.9979 kg respectively. The results
indicate that the SOS algorithm and its variants reported better
mean weight than other algorithms reported in the literature
except the results of the CBO algorithm. However, maximum
number of FE used in the proposed algorithms is fairly small
as compared to the CBO algorithm. The result also signiﬁes
that the SOS-ABF2 algorithm ranks ﬁst to provide mean
weight. The mean weight beneﬁt for the SOS-ABF2 algorithm
is 9.2379, 7.3079, 1.9533, 2.6607, 0.1961, and 6.5358 kg as
compared to the CSS, enhanced CSS, CBO, SOS, SOS-ABF1,
and SOS-ABF1&2 algorithms respectively.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD of weight as 4.2278, 2.7948, 2.4600, and
6.0566 respectively. It can be seen from the results that that the
SOS-ABF2 algorithm gives best result as SD of weight among
the proposed algorithms, whereas SOS-ABF1 stands second.
The SD beneﬁt for the SOS-ABF2 algorithm is 2.96. 4.74,
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obtained from the CSS, enhanced CSS, CBO, SOS, SOS-
ABF1, and SOS-ABF1&2 algorithms respectively. This study
indicates that the results of the SOS, SOS-ABF1, and SOS-
ABF2 algorithms are more reliable and proﬁcient as compared
to the results of the other metaheuristics. Moreover, it is
observable that the results of the SOS-ABF1&2 algorithms are
less efﬁcient than the results of the SOS algorithm, and the
SOS-ABF2 algorithm stands ﬁrst among the considered
methods.
4.4. The 52-bar truss
The dome truss is selected as the fourth benchmark problem,
shown in Fig. 3(C). This problem was ﬁrst studied in [27] and
followed in [40,13,21,29,23,19] for simultaneous shape andFig. 6. Optimized geometrsize optimization. Table 1 illustrations the material properties,
design variable bounds, and constraints. A constant lumped
mass of 50 kg is attached at each of the free nodes. The
elements are linked into 8 groups by considering symmetry
about the z-axis, whereas the free nodes can shift 72 m in
each direction of the vertical plane to keep the dome
symmetric.
In this study, the SOS algorithm and its variants are used by
considering population size and FEmax as 20 and 4000
respectively. Table 5 compares the results of the proposed
algorithms with other optimization methods. The results
indicate that the SOS, SOS-ABF1, SOS-ABF2, and SOS-
ABF1&2 algorithms proposes trusses with the optimum
weight of 195.4969, 194.8089, 195.1730, and 198.2630 kg
respectively. The SOS-ABF1 and SOS-ABF2 algorithms rank
ﬁrst and second among the considered metaheuristicsies of the 37-bar truss.
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is 103.1911, 41.2371, 33.5721, 10.4281, 2.5281, 20.1311,
2.7211, 2.5001, 0.5421, 0.688, 0.3641, and 3.4541 kg com-
pared to those obtained from the bi-factor algorithm, NGHA,
PSO, CSS, enhanced CSS, HS, FA, CSS-BBBC, DPSO, SOS,
SOS-ABF2, and SOS-ABF1&2 algorithms respectively. Fig. 7
presents the relative virtual effect of element cross-sectional
areas and nodal positions of the optimal dome trusses obtained
using different methods. It is noticed from the ﬁgure that the
optimum distribution of elemental cross-sectional areas and
nodal positions contributes to reducing the weight of the truss
structure. The ﬁgure also shows that the trusses obtained using
the enhanced CSS, FA, CSS-CBBBC, DPSO, SOS, SOS-
ABF2, and SOS-ABF2 are light and compact as compared to
those obtained using other methods.
The results signify that the SOS, SOS-ABF1, SOS-ABF2,
and SOS-ABF1&2 algorithms give mean weight as 214.6676,
210.7033, 211.5683, and 224.5050 kg respectively. The results
indicate that the SOS-ABF1 algorithm gives better mean
weight as compared to other algorithms reported in the
literature except the results of the enhanced CSS and DPSO
algorithms. However, maximum number of FE used in the
proposed algorithms is fairly small as compared to the PSO,
HS, FA, and DPSO algorithms. The mean weight beneﬁt for
the SOS-ABF1 algorithm is 23.5967, 2.3977, 19.1767, 2.0967,
3.9643, 0.865, and 13.8017 kg as compared to those obtained
from the PSO, CSS, enhanced CSS, HS, FA, CSS-BBBC,
DPSO, SOS, SOS-ABF2, and SOS-ABF1&2 algorithms
respectively.Table 4
Optimal design parameters for the 72-bar truss.
Element no. Kaveh and Zolghadr [21] Kaveh and Zolghadr [23] Kaveh
CSS enhanced CSS CSS-BBBC CBO
1–4 2.528 2.522 2.854 3.3699
5–12 8.704 9.109 8.301 7.3428
13–16 0.645 0.648 0.645 0.6468
17–18 0.645 0.645 0.645 0.6457
19–22 8.283 7.946 8.202 8.0056
23–30 7.888 7.703 7.043 8.0185
31–34 0.645 0.647 0.645 0.6458
35–36 0.645 0.6456 0.645 0.6457
37–40 14.666 13.465 16.328 12.458
41–48 6.793 8.250 8.299 8.1211
49–52 0.645 0.645 0.645 0.6460
53–54 0.645 0.646 0.645 0.6459
55–58 16.464 18.368 15.048 17.363
59–66 8.809 7.053 8.268 8.3371
67–70 0.645 0.645 0.645 0.6460
71–72 0.645 0.646 0.645 0.6476
Weight (kg) 328.814 328.393 327.507 324.755
f1 (Hz) 4.000 4.000 4.000 4.0000
f2 (Hz) 4.000 4.000 4.000 4.0000
f3 (Hz) 6.006 6.004 6.004 6.0000
f4 (Hz) 6.210 6.155 6.2491 6.2541
f5 (Hz) 6.684 8.390 8.9726 9.0433
FE 4000 4000 4000 6000
Mean 337.70 335.77 – 330.41
SD 5.42 7.20 – 7.7063The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD as 15.1499, 11.8339, 12.7871, and
17.8552 respectively. It can be seen from the results that that
the SOS-ABF1 algorithm gives best result as SD of weight
among the proposed algorithms, whereas SOS-ABF2 stands
second. The SD beneﬁt for the SOS-ABF1 algorithm is
25.6281, 0.6061, 6.1461, 2.0161, 3.316, 0.9532, and 6.0213
as compared to those obtained from the NGHA, HS, FA,
DPSO, SOS, SOS-ABF2, and SOS-ABF1&2 algorithms
respectively. This study indicates that the results of the SOS,
SOS-ABF1, and SOS-ABF2 algorithms are more reliable and
proﬁcient as compared to the results of the other considered
metaheuristics. Moreover, it is evident that the results of the
SOS-ABF1&2 algorithms are less efﬁcient than the results of
the SOS algorithm. Moreover the SOS-ABF1 algorithm per-
forms more efﬁciently among the considered metaheuristics.
4.5. The 120-bar truss
Fig. 3(D) presents the ﬁfth benchmark. This 3-D dome truss
was ﬁrst optimized in [23] and followed in [17,,19] for size
optimization. The material properties, design variable bounds,
and constraints are tabulated in Table 1. A constant lumped
mass is attached as 3000 kg at node 1, 500 kg at nodes 2 to 13,
and 100 kg at the rest of the free nodes. The elements are
clustered into 7 groups by considering symmetry about the z-
axis.
In this test, the proposed algorithms are used population size
and FEmax as 20 and 4000 respectively. Table 6 presents theand Mahdavi [17] Proposed work
SOS SOS-ABF1 SOS-ABF2 SOS-ABF1&2
3.6957 4.1820 3.6273 3.8745
7.1779 7.8990 7.9416 7.6185
0.6450 0.6450 0.6460 0.6450
0.6569 0.6450 0.6450 0.6957
7.7017 8.0149 7.5653 8.4112
7.9509 8.1772 8.0171 7.7833
0.6450 0.6450 0.6714 0.6450
0.6450 0.6450 0.6450 0.6450
5 12.3994 12.4516 13.4781 12.0976
8.6121 7.7290 7.6531 7.7086
0.6450 0.6525 0.6450 0.6450
0.6450 0.6450 0.6450 0.6450
6 17.4827 16.8203 16.6583 16.9516
8.1502 7.9846 8.1609 8.7289
0.6740 0.6742 0.6450 0.6450
0.6550 0.6450 0.6450 0.6450
2 325.5585 325.086 324.6897 325.2317
4.0023 4.0045 4.0013 4.0016
4.0023 4.0045 4.0013 4.0016
6.0020 6.0019 6.0002 6.0003
6.2926 6.3092 6.2750 6.4224
9.0631 9.1907 9.1536 9.1163
4000 4000 4000 4000
54 331.1228 328.6582 328.4621 334.9979
4.2278 2.7948 2.4600 6.0566
Table 5
Optimal design parameters for the 52-bar truss.
Design
variable
Lin et al. [27] Wei et
al. [40]
Gomes [13] Kaveh and
Zolghadr [21]
Miguel and
Miguel [29]
Kaveh and
Zolghadr [23]
Kaveh and
Zolghadr [19]
Proposed work
bi-factor
algorithm
NGHA PSO CSS enhanced
CSS
HS FA CSS-BBBC DPSO SOS SOS-
ABF1
SOS-
ABF2
SOS-
ABF1&2
zA 4.3201 5.8851 5.5344 5.2716 6.1590 4.7374 6.4332 5.331 6.1123 5.7624 5.9650 6.0120 5.8950
xB 1.3153 1.7623 2.0885 1.5909 2.2609 1.5643 2.2208 2.134 2.2343 2.3239 2.3240 2.4250 2.4237
zB 4.1740 4.4091 3.9283 3.7093 3.9154 3.7413 3.9202 3.719 3.8321 3.7379 3.7002 3.7000 3.7030
xF 2.9169 3.4406 4.0255 3.5595 4.0836 3.4882 4.0296 3.935 4.0316 3.9842 3.9636 4.0201 3.9926
zF 3.2676 3.1874 2.4575 2.5757 2.5106 2.6274 2.5200 2.500 2.5036 2.5121 2.5000 2.5000 2.5000
1–4 1.00 1.0000 0.3696 1.0464 1.0335 1.0085 1.0050 1.0000 1.0001 1.0988 1.0000 1.0000 1.0000
5–8 1.33 2.1417 4.1912 1.7295 1.0960 1.4999 1.3823 1.3056 1.1397 1.0031 1.1797 1.0000 1.0000
9–16 1.58 1.4858 1.5123 1.6507 1.2449 1.3948 1.2295 1.4230 1.2263 1.1956 1.2109 1.1280 1.0000
17–20 1.00 1.4018 1.5620 1.5059 1.2358 1.3462 1.2662 1.3851 1.3335 1.4563 1.4800 1.4466 1.5759
21–28 1.71 1.911 1.9154 1.7210 1.4078 1.6776 1.4478 1.4226 1.4161 1.3773 1.3977 1.4298 1.4046
29–36 1.54 1.0109 1.1315 1.0020 1.0022 1.3704 1.0000 1.0000 1.0001 1.0055 1.0229 1.0032 1.0000
37–44 2.65 1.4693 1.8233 1.7415 1.6024 1.4137 1.5728 1.5562 1.5750 1.7397 1.6747 1.7686 1.6494
45–52 2.87 2.1411 1.0904 1.2555 1.4596 1.9378 1.4153 1.4485 1.4357 1.3084 1.3033 1.2770 1.5664
Weight (kg) 298.0 236.046 228.381 205.237 197.337 214.94 197.53 197.309 195.351 195.4969 194.8089 195.1730 198.2630
f1 (Hz) 15.22 12.81 12.751 9.246 11.849 12.2222 11.3119 12.987 11.315 12.7144 11.8992 12.2594 12.8140
f2 (Hz) 29.28 28.65 28.649 28.648 28.649 28.6577 28.6529 28.648 28.648 28.6540 28.6478 28.6576 28.7301
f3 (Hz) 29.28 28.65 28.649 28.699 28.659 28.6577 28.6529 28.679 28.648 28.6540 28.6478 28.6576 28.7301
f4 (Hz) 31.68 29.54 28.803 28.735 28.718 28.6618 28.8030 28.713 28.650 28.6674 29.0535 28.8348 28.9374
f5 (Hz) 33.15 30.24 29.230 29.223 29.192 30.0997 28.8030 30.262 28.688 29.5688 29.1267 28.8348 29.0965
FE – – 11270 4000 4000 20000 10000 4000 6000 4000 4000 4000 4000
Mean – – 234.3 213.101 205.617 229.88 212.80 – 198.71 214.6676 210.7033 211.5683 224.5050
SD – 37.462 5.22 7.391 6.924 12.44 17.98 – 13.85 15.1499 11.8339 12.7871 17.8552
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Fig. 7. Optimized geometries of the 52-bar truss.
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Table 6
Optimal design parameters for the 120-bar truss.
Group no. Kaveh and Zolghadr [23] Kaveh and Mahdavi [17] Kaveh and Zolghadr [19] Proposed work
CSS CSS-BBBC CBO PSO DPSO SOS SOS-ABF1 SOS-ABF2 SOS-ABF1&2
G1 21.710 17.478 19.6917 23.494 19.607 19.5203 19.5449 19.5715 19.3806
G2 40.862 49.076 41.1421 32.976 41.290 40.8482 40.9483 39.8327 40.4230
G3 9.048 12.365 11.1550 11.492 11.136 10.3225 10.4482 10.5879 11.1095
G4 19.673 21.979 21.3207 24.839 21.025 20.9277 21.0465 21.2194 21.2086
G5 8.336 11.190 9.8330 9.964 10.060 9.6554 9.5043 10.0571 9.9200
G6 16.120 12.590 12.8520 12.039 12.758 12.1127 11.9362 11.8322 11.3161
G7 18.976 13.585 15.1602 14.249 15.414 15.0313 14.9424 14.7503 14.7820
Weight (kg) 9204.51 9046.34 8889.1303 9171.93 8890.48 8713.3030 8712.1100 8710.3300 8716.9470
f1 (Hz) 9.002 9.000 9.0000 9.0000 9.0001 9.0009 9.0011 9.0006 9.0012
f2 (Hz) 11.002 11.007 11.0000 11.0000 11.0007 11.0005 11.0003 11.0002 11.0023
f3 (Hz) 11.006 11.018 11.0000 11.0052 11.0053 11.0005 11.0003 11.0010 11.0023
f4 (Hz) 11.015 11.026 11.0096 11.0134 11.0129 11.0046 11.0015 11.0010 11.0056
f5 (Hz) 11.045 11.048 11.0494 11.0428 11.0471 11.0714 11.0674 11.0679 11.0720
FE 4000 4000 6000 6000 6000 4000 4000 4000 4000
Mean – – 8891.2540 9251.84 8895.99 8735.3452 8727.4267 8725.3075 8790.6961
SD – – 1.7926 89.38 4.26 17.9011 16.5503 10.6402 55.7294
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optimization methods. The results indicate that the SOS,
SOS-ABF1, SOS-ABF2, and SOS-ABF1&2 algorithms give
the trusses with the best weight of 8713.3030, 8712.1100,
8710.3300, and 8716.9470 kg respectively. The results show
that the SOS algorithm and its variants give better results as
compared to similar results reported in the literature without
violation of constraints. Moreover, The SOS-ABF2 algorithm
ranks ﬁrst among the considered metaheuristics, whereas the
SOS-ABF1 algorithm stands second. The SOS-ABF2 algo-
rithm gives weight beneﬁt as 494.18, 336.01, 178.8003, 461.6,
180.15, 2.973, 1.78, and 6.617 kg compared to those obtained
from the CSS, CSS-BBBC, CBO, PSO, DPSO, SOS, SOS-
ABF1, and SOS-ABF1&2 algorithms respectively. Fig. 8
shows the relative virtual effect of element cross-sectional
areas the optimal dome trusses obtained using different
approaches. It is observed that the elements neighboring the
top of the dome have larger cross-sectional areas, and the
optimum distribution of elemental cross-sectional areas con-
tributes to reducing the weight of the truss structure. The CSS,
CBO, and DPSO algorithms give nearly similar trusses,
whereas the trusses obtained using the SOS, SOS-ABF1,
SOS-ABF2, and SOS-ABF1&2 set nearly identical trusses.
The ﬁgure also shows that the dome trusses obtained using the
proposed methods are lighter as compared to those obtained
using other methods.
Mean weight for the SOS, SOS-ABF1, SOS-ABF2, and
SOS-ABF1&2 algorithms are of 8735.3452, 8727.4267,
8725.3075, and 8790.6961 kg respectively. Moreover, the
SOS-ABF2 algorithm gives best mean weight among the
proposed algorithms, whereas the SOS-ABF1 stands second.
The mean weight beneﬁt for the SOS-ABF2 algorithm is
165.9465, 526.5325, 170.6825, 10.0377, 2.1192, and
65.3886 kg as compared to those obtained from the CBO,
PSO, DPSO, SOS, SOS-ABF1, and SOS-ABF1&2 algorithms
respectively. It is seen clearly that the SOS algorithm and itsvariants give better mean weight as compared to similar results
reported in the literature, whereas the SOS-ABF2 algorithm
gives best mean weight among the proposed algorithms.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD of weight as 17.9011, 16.5503, 10.6402,
and 55.7294 respectively. It can be seen from the results that
that the SOS-ABF2 algorithm gives better result as SD of
weight among the proposed algorithms. The CBO and DPSO
algorithm stands ﬁrst and second respectively in terms of SD
of weight. Moreover, it is noticed that maximum number of FE
used in the proposed algorithms is fairly small as compared to
the CBO, PSO, and DPSO algorithms. This study indicates
that the results of the SOS, SOS-ABF1, and SOS-ABF2
algorithms are more reliable and proﬁcient as compared to
the results of the literature. Moreover, it is observed that the
results of the SOS-ABF1&2 algorithms are less efﬁcient as
compared to the results of the SOS algorithm Moreover, the
SOS-ABF2 algorithm performs better among the considered
metaheuristics.
4.6. The 200-bar truss
The sixth benchmark truss, illustrated in Fig. 3(E), is
considered as a large-scale, size optimization problem. This
problem was optimized in [23,,18]. Table 1 presents the
material properties, design variable bounds, and constraints
for this problem. A constant lumped mass of 100 kg is attached
at each of the upper nodes (nodes 1–5), whereas all elements
are grouped into 29 groups by considering geometrical
symmetry.
In this problem, the SOS algorithms and its variants are
considered with population size and FEmax as 20 and 10,000
respectively. Table 7 presents the results obtained by the
proposed algorithms and those of the previously reported in the
literature. The best weights for the SOS, SOS-ABF1, SOS-
ABF2, and SOS-ABF1&2 algorithms are 2180.3210,
Fig. 8. Optimized geometries of the 120-bar truss.
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results show that the SOS, SOS-ABF1, and SOS-ABF2
algorithms give better results as compared to similar results
reported in the literature without violation of constraints.
Moreover, The SOS-ABF1 algorithm ranks ﬁrst among the
considered algorithms, whereas the SOS-ABF2 stands second.
The table shows that the SOS-ABF1 algorithm gives weight
beneﬁt of 94.976, 133.726, 38.328, 24.196, 15.437, 0.917, and
43.004 kg as compared to those obtained from the CSS, CSS-
BBBC, CBO, 2D-CBO, SOS, SOS-ABF2, and SOS-ABF1&2
algorithms respectively. Fig. 9 shows the relative virtual effect
of element cross-sectional areas the optimal trusses obtained
using various approaches. It is observed that the elements
neighboring the ﬁxed nodes of the truss have larger cross-
sectional areas. The trusses obtained using the SOS-ABF1 and
SOS-ABF2 set nearly identical trusses. The ﬁgure also showsthat the trusses obtained using the SOS-ABF1 and SOS-ABF2
algorithms are lighter as compared to those obtained using
other methods.
The results indicate that the SOS, SOS-ABF1, SOS-ABF2,
and SOS-ABF1&2 algorithms give the mean weight of
2303.3034, 2186.5744, 2187.2517, and 2405.3479 kg respec-
tively. The SOS-ABF1 algorithm gives best mean weight
among the proposed algorithms, whereas SOS-ABF2 stands
second. The mean weight beneﬁt for the SOS-ABF1 algorithm
is 294.9176, 121.8686, 116.729, 0.6773, and 218.7735 kg as
compared to those obtained from the CBO, 2D-CBO, SOS,
SOS-ABF2, and SOS-ABF1&2 algorithms respectively.
The SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2
algorithms give SD of weight as 83.5897, 15.2711, 16.9436,
and 128.1578 respectively. It can be seen from the results that
that the SOS-ABF1 algorithm gives best result as SD of weight
Table 7
Optimal design parameters for the 200-bar truss.
Group no. Elements Kaveh and Zolghadr [23] Kaveh and Mahdavi [18] Proposed work
CSS CSS-BBBC CBO 2D-CBO SOS SOS-ABF1 SOS-ABF2 SOS-ABF1&2
G1 1,2,3,4 1.2439 0.2934 0.3268 0.4460 0.4781 0.2822 0.3058 0.3845
G2 5,8,11,14,17 1.1438 0.5561 0.4502 0.4556 0.4481 0.5014 0.5196 0.8524
G3 19,20,21,22,23,24 0.3769 0.2952 0.1000 0.1519 0.1049 0.1071 0.1000 0.1130
G4 18,25,56,63,94,101,132,139,170,177 0.1494 0.1970 0.1000 0.1000 0.1045 0.1002 0.1092 0.1000
G5 26,29,32,35,38 0.4835 0.8340 0.7125 0.4723 0.4875 0.5277 0.5238 0.5084
G6 6,7,9,10,12,13,15,16,27,28,30,31,33,34,36,37 0.8103 0.6455 0.8029 0.7543 0.9353 0.8248 0.7956 0.8885
G7 39,40,41,42 0.4364 0.1770 0.1028 0.1024 0.1200 0.1300 0.1003 0.1000
G8 43,46,49,52,55 1.4554 1.4796 1.4877 1.4924 1.3236 1.4016 1.3119 1.2170
G9 57,58,59,60,61,62 1.0103 0.4497 0.1000 0.1000 0.1015 0.1000 0.1056 0.1356
G10 64,67,70,73,76 2.1382 1.4556 1.0998 1.6060 1.4827 1.4657 1.6178 1.5477
G11 44,45,47,48,50,51,53,54,65,66,68,69,71,72,74,75 0.8583 1.2238 0.8766 1.2098 1.1384 1.1327 1.1954 1.0568
G12 77,78,79,80 1.2718 0.2739 0.1229 0.1061 0.1020 0.1196 0.1615 0.4552
G13 81,84,87,90,93 3.0807 1.9174 2.9058 3.0909 2.9943 3.0262 2.9102 3.4433
G14 95,96,97,98,99,100 0.2677 0.1170 0.1000 0.7916 0.1562 0.2527 0.1134 0.1000
G15 102,105,108,111,114 4.2403 3.5535 3.9952 3.6095 3.4330 3.3267 3.5156 3.6060
G16 82,83,85,86,88,89,91,92,103,104,106,107,109,110,112,113 2.0098 1.3360 1.7175 1.4999 1.6816 1.5963 1.6227 1.4460
G17 115,116,117,118 1.5956 0.6289 0.1000 0.1000 0.1026 0.2417 0.3687 0.1893
G18 119,122,125,128,131 6.2338 4.8335 5.9423 5.2951 5.0739 4.8557 4.6196 5.1791
G19 133,134,135,136,137,138 2.5793 0.6062 0.1102 0.1000 0.1068 0.1001 0.1543 0.2666
G20 140,143,146,149,152 3.0520 5.4393 5.8959 4.5288 6.0176 5.4975 5.6545 5.8750
G21 120,121,123,124,126,127,129,130,141,142,144,145,147,148,150,151 1.8121 1.8435 2.1858 2.2178 2.0340 2.0829 2.2106 2.5624
G22 153,154,155,156 1.2986 0.8955 0.5249 0.7571 0.6595 0.8522 0.6688 0.7535
G23 157,160,163,166,169 5.8810 8.1759 7.2676 7.7999 6.9003 7.5480 7.4241 7.9706
G24 171,172,173,174,175,176 0.2324 0.3209 0.1278 0.3506 0.2020 0.1279 0.1187 0.3324
G25 178,181,184,187,190 7.7536 10.98 7.8865 7.8943 6.8356 7.6278 7.5955 7.3386
G26 158,159,161,162,164,165,167,168,179,180,182,183,185,186,188,189 2.6871 2.9489 2.8407 2.8097 2.6644 3.0233 2.7572 3.0958
G27 191,192,193,194 12.5094 10.5243 11.7849 10.4220 12.1430 10.3024 11.1467 9.1512
G28 195,197,198,200 29.5704 20.4271 22.7014 21.2576 22.2484 21.4034 21.4328 20.7230
G29 196,199 8.2910 19.0983 7.8840 11.9061 8.9378 10.4810 9.8690 12.1258
Weight (kg) 2259.86 2298.61 2203.212 2189.08 2180.3210 2164.8840 2165.8010 2207.8880
f1 (Hz) 5.000 5.010 5.0010 5.0016 5.0001 5.0001 5.0000 5.0000
f2 (Hz) 15.961 12.911 12.5247 13.3868 13.4306 12.1388 12.3327 13.3064
f3 (Hz) 16.407 15.416 15.1845 15.1981 15.2645 15.1284 15.1454 15.5397
f4 (Hz) 20.748 17.033 16.5677 17.0921 17.0225 16.7317 16.7300 17.2576
f5 (Hz) 21.903 21.426 20.9338 21.2002 21.8468 21.1952 21.5274 21.7227
FE 10000 10000 10000 10000 10000 10000 10000 10000
Mean – – 2481.492 2308.443 2303.3034 2186.5744 2187.2517 2405.3479
SD – – 250.8259 132.5148 83.5897 15.2711 16.9436 128.1578
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Fig. 9. Optimized geometries of the 200-bar truss.
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second. The SD beneﬁt for the SOS-ABF1 algorithm is
235.5548, 117.2437, 68.3186, 1.6725, and 112.8867 as
compared to those obtained from the CBO, 2D-CBO, SOS,
SOS-ABF2, and SOS-ABF1&2 algorithms respectively. This
study indicates that the results of the SOS, SOS-ABF1, and
SOS-ABF2 algorithms are more reliable and proﬁcient as
compared to the results of the literature. Moreover, it is
observed that the results of the SOS-ABF1&2 algorithms are
less efﬁcient as compared to the results of the SOS algorithm.
The SOS-ABF1 and SOS-ABF2 algorithms stand ﬁrst and
second among the considered algorithms respectively.
Fig. 10 presents convergence graphs of mean weight for the
SOS, SOS-ABF1, SOS-ABF2, and SOS-ABF1&2 algorithms
of all the test problems. The mean weight is computed by
considering the average weight of all runs for each generation.
The convergence graphs indicate that the SOS-ABF1, SOS-
ABF2 algorithms converge faster and set superior solutions as
compared to the SOS and SOS-ABF1&2 algorithm for the all
considered problems.525
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Fig. 10. Convergence graphResult summary of the proposed algorithms is presented in
Table 8. It can be seen from the summary table the SOS-ABF2
algorithm ranks ﬁrst in the 10-bar truss, 37-bar truss, 72-bar
truss, and 120-bar truss, whereas the SOS-ABF2 algorithm
ranks ﬁrst in the 52-bar truss and 200-bar truss in order to get
best weight, mean weight, and SD of weight. The SOS-ABF1
algorithm ranks second on the 10-bar truss, 37-bar truss, 72-
bar truss, and 120-bar truss, whereas the SOS-ABF1 algorithm
ranks ﬁrst on the 52-bar truss and 200-bar truss in order to get
best weight, mean weight, and SD of weight. Therefore, the
results signify that the SOS-ABF1 and SOS-ABF2 algorithms
improve the efﬁciency of the basic SOS algorithm. Moreover,
the SOS-ABF2 algorithm performs signiﬁcantly better among
the proposed algorithms. On the other side, the SOS-ABF1&2
algorithm ranks third on the 10-bar truss and 37-bar truss, and
ranks fourth on the 72-bar truss, 52-bar truss, 120-bar truss,
and 200-bar truss in order to get best weight, mean weight, and
SD of weight. Therefore, it can be seen from the result the
SOS-ABF1&2 algorithm reduces performance of the SOS
algorithm.360
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s of the test problems.
Table 8
Result summery.
Test problem Algorithm Best
weight
Mean
weight
SD FE
The 10-bar
truss
SOS 525.2789 531.4033 4.2243 4000
SOS-ABF1 524.9274 528.6291 3.4999 4000
SOS-ABF2 524.8289 528.5501 2.9827 4000
SOS-
ABF1&2
525.2702 528.7075 2.8779 4000
The 37-bar
truss
SOS 360.8658 364.8521 2.9650 4000
SOS-ABF1 360.4260 363.3662 2.1704 4000
SOS-ABF2 359.9050 363.0816 1.8304 4000
SOS-
ABF1&2
360.5007 363.6336 2.0771 4000
The 72-bar
truss
SOS 325.5585 331.1228 4.2278 4000
SOS-ABF1 325.0860 328.6582 2.7948 4000
SOS-ABF2 324.6897 328.4621 2.4600 4000
SOS-
ABF1&2
325.2317 334.9979 6.0566 4000
The 52-bar
truss
SOS 195.4969 214.6676 15.1499 4000
SOS-ABF1 194.8089 210.7033 11.8339 4000
SOS-ABF2 195.1730 211.5683 12.7871 4000
SOS-
ABF1&2
198.2630 224.5050 17.8552 4000
The 120-bar
truss
SOS 8713.3030 8735.3452 17.9011 4000
SOS-ABF1 8712.1100 8727.4267 16.5503 4000
SOS-ABF2 8710.3300 8725.3075 10.6402 4000
SOS-
ABF1&2
8716.9470 8790.6961 55.7294 4000
The 200-bar
truss
SOS 2180.3210 2303.3034 83.5897 10000
SOS-ABF1 2164.8840 2186.5744 15.2711 10000
SOS-ABF2 2165.8010 2187.2517 16.9436 10000
SOS-
ABF1&2
2207.8880 2405.3479 128.1578 10000
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In this study, the SOS algorithm and its variants (viz. the
SOS-ABF1, SOS-ABF2, and SOS-ABF1&2 algorithms) are
proposed to design optimum planar and space trusses subjected
to multiple natural frequency constraints. Moreover, in order to
improve the efﬁciency of the SOS algorithm in the search
process, adaptive beneﬁt factors are proposed in the basic SOS
algorithm. This study also investigates the effect of adaptive
beneﬁt factors and beneﬁt factors in the form of variants of the
SOS algorithm. In order to investigate the effectiveness of the
proposed algorithms, six widely used benchmark problems of
shape and size optimization with multiple natural frequency
constraints are considered. The design variables such as nodal
coordinates and cross-sectional areas are of widely different
characteristics, and their simultaneous use often leads to
divergence. In addition, the implicit relationship between the
natural frequencies and design variables induces more
complexity.
This study compared the performance of the SOS, SOS-ABF1,
SOS-ABF2, and SOS-ABF1&2 algorithms with that of other
metaheuristics such as NHGA, NHPGA, CSS, enhanced CSS,
HS, FA, CSS-BBBC, OC, GA, hybrid OC-GA, CBO, 2D-CBO,
PSO, and DPSO. In all the problems, the SOS-ABF1 and SOS-ABF2 algorithms have a better capability for obtaining results based
on the best weight, mean weight, and SD of weight than the SOS
and SOS-ABF1&2 algorithms. It is also observed that the
simultaneous use of adaptive beneﬁt factor and beneﬁt factor plays
an important role in the global exploration and exploitation of the
search space in the proposed algorithms. Moreover, the results of
the SOS algorithm and its three variants are observed to be
comparable to those obtained using other state-of-the-art algorithms.
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Appendix AStep I: Deﬁne the problem, minimize F(X), initialize the
optimization parameters, and set termination criterion (‘FEmax’,
or ‘gmax’); where F(X) is the objective function and ‘X’ is the
design vector. Organisms of the ecosystem are considered to
be a part of the population (i¼1,2,…,n).
Step II: Initialize the randomly generated population within its
upper and lower bounds and evaluate it.
Step III: Identify the best solution of the ecosystem.
Step IV: begin the optimization loop.
FE¼0
for g¼1 to gmax do
for i¼1 to n do /* update the population /*
Step IV: The mutualism phase:
BF1¼1 þ round [rand] /* randA 0; 1½  /*
BF2¼1 þ round [rand]
MV ¼ Xi þXk2 /* ‘k’ is a randomly selected population of
the ecosystem, k a i /*
if the SOS algorithm then
X
0
i ¼ Xiþrand  XbestMV  BF1ð Þ
X
0
k ¼ Xkþrand  XbestMV  BF2ð Þ
else if the SOS-ABF1 algorithm then
if f(Xbest) a 0 then
ABF1¼ f(Xi)/f(Xbest)
X
0
i ¼ Xiþrand  XbestMV  ABF1ð Þ
else
X
0
i ¼ Xiþrand  XbestMV  BF1ð Þ
end if
X
0
k ¼ Xkþrand  XbestMV  BF2ð Þ
else if the SOS-ABF2 algorithm then
X
0
i ¼ Xiþrand  XbestMV  BF1ð Þ
if f(Xbest) a 0 then
ABF2¼ f(Xk)/f(Xbest)
X
0
k ¼ Xkþrand  XbestMV  ABF2ð Þ
else
X
0
k ¼ Xkþrand  XbestMV  BF2ð Þ
end if
else if the SOS-ABF1&2 algorithm then
if f(Xbest) a 0 then
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ABF2¼ f(Xk)/f(Xbest)
X
0
i ¼ Xiþrand  XbestMV  ABF1ð Þ
X
0
k ¼ Xkþrand  XbestMV  ABF2ð Þ
else
X
0
i ¼ Xiþrand  XbestMV  BF1ð Þ
X
0
k ¼ Xkþrand  XbestMV  BF2ð Þ
end if
end if
FE¼FE þ 2 /*
/* the organisms are updated only if their new functional value
is ﬁtter than existing /*
if F X
0
i
 
oFðXiÞ then
Xi ¼ X 0i
end if
if F X
0
k
 
oFðXkÞ then
Xk ¼ X 0k
end if
end if
Step VII: The commensalism phase:
X
0
i ¼ Xiþrandð1; 1Þ  XbestXkð Þ /* ‘k’ is a randomly
selected population of the ecosystem, k a i /*
FE¼FE þ 1
/* the organism is updated only if its new functional value is
ﬁtter than existing /*
if F X
0
i
 
oFðXiÞ then
Xi ¼ X 0i
end if
Step VIII: The parasitism phase:
Parasite_Vector /* Parasite vector is a fusion of design
variables of the organism ‘i’ and randomly generated design
variables within its bound /*
/* If parasite vector is ﬁtter than the organism ‘k’, parasite will
kill organism ‘k’ and acquire its position in the ecosystem. /*
if F Parasite_Vectorð ÞoFðXkÞ then /* ‘k’ is a randomly
selected population of the ecosystem, k a i /*
Xk ¼ Parasite_Vector
end if
Step IX: Termination criterion (FE r FEmax or grgmax):
Repeat the procedure from step III until the termination
criterion is satisﬁed.
if FE Z FEmax then
break optimization loop
end if
end for /* population loop end /*
end for /* optimization loop end /*References
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