In this paper, we consider a type of split feasibility problem by focusing on the solution sets of two important problems in the setting of Hilbert spaces that are the sum of monotone operators and fixed point problems. By assuming the existence of solutions, we provide a suitable algorithm for finding a solution point. Some important applications and numerical experiments of the considered problem and constructed algorithm are also discussed.
Introduction
Many applications of the split feasibility problem (SFP), which was first introduced by Censor and Elfving [] , have appeared in various fields of science and technology, such as in signal processing, medical image reconstruction and intensity-modulated radiation therapy; for more information, see [, ] and the references therein. In fact, Censor and Elfving [] studied SFP in a finite-dimensional space, by considering the problem of finding a point x * ∈ C such that Ax * ∈ Q, (.)
where C and Q are nonempty closed convex subsets of R n , and A is an n × n matrix. They proposed the following algorithm: for arbitrary x  ∈ R n ,
where A(C) = {y ∈ R n |y = Ax, for some x ∈ C} and P Q , P A(C) denote the metric projections onto Q and A(C), respectively. It was noticed that the algorithm involves the complicated computations of matrix inverses, which may lead to an expensive computation. Consequently, Byrne [] suggested a new algorithm, which generates a sequence {x n } by using the transpose of the matrix A, instead of the inverse of the matrix A: for arbitrary x  ∈ R n , x n+ = P C x n + γ A t (P Q -I)Ax n , ∀n ∈ N, (  .  )
where γ ∈ (, / A  ), A is a real m×n matrix, A t is the transpose of the considered matrix A, and P C and P Q denote the metric projections onto C and Q, respectively. Observe that it is not only a less complicated computation, the algorithm (.) also can be used for solving the problem (.) when C and Q are belong to different Euclidean spaces. Later on, inspired by the algorithm (.), Xu [] considered SFP in infinite-dimensional Hilbert spaces: let H  and H  be two real Hilbert spaces and L : H  → H  be a bounded linear operator. Let C and Q be nonempty closed convex subsets of H  and H  , respectively. Xu [] proposed the following algorithm: for a given x  ∈ H  ,
where γ ∈ (, / L  ) and L * is the adjoint operator of L. The weak convergence of the sequence {x n } to a solution of SFP was considered; see also [] for related work.
On the other hand, variational inclusion problems are being used as mathematical programming models to study a large number of optimization problems arising in finance, economics, network, transportation and engineering science. The formal form of a variational inclusion problem is the problem of finding x * ∈ H such that  ∈ Bx * , (  .  )
where B : H →  H is a set-valued operator. If B is a maximal monotone operator, the elements in the solution set of the problem (.) are called the zeros of maximal monotone operator. This problem was introduced by Martinet [] , and later it has been studied by many authors. It is well known that the popular iteration method that was used for solving the problem (.) is the following proximal point algorithm: for a given x  ∈ H,
where {λ n } ⊂ (, ∞) and J They considered the following iterative algorithm: for λ >  and an arbitrary x  ∈ H  , A related topic to the above variational inclusion problem: it is well known that fixed point theory has been a very powerful and important tool in the study of mathematical models. Of course, many authors were interested in and studied the approximating of a fixed point of nonlinear mappings by using iterative methods, and applied the obtained results to many important problems, such as the equilibrium problem, the null point problem, the variational inequality problem, optimization problems, etc.; see [-] 
where {λ n } and {γ n } satisfy some suitable control conditions, and J B λ n is the resolvent of a maximal monotone operator B associated to λ n , and provided the weak convergence theorems of algorithm (.) to a point
One may note that finding the zeros of maximal monotone operator can be solved via a fixed point of its resolvent operator. This is because  ∈ Bx We will write A+B L,T for the solution set of the problem (.), and show that the algorithm
converges weakly to an element in A+B L,T . We would like to point out that, in fact, the problem (.) can be written in the form of the problem (.). Moreover, as in our consideration, B is a maximal monotone operator and A is a continuous and monotone operator, we know that the operator A + B is a maximal monotone operator (see [] ), and hence one may try to find a solution of the problem (.) by using the algorithm (.). However, it was suggested and discussed that the inverse of I + λ(A + B) may be hard to compute; see [] for example. Consequently, because of this reason, a popular iterative method used for solving the problem of type (.) is the forward-backward splitting method, which defines a sequence {x n } by the following algorithm: for any x  ∈ H,
where {λ n } is a sequence of positive real numbers, A : H → H and B : H →  H are maximal monotone operators, see Passty [] . Of course, our proposed algorithm (.) is also motivated by (.).
Preliminaries
Throughout this paper, we denote by N the set of positive integers, and by R the set of real numbers. Let H be a real Hilbert space with the inner product ·, · and the norm · , respectively. When {x n } is a sequence in H, we denote the weak convergence of {x n } to x in H by x n x. Let T : H → H be a mapping. We say that T is a Lipschitz mapping if there exists L ≥  such that
The number L, associated with T, is called a Lipschitz constant. If L = , we say that T is a nonexpansive mapping, that is,
We will say that T is firmly nonexpansive if
Note that T is firmly nonexpansive if and only if T = (I + V )/ for some nonexpansive mapping V ; see [] , Proposition .. The set of fixed points of T will be denoted by F(T), that is, F(T) = {x ∈ H : Tx = x}. It is well known that, if T is nonexpansive, then F(T) is closed and convex. Moreover, if T is a firmly nonexpansive mapping on H into itself with F(T) = ∅, then we have
A mapping T : H → H is said to be an averaged mapping if it can be written as the average of the identity I and a nonexpansive mapping, that is,
where α ∈ (, ) and S : H → H is a nonexpansive mapping; see [] . More precisely, when (.) holds, we say that T is α-averaged. It should be observed that firmly nonexpansive mappings are   -averaged mappings. Let A : H → H be a single-valued mapping. For a positive real number β, we will say that A is β-inverse strongly monotone (β-ism) if
The classes of inverse strongly monotone mapping have been studied by many authors; see [, , ]. We now collect some important properties, which are needed in this work.
Lemma . ([, ]) We have (i) The composite of finitely many averaged mappings is averaged. In particular, if T i is
α i -averaged, where α i ∈ (, ) for i = , , then the composite T  T  is α-averaged, where α = α  + α  -α  α  . (ii) If A is β-ism and r ∈ (, β], then T := I -rA is firmly nonexpansive. (iii) A mapping T : H → H is nonexpansive if and only if I -T is   -ism. (iv) If A is β-ism, then, for γ > , γ A is β γ -ism. (v
) T is averaged if and only if the complement
The following result can be found in [] , but here we modify the presentation for showing a finer conclusion of the considered mapping T.
Lemma . ([]) Let T = ( -α)A + αN for some α ∈ (, ). If A is β-averaged and N is nonexpansive then T is α + ( -α)β-averaged.
Proof Since A is a β-averaged mapping, there is a nonexpansive mapping S such that A = ( -β)I + βS. We see that 
A monotone mapping B is said to be maximal if its graph is not properly contained in the graph of any other monotone operator. 
for all μ >  and x ∈ H.
Lemma . ([]) Let C be a closed convex subset of a Hilbert space H and let T be a nonexpansive mapping of C into itself. Then
U := I -T is demiclosed, i.e., x n x  and Ux n → y  imply Ux  = y  .
Lemma . ([]) Let H be a Hilbert space and let {x n } be a sequence in H such that there exists a nonempty closed convex subset C ⊂ H satisfying the properties:
(i) for every x * ∈ C, lim n→∞ x n -x * exists;
(ii) if a subsequence {x n j } ⊂ {x n } converges weakly to x * , then x * ∈ C.
Then there exists x  ∈ C such that x n x  .
The following fundamental identity is also used in our proof:
for all x, y ∈ H and λ ∈ R; see [].
Main results
We start by considering an equivalence theorem. 
where λ, γ >  and z ∈ H  .
Proof Since 
(I + T). It follows that S is a firmly nonexpansive mapping and F(T) = F(S).
Moreover, we have L
(ii) ⇒ (iii) By (ii) and the above statement, we have
Since A + B is monotone and  ∈ (A + B)z  , we obtain
Subsequently, we have
On the other hand, since S is a firmly nonexpansive mapping and Lz  ∈ F(S), in view of (.) we see that
Adding up (.) and (.), we have
That is, Lz ∈ F(S), and it follows that (I -T)Lz = , which implies L * (I -T)Lz = . Using this one, we also see that: (i) reduces to z = J B λ (I -λA)z, which is equivalent to  ∈ (A + B)z.
By the monotonicity of A + B, we get
Adding (.) and (.), we get
This shows Lz ∈ F(S). Then it follows that z ∈ L - F(T) and L * (I -T)Lz = . Hence the assumption  ∈ L * (I -T)Lz + (A + B)z is reduced to the relation  ∈ (A + B)z, that is,
These results complete the proof. Now, in view of Theorem ., we are in a position to present our main algorithm and show its convergence theorem.
Theorem . Let H  and H  be Hilbert spaces. Let A : H
 → H  be a β-ism, B : H  →  H  a
maximal monotone operator, T : H  → H  a nonexpansive mapping and L : H  → H  a bounded linear operator. For any x
where the sequences {λ n } and {γ n } satisfy the following control conditions:
, for all n ∈ N. Note that, for each n ∈ N, we have
Also, by condition (i) and Lemma .(ii), we know that I -λ n A is a firmly nonexpansive mapping and this implies that I -λ n A must be a nonexpansive mapping. On the other hand, by Lemma .(iia), we know that I -γ n L
-averaged, by Lemma .(i) we see that T n is +γ n L   -averaged. Thus, for each n ∈ N, we can write
and V n is a nonexpansive mapping.
Subsequently, we also have
, for all n ∈ N. Using this fact, for each x * ∈ A+B L,T , we see that
for each n ∈ N. Since I -T n = α n (I -V n ), in view of (.) we get
for each n ∈ N. Thus, by (.) and (.), we obtain
Consequently, by condition (ii) and (b), we must have
Next, we will denote ω w (x n ) for the set of all weak cluster points of {x n }. Let {x n j } be a subsequence of {x n } and x n j x, for somex ∈ ω w (x n ). Also, we assume that λ n j →λ ∈ (,
This implies that { (J B λ n j z j -z j ) } is a bounded sequence. Consequently, in view of (.), we have We will discuss more applications of our main Theorem . in the next section.
Applications
In this section, we will show some applications of the problem (.) and Theorem ..
Variational inequality problem
Recall that the normal cone to C at u ∈ C is defined as
It is well known that N C is a maximal monotone operator. In the case B := N C : H →  H we can verify that the problem (.) is reduced to the problem of finding x * ∈ C such that
We will denote VIP(C, A) for the solution set of the problem (.). Also, in this case, we also have J B λ =: P C (the metric projection of H onto C). By the above setting, the problem (.) is reduced to finding
Here, we should denote by A,C L,T the solution set of the problem (.). Subsequently, by applying Theorem ., we obtain the following convergence theorem.
Theorem . Let H  and H  be Hilbert spaces and let C be a nonempty closed convex subset of H
where the sequence {λ n } and {γ n } satisfy the following conditions: 
Convex minimization problem
We will consider a convex function f : H → R, which is also Fréchet differentiable. Let C be a given closed convex subset of H. In this case, by setting A := ∇f , the gradient of f , and B := N C , the problem of finding x * ∈ (A + B) -  is equivalent to find a point
Note that (.) is equivalent to the following minimization problem: find x * ∈ C such that
Thus, in this situation, the problem (.) is reduced to the problem of finding
We will denote by f ,C L,T the solution set of the problem (.). Then, by applying Theorem ., we obtain the following result.
Theorem . Let H  and H  be Hilbert spaces and let C be a nonempty closed convex subset of H  . Let f : H  → R be convex and Fréchet differentiable, ∇f be α-Lipschitz, T :
where the sequences {λ n } and {γ n } satisfy the following conditions:
Proof Note that if f : H → R is convex and ∇f : H → H is α-Lipschitz continuous for α >  then ∇f is 
Split common fixed point problem
where the sequence {λ n } and {γ n } satisfy the following conditions:
Proof We consider B := , the zero operator. The required result follows from the fact that the zero operator is monotone and continuous, hence it is a maximal monotone. Moreover, in this case, we see that J 
Numerical experiments
In this section, we will show some numerical results and discuss on the possible good choices of step size parameters λ n and γ n , those satisfy the control conditions in Theorem ..
Let H  = R  and H  = R  be equipped with the Euclidean norm. Letx :=   ∈ H  be fixed. We consider an -ism operator P C , where C is the following convex subset of H  :
Next, for each x :=
∈ H  , we will also concern ourselves with the following two norms:
Consider a function f : H  → R which is defined by
We know that f is a convex function and its subdifferential, ∂f , is
Moreover, since f is a convex function, it is well known that ∂f (·) must be a maximal monotone operator.
On the other hand, let
We consider a nonempty convex subset Q  ∩ Q  of H  , where Q  := {x ∈ H  : x -x ≤ } and Q  := {x ∈ H  : x, x ≤ }. We notice that P Q  P Q  is a nonexpansive single value mapping on H  . Furthermore, since Q  ∩ Q  is a nonempty set, we also know that
We see that L is a bounded linear operator on H  into H  with L = ..
Based on the above settings, we will present some numerical experiments to show the efficiency of the constructed algorithm (.). That is, we are going to show that the algorithm (.) converges to a point x * ∈ H  such that
We will consider the following five cases of the step size parameters λ n and γ n , with the initial vectors . From Tables ,  and , we may suggest that the larger step size of the parameters λ n should provide a faster convergence, while the step size parameters γ n seem to have less impact on the speed of algorithm (.) to a solution of the problem (.).
Remark . Note that, for each x := x  x  ∈ H  and λ > , we have
where f is defined as above and sgn is for the signum function. On the other hand, one can see that, trying to compute J P C +∂f λ will be harder.
Concluding remarks
This paper can be considered as a refinement of work by Takahashi et al. [] , by providing an algorithm for finding a solution of the main problem (.), which is a generalization of the problem that was considered in [] . Some sufficient conditions for the weak convergence of such introduced algorithm are given. Also, in order to show the significance of the considered problem, some important applications are discussed. Since in this paper we are considering and focusing on the weak convergent type of the constructive algorithm, it should be a natural direction for the next research to study the algorithms and sufficient conditions and focus on strong convergence type.
