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I 
The work contained in this thesis is spread over in six chapters. A 
comprehensive bibhography has also been given at the end, which has 
been referred during the research work. 
Chapter I, is expository in nature and provides a brief review of the 
concepts and results concerning order statistics, records and generalized 
order statistics. Review of earlier work on characterization and moments 
are also given in this chapter. Some continuous distributions, which has 
been characterized, are discussed as well. 
In Chapter II distributions of the form F{x) = [ax + bY have been 
characterized through conditional expectation of upper record values ana 
order statistics when the conditioned record value/order statistic may not 
be adjacent one using Rao and Shanbhag (1994) results. In particular, it 
has been estabhshed that F(x) = [ax + bY if and only if 
^[Xy^^) I X^^(^^^=x] = a x + b , r<s where X„(^ ) is the s-th upper 
record. Further, it was observed that for power function distribution 
a <1, Pareto distribution a >1 and exponential distribution a =1. 
Similar results are obtained for order statistics. Some of its important 
deductions are also discussed. 
Chapter III deals with the characterizations of the continuous 
distributions of the form F{x) = l-[a^{x) + by and F(x) = [a<^(x) + by 
through E[(^(X)\X^.„ =x], where X .^„ is the r - t h order statistic in a 
sample of size n from a continuous population. Examples are given to 
substantiate the results. 
Chapter IV embodies explicit expressions for ratio and product 
moments of generalized order statistics of different orders from WeibuU 
distribution, extending the result of Ali and Khan (1996). Also some of 
its important deductions are discussed. 
In Chapter V, some recurrence relations between expectation of function 
of single and joint generalized order statistics for a general class of 
distribution \-F{x) = \ah{x)-\-bf are obtained and its various 
deductions and particular cases are discussed. 
Chapter VI is an extension of earlier chapter in which we have 
established some recurrence relations for the expectations of gos for a 
doubly truncated general family of distributions. 
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PREFACE 
In applied statistics, one observes a random quantity X, a number of 
times and based on these observations, one would like to conclude facts 
about the distribution function F(x) of X . The usual approach is to start 
with a family T of distributions and to select from this family a 
distribution F(x) which is the most acceptable one in a given sense. 
Unfortunately in many cases *F simply consists of a single function 
which is dependent on one or several parameters and the observations are 
used merely to approximate its parameters. The function thus obtained is 
chosen as F(x) [Galambos and Kotz, 1978]. 
The only method of finding distribution function F(x) exactiy, which 
avoids the subjective choice, is a characterization theorem. A theorem is a 
characterization of a distribution function theorem if it concludes that a 
set of conditions is satisfied by F(x) and only by F(x). 
Another important consequence of characterization theorem is that these 
results help us in better understanding the structures and implications of 
the choice of distribution for a special problem. With this in view, some 
distributions here are characterized through records and order statistics. 
The thesis entitied "Some aspects of order statistics, records and 
generalized order statistics" is based on six chapters, in which Chapter I 
is introductory in nature and deals with the basic concepts and results 
needed in the subsequent chapters. 
Chapter II deals with the characterization of distributions. These 
characterization results are based on conditional expectation of order 
Preface ii 
Statistics and record values conditioned on non-adjacent order 
statistics/records. 
More specifically it has been shown here that if X„(^ ) is the r - th upper 
record statistic then for 1 < r < 5, 
if and only if F(x) =l-[ax + bf y where 
if a* < 1, the distribution is power function, 
if a* > 1,. the distribution is Pareto, 
and if a* = 1, the distribution is exponential. 
Further considering its monotone transformation it has been estabUshed 
tiiat 
if and only F(x) =\-[a h(x) + bY 
and a number of distributions have been characterized by proper choice 
of a, b, c and h(x). 
The result is also given for order statistics conditioned on non-adjacent 
order statistic along with its dual result. 
Chapter III contains result on characterization of distributions through 
E[4ix)\X,,„=x] = ^  +—E[4(X)\X^x] + ^^^E[^(X)\X>x] 
n n r 
where X^.„ is the r-th order statistic and g^{x) may or may not be 
linear. 
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Remaining 3 chapters are regarding moments of generalized order 
statistics (gos), a concept introduced by Kamps (1995a). It may be noted 
that order statistics and record statistics are particular cases of generalized 
order statistics. 
There are mainly three reasons due to which recurrence relations and 
identities have great importance: 
(i) Reduce the amount of direct computations and hence reduce the time 
and labour. 
(ii) They express the higher order moments in terms of the lower order 
moments and hence make the evaluation of higher order moments 
easy. 
(iii) Provide some simple checks to test the accuracy of computation of 
moments of order statistics. 
It was observed by Khan et al. (1983a, b) that for Weibull distribution 
F(x) = l-e recurrence relations, for single moment of order statistics 
and for product moments, were obtained in terms of ajf„-^^ =£:(X*-^) 
and a^rir/^ = ^(-^nn -X j^in )^. where it was not possible to evaluate them 
if ^ < p . Ali and Khan (1996) resolved this problem for order statistics. 
We have generalized this result for generalized order statistics in Chapter 
IV. 
Chapter V contains results on recurrence relations for moments of single 
and joint generalized order statistics for generalized form of distribution 
function F(x) = 1 - [a h{x) + bf. 
Whereas Chapter VI extends the results of Chapter V if the distribution 
function F{x) is doubly truncated. 
Preface IV 
In the end, a comprehensive bibliography is given which we have referred 
and are related to our work. 
Chapter I 
PRILIMINARIES AND BASIC CONCEPTS 
In this chapter we have introduced those concepts/results which are 
needed to grasp the idea in subsequent chapters. 
1. Order statistics 
Let Xi,X2,...,X„ be a random sample of size n from a continuous 
population having probability density function (pdf) f(x) and 
distribution function (dj) Fix). Let they be arranged in ascending order 
of magnitude as 
Xi <Xo < .<X < <X 
then Xi.„,X2:„,...,X„.„ are collectively called the order statistics of the 
th 
sample and X^.„(r = l,2,...,n) is called the r order statistic of the 
sample. Xj.^ =min(Xi,X2,...,X„) and X„.„ =max(Xi,X2,...,X„) 
are called extreme order statistics or the smallest and the largest order 
statistics. 
David and Nagaraja (2003) is the basic book on order statistics dealing in 
detail with its different aspects. Asymptotic theory of extremes and 
related developments of order statistics are well described in an 
applausive work of Galambos (1987). Also, references may be made to 
Sarhan and Greenberg (1962), Balakrishnan and Cohen (1991), Arnold et 
al. (1992) and the references therein. 
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2. Distribution of order statistics 
Here in this section we will discuss the basic distribution theory of order 
statistics by assuming that population is absolutely continuous. 
Let Xi,X2,...,X„ be a random sample of size n from a continuous 
population having probability density function (pdf) f(x) and 
distribution function (df) F(x). Let Xi.„<X2:„<...<X„.„ be the 
corresponding order statistics. 
The pdf of X .^„ , the r-th order statistics is given by (David and 
Nagaraja, 2003) 
(r-l)\(n-r)\ 
(2.1) 
The pdf's of smallest and largest order statistics are, 
f^,, (X) = n[l - Fix)]"-^ fix) ; - oo < X < CO (2.2) 
f„,„(x) = n[F(x)r^fix) -,-00<x<oo (2.3) 
The df of X^.„ is given by 
Fr:n(x) = P{Xr.n^x) 
= i'(at least r of Xj, X2,..., X„ are less than or equal to x) 
n 
= ^P(exactlyiof Xi,X2,...,X„ are less than or equal to x) 
i=r 
= X{j)[nx)hl-F{x)f-' ; -oc<;c<oo (2.4) 
i=r 
Preliminaries and basic concepts 
n 
, Fix) 
I u''-hl-u)''~''du (2.5) 
(r-l)!(n-r)! ^  
= lF(x)(r,n-r + l) (2.6) 
RHS is obtained by the relationship between binomial sums and 
incomplete beta function. It may be expressed in negative binomial sums 
as (Khan, 1991) 
Fr.nM = "n''~^~\[F(x)Y[l-F(x)r-'--'- -oo<^<oo (2.7) 
For continuous case the pdf of X .^„ may also be obtained by 
differentiating (2.5) w.r.r. x. 
From the density function given in (2,1), we may obtain the kth moment 
of Xf..fi as below: 
00 
0 r S = ^ [ ^ r : n ] = jx''f,,„(x)dx (2.8) 
—oo 
The joint pdf of X^.„, X^.„, \<r<s<n is given by 
fr s-n (X, y) = [F(X)Y-^ 
x[F{y)-F(^)]^-'-^[l-F{y)r' f(x)f(y) ',-oo<x<y<oo 
(2.9) 
The joint df of X^ji and Xj.„, (X<r<s<n) can be obtained as follows: 
P'r,s:n(x^y) = P(X,,^<x,X,,„<y) 
= P(at least r of Xj, X2,..., X^ are at most x 
and at least s of Xi,X2,..., X„ are at most y) 
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n j 
= 2 ^P(c\aci[y i of Xi,X2,...,Xn are at most jc 
j=s i=r 
and exactly jof Xi,X2,...,X„ are at most y) 
= Z Z . „ . ",' r:[^W]'[^(}')-FW]-^'"'[l-^(>')f"-^' 
(2.10) 
We can write the joint df of X^.„ and Xj.„ in (2.10) equivalently as: 
F(x)F(y) 
Fr5-n(^.>')= ^^ —^•— \ u'-hv-uy-'-^ 
(^_1)!(,_^_1)!(„_^)1 J ^ 
X(l-v)""'rfM^/v 
= '^F(x),F(3;)(^-y-'".«-'S + l ) ; -« '<JC <} '< '» (2.11) 
which is incomplete bivariate beta function. 
It may be noted that for x> y 
Fr,s:n(x^y) = Fs..n(y) (2.12) 
The product moments of the j-th and k-th order of X .^.^  and Xy„ 
respectively, (l<r<s^n) is given by: 
4!s^=E[Xf,nX^,„]= IJxJ y^fr,s:n(x,y)dxdy (2.13) 
-oo<X<y<oo 
In general, the joint pdf of XJJ.„,X/2:„,...,A:,-^.„ for 
1 < I'l < 12 <...< ijc ^n is given by 
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Ji, ,i2 ,...,'* :n V-^ i, :n' ^io'.n' •••• ^ II :/i / 
= n\-
;=i J ;=o 
[Fixi.^,)-Fixi.)p^'-'^-' 
(h+i-ij-'^y-
- o o < r . < r . <...<X- <oo (2.14) 
where XQ =-^,XJ(+I =-H»,/O =0,ijt+i =« + l 
Remarks: 
1. The ranking of random variables Xi,X2,...,-X^/i is preserved under 
any monotonic increasing transformation of the random variables. 
2. Regarding the probability integral transformation, if X^.„ , l<r<n, 
are the order statistics from a continuous distribution F(x), then the 
transformation Ufji = F(Xf..fi) produces a random variable which is 
the r* order statistics from a uniform distribution on 1/(0,1). 
3. Even if Xi,X2,...,X„ are independent random variables, order 
statistics are not independent random variables. 
4. Let Xi,X2,':,Xfi be iid random variables from a continuous 
distribution, then the set of order statistics {Xi.„,X2:„,...,X„.„} is 
both sufficient and complete (Lehmann, 1986). 
5. Let X be a continuous random variable with £[X^.„] = Qr^ .„, 
a) If a = £'(X) exits then a^.,, exists, but converse is not necessarily 
true. That is, a .^„ may exist for certain (but not all) values of r, 
even though a does not exist. 
b) a^.fi for all n determine the distribution completely. 
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3. Truncated and conditional distribution of order statistics 
Let X be a continuous random variable having pdf f{x) and dfF{x) in 
the interval [-©Ojoo]. 
Gi Pi 
U t \f(x)dx = Q and lf(x)dx = P (3.1) 
—oo —oo 
where Qi and Pj are known constants. Then doubly truncated pdf of 
X is given by: 
y 3 | ; ^ e ( e i , P i ) (3.2) 
and the corresponding cdf is given by 
F(x)-Q 
P-Q \x€(Qi,Pi) (3.3) 
The lower and upper truncation points are Q\,Pi respectively; the degrees 
of truncation are Q (from below) and 1 - P (from above). If we put 
j2 = 0, the distribution will be truncated to the right. Similarly, for P = 1, 
the distribution will be truncated to the left. Whereas for Q = 0,P = 1, we 
get the non truncated distribution. Truncated distributions are useful in 
finding the conditional distributions of order statistics. 
In the following, we will relate the conditional distribution of order 
statistics (conditioned on another order statistic) to the distribution of 
order statistics from a population whose distribution is truncated from the 
original population distribution F(x). 
Statement 3.1 (David and Nagaraja, 2003): Let Xi,X2,...,X„ be a 
random sample from an absolutely continuous population with df F(x) 
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denote the order statistics obtained from this sample. Then the 
conditional distribution of Xf..„, given that X .^„ => for s>r, is the 
same as the distribution of the rth order statistic obtained from a sample 
of size (s -1) from a population whose distribution is truncated on the 
right at y. 
Statement 3.3: Let Xi,X2,...,X„ be a and pdf f(x), and let 
Xiji < X2:n ^—^ •X^ n:n denote the order statistics obtained from this 
sample. Then the conditional distribution of X^.„, given that Xf..„=x 
for r<s, is the same as the distribution of the ( j - r ) t h order statistic 
obtained from a sample of size (n-r) from a population whose 
distribution is truncated on the left at ;c. 
Statement 3.2 (David and Nagaraja, 2003): Let Xi,X2,...,X„ be a 
random sample from an absolutely continuous population with df F{x) 
and pdf f(x), and let Xj.^ < X2:n ^—^ -X^ n:/! random sample from an 
absolutely continuous population with df F(x) and pdf f{x), and let 
X\.fi < X2:n ^—^ X^.fi denote the order statistics obtained from this 
sample. Then the conditional distribution of X^.^ given that X^.„ =x 
and Xjt:„ =z for 1 < r < 5 < ^ ^ < w, is the same as the distribution of the 
(J - r) th order statistic obtained from a sample of size {k-r-\) from a 
population whose distribution is truncated on the left at x and on the 
right at z. 
Remark 3.1: Statement 3.1 follows from Statement 3.3 by replacing k 
with n +1 with the convention z = X„+i.„ = /3, where fi is the upper 
range of X, F{J3) = \. 
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Remark 3.2: Statement 3.2 follows from Statement 3.3 by letting r = 0 
with the convention jc = XQ.^ = a (lower limit). 
Remark 3.3: Order statistics in a sample from a continuous distribution 
form a Markov chain, that is 
~ f(^k:n '-^rn "-^r ' ^s:n = ^ j ) 
So, because of the Markovian properties of order statistics, it is of no use 
to condition it on more than two order statistics. 
4. Record values and record times 
Suppose that X ,^ X2,.. •, X„ is a sequence of independent and identically 
distributed random variables with df F(x). Let 
/„ =max (min){Xi,X2,...,X„} for n > 1. We say Xj is an upper (lower) 
record values of {X„,n>l}, if Yj >(<)Yj_i,j>l. By definition Xi is 
an upper as well as lower record values. One can transform the upper 
record by replacing the original sequence of {Xj} by {-Xjj>l} or if 
'j_ 
sequence will correspond to the upper record values of the original 
sequence (AhsanuUah, 1995) 
The indices at which upper record values occur are given by the record 
times {t/(„)},n>0. That is Xu^^^ is the n — th upper record, where 
f/(„)=min{;i;>C/(„_i),X^.>A'f;(„_i),n>l} and C/(„)=l. The 
distribution of f/(„),n>\ does not depend on F. Further, we will denote 
P(X,>0) = 1 for all i by • . / > 1 , the lower record value of this 
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Z^ „) as the indices where the lower record values occur. By assumption 
t/(i) = L(i) = 1. The distribution of L(„) also does not depend on F. 
Record values are found in many situations of daily life as well as in 
many statistical applications. Often we are interested in observing new 
records and in recoding them: e.g. Olympic records or world records in 
sports. 
Record values are defined by Chandler (1952) as a model of successive 
extremes in a sequence of identically and independent random variables. 
It may also be helpful as a model for successively largest insurance 
claims in non-life insurance, for highest water-levels or highest 
temperatures. Record values are also useful in reUability theory. 
To be precise, record values are defined by means of record times. That 
is, those times have to be described at which successively largest values 
appear. 
Chandler (1952) shows several properties of record values and notes their 
Markovian structure Two recent books on records by Ahsanullah (1995) 
and Arnold et al. (1998) are worth mentioning. 
5. Distribution of record values 
Let Rix) be a continuous function of x with R(x) = -\nF(x) and 
0 < F(x) = 1 - F(x), where 'In' is the natural logarithm. 
If we define F„(x) as the df of ^[/(„) for n > l , then we have 
(Ahsanullah, 1995) 
F^(x)=P(Xy^^^<x) 
« —1 
= LT-^'^^(^^^—<^<- (5-1) 
•*-~ (n-1)! 
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and the pdf /„(x) of X^J^^^) is 
/ " W = 7 - - ^ / ( ^ ) ' -oo<;c<oo (5.2) 
(n-1)! 
The joint pdf of Xj/(,) and X^^j^ is 
fl :(X:,X:)= ' r(X:) /U/) 
-oo<Xi<Xj <oo (5.3) 
The joint p«^ of the n record values A^t/(i),^[/(2).'"»-^{/(n) is given by 
/i.2 n(xiX2,...,x„)=r(xi)rix2)...r(x„_i)f(x„), 
-oo<Xi<X2<...<X„_i<Xn<°° (5.4) 
Where r(x)=^^^ = - I ^ , 0 < F ( ; c ) < l 
dlx 1-F(;c) 
is known as hazard rate. 
In particular at i = 1, j = n. we have 
/ l . « ( V n ) = r(xO^^ ^ f(x„), -oo<^ ,<X2<cx , . 
(n-2)\ 
The conditional distribution of Xyf^j^ I X(;(,) = Xi is 
/fy(;c,-,;cp 
/(X{/(y)IXy(,)=j:, .) = — 
(/?(xp-/?(x,.))^-'-' / u p 
(5.5) 
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and for Xu^i>,\Xy(^j^=Xj is 
a-1)! 
(i-mj-i-iy-R(Xj) 
i-lr 
R(xj) 
nj-i-l 
R(xj) 
- oo < JCj- < Xf+i < oo (5.6) 
6. k -Records 
In some situations record values themselves are viewed as 'outlier' and 
hence second or third largest values are of special interest. Insurance 
claims in some non-life insurance can be used as an example. 
Let Xi,X2,-'-,Xfi be an identically and independent sequence of random 
variables with a continuous distribution function F(x) and let /: be a 
positive integer. 
Then the random variables D \n) is given by (Kamps, 1995b) 
L(*\«)=I 
L^ *^ (n + l) = min{7€N;X^.^.^;t-i>^L<*)(nU<*)(.H*-iJ'"^^' 
are called k-th record times and the quantities X.^k) .,ne N are called 
k-th record values or ^- records. 
We can obtain ordinary record values at ^ = 1. 
Thejointdensity of the/:-records X (jt),..,---,X (;t). is given as 
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fx ,i, ,-X a) (-^ 1'—»-^ r) 
= k'' 1 J f e - l [1-F(;c,)r-V(;c,) (6.1) 
and the marginal densities and marginal distribution functions are given 
by: 
and 
^X a, W = l - [ l - ^ W r Z - : : [ ^ ^ W ] ^ (6-3) 
7. Sequential order statistics 
A /:-out-of-n systems are important technical structures which are often 
considered in the literature. Such systems consist of n components of the 
same kind with independent and identically distributed (iid) life lengths. 
AU components start working simultaneously, and the system will work 
as long as k components function. Parallel and series systems are 
particular cases of A:-out-of-n systems corresponding to ^ = 1 and k = n, 
respectively. In the conventional modeling of these structures it is 
supposed that the failure of any component does not affect the remaining 
ones. Hence, the (n - /: +1) -th order statistic from an iid sample describes 
the lifetime of some ^-out-of-n system. 
In A:-out-of-n-system, it is generally assumed that we have components 
of the same kind without any interactions with respect to Ufe-length 
distributions. Hence, the system failure is modelled by an order statistics 
based on iid r.v. 's. 
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However, the failure of some components can more or less strongly 
influence the remaining components. This can be thought of as damage 
caused by the i-th failure in the system. Thus, a more flexible model, 
that is more general and therefore more applicable to practical situations, 
must take some dependence structure into account. 
In this model, the life length distribution of the remaining components in 
the system may change after each failure of the components. If we 
observe the / - th failure at time x, the remaining components are now 
supposed to have a possibly different hfe-length distribution. This 
distribution is truncated on the left at x to ensure realizations arranged in 
ascending order of magnitude (Kamps, 1995b), 
Let (yj'bi 
</<n,l<;<n-/+l ^^ independent random variables with 
(yj%<j<n-i^i'-Fi^^i^n (7.1) 
where Fi,F2,...,F„ are strictly increasing and continuous distribution 
functions 
with Ff^l)<---<F„"^(1) 
Moreover, let xf = Y^,\<j<n. 
Xi^)=min{x(^.. . ,41)} 
and for 2 < / < «: 
X f =f;.-l(/7.(yO))(i_^.(^(M)))^ 
x i ' ^ = m i n { X y \ l < ; < n - i + l} 
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Then random variables X#\'--,X^"^ are called sequential order 
statistics. 
If we have absolutely continuous distribution functions Fi,---,F„ with 
densities / i , • • •, //j respectively, the joint density of the first r sequential 
order statistics xl\'--, X '^^ ^ is given by 
/ y d ) . y(r)(xi,--,Xr) 
r A E ' / ' „ ^ ^''"' 
(n-r)\\Jl[l-F,(x,_0) 
fii^i) 
l - ^ U / - i ) 
, r<n,Xo=-«» (7.2) 
Sequential order statistics form a Markov chain with transition 
probabilities 
i'(x."-'>r| X < ' - ' > = . ) = f j 5 j g r " ' , 2 S r < « (7.3) 
Remark 7.1: Choosing Fi=... = F„=F, we can obtain the joint 
density function of the order statistics Xj.^,..., X„.„ based on n iid r.v. 's 
with distribution function F. 
Remark 7.2: Distribution function of r-th sequential order statistics is 
given by 
F,{t) = l-[l-F(t)f'-A<r<n (7.4) 
where F() is a distribution function and Qfi,...,Qf„ are positive real 
numbers. 
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8. Generalized order statistics 
Let F{x) be an absolutely continuous df with pdf f(x) of r.v. X . 
n-\ 
Let neN,n>2,k>0,m = (mi,m2,...,mn-i)&'3i"~^,Mr = Y,'^j^ ^^^^ 
j=r 
that yf.=k + n-r + Mf.>0 for all r e (l,2,. . . ,n-l}. Then 
X (r, n, in, k), r = 1,2,..., n are called gos if their joint pdf is given by 
n-1 ^n-l 
Uyj U^'^-nxi)]'^ fixi)[i-F{x^)f-^ f(x^) (8.1) 
on the cone F~^ (0+) < jcj < ^2 <... < A:„ < F~^ (1) of 9t". 
Choosing the parameters appropriately, models such as ordinary order 
statistics (7,-= n - / +1; / = l,2,...,n i.e. m^  =m2 =...= w„_i =0,/: = l), 
A; record values (/,• =k i.c/nj =m2 =...=m„_i = - l , ^ e A )^, sequential 
order statistics (^i =(n-i + l)ai;ai,a2,...,C(fi >0), order statistics with 
non-integral sample size (^,-= or-/ + !;«>0), Pfeifer's record values 
(7/= A'A»A2'—'y^n >0) ^ ^ progressive type II censored order 
statistics (miE NQ,ke N) are obtained [Kamps (1995a), Kamps and 
Cramer (2001)]. 
The joint density of the first r generalized order statistics (^05) is given 
by: 
fx{\,n,fh,k) X(r,n,m,it)(-^l'-^2'—'-^r) 
(r-\ \ 
n [ l - F ( x , ) r ' / ( x , ) [l-F(x,)]'^^"-'-^^^-7(x,) (8.2) 
V/=i ) 
-C^_ i 
on the cone F \o+)<xi <JC2 <...<x„ < F ^(1). 
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Here we may consider two cases: 
Case I: mj = /W2 =...= ^W/,-! = m 
Case n: y^ ^  yj ; 1,7 = l,2,...,n-l 
For Case I, the marginal density of the r- th generalized order statistics 
(gos) is given by [Kamps, 1995b] 
fxir,n,m,k) W = ^ ^ U " HxW^'' f(x) g^^' {F{x)) (8.3) 
and the joint p4f of X(r,n,m,/:) and X(s,n,m,k), l<r<s<n is 
Jx {r,n,m,k), X {s,n,m,k) 
Cs-l 
(r-l)!(5-r-l)! [l-Fix)r gm\F(x)) 
X[hm(F(y))-hm(F(x))r-'-^ [I-Fiy)]''^-^ f{x)f{y) 
where Cj.-\ = H J'/» ,^- = A; + (« - i){m +1) 
1=1 
(8.4) 
^ ( l - ; c ) ' " + ^ m 9 i - l 
^m(^) = j w + l 
- l o g ( l - x ) ,m = - l 
gmix)=^{\-t)'^dt=hm{x)-hmi(i),x^m) 
The conditional pJ/ of X(s,n,m,k) given X(r,n,m,k) = x, 
l<r<s<n is given by 
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fxis,n,m,k)\X(r,n,m,k)(y' ^) 
C U [h„(F(y))-h„ (F(x))Y-''-\l-F(y)V'-'f(y) 
(5-r- l ) !C,_i [1-Fix)f^-^ 
x<y (8.5) 
and the conditional pdf of X(r,njm,k) given X(s,n,m,k) = y, 
l<r<s<n is 
_(£-l)!(m + l ) _ 
^.[F (X)]'" [1 - (F (;c))^^^]'-' [(F (x)r^' - (F (y))^^^]^-^"^ 
[ l - ( F ( y ) r ^ i r ^ 
x<y (8.6) 
For Case H, the pdf of X{r,n,fh,k) is [Kamps and Cramer, 2001] 
fx{r,nM)(^) = Cr-X f {x)Y,aiir)[\- F(x)f'-^ (8.7) 
and the joint/7^ of X(r,n,m,k) and X(5,n,m,A:), l<r<s<n is 
/x(r./i,m.;t)X(j,/i,m,it)(^'>') = Cj-l 2 4 -^^ ^ 
i=r+l 
^i-FooV' 
l-/^(:c)J 
X Y,ai(rKl-F(x)fi f(x) f(y) 
(\-F(x))(l-F(y)) 
(8.8) 
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where 
ai(r) = U—-^ ,l<i<r<n 
j=i(rj-ri) 
and 
aYhs)= n -—L—r^\<i<s<n 
j=r+\^yj yp 
Thus, the conditional pdf of X(s,n,fh,k) given X(r,n,m,k) = x, 
l<r<s<n is given by 
fxis,n,m,k)\Xir,n,fh,k)(y' ^) 
^^-^  t^l'^(^) 
^r-l/= r+l 
1-F(>^) Ti f(y) 
[l-F(y)] ,x<y (8.9) 
and the conditional pdf of X(r,n,rh,k) given X(j,n,m,^) = }', 
l < r < j < n is given by 
r,n,m,k)\X(,s,n,fh,k) 
±ar\s,(mr\ 
i=r+l F(x)) 
ya:(r)[Fiix)V' \iS^ 
LM }F(x) 
L/=i 
(8.10) 
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9. Choquet-Deny type functional equation 
We have Rao and Shanbhag (1994) result on Choquet-Deny type 
functional equation as below: 
Let 
J G(u + v)jU(du) = G(v) + c* a.e. [L]for Me/?^.=[0,oo) (9.1) 
where G:i?+->i? = (-<»,«>) is locally integrable Borel measurable 
function and // is a cr-finite measure on R^ with //({O}) < 1 then 
Q(^^ ^ fy + or'[l - exp(7x)] a.e. [L] if 7 ^^  0 
[r+j3'x a.e.[L]if;7 = 0 
where a\^', y are constants and 7] is such that 
J ^''^//(^) = 1 (9.3) 
10. Characterizations through linear regression 
Characterization of distributions through linearity of regression of order 
statistics, record values and generalized order statistics have been 
considered by many in the literature. 
Ferguson (1967) introduced the characterization of distributions based on 
the linearity of regression of adjacent order statistics 
^(•^r+l:«'-^rn = ^ ) ^ ^ ^^ ^ dual E{Xj..j^\Xj.j^\.j^=x), where X .^^  is 
the r-th order statistics. Shanbhag (1970) characterized exponential 
and geometric distributions in terms of conditional expectations for single 
order gap. Khan and Khan (1987) characterized Burr type XII 
distribution through linear regression for single order gap. 
Khan and Abu-Salih (1989) characterized a general class of distributions 
through conditional expectation of function of order statistics: 
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E[h(X,^i.J\X,,,=x] = aKx) + b* 
and 
Wesolowski and Ahsanullah (1997) characterized the distributions by the 
regression of non-adjacent order statistics through the relation 
Characterization of distributions via linearity of regression of order 
statistics when gap is higher is considered by Khan and Ali (1987), 
Franco and Ruiz (1997) and L6pez-Bldzquez and Moreno-Rebollo 
(1997). Whereas Khan and Abouammoh (2(X)0) extended the result of 
Khan and Abu-Salih (1989) and characterized the generalized form of 
distributions through higher order gap. Khan and Athar (2002) also 
characterized some continuous distributions through linearity of 
regression when conditioning is done on a pair of order statistics. 
Using the result of Rao and Shanbhag (1994) dealing with an extended 
version of the integrated Cauchy functional equation Dembinska and 
Wesolowski (1998) and Athar et al (2003) [c/Chapter H] characterized 
the distributions by means of the regression equation 
For record values Nagaraja (1977) characterized continuous distributions 
by using the relation 
^(•^(/(r+l) ' ^U{r) =x) = aX + b 
Nagaraja (1988) also characterized distributions by means of 
E(Xu(r) I ^{/(r+l) =x) = ax + b 
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Franco and Ruiz (1996) obtained the distribution function F from the 
conditional expectations 
^['^(^U(„-l))l^f/(n)=^] 
where /i is a real, continuous and strictly monotonic function. 
Wesolowski and Ahsanullah (1997) extended the result of Nagaraja 
(1977) and characterized the distributions for double order gap. 
Lopez-Bl^quez and Moreno-Rebollo (1997), Dembihska and 
Wesolowski (2000) and Athar et al. (2003) characterized distributions by 
means of the relation 
Gupta and Ahsanullah (2004) characterized distributions through 
conditional expectation of record values through 
where g(x) may be non-linear but differentiable w.r.t. x. Further 
Bairamov et al. (2005) characterized exponential type of distributions via 
regression on pairs of record values, where regression may not be linear. 
Oflier characterizations results based on conditional expectations of non-
adjacent record values are given in Wu and Lee (2001), Raqab (2002) and 
Wu (2004). 
Concept of generalized order statistics (gos) was given by Kamps 
(1995a). Since many ordered variables like order statistics, record values 
and fc-record values are special cases of generalized order statistics, 
therefore characterization through generalized order statistics is of special 
interest. Keseling (1999) gave characterization of exponential distribution 
under the condition 
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E[if/{X(r + l,n,m,k) - X(r,n,m,k))\ X(r,n,m,k) = x] = c 
where c is a constant. 
AhsanuUah and Raqab (2004) proved that the relation 
E[y/{X(r + 2,n,m,k))\X(r,n,m,k) = x]=g(x) 
uniquely determines the distribution functions. 
Further, Raqab and Abu-Lawi (2004) characterized some general 
continuous distributions based on conditional expectations, through the 
relation 
E[g(X(r + ln,m,k))\ X{r,n,m,k) = x]=h{x) + c 
where h{.) and g{.) are real, continuous and strictly increasing functions. 
Khan and Alzaid (2004) characterized a general class of distribution 
F{x) = [ax + bf through linear regression of generalized order statistics 
using Rao and Shanbhag's (1994) result. They characterized the 
distributions by means of relation 
* * E[X(s,n,m,k)I X(r,n,m,k) = x] = a x + b 
Khan et al. (2006) also characterized the distribution functions through 
the relation 
E[h,{X (s,n,m,k)}\ X (r,n,m,k) = x] = g^ j ^ (x) 
and its dual 
E[^{X (r,n,m,k)}\ X (s,n,m,k) = x] = g^^^ (x) 
Preliminaries and basic concepts 23 
11. Moments and recurrence relations 
Order statistics and their moments have received attention from the 
beginning of this century since Galton (1902) and Pearson (1902) studied 
the distribution of the difference of the successive order statistics. The 
moment of order statistics did, subsequently, assume considerable 
importance in the statistics literature and have been numerically tabulated 
extensively for several distributions. For example one can refer to David 
and Nagaraja (2003), Sarhan and Greenberg (1962), Arnold and 
Balakrishnsn (1989), Arnold et al (1992) for details. 
There are mainly three reasons due to which recurrence relations and 
identities have great importance. 
(i) Reduce the amount of direct computations and hence reduce the 
time and labour. 
(ii) They express the higher order moments in terms of the lower 
order moments and hence make the evaluation of higher order 
moments easy. 
(iii) Provide some simple checks to test the accuracy of computation 
of moments of order statistics. 
Shah (1966) obtained the product moments of order statistics from 
logistic distribution. Later on Shah (1970) obtained the recurrence 
relation for the moments of all order statistics for logistic distribution. 
Joshi (1978) obtained recurrence relation between the moment of order 
statistics from the exponential and right truncated exponential 
distribution. 
Joshi (1979a,b) obtained similar recurrence relation for the moments of 
order statistics from doubly truncated exponential and gamma distribution 
respectively. 
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Joshi (1982) also obtained some recurrence relations for mixed moments 
of order statistics for exponential and truncated exponential distribution. 
Balakrishnan and Joshi (1982) obtained the relations for doubly truncated 
Pareto distribution. Balakrishnan and Joshi (1983a, 1983b, 1984) 
obtained recurrence relation for single and product moment of order 
statistics from symmetrically truncated logistic distribution and doubly 
truncated exponential distributions. 
Khan et al. (1983 a) developed general results for finding the k-th 
moment of order statistics without considering any particular distribution. 
Further, these results were utilized to obtain recurrence relation for 
doubly truncated and non-truncated distributions, thus unifying all the 
known results on recurrence relations for moments of order statistics. 
Khan et al. (1983 b) also extended the results for product moments of 
order statistics for doubly truncated and non-truncated distributions. 
Khan et al. (1984) obtained the inverse moment of order statistics for 
exponential distribution whereas Ali and Khan (1996) obtained the ratio 
and product moment of order statistics from WeibuU and exponential 
distribution. Unifying earUer results Khan and Athar (2000) established 
relation for ratio and product moments of order statistics from doubly 
truncated WeibuU distribution. 
Khan and Khan (1987) obtained recurrence relation for single and 
product moment of order statistics for doubly truncated Burr distribution 
(Burr type XII) and utiUzed the relation to characterize the distribution. 
Further Khan et al. (1987) estabUshed the relations for logistic 
distribution. Ali and Khan (1987) obtained the recurrence relations 
between moments of order statistics for log-logistic distribution whereas 
Balakrishnan and Kocheriakota (1986) and Al-Shboul and Khan (1989) 
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obtained moments of order statistics for doubly truncated log-logistic 
distribution. 
Balakrishnan et al. (1988) obtained recurrence relations and identities for 
moments of order statistics for some specific continuous distributions 
whereas Balakrishnan et al. (1992) established general relations and 
identities for order statistics from non-independent non-identical 
variables. 
Ali and Khan (1995) have obtained ratio and product moment of two 
order statistics of different order from Burr distribution. Further they have 
deduced the moments and inverse moments of single order statistics from 
the product moments. 
Balakrishnan and Aggarwala (1996) obtained the relationships for 
moments of order statistics from the right-truncated generalized half 
logistic distribution while Ali and Khan (1997) established recurrence 
relation for the expectations of a function of single order statistics from a 
general class of distribution. Further Ali and Khan (1998) also established 
recurrence relations for expected values of certain functions of two order 
statistics. Saran and Pushkarana (1999) established the recurrence 
relations for single and product moments of order statistics from doubly 
truncated generalized exponential distribution. Related results may also 
be found in Khan et al. (1987) and Khan and Abu-Salih (1988). 
Balakrishnan and AhsanuUah (1994a, 1994b) established recurrence 
relations for single and product moments of record values from 
generalized Pareto distribution and Lomax distribution respectively. 
Further, Balakrishnan and AhsanuUah (1995) obtained recurrence 
relations for single and product moments of record values from 
exponential distribution. 
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Pawlas and Szynal (1998) developed relations for single and product 
moments of k-th record values from exponential and Gumbel 
distributions, whereas Pawlas and Szynal (1999) established relations for 
single and product moments of k-th record values from Pareto, 
generalized Pareto and Burr distributions. 
Kamps (1995a) investigated recurrence relations for moments of 
generalized order statistics based on non-identically distributed random 
variables, which contains order statistics and record values as special 
cases. 
Cramer and Kamps (2000) derived relations for expectations of functions 
of generalized order statistics within a class of distributions including a 
variety of identities for single and product moments of ordinary order 
statistics and record values as particular cases. 
Pawlas and Szynal (2001a) derived recurrence relations for single and 
product moments of generalized order statistics from Pareto, generalized 
Pareto and Burr distributions. Pawlas and Szynal (2001b) defined the 
concept of lower generalized order statistics and obtained the recurrence 
relations for single and product moments of lower generalized order 
statistics from the inverse WeibuU distribution. 
Athar and Islam (2004) [cf Chapter V] established some recurrence 
relations between expectation of function of single and joint generalized 
order statistics from a general class of distribution. Further Athar et al. 
(2006 c) [cf Chapter VI] generalized the result of Athar and Islam (2004) 
and established the relations for the expectation of function of gos for 
truncated distributions. 
Athar et al. (2006 a) obtained the ratio and inverse moments of 
generalized order statistics from Weibull distribution. 
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12. Some continuous distributions 
I. Pareto distribution 
A random variable X is said to have the Pareto distribution if its 
probability density function (pdf)f(x) and distribution function 
{df) F(x) are of the form given below: 
f{x) = pXPx-^P-^^^', ; i<x<oo; ;i ,p>0 
F(x) = l-ZPx~P; A<jc<oo; Z,p>Q 
Many socio-economic and naturally occurring quantities are distributed 
according to Pareto law. For example, distribution of city population 
sizes, personal income etc. 
n. Power function distribution 
A random variable X is said to have a power function distribution if its 
pdf and df are of the form given below: 
f(x) = prPxP~'^', 0<x<Jl; Z,p>0 
F(x) = rPxP',0<x<Z; Jl,p>0 
The power function distribution is used to approximate representation of 
the lower tail of the distribution of random variable having fixed lower 
bound. It may be noted that if X has a power function distribution, then 
Y = — has a Pareto distribution. 
X 
in . Beta distribution 
a) Beta distribution of first kind 
A random variable X is said to have the beta distribution of first kind if 
its pdf is of the form 
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nx) = —^xP-\l-xf-^', 0<x<l, p,q>0 
B(p,q) 
Beta distribution arises as the distribution of an ordered variable from a 
rectangular distribution. Suppose X;..„ is an ordered sample from 
t/(0,l), then Xf.:n is distributed as B(r,n-r + l). The standard 
rectangular distribution /?(0,1) is the special case of beta distribution of 
first kind obtained by putting the exponents p and q equal to 1. If ^ = 1, 
the distribution reduces to power function distribution. 
b) Beta distribution of second kind 
The continuous random variable X which is distributed according to 
probability law: 
1 xP-^ 
/ W = - — — (p ,^)>0 ,0<^<oc 
B(p,q)(l + x)P^^ 
is known as a beta variate of the second kind with parameters p and q. 
Remark 12.1: Beta distribution of second kind reduces to beta 
distribution of first kind if we replace l + x by —. 
Usage: The Beta distribution is one of the most frequently employed 
distributions to fit theoretical distributions. Beta distribution may be 
applied directly to the analysis of Markov processes with "uncertain" 
transition probabilities. 
IV. Weibull distribution 
A random variable X is said to have a Weibull distribution if its pdf is 
given by: 
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f(x) = epxP~^e~^''^ ; 0<x<oo; a>0, p>0 
and the df is given by 
F(x) = l-e~^'^''; 0<x<oo; 0>0, p>0 
Remark 12.2: If we put p = l in WeibuU distribution, we get the pdf 
of exponential distribution. 
Remark 123: If we put p = 2, it gives pdf of Rayleigh distribution. 
Remark 12.4: If X has a Weibull distribution, then the pdf of 
X^ 
Y = -plog\ is 
which is a form of an Extreme Value distribution. 
Remark 12.5: The pdf and the cdf of inverse WeibuU distribution is 
given by 
f{x) = epx~^P"'^^e'^^~\ O<x<oo',0>O, p>0 
F(x) = e~^^\ 0<x<oo- e>0, p>0 
Usage: Weibull distribution is widely used in reliability and quality 
control. The distribution is also useful in cases where the conditions of 
strict randomness of exponential distribution are not satisfied. It is 
sometimes used as a tolerance distribution in the analysis of quantal 
response data. 
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y. Exponential distribution 
A random variable X is said to have an exponential distribution if its 
pdf is given by 
f(x) = ee~^'^',0<x<oo; 0>O 
and the df is given by 
Fix) = l-e~^^\ 0<jc<oo;^>0 
Usage: The exponential distribution plays an important role in 
describing a large class of phenomena particularly in the area of 
reliability theory. The exponential distribution has many other 
applications. In fact, whenever a continuous random variable X 
assuming non-negative values satisfies the assumption, 
P(X>s + t\X>s) = PiX>t) for all s mdt, 
then X will have an exponential distribution. This is particularly a very 
appropriate failure law when present does not depend on the past, for 
example, in studying the life of a bulb etc. 
VI. Rectangular distribution 
A random variable X is said to have a rectangular distribution if its pdf 
is given by 
/ W = ^ ; / ? < . < ^ 
and the df is given by 
F(x) = j - ^ ; j3<x<A 
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The standard rectangular distribution /?(0,1) is obtained by putting P = Q 
and X = \. It is noted that every distribution function F{x) follows 
rectangular distribution /?(0,1). This distribution is used in "rounding 
off' errors, probability integral transformation, random number 
generation, traffic flow, generation of normal, exponential distribution 
etc. 
Vn. Burr distribution 
Let X be a continuous random variable, then different forms of 
cumulative distribution function of X are listed below (Johnson and 
Kotz, 1970): 
1 F(jc) = ;c, 0 < x < l 
2 F(x) = (l + e" ' ' ) ' ^ , -OO<A:<OO 
3 F(;c) = (H-;c~^r*, 0<;c<oo 
F{x) = 1 + c-x 
Mc •^-k 
, 0<fc<c 
5 F(;c)=[l + c e - ^ ^ ^ ^ --<x<-
2 2 
6 F(;c) = [l + ce"*^^°^T*, -oo<;c<oo 
7 
8 
F(x) = 2 *(l + tanhx)*, -oo<;c<oo 
(2 _i jc^ F(x)= —tan e^ \, -oo<j:<oo 
9 F(jc) = l 
c[(H-e-^)*-l] + 2 
, - O O < J : < O O 
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10 F(x) = (l + e~'' )*, 0<;c<oo 
11 F(x) = lx sin2;cc| , 0 < A ; < 1 
12 F(jc) = l - ( l + x T * , 0 < x < o o 
where k and c are positive parameters. 
Special attention is given to type XII, whose pdf is given as: 
f(x) = kcx''-\l+xT^'''^^^; 0<x<oo',k,c>0 
This distribution is frequentiy used for the purpose of graduation and in 
reliability theory. At c = 1, it is called Lomax distribution whereas at 
^ = 1, it is known as Log-logistic distribution. 
Vm. Cauchy distribution 
The special form of the Pearson type VII distribution, with pdf 
1 1 
f(x) = T- - o o < ; c < o o ; A > 0 ; - o o < ^ < o o 
^[l + {(x-0)/M ] 
is called the Cauchy distribution. 
The cdf is given by 
F(x) = - + - t a n * 
2 ;r 
x-0 
-oo<x<oo\A>Q\-oo<0<oo 
The distribution is symmetrical about x = 0. The distribution does not 
possess finite moments of order greater than or equal to 1, and so does 
not possess a finite expected value or standard deviation. However, 6 
and A are location and scale parameters, respectively, and may be 
regarded as being analogous to mean and standard deviation. 
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There is no standard form of the Cauchy distribution, as it is not possible 
to standardize without using (finite) values of mean and standard 
deviation, which does not exist in this case. However, a standard form is 
obtained by putting d = 0,A, = l. The standard probability density 
function is given by 
fix)= — -oo<jt<oo 
and the standard cumulative distribution function is 
r^ , s 1 1 -1 
F(x) = —+ —tan X -oo<x<oo. 
2 ;r 
_Chag tern 
'CHARACTERIZATION OF DISTRIBUTIONS THROUGH 
LINEAR REGRESSION OF RECORD VALUES AND ORDER 
STATISTICS 
1. Introduction 
Characterization of distributions via linearity of regression for record 
values and order statistics with higher gap have been considered among 
others by Dembihska and Wesolowski (1998, 2000), Lopez-Bl^quez and 
Moreno-Rebollo (1997) and Franco and Ruiz (1997). But their proofs are 
too much involved and therefore, we have made an attempt to simplify it 
by using Rao and Shanbhag (1994) results and have obtained explicit 
results for F(x) = \-F(x) = [ax + bY form of distributions, which 
include power function, Pareto and exponential distributions and their 
monotone transforms. For related results one may refer to Khan and 
Abouammoh (2000), Khan and Alzaid (2004) and Khan et al. (2006). 
In particular, it has been established that F(x) = [ax + bY if and only if 
X^(^^^=x] = a x + b , r<s where X (^j) is the 5-th upper 
record. Further, it has been observed that for the power function 
distribution a <1, for the Pareto distribution a >l and for the 
exponential distribution a =1. Similar results are obtained for order 
statistics. Some of its important deductions are also discussed. 
2. Record values 
Let {X„,n>l} be a sequence of independent, identically distributed 
continuous random variables with df F(x) and pdf f(x). Let X^^(^^) be 
Part of the result of this chapter appeared in Athar et al. (2003). 
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the s-th upper record value, then the conditional pdf of X^^ j^ given 
X„(,) = ;c, 1 < r < 5 is [AhsanuUah, 1995] 
/(^«(.) | X„(,)=x) = ^ ;^J-^[ - lnF(y) + l n F ( x ) r ' - ^ # i (2.1) 
ns-r)' F(x) 
where F(x) = P{X >x) = l- F(x) and In is log with base e. 
Now we characterize the distribution functions by the linear regression of 
upper record values. 
Theorem 2.1: Let X be an absolutely continuous rv with df Fix) and 
pdf f(x) on the support {(X,P), where a and P may be finite or infinite. 
Then for r < 5, 
^^«(5)| -^„(r) =^] = a ^ + ^  
if and only if 
F{x)=^[ax + bf , x&{a,p) 
(2.2) 
(2.3) 
f A. ^•^~'• 
where a = 
vc + ly 
and b* =—[l-a*]. 
a 
Proof: First we will prove (2.3) implies (2.2). 
We have Fix) = [ax + bf, fix) = -ac[ax + bY~^ 
Now, from (2.1), 
^[^«(.)| ^«(r) =x] = --^(y[-\nFiy) + \nFix)Y-'-'^ 
ris-r) "t F 
-1 /OO 
ix) dy 
'-T,i Tis-r)[ax + bf ^^ 
( 
cln ax-Vb 
\ nj-r- l 
ay-vb ^  
ic-l 
ac[a3; + t]^"'rf)' (2.4) 
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Let t = In ' ax + b 
ay + b^ 
which implies 
y = 
(ax + b)e-"''-b 
a 
and e 'dt = ^^ —dy 
(ox + bY 
Therefore from (2.4), we have 
E[X,^s)\ X,^,^=x] = —^—-f[(ax + b)e-^"-b]t'-'-'e-'dt 
ar{s-r) •'o 
= a x + b 
where b* = —(1 - a*) 
a 
and a * = ^ — T r - - ^ . " c dt= -^] 
r ( 5 - r ) « [c + \) 
and hence the 'if part. 
To prove (2.2) implies (2.3), we have 
—,fy[- In F(y) + In F(;c)]^-'-^ Z ^ rf;y = a*;c + &* 
ns-r) F(x) 
(2.5) 
Now set F{x) = e"^ and Fiy) = e"^ """"^ , then 
1 
ns-r) - r ) •'o 
-l/_-v> SetG(v) = F-'(e-") to get 
jG(M + v)//(rfM) = G(v)+^ (2.6) 
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where // (du) = ! ^ u'''-^ e"" du (2.7) 
r(s-r)a 
Therefore in view of Rao and Shanbhag (1994) result [see Chapter I], we 
get 
G(v) = r+a\l-e'^) ifTj^O 
Thus at J]^0, 
OT,e-'' = F[r+a\\-e'^)] 
lA.Xz = r+a\\-e^) then, 
1 
F(z) = 1 - ^ 
a 
= [az + b]' 
where a = — ; , b = r^, c = — 
a a 7j 
In view of (1.9.3) and alongwith (2.7) and (2.8), we have 
i Ce"^ u'-'-^ e-" du = 1 
r(s-r)a * 
. j - r 
(2.8) 
implying that a* = = - ^ I (2.9) 
(1-7)^-'- [c + lj 
Further at v = 0, we have from (1.9.1) and (1.9.2), 
JG(u)ju(du) = G(0) + c* 
or, G(0) + c* = jir+ oc'- a'e'^)ju{dx) 
b Y+a , , ,^ b 
a a " \-a 
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as [ju(dx) = \ , [e'''M(dx) = l, * h G(0) =; ' and c = — 
a 
Using (2.8), 
^ , b h 
r+a = — = - ; 
a l-a 
and hence b = — ( l -a*) . 
a 
(2.10) 
For 77 = 0, from (1.9.2), 
Giv) = F-\e-'') = y+^'v 
or F(z)=^e-^^'-^\Z>0 (2.11) 
where ^ = —,. Therefore, 
F{z) = Mz-r) ~\c = [az + bf as c -^ oo(ri -> 0) 
, X , c + Xy ^ 
where a = — , b = -. Thus 
• f c 
a = 
. j - r 
X + \. 
->1 as c-> 0 0 (2.12) 
and b* = — 
a 
/• \s-r 
' C ] 
c + 1 
- 1 
Now at f = or c = 
c+1 l-t 
b^ c + Jir_ t(l-Jly) + Jly 
a X ~ (^-i)X 
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d^ ^*_t'-'-^\i-^r)+t'-''Zr-t(i-Ay)-zr 
it-l)X 
Differentiating numerator and denominator separately w.r.t. t and taking 
the limit as r -> 1, we get 
b* = ^-^^ (2.13) 
The values of a and b at 77 = 0 could have also been obtained from 
(2.6) and (2.7) as earlier using the result of Rao and Shanbhag (1994) and 
hence the Theorem. 
Examples: 
We have considered here the distributions as given in Dembinska and 
Wesolowski (1998). 
a) Power function distribution 
F(x) = p-a] •J:+ . ^ , a<x<P P-a p-a 
a —,b = - ^ , c = e. P-a p-a 
(2.14) 
a=\ e 
e+\ 
<i, b"=p 1- e ^  
s-r 
e+\ 
(2.15) 
b) Pareto distribution 
F{x) = \ 1 d \ 
^ J x+Sj \a+S a+d 
-9 
, a<x<oo,0>o^a + S>O 
(2.16) 
a = -,b = -,c = -0, 
a+0 a+S 
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a=(^'"'>l,b*=S 
.0-1. 
0 yS-r 
0-\. 
-1 
c) Exponential distribution 
F(;c) = e-^^^-' ' \x>a,/l>0 
a = — , o = ,c—>oo 
c c 
*_ ,* _(s-r) 
a = 1, o = —-— 
(2.17) 
(2.18) 
(2.19) 
Remarlc 2.1: If h(x) be a monotonic and differentiable function of x on 
the support ia,fi), then we have 
E[h(X„(j))I X„(^ ) =x] = ah{x) + b* 
if and only if 
F{x)^[ah{x) + bf 
with the same a and b as given in (2.9) and (2.10). Therefore, with 
suitable choice of a,b,c and h{x), we will get various characterization 
results of distribution as given in Table 2.1 [Khan and Alzaid, 2004] 
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Table 2.1: F(x) = l-[ah(x) + bf 
Distribution F(x) a b c hix) 
Power 
function 
a-PxP 
0<x<a 
-a-P 1 1 xP 
Pareto \-aPx-P 
a<x<oo 
a ^ 0 p/q x^,q^O 
Beta of the i_n_^\P 
first kind 
0<;c<l 
1 0 p/q ( i_ ;c )« ,^^o 
-1 I p X 
WeibuU l-e'^""" 
0<X<oo 
1 0 e/q g-«^ , 9 * 0 
•0'c 1 ^ ^P 
Inverse 
WeibuU 
.-0X-P 
0 < J : < O O 
- 1 1 I e -ex' 
Burr type 11 [l + e" ' ' r* 
-oo<;C<oo 
- 1 1 1 (l + e " T * 
Burr type HI (1 + x"'')"* 
0 < j ; < « > 
•1 1 1 (l + ;c"^r* 
Burr type FV 
1 + c-x 
Ale 
0<x<c 
-k 
- 1 1 1 1 + c-x 
A/c -k 
Burr type V [1 + c c - ^ ^ r * ^ 
-7cll<x<nll 
•1 1 1 [l + c ^ - ^ ^ r * 
Burr type VI [l + ce"*" '*^] -* 
~oo<x<oa 
•1 1 1 [1 + ce-*^''*^]-'^ 
Burr type VII 2"*(l + tanh;c)* 
- o o < A:<OO 
- 7 - * 1 1 [l + tanh;cr 
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Burr type Vm 
Burr type IX 
Burr type X 
Burr type XI 
Burr type Xn 
Cauchy 
— o o < x < o o 
— oo< J:<OO 
0<JC<oo 
X sinlTTx 
{ lit 
0 < x < l 
i-(i+(9x^r'" 
0 < A ; < O O 
1 1 _i 
- + —tan ^x 
2 n 
- o o < A:<OO 
l] + 2 
) ' 
-(I)' 
c 
2 
-1 
-1 
e 
1 
K 
1 
1 - ^ 
2 
1 
1 
1 
1 
2 
1 
-1 
1 
1 
-m 
1 
(tan"* e-")* 
(1 + cT* 
d-e""^')* 
1 1-(x sin2;rj:r 2;r 
;c/' 
t an" X 
It may be noted here that at or = 0 in Pareto distribution (2.16), we get 
result for Lomax distribution 
- i „ \ - ^ F(;c) = (l + ^-';c) (2.20) 
whereas at h{x) = A:^  , we get expression for Burr type XII distribution 
F(;c) = (l + <J"V)"^ 
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3. Order statistics 
Let Xj.„ < X2„ ^. . .^ X„.„ be the order statistics from a continuous 
population with df F(x) and pdf f{x). 
Dembinska and Wesolowski (1998) have considered 
E[X,,„\X,,,=x] = ax + b* (3.1) 
for l<r<s<n to characterize Pareto, power function and exponential 
distributions but have not given the general expression for a and b . 
Instead, they have obtained it for the specific distributions, that too not in 
an explicit form. 
Khan and Abouammoh (2000) have characterized F(x) = [ah(x) + bY 
through 
E[h(Xs:n)\ X,,„ =x] = ah(x) + b* (3.2) 
and have obtained 
y=0 c{n-r-j) + \ 
a jTo c(n-s + 1- j)fj^c(n-s + \ + i) + l 
= --(!-a) (3.3) 
a 
For h(x) monotonic and differentiable, since 
E[X,,A X,,„ = x] = a*x + b* if and only if F(x) = [ax + bY (3.4) 
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and 
£[/i(X,.„)| X,.„ =x] = a*h(x) + b* if and only if F(x) = [ah(x) + bf 
(3.5) 
are equivalent, and therefore for specific distributions with a,b,c as 
given in Table 2.1, explicit expressions for a and b can be obtained 
from (3.3) in a nice and closed form unlike the one given by Dembinska 
and Wesolowski (1998). 
Examples: 
a) Power function distribution 
F(x) = ^B-x^' 
xP-aj ,a<x</3,e>Q 
a = - - ,b = —^^,c = e, 
j3-a p-a 
s-r-\ (n-r-jW 
U {n-r-j)d + \ (3.6) 
b) Pareto distribution 
F(x) = 
KX + S, 
,a<x<oo,0>O 
a = -,b = -,c = -e, 
a + S a + S 
s-r-l 
^ ^ n 7^  ^ i ^ ^ ^ ' ^ =S(l-a ) jJo (n-r-j)d-l (3.7) 
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c) Exponential distribution 
A, , c + Aa 
a =—,b = , c—>oo 
c c 
a*=i,^*=iy-J— (3.8) 
Remark 2.1: Franco and Ruiz (1997) have characterized distributions 
considering 
Therefore in their distributions with s = r + i 
(i) F(x) = hiJ3~)-hix) 
a = 
h(j3-)-h(a+) 
1 b = KM ; c = \ 
.*=n 
hi/3-) ~ h(a+)' KM - h{a+) 
^"''^ (n-r-j) n-r n-r~\ n - 5 + 1 n - s + 1 
^^ 0 ( n - r - 7 + 1) n - r + 1 n-r n-s + 2 n - r + 1 
i;* = - - ( l - a * ) = - ^^^^^ . / i ( ; ^ - ) , where F(>ff-) = aM>ff-) + ^  = 0 
a ( n - r + 1) 
(ii) F{x) = e-^*'^'^-*'^''^'>^ 
&[h(x)-h(a+) ~\c 
, C—>oo 
e , c + eh(a+) 
a = — , 0 = , c—>oo 
c c 
* 1 a =1, 
s- l i-r-1 
,*_1^ 1 _lv" ^ 
"e%{n-j)"e ,ts (n-r-o 
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h{a+) + 5 (iii) F{x) = h{x) + S 
a = - , b = - , c = - l 
h{a-\-) + S h(a+) + 6 
s-r-\ 
* jJo in-r-j)-\ n-s' n-s 
Thus the results obtained by Khan and Ali (1987), Khan and Abu-Salih 
(1989), Wu and Ouyang (1996), Franco and Ruiz (1997) and Khan and 
Abouammoh (2000) can be unified. 
Remark 2.2: Noting that the conditional distribution of Xj.„ given X^.^ 
from F() is the same as the conditional distribution of X„_^^i.„ given 
X„_;.+i:„ from 1-F(;c), therefore we have (Khan and Abouammoh, 
2000), 
E[X„_,^,:„\ X„_,^i,,=x] = ax + b* (3.9) 
if and only if 
F(x) = [ax + bY (3.10) 
u * •^ TT^ ' c{n-r-i) , ,» b,. *. 
where a = M —^^  ^^— and b =—(l-a ) 
=^0 c(n-r-j) + l a 
That is, 
E[X,.J X,,„=x] = alx + b* (3.11) 
if and only if 
F(x) = [ax + bf (3.12) 
where a^ =Y\ ""^^~^^ and b* =--(!-a^) (3.13) 
j=i c(s-j) + l a 
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obtained by replacing (n-s + l) by r and (n-r + l) by s in (3.9) 
and 
E[h(X,.j X,,„ =x] = alKx) + bl (3.14) 
if and only if 
F{x) = {ah{x) + bf (3.15) 
* * 
where h{x) is a monotonic and differentiable function of x and a\, b\ 
are same as given in (3.13). 
With suitable choice of a,b,c and h{x), various distributions may be 
characterized as given in Table 2.2 [Khan and Abouammoh, 2000]. 
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Table 2.2: F(x) = [ah(x) + bf 
Distribution Fix) b c h{x) 
Power 
function 
a-PxP 
0<x<a 
1-1 0 piq x'^,q*o 
Pareto \-aPx-P 
a<x<oo 
-a 
aP l-aP 1 l-x-P 
P i I x-P 
Beta of the i_n_j^\P 
first kind 
0 < x < l 
- 1 1 1 il-x)P 
WeibuU l-e-'^' 
0<X<oo 
- 1 1 1 ^-^^^ 
Inverse 
WeibuU 
.-0X-P 
0<;c<oo 
•e/c 
1 
1 
0 
rP 
•qx -p 
eiq 
,q*0 
Burr type n [i + g-^]"* 
— o o < ; C < < » 
.-k 1 -k p 
0 -klq (l + g-^)«,99t0 
Burr type HI « ^ -c\-k 
0 < j ; < o o 
- - C 1 -k X 
0 -klq (l + x-^)9,(7,tO 
Burr type IV 1 + c-x 
Mc 
Q<x<c 
-k 
1 - i t 
0 -klq 
' c-x\ 
\ X 
1+ c-x 
\lc 
.q*0 
BuirtypeV [l + c e " ^ ^ ] - * 
-7Cl2<X<7tl2 
c 
1 
1 
0 
- t a n x 
•it e 
•klq [l + c e - ^ ^ ] « , 
q^O 
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Burr type VI r^_^^^-kswihx-,-k ^ 
- < » < X < o o I 
1 
0 
-k -ksinhx 
BuirtypeVn 2-^l + tanh;c)\ 1/2 
- o o < x < o o 2-9 
1/2 
0 
j^  tanhx 
klq (l + tanh;c)9, 
BurrtypeVm /<, 
- o o < ;c<oo 
I 0 klq (tan 'e"'')^, 
Burr type DC 
1-
c[(l + e'')''-l] + 2 - 2 1 1 [c[(l + e^)*-l] 
- o o < X<oo 
Burr type X 
0 < X < o o 
1 .-X 
0 Jk/^  (l-g""^ )«, 
Burr type XI 
Q<x<\ 
0 fc/^ he sin2;rj: 
,q*0 
Burr type XII l-(l + ^ ;c^r'" 
0<a:<oo 
1 1 (i+exPy" 
0 llq [l-(l + ^ ;c^r'' 
,q*0 
Cauchy 1 1 - 1 1 
- + —tan ^x — 
2 ;r ;T 
2 
1 tan-^ 
Chapter III 
* CHARACTERIZATION OF DISTRIBUTIONS THROUGH 
CONDITIONAL EXPECTATIONS 
1. Introduction 
Let Xj.^ < X2.n <"• < XfiM b^ the ordered statistics from a continuous 
population with the pdf f{x) and the df F{x). Various characterization 
results for distributions through 
E[<^(X,.J\X,,„=:x]aRdE[<^(X,,„)\X,,„=x],l<r<s<n 
are available in the literature [Khan and Abu-Salih (1989); Franco and 
Ruiz (1997); Dembinska and Wesolowski (1998), Khan and Abouammoh 
(2000) among others]. 
In this chapter, general form of distributions Fix) = 1 - [a^{x) + bf and 
F(x) = [a^(x) + bf have been characterized through E[^(X)\Xr:n =x], 
where ^(x) is a monotonic and differentiable function of x over the 
support (C(,/3). Here a may be -«» and ^ may be + <». 
2. Characterizing results 
Theorem 2.1: If E[^(X ) I X,.„ = ;C] = g, (;C) then for 1 < r < .S < n, 
/(;c) _ n(s-l)g;{x)-n{r-l)8:(x)-(s-r)^Xx) 
I-Fix) nis-l)g,ix)-nir-l)g,ix)-nis-r)^ix) 
where ^ix) is a monotonic and differentiable function for xe ia,P) 
Proof: We have, 
g,ix) = E[^iX)\X,,,=x] 
(2.1) 
* Part of the results of this chapter is contained in Athar at el. (2006 b). 
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=.&^ + LZ1E[^(X)\X<X] + ^ ^—^E[^(X)\X>X] (2.2) 
n n n 
Therefore, 
n(s -l)g^ix)- n(r -l)g, (x) 
= (s-r)^(x) + (n-l)(s-r)E[^(X)\X>x] (2.3) 
Since E[^(X) IX > x] = —~— (^{t)f{t)dt (2.4) 
Thus, 
n{{s - \)g,{x) - (r - \)g,{x)\ [1 - Fix)] 
= (^  - r)^{x)[\ - F{x)] + (n -1)(5 - r) \^^{t)f{t)dt 
Differentiating both the sides w.r.t. x, we have 
n[{s - \)g,{x) - (r - DgMli-f^x)) 
+ [l-F{x)]n[{s-\)g,{x)-{r-\)g,{x)-\ 
= {s- r)[^{x){-f{x)) + [1 - F{x)\^\x)\- (n - \){s - r)^(x)f(x) 
which implies 
fix) ^ n(s-l)g',(x)-n(r-l)g:(x)-(s-r)^Xx) 
I-Fix) nis-\)g,ix)-nir-\)g,ix)-nis-r)^ix) 
for any \<r<s<n and hence the theorem. 
Corollary 2.1; If E[^iX )\X,.„=x]=g, (JC) then for 1 < r < n 
fix) ^ nin-l)g'rix)-nir-l)g'„ix)-in-r)^\x) 
l-Fix) nin-l)g,ix)-nir-l)g„ix)-nin-r)<^ix) 
This may be obtained by putting s = n in Theorem 2.1. 
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Corollary 2.2: If £:[#(X) I Xi,„ = x]=giix) then for n > 1 
fix) _ ng[{x)-^\x) 
\-F{x) ng^{x)-n4{x) 
To obtain (2.6) put r = 1 in either (2.1) or in (2.5). 
Theorem 2.2: If E[4{X) I X,.„ = ;c] = g,(;c) then for 1 < r < 5 < n, 
fix) ^ njn- r)g'^ix) -njn-s)g'r(x)-js-r)^\x) 
F{x) n(n - r) g^ (x) - n{n -s)g,{x)- n(s - r) ^{x) 
(2.6) 
(2.7) 
where ^{x) is a monotonic and differentiable function for x& {oc,P). 
Proof: In view of (2.2), we have 
n(n - s)g,{x) = (« - s)^{x) + (r - \){n - s)E[^(X) \X<x] 
+ (n-s){n-r)E[4{X)\X>x] 
and n(n-r)g,(x) = in-r)^(x) + (s-\)(.n-r)E[^(X)\X<x] 
+ (n-r)in-s)E[^(X)\X>x] 
Therefore, 
n[in-r)g,ix)-(n-s)g,ix)] 
= (s- r)^(x)Hn -l)(s- r)E[^iX) \X<x] (2.8) 
Since E[^{X)\X<x] = -^J^^it)f(t)dt, 
Therefore, 
n[(n - r)g,ix) - (n - s)g,(x)]F{x) 
= (s-r)^{x)F(x)Hn-l)(s-r) l^(t)f{t)dt (2.9) 
Differentiating both the sides of (2.9) w.r.t. x, we get 
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n[(n - r)g, {x) - (n - s)g,{x)]f(x) + F(x)n[(n - r)g',{x) - (n - s)g',{x)\ 
= (* - r)[^(x)/(x) + F{x)^\x)\ + (n - \){s - r)^(x)f(x) 
which implies, 
fix) ^ n{n - r)g^(x) - n(n - s)g',(x) - (s - r)^\x) 
F(x) nin - r)g,{x) - n(n - s)g,(x) - n(s - r)^(x) 
for any l<r<s^n and hence the Theorem. 
CoroUary 23: If E[i(X) I X,,„ = x]=g,{x) then for 1 < r < n 
fix) ^ n(n - Dg^jx) - njn - r) g{(x) - (r - l ) f U) 
Fix) nin-l)g^ix)-nin-r)giix)-nir-l)^ix) 
To get (2,10), one may put r = 1 and replace 5 by r in (2.7). 
CoroUary 2.4: If El^iX) I X„.„ = x]= g„(;c) then forn > 1 
fix)_ ng'„ix)-^\x) 
(2.10) 
(2.11) 
Fix) ng^ix)-n^ix) 
This is obtained from (2.7) at 5 = n or from (2.10) at r = «. 
3. Characterization of distributions 
Theorem 3.1: Let £[^(X)IX^.„ =jc]=g^(;c) where ^ix) isamonotonic 
and differentiable function of x then for 1 < r < 5 < n, 
grix) = ^  + —Bix) + ^ ^^Aix) (3.1) 
n n n 
if and only if 
Fix) = \-[a^ix)^-bf (3.2) 
where Aix) = E[iiX)\X>x] = -^^ix) - ^ (3.3) 
1 + c fl(l + c) 
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and B(X) = E[^(X)\X<X] = A(X) ^^^^^"^^^^^ (3.4) 
l + c{l-[a^(x) + br] 
Proof: First we will prove (3.2) implies (3.1). 
We have, 
Aix) = El^{X)\X>x] = —^f4(t)mdt 
\-F(x) * 
1 f /?« . . . 
1 - F{x) * 
Since, 
1 - F(x) = [a^ix) + ft]^ = - ^ M j : ^ / ( ; c ) 
flc^ (A:) 
Therefore, from (3.5) and (3.6), we have 
Aix) = ^ (x)--A(x)---^f mdt 
c acl-F{x)* 
which implies, 
and hence (3.3). 
Similarly we have. 
B(x) = E[^(X) \X<x] = ^  l4(t)fit)dt 
= ^ (.)--i-£Y(mi^^^/(0]^r F(x)"« acg (t) 
(3.6) 
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_t(. ^ix)-^{a) B{x) b 
F{x) c ac /^^« 
1 + c 
^(x) - b) c m-m 
ac 1 + c Fix) \ S^ y 
-^• .^. 
and hence the if part is proved. 
To show that (3.1) impUes (3.2), we have from Theorem 2.1 
fix) ^ n{s-l)8'^{x)-n(r-l)g'^(x)-(s-r)^\x) ^N 
1-Fix) nis-l)g,ix)-nir-l)g,ix)-nis-r)^ix) D 
Now from (2.3), 
nis-l)g,ix)-nir-l)g^ix) = is-r)^ix) + in-\)is-r)Aix) 
Therefore, D = is- r)^ix) - nis - r) ^ ix) + (n - l)is - r) Aix) 
= -in -l)is- r) ^ ix) -bin- l)is - r) Aix) 
•••' t . , M v ; ^<^ 
= in-\)is-r) 
1 + c ^U) a(l + c) -^ix) 
{n~\)is-r) 
(1 + c) 
^U) + ^  
a 
Similarly, 
and 
^ ^ ( . - l ) ( . - r ) c 
(1 + c) 
fix) ac^'ix) 
\-Fix) a^ix) + b 
implying that 
l-Fix) = [a^ix) + bf 
^ 
(3.7) 
(3.8) 
and hence the result. 
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Examples: 
(i) Power function: 
F(x) = l-v~PxP =[a^ix) + bY ; 0<x<v (3.9) 
Herea = -v"^ , ^ = 1, c = l, ^(x) = x^, a = Oandfi = v 
Therefore, 
A(x) = —x'^ +—v^ = 
2 2 2 
l^(;c)-^(a) 
B(x) = A(x) 
= A(J:) 
2 Fix) 
1 jc^ x^ 
2 v - V 2 
8Ax) = — + — + . 
n n 2 n 2 
n+1 p n-r „ 
J : ^ + v^ 
2« 2n 
That is 
£[XP IX,.„ =;c] = — ; c ^ +^i-^vP (3.10) 
2n 2n 
if and only if 
F(x) = l-v~PxP, 0<x<v 
(ii) Inverse Weibull: 
Fix) = \-e-^''''', 0<x<oo (3.11) 
Herea = - 1 , t = l, c = l, ^(x) = e"'^^''', a = 0 and y5 = oo 
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Therefore, 
-p. 
2 2 2 
B(x) = A(x)-^^-^ = ^e-^'''' as ^(a) = 0 
Then, 
8rM = + - — + 
n n 2 n 2 
. . n + l _;ir-p n-r 
=> gr(x) = —-e +—~ 
In In 
That is 
£ [ . - ^ ^ " IX,„ =x] = ^ . - ^ ^ " + ^ ^ (3.12) 
In In 
if and only if 
F{x) = \-e-^''~\ 0<;c<oo 
For more examples of the form \-F{x) = [a4{x)-\-bf, which may be 
characterized by the Theorem 3.1, one may refer to Table 2.2.1. 
Theorem3.2: 'L&XE[1^{X)\ X^.„ = ;C]= g^^x), where ^{x) is amonotonic 
and differentiable function of x then for 1 < r < 5' < n, 
. ^ ^(x) r-\ ., . n-r 
r^{x) = ^ ^-^ + A{x) + ( g^{x)  ^ ^^  tA(jc) + ^ ^-^C(jc) (3.13) 
n n n 
if and only if 
F{x) = [a4{x) + br (3.14) 
where A(jc) = £[^(X)IX <;c] = - ^ ^ ( x ) - ^ (3.15) 
1 + c a(l + c) 
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and C(x) = E[^iX)\X>x] = A(x) + — ^^(^>"^(^>J (3.16) 
1 + c {l-[a4(x) + br} 
Proof: We have, 
A(x) = E[<^(X)\X<x] = -^^[mmdt 
Since FW = [ . ^ W + i r = [ £ i W ± ^ 
Therefore, 
F(x) •« acg (r) 
= ^ (;c)-iA(;c)- — 
c ac 
c b 
implying that A(jc) = ^{x) l + c a(l + c) 
Again we have, 
C{x) = E[^{X) IX > ;c]=—i— f ^(0/(Orfr 
1 - F{x) * 
1 - F{x) •« 
4^U) ^ij3)-^(x) C(x) b 
1 - F(J:) C ac 
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That is, C(jc) = 
1 + c 
'^ w-A , C ^(yg)-^U) 
Thus the necessary part is proved. 
To show that (3.13) implies (3.14), we have from (2.8) and (3.15) 
«[(« - r) g, (x) -{n-s) g,ix)] 
= (s-r)^(x) + (n-l)(s~r) 
1 + C a(l + c)_ 
That is. 
N = n[(n-r)g:ix)-in-s)g;(x)]-is-r)^Xx) = ^'' j ^ ^ ' ^ '^U'M 
(1 + c) 
and 
D = n[(n-r)g,(x)-n(n-s)g,(x)-(s-r)4(x)] 
(n-lKs-r) 
1 + c 
^ix) + 
a 
Therefore, in view of Theorem 2.2, 
fix) ^ N^ ca4\x) 
F(x) D a4(x) + b 
and hence F(x) = [a^ix) + bf. 
Examples: 
(i) Pareto distribution: 
F(x) = l-vPx~'', v<x<> (3.17) 
Here a = -v^ , ^ = 1, c = l, ^(x) = x~'', a = v and y5 = oo. 
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Therefore, 
V.-P y-P I 
. 2 2 2 
1 + c l-Fix) 
or, C(x) = -(x~'' +v-P)--^^ = -x-P as ^(y^) = 0 
2 2vPx-P 2 
Then, 
5 rW = 
x"^ r-lx-P+v'P n- r X -p 
n n 2 n 1 
n + 1 _o r - 1 _n 
2n 2n 
Thus 
£[X-' ' IX,.„=x] = — ; c - P + — v - ^ (3.18) 
2n 2n 
if and only if 
F{x) = \-v^x~P, v<x<oo 
(ii) Weibull: 
F{x) = \-e-^^'-^^'', ju<x<oo (3.19) 
Here a = -l, b = l, c = l, ^(x) = e-'^('^"'"^\ a = // and ;5 = oo. 
Therefore, 
A(;c) = ie-^(^-^)% i = 1(1 + .-'^ (^ -^ >'') 
2 2 2 
1 + c 1 - F(J:) 
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or, C{x) = ^ e-^^''-^^'' as ^(/^) = 0 
Therefore, 
In In 
That is, 
£[,-^(^-/.)'' |x,.„ =x] = ^ e - ' ^ ( - ^ ) ' ' + ^ (3.20) 
2« 2« 
if and only if 
For more examples of the form F{x) = [a^ix) + bf, which may be 
characterized by Theorem 3.2, one may refer to Table 2.2.2. 
Chapi terlV 
•RATIO AND INVERSE MOMENTS OF GENERALIZED ORDER 
STATISTICS FROM WEIBULL DISTRIBUTION 
1. Introduction 
In this chapter explicit expressions for ratio and product moments of 
generalized order statistics of different orders from Weibull distribution 
have been obtained. Further, some of its important deductions are 
discussed. 
To this end we proceed as follows: 
A random variable X is said to have Weibull distribution if the 
probability density function ipdf) of x is of the form 
f{x) = ^ xP-^ e-''''^\x>Q,p,e>Q (1.1) 
0 
= 0, otherwise 
and the corresponding distribution function {df) is 
F{x) = \-e-''''^\x>Q,p,d>0 (1.2) 
Therefore, for Weibull distribution, we have 
\-F{x) = -x'-Pf{x) (1.3) 
P 
Let us denote 
and£:[X'• (r, n,m, ^ )X ^'(J,n,m,^)] = aj|;f^ „ ;t 
where X(r,n,m,k) is the r-th gos when m,- =mj=m. 
* Part of the results of this chapter is contained in Athar at el. (2006 a). 
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For single and product moments of generalized order statistics, we have 
recurrence relations [Kamps (1995b), Athar and Islam (2004)] 
Yr V '•)' 
(1.4) 
and a '^"''^  v-a^''^\ 
r,s, n,m,k r,s-l, n,m,k 
= - T - l ^ ^ J L . < x'y^-Hl-F(x)rf(x) 
y^ (r-l)!(5-r-l)! ' '*^^<>^'« 
X g'-\F{xm^{F{y)) - h^(Fix))Y-''-' [1 - Fiy)V' dydx 
(1.5) 
where, 
Cr-i=Yl^i^ ri=k + (n-i)(m + l) 
i=l 
hni(x) = 
^ •(l-x)'"-'\m^-l 
m + l 
- log(l- j : ) ,m = - l 
g„(x) = h^(x)-h„(P),xG[0,l) 
Thus for Weibull distribution, in view of (1.3) 
^r,n,m,k ~^r-l,n,m,k -~~^r,n,m,k ( '^^ ^ 
/r P 
and al'f„ „ . -a^'f, „ „ , =-Licr(U-P) ( U ) 
r,j, n,m,K r,s—i, n,m,K ^ r,s,n,m,K ^ ' 
Is P 
It may be noted here that for j<p, R.H.S. of (1.6) will give negative 
moments and (1.7) will give moments of the ratio of gos, which itself is 
not known. 
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Therefore, in this chapter we have obtained simple relations for (x\^^~^^2,k 
^ d r^!'/n.m.)fc ^ olid for j < p d,s wcll as j > p. 
2. Single moments 
The pdf of X{r,n,m,k) is given by 
(r-1)! (2.1) 
Lemma 2.1: For WeibuU distribution as given in (1.1) and any non-
negative and finite integer a and b. 
fb\ 1 O f ^' 
Jj(a,b) = r Z ( - l ) ' , Jj[a +Km+ l),0] (m+i)*/ts yu 
e^J"'^^'r[U/p)+i]j^^ ^/b^ 
p(m + l) 1=0 Kh [a + l(m + l)f^'P^^^ 
(2.2) 
, m^-1 
=^e^j'p^-^nu/p)+b+i]-jjj^, m=-i 
(2.3) 
(2.4) 
and Jj(a,0)= ^x^^P-^e-''^''^dx 
p * 
- n(;/p) + i] (2.5) 
where Jj(a,b)= ^xJ^P-'[l-F(x)r 8i[F{x)]dx (2.6) 
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Proof: Case when m i* - 1 : 
By expanding g^[F(x)] 
-\b 
m+l-
m + 1 {l-[l-F(x)r^'] binomially in (2.6) 
and then using the result (2.5), we get the required result. 
Case when m = - 1 : 
Atm = -1 in (2.3) 
Jjia,b) = ^  as 2](- l ) ' 
^ /=o 
= (1-1)^=0 
Since (2.3) is of the fonn 0/0 at m = - l , so after applying L-Hospital's 
rule, we have 
X 
1 
U/p)+b+l 
a 
E (-1) 
1=0 
b+i ^ by 
i \b\ 
,b>0 
But for all integers n>0 and for all real numbers x, we have Ruiz 
(1996) 
S (-1)' 
1=0 
n (x-i)''=n\ 
Therefore, Z (-i)^-f'^ ' 
L/=o / b\ 
> = l. 
Hence lim J Aa,b) = - O^^'^^^^IKj/p) + b + l]-rvj^. (j/p)+b+l 
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Theorem 2.1: For WeibuU distribution as given in (1.1) and 
r,>l,k>l,l<r<n, m^-l 
a U-P) -P__£r-r,n,m,k ^ ( ^ _ i ) [ k^Jj-p(rr,r-l) 
(r-iy. (m + i r » ;fo^ V •- / (rr-i) jlp 
where J j_p {yr,r-1) is as defined in (2.6). 
Proof: We have 
^^«"S^=77ft^ (r-1) 
Now on an application of (1.3), we get 
M-P) -P ^r-\ 
^'--^ eV^\ JT '^"'[1-^ (^ )1'^ ^^~'[W]^  
e{r-\)\ Jj-p(rr,r-l) 
r-1 
eir-iy.im+iy-'^o 
'r-l\ 
\ ' J 
J^Yr-lM 
and hence the theorem, in view of (2.5). 
(2.7) 
(2.8) 
Remark 2.1: If we put m = 0, k = \ in (2.8), we get the result for order 
statistics 
« ; a = « - ' " = c,:,^"""-'rovp) 
r-\ (r-W 
/=o V * y \n^l-r^\V'^ 
(2.9) 
where C „ = AZ! 
( r - l ) ! ( A i - / - ) ! 
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by noting that y,- = n - / +1 and C _^i = 
(n-r)\ 
as obtained by Khan et al. (1984) and Ali and Khan (1996). 
Remark 2.2: Moment of k-th record values from the Weibull 
distribution may be obtained in view of (2.4) and (2.7) at m = - 1 . 
vy(y-p) _ . 
"r,n,-l.jfc 
1 (d\^^'^^~^ 
r[(j7p) + r - l ] (2.10) 
(r-1)! 
by noting that ;',• = k and C^.j = k'^ 
Remark 2.3: For m = 0 and fc = a - n +1, « € 9t+, we get the moment 
of order statistics with non-integral sample size 
r-l Cy-\\ 1 
1=0 
Remark 2.4: At j = p in (2.8), we have 
r - l 1 1 / _ . iNr- l 
V / y [ a + Z - r + iy^^ 
(2.11) 
g(-i) '—J—L=(j!t±}yi, , , _ i (2.12) 
7=1 
a useful combinatorial identity. 
3. Product Moments 
The joiatpdf of X(r,n,m,k) and X(s,n,m,k), l<r<s<n is given by 
fxir,n,m,k), Xis,n,m,k)(x,y)=^^_ ^^^^^'^ ^ _ ^^^[1 - F ( ^ ) ] " ^ ^ ^ ^ ( A : ) ) 
x[/i^(F(>;)) - /i^(F(;c))]^-'-^ [1 - Fiy)V^"' / (x) /(>;) 
(3.1) 
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Lemma 3.1: For the WeibuU distribution as given in (1.1) and for any 
non-negative finite integer a,b,c. 
7,-/a,0,c)= \ ' I^(ti,tj) (3.2) 
p a ' c ^ 
where 
x[h„ {F(y)) - h^ {F{x))t [1 - F{y)r dxdy (3.3) 
and ti=l + — , (p = 
p a + c 
Proof: From (1.2) and (3.3), we have 
J,j(aAc)=^yJ^''-'e-^y'''i^^ x^^^-'e-^^'"dx^y (3.4) 
Let A:^=^^^^,then 
a 
pV'P 
* * a pa 
y-P 
pa^ 
— ^W'^e-^^y'^^dw (3.5) 
Substituting the value of (3.5) in (3.4) and changing the order of 
integration, we get 
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l£ t = y^ then dt = py^'^dy, SO v/e have 
(2-Hiti)-i 
'^•./^ '«'^ ) = T2-^f-''^^ f ' ^ " e-"-''''dtd. 
P a 
p'a 
r(2+^) 
e 
dw 
- (2+^) 
^^r(2+'—^)^w^'P(c + w) P dw 
p2^l+U.y; p 
(3.6) 
w Letting z = in (3.6) to get, 
c + w 
e 
(2+^) 
^^+0 
(3.7) 
and hence the lemma. 
Lemma 3.2: For the conditions as stated in Lemma 3.1 and m ?t - 1 . 
(/n + 1) 1=0 \l J 1)1] 
(3.8) 
—^Ti-^y ^fi(/)(^,.'yO 
[a+{m+\){b-l)f [c+(m+l)/]'^ 
(3.9) 
1 , c + (m + l)/ 
where —— = 1 + (Z>i(/) a + {m + \){b-l) 
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Proof: Expanding [h„(F{y))-h^iFix))f in (3.3) binomiaUy after 
noting that 
h„(F(y)) - h„(F(x))= g„(F(y)) - g„(FW) 
l-\\-F{x)r^'-{\-F{y)r^'] 
m + 1 
we get, 
x[l - F(x)r^^'"^^^^^-^^ [1 - Fiy)]'^^""^^^' dxdy 
m (m + 1) /=o VJ 
Now in view of the Lemma 3.1, we have the result. 
Lemma 3.3: For the conditions as stated in Lemma 3.1 and m = - 1 . 
7,,/a,fe,c) = ^ t ( - l ) ' r l 7 , , , , , , . ^ , ( , _ , ) ( a , 0 , c ) , m = - l (3.10) 
" 1=0 V J 
^ ..x.r.+r 
/=0 
'bW' •> r(ti+i)r[tj+(b-i)] 
J) 
(3.11) 
p a ' c ^ 
where ^ = 
a + c 
Proof: From (3.3) and (3.8), we have 
x[l - Fix)r^^'"^^^^''--'^ [1 - F{y)r^^'"^^^'dxdy 
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Now in view of (1.2), we get 
J,j(a,b,c)=^[^x'^P-' yJ^P-'[l-Fix)r[l-Fiy)r 
i(b] 
l(m + l)\tS 1/ 
,-{l(m+l)y'' /e+ib-Dim+Dx" 16} dxdy 
(3.12) 
Now consider 
l(m + l)^t-o 
-{/ (m+l) y'' / e+(b-l) (m+1) JC'' / 0] (3.13) 
Since at m = - l (3.13) is of the fonn 0/0, so we may apply L-Hospital's 
rule. Therefore we have, 
limA = -^(yP-xn' 
m->-l 0 
Therefore from (3.12) we have. 
J,j(a,b,c)^^ ^x'^P-' y^^P-Hl-Fix)]' 
x-L(yP-xP)^[l-F(y)rdxdy (3.14) 
Now on expanding (y^ -x^)* binomially in (3.14), we get the result. 
Lemma 3.4: For the conditions as stated in Lemma 3.1 
_ 1 r(t,+o),,,„, 
-» ' J 
(3.15) 
where r,- = 1 + 
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Proof: From (3,4), we have 
Let / = ;y^,then 
J .(0.0,c) = ! r^O>;>p)/Pe-cf/^^^ 
(2+i^)-i 
r(2+^) 
i+j 
«2 ^ /,+/,• ^' 
and hence the result. 
This can also be obtained by letting a -> 0 in (3.2). 
Theorem 3.1: For WeibuU distribution as given in (1.1) and 
yr,y^>l, k>l,l^r<s<n, m^-l. 
a, 
iij-p) _ 
r,s,n,m,k 
f \2 1 
I p\ 1 Q-i 
\e} {m^xy {r-\y.{s-r-\)\ 
;;» ,(r-\\ 
xS(-l)' 
r=0 V t J 
7,.^ ._p[(m + l)(f+ l ) , 5 - r - l , y j 
(3.16) 
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' j - 1 
0'>^'j-'rt,rtj_p 
s-2 (r- l)!(5-r-l)! (m + 1) 
X g ' I ; " ' (_!)'+/ r^  - A(' - '•-11 ^^.(/)(^MO-P) 
/=0 /=0 V ^ y / [Tr-t-rs-i^^'irs-iP-" (3.17) 
where ^ - ( O ^ l - - ^ 
Proof: We have 
Cc_, 
^(/.y-p) ^ ^iid ff ;c' y^-P [1 - F U ) r /U) 
j - r - 1 \r,-i xg'„-\Fix))[h^(F(y))-h„{Fix))r'-' [l-F(y)V'-' f{y)dxdy 
Since g'-'iFix)) = j - i _ [ l - ( l - FU))""^^] 
r-l 
m + 1 
1 r-l (r-\\ 
(m+ir\=o V ^  ; 
l(m+l)/ 
Therefore in view of (1.3), we have 
Q-i r-l > - l ^ 
J r,s,n,m,k (r-1)1(5-r-l)\ o\m + iy-' ^to [ t 
X ft . x'^''-'y^-\\-F{x)t"'^'''^''-\h^{F{y))-h^{F{x))] s-r-l 
x[l-Fiy)f'dxdy 
Cs-l 
{r-ms-r-iy.e^m + iy-' 
f=0 f 
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1 Cs-l 
6) {m^\y-^{r-\)\{s-r-\)\ 
r-\ s-r-l / 'r —A 
t=0 1=0 \ t J 
(s-r-\\ 
Jui-p{i7r-i-7s-l\^^r,-l\ 
Now on an application of Lemma 3.1, theorem can be proved. 
Remark 3.1: At m = 0 and it; = 1, the product moment of order statistics 
is: 
-\\(s-r-\\ 
I 
X hi(l)^^i'^j-p^ 
(s-r + t-iy'in-s + l + iy'-" 
(3.18) 
n where C_ ,.„ = 
"•'•" (r-l)\{s-r-l)\(n-s)\ 
and ^( / ) = 1 W-5+/+1 
n - r + f + l 
as obtained by Ali and Khan (1996). 
Remark 3.2: As m -^ -1 in (3.17), the moment of k-th record value is 
given by 
(i,j-p) _ 1 /^V,+';-3 < ' / ; - 1 k = - r(r,. +t.+s-3) 
X Z (-1)' 
/=o 
1 
^+p(r+/-l) 
(3.19) 
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Remark 3.3: At i = 0 in (3.17), we have, 
^r,s,n,m,k ^s,n,m,k 's-\ 
0UfP)-iYU/p) 
( r - l ) ! ( 5 - r - l ) ! (m + 1) s-2 
r-l s-r-l 
x l I (-1) 
t=0 1=0 
t+l ^ r - l ^ 
V * J 
fs-r-l\ 
\ * / [7r-t-rs-i][rs-iV" 
X 
5(1, 
yr-t-y,-i 
Ts-i (l-x)^J'P^-^dx 
( r - l ) ! (^ - r - l ) ! (m + i r ^ ^^ ^^ V I J \ ^J 
X 
irr-t-7s-i)(rs-iy" 1 - 7r-t 
dip 
(^ -1)! (m + i r ' h h l\{s-r-l-l)\t\{r-t- 1)! 
(m + 1) 
\rr-t-rs-i)ir.-iy" 1- Yr-tj 
which on simplification yields. 
Z=0 
....m.* (^^^), (^ + iy-l 1^ ^^  -' V / iYs-l) y\/s j/p 
that is single moment of gos as obtained in (2.8). 
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Remark 3.4: At i = 0 and j = p in (3.17), we get an identity 
r-l s-r-l 1 1 1 
,=0 /=0 t\(r-t-l)\ l\(s-r-l-l)\{r,.i)(rr.t) 
(m + 1) s-2 
m^-1 
'5-1 
and also from (3.19) at i = 0 and 7 = p , we have 
(3.20) 
s-r-l Z(-i)' 
/=0 
S-r-l 1 1 
y (r + l) (s-lY r 
\ r ) 
m = - l (3.21) 
Chapter V 
'RECURRENCE RELATIONS FOR SINGLE AND PRODUCT 
MOMENTS OF GENERALIZED ORDER STATISTICS FROM A 
GENERAL CLASS OF DISTRIBUTION 
1. Introduction , r \ ' 
y . Recurrence relations for single and product moments of geheraUzed order^-^' 
statistics are available in the literature for some specific distnbuUons- " 
[Kamps (1995b), Cramer and Kamps (2000), Kamps and Cramer (2001), 
Pawlas and Szynal (2001a, b) and references therein]. 
In this chapter recurrence relations between expectation of function of 
single and joint generalized order statistics for a general class of 
distributions \-F{x) = \ah{x)-^bf are obtained, generalizing and 
unifying the earlier known results. Various deductions and particular 
cases are discussed as well. 
Let the general class of distributions be 
\-F{x)^\ah{x)\hWa<x<^ (1.1) 
where a,h and c are such that F(a) = 0, F(y^) = l and h{x) is a 
monotonic and differentiable function of x in the interval \a, /3]. Then 
l_f(;,) = _SM±l/W (1,2) 
can (jc) 
Part of the result of this chapter appeared in Athar and Islam (2004). 
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2. Recurrence relations for single moments 
Case I: mi=m2=:.= m„_i=m 
For Case I, generalized order statistics (gos) will be denoted as 
Xir,n,m,k) and itspdf will be [Kamps, 1995b] 
/x(r.„.;„.*)U) = ^ ^[l-^U)]''"7W5rV^W) (2.1) 
r 
where, C^_i=n?^' ri=k + (n-i)(m + \) 
1=1 
hm(x) = \ 
^ •( l-A:)'"•'^m5t-l 
m + 1 
- l og ( l - j : ) , m = - l 
8„(x) = h„(x)-h^(0),xem) 
Before coming to the main results we shall prove the following lemmas. 
We will assume throughout ^(x) is a measurable function of x and is 
differentiable. 
Lemma2.1: For 2<r<n, n>2 and k = 1,2, 
E[i{X(r,n,m,k)]]-E[^{X(r-U,m^)}] 
r ^ 
(r-l)!i 
Proof: We have 
£[^{X(r,n,m,fc)}]-£[^{X(r-l,n,m,^)}] 
('•-l)'i 
^ ^ fex)[l - FU)]' '- -• /(x)g;-2 (F(;c))rfx (2.3) 
(r-2).„ 
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r-l r 
Since Cr-2 = n ?^- = ^ ^ 
«=1 Yr 
and 2'r_i=./: + (m + l ) (n- r + l) 
Therefore RHS of (2.3) becomes, 
P 
= 7 % ^ /^(^>t^ - ^(^>1''' /Wg;-2(F(jc)) ('•-1)!-
g„(FU)) ( r - l ) [ l -F(x) ] m 
[1 -FW] rr 
dx: 
Let v(;c) = -—[1 - F{x)Y' 8'„^\F(X)) 
where v{x) —>Oas x-^a ox x-^P 
and v\x) = -—[-y^{\- F{x)Y^ "^  / (x) g'-' (F(x)) 
7r 
(2.4) 
(2.5) 
+ (r -1) g;-2(F(;c))[l - F(x)]^' g;(F(x))J 
= [l-F(^)]^'/(x)g;-2(F(x)) 
x-^  
g^(F(^)) ( r - l ) [ l -F( ; : ) ] m 
[l-F(x)] ^r 
as g m (F(;c)) = -i-[l-(l-F(^))'"^^] m+r 
and g;(F(;c)) = [ l - F ( x ) r / ( ; : ) 
Thus 
F[^{X(r,n,m,^)}]-F[^{X(r-l,n,m,^)}] 
-^ ^ !^:^ i- f^(x)v'(;c)d:x: ( r - l ) ! J^ 
(2.6) 
(2.7) 
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Now integrating (2.7) by parts, we get 
E[<^{X(r,n,m,k)}]-E[^{X(r-l,n,m,km 
•-^^^^ f^\xMx)dx 
Hence the result in view of (2.5). 
Lemma 2.2: For2<r<n , rt>2 and ^ = 1,2, 
(i) E[^{X(r-l,n,m,k)}]-E[^{X(r-l,n-lm\k)}] 
Cii)E[^{X{r,n,m,k)]]-E[^{X{r-U-\,m\k)]\ 
= — 7 ^ J^ 'Wt l - ^(^)l''' S'm~'(nx))dx (2.9) 
where m = (m2 = m3 =... = m„_i) G SK 
and C,_2=Yl[k + {n- i)(m + l)] = Yl Yi = ^r-2 
1=1 1=1 
Proof: (i) We have, 
E[^{X{r-\,n,m,k)]]-E{^{X{r-\,n-\,m\k)]] 
=-rH^. t ^im-F{x)/^-' f{x)g'-^-\F{x))dx 
- ^ ^ L ^ W f l - ^ W l /(jc)g;-2(F(;c))^ 
(r - 2)! •« 
Since r^^i - 1 = y^;^ + m, fj^^'^ - 1 = ^^ "^  - 1 
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and /^(«-l) _ / r Mn) 
'•-2 ~ v ( " ) ^ ' - 2 
/ I 
Thus, 
E[^{X(r-U,m,k)}]-E[^{Xir-ln-l,m\k)}] 
(r-2)! •« 
» rC") rr^  c - f^  
ri 
^^^pw[i-FU)]^"-Vu)g;-'(/^u))^ 
(r - 2)! •« 
x<^  [l-FWn^-m+l Ar-1 
ri 
in) >dx 
<n) 
x<^  
y(«) 
1^ [ l -d -FWr-^^ l -Cr -D (m + l) dx 
_ (m + l) Cff; f/> 
^^ i^^'^*-^'^ '^""'^^^^^"*^*^^ 
,(n) X{?'rg;„(^W)-(A--l)}^ (2.10) 
Let v(x) = -[\-F(x)f^' g'm'^Fix)) (2.11) 
which implies 
J") 
v\x) = -{[l-F(x)V^ .{r-l)8'm~'8'm(P'{x))f{x)} 
/;Hl-F(x)V^'~' f(x)g'^-\Fix)) 
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X{r\"^ gm(Fix)) - (1 - F(x))(r -1)8'^(F(x))] 
= [\-F(x)V''"-'f(x)8'^-HF{x)) 
x[/r-~i'^ 8m(nx))-ir-l){l-F(x)r^'] 
= [1- Fix)/^"' -' fix) ^;-2 (Fixmri'^ g^ (F(X)) -(r-1)] 
(2.12) 
Thus, E[^{X(r-l,n,m,)t)}]- E{^{X{r-\,n -\,m\k)]] 
^_(m + l ) j C ^ r ^ (2.13) 
as C^?2=C,_2and r\^^ = r, 
Now integrating (2.13) by parts and then using the value of v{x) from 
(2.11), we get the required result. 
Proof: (ii) (2.9) can be proved on the Unes of (2.8). 
Theorem 2.1: For distribution given in (1.1) and n&N,me R,2<r<n. 
E[^{X{r,n,m,k)}]~E[^{X{r-l,n,m,k)]] 
= —EmX{r,n,m,k)}] (2.14) 
r,ca 
cf'(jc) 
where y/(x) = [ah(x) + b]w(x), w(x) = -^-^ 
h {x) 
Proof: From (1.2) and (2.2), we have 
E[^{X{r,n,m,k)}]-E[^{X{r-\,n,m,k)]] 
(r-1)! •« [ can {x) ] 
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1 C ^ 
= 7 - ^ \w(x)[l-F(x)Yr-^ g'-\F{x))f(^x)dx 
r,ca{r-\)\l^ 
and hence the result. 
Remark 2.1: Recurrence relation for single moments of order statistics 
(at m = 0,^ = l) is 
E[^(,X,,,)] = £[#(X,_,..„)] — L—_£[^(X,; J ] (2.15) 
(n - r + \)ca 
as obtained by Ali and Khan (1997). 
th 
Remark 2.2: The recurrence relation for single moments of k record 
values will be 
E[^{X{r,n-\,k))]^E[^{X{r-\,n-\,k))] 
1 
kca 
E[yf{X{r,n,-\,k))] (2.16) 
or £[^(X;*))] = £[^(X(*>)]--i-£[KX;^)) (2.17) 
kca 
where x j * \ r = l,2,... \sr-th k records. 
At fc = 1, it is relation for record statistics. 
Remark 2.3: For m = 0 and /: = a - n + l, ae9 t+ , we obtain the 
recurrence relation for single moment of order statistics with non-integral 
sample size as 
E[4{X,,„)] = E[^{X,_,,„)]— ^--—E{\if{X,,„)-\ (2.18) 
(or - r + \)ca 
Remark 2.4: For m = or-l,A; = Gr,the recurrence relation of sequential 
order statistics is 
E[^[X{r,n,a-\,a)]] = E[^{X{r-U,a-\,a)]] 
1 
a{n - r + \)ca E{yr{X{r-\.n,a-\,a)]\ (2.19) 
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Theorem 2.2: For distribution given in (1.1) and 
nGN,m =(W2 =m3 =... = m„_i)E SR, 2 < r < n . 
(i) rirr[E[^{X(r-l,n,m,k)}]-E[^{Xir-l,n-l,m\km] 
J_irn + W-l)l E^^^x(r,n,mM] (2.20) 
ca 
(ii) ri[E[^{X(r,n,m,k)]]-E[^{X(r-\,n-l,m\k)}]] 
= -—EmX{r,n,m,k)}] (2.21) 
ca 
Proof: Result can be established in view of Lemma 2.2 and equation 
(1.2). 
Case II: yi ^  yy 
For Case U, thep^of X{r,n,m,k) is [Kamps and Cramer, 2001] 
/x(r...«.*) W = C._i /(A:)Za,(r)[1 - F{x)t^"» (2.22) 
1=1 
where 
r n-l 
j=i ; = / 
and a,.(r) = n-^--,l</<r<« 
)=i(ry-r^) 
Leinma2.3: For 2 < r < n , n > 2 and ^ = 1,2,... 
Ea.(n) = 0 
j=i 
Proof: The p^^ of X(r,n,m,k) is 
/x(..„./n.*) W = C,_, /(A:)Xa,(r)[1 - F(;:)]^'-"' (2.23) 
1=1 
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Since this is a pdf, 
therefore [^ fxir,n,ih,k)ix)dx = \ 
=> C,_i Xa,(r) j^[l-Fix)V'-' f{x)dx=\ 
o r ± ^ = - ^ (2.24) 
,=1 7i ^ r - l 
Since a,- (r) = (j'.+i - ^^ )^ a,- (r +1) 
Therefore (2.24) may be re-written as 
1=1 ?^ ' Q- i 
«=1 / i i=l ^r-1 
r+1 
or ^ - - i - = ^ a i ( r + l) 
' T *-r-l j=l 
But C,.,=nr;=-^flj';=:^ 
y=l /r+1 j=l /r+1 
r+1 
implying that ^ a,- (r +1) = 0 
i=l 
Leiiima2.4: For 2<r<n, n>2 and it = l,2,.. 
£[^{X(r,n,m,/:))]-£[^{X(r-l,n,m,fc)}] 
= C,_2 J^f WXa/(r)[l-F(;c)]^' d^c (2.25) 
j=i 
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Proof: We have 
E[^{X{r,n,m,k)}]-E[^{Xir-l,n,m,k)}] 
= Cr-i P W fix) X a, (r) [1 - F(x)V< -^ dx 
- Cr-2 t^ix) fix) X a, (r -1) [1 - F{x)V' "^  dx 
r-l 
= rrCr-2l^(x)f(x){Y,ai(r)[l-F(x)f'-' +a,(r)[l-F(x)fr-'} dx 
-Q-2f^w/wZ«,w i/r-ri) [i-F(x)V'-'dx 
= Cr-2f^(x){f(x)f^a,(r)[i-F{x)V'-'{rr-(rr-ri)} 
^ .=1 
+ f(,x)a,{r)U\-F{x)Y'~^]dx 
= C,_2f^ai{r)f^{x)yi{\-F{x)V'-' f(x)dx (2.26) 
Let V,(;c) = -[1-F(jc)]^' (2.27) 
implying v^ix) = y;- [1 - F{x)V' -' f(x) (2.28) 
Thus 
E[^{X(r,n,m,k)}]-E[^{X(r-l,n,m,k)}] 
= Cr-2 Z«i('-) ]^ix)v;(x)dx (2.29) 
'•=1 a 
Now integrating (2.29) by parts and using the value of V,(J:) from (2.27), 
r 
we get the result, after noting that ^ a,- (r) = 0, r > 2. 
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Remark 2.5: At m,- = m^ - = m, it can be seen that 
' " ' ' ' = ^ ; ; ; ^ ' - ' ' r-i 
1 
0--l)!(r-0! 
and y^ -y^={m + l ) ( r- / ) 
Therefore, 
Ia,(r)[l-F(x)f= ™ ] ' t(-l) 
(m + 1)'^  (r-l)!/=i /=! 
r^-n 
^ r - i y 
m+lir-i [i-a-Fwr^'i 
[i-FU)]^ ^ .[i-d-Fwr-^'j'-i 
. r - l {m-k-\y-\r-\)\ 
_[\-Fix)Y^ r-i 
(r-1)! r^c^w) 
Thus Lenuna 2.4 reduces to Lemma 2.1 when m, =mj=m. 
Lemma2.5: For 2<r<n,n>2 and k = 1,2, 
(i) E[^{X(r'l,n,m,k)}]-E[^{X(r-l,n-lm ,^)}] 
r - l 
^^ ^ Cr-i j f W Z «/ C'-) [1 - ^(^)]^' ^ (2.30) 
yi n i=l a 
~* (ii) E[^{X(r,n,rh,k)}]-E[<^{X{r-l,n-l,m ,k)}] 
P r 
(2.31) 
~* 
where, m = (m2, /n3,..., m„_i) 6 9^  n-l 
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Proof: (i) We have 
£[^{X(r-l,n,m,^)}] = Cj?2^#W/(;c)Xai(r-l)[l-F(x)]^' ' ' '- 'tic 
(2.32) 
1=1 
/;^E[4{X(r-ln,rh,k)}] 
1=1 
+ C^-i C^Mf(x)j;^a,(rXyi"^ - yj^'^ni-F(x)V'"'-'dx 
/=! 
or, 
r - l }i''^E[^{X(r-l,n,fh,k)}] + {{r-l) + ^mj}E[^{Xir,n,m,k)}] 
= C !^} fox) fix) X a, (r) (2{") - 2 "^)) [1 - F(x)V'"' -'dx 
r ( \ 
1=2 \^ y=i ?7 7? ^ 
i=2 \j=2 7j -7i ) 
= ca C^M / w E n - ; ^ ] [1 - F(^':! -'dx 
j=i l^j=i / j+ i 7i+\J 
Since yf") c;!2'^ = C^r-i and rJ''-^ ^ = /,:{ 
+1 
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Therefore, 
r-l 
/,"^E[^{X(r-l,n,m,k)}] + {(r-l) + '^mj}E[^{Xir,n,m,k)}] 
(r 
j=l 
r-l 
I 
implying that 
v("-l) 1 
[l-F{x)Y' -^dx 
= Ti'^'C^r^' t^i^) m t aUr -1)[1 - F(x)]rr'-'dx 
= ri''^E[^{X(r-ln~lm\k)}] 
which leads to 
/i''HE[^{X(r-U,m,k)}]-E[^{Xir-l,n-l,m\k)}]} 
= -{(r-l) + Y,mj]{E[^{Xir,n,m,k)}]-E[^{X{r-U,m,k)}]} 
and hence the required result. 
Remark 2.6: At m,- = m^ = m, as shown in Remark 2.5, 
and hence (2.30) reduces to (2.8) if w,- =mj=m. 
Proof: (ii) (2.31) can be established on the lines of (2.30). 
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Remark 2.7: (2.31) reduces to (2.9) if mi=mj=m on the lines of 
Remark 2.5 and Remark 2.6. 
Theorem 2.3: For distribution given in (1.1) and ne N,me R,2<r<n. 
E[^{X(r,n,m,k)]] = E[^{Xir-l,n,m,k)}] 
—E[\//{X(r,n,m,k)}] (2.33) 
r,ca 
where iffix) = [ah{x) + b]w(x), w(x) = -^^^ 
h(x) 
Proof: Proof follows on the lines of Theorem 2.1 using (1.2) and (2.25). 
Theorem 2.4: For the distribution given in (1.1) and 
m =(m2,m^,...,m„_i)€%2<r<n 
(i) rirr[E[^{X(r-l,n,m,k)}]-E[4{X(r-l,n-l,fn,k)]]] 
= — {(r-D + Ymj] E[i/{X(r,n,m,k)}] (2.34) 
(ii) ri[E[^{X(r,n,m,k)}]-E[^{X(r-l,n-l,m,k)}]] 
= -—£[^{Z(r,/i,w,/:)}] (2.35) 
ca 
Proof: Result can be established in view of Lemma 2.5 and equation 
(1.2). 
Remark 2.8: Theorems 2.1 and 2.2 can be deduced from Theorems 2.3 
and 2.4 respectively by replacing m with m, m^-\. 
Recurrence relations for single moments of generalized order statistics for 
Pareto, power function, Weibull, Burr type XII, beta of first kind and 
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Cauchy distributions may be obtained by proper choice of a,b,c and 
h(x) as given by Khan and Abouammoh (2000) [refer to Table 2.2.1]. 
3. Recurrence relations for product moments 
Case I: wj = nii =.«=iWn-l = '"^ 
The joint pdf of X(r,n,m,k) and X(s,n,m,k), l<r<s<n is given by 
x[KiF{y))-hJFix))r'^-'[l-F(y)V'-' /U)/(y) (3.1) 
Lemma3.1: For l < r < . y < n - l , / i > 2 and k = 1,2, 
E[^{X(r,n,m,klX(s,n,m,k)}]- E[^{X(nn,m,k),X(s -ln,m,k)}] 
— r — n -w •« rtv (r-l)!(j-r-l)!*'J^ dy 
X [h^ (F(y)) - h„ (Fix))]'-'-^ [1 - F(y)Y' dydx (3.2) 
where, ^(X,>') = ^I(J:)^2(}') 
Proof: We have 
E[^{ X(r,n,m,k),X (s, n,m,k))]- E[^{ X(r,n, m, k\ X(s-l n, m,k)}] 
(r - l ) ! ( j -r - l ) !*« •« 
X IK iF{y))-K iF{x))r'~' [1 - F{y)V' -'f{y)dydx 
x{h^i.F{y))-h^{F(,x))r-'-\\-F{y)Y^-^-' f{y)dydx 
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^r-ms'-r-lV. t I'^^^'^^f'-'^'^^^ f^-^S-\Fix)) 
X [h„(F(y)) - h^{F(,x))r'-\\ - F{y)Y^'' f(y) 
x< [h^{Fiy))-hAF(x))] (s-r-m-Fiy)] 
m+ll 
->dydx 
(3.3) 
asC,_2=-^-^ and y,_i-l = r,+'« 
1 Let v(x, y) = [h,,{Fiy))-h^(F(x))Y-''-\l-Fiy)f' (3.4) 
^y(x,y) = ~{(s - r - mhJFiy)) - hJFix))]'-"-'' 
xh'JF(ymi-F(y)f' -y,[l-F{y)V'-'f{y) 
m,„{F{y))-h^{F{x))r'-'] 
= [h^ iF(y)) - h„(F(x))r''-^[l - F(y)V' "^  f(y) 
[h„{F(y))-h„{F(x))] (s-r-m-F(y)] 
m+l 
' (3.5) 
as —h„(F(y)) = [l-F(y)rny) 
dy 
Therefore in view of (3.5), (3.3) reduces to 
E[^{Xir,n,m,kXX{s,n,m,k)}]-E[i{X(r,n,m,k),Xis-l,n,mM] 
{r-\)\{s-r-\)\ ^ ^ — - 1 ^ 1 (x)[l - F{x)r f{x)g:;' {Fix)) 
x|f^2(>')|-K;c,W^ (3.6) 
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Now in view of (3.4), 
= -f^2(y)[hm(F(y))-h„(F(x))r''-'n-F(y)V'dy (3.7) 
After substituting (3.7) in (3.6) and noting that —^(x,y) = ^ i(x)42(y)^ 
dy 
the required expression is obtained. 
Theorem 3.1: For distribution given in (1.1) and 
ne N,me R,l<r<s<n-l. 
E[^{Xir,n,m,k),X{s,n,m,k)}]-E[^{X(r,n,m,k),Xis-hn,m,k)}] 
1 EmX(r,n,m,k\Xis,n,m,k)}] (3.8) 
r,ca 
^^(ix,y) 
where W(x, y) = [ah{y) + b]^ 
h(y) 
Proof: In view of (1.2) and (3.2), we have 
E[^{Xir,n,m,k),Xis,n,m,k)}]- E[^{Xir,n,m,k),Xis -Un,m,k)}] 
(r-1)1(5-r-l)\y^ •« J^  9y 
X [h„ (F(y)) - h„ {F(x))r'-' [1 - F(y)V''' 
1 cahXy) ' ''^ ' 
and hence the result. 
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Remark 3.1: Under the assumption given in Theorem 3.1 with 
k = l, m = 0, we get the recurrence relations for product moments of 
order statistics (Ali and Khan, 1998) and at m = - l , we have the 
recurrence relations for product moments of k'^ record values. 
Case n: yi ^  yj 
Thejointpdf of X(r,n,m,k) and X(5,n,m,^), l<r<s<n is 
s f\ — F(\) 
fx(r,n,m,k),X{s,n,rh,k)(x^y) = Cs-l ZJ ^i ^^^ \ '^7~: 
\\-tKX)) j=r+l 
^^' 
X J;a,(r)(l-FW)''' 
. j=i 
/ W S{y) 
{\-F{x)){\-F{y)) (3.9) 
n-l 
where C -^i = H ^ ' ' Yi^^-^n-i-vM^, Mi = ^mj 
i=i j=i 
ai(r) = f\-—^,l<i<r<n jMrj-7i) 
j*i 
S 1 
and aj''\s) = TT , r + l<i<s<n 
jir\i(rj-ri) 
J*i 
Lemma3.2: For l<r<j< / i - l , n>2 and ^ = 1,2,'--
E[^{X{r,n,mMXis,n,m,k)}]-E[(^{X(r,n,rhMX(s-l,n,fh,k)}] 
^-2lL<..^|;^(^'^) tal%{'-''''^'' 
i=r+l l-F(x) 
Y,ai(r)(l-F(x)Y' 
.i=l 
fix) 
l-F(x) dydx (3.10) 
where 4(x, y) = ^ j (^ ).#2 (y) 
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Proof: Since C,_i = y, C,_2 and al''\s-1) = (y^ - y;) a}''\s) 
So we have, 
E[<^{X(r,nMk),X(s,nMk)}]-E[^{X(r,n,m,k),X(s-ln,rn,km 
=^-JL<../(-'^>S«!^^(^) 
i=r+l 
l-F(y) Yi 
L«=i 
/U) /(y) 
(1-F(x))(l-F();)) 
- ^ - i L < . . / ( ^ ' ^ ) i ; «'•'(-1) 
/=r+l vl-FU)y 
X 
L/=l 
/ W / (J ) 
( l -FU))( l -F( j ) ) 
= ^ -2JL<></(^'^> 
^?'.-
\-Fix)_ 
Y^a^{r)^-F{x)Y^ 
.1=1 
/ W /(y) 
l - F W l - F C y ) d^ dlx: 
= Q_2j^,W 2«/(A-)(l-FU)P 
L'=l 
/(x) 
x< J^2(j)S«/^ (^^ )r.-
i=r+l 
1-FU) 
' l - F ( y ) y ' 
^}' 
,('•)-
Let v(x,y) = - 2 ''' ^^\[1-F(y)] y. 
then |-v(;c,3;)= J ] ^'"'^^"^ ^;[l-F(y)]^'-VW 
5>' /=Tli[l-F(x)f 
dx 
(3.11) 
(3.12) 
(3.13) 
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After putting the value of (3.13) in (3.11), we get 
£[#{A'(r,n,m,^),X(5,n,w,A:)}]-£:[^{X(r,«,m,A:),A'(j-l,«,w,A:)}] 
fix) 
l-F(x) 
x\j^2iy)Yy(x,y)dy\dx (3.14) 
Now, in view of (3.12), 
J^2(y)|-vUyM3'=1^2(y) E «f^^) dy i=r+l i^^^T^y (3.15) I-Fix)) 
After substituting (3.15) in (3.14) and noting that 
d 
ay ^ix, y) = ^1 (x).^2 (y) ' we have the required expression. 
Remark 3.2: At m,- = m^ - = m, we have 
"'"'(''>= n -r^ iZr\\(r]-ri) (m+i) ^ < - « s-i 1 ii-r-\)\is-i)\ 
j*< 
Therefore, 
/=r+l V^-Fix) J im + l)'~''~\s-r-l)\ 
l-F(y) 
\-Fix)) 
r. 
xy(-i)--i£zrzl>l_ 
.>:, ii-r-ms-i)l I-Fix)) 
Yi-Vs 
1 {\-Fiy)Y 
{m^\y~'-\s-r-\)\\-Fix)) 
.-,=0 I • '- ' JU- ' ^Wy 
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1 
(m + iy-''-\s-r-\y{l-F(x), 1-
'l-F(y)^"''' 
-is-r-l 
l-F(x)) 
1 
(5-r-l)! 
l - F ( y ) 
l-F(x) 
r.f 1 .(m+l)(j-r-I) 
\-F{x)^ 
x[h„iFiy))-hJF(x))] s-r-l 
and hence Lemma 3.2 reduces to Lemma 3.1 if m,- = m^ = m. 
Theorem 3.2: For distribution given in (LI) and for 
k,ne N, m = (mi,m2,...,m„_i)e 5R, \<r<s<n-l. 
E[^{X(r,n,m^)Ms,n,m,k)]]-E[i{X(r,n,m,k),X(s-U,m,k)}] 
1 
y,ca 
EmX(r,n,m,k),X(s,n,m,k)}] (3.16) 
where W(x^y) = \.^Ky) + b] dy 
^(x,y) 
hXy) 
Proof: Proof follows from (1.2) and (3.10). 
Remark 3.3: For ^ix,y) = ^2(y)* Theorems 3.1 and 3.2 reduce to 
Theorems 2.1 and 2.3 respectively. 
Remark 3.4: Recurrence relations for product moments of generalized 
order statistics from Pareto, power function, WeibuU, Burr type Xn, beta 
of first kind and Cauchy distributions may be obtained with proper choice 
of a,b,c and h(x) as given in Table 2.2.1 (Khan and Abouammoh, 
2000). 
Chag terVI 
•RECURRENCE RELATIONS FOR THE EXPECTATION OF 
FUNCTION OF GENERALIZED ORDER STATISTICS FOR 
TRUNCATED DISTRIBUTIONS 
1. Introduction 
Some recurrence relations for moments of generalized order statistics are 
obtained by Kamps (1995a), Cramer and Kamps (2000), Kamps and 
Cramer (2001), Pawlas and Szynal (2001a, b), Athar and Islam (2004) 
among others. 
In this chapter, we have obtained recurrence relations for the expectation 
of a function of single and joint generalized order statistics for a doubly 
truncated general form of distribution and its various deductions and 
particular cases are discussed. 
Now if for the given P^ and Q^ 
^Mx)dx = Qmd ^Mx)dx = P (1.1) 
Then the truncated pdf is given by 
f(x) = ^ ^,xe(Q„PO (1.2) 
and the corresponding df 
F(x) = ^ ^[F,(x)-Q], x€{Qi,P,) (1.3) 
Suppose the distribution function Fi(x) is of the general form (Khan and 
Abu-Salih, 1989) 
* Part of the results are contained in Athar et al. (2006 c) 
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Fi(x) = l-[ah(x) + br,a<x<^ (1.4) 
where a,b and c are such that F(a) = 0, F{p) = \ and h{x) is a 
monotonic and differentiable function of x in the interval {(X,P]. 
Then truncated (pdf) f(x) is given by 
fix) = -j^[ahix) + br'hXx), xe (e„P,) (1-5) 
and the corresponding truncated df F(x) is 
^. ^ ^ oh(x) + b ^, ^ ,. ^. 
F{x) = -P2 -Tirrfix) (1.6) 
ca h (x) 
- \-P 
where F(A;) = 1 - F(jc) and P-? = . 
Here we assume two cases: 
Case I: m,- = my = m; iV j = 1,2,,..,« - 1 
Case II: y,- 9t ?'y ; /,y = 1,2,-• -,« - 1 
For case I, ^o5 will be denoted as X(r,n,m,k) with its pdf [Kamps, 
1995a, b] 
fxir,n,m,k)(x) = " I ^ t ^ W l " ' " ' f(x)g'm-^Fix)) (1.7) 
and the joint pdf of X{r,n,m,k) and X(j,n,m,/:), l < r < 5 < n is 
X [/i;„ (F()')) - / z , (F(x))r-'-^ [F(y)]^'- V(;c)/(>'), 
a<x<y<P (1.8) 
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r 
where C,_i=]Jri 
i=l 
yi=k + (n-iKm + l), 
hm(x) = ' ^ (l-xr^^m^-l m + l 
-log(l-j[;) ,m = - l 
and g^(x) = h^(x)-h^(0), ;ce[0,l). 
For case II, the pdf of X{r,n,m,k) is [Kamps and Cramer, 2001] 
/x(r.„.m.*) W = C,_, f(x)'£a,(r)[F (x)V'-' (1.9) 
and the joint pdf of X{r,n,fhyk) and X{s,n^m,k), \<r<s<n is 
fxir,n,m,k), X(s,n,m,k) (^')') 
«=r+l F(x)^ 
i;a,(r)[FU)]^' 
.1=1 
fix) fiy) 
[F(x)][F{y)] 
a<x<y<J5 (1.10) 
where 
r 1 n-I 
j*< 
S 1 
and ay\s)= TT -, yj :}!:ri, r-i-l<i<s<n. 
jtrii(rj-ri) 
J*> 
2. Recurrence relations for single moments 
Before coming to the main result we shall prove the following lemma: 
We will assume ^(x) to be a monotonic and continuous function of x. 
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For Case I: m,- = ntj =m,i^ j = 1,2,...,n -1 
Lemma2.1: For 2<r</i , n>2 and ifc = l,2,••• 
£:[^{X(r,n-l,m,fc+m)}]-£[^{X(r-l,n-l,m,fc+m)}] 
_ C r - 2 
(n-l,k+m) 
(r-1)! i^'^\x)[F (x)/^""''''"' g'-' (F(x))dx (2.1) 
r-l 
Where cj^ z''*"""^ = f l '^z""'' -l,k+m) 
1=1 
^{n-iMm) =(^k + m) + (n-l-i)im +1) 
Proof: We have, 
E[^{X(r,n-lm,k + m)}]-E[^{X(r~l,n-lm,k + m)}] 
i{n-l,k+m) 
— v^""'-*"'''") 
'•^ l!^(x)[F(x)f 
( r - l ) ! -Gi 
"V(^)^;"kF(^))^ 
i(n-l,*+m) 
„(«-!,ik+m) 
^^^:^4;^(^)[F(;c)]^- -V(;c)g;-2(F(x))d[. 
i(«-l,]k+m) 
-^^^^ 4; ^ (^ )[F(;c)]^ ' /(x)^r'(^(^)) 
xjyi n-l,k+m) 8m(^(x)) 
Fix) ~(r-l)(F(x)) 
m (2.2) 
as j.Cn-U+'n) = ^(n-U+m) + ( ^ + i ) ^ ^ ^ . j 
and c^ ""^ '*'^ '"^  = y(''~ '^*+'") r'("~i''^ +'») 
Now let V{X) = -[F{X)Y''"'''^"" g'--\Fix)) 
where V(J:) -> 0 as x^Qi or ;c -> Fj 
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Therefore, 
/u)=rt'''^ "'\F(x)v"-'"'""-' mg:^\F{x)) 
(r-l)[F(;c)]^ '" '*" 'g;-^FU))g;(FU)) 
„(n-l,i+m) _ <^  
F(x) 
Thus RHS of (2.2) reduces to 
^4{x)vXx)dx 
^(n-l,*+m) 
(r-1)! «. 
and hence integrating by parts, we get the result. 
Theorem2.1: For distribution given in (1.4) and ne N, me91, 
2 < r < n , k>l. 
E[^{X{r,n,m,k))]-E[^{X(r-U-l,m,k)}] 
= -P2K{E[^{X(r,n-l,m,k + m)}]-E[^{Xir-l,n-l,m,k + m)}]} 
rica 
E[i^[X(r,n,m,k)]] (2.3) 
where 
- ^ W r ^ L / ^ N , 1,1 tr _ "^r-l _T-r / / 
' m 
An-l) _ rr^ =[k + (n-l-i){m + l)], P2 = l-P 
P-Q 
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Proof: From (5.2.9) and (1.6), we have 
E[4{X (r,n,m,k)}]- E[^{X ir-U-l,m,k)}] 
= - p ^ ^r(x)[Fix)Vr gr-i (F{x))dx (2.4) 
( r - 1 ) ! "Ci 
(r-l)!''3i [ cah(x) J 
^(n-l) x-.(n-l,/:+m) , , .^  . 
^ i c a ( r - l ) ! "^ i 
where cj?i = C,_i = n Cj!f = r, C,_2 
Now on using Lenuna 2.1, we get the required result. 
Remark 2.1: Recurrence relation for single moments of order statistics 
(m = 0,fc = l) is 
-~EmX,.J] (2.5) 
nca 
as obtained by Ali and Khan (1997). 
Remark 2.2: For the k-th record statistics (m = - l ) , recurrence 
relation for single moments reduces as 
E[^(X',)]-E[^{X',_0 
>r-l 
= -P. ' - ^ 1 {E[^(x'r')]-E[^(x;^:})]}--^Emxf)] (2.6) 
\K-1J kca 
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Remark2.3: For m = 0, and k = a-n + l, ore 91+, the recurrence 
relation for single moments of order statistics with non-integral sample 
size is 
E[^iX,,^)]-E[4{X,_i,^)] 
= -P2{E[^(X,,„)]-E[^(X,_,,„)]} —E[i/^(X,,„)] (2.7) 
(Xca 
Remark2.4: For m = a-l, and k = a, the recurrence relation for 
sequential order statistics is 
E[^{X(r,n,a-la)}]-E[4{X(r-l,n-l,a-l,a)}] 
= -P2K^{E[^[X{r,n-\,a-\,2a-l}] 
-E[^{Xir-l,n-l,a-l,2a-l}]} —E[vr{X(r,n,a-la)}] 
an ca 
(2.8) 
a(n-i) 
r-\r ^ / „ .-N ^ 
where ^ i = f^ 
ii\OC{n-i-^\)-\^ 
Remark 2.5: At g = 0. and P = 1, Theorem 2.1 reduces to 
E[^{X{r,n,m.k))]-E[^{X{r-U-\,m,k))] 
^ •E[Y{X{r,n,m,k)]] (2.9) 
as obtained in (5.2.21). 
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Theorem2.2: For distribution given in (1.4) and ne N, me9^, 
2<r<n, k>\. 
£[^{X(r,n,m,fc)}]-£[^(X(r-l,n-l,m,fc)}] 
K jP-Q) E[^{X(r,n,m,k + l)}] (2.10) 
= -l-[{l-P)E[^{X{r,n,m,k)]]-EmX(r,n,m,km] (2.11) 
where 
rr y, \ 
,(.)=|g[a.(.)..,-..-=|^ = n^ ^^ ,^ , 
Ct'i'^ =lli(.k + \) + (.n-i)(.m + \)] = Y[ri ik+l) 
/•=1 J=l 
Proof: We have from (5.2.9) and (1.5), 
E[^{X{r,n,m,k)}]-E[^{Xir-l,n-l,m,k)}] 
7 j ( r - l ) ! « i (2.12) 
- ^ r ' f ( x ) [ F ( x ) ] ^ -yi(r-l)!Je, 
( P - 0 / W 
ca[ahix) + bY~^h\x) 
r-l g'^'{F{x))dx 
_ JP-Q) C,_, 
7i ca cj*|'^ 
^(*+i) 
r - l ) ! "Gi ( r - l ) 
where yf''"^^ = (fc +1) + (n - r) (m +1) and hence the Theorem. 
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To prove (2.11), note that 
F{x)_ 
fix) 
P-Q _ P-Fiix) 
fix) (P-Q) fix) 
-a-P) + (l-F,(x)) 
{P-Q)f{x) 
-(X-P) + [ah{x)-\-bf 
-ca{ah{x)-VhT'^h\x) 
ca 
i l -C 
(1-p) [ah{x)-\-br' {ah{x)-\-b] h\x) hXx) 
Therefore, 
fix) ca (2.13) 
and the result follows from (2.12). 
Remark 2.6: Recurrence relation for single moments of order statistics 
(m = 0, ^ = 1) is 
£[^(X,„)]-£:[^(x,_,^„_i)] 
.-=. . - v (*+ l ) . 
y^ca (r-l)!*Gi 
Now at m = 0, /: = 1 
n + 1 
C?X^=Wn-i^2)=}''^^^'_ and g„(F(;c)) = F(x). ( n - r + 1)! 
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Therefore RHS is 
( n - r + l ) ( P - 0 (n + 1)! 
(n + l) nca ( r - l ) ! (n + l - r ) ! 
X J^VU)[F(jc)r '[F(;c)r '-^7U)rfx 
(P-Q)(n-r + l) Emx,,,^0] (2.14) 
n{n + i)ca 
as obtained by Ali and Khan (1997). 
Remark 2.7: For the /:-th record statistics (m = - l ) , recurrence 
relation for single moments reduces as 
E[4(x!;)]-E[^(XlO] 
(P-Q) k'-^ 
ca 
- — T : JC" HX)[F ix)t f (x)[-\og(F ix))r' dx ( r - l ) ! 'G i 
ca (k + iy 
Remark2.8: For m = 0, and k = a-n-\-l, QrG9t+, the recurrence 
relation for single moments of order statistics with non-integral sample 
size is 
E[^{X,,„)]-E[^{X,_^,„)] 
(P-Q) a\ 
- ^ -i^Hx)[F(x)Y-'[F(x)f-'-^'f(x)dx 
- l ) ! (Qr-r) ! -Ci aca (r 
_ (P-0(a-r + l) 
~ ^f^^i\ ^Wy^r:a+\n (2.16) 
a{(X + \)ca 
Remark2.9: For m = a-\, and k = a, the recurrence relation for 
sequential order statistics is 
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E[^{X(r,n,a-l,a)]]-E[^{X(r-U-l,a-la)}] 
= -^lSLz^E[^{Xir,n,a-\,a + l)]] (2.17) 
an ca 
a(,n-i + l) 
where ^ i =J7 
i=i[c((n-i + l) + l^ 
Remark 2.10: At Q = 0, and P = l, Theorem 2.2, reduces to 
E[^{Xir,n,m,k)]] = E[^{X(r-ln-l,m,k)}] 
= !—£:[?/{X(r,n,m,^)}],inviewof(2.11) (2.18) 
as obtained in (5.2.21). 
Theorem2.3: For distribution given in (1.4) and ne N, me5H, 
2<r<n, k>l. 
E[^{X(r,n,m,k)}]-E[^{X(r-l,n,m,k)]] 
K\P-Q) 
r,ca 
E[(l>{X{r,n,m,k-^\)]] (2.19) 
= J_[(l_P)£[^(X(r,n,m,/:)}]-E[HX(r,n,m,/:)}l] (2.20) 
Yrca 
where K* = .pi, as defined in Theorem 2.2. 
Proof: We have from Lemma 5.2.1 and equation (1.5), 
E[^{X(r,n,m,k)}]-E[^{X(r-U,m,k)}] 
= 7 ^ C'f W[^W]'^ 8'm~' (F{x))dx (2.21) 
(r - 1 ) ! -Ci 
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7> \.ca (r-l)!'Vi h{x) 
= - < P - 6 > * - ' ^ ' ^ - " r ^ W [ F «]'•!**" -' / (x) g;- ' (FW)<fa (2.22) 
^^ c^a ( r - 1 ) ! "Gi 
Result (2.20) is proved in view of (2.13) and (2.21). 
Remark 2.11: Recurrence relation for single moments of order statistics 
{m = 0, k = l) in view of Remark 2.6 is 
E[^iX,,,)]-E[^(X,_,,J] 
(P-Q) (n + lV 1^  . Z ,,l'<p(^np(^)y~'[p(^)r''^'fMdx 
+1) cfl (r -1)! (n - r +1)! "Gi 
E[HX,,„^0] (2.23) 
(n 
(P-Q) 
(n + V)ca 
as obtained by Ali and Khan (1997). 
Remark 2.12: For the k - th record statistics (m = -1), recurrence 
relation for single moments is same as obtained in Remark 2.7. 
Remark2.13: For m = 0, and k = a-n + l, a e 9 l + , the recurrence 
relation for single moments of order statistics with non-integral sample 
size is 
E[^(X,,„)]-E[^(X,.i,^)] 
(P-Q) a\ 
ca 
, "' -^(l>(x)[F(x)r\F(x)r-'^^'f(x)dx 
( r - l ) ! ( a - r + l)!-ei 
(P-Q) 
(a-¥\)ca E[(l>(Xr.,a^O^ (2.24) 
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Remark 2.14: At 2 = 0, and P = 1, Theorem 2.3, reduces to 
E[4{Xir,n,m,k)}]-E[^{X{r-ln,m,k)}] 
^ E[ifr{X(r,n,m,k)]] (2.25) 
r,ca 
This was obtained in Theorem 5.2.1. 
Example 2.1: 
The Burr Distribution: 
F(x) = 
We have, 
P=l, e = 0, 0 = -^, b = l, c = -X, h(x) = x', 4ix) = x'*^ 
and ^(^)JJ±Il,M^U±Il,i 
Therefore from Remark 2.14, 
+ ^ ^^^/ £[X^'^"(r-l,n,m,fc)] 
as obtained by Pawlas and Szynal (2001a). 
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Theorem2.4: For distribution given in (1.4) and ne N, meSt, 
2<r<n, k>l. 
E[^{Xir-ln,m,k)}]-E[^{X(r-U-l,m,k)]] 
^*(P-0(m + l)(r-l) 
- E[^{X{r,n,m,k + \)}] (2.26) 
^(^ + ^ ')(^-'^\EmXir,m,m,k)}]-(l-P)EmX(r,n,m,k)}]](221) 
Proof: Proceeding on the lines of Theorem 2.2 and using Lemma 5.2.2, 
the Theorem is proved. 
Remark 2.15: Recurrence relation for single moments of order statistics 
(m = 0, /: = 1) is 
n{n + l)ca 
as obtained by Ali and Khan (1997). 
Remark 2.16: At 2 = 0, and P = 1, Theorem 2.4, reduces to 
E[^{X(r-U,m,k)]]-E[4{Xir-\,n-lm,k)]] 
= ^'^'^^^^''~^^ E[i/r{X(r,n,m,k)}] (2.29) 
as given in Theorem 5.2.2. 
Remark 2.17: Kamps (1995b) has established that for gos 
(i) [k + (n-r + l)(m + l)]E[^{Xir,n,m,k)}] 
+ rim + l)E[^{Xir + ln,m,k)}] 
= [k + (n-l)(m + \)]E[^{X(r,n-\,m,k)}] 
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(ii) [k + in-r + l)(m + l)][E[^{X(r + ln,m,k)}]-E[^{X(r,n,m,k)}]] 
=:[k + (n-l)(m + \)][E[^{Xir + l,n,m,k)]]-E[^{X(r,n-l,m,k)]]] 
(iii) [k + (n-\)(m + l)][E[4{X(r,n,m,k)}]-E[^{X(r,n-l,m,k)}]] 
= r(m + l)lE[^{X(r,n,m,k)}]-E[^{X{r + l,n,m,k)]]]. 
Therefore some of the results reported in Theorem 2.1 to 2.4 may be 
arrived at directly in view of these relations. 
Remark 2.18: Recurrence relations for single moments of gos for 
Pareto, power function, Weibull, Burr type XII, beta of the first kind and 
Cauchy distributions may be obtained by proper choice of a,b,c and 
h(x) as given by Khan and Abu-Salih (1989) and Khan and Abuammoh 
(2000). 
For Case n: 7,i^7y; i,j = l,2,---,n-l 
Theorem 2.5: For distribution given in (1.4) and ne N, me9t, 
2<r<n, k>l. 
E[^{X(r,n,m,k)}]-E[4{X(r-ln-lm,k)}] 
- ^ ^^~^^EmXir,n,m,k + l)}] (2.30) 
=—[(l-P)EmX(r,n,m,k)}]-EmX(r,n,m,k)}]\ (2.31) 
Proof: We have, from Lenmia 5,2.5, 
E[4[X(r,n,m,k)}]-E[^{X(r-l,n-l,m,k)}] 
-Yr 
-Cr-2 ^ ' f Wla/(r)[F(;c)]^' dx (2.32) 
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J<M) 
•«i h (x) T~: nca j=i 
_ (P-0 C,_i 
(ik+l) 
nca c;_i *^' ,=1 
v(*+l) _ i 
where 
«-i 
y/*+i)=(A: + l) + ( n - 0 + i;m^. a n d J S : * - - ^ 
; = ' 
^(*+i) ' 
' r - l 
Equation (2.31) follows from (2.13) and (2.32). 
Remark 2.18: Remaining results for case 11, (y,- 9^  yj) can also be 
obtained by replacing m by m in Theorems 2.3 and 2.4. 
3. Recurrence relations for product moments 
For Case I: m,- =mj=m 
Theorem 3.1: For distribution given in (1.4) and UG N, meSH, 
\<r<s<n-l 
E[^{X(r,n,m,k),X(s,n,m,k)}]-E[^{X(r,n:m,k),Xis-l,n,m,k)}] 
K (P-Q) 
r,ca 
£[^{X(r,n,m,^),X(5,n,m,^ + l)}] (3.1) 
= ^[(l-/ ')£[^{A:(r,n,m,^),X(i',n,m,^)}] 
r,ca 
-E\\i/{X(r,n,m,k\X(^s,n,m,]0\^ (3.2) 
>M> 
where K = _ C,_i _ 
^(*+i) 
' j - i 
r y^ ^  
i=iU,+U =n • 3y ^(^.)') = ^lWl2W 
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(/,(x,y) = [ah(y) + bf-'^-^-—^ = ^i(x)(/>2(y) 
hiy) 
(/^(y) = [ah(y) + b t ' ^ ^ 
h(y) 
and Wix,y) = [ah{y) + b^ \ =^x{x)Y2iy) 
hiy) 
W2(y)=[aHy)+b]^ 
h(y) 
Proof: We have from Lemma 5.3.1, 
E[^{X (r,n,m,k),X (s,n,m,k)}]- E[^{X (r,n,m,k),X (s -l,n,m,k)}] 
(r -1)! (5' - r -1)! "Ci * dy 
[h^ {F{y)) - h„ (F(x))r'-'[F(y)V' dydx (3.3) 
; ' jCa ( r - l ) ! (5 - r - l ) ! -G i J^  h(y)dy 
x[Fix)r8';,-'iF(x)[h„{Fiy)-h^iF(x)Y-'-' 
x[F(y)f''*''-'f(x)f(y)dydx (3.4) 
1 3 
On using <Z>(^ ,3') = [a/i(}') + ^ ]^"^777TT-^(^'>') ^ ^ 
y<*+*> = (^ +1) + (n - 5)(m +1) = ;^ ^ +1, result (3.1) can be established. 
To prove (3.2), we may proceed on the lines of (2.13), to show that 
'-^^=M(l-Pm^,y)-n^.y)] (3.5) 
oy f(y) ca 
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Thus (3.2) is obtained in view of (3.3) and (3.5). 
Remark 3.1: At (2 = 0. and P = 1, Theorem 3.1, reduces to 
E[^{X (r,n,m,k),X (s,n,m,k)}]- E[^{X {r,n,m,kXX {s-\,n,m,k)}] 
= —E[i/^{Xir,n,m,kXX(s,n,m,k)}] (3.6) 
Example 3.1: 
The Burr Distribution: 
F(x) = 
We have, 
P = l, e = 0, a = - , b = l, c = -A, h{x) = x\ ^iix) = x', 
and 
Thus, 
E[X'(r,n,m,k)X^'^^(r + l,n,m,k)] 
'lyr+l^-0" + ^ ) £:[X' (r,n,m,k)XJ(r + l,n,mM 
as obtained by Pawlas and Szynal (2001a). 
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ForCasell: Yi'^Yj ; J,7 = l,2,---,n-l 
Theorem 3.2: For distribution given in (1.4) and ne N, me'Si, 
\<r<s<n-\ 
E[^{X ir,n,m,k),Xis,n,m,k)}] - Ei^{X(nn,m,k),X(s-l,n,ih,k)]] 
K (P-Q) 
y,ca 
£[^{X (r,n,m,fc),X (5,n,m,fc +1)}] (3.7) 
= -?-[(l-P)£[^{X(r,n,m,^),X(^,n,m,fc)}] 
r,ca 
-E[\i/{X{r,n,m,k),X{s,n,fh,k)]]\ (3.8) 
Proof: We have from Lemma 5.3.2, 
E{^{X{r,n,m,k\X{s,n,m,k)}] - E[^{X (r,n,m,k),X(s - ln,m,k)}] 
'-4ti-y^<-^> i=r+l 
xj;^ai(r)[F(x)V'^dydx 
F(x) (3.9) 1=1 
Now in view of equation (1.5), we have, 
_ (P-Q) Q_i 
(*+i) Ysca Cli; «'t;^(^-^> [F(x) i=r+l — \r J 
,(*+!) 
Fix) F(y) j = i 
and hence the (3.7). 
Equation (3.8) can be proved putting the value of (3.5) in (3.9). 
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