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This thesis aims at the identification and modeling of the underlying phenomena 
that trigger thermal runaway in lithium-ion batteries. While a great amount of 
research has been done on simulation of lithium-ion battery’s normal operation and 
thermal runaway separately, very few have attempted to link both the conditions. 
This study can be regarded as a stepping stone to the development of robust battery 
management systems that can predict whether the lithium-ion battery will go into 
thermal runaway or not. In the first two chapters, a brief introduction and analyses 
of different modeling techniques are presented. The next chapter pushes the physics-
based P2D model to thermal abuse conditions and specifies a few modifications that 
can improve the scope of its validity. Since the study in this area is limited, a simple 
first-order model using an equivalent circuit is chosen to simulate battery operation 
at relatively high temperatures. The fourth chapter deals with the parameterization 
and the validation of the circuit model. At the end, the model output is compared 
to experimental data. The results show that the thermal response of the battery 
can be captured by this simple model, however, some steps need to be taken for 
accurate parameterization. Some model modifications are added to increase the 
fidelity of the current model. A case with thermal runaway is also presented where 
the different regions of battery degradation are specified. The insights provided can 
be utilized to further tune the circuit model.
v
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1 Background
This chapter presents an extensive overview of lithium-ion battery applications,
construction, physics, and abuse mechanisms. Furthermore, it covers the research
objective and the motivation behind this thesis.
1.1 Introduction
Given the rate of depletion of fossil fuels, the need for transition from traditional
fuel-based energy generation methods to alternative renewable methods is evident.
Many efforts have been made to make this shift through the conversion of energy
present in sunlight and wind to usable forms. However, the energy obtained from
such sources is intermittent and requires efficient energy storage systems for trans-
portation and supply to different areas. Among various energy storage arrange-
ments, lithium-ion battery (LIB) is one of the most researched types of batteries.
It has high energy density, high efficiency, high cyclability, and long life, hence,
warranting extensive development and use [1, 2].
The thermal behavior of LIBs is an impedance to its long term application as
they generally function well only between 0◦C and 40◦C [3, 4, 5]. Below 0◦C,
lithium plating occurs at the anode, which leads to loss of capacity of the LIB,
whereas, above 40◦C, other degradation processes like solid-electrolyte interface
(SEI) breakdown cause capacity fade [6, 7]. Thus, chances of a LIB going into
thermal runaway increase, which is a major concern from a safety point of view.
The usefulness of modeling the LIB function can thus be seen.
Many modeling methodologies have been derived for simulation of LIBs, ranging
from high fidelity multi-physics models to purely empirical models [8]. The re-
stricted use of stiff physics models for a real-time application can be attributed
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to its complexity and computational cost, whereas, empirical models suffer from
the lack of robustness as they are designed to model a single type of cell and are
unable to handle conditions outside their definition domain. There are equivalent
circuit models (ECM) that sit at the sweet spot in the modeling spectrum. They
are constructed using experimental fits and can cover a wide range of operations.
The circuit parameters also represent certain aspects of battery electrochemistry,
hence, establishing the reason for their use in the circuit.
This thesis concentrates on the thermal aspect of the LIB operation. A physics-
based model is first used to model certain operating conditions, however, given the
number of parameters required, the model of choice for further analysis is changed
to ECM. Since circuit models are simple to implement and understand for any type
of LIB, their analysis from an application point of view is justified. Despite its
advantages, its application comes at the cost of accuracy. Therefore, the scope of
its applicability is clearly defined in section 4.2.1. This also provides the model with
more freedom in accuracy.
1.2 Li-ion Battery Design
Batteries, in general, are made up of 5 essential layers: negative current collec-
tor, negative electrode, separator, positive electrode, and positive current collector.
Design of LIBs [9] is discussed in the following paragraphs.
The most popular choice for the negative electrode in LIBs is graphite. It is ther-
mally and electrically conductive, resistant to heat, and, most importantly, it has
high reversible intercalation capability [10]. The positive electrode is generally
composed of Lithium oxides like Lithium Cobalt Oxide (LiCoO2), Lithium Ferrous
phosphate (LiFePO4), Lithium Manganese Oxide (LiMn2O4), and their combina-
tions. The electrodes are made to be porous to maximize their contact with the
electrolyte, thus promoting spatial uniformity and efficiency of current exchange
within the electrodes.
A separator has a two-fold purpose in batteries. In LIBs, it provides easy passage
2
Figure 1.1: Discharge of LCO cell [12]
for lithium ions between the electrodes, and, at the same time, acts as a barrier
for electrons, forcing them to flow through the external circuit. The most typical
choices for separator material include polyethylene (PE), polypropylene (PP), and
their combinations (PE/PP). All the solid components of the LIB are immersed in a
conducting aqueous base, which is a mixture of organic solvents, lithium salts, and
additives. One of the most used salts in LIBs today is Lithium Hexafluorophosphate
(LiPF6) [11]. Finally, the current collectors provide a way for electrons to flow into
or out of the electrodes. For most LIBs, the copper plate is placed at the negative
end, while the aluminum plate is used at the positive end of the battery.
During discharge, oxidation of lithium metal occurs at the negative electrode (an-
ode for discharge), and reduction of lithium ions occurs at the positive electrode
(cathode for discharge). The lithium ions produced at the anode surface diffuse
(and migrate) through the electrolyte to the cathode surface, while the electrons
generated at the anode surface move to the external circuit through the copper
current collector. At the cathode, lithium ions recombine with the electrons coming
from the external circuit and get settled into the lithium oxide host matrix. The
direction of motion of lithium ions and electrons gets reversed during the charging
process.
Most LIBs can be classified into 3 categories based on their shape: cylindrical,
pouch, and prismatic [13]. Cylindrical cells are most commonly used due to their
high energy density and ease of manufacturing. However, they have a disadvantage
of low packing density, which is easily overcome by the pouch and prismatic cells.
Pouch cells present a light-weight and space-efficient battery design solution, but
3
Figure 1.2: Different types of LIBs [14]
they are prone to swelling. Prismatic cells with their sturdy outer casing exhibit
higher mechanical stability and are generally used in automotive applications.
1.3 Li-ion Battery Physics
This section covers various physics models that attempt to explain the different as-
pects of LIB functioning. Current state-of-the-art multi-physics simulation software
employ modeling techniques that stem from the physics explained below. Emphasis
is placed on electrochemical and thermal processes in LIB.
1.3.1 Electrochemical Behaviour
Stellar work was done by Doyle, Fuller and Newman [16, 17] in establishing the
fundamental LIB electrochemistry at a macro-scale. In essence, their work involved
the application of conservation equations of mass and charge on different regions of
the battery.
4
Figure 1.3: Swollen pouch cell [15]
Figure 1.4: Typical P2D model [18]
1.3.1.1 Mass Conservation in Solid Phase, cs
As discussed before, the redox reactions occur at the electrode-electrolyte interface.
At the cathode surface, solid lithium gets consumed, and, to maintain a concentra-
tion balance, lithium moves from the core to the surface. This is a simple diffusion
phenomenon with a reaction flux boundary condition. However, from a modeling
5
perspective, it is unreasonable to model an accurate porous structure of an elec-
trode for diffusion. Doyle et al [16] addressed this problem by treating an electrode
as a collection of solid lithium spheres, as shown in the figure 1.4. Diffusional mass














Using the spherical symmetry argument, the boundary condition at the center of






Since the solid concentration at the electrode surface is governed by the rate of







where cs is the solid concentration, Ds is the solid diffusivity of the electrode ma-
terial, Rs is the radius of the model sphere and jLi is the rate of reaction. The
significance of jLi will be expounded upon later.
1.3.1.2 Mass Conservation in Liquid Phase, ce
The application of a control volume-based method on liquid phase mass conservation
was a bit tricky due to the interstitial nature of the electrolyte-electrode contact.
The challenge of coming up with a macro-scale description of the interaction of the
electrode pores (which are of the order of a micron) and the electrolyte, was solved
by Newman’s [19] porous electrode theory. In this theory, both the electrode and
the electrolyte are treated as overlapping continuous media, and the porous nature
of the electrode is incorporated into the conservation equations through a single
material parameter known as porosity (ε).
The conservation law states that, for a given domain, the change in concentration of
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a species over time is equal to the sum of the net concentration inflow and the rate
of species generation. In the context of LIBs, the species generation term is related
to the charge transfer process taking place at the electrode-electrolyte interface.


















On the right side of the equation 1.4, the first term represents the diffusion process,
the second term acts as a concentration source term in the electrode regions (zero
in separator region), and the third term takes into account the spatial variation of
cation mobility in the electrolyte, which is generally assumed to be constant.
As lithium ions are not entering or leaving the battery domain at any time, the












where ce is the lithium ion concentration in liquid phase, D
eff
e is the effective diffu-
sivity in electrolyte, as is the active surface area per unit volume of the electrode,
t+ is the cation transference number, and ie is the total current density in the




1.3.1.3 Charge Conservation in Solid Phase, φs
The charge transfer process in solid phase is governed by a combination of the









For the case of constant current case, inflow current boundary condition is applied



























where φs is the solid phase potential, σ
eff is the effective electrical conductivity of
the electrode, and Iapp is the applied current per unit surface area of the battery.
1.3.1.4 Charge Conservation in Liquid Phase, φs
The movement of charges in the electrolyte region is primarily governed by two
phenomena: diffusion and migration. The mathematical representation of this pro-
cess involves a transformation of the generalized Ohm’s law and the Nernst-Planck


















where φe is the electrolyte potential, κ
eff is the effective electrolyte conductivity,
and T is the temperature. The first term on the left hand side represents charge
motion due to potential field (migration) and the second term takes care of the
diffusion of charges due to a concentration gradient.
There has been some discrepancy in the literature regrading the boundary condi-
tions of electrolyte charge transfer. Majority of researchers [20, 21] have suggested





= 0 and φe|x=L = 0 (1.10)
The negative electrode boundary condition can be interpreted as a zero electrolyte
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charge flux and the positive electrode boundary condition can be seen as a setup
of a reference zero potential for the battery. This gives a clear picture of how
the potential field is varying with respect to a reference point. The reference zero
potential can be set as the boundary condition for either φe or φs.











A zero flux boundary condition is applied at both the boundaries to bolster the idea
of conservation of charge in the electrolyte phase. However, this condition leads to
redundancies.
1.3.1.5 Rate of Reaction, jLi















jLi is a coupling term that captures the thermodynamic and kinetic effects of the
redox reactions. i0 is the exchange current density that models the kinetics of the





ca (cs,max − cs,surf )αca(ce)αan(cs,surf )αan (1.13)
η(= φs − φe − U(cs,surf )) is the overpotential, α is the electrode transfer coefficient
and it denotes the fraction of potential driving the reaction at a particular electrode.
Equation 1.12 consists of two parameters that can be determined only through
experiments: U and k. U is the open-circuit voltage of an electrode material at a
given lithium ion concentration, and k is the reaction rate constant for the redox
reaction taking place at each electrode.
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1.3.1.6 Constituent Parameters
To complete the physics-based model presented in the previous sections, a multitude
of parameters need to be determined, either through experiments or through exist-
ing material data. As seen in previous sections, effective properties are employed
to take porosity, concentration and temperature variations into account. Consider
σeff ,
σeff = σ(1− ε) (1.14)
where σ is the ionic conductivity of the given material and ε is its porosity.
The effective diffusivities of electrolyte incorporate the effect of tortuosity of the
porous solid matrix through the Bruggeman porosity exponent p.
Deffe = ε
pDe(ce, T ) (1.15)
κeff = εpκ(ce, T ) (1.16)
De and κ are empirical relations that are derived through function-fitting of exper-
imental data.






Note that εs denotes the fraction of active material per unit volume, whereas ε
denotes the fraction of electrolyte per unit volume or porosity.
The temperature dependence of solid diffusivities Ds and kinetic constants k is
generally modeled using the Arrhenius relationship,











A table to summarize the parameters is shown below.
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Category Parameter Units (SI) Description
Geometric
as m
−1 Active surface area to volume ratio,




Ln, Ls, Lp m Length of each region in LIB
Rs m Radius of the model sphere,
Defined only for electrodes
ε − Porosity,
Defined for all regions
Transport
De m
2s−1 Lithium ion diffusivity in electrolyte,
Defined for all regions,
Generally, De = f(ce, T )
Ds m
2s−1 Lithium ion diffusivity in solid phase,
Defined only for electrodes
t+ − Cation transference number,
Defined for all regions,
Generally, t+ = 0.363 for Li-ion
κ S m−1 Ionic conductivity in electrolyte,
Defined for all regions,
Generally, κ = f(ce, T )
σ S m−1 Ionic conductivity in solid phase,
Defined only for electrodes
Kinetic
k m2.5mol−0.5s−1 Reaction rate constant,
Defined only for electrodes
α − Electrode transfer coefficient,
Defined only for electrodes,
α = 0.5 for 1st order reaction
Thermodynamic
U V Open-circuit voltage,
Defined only for electrodes,
Determined experimentally
cs,max mol m
−3 Maximum solid concentration in
electrode material
R Jmol−1K−1 Universal Gas Constant,
R = 8.314 in SI units
F A s mol−1 Faraday’s Constant,
F = 96485 in SI units
Table 1.1: Constituent parameters
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1.3.2 Thermal Behaviour
Building up on the 1D case, the heat generation terms [23] pertaining to LIBs are
explained in this section. The differential form of the energy conservation equation















where λ is the thermal conductivity, ρ is the density, and cp is the specific heat
capacity measure at constant pressure condition.
The total heat generation in LIBs can be attributed to many mechanisms, like Joule
heating, reversible entropic heat generation, ohmic heat due to concentration and















irr is the irreversible heat generation term, q̇
′′′
rev is the reversible heat gener-
ation term and q̇
′′′




irr = asFjLi(φs − φe − U) (1.21)
The irreversible heat generation term arises from the charge transfer reactions taking
place at the electrode-electrolyte interface. This term is exothermic regardless of







The reversible heat generation term arises due to the change in entropy that occurs
during the intercalation/de-intercalation of lithium ions. It can be endothermic or




























The ohmic term is generally smaller than the other source terms. It arises due to
the passage of current through the solid and electrolyte regions.
Depending on the LIB surrounding, the boundary conditions may vary. The most
commonly used boundary condition being the convective boundary condition. For










= h(Tx=L − T∞) (1.24)
1.3.2.1 Lumped Thermal Assumption
The assumption of a uniform cell temperature for heat transfer analysis has become
increasingly popular due to its low computational cost and first-order representation
of the physics involved. In this model, heat transfer due to conduction within the
cell is assumed to be infinitely large, thus, removing the spatial dependence of




= q̇tot + q̇loss (1.25)
In this simplified version, q̇tot reduces to just a sum of irreversible and reversible
heat sources. Note that the ohmic heat generation term occurs due to the spatial
variation of concentrations and potentials in the solid and liquid phases, however,
for the lumped model, spatial variation is assumed to be zero. Mathematically, the
generation term looks like,





In equation (1.26), the first term I(U − V ) is the lumped irreversible term. It can
be viewed as the I2Rint loss where Rint is the internal resistance of the battery. The
second term −IT dU
dT
is the lumped reversible heat term. This term captures the
heat generated due to entropy change and takes into account the variation of the
open-circuit voltage with temperature.
The heat loss term q̇loss is the sum of all the heat losses that the battery experiences.
For most setups, heat loss occurs due to convection and radiation. For the lumped
model, q̇loss is given by,
q̇loss = −hAcell(T − T∞)− εσSBAcell(T 4 − T 4∞) (1.27)
The first term in equation (1.27) represents convection and the second term repre-
sents radiation. h is the heat transfer coefficient, ε is the emissivity of the battery
surface, Acell is the cross-section area of the battery across which the current flows
and σSB is the Stephan-Boltzmann constant.
The validity of this lumped model is analyzed using the Biot number, Bi. It is
defined as the ratio of the heat transfer due to conduction within a body to the





According to [24], a lumped thermal model can be used if the Bi is less than 0.1. For
the pouch cell considered in this study, Lc = 4.3 mm and the typical value of ther-
mal conductivity within the cells (across-plane) can be taken as 1.667 Wm−1K−1
(volume averaged value obtained from Torchio et al [20]). Thus, we get,
hLc
λ
< 0.1⇒ h < 38.76 Wm−2K−1 (1.29)
Thus, the maximum allowable heat transfer coefficient comes out to be 38.76Wm−2K−1.
The lumped thermal model for the considered battery geometry is valid over the
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entire range of air natural convection heat transfer coefficient, which typically is 2
to 25 Wm−2K−1 [25].
1.3.3 Ageing Mechanism
Capacity fade and degradation of LIBs are majorly caused by the formation of the
solid-electrolyte interface (SEI) layer in the first few cycles [26]. Other mechanisms
can cause irreversible capacity loss like electrolyte breakdown, the phase change of
separator, and many other processes, however, their contribution is negligible when
it comes to the initial battery cycling stage at normal temperatures.
The SEI layer typically forms at the anode interface; however, it can occur at the
cathode surface as well. This layer gets formed due to the reaction between the
organic electrolyte and active lithium at the anode surface. The SEI film affects
battery life in two ways. Firstly, the film formation decreases the total amount of
lithium ions available for charge transfer, thus, reducing the capacity of the cell.
Secondly, the SEI layer acts as an impedance to the diffusion of electrolyte to the
anode surface, which leads to an increase in the internal resistance of the LIB.
Despite the aforementioned disadvantages, the SEI layer plays an important role in
protecting the anode from further degradation. Hence, it’s presence is considered
to be a ”necessary evil” for battery functioning.
The SEI layer is generally a dense, thin film of reduced electrolyte species that stick
to the anode surface. They exhibit low electrolyte permeability, which is why an
increased resistance is observed in an aged LIB.
A simple diffusion-based model is presented by Ploehn et al [27] that agrees with




where s is the thickness of the SEI layer, DSEI is the solvent diffusivity in SEI, t is
time, and γ is a constant. The main takeaway from this model is that the thickness
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Figure 1.5: Possible reactions at the anode surface during LIB charging [29]
of the SEI layer is directly proportional to the square root of time.
Sticking to the spherical representation of the LIB electrodes, Pinson [28] extended
the previously developed physics to porous electrode theory, taking into account the
rate of reaction jLi. They also included temperature dependency by introducing an
Arrhenius representation of the solvent diffusivity.
Another significant degradation mechanism that occurs in LIB is lithium plating
[30]. When excess lithium ions are supplied to the anode, the surplus ions adhere
to the anode surface as metallic lithium, which leads to capacity loss. The lithium
metal is deposited in the form of dendrites and can lead to an internal short circuit.
It is mainly caused by low temperature operation or high charge rates. Using
the nomenclature employed in the above sections, lithium plating occurs when the
overpotential of the LIB anode becomes negative (η < 0).
1.4 Cell Abuse
The understanding of cell abuse mechanisms is of utmost importance, especially for
LIBs with high energy density which have lower thermal stability [31]. They are
broadly classified into 3 groups: thermal abuse, mechanical abuse, and electrical
abuse [32].
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Figure 1.6: LIB failure mechanisms [33]
Figure 1.6 illustrates different pathways to cell failure. It needs to be pointed out
that almost all mechanisms lead to an internal short circuit (ISC), which causes
the sudden release of electrical energy. ISC has been specified as the main reason
behind LIB failures [34]. Mechanical abuse mechanisms entail ISC commencement
due to the physical deformation of the LIB, processes like nail penetration or rapid
bending [35, 36] lead to mechanical failure.
Electrical abuse mechanisms include overcharge, overdischarge, and external short
circuits [37, 38]. The dendrite growth associated with overcharge or low temperature
functioning can rupture the separator [39], eventually making contact with the
anode to induce ISC. In extreme cases, overdischarging reverses the poles of the
battery, which then gives rise to abnormal heat generation in the LIB. Otherwise,
charging an overdischarged cell leads to the formation of an unstable SEI layer,
which leads to rapid capacity fade [40].
Apart from melting the separator, thermal abuse can also trigger degradation reac-
tions between anode and electrolyte or cathode and electrolyte, which are exother-
mic in nature [41]. These exothermic reactions stack up, meaning, as temperature
increases due to one reaction, another exothermic reaction gets initiated. The end
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Figure 1.7: Chain reaction progression in thermal runaway [38]
result of these chain reactions is thermal runaway (TR) in which the LIB reaches
very high temperatures (around 600-1000◦C) and releases vent gases. Manufactur-
ing defects can also set off ISC.
1.4.1 Thermal Runaway Characterization
TR is a product of exothermic chain reactions as shown in figure 1.7. A common
trend in the onset temperatures of the reactions has been observed.
The first exothermic process that is generally observed is SEI decomposition, start-
ing at around 80◦C [38]. Other reactions can begin simultaneously. For exam-
ple, the breakdown of the separator (endothermic) and the anode-electrolyte re-
action can get triggered at around 120◦C . Depending on the cathode material,
the cathode-electrolyte reaction can start at a temperature anywhere between 180-
280◦C. Doughty [42] compared the thermal stability of cathode materials. The
order of stability comes out to be LFP > LMO > NCM111 > NCA > LCO.
Kawamura et al [43] studied the electrolyte (LiPF6) decomposition process and
observed exothermic peaks at 230◦C and 280◦C.













where ci represents the normalized concentration of the reactant in the i
th reaction.
The reactions that are generally considered are: SEI decomposition and regenera-
tion, anode-electrolyte reaction, separator breakdown, cathode-electrolyte reaction,
and electrolyte decomposition. A is the pre-exponential factor, Ea is the activation
energy, ni,1 and ni,2 represent the order of the reaction i. R and T stand for uni-
versal gas constant and temperature respectively. One set of kinetic parameters is
tabulated in Feng [38].
The heat generation term pertaining to reaction i can be related to its reaction rate




(T > Tonset,i) (1.32)
where ∆H represents the enthalpy of reaction i, mi is the total mass of species
i inside the LIB, and Tonset,i is the temperature at which reaction i begins. The
negative sign depicts the exothermic nature of the decomposition reaction.
1.5 Research Objective
The objective of this thesis is two-fold. The first is to give an overview of different
modeling methods employed to simulate LIB behavior. The second is to extend one
of the modeling methods to understand the connection between battery operation
and thermal runaway. A better understanding of this connection will immensely
improve the state of the current battery management systems. One application that
will directly get impacted is the fast charging of EV batteries. Recently, in August
2019, a Hyundai Kona Electric vehicle caught fire while being charged. Several such
incidents have occurred since 2010 [33, 38], thus, making this study imperative from
a safety point of view.
The majority of literature either characterizes normal battery use or studies ther-
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mal runaway exclusively. Very few researchers have attempted to predict thermal
runaway while simulating the thermo-electrochemical behavior of the battery. This
thesis will attempt to extend one model in order to attain a better understanding
of LIBs over a wider range of temperatures.
Chapter two deals with various methodologies studied by researchers. Each sub-
section covers the explanation and implementation of different methods. The most
commonly implemented P2D model and the equivalent-circuit model (ECM), used
in this thesis, are explored in great detail.
Chapter three shows P2D results for LIBs subjected to different thermal conditions.
Abuse conditions like low heat transfer coefficient, high current, and high ambient
temperature are simulated using the standard P2D model. Its shortcomings and
motivation behind the switch to ECM are addressed.
Chapter four and five cover the procedure used for the characterization and predic-
tion of LIB behavior at high temperatures. Cases with different current profiles,
which try to push the battery to its limits, are presented along with the model
results. Additionally, a case of failure due to cyclic overcharging is also shown.
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2 Modeling Methodologies
Researchers have developed various ways of modeling LIBs which can be roughly
classified into physics-based methods, circuit-based models, and data-based machine
learning models. Emphasis is placed on the application of the first two modeling
methods.
2.1 Multi-Physics Models
This section briefly expounds upon spatial and temporal discretization schemes of
the P2D model, a few simplifications, and solution techniques. The mathematical
models described in sections 1.3.1 and 1.3.2 form the basis of physics-based simula-
tion of LIBs. The differential equations described are coupled and highly non-linear.
Their discretization gives rise to a stiff system of equations that needs to be solved
with caution to avoid instabilities in the numerical solution.
Several simplifications have been proposed to reduce the complexity of the system
of equations to aid quick computation. Zhang et al [44] eliminated the macro-scale
spatial dependence by modeling the electrodes as single spheres (SPM model) of
respective compounds. Subramanian [8] utilized the concept of volume-averaging to
come up with an analytical parabolic profile (PP model) solution for solid diffusion
in the model spheres that are used in the P2D model. Several such simplifications
have been summarized in Jokar[18] and Ramadesigan [45]. These modifications
significantly speed up the simulations; however, they face the issue of compromised
accuracy when LIB behavior is modeled under certain operating conditions like high
current or low/high temperatures.
The order of accuracy and computational complexity can thus be expressed as P2D
> P2DPP > SPM. P2D results are generally considered to be the benchmark for
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C−s (x, r, t)
Figure 2.1: P2D discretization
the validation of other reformulated models. However, solving a full-blown P2D
model without any simplifications is very taxing in terms of computational time
and storage. Reformulated models like the PP model strike a nice balance between
accuracy and computational cost. The SPM model, however, has very limited
applicability, restricted to low current usage.
2.1.1 Spatial Discretization for P2D model
The computational domain is divided into two regimes: macro-scale and micro-
scale. The macro-scale dimension refers to dimensions that are commensurate with
the thickness of the electrodes (typically 10-100 µm). Micro-scale refers to lengths
that are in proportion to the particle size of the constituent electrode compounds
(around 1 µm). The coordinate system illustrated in figure 1.4 is followed for
numerical analysis. The x-direction represents the macro-scale regime. As shown
in figure 2.1, the spheres are arranged on a 1D x-direction grid. Each sphere models
solid phase diffusion at its x coordinate. To solve for solid phase diffusion, a micro-
scale grid is defined within each sphere. The r-grid (vertical grid in figure 2.2)
represents the mesh for spherical solid diffusion and the vertical grid point that
coincides with the x-grid point represents the center of the model sphere.
Various discretization schemes have been established for numerical modeling of dif-
ferential equations. Three main methodologies are implemented for spatial analysis:
Finite Volume Method (FVM), Finite Element Method (FEM) and Finite Difference
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Method (FDM). A schematic to show how each scheme slices the computational do-
main is given in figure 2.2. The FVM scheme involves division of the computational
domains into control volumes, the FEM scheme involves partitioning of the domain
into elements, and FDM scheme simply maps the domain onto a grid. The mesh
required for LIB P2D model is same for FDM and FEM schemes. For a case with
large number of grid points, all 3 schemes converge to a common solution.
2.1.1.1 Finite Volume Method Basics
As described before, FVM scheme involves division of domain into small control
volumes. The FVM grid in x-direction for the P2D model is shown in figure 2.2.










The values of ui+1/2 and ui−1/2 can be obtained either from the upwind difference
scheme (ui+1/2 = ui and ui−1/2 = ui−1) or the central difference scheme (ui+1/2 =







































ui+1 + ui−1 − 2ui
δx2
(2.4)
Consider a sample problem of the advection-diffusion-reaction PDE,
ru+ ~a.∇u−∇(κ∇u) = f (2.5)
Here, r is the reaction coefficient, ~a is the velocity, κ is the diffusivity, and f is the
source term. Using the discretization scheme explained above, the given PDE in
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1D can be written in the form,
Ai+1ui+1 + Ai−1ui−1 + Aiui = Fi for i ∈ [1, N − 1] (2.6)
where Ai represent the coefficient of ui. N is the total number of finite volumes
used to discretize the domain. The range i ∈ [1, N − 1] is valid when only dirichlet
conditions exist in the problem, the range can change depending on the boundary
conditions. Fi encapsulates the effect of the source terms and dirichlet boundary
conditions. In a matrix form,
A~u = ~F (2.7)
A is the coefficient matrix, each entry in ~u represents the FVM solution at the
respective control volume centre, and ~F is the source term vector. Thus, the PDE
system is reduced to a linear algebra problem. A multitude of techniques exist for
quick and efficient solution of such matrix systems [46].
2.1.1.2 Finite Element Method Basics
Usage of FEM requires rigorous mathematics, thus, only a brief explanation is given
in this work. FEM always begins with the setup of a weak form of the PDE in
consideration. Building up on the same advection-diffusion-reaction PDE, assume
that the actual solution u ∈ {H1(Ω)|u = g on Γg} ≡ S where H1(Ω) is a sobolev
space that consists of functions (and their derivatives) that are square integrable
over the domain Ω. g represents the dirichlet boundary condition defined on the
boundary Γg. S is known as the trial solution space.
Consider a function w ∈ {H1(Ω)|w = 0 on Γg} ≡ V . V is commonly known as the
test solution space. To form a weak form, multiply w to equation 2.5 and integrate
over the whole domain.
∫
Ω







Figure 2.2: Discretization of LIB computational domain










To get a Galerkin FEM solution, u and w are replaced with uh and wh where the lat-
ter represents approximate solutions that are continuous across each element. The
approximate spaces are defined as: uh ∈ {Piece-wise polynomials of order k |uh =
g on Γg} ≡ Sh ⊂ S and w ∈ {Piece-wise polynomials of order k |wh = 0 on Γg} ≡
Vh ⊂ V .









where N is the total number of elements, ci and di are coefficients of the piece-wise
functions N1,i and N2,i respectively. These approximations are then substituted into
the weak form. The new form is manipulated to obtain a matrix equation,
K~d = ~F (2.12)
where K is the stiffness matrix, which is a function of N1 and N2. ~d is a vector
that stores the nodal point solutions and ~F captures the effect of source terms and
dirichlet boundary conditions. Hence, FEM also reduces the posed PDE problem
to a linear algebra problem.
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Solid Diffusion
For spherical diffusion, FDM is commonly used for discretization. For a uniform
r-grid made up of nr points, the grid spacing is given by δr = Rp/(nr − 1). The
distance of the ith grid point from the centre of the sphere is given by ri = δri
where i ∈ [0, nr− 1]. i = 0 and i = nr− 1 denote the centre point and surface point









where i ∈ [1, nr − 2]. Boundary conditions are discretized in the following manner,
cs(x, r0, t)− cs(x, r1, t) = 0 (2.14)




The boundary conditions can be combined with the domain discretization equation




















jLi for i = nr − 1
(2.16)
In order to combine the equations 2.13, 2.14 and 2.15, one has to use the concept
of ghost points at the boundaries. This method entails addition of 2 nodes, one
at i = −1 and other at i = nr. The domain discretization is then written for
all nodes i ∈ [0, nr − 1] . The boundary conditions are modified using the central
difference scheme, after which they are utilized to eliminate cs(r−1) and cs(rnr) from
the domain discretization equation.
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Electrolyte Diffusion
The process of electrolyte diffusion only takes place along the x-direction for this
P2D model. Any of the three schemes (FVM, FEM or FDM) can be used for the
discretization of equation 1.4.
Starting with FVM, assume there are nx control volumes in total, out of which nn
belong to the negative electrode region, ns belong to the separator region and np
form the positive electrode region. Note that nx = nn + ns + np.

































+ as,i(1− t+)jLi,i for i = nx − 1
(2.17)




















Zero flux boundary condition is already taken care of in the weak form.
Solid and Electrolyte Potential
The potential equations for the solid and electrolyte phases do not contain explicit
time dependence, thus, they are termed as algebraic constraints. These constraints
have to be satisfied at each step for the solution to proceed to next time step. Their
discretization is straight-forward using both, FVM and FEM.
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+ as,iFjLi,iδxi + α2 for i = β2
(2.19)
For the negative electrode, β1 = 0, β2 = nn − 1, α1 = Iapp, and α2 = 0. For the
positive electrode, β1 = nn + ns, β2 = nx − 1, α1 = 0, and α2 = Iapp.




















































































(1− t+). The equation form may look complex, yet, it is easier to
implement in code since the basic procedure of discretization stays the same.






































Once the equations are spatially discretized and written in matrix notation, the




= A(~u(t)).~u(t) + ~F (~u(t)) + ~Diapp(t) (2.23)
For FVM, these vectors and matrices denote,






~F = [ ~F Tcs
~F Tce
~F Tφs
~F Tφe ]1×2nx+(nr+1)(np+nn) (2.25)
~D = [~0T1×(nx+nr(np+nn)) 1
~0T1×(np+nn−1) − 1 ~0
T
1×nx] (2.26)
A = diag(Acs Ace Aφs Aφe) (2.27)
B = diag(Inr(nn+np) Inx 0nn+np 0nx) (2.28)
The solution vector is composed of the variables of the P2D system, ~F consists of all
the source terms (non-linear) and ~D takes care of the current boundary condition
at the electrode ends. A is formed of the coefficient matrices and B has entries
one for the variables that have explicit time dependence and zero for the rest. For
galerkin FEM with linear elements, B turns out to be a tridiagonal matrix.
These equations can be discretized in time using time differencing schemes like im-
plicit Euler method (first-order accuracy) or Crank-Nicholson scheme [47] (second-
order accuracy). Since these equations are highly non-linear, solution at each
timestep needs to be solved iteratively. The most popular choice for dealing with
non-linear equations is the newton-raphson method. A simple flow-chart describing
the solution algorithm, used in this work, for the P2D system is shown in figure
2.3. This method involves a gauss-seidel approach within the newton-raphson loop,
meaning that the guessed solution is updated constantly before solving for the next
variable. This kind of sequential solution increases the convergence rate of the
newton-raphson method; however, it requires more function calls.
Method-of-lines is recommended for solving this system since adaptive time-stepping
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Initialize model























Figure 2.3: P2D Gauss-Seidel solution algorithm
provided by pre-existing ODE solvers reduces simulation time drastically. More in-
formation on dealing with such stiff system of equations can be found in the book
Iterative Methods for Linear and Nonlinear Equations [48].
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(a) 1st order RC model (b) 2nd order RC model
(c) 1st order RC model with hysteresis (d) PNGV model
Figure 2.4: Various circuit models
2.2 Circuit Models
The models described in the previous subsections capture the physics behind battery
functioning, however, they’re computationally expensive and memory-heavy. From
a BMS perspective, it is impractical to deploy PDE-based electrochemical models
for real-time battery management. Thus, it is imperative to have a quick model with
little memory usage that is accurate to a certain degree. Equivalent circuit models
(ECM) seem to be an excellent fit for this application [49]. They can simulate a
battery faster than real-time and require fewer parameters for operation.
Several circuit models have been analyzed, like the internal resistance model, Thevenin
circuit, nth order RC circuit, and PNGV model, for EV applications [50, 51]. Its
applicability in energy storage systems was first observed by Randles [52]. Some
studies have included the hysteresis effect by adding certain elements to the RC
circuits [53]. Each element in ECMs represents a constituent process of the thermo-
electrochemical dynamics of the battery. Using the nomenclature shown in fig-
ure 2.4, R0 models the total internal resistance of the battery which captures the
combined resistive properties of the electrodes, electrolyte, and current collectors.
Notations R0 and Rint are used interchangeably in this work. It can be modified
31
Model Output Voltage Vout Notes
1-RC model U − IR0 − IR1(1− e−
t
τ1 ) Time constant, τ = RC
n-RC model U − IR0 − Σni=1IRi(1− e
− t
τi ) Multiple RC branches pro-
vide higher accuracy
PNGV model U − IR0 − It/C0 − IR1(1− e−
t
τ1 C0 tracks the gradual
change in voltage with
buildup of current
1-RCH model U + sgn(I)M(1− e−|kpI|)− IR0 − IR1(1− e−
t
τ1 ) M is the maximum hysteri-
sis voltage and kp is the de-
cay constant
Table 2.1: Output voltage expressions of different ECMs (Constant current as-
sumed)
to track degradation as well. The RC groups represent various transient processes
that occur during battery operation. Processes like charge transfer across electrode-
electrolyte interface, li-ion diffusion, li-ion migration make up the transient regime
of battery response to input current/voltage. Increasing the number of RC compo-
nents increases the accuracy of the model at the expense of additional computational
complexity. An EMC with too many parameters also runs the risk of overfitting
which can lead to unexpected errors. The SOC circuit shown in figure 2.5 models
the SOC increase/decrease, depending on the current direction. Cc represents the
capacity of the cell. This helps with accurate OCV (U) estimation for the output
voltage calculation.
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Figure 2.5: SOC circuit
2.2.1 Dual Polarization Model (2-RC Circuit)
As shown by He [54], the Dual Polarization (DP) model is a robust model and
strikes the right balance between accuracy, computational efforts, and memory
storage. The name Dual Polarization comes from the two polarization processes
characterized by the 2 RC branches. One RC branch represents electrochemical
polarization, which captures the time response of the charge-transfer process. The
second RC branch represents concentration polarization, which encapsulates the
effect of diffusion of lithium ions across the LIB.
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Figure 2.6: DP Model
Figure 2.6 gives an expanded view of the DP model. It consists of 4 parts: open-
circuit voltage (OCV) circuitry which is a function of SOC and temperature, internal
resistance R0, and two RC branches. I is the current flowing through the LIB model.
Mathematically, the circuit can be defined using the following equations.

















For constant current I, the given set of equations can be solved analytically to yield,
Vout = U − IR0 − IR1(1− e−
t
τ1 )− IR2(1− e−
t
τ2 ) (2.32)
where τ1 and τ2 represent the time constants (τ = RC) of respective RC compo-
nents. The solution is obtained based on the assumption that the potentials across
the two RC branches are 0 initially. Since the aim of this thesis is to model vari-
ous LIB operating scenarios using a simple, quick, and accurate model with a low
memory occupancy, the DP model is chosen.
In total, there are 4 ODEs and one algebraic equation for SOC, voltage, and tem-
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= I(U − V )− IT dU
dT
− hAcell(T − T∞)− εσSBAcell(T 4 − T 4∞)
Vout = U − IR0 − V1 − V2
It should be noted that all the main circuit parameters, namely, R0, R1, R2, C1
and C2 are dependent on SOC and temperature. The aforementioned equations
are discretized in time to solve for varying current profiles. The python package
scipy.integrate.odeint is used for the analysis of the ECM in this thesis.
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3 P2D Model - Validation and Results
As established in the previous section, the physics-based models are superior when
it comes to accuracy. Thus, based on the methodologies discussed in the previ-
ous chapter, FVM and FEM codes are constructed and validated against existing
literature. A few results related to LIB temperature response and some modeling
roadblocks are discussed.
3.1 Model Comparisons
Three cases are considered for the validation of the in-house code. The code is
written in python, which is a high-level language. It is used to ensure ease of code
readability and management. The combination of FVM and backward Euler time
discretization of the LIB governing equations (electrochemical-thermal) reduces to
a matrix equation A~u = ~b, where the coefficient matrix (A) turns out to be tridi-
agonal. Thus, to take advantage of the tridiagonal form of A, scipy.linalg.band
python package is used for quickly solving the matrix equation.
3.1.1 Case 1
For the validation of the FVM code, the results from Mazumder and Lu [22] are
considered. Their study aimed to perform a real-time simulation using the full-
scale P2D model. Leveraging techniques like source term linearization and efficient
tridiagonal matrix solution, they were able to simulate a 15-minute current profile
in less than 12 seconds. They chose Fortran90 to simulate the FVM-based LIB
operation.
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(a) Voltage - Mazumder and Lu (b) Voltage - In-house code
(c) Temperature - Mazumder and Lu
(d) Temperature - In-house code
Figure 3.1: Case 1
Analysis
Just qualitatively, the differences between both the simulations are clear from figure
3.1. The voltage simulated by both the codes depict contrasting time constants, de-
spite of the same parameter inputs. Whenever the direction of the current changes,
a smoother transition is observed in the in-house code output. A smooth response
means that the charge diffusion process, that takes places at short time scales, is
slow. The temperature profile also shows dissimilarities. The difference in compu-
tation time can be seen in figure 3.3.
These differences can be attributed to a multitude of reasons. Firstly, the current
profile used for the in-house simulation was obtained through qualitative mapping
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of the current profile used in the paper. Secondly, the thermal boundary conditions
were not clearly specified. Thirdly, Mazumder and Lu used a time step of 1 second,
whereas the in-house code ran with a smaller time step of 0.1 second. This also
explains the huge difference in computation time of both the codes. Another reason
for this stark difference in computation time is the choice of coding language. For-
tran is miles ahead of python (scipy in this case) in terms of scientific computing
speed.
Code Computation time (s)
Mazumder and Lu 12
In-house 502.21
Table 3.1: Model speed comparison
To conclude, the in-house code doesn’t completely mimic the paper results; however,
the fact that it converges to a result that is close to the published work, is the first
step towards validation.
3.1.2 Case 2
To further validate the in-house code, the results from Smith et al [55] are used.
They develop a low order dynamic battery model to accurately predict non-linear
P2D battery model results. The nonlinearities associated with the P2D model are
approximated on a distributed basis.
Analysis
For this case, a FEM formulation of the full-scale P2D model is also developed in
FEniCS [56]. The results from the paper, FVM and FEM are compared in figures
3.2, 3.3, and 3.4.
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(a) Smith et al
(b) In-house - FVM (c) In-house - FEM
Figure 3.2: Case 2 - Rate of reaction
(a) Smith et al
(b) In-house - FVM (c) In-house - FEM
Figure 3.3: Case 2 - Normalized solid concentration
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(a) Smith et al
(b) In-house - FVM (c) In-house - FEM
Figure 3.4: Case 2 - Normalized electrolyte concentration
The figures show the rate of reaction, electrolyte concentration, and solid concen-
tration profiles obtained from Smith et al, FVM and FEM. The rate of reaction is
hardest to match, given its sensitivity to the overpotential η (exponential depen-
dence). It can be seen that both, FVM and FEM, closely follow the trend observed
in Smith et al. The jLi profile near the anode-separator at 0.1-second shows maxi-
mum deviation. A visible difference between FVM and FEM predictions is noticed
only in the electrolyte concentration profiles, with FVM prediction being closer to
the paper result. Overall, both the in-house codes do a good job of matching the
profile presented in Smith et al.
The difference in computation time between FVM and FEM schemes is shown in
table 3.2. The coupling of the solid concentration in spherical coordinates to the
variables varying in x-direction is not efficiently implemented in FEniCS. Based
on the breakdown of the computation time, FEniCS spends 34% of the time in
extracting the surface concentration from the model spheres and mapping them
onto the x-grid. Thus, an efficient implementation or some model reformulation is
required to make FEniCS a viable option for P2D simulations.
Model Computation time (s)
FVM 153.37
FEM 306.57
Table 3.2: FVM-FEM comparison
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3.1.3 Case 3
The results from Torchio et al [20] are used for the final validation of the in-house
FVM model. They developed a robust MATLAB code (LIONSIMBA) with an
adaptive time solver to implement the P2D model. To gauge the standing of their
FVM implementation, they compared their model’s computation time with that of
the other established codes like DUALFOIL and COMSOL. Their test runs showed
that their code is consistently faster than COMSOL and almost equal in speed to
DUALFOIL. They also compared the performance of the P2D model with reformu-
lated models, as shown in figure 3.3. The parabolic approximation starts to diverge
from the P2D results when the discharge rate is greater than 5C.
(a) 5C discharge (b) 10C discharge
Figure 3.5: Comparison of P2D, two-parameter (PP) and high-order model
Analysis
For the given set of parameters, Torchio et al simulated 1C discharge of a LIB using
their electrochemical-thermal P2D code for different heat transfer coefficient values.
The obtained temperature profiles are compared with the in-house FVM code, as
shown in figure 3.6.
The in-house code matches the paper results quite well. The code is now deemed
valid and, in the next section, it is used to study the effect of heat transfer coefficient
and ambient temperature conditions of a LIB.
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(a) Torchio et al result
(b) In-house FVM result
Figure 3.6: Comparison of temperature profiles
3.2 Results
In this section, the thermal response of LIB is analysed for different discharge rates,
heat transfer coefficients, and ambient temperatures.
3.2.1 Effect of Heat Transfer Coefficient
The role of battery management systems is to maintain safe and efficient operating
conditions around the battery. The most common mode of heat transfer used by the
cooling systems is convection, which is characterized by the heat transfer coefficient
h. For this study, the values of h employed are 0, 0.1 and 1 Wm−2K−1. The LIB
simulated in this work is same as the one used by Torchio et al [20]. The ambient
temperature is set to 298 K.
The effect of heat transfer coefficient can be seen in figures 3.7 and 3.8. The voltage
curve gets pushed to the right as h decreases. For 1C discharge, the impact of h is
modest on the voltage response. The same cannot be said for 5C discharge. The
5C discharge curves for smaller h values are incorrect to begin with. The reason is
explained below.
A very interesting inference can be drawn from this behaviour. The LIBs with
higher heat transfer coefficient reach the cut-off voltage more quickly. This re-
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sponse can be explained by the change in the kinetic and diffusive properties of the
LIB components. As the temperature increases, the reaction rates and diffusivities
increase, leading to a decrease in the internal resistance (Rint) of the LIB. Thus,
the voltage drop (IRint) observed at high temperatures is lower than what is seen
at higher temperatures. This also means that the irreversible heat generation term
(I2Rint) decreases with increase in temperature. However, high temperatures also
lead to accelerated capacity fade. Thus, an optimum temperature exists for efficient
utilization of the battery.
The 5C-discharge temperature profiles for h = 0 and h = 0.1 show that the LIB
temperature crosses 200◦C. This is an inaccurate, though realistic, prediction as
the kinetics associated with thermal runaway are not included in the P2D model.
The temperature-dependent properties like electrolyte diffusivity and conductivity
are formed by fitting a function to a given data set. Since the data set is limited
to temperatures less than 60-80◦C, the model prediction above this temperature is
obtained through extrapolation of these said properties. This may lead to inaccurate
predictions at high temperatures. The fact that P2D predicts a voltage response at
these temperature is a testament to the above mentioned source of error.
(a) 1C discharge (b) 5C discharge
Figure 3.7: Comparison of voltage response to varying heat transfer coefficients
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Figure 3.8: Impact of heat transfer coefficient
3.2.2 Effect of Ambient Temperature
The ambient conditions have a substantial impact on the LIB performance. An
electric vehicle running in a desert will function differently than when its used to
traverse a snowy field. Unless the surrounding temperature of the LIB is maintained
using external power, abnormal ambient conditions can significantly affect the LIB
life and efficiency.
Figures 3.10 and 3.10 show the battery response to 1C discharge current in different
ambient conditions. The heat transfer coefficient is fixed at 0.1 Wm−2K−1. Three
ambient conditions are considered in this case: 25◦C, 60◦C, and 120◦C.
For times less than 1750 seconds, the voltage drop decreases as the ambient tem-
perature increases. This observation is in alignment with what was explained in
the previous case. However, after 1750 seconds, the voltage drop trend flips.
As the SOC of the battery decreases with increasing time, the internal resistance of
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the battery achieves a minima when the LIB temperature is between 50-80◦C. Based
on the temperature plots and assuming a minima in internal resistance exists in the
range mentioned before, the LIB placed in 120◦C should exhibit lowest voltage drop
for times less than 1500 seconds. After which, the temperature of the LIB that is
placed in 60◦C reaches the said range, thus, a lower voltage drop is observed.
Figure 3.9: LIB voltage response to 1C discharge in different ambient conditions
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Figure 3.10: LIB temperature response to 1C discharge in different ambient condi-
tions
In conclusion, the thermal management system of the LIB has to be robust enough
deal with abrasive working conditions. It should also be able to detect faults that
may occur in the cooling system functionality. Improper thermal management can
be a damaging ramification to the LIB life and performance.
3.3 Miscellaneous Discussion
In this section, a few tips to increase the efficiency of the code and some issues
encountered in practical P2D modeling are presented.
3.3.1 Speeding Up The Code
The amount of time python takes to simulate the LIB operation is way greater than
that of the state-of-the-art codes. In an attempt to understand the impact of the
choice of coding language on computation time, C++ is employed for comparison.
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With the validated model formulation, the python code is replaced with a C++
counterpart. The armadillo library [57] is used for efficiently handling the scientific
computation involved in the solution of the FVM discretized P2D model.
For the isothermal P2D model, a massive speedup is achieved. For a 1C discharge of
a LIB characterized by the parameters given in Torchio et al [20], the performance
comparison of python and C++ is shown in table 3.3.
Language Computation time (s)
C++ 320.16
Python 3376.52
Table 3.3: Coding language speed comparison
As mentioned before, the computation speed can be drastically increased by opti-
mizing time integration methodology through the use of adaptive time solvers like
IDA, SUNDIALS, and DASSL. Figure 3.11 differentiates the regions in a 5C dis-
charge curve based on the number of newton loops required for convergence. The
orange zones depict the regions of high nonlinearity. The solver spends more time
in these zones, trying to converge to a solution for the given time step. In the
yellow zone, the number of newton loops reduces to less than half of that of the
orange zones, implying that a bigger time step can be used without overburdening
the solver.
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Figure 3.11: Distribution of computation time
3.3.2 Issues
For the abuse conditions examined in this study, the physics-based models suffer
from the lack of understanding of the underlying mechanisms and relevant param-
eters. For example, consider the growth of the SEI layer, which consumes usable
lithium and forms a barrier on the anode surface, impeding electrolyte diffusion. If
physics associated with such phenomena is not included in the model, the model
results become increasingly erroneous as the battery gets cycled. Thus, timely
recalibration will be required. Section 1.4 shows the number of processes that char-
acterize the thermal abuse of LIBs. The derivation and the implementation of the
physics behind these processes are still not well established.
Since this work attempts to establish a simple pathway for the characterization of
LIB abuse, modeling effort is redirected to the ECM representation of the LIB.
As compared to the physics-based models, they are easier to build, run, modify,
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debug, and maintain. A compromise is made in terms of accuracy when it comes to
ECMs. However, from an engineering point of view, if the desired accuracy can be
achieved with ECMs, their application makes the most sense. Unlike physics-based
models, they require fewer parameters and can be modified based on the operating
conditions of the LIB. Also, owing to their simplicity, the online estimation of ECM
parameters is widely studied and applied.
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4 Equivalent Circuit Model - Parameter-
ization and Validation
Operation of batteries has been extensively and accurately modeled at tempera-
tures ranging from -20◦C to 60◦C. Thermal abuse models have been developed to
understand thermal runaway characteristics. However, little work has been done
in bridging the gap between normal operation and abuse conditions. This chapter
presents a way of setting up, parameterizing and validating a model that can work
for normal operation and high temperature regime.
4.1 Experiment Setup
To set up an Equivalent Circuit Model (ECM) that could simulate battery opera-
tion, a series of experiments are conducted to parameterize the model. The Hybrid
Pulse Power Characterization (HPPC) test [58] is used for forming the foundation
upon which the model will rely on. The HPPC test profile characterizes the bat-
tery response to high C-rate discharge and charge pulses. This test works well as it
allows one to do both, parameterization and validation of the ECM.
4.1.1 HPPC Test
The HPPC test is composed of two main parts: prepping and cycling. The prepping
procedure is done to make sure that the battery cycling begins at 100% SOC. It is
a standard constant current-constant voltage (CC-CV) protocol that, first, begins
with a discharge at C/2 rate to the discharge cut-off voltage (set by the battery
manufacturer), followed by a C/2 charge current till the voltage reaches charge cut-
off voltage, and a final constant-voltage charge till the current drops to a threshold
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Figure 4.1: HPPC prep profile
value. The battery is allowed to rest for at least 1 hour before beginning the cycling
process. This allows the battery to reach an equilibrium at 100% SOC.
The cycling process is made up of successive iterations of a pulse profile. Each
pulse profile starts with a 5C discharge pulse that lasts for 10 seconds, followed by
a 3-minute rest period, and then a 5C charge pulse of 10-second duration. The
current is stopped for 6 minutes after which the SOC of the battery is decreased by
10% by discharging it for 6 minutes at 1C rate. Finally, a 1-hour rest period is set
for the battery to reach a steady-state. The full test profile can be seen in figure
4.3.
4.1.2 Battery Specifications
In the tests conducted for the present work, fresh 0.5 Ah Li-ion cells are used.
The positive electrode material for these cells is lithium cobalt oxide (LCO) and
the negative electrode material is graphite. The cell specifications provided by the
manufacturer are given in table 4.1.
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Figure 4.2: HPPC pulse profile
Figure 4.3: Full test profile
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Item Specification
Type Polymer lithium-ion battery
Model PL-403144
Cell dimensions 4.3 x 34.5 x 40 mm3
Nominal Capacity 0.5 Ah
Nominal Voltage 3.7 V
Charge cut-off voltage 4.2 V
Discharge cut-off voltage 2.75 V
Weight 10 g
Table 4.1: Battery specifications
Figure 4.4: Arbin Regulator
4.1.3 Testing Apparatus
The testing system consists of 6 main components: an Arbin LBT21084 to control
current/voltage across the cell, MITS Pro software to configure the Arbin instru-
ment and record the current/voltage response of the cell, clamping fixture to hold
the cell at a set temperature, GL 840 Graphtec for temperature data acquisition,
Omega temperature controller (with a least count of 0.1 ◦C) and cartridge heaters.
All the tests are carried out at standard atmospheric pressure and humidity. The
voltage and the surface temperature of LIB are sampled every 1 second for all the
tests.
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Figure 4.5: Arbin and MITS Pro
Figure 4.6: Omega temperature controller and Graphtec
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Figure 4.7: Fixture parts
4.1.4 Fixture Design
To incorporate the temperature dependence of ECM parameters, the HPPC test
was conducted isothermally at 22◦C, 40◦C, 50◦C, 60◦C, 80◦C, 100◦C, and 120 ◦C.
An aluminum fixture is designed to obtain near-perfect isothermal conditions at
all temperatures considered. The battery is brought to the desired temperature
using two cartridge heaters that sit in two slots that are included in the fixture
design. When the battery releases heat and overshoots the stipulated temperature,
aluminum works particularly well by absorbing the excess heat, quickly conducting
it away from the battery, and losing it through convection. To ensure sufficient
contact between the battery and the fixture, thermal paste is applied in the tolerance
zones.
Note that the prepping part of the HPPC test is carried out at room temperature.
The battery is then heated to the required temperature, after which the cycling
part commences.
The fixture is composed of two parts. The top part has dimensions 20 x 40 x 60
mm3, and the bottom part has dimensions 25 x 40 x 60 mm3. Since a pouch cell,
of size 4.3 x 34.5 x 40 mm3, needs to sit in the isothermal fixture, a box-shaped
cavity is added to the bottom part. The cavity is milled to leave a 2 mm tolerance
around the battery. Both the parts have cylindrical holes of radius 6 mm, included
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for heater placement. Thermal paste is used to maintain contact between LIB and
fixture.
4.2 Data Analysis
The HPPC test gives considerable insight into the behaviour of the battery. This
section outlines the assumptions, data-fit method, and parameter analysis of the
DP model.
4.2.1 Assumptions
Owing to the simplicity of the DP model, a few assumptions and constraints associ-
ated with the modeling are specified in this section. The impact of each assumption
is examined in subsequent sections.
The HPPC voltage output is used to extract the OCV (represented by U) of the
LIB. This process is performed under the assumption that the cell capacity remains
constant throughout the test. For temperatures above 60◦C, the capacity fade of the
LIB should not be neglected for OCV estimation. One significant process that starts
near 57◦C [38] is SEI decomposition. Thermally, its effect becomes detectable at
around 80◦C. Additionally, for the lithium-ion polymer cell considered, the PVDF
binder can settle on the anode surface or inorganic species can form at the SEI layers
at such high temperatures. To understand the influence of all these phenomena on
the cell capacity, capacity tests have been carried out before and after the HPPC
tests for temperatures greater than 80◦C. This helps with the quantification of error
in OCV estimation.
Typically, the 5 circuit components that characterize the DP model are assumed to
be independent of the SOC of the LIB. Researchers [59] used this assumption in their
study of ECMs, while some [60, 61] asserted the relevance of SOC dependence of
the circuit parameters . The results, unsurprisingly, show that the SOC dependence
of the parameters is indeed present. This study will juxtapose the results obtained
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using both these methodologies of modeling.
Since the HPPC test involves steps of 10% discharge, the OCV function extracted
from the HPPC test is a discharge OCV function. But, for the sake of simplicity,
the OCV obtained from the HPPC test is used for the prediction of cycling tests.
Lastly, as the HPPC test was run only for 6 temperatures, the reversible heat
generation term (q̇rev, which is proportional to
dU
dT
) may have incurred significant
interpolation error. Thus, the prediction test cases are run with and without re-
versible heat to assess its contribution and range of error.
4.2.2 Parameter Extraction
Two entities need to be identified to parameterize the DP model: OCV and circuit
elements. The approach to quantify these parameters is covered below.
4.2.2.1 OCV Fit
This step involves the assignment of equilibrium voltage values, obtained from the
HPPC profile, to the SOC values. Figure 4.8 illustrates the occurrence of these equi-
librium values in the HPPC output. The first point indicates the 100% SOC mark.
As the battery is discharged for 6 minutes after each pulse cycle, the SOC measured
at subsequent marks indicates voltage values at SOC levels 10% (approximately)
lower than the previous mark.
4.2.2.2 Circuit Element Fit
Several global optimization techniques efficiently fit a model to given data. Particu-
lar to ECM parameter determination, methods like Genetic Algorithm(GA), Firefly
Algorithm, Particle Swarm Optimization, have been extensively used throughout
the literature. In this work, GA is employed for the identification of the parame-
ters of the DP model. Application of GA has several advantages like the ease of
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Figure 4.8: Points used for OCV formulation
implementation, flexibility with initial values, use of fitness score instead of deriva-
tives or auxiliary information, and use of an evolutionary approach that precludes
convergence problems.
GA mimics the process of natural selection where the fittest individuals breed to
give rise to a fitter next generation. GA is made up of 4 phases: fitness score,
selection, crossover, and mutation. At each step, the fitness of each individual
in the population is evaluated. Fittest individuals are selected for the crossover
(reproduction) step. During crossover, offspring is formed by an exchange of random
genes between the parents. There is also a small chance of gene mutation in the
offspring genome after the crossover process. This ensures diversity in the next
generation and prevents premature solutions.
4.3 Model Setup and Validation
Once the methodology has been established, the HPPC test is conducted. The
circuit parameters and OCV are characterized, the model’s response to high C-rate
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Temperature (◦C) Before HPPC (Ah) After HPPC (Ah) % change
22 0.466 0.467 0.18
40 0.468 0.467 0.19
50 0.471 0.469 0.35
60 0.472 0.470 0.38
80 0.468 0.465 0.49
100 0.468 0.44 5.87
120 0.475 0.416 12.42
Table 4.2: Capacity of LIB before and after HPPC test
pulses (in HPPC) is studied, and some deviations from the experimental data are
addressed.
4.3.1 OCV Results
The capacity values used for the evaluation of OCV-SOC relationship are the ones
that are obtained before the test. Table 4.2 shows the capacity values of fresh cells
before and after they have been cycled through the HPPC test. For temperatures
less than 100◦C, the capacity change is relatively negligible. Thus, the OCV ob-
tained for these temperatures can be readily applied. For temperatures higher than
100◦C, the cells experience significant degradation. An ageing model is required to
compensate and correctly predict cell functioning.
As outlined in section 4.2.2.1, the data is extracted from the HPPC tests conducted
at temperatures 22◦C, 40◦C, 50◦C, 80◦C, 100◦C, and 120◦C. Since, the HPPC test
for 120◦C ended prematurely, only its experimental data and least-square fits are
shown. For the remaining temperatures, the data is fit over interpolating splines
and different polynomials. Two degrees of interpolation splines are used: linear and
cubic, and 6 orders of polynomials are analyzed. The polynomial used for the fits






In the spline fit, the linear fit seems to follow the general trend that is observed in
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Figure 4.9: Linear spline fit
Figure 4.10: Cubic spline fit
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(a) Polynomial of order 3 (b) Polynomial of order 4
(c) Polynomial of order 5 (d) Polynomial of order 6
(e) Polynomial of order 7 (f) Polynomial of order 8
Figure 4.11: Polynomial fits
61
(a) Residual (b) Coefficient A0
(c) Coefficient A1 (d) Coefficient A2
(e) Coefficient A3 (f) Coefficient A4
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(a) Coefficient A5 (b) Coefficient A6
(c) Coefficient A7 (d) Coefficient A8
Figure 4.13: Polynomial Coefficients
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OCV behavior. The cubic fit looks particularly erroneous near the 10% SOC region.
The fit for 100◦C is also not matching the OCV trend at 0% SOC. Thus, the need
for a different OCV fit is evident. From a BMS point of view, the importance of a
model that can track the battery operation with a minimum number of parameters
is obvious. This aspect supports the use of polynomials for OCV characterization.
Figure 4.11 shows the OCV profile fits with polynomials of varying degrees. As
expected, polynomials with higher degrees provide a more accurate fit to the data.
However, there can be issues with overfitting. The polynomial of order 8 gives the
least residual when compared to the other profiles, thus, it is a good candidate for
the formation of the model.
Figure 4.13 consists plots of residuals and polynomial coefficients. Interestingly,
a clear monotonic behavior (either increasing or decreasing) is exhibited by each
coefficient till 80◦C. The reason behind 100◦C not following the trend maybe the
lack of a data point near 0% SOC. As mentioned before, different reactions like SEI
decomposition and regeneration commence at temperatures around 80◦C that lead
to capacity change which, consequently, may affect the OCV profile.
To choose between high-order polynomial and linear interpolation, the model is run
using both fit methods to simulate the HPPC test. The method with the least RMS
error is then selected for further analysis.
4.3.2 ECM Parameters Results
After obtaining OCV characteristics of the cells, the ECM parameter values are
required to complete the parameterization process. As mentioned in section 4.2.1,
parameters will be evaluated for three cases. Starting with the simplest one, a
constraint of fixed time constants and SOC independence is considered for param-
eter evaluation. Adding another dimension, a case with fixed time constants and
SOC dependence is studied. Lastly, a case with flexible time constants and SOC
dependence is analyzed.
As a reminder, the 5 ECM components of the DP model are R0, R1, R2, C1 and C2.
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Figure 4.14: Analytical method of internal resistance determination [62]
The genetic algorithm is used to fit these parameters to the HPPC cycling test.
Figure 4.2 shows the profile of a single HPPC pulse. The advantage of using the
HPPC profile for ECM characterization can be inferred from this figure. The high
C-rate pulses help with the assessment of the accuracy of the model. These pulses
provide information about internal resistance and time-varying processes that take
place inside the LIB. A way to analytically determine the internal resistance is
shown in figure 4.14.
The parameters are said to be fit for the model when the least square difference







(Vmodel − Vactual)2 (4.2)
4.3.2.1 Analysis of Experimental Data
The internal resistance of the battery can be directly extracted from the plots in
figure 4.15. A common trend can be observed in the R0 values for a given temper-
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ature, it increases when the SOC of the battery is low (less than 20%). Another
interesting observation can be discerned from the R0 and temperature relationship.
As temperature increases, the average internal resistance of the cell seems to de-
crease to a minimum, after which it rises again. The initial decrease in internal
resistance can be attributed to the increase in the diffusive and kinetic properties
of the cell components. The latter increase can be ascribed to the degradation of
the cell itself.
The existence of minima in the internal resistance of a LIB has high application
value. For example, fast charging of batteries can be conducted at the point of lowest
resistance. This, however, requires increasing the temperature of the LIB which can
accelerate the degradation process of the LIB. Even with the reduced charge time
at higher temperatures, maintaining the battery at 50-60◦C is detrimental to its
life. Yet, it is still possible to evaluate an optimal value of temperature at which
one can fast charge the LIB without inducing significant capacity fade.
4.3.2.2 Fixed Time Constants and SOC Independence (FTSI)
This method is the most straight-forward way of parameterizing the ECMs. The
time constants have fixed values: 20 seconds and 150 seconds. These are calculated
by averaging the time constant values obtained from the VTSD case shown in
section 4.3.2.4.
Figure 4.15 juxtaposes the experimental data and GA model fit. The model behaves
as expected, it roughly averages the internal resistance value for the entire SOC
range. The accuracy of time constant values can be inferred by observing the regions
where the current is suddenly changing. The battery response is closely imitated
by the model’s response for all SOC regions except the near-discharge state. If the
battery is to be used in a way that it would never go below 20% SOC, then the
current model can be used for monitoring the battery operation for temperatures as
high as 80◦C. However, an ageing component needs to be added to the DP model
to extend its prediction capabilities over a longer duration of time.
66
Figure 4.15: Fits with fixed time constants and SOC independence








Table 4.3: Fixed time constants and SOC independence - RMS error
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Figure 4.16: Fixed time constants and SOC independence - ECM parameters
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Figure 4.17: Importance of accurate capacity measurement
To highlight the importance of calculating the correct capacity before conducting
the OCV and the ECM parameters fit, figure 4.17 shows ECM fit results for 2 cases.
The first case uses the capacity given by the manufacturer and the second case uses
the value obtained from the capacity test. Both the fits are carried out on 22◦C
data. Higher accuracy is achieved for data points near the 0% SOC region in the
second plot.
4.3.2.3 Fixed Time Constants and SOC Dependence (FTSD)
When SOC dependence is introduced to the model, it is expected to get more
accurate. The results corroborate this position. Figure 4.18 shows the data fit
results. The SOC region is divided into sections of breadth equal to 10% SOC
(approximately). The parameters plotted in figure 4.19 are extracted by fitting
each color-coded region shown in figure 4.18.
The advantage of using this approach of fitting is readily evident from the voltage-
time plots. Starting with internal resistance, one can observe a common trend over
the temperature range of 22-80◦C. The internal resistance of the battery increases,
almost monotonically, as the SOC decreases. From an application perspective, this
trend suggests that the LIBs should be majorly used in the high-medium SOC
region to minimize potential drop and power loss (I2Rint). As observed in the
previous case, with an increase in temperature, the internal resistance of the LIB
decreases to a minimum before rising again. With SOC dependence added to the
model, the internal resistance seems to stay constant throughout the SOC range for
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temperatures between 40◦C and 80◦C. At temperatures 22◦C and 100◦C, the SOC
dependence cannot be ignored. Internal resistance variation of ∼25% and ∼44%
can be observed for 22◦C and 100◦C plots respectively.
A common behavior can be discerned from R1 and R2 plots . For all temperatures
less than 100◦C, R1 decreases as SOC decreases to 75% , suddenly reaches a maxi-
mum at around 65% SOC, decreases to a minimum, and increases again. A greater
disparity in trends is observed near 0 SOC. R2 trend looks like the mirror-image of
that of R1.
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Figure 4.18: Fits with fixed time constants and SOC dependence
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Figure 4.19: Fixed time constants and SOC dependence - ECM parameters
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4.3.2.4 Variable Time Constants and SOC Dependence (VTSD)
This model has the most comprehensive definition. With SOC and temperature
dependence incorporated into ECM parameters, it is expected to achieve the highest
level of accuracy out of all the cases.
In figure 4.20, data fits at different temperatures are plotted. The main difference
between this case and the previous case can be observed at time 10000 seconds
when the SOC of the battery is around 70%. At low temperatures, the difference
is visually perceptible. The voltage response is more closely fitted due to the re-
moval of the constraint on time constants. For 22◦C, at around 40% SOC, another
noticeable improvement is seen.
Figure 4.21 shows the variation of different ECM parameters with SOC at six tem-
peratures. The trend in the internal resistance is close to what is shown in the
FTSD case. One discrepancy can be spotted in the 100◦C plot. where the internal
resistance of the LIB at low SOC saturates at 0.119 Ω, however, the FTSD plot
shows an increasing behavior.
The behavior of R1 shown by VTSD is starkly different from what is observed in
FTSD. The order of magnitude of R1 values has increased in the VTSD model.
Starting from 100% SOC, the FTSD model suggests that the value of R1 decreases
till 80% SOC is reached; however, the opposite is observed in VTSD. The maxima
stays at 70% SOC for most cases in both the model results. In VTSD, the maxima
shifts from 90% SOC to 70% SOC as the temperature goes from 22◦C to 50◦C. The
position of the second maxima occurs at 40% SOC for all FTSD cases and most
VTSD cases. Relative to the first maxima values, the second maxima values don’t
change much in the FTSD model; however, the VTSD model shows a decrease. At
low SOC, the variation in R1 with temperature becomes more divergent. Interest-
ingly, the τ1 values follow the same direction as R1. One can see why choosing a
fixed time constant value could lead to potential prediction errors. Barring a few
outliers, the short time constant of the LIB decreases with increasing temperature.
This can be interpreted as the increase in the rate of the charge transfer process,
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which is characterized by τ1.
Except for the jump observed at low SOC, the magnitude and variation of R2
remain consistent with the change in the model. In contrast to R1 behavior, R2
first decreases as the SOC decreases to 70%, where it reaches a minimum, after
which it rises till 40% SOC, and decreases again. τ2 and τ1 follow a very similar
trend. This shows that the rate of diffusion increases with temperature till 80◦C,
after which it increases. This change can be ascribed to the degradation of the
battery, which leads to increased response time to change in current.
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Figure 4.20: Fits with flexible time constants and SOC dependence
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Figure 4.21: Flexible time constants and SOC dependence - ECM parameters
In conclusion, all three cases have their pros and cons. If a system is expected
to utilize batteries at normal operating temperatures and limited SOC range, then
case 1 is sufficient to model and predict its performance. Above those temperatures,
the model defined by the results of cases 2 and 3 should be deployed for BMS. Case
3 captures the change in time response of the LIB with SOC and temperature,
however, its impact is small and is observed only at 40% and 70% SOC region.
Irrespective of the thermal conditions, one can see that an appropriate ageing model
has to added to the DP model to ensure long-term applicability and accuracy.
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5 Equivalent Circuit Model - Prediction
The aim of this thesis is to push the limits of a simple DP model and analyze its
range of operation. The DP model requires the least number of parameters and,
consequently, is easy to setup. Thus, the following sections compare model perfor-
mance with experimental data to see the effect of the depth of parameterization,
that is, the effect of SOC and temperature dependence of said parameters.
5.1 Experiment Setup
To attain high cell temperatures without any external heat source, the cell is cycled
at a high C-rate in near adiabatic conditions. The same apparatus, described in
section 4.1.3, is used for battery cycling and data acquisition.
The setup to maintain near adiabatic conditions is simpler than that of isothermal
conditions. The fixture, designed to maintain a constant temperature, is replaced
with ceramic insulation of thermal conductivity (λins) approximately equal to 0.047
Wm−1K−1 , volumetric heat capacity equal to 145.9 kJm−3K−1, and the thickness
of the insulation (lins) is 1.91 cm [63]. The heat transfer coefficient used in this
work is calculated in section 5.3.2.
For all the cases studied, the battery sits at room temperature initially. Different
current profiles are then applied to achieve high battery temperatures.
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Model Voltage RMSE (V)
Linear fit 0.0114
Polynomial fit 0.0162
Table 5.1: Test 1 - C/2 discharge rate - RMS errors
5.2 Results
A number of tests are conducted to observe the voltage and temperature response
of LIB to varying current profiles.
5.2.1 Test 1 - OCV Check
The first step of ECM validation is chosen to be a simple discharge test. This
validation test is used to give an insight into the functioning of the ECM circuit
under nominal conditions. A fresh LIB is taken for the test, wherein, the battery
is discharged at C/2 rate.
The OCV functions used for this analysis are the 2D map of linear interpolation
OCV and 2D map of polynomial profiles. These 2D maps capture the effect of
both, SOC and temperature. Figure 5.1 shows the mapping functions used for all
the analyses that follow.
Observations
The battery is discharged for 6000 seconds at C/2 rate till it reaches 20% SOC. The
linear and polynomial fits to the experimental data are shown in figures 5.2 and 5.3
respectively. The associated RMS errors for these fits are tabulated in table 5.1.
The polynomial fit is oscillatory as opposed to the linear fit, which is more stream-
lined. For the linear fit, the OCV dip is not as steep as expected in the low SOC.
This leads to incorrect estimation of the voltage, as seen in figure 5.1. Overall,
the linear fit follows the actual trend more closely than the polynomial profile fit,
however, the opposite is true in the low SOC region.
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Analysis
As the battery stays above 20% SOC throughout the test, the sharp dip in voltage
in the 0 SOC region is not observed. The polynomial profile is matching the exact
profile periodically. The error is maximum when the profile battery SOC is in
between two SOC values at which the open circuit voltage is known.
A possible source of error can be perceived from 2D mapping. As observed in a
multitude of studies [60, 59], the low SOC region is the most difficult to deal with,
the reason being the uncertainty in the capacity of the battery. Even a small error
in the capacity specification can lead to large errors in low SOC voltage estimations.
The characterization of the point of a sharp dip in voltage in the low SOC region
requires more experimental data points. An alternate way of OCV measurement,
like very slow discharge (C/10 or C/15 rate), can prove to be more useful. This low
discharge rate negates the effect of battery internal resistance and kinetics (quasi-
static process), and the output voltage is simply equal to OCV.
(a) Linear fit (b) Polynomial fit
Figure 5.1: 2D mappings of OCV
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(a) FTSI (b) FTSI error
(c) FTSD (d) FTSD error
(e) VTSD (f) VTSD error
Figure 5.2: Piece-wise linear OCV fit results
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(a) FTSI (b) FTSI error
(c) FTSD (d) FTSD error
(e) VTSD (f) VTSD error
Figure 5.3: Polynomial fit results
5.2.2 Test 2 - Natural Convection
Before high temperature analyses, an ambient temperature and natural convection
cooled scenario is first considered. The same HPPC profile is applied to a cell
standing vertically in ambient air. The heat transfer coefficient of the setting is
calculated using equation 9.27 from Fundamentals of Heat and Mass Transfer [25],
which comes out to be around 3.5 Wm−2K−1.
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Observations
Figures 5.4, 5.5 and 5.6 juxtapose experimental data with results obtained from
FTSI model, FTSD model, and VTSD model respectively. The maximum variation
in temperature and voltage prediction is seen in the FTSI results. FTSD and VTSD
give very similar solutions.
The low SOC region is the part with the highest deviation from the experimental
data for all the models. The FTSI model gives a peak voltage error of 0.3 V , and
the rest give a peak voltage error of 0.2 V . Otherwise, the errors in FTSD and
VTSD are less than 0.02 V .
The temperature output of the FTSD and VTSD models seem to agree better with
the actual data than the FTSI model for the most part. The temperature plot
exhibits a peculiar behavior in the low SOC region where the peak temperature
goes down. From the heat generation subplots, one can see the jump in reversible
heat source term near the end of the cycle, which acts as an endothermic heat source
term.
Analysis
As expected, the temperature spikes are observed in the high C-rate pulse regions.
Since, the LIB is placed in ambient condition, the variation in temperature is not
high (2-4◦C). FTSI model uses SOC-independent Rint values which is a particularly
erroneous assumption at ambient temperature, thus, the deviation of the FTSI
output from actual result is consistent with the expectations.
The error in capacity evaluation or OCV measurement at low SOC penetrates more
strongly into FTSD and VTSD models as the ECM parameters are dependent on
SOC (which is calculated using capacity), and the reversible heat term dU
dT
.
The RMS errors are listed in table 5.2. Again, aligning with expectations, the least
error is observed in VTSD and FTSI results gives the highest deviation. How-
ever, these numbers need to be viewed with caution, as the least count of the data
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Table 5.2: Test 2 - Natural Convection - RMS errors
acquisition devices used are quite moderate: 1 significant digit in temperature mea-
surement and 4 in voltage measurement. Thus, the uncertainty associated with the
experimental data needs to be accounted for.
(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.4: Test 2 - Natural Convection - FTSI results
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(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.5: Test 2 - Natural Convection - FTSD results
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(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.6: Test 2 - Natural Convection - VTSD results
5.2.3 Test 3A - 5C pulsing (Voltage Constraint)
From now on, all the tests are conducted in insulated battery conditions. The
battery is wrapped in a ceramic fiber blanket which is manufactured from alumina-
silica bulk fibers. As mentioned before, the insulator has low thermal conductivity
and heat storage properties (low specific heat, thus, proving to be an efficient and
inexpensive insulator for LIB test requirements. For this case, the cell is wrapped
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Figure 5.7: Test 3 - 5C pulsing (Voltage Constraint) - Current profile
in two layers of insulation. A weight is also placed over the wrapped arrangement
to ensure better contact with insulation.
The current profile for this case is shown in figure 5.7. It is a cyclic process: 5C
discharge current is supplied till voltage reaches 2.75V and then it switches to a
charge current of 5C till voltage reaches 4.2V.
Observations
The current profile shows that the LIB goes from 4.2 V to 2.75 V very quickly at the
beginning of the cycling process. After 3 cycles, the current profile stays uniform
until the end of the process.
Figures 5.9, 5.10, and 5.11 show the battery response to the aforementioned current
profile. The most erroneous prediction is of LIB voltage. Such periodic drops in
voltage for the given current profile can be observed only when the battery reaches
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near 0 SOC. This means that the capacity of the battery is lower than the nominal
capacity. For the present test, if the capacity is decreased to 0.315 (30% less than
the nominal capacity), then the model is able to match the dips, however, all the
other regions diverge from the actual value.
The SOC variation predicted by the model shows that the model LIB does not go
below 35% SOC. However, as discussed before, the experimental behavior does not
corroborate the model voltage output at the end-of-discharge sections.
The actual temperature profile aligns with general expectations. The peaks occur
when the current switches from discharge to charge mode, and the troughs occur
when the current changes back to discharge mode. One can discern from the FTSI
fit that it fails to model the cyclic peaks. Its temperature prediction is uniformly
oscillating, in contrast to the alternating peaks observed in the actual data. The
FTSD model slightly underestimates the temperature as compared to the VTSD
model. It is also interesting how the inaccuracy in low SOC voltage prediction
doesn’t drastically affect the temperature prediction.
Analysis
The temperature trend shows that the model reaches a steady range more quickly,
which is in contrast to the damped growth exhibited by the actual case. This can be
attributed to the cyclic degradation of the cell. As the LIB is cycled with increasing
temperatures, the SEI growth gets accelerated. A direct consequence of this growth
is the increase in path resistance for lithium intercalation in the anode. More details
are discussed in the following section where these effects are empirically modeled
and integrated into the current DP model.
The heat generation plot shows that the reversible component cannot be ignored.
Simulation of two cases, with and without the reversible heat term, is shown in
figure 5.8. Its endothermic characteristic, that contributes greatly at the beginning
of each discharge part, becomes apparent in the figure. There are sections wherein
it exceeds the irreversible heat term. Thus, its contribution is of importance when
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Table 5.3: Test 3 - Test 3A - 5C pulsing (Voltage Constraint) - RMS errors
dealing with current pulsing.
Again, the RMS error suggests that the VTSD results are closest to the experimental
data. Interestingly, FTSI gives a lower error than FTSD. However, as observed from
the plots, FTSI fails to capture the trend in temperature variation. Thus, the VTSD
model is used to model all test cases that follow.
(a) No irreversible heat term (b) With irreversible heat term
Figure 5.8: Effect of irreversible heat - 5C pulsing (Voltage Constraint)
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(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.9: Test 3 - 5C pulsing (Voltage Constraint) - FTSI results
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(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.10: Test 3 - 5C pulsing (Voltage Constraint) - FTSD results
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(a) Temperature (b) Temperature error
(c) Voltage (d) Voltage error
(e) Heat generation (f) SOC
Figure 5.11: Test 3 - 5C pulsing (Voltage Constraint) - VTSD results
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Figure 5.12: Modified DP model
5.3 Simple Model Modifications and Preliminary
Results
To model the transition to abuse conditions, it is mandatory to have some way of
addressing each phase that occurs during this transition. Processes like capacity
fade, increase in internal resistance and parasitic side reactions have to be included.
As the aim of this thesis is to model battery operation using a simple and fast
method, the DP model is slightly modified, as shown in figure 5.12.
The modifications include the addition of a cycling resistance and a variable capac-
ity. Taking inspiration from the SEI layer growth theory [27], the cycling resistance
is defined in a very simple fashion. The SEI layer thickness is shown to have a
√
t
dependence under certain assumptions [28]. Extending that result, it is assumed




where acyc is the cyclic coefficient, and N is the number of cycles. It should be noted
that acyc is a function of SOC, temperature, current, and its direction. However,
for demonstration purposes, a constant value is fitted for each test.
The rate of change of capacity (Cc) can be broken down into two terms, simplifying
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where the 2 terms represent capacity loss due to calendar ageing and cycle ageing
respectively. The calendar ageing rate is integrated with time and the cyclic ageing
change is integrated with the amount of charge put into the battery. The upper
limit of the integral for the cyclic term is set to be Cc since we are always charging
the battery from 0 SOC to 100 SOC in each cycle.
The variable capacity aspect is implemented by adding an Arrhenius temperature

































The parameters for this addition, namely, stress factors k and the activation energies
Ea are taken from [64]. If one assumes isothermal conditions, the equations can be
be integrated analytically. The
√
t dependence from the SEI theory is again put
to use in modeling calendar ageing. The cyclic loss term is proportional to the
√
Cc, as shown in [64]. An additional term is added to cyclic ageing to account for
the lithium plating losses, occurring due to the high charge rate. In this work, the
above mentioned equations are discretized in time and numerically integrated at
every time step.
5.3.1 Test 3B - 5C pulsing (Voltage Constraint)
The improved capabilities of the modified model are verified by comparing its results
with test 3A predictions.
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Observations
The results are shown in figures 5.13 and 5.14. Just from a cursory glance, the im-
provement in temperature accuracy is apparent. According to the modified model,
the steady growth in temperature is primarily governed by the increase in internal
resistance. The plot of heat generation terms shows a uniform increase in the irre-
versible heat term, which is directly proportional to the internal resistance of the
LIB.
The SOC plots show how the addition of the capacity fade model impacts the voltage
response. The error in voltage prediction slightly decreases, thus, validating the idea
of cyclic capacity degradation.
A discrepancy can be observed in the modeling of heat loss in the post-cycling
phase. A more sophisticated method of insulation is required to isolate the heat
generation terms that arise from the battery, thus, eliminating the need to analyze
heat loss.
Analysis
The error in voltage decreases slightly because of the addition of the capacity fade
model. The gradual change in the range of SOC covered by each cycle goes to show
how the decrease in the state of health impacts the SOC variation. However, due to
the lack of precision in OCV-SOC fit, and inaccuracy in the initial capacity value,
the model is not able to fully correct the voltage prediction.
The trend of the wavy temperature profile is nicely captured by the presented model.
As explained in the previous case, cell degradation due to high C-rate cycling is
expected to be the main cause of the slow growth in the average temperature of the
cell. The old model attains a steady balance between the heat generation terms,
causing it to predict a steady profile. With the addition of the internal resistance
and capacity fade model, the model is able to capture the effect of the underlying
physical processes more accurately.
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Table 5.4 quantifies the difference between the accuracy of each model. As expected,
the modifications improve the temperature and voltage prediction capabilities of the
existing DP model.
Since the battery is doubly wrapped in a ceramic blanket with weight placed on it,
a more simple and tractable arrangement is needed. The passage for wires coming
out of the apparatus also provides a path for air circulation. Additionally, as shown
by Headley [65], the thermal conductivity of the ceramic blanket increases with
increase in temperature, which has not been incorporated in the analysis.
Model Temperature RMSE (◦C) Voltage RMSE (V)
3A 2.524 0.1031
3B 1.796 0.0987
Table 5.4: Test 3 - 5C pulsing (Voltage Constraint) - RMSE errors
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(a) Temperature - Old (b) Temperature - Modified
(c) Voltage - Old (d) Voltage - Modified
(e) SOC - Old (f) SOC - Modified
Figure 5.13: Test 3 - 5C pulsing (Voltage Constraint) - Model comparison I
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(a) Temperature error - Old (b) Temperature error - Modified
(c) Voltage error - Old (d) Voltage error - Modified
(e) Heat generation - Old (f) Heat generation - Modified
Figure 5.14: Test 3 - 5C pulsing (Voltage Constraint) - Model comparison II
5.3.2 Test 4 - 3C pulsing (Time Constraint)
The current profile is changed to a time-based input: 3C discharge for 5 minutes
followed by 3C charge for 5 minutes, as shown in figure 5.16. The current profile
of the previous case was not consistent, leading to a non-periodic charge movement
into/out of the LIB. To avoid sudden shock effects, as observed at the beginning of
test 5, the battery is discharged at 1C rate for 40 minutes, taking it to 20% SOC.
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Given the uncertainty in the heat transfer characteristics observed in the previous
case, a single layer insulation of ceramic blanket (without any external weight) is
used to wrap the cell.
This is a way to roughly estimate the effective heat transfer coefficient by using
a steady state analysis. For the figure shown in 5.15, the equivalent heat transfer










Taking h = 7 Wm−2 for ambient air natural convection [25], the heff value comes
out to be 1.82Wm−2. Using this value, the temperature difference between the
battery surface and the ambient air comes out to be 39.8◦C. A more accurate
answer can be obtained by treating the insulation as a semi-infinite wall. The
Fourier number pertaining to this problem comes out to be 8.83×10−4 t. For times
less than approximately 1140 seconds (Fourier number less than 1), the transient
response of the insulation cannot be ignored. This means that the assumption of
steady state conduction is erroneous. A part of the heat dissipated by the battery









where α is the thermal diffusivity of the insulation.
Figure 5.15: Representation of the cell-insulation arrangement
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Figure 5.16: Test 4 - 3C pulsing (Time Constraint) - Current profile
Observations
Interestingly, the battery seems to be losing capacity after each cycle, as seen in
figure 5.17. The voltage at the end of each discharge pulse drops initially and
then becomes constant. One can see from the voltage plot that the voltage range
covered by the end of the first cycle is 4.1 V to 3.15 V . As the number of cycles
and temperature increase, the end-of-discharge voltage decreases, falling to 1.47 V
by the end of the last cycle.
The error in voltage has decreased very slightly after the addition of the capacity
fade model. The SOC plots also show how battery degradation affects the SOC
range for the same current cycle at different times. The parameters of the model and
the actual initial capacity need to calibrated precisely to achieve overall accuracy.
The experimental data shows that the LIB temperature rises steadily after it reaches
40◦C, which is nicely captured by the modified model. As seen before, the old model
reaches a steady temperature value, 45◦C in this case.
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The effective heat loss properties also match the experimental for this case. How-
ever, the inaccuracy of the same heat loss properties in the last test case proves the
inconsistency in the setup of the adiabatic environment around the LIB.
Analysis
Based on the voltage output of the first cycle, it is safe to conclude that the battery
was not being over-discharged from the beginning of the cycle. But, the continuous
cycling and raised temperature led to capacity fade. Because of this degradation,
the current pulse, which initially maintained the battery in normal operation range,
was now over-discharging it. Another way to look at it would be to refer to the
OCV-SOC relationship. As the capacity fades, the pulse profile that took the
battery to, say, 5% SOC would now discharge it to -1% SOC (calculated using
degraded capacity). Assuming that the OCV-SOC relationship stays the same and
given its steep descent in the 0 SOC region, it can be noticed that the OCV of the
degraded LIB (calculated at -1% SOC) would be much less than that of the OCV
of a relatively fresh battery (calculated at 5% SOC).
As explained above, a part of these drops is a direct consequence of capacity fade.
To understand another contributor to this voltage drop, one needs to consider two
factors that lead to capacity fade: SEI layer formation and lithium plating at ele-
vated charge currents. A consequence of SEI growth is decreasing anode porosity,
which then leads to an increase in the internal resistance of the cell. As seen in
figure 4.19, the internal resistance shoots up quite rapidly as the SOC decreases in
the near 0 SOC region, which is not captured well by the model. Thus, another
factor that may lead to high voltage drop during discharge is increased internal
resistance loss (IRint).
The thermal performance is effectively modeled by the cyclic resistance. In a way,
the cyclic resistance term lumps up the effects of cell degradation, which is mainly
governed by SEI growth and lithium plating. Additionally, the errors in voltage
predictions do not translate to errors in temperature predictions. This interesting
aspect of the model can be justified by the argument that near 0 SOC region, the
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heat generation terms are relatively less sensitive to the steep gradient in OCV.
The effective heat transfer coefficient calculated overestimates the temperature dif-
ference. This can be attributed to the deviations from the ideal situation presented
in the figure 5.15, like treatment of the insulation as a semi-infinite wall, contact
resistance and heat loss to the surroundings form the top and the bottom of the
battery. The radiation losses should also be calibrated properly.
(a) Temperature - Old (b) Temperature - Modified
(c) Voltage - Old (d) Voltage - Modified
(e) SOC - Old (f) SOC - Modified
Figure 5.17: Test 4 - 3C pulsing (Time Constraint) - Model comparison I
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(a) Temperature error - Old (b) Temperature error - Modified
(c) Voltage error - Old (d) Voltage error - Modified
(e) Heat generation - Old (f) Heat generation - Modified
Figure 5.18: Test 4 - 3C pulsing (Time Constraint) - Model comparison II
5.3.3 Test 5 - Thermal Runaway
In an attempt to prevent battery operation near 0 SOC region, a different current
profile is employed, as shown in figure 5.19. The current profiles of test 3 and test 5
are identical, except that the first test has voltage constraints, and the second test
has time constraints. Each cycle comprises of a 5-minute discharge at 5C followed
by a 5-minute charge at the same C-rate. The failed battery is shown in figure 5.20.
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Figure 5.19: Test 5 - Thermal Runaway - Current profile
Figure 5.20: Test 5 - Thermal Runaway - Failed battery
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Observation
What sets test 5 apart from the existing literature is the path of high C-rate cycling
failure. Most of the research revolves around slow overcharging where LIB is charged
to high voltages at low C-rates. The main difference can be observed in the way
in which charges flow in and out. The current profile pushes the LIB to a peak of
4.39 V and follows it with a discharge to 3.45 V , for a major part of the operation.
Interesting voltage behavior is spotted near the end of the operation. The peak
value of the voltage decreases from 4.39 V to 4.37 V over the last 3 cycles, after
which the voltage value blows up, leading to thermal runaway. The voltage goes
from 4.5V to 6.34 V in 53 seconds. The decrease in the trough values of the voltage
can be seen in figure 5.21.
The temperature values stay between 60◦C and 80◦C for the major portion of the
operation. Due to the initial voltage response, a temperature jump is observed in
the incipient stages of the cycle. At 8100 seconds, thermal runaway gets triggered.
In the next 180 seconds, the temperature of the LIB shoots from 91◦C to 601◦C.
The battery then cools through convection and radiation.
Analysis
At the beginning of the cycling itself, strange behavior is exhibited by the LIB
voltage. Such a huge voltage drop is generally seen when the internal resistance of
the battery is high or when the battery is in the low SOC region, however, none of
the reasons explain this initial drop. The model accuracy in the subsequent cycles
asserts the validity of model initialization, which in turn proves that the battery
resistance and the capacity of the LIB are not causing this unexpected voltage drop.
The voltage and temperature data of the next 11 cycles agree well with the model
predictions, refer figure 5.23. This level of similarity validates the fidelity of the
OCV-SOC relationship and the ECM parameters at high SOCs and establishes the
importance of adding accelerated ageing calculations to the model.
104
After 12 cycles and before thermal runaway, an increase in average temperature
is observed. Based on the voltage and temperature plot, a possible pathway to
failure can be hypothesized. Firstly, there is a steep drop in voltage which suggests
an acceleration in capacity fade, and secondly, there is a temperature rise that
indicates either the onset of side reactions like SEI decomposition or an increase
in internal resistance or both. The high C-rate charging in the high SOC region
leads one to believe that the internal short circuit in the battery is caused by
lithium plating. The accelerated growth of dendrites at the graphite anode leads
to the consumption of usable lithium in the battery, which explains the expedited
capacity fade. The deposition of lithium film on the anode surface also poses as a
barrier to the diffusion of electrolyte to the active reaction surface.
After 14 cycles, the kinetics of thermal runaway dominate the thermal response of
the LIB, as seen in figure 5.22. As explained before in 1.4, the thermal runaway of
the battery occurs in stages. SEI decomposition is observed first at around 90◦C
along with initial anode-electrolyte reaction. The second stage generally consists
melting of separator (assuming its made of PE/PP material) which begins at around
120◦C. The third stage comprises multiple processes, namely, cathode breakdown,
electrolyte decomposition, and high-temperature anode-electrolyte reactions. This
stage is spread over a temperature range of 200-300◦C. The combined effect of all
these processes gives rise to the venting of gases, swelling of LIB, and rapid increase
in temperature which ultimately leads to failure of the battery.
Even after the addition of thermal runaway kinetics into the model, it is unable
to mimic the experiment results. This model’s inability can be attributed to the
onset temperature of various runaway reactions and their kinetic parameters. The
parameters given in [66] are employed and the onset temperatures of major heat-
generating reactions are specified to be around 120◦C. The model is unable to reach
those temperatures in the first place, hence, those reactions do not get triggered.
The modeling of the transition period, the last 2 cycles in the present case, needs
to be understood and analyzed more thoroughly using a physics-based approach.
105
Figure 5.21: Test 5 - Thermal Runaway -Voltage
Figure 5.22: Test 5 - Thermal Runaway - Full temperature profile
106




The usefulness of lithium-ion batteries as energy storage devices is well established.
The energy storage density provided by LIBs is leaps and bounds ahead of the
previously used battery chemistries. However, with the advent of battery modeling
techniques, researchers have realized the sheer number of parameters that affect its
performance, capacity, and safety. A lot of effort has been put into understanding
different charging/discharging methods, and, as a result, optimization of battery
performance and usage has been accomplished to a high degree. Yet, the safety
aspect of battery operation has not been properly understood. Most of the research
surrounding LIB abuse is based on either experiments or empirical models that
are fitted to experimental data. The gray area between LIB normal operation and
abuse has not been discerned.
In the third chapter, an attempt is made to push the P2D model, which is the
most fundamentally accurate model, to abuse conditions. The results show that
the model is valid within a set temperature range, outside of which, the model
parameters are extrapolated. The limitations of its applicability are quickly realized.
To model the LIB transition to abuse conditions, the physics related to capacity
fade due to different mechanisms, and the kinetics of various runaway reactions
have to be included in the model. After the addition of said physics, the model
complexity and a large number of input parameters decrease its usability from an
application point of view. A lot of research has already been conducted for model
reformulation to increase its applicability. But, the prediction of transition to LIB
failure is yet to be addressed from a physics-based modeling perspective.
Since the area between normal operation and thermal abuse hasn’t been explored
much, a rudimentary circuit model is constructed and used in chapters four and five
to predict LIB voltage and temperature response to varying current profiles under
different thermal constraints. Firstly, the dependence of the model parameters on
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the SOC and the temperature of the LIB is analyzed. The open-circuit voltage of
the LIBs is also extracted. After that, the model is run against experimental data.
The results show that the parameterized circuit model can correctly predict the
temperature response of the LIB. There are errors in voltage prediction in the low
SOC region. However, accurate OCV estimation and capacity measurement can
potentially reduce voltage errors. A capacity fade model is also added to analyze
battery response to the cyclic current input. Clear improvements are observed due
to the modification of the circuit model. Yet, the model is not ready to predict
the initiation of thermal runaway, owing to the inaccuracy of the model input
parameters and physics implementation.
In conclusion, to model the transition to LIB abuse, all the physics relevant to
normal operation and abuse conditions have to be modeled in tandem. The model
is also sensitive to the ambient conditions of the battery, thus, for model valida-
tion, one has to maintain a controlled thermal environment around the battery to
obtain accurate predictions. The model can be either a P2D-based model or a cir-




For physics-based models, the number of parameters required for modeling different
phenomena has to be determined accurately. Since the processes in LIB operation
are coupled, it is necessary to develop a standard routine to isolate the effect of
each parameter to enable its determination using a fewer number of experiments.
From a big picture perspective, this will increase the model’s applicability and
advance easy recalibration, if needed. Also, the performance capabilities of the
P2D model and the reformulated models have to be tested by simulating LIBs in
harsh conditions, like high C-rate cycling and high/low temperatures, and validating
the results against experimental data.
As observed from the voltage errors in ECM prediction, a more accurate determi-
nation of the open-circuit voltage of the LIB is required. Based on the capacity
fade demonstrated by experimental data, the importance of using the correct initial
capacity value as the input for the model is extremely important. This is justified
by the model results shown in chapter four. Even a slight change in the initial
capacity can lead to highly inaccurate voltage predictions in the low SOC region,
owing to the sharp voltage drop in the open circuit potential. The model can also
be extended to predict battery stack operation.
Overall, the path to transition portrayed in this thesis can help increase the un-
derstanding of LIB functioning in abuse conditions. As more data is collected and
analyzed, improvements can be made to the sub-models that address different phys-
ical aspects of LIB operation and safety.
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Appendices
A Stack Cell Test
In this chapter, the results from the stack tests are presented. The first test consists
of two stacked cells that are insulated using a ceramic blanket. Similarly, the second
test has the same configuration, but with three cells.
A.1 Stack of 2 cells
Experiment Setup
The setup of this experiment is the same as the one described in chapter 5.1.
Two cells are placed such that one cell is on top of the other, forming a stacked
sandwich. The thermocouples are placed at the outer surfaces of the sandwich.
No thermocouple is placed at the interface so as to decrease the thermal resistance
between the cells and maximize contact.
Due to the limitation of the Arbin instrument, the cells are not connected in series.
Arbin has a maximum voltage limit of 5 V across each channel. If one were to
connect the cells in series, the nominal potential difference across the cell stack
would turn out to be 8 V, which is not feasible. To circumvent this restriction,
two separate channels are used to cycle both the cells. Without changing the stack
structure of the cell arrangement, a ”series” connection is now obtained.
Both the cells are charged to 100% SOC using the same CC-CV protocol as de-
scribed in section 4.1.1. The current profile used to cycle each cell is constrained in
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the same way as the one shown in section 5.2.3. A total of 30 cycles are programmed
into the Arbin.
Analysis
It was observed in section 5.2.3 that the voltage-constrained case gives rise to a non-
uniform current profile. This case amplifies that effect. Figure A.1 juxtaposes the
current and voltage profiles of both the cells. Very interesting behavior is exhibited
by both the cells. Starting with the current profiles, it can be seen that cell 1 and
cell 2 currents go out of phase, despite the same starting conditions of the cell. This
peculiar behavior can be attributed to a possible difference in the initial capacity
and/or dissimilar degradation rates of the cells. The current profiles of both the
cells match when time is less than 500 seconds, however, as the cells are cycled,
a phase change can be observed. At time equal to 2000 seconds, cell 1 is getting
discharged whereas cell 2 is getting charged. The first cell takes up and gives out
charge more quickly than the second cell for times less than 2600 seconds. This
implies that the capacity of the second cell is higher than that of the first cell.
After the 2500-second mark, the cells’ cycling frequency shoots up. However, it
should be noted that the increase in the cycling frequency of cell 2 is sharper. For
cell 1, a relatively gradual increase in the cycling frequency is observed.
At this same point in time, both the cells reach a temperature of 94◦C. As the
cells undergo rapid cycling, the temperature steadily increases to 106.3◦C, and then
decreases as the cycling phase ends. The voltage profiles follow the same trend as
the current profiles, cycling between 4.2 V and 2.75 V.
It is fair to conclude that, at 2600 seconds, the cells undergo an accelerated degrada-
tion process. Going by the onset temperature values provided by Feng [66], by the
time the cells reach 100◦C, the SEI decomposition-regeneration process and anode-
electrolyte reaction should have already started degrading the cell. It is possible
that the level of cell degradation reached by 2600 seconds gets to a point where
the capacity of the battery suddenly plummets. Given such harsh operating condi-
tions, it is not illogical to expect thermal runaway, however, the degradation does
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not seem to be high enough to cause an internal short circuit in the cells. More
tests are needed to isolate the source of this behavior.
(a) Cell 1 - Current profile (b) Cell 1 - Voltage profile
(c) Cell 2 - Current profile (d) Cell 2 - Voltage profile
(e) Cell stack surfaces - Temperature profiles
Figure A.1: Stack of 2 cells
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A.2 Stack of 3 cells
Experiment Setup
The setup used in this test is the same as the one used in the previous test. The only
change here is the addition of the third cell. The thermocouples are now attached to
the exposed surface of the first cell and the third cell. The second cell is sandwiched
between the edge cells. Each cell is cycled 30 times using different Arbin channels.
Analysis
Figure A.2 shows the current and voltage profiles of all the cells. Cell 2 is the one
that is sandwiched between cell 1 and cell 2. The general trend of the current and
voltage profile is the same as that shown in the previous case. The cell in the middle
takes the longest time to complete 30 cycles, and the rest of the cells complete their
cycling processes at the same time. Based on what was seen in the last case, the
variation of the cycling frequency in all cells is expected. The most interesting
observation of this test is the response of cell 2. The fact that it ended after cell 1
and cell 3 shows that the degradation rate of cell 2 is relatively lower. Again, the
difference in the initial capacity plays a crucial role in its long term behavior.
The asynchronous peaks observed in the temperature profiles, shown in figure A.3,
can be attributed to the out of phase current profiles of cells 1 and 3. This time,
the peak temperature value comes out to be 110.5 ◦C, which is near the last case’s
peak value. Information about the temperature of cell 2 is needed to determine the
flow of heat across the cells. It is possible that the decelerated response of cell 2
is caused by its thermal behavior. However, this is just a speculation, and more
tests with efficient thermocouple placements are needed to study the stack effect
properly.
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(a) Cell 1 - Current profile (b) Cell 1 - Voltage profile
(c) Cell 2 - Current profile (d) Cell 2 - Voltage profile
(e) Cell 3 - Current profile (f) Cell 3 - Voltage profile
Figure A.2: Stack of 3 cells - Current and voltage
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(a) Cell stack surfaces - Temperature Profiles
Figure A.3: Stack of 3 cells - Temperature
B P2D simplifications
For faster simulation, the P2D model is generally reformulated. Two very popular
models are the single particle model (SPM) and the parabolic profile model (PP).
B.1 Single Particle Model
In this model, the spatial dependence of the variables of interest is eliminated and




Figure B.1: SPM Model
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• Solve ODEs of: Cs, T (No Ce, φs and φe)
• Simple with minimum computational effort
• Useful for normal operation and life modeling
• Drawbacks:
◦ Needs to be finely-tuned according to electrolyte properties and cell
thickness
◦ Inaccurate for high discharge rates
B.2 Parabolic Profile Model
The way PP model modifies the P2D model is through the volume-averaging of
solid concentration. Instead of using finite difference to model solid diffusion at
each node in x-grid, the PP model uses an analytical approximation of the solid
concentration profile in each sphere. Some characteristics of the PP model are:
Negative Electrode Separator Positive Electrode
Figure B.2: PP Model
• Solve ODEs of: Cs, Ce, φs, φe, T
• Parabolic approximation used to solve Cs diffusion equation
Cs(r, t) = a(t) + b(t) ∗ (r/R)2 (B.1)
• a(t) and b(t) can be obtained by substituting (B.1) in Cs diffusion equation
• Drawbacks:
◦ Inaccurate for pulse loads
◦ Higher order approximations needed for high discharge rate
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