Identification Systems (AFIS). Segmentation separates image background from image foreground, removing unnecessary information from the image. This paper proposes a new fingerprint segmentation method using Haar wavelet and Kohonen's Self Organizing Map (SOM). Fingerprint image was decomposed using 2D Haar wavelet in two levels. To generate features vectors, the decomposed image was divided into nonoverlapping blocks of 2x2 pixels and converted into four elements vectors. These vectors were then fed into SOM network that grouped them into foreground and background clusters. Finally, blocks in the background area were removed based on indexes of blocks in the background cluster. From the research that has been carried out, we conclude that the proposed method is effective to segment background from fingerprint images.
I. INTRODUCTION
Automatic Fingerprint Identification Systems (AFIS) have been widely used in modern offices, as well as in police departments. The success of AFIS highly depends on the quality of fingerprint images that were inputted to the systems. High quality inputs might be recognized or verified more accurately than low quality inputs. By high quality inputs, we mean fingerprint images that contain a lot of useful information. Unfortunately, fingerprint images are not only composed of useful information but also noises and unnecessary information such as background. In this case, background exists when fingerprint is captured using digital devices that have wider cencor surface than finger area [1] or when latent or rolled fingerprints are scanned using digital devices. To exclude background from computation process, it is necessary to remove background from the image. The process of removing background from image may be defined as segmentation. Zhang et al [2] stated that the goal of segmentation is to discard the background and to reduce the number of false features. This means that segmentation might improve AFIS performance.
Researchers used a number of methods and a variety of features to build fingerprint segmentation algorithms. Segmentation methods might be classified in some ways, and so did feature generation. Based on feature source, segmentation methods can be grouped into block-wise based and pixel-wise based. In block-wise based method, features are extracted from blocks, while in pixel-based method features are extracted from pixels. Commonly, the features extracted from the blocks for this purpose are the values of coherence, mean, variance and field direction. Block-wise segmentation method is fast, but it creates blocking effect in the segmented image edges [3] . To avoid blocking effect, some researchers such as [4] chose pixel-wise method. Theoretically, the method produced finer segmented image, but this method is sensitive to noise and needs longer computation. In [3] [5] block-wise and pixel-wise methods are combined to overcome the weaknesses of both methods.
Other researchers proposed classification of segmentation methods from different perspective. Some papers, such as [3] [6] [7] categorized segmentation methods into supervised and unsupervised, based on the way the decisions are taken. In unsupervised methods, features are extracted from blocks and classification of background and foreground is decided based on a threshold chosen empirically [3] . By choosing an empirical threshold, blocks can be classified as background or foreground. In supervised methods, the decision is made using simple classifier based on training samples [7] .
Although some features have been chosen by researchers, finding simple and discriminative features is still a challenging problem. This paper proposed a new segmentation method based on block-wise features generated by Haar wavelet decomposition and using Kohonen's Self-Organizing Maps to classify the blocks into background or foreground. Our method of segmentation would be expected to segment fingerprint images adaptively without user intervention. Although the method produces blocking effect, but the segmented image still reserve a lot of important information that can be used in the next processes, such as classification or recognition.
The rest of the paper is organized as follows. Section 2 discusses feature extraction, Section 3 describes segmentation method, Section 4, presents experiment procedure and some experiment results, Section 5 presents the conclusion of the paper, and finally the future work is presented in Section 6.
II. FEATURES EXTRACTION
Theodoridis and Koutroumbas [8] stated that features should be available prior to the design of classifier. Furthermore, they considered that the goal of feature extraction is to generate a vector that uniquely identifies a single object. The size of feature vector should be smaller that the size of the data from which the vector is generated, so that processing of www.ijacsa.thesai.org feature vectors would be faster than processing the original data itself. Therefore, it is advantageous to select methods that can generate feature vectors as small as possible without losing important information.
There are some choices to generate feature vectors based on the nature of the fingerprint image. Logically, we need to examine what properties of background that differ from foreground. At least there are three properties of background and foreground that can be extracted to form features, namely intensity, homogenity and pattern. Background intensity is usually brighter than foreground intensity. It means that pixel values in the background area are higher than in the foreground area. Related to homogeneity, background area is more homogenous than foreground so that its variant is smaller than foreground variant. Patterns of background and foreground are more difficult to be measured numerically. Some measurements have been proposed to define patterns in fingerprint image, such as orientation or direction of ridges, the number of ridges and the thickness of ridges. These properties have been used extensively, but they are sensitive to noise and need long computation. To overcome the drawbacks we utilized feature generator that indirectly detects intensity, homogeneity and pattern as well. The generator that we chose is Haar wavelet decomposition. We used 2D Haar wavelet decomposition in two levels that decomposed original image into approximation and detail coefficients. Theoretically, all of these coefficients are resulted from linear transformation from the same data. So if we selected only one coefficient, it could reduce computation complexity without degrading the performance. In this method we chose the elements of approximation coefficient as vector feature. This feature consists only four elements. Sometimes the intensity of background pixels are close to furrows' pixels intensity. It means that if the block size is too small, the furrows will be classified as background either. This problem might be solved by considering the size of the furrows. We observed that in 512 dpi fingerprint images, the furrows size are around 6 to 9 pixels. Therefore we chose blocks of size 8x8 pixels by considering that when this kind of blocks reside in foreground area, they always contain part of furrows, so that those blocks will be classified as foreground.
III. SEGMENTATION METHOD
As mentioned in previous discusion, segmentation may be seen as a classification problem. It is why in [8] and [9] the writers stated that when features have been selected, any classifier can be used to segment background from foreground. Indeed, every classifier has its own advantages and disadvantages. In this research, segmentation process utilized a simple SOM network with only four input nodes and four clusters. Fig. 1 is the diagram of the method that we proposed. It can be seen in Fig 1 that fingerprint image is firsly decomposed using 2D Haar wavelet in two levels. The process produces four coefficients, i.e. approximation, horizontal, vertical and diagonal coefficients. Among these four coefficients, only approximation coefficient is chosen to generate feature vectors.
After this decomposition, the size of the data image is a quarter of the original size. As a result, the size of data blocks in the decomposed image is also a quarter of data blocks size of the original image. Based on this calculation, decomposed image was devided into nonoverlapping blocks of 2x2 pixels. These blocks are then converted into vectors of 4 elements. All of feature vectors are then fed into SOM network to be clustered.
In this method, the SOM network composed of four input neurons and four clusters. Input of the network are feature vectors resulted from the previous process. In this research, only three alternatives of cluster number, namely two, three and four, were chosen. If the number of cluster is two, theoretically background and foreground blocks would be separated into different clusters. To the contrary, if the cluster number is three or four, there will be more than two alternatives where blocks are clustered. In this research, the number of cluster was tested to find the best performance.
Theoretically, there is no mechanism to determine where a block is grouped. To estimate where background blocks were grouped, we used two considerations,
(1) the number of background blocks is far fewer than the number of foreground blocks, and (2) pixel intensity values of background are higher than pixels intensity of foreground. In SOM training algorithm, higher value inputs tend to be the winners from the first epoch. By considering these two hypothesis, we may predict that background blocks might be cumulated in a cluster that contains fewer number of blocks. Furthermore, background blocks might also be cumulated in cluster with small numbers, namely cluster number 1 or number 2. By using the indexes of blocks in background cluster, the background blocks could be removed from the original fingerprint images.
IV. EXPERIMENT AND RESULT
The proposed method was tested using NIST-4 database [10] . In this research, we conducted two experiments by examining the number of epochs and the number of clusters in the SOM training. For the number of epochs, we tested five values, namely 100, 125, 150, 175, and 200 to find the optimum epoch value. Furthermore, for cluster numbers we tested three values, namely two, three and four, using the epoch value resulted in the previous experiment.
A. Finding the optimum epoch
It is desirable that the number of epoch should be as small as possible; however, the SOM training should reach stable condition. To find the optimum number of epoch we tested 100 fingerprint images from NIST-4 database. We used two, three and four clusters as dependent variables to find the optimum epoch numbers. By considering the clarity of visualization, we only presented 10 of them, as seen in Table 1 and Fig. 2 . In this experiment, we did not need to examine cluster 2 because it should be foreground cluster. To save the space, we did not present the table results and related figures for experiment with three dan four clusters. The results were almost similar as Table 1 and Fig. 2 .
It can be seen in Table 1 that the number of blocks that were cumulated in cluster-1s tend to stable starting from epochs 125 upwards, and Fig. 2 clarify this finding. From these experiments, it could be concluded that for this method, 125 is the smallest epoch number in order to get converged result.
B. Finding the best cluster number
After the optimum epoch number was found, namely 125, then we used this number to find the best cluster numbers. As mentioned in previous explanation, we used two, three and four clusters. It is difficult to measure the best result numerically, so we examined them visually. Fig. 3 and Fig. 4 are the examples of the results.
From these two figures it might be concluded that when the cluster number is two, some blocks inside in the foreground area are considered as background, and showed as white blocks. From our experiments of 100 fingerprint images, we concluded that the best result was when the number of cluster was four. However, due to the white 32-bit-strip in the bottom of fingerprint images of NIST-4 database, our method using four clusters could not separate background from foreground. In this case, background cluster moved from cluster number 1 to cluster number 2. Therefore, the algorithm should be modified slightly.
V. CONCLUSIONS
We have proposed a new method for fingerprint image segmentation based on block-wise features. We used 100 fingerprint images of NIST-4 database to test the method. The method used Haar wavelet decomposition to generate feature vectors. The vectors were then clustered by Self Organizing Map (SOM) to classify background blocks and foreground blocks. Using block indexes in the background cluster, the background blocks in the original images were removed. The result of our experiments showed that the proposed method is simpler and more adaptive compared to other methods. The method does not need any preprocessing such as enhancement, and it does not need user intervention such as to select threshold either. Based on our experiments, it can be cloncluded that epoch number of 125 upwards would give stable condition of SOM training. Moreover, the optimum number of cluster would be 4.
VI. FUTURE WORK
Our future work will continue to implement the method in fingerprint processing applications such as orientation field estimation and classification.
