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Abstract
We give sufficient conditions which guarantee that solutions of a superlinear heat equation decay to zero at the same rate as the
solutions of the linear heat equation with the same initial data. This improves a previous result of Lee and Ni by showing that this
behaviour holds for a significantly larger, and rather tightly defined class of solutions.
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1. Introduction
In this paper we consider the Cauchy problem{
ut = u + up, x ∈RN, t > 0,
u(x,0) = u0(x), x ∈RN, (1.1)
where u = u(x, t),  is the Laplace operator with respect to x, and u0 is a nonnegative continuous function on RN . It
is well known [6] that the Fujita exponent
pF := N + 2
N
plays a crucial role in the dynamics of solutions of (1.1). Namely, any positive solution blows up in finite time if
1 < p  pF , while positive global solutions exist if p > pF .
For p > pF , Lee and Ni [10] showed that if u0 satisfies
c1
(
1 + |x|)−l  u0  c2(1 + |x|)−l , x ∈RN, (1.2)
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time and there are constants C1,C2 > 0 and t1 > 1 such that
C1g(t)
∥∥u(·, t)∥∥
L∞(RN)  C2g(t) for all t  t1, (1.3)
where
g(t) :=
⎧⎨⎩ t
− l2 if 0 < l < N,
t−N2 ln t if l = N,
t−N2 if l > N.
(1.4)
In other words, this result from [10] says that if u0 satisfies (1.2) with sufficiently small positive constants c1, c2 and
l  2/(p − 1) then the solution of (1.1) decays to zero at the same rate as the solution of the linear heat equation
ut = u with the same initial function u0.
Notice that the decay rate for l = 2/(p − 1) is t−1/(p−1), which is equal to the decay rate of the forward selfsimilar
solutions (see (1.14) for the definition). Other sufficient conditions which guarantee that the solution of (1.1) satisfies∥∥u(·, t)∥∥
L∞(RN)  Ct
−1/(p−1) for all t > 0, (1.5)
with some positive constant C can be found in [7,8,11,13,15]. In order to discuss solutions which converge to zero but
do not satisfy (1.5) we introduce some notation. Let ϕ∞ = ϕ∞(|x|) denote the singular steady state explicitly given
by
ϕ∞
(|x|) := L|x|−m, |x| > 0,
with
m := 2/(p − 1), L := {m(N − 2 − m)}1/(p−1).
Note that the singular steady state exists for p > N/(N − 2), N > 2. Let pc be a critical exponent defined by
pc :=
{∞ for N  10,
(N−2)2−4N+8√N−1
(N−2)(N−10) for N > 10,
and let
λ1 = λ1(N,p) := N − 2 − 2m −
√
(N − 2 − 2m)2 − 8(N − 2 − m)
2
.
Notice that λ1 is real and positive if p  pc, N > 10.
Gui, Ni and Wang [8] proved that the solution of (1.1) converges to zero, but
t1/(p−1)
∥∥u(·, t)∥∥
L∞(RN) → ∞ as t → ∞,
if p > pc and u0 satisfies
0 u0(x) ϕ∞
(|x|) for |x| > 0, (1.6)
and
ϕ∞
(|x|)− k1|x|−l  u0(x) ϕ∞(|x|)− k2|x|−l for |x| > R, (1.7)
with some constants l ∈ (m,m + λ1) and k1, k2,R > 0.
It was shown in [12] that the solution of (1.1) becomes unbounded as t → ∞ if l > m + λ1, and remains bounded
and bounded away from zero if l = m + λ1 provided that u0 satisfies (1.6) and (1.7). For more precise analysis, see
[2,3] for the grow-up rate in the case of l > m+ λ1, and [4,12] for the convergence to regular steady states in the case
of l = m + λ1.
The aim of [5] was to determine the exact rate of the slow convergence discovered in [8]. The following theorem
is the main result of [5]. It shows that any algebraic rate slower than the selfsimilar one occurs for some initial data.
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constants K1,K2 such that the solution of (1.1) satisfies
K1(t + 1)−
m(m+λ1−l)
2λ1 
∥∥u(·, t)∥∥
L∞(RN) K2(t + 1)
−m(m+λ1−l)2λ1
for all t  0.
In this paper we are interested in the question of whether or not the linear behaviour (1.3) holds for solutions
decaying to zero if u0 satisfies (1.2) for some l > m but the constant c2 is not necessarily small. As the results of [5,8]
show, this is not true if l = m and p > pc. One of our main results is the following:
Theorem 1.2. Assume that p > pF and u0 satisfies
k1|x|−l  u0(x) k2|x|−l for |x| > R, (1.8)
with some positive constants l > m, k1, k2 and R. Suppose further that u is global and
t
1
p−1
∥∥u(·, t)∥∥
L∞(RN) → 0 as t → ∞. (1.9)
Then there are constants C1,C2 > 0 and t1 > 1 such that (1.3) holds.
We give two different sufficient conditions on u0 and p which guarantee that (1.9) holds.
Theorem 1.3. Assume that (N − 2)p > N . Suppose that
0 u0(x)L|x|−m for |x| > 0, (1.10)
and
u0(x) k|x|−l for |x| > R, (1.11)
with some positive constants l > m, k and R. Then the solution of (1.1) is global and satisfies (1.9).
To formulate the second sufficient condition we need to introduce the forward selfsimilar solutions. Consider the
initial value problem⎧⎨⎩φρρ +
N − 1
ρ
φρ + ρ2 φρ +
m
2
φ + |φ|p−1φ = 0, ρ > 0,
φ(0) = α, φρ(0) = 0.
(1.12)
It is known [9] that the problem (1.12) has a unique global solution φα , and φα satisfies
φα(ρ) = Lαρ−m + o
(
ρ−m
)
as ρ → ∞, (1.13)
where Lα is a constant depending on α. If φα(ρ) is positive for all ρ > 0 then
uα(x, t) := (t + 1)−
1
p−1 φα
(
(t + 1)− 12 |x|), x ∈RN, t  0, (1.14)
solves (1.1) with u0(x) = φα(|x|).
The next result is due to Dohmen–Hirose [1] and Yanagida [16].
Lemma 1.4.
(i) If 1 < p  pF , then φα vanishes at some finite ρ for any α > 0.
(ii) If pF < p < pS ,
pS :=
{∞ for N  2,
N+2 for N > 2,
N−2
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Lα > 0. For α = α0(p), φα(ρ) is positive for all ρ > 0 and Lα = 0. For α > α0(p), φα(ρ) vanishes at some
finite ρ.
(iii) If p  pS , then for any α > 0, φα(ρ) is positive for all ρ > 0 and Lα > 0.
Now we are ready to give another sufficient condition for (1.9).
Theorem 1.5. Let p > pF , and let φα be any positive solution of (1.12) with Lα > 0. Suppose that u0(x) < φα(|x|)
for all x ∈ RN and that (1.11) holds with some positive constants l > m, k and R > 0. Then the solution of (1.1) is
global and satisfies (1.9).
The proofs of Theorems 1.2, 1.3 and 1.5 rely on constructions of suitable supersolutions and are given in Sec-
tions 3, 4 and 5, respectively.
2. Proof of Theorem 1.2
The following lemma describes the large time behaviour of solutions of the linear heat equation{
Ut = U, x ∈RN, t > 0,
U(x,0) = u0(x), x ∈RN, (2.1)
depending on the spatial decay rate of the initial data. For a proof we refer to [10, Lemma 2.12].
Lemma 2.1. For l > 0, let g : (0,∞) → R be defined by (1.4). Assume that u0 ∈ C0(RN) is nonnegative and that
t1 > 1.
(i) If
u0(x) k1|x|−l for |x| > R,
with positive constants l, k1 and R then there exists C1 > 0 such that the solution U of (2.1) satisfies∥∥U(·, t)∥∥
L∞(RN)  C1g(t) for all t  t1.
(ii) If there are l > 0, k2 > 0 and R > 0 such that
u0(x) k2|x|−l for |x| > R,
then ∥∥U(·, t)∥∥
L∞(RN)  C2g(t) for all t  t1,
holds with some C2 > 0.
The next lemma is a special case of a result from [14].
Lemma 2.2. Suppose u0 satisfies
u0(x) k2|x|−l for |x| > 0, (2.2)
with some k2, l > 0, and u is a global solution of (1.1). Then there exist C2 > 0 and t1 > 1 such that
∥∥u(·, t)∥∥
L∞(RN)  C2g(t) exp
( t∫
0
∥∥u(·, τ )∥∥p−1
L∞(RN) dτ
)
for all t  t1. (2.3)
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we give it here for reader’s convenience.
Consider the solution u¯ of the linear problem{
u¯t = u¯ + ‖u(·, t)‖p−1L∞(RN)u¯, x ∈RN, t > 0,
u¯(x,0) = u0(x), x ∈RN.
(2.4)
Then it follows from the comparison principle that u u¯ for all x ∈ RN and t  0. By using the solution U of (2.1),
the solution of (2.4) can be represented as
u¯(x, t) = U(x, t) exp
( t∫
0
∥∥u(·, τ )∥∥p−1
L∞(RN) dτ
)
. (2.5)
Here (2.2) and Lemma 2.1(ii) ensure that∥∥U(·, t)∥∥
L∞(RN)  C2g(t) for all t  t1.
From this and (2.5) it follows that u¯, and hence u, satisfies (2.3). 
Now we show that (2.3) can be used to obtain more precise information on ‖u(·, t)‖L∞(RN). To do this, we first
establish the following elementary calculus lemma.
Lemma 2.3. Let κ and ν be positive numbers with κν > 1, and let μ ∈ R be an arbitrary constant. Suppose ζ is a
nonnegative continuous function on [0,∞) satisfying
ζ(t) ct−ν(ln t)μ exp
( t∫
0
ζ κ(τ ) dτ
)
for all t  t1, (2.6)
with some c > 0 and t1 > 1. If furthermore
lim sup
t→∞
t
1
κ ζ(t) <
(
ν − 1
κ
) 1
κ
(2.7)
holds, then there exists C > 0 such that
ζ(t) Ct−ν(ln t)μ for all t  t1. (2.8)
Proof. By (2.7), there exist ε < (ν − 1
κ
)
1
κ and t0  t1 such that
ζ(t) εt− 1κ for all t  t0.
Therefore
t∫
0
ζ κ(τ ) dτ 
t0∫
0
ζ κ(τ ) dτ + εκ ln t
t0
=: I1 + εκ ln t
t0
for t  t0. (2.9)
Inserted into (2.6) this yields
ζ(t) ceI1
(
t
t0
)εκ
t−ν(ln t)μ  c¯t−ν+εκ (ln t)μ for t  t0,
with a certain c¯ > 0. This in turn improves (2.9): namely, from this new information we obtain
t∫
ζ κ(τ ) dτ  I1 + c¯
t∫
τ−κν+κεκ (ln τ)κμ dτ for t > t0,0 t0
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again, we have (2.8), which completes the proof. 
Proof of Theorem 1.2. The left inequality in (1.3) immediately results from Lemma 2.1(i), because u lies above the
solution U of (2.1) due to the comparison principle.
In order to show the upper estimate in (1.3), we apply Lemma 2.3 to ζ(t) := ‖u(·, t)‖L∞(RN), κ := p − 1 and{
ν := l, μ := 0 if m < l < N,
ν := N, μ := 1 if l = N,
ν := N, μ := 0 if l > N.
From Lemma 2.2 we know that the inequality (2.6) holds with these parameters. The assumption (1.9) guarantees that
(2.7) is satisfied. Hence (2.8) yields that ζ(t) Ct−ν(ln t)μ holds for all t  t1 and some C > 0, which is exactly the
desired inequality. 
3. Fast decay for (N − 2)p > N
In this section we shall prove Theorem 1.3. Given p > N/(N − 2) and N > 2, set
γ (N,p) := N − 2
2
−
∣∣∣∣N − 22 − m
∣∣∣∣.
In fact, we have
γ (N,p) =
{
m if p  pS,
N − 2 − m if N/(N − 2) < p < pS,
and it is easy to see that
γ (N,p) < N − m. (3.1)
Lemma 3.1. Assume that (N − 2)p > N . Then for any l ∈ (m,N − γ (N,p)) and A > 0, there exists a positive and
decreasing function W = Wl,A(ρ) such that⎧⎪⎨⎪⎩Wρρ +
N − 1
ρ
Wρ + ρ2 Wρ +
l
2
W + min
{
Lp−1
ρ2
,A
}
W  0, ρ > 0,
W(0) = 1, Wρ(0) = 0.
(3.2)
Moreover, the function W satisfies
W(ρ) cl,Aρ−l for all ρ  1, (3.3)
with some positive constant cl,A.
Proof. The main idea of the proof is the same as in Lemma 3.3 in [5]. For the sake of completeness, however, we give
a full proof here. The solution WA of⎧⎨⎩WAρρ +
N − 1
ρ
WAρ + ρ2 WAρ +
l
2
WA + AWA = 0, ρ > 0,
WA(0) = 1, WAρ(0) = 0,
(3.4)
may attain negative values if A is large (cf. Lemma 3.1(iii) in [2]). However, there clearly exists ρ0 > 0 such that
WA >
1
2 and WAρ  0 in (0, ρ0). As an appropriate extension, we shall use a small multiple of the singular solution
W˜ of ⎧⎨⎩ W˜ρρ +
N − 1
ρ
W˜ρ + ρ2 W˜ρ +
l
2
W˜ + L
p−1
ρ2
W˜ = 0, ρ > 0,
ργ W˜ (ρ) → 1 as ρ → 0, (ργ W˜ ) → 0 as ρ → 0, (3.5)
ρ
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the problem⎧⎨⎩fρρ +
N − 1 − 2γ
ρ
fρ + ρ2 fρ +
l − γ
2
fρ = 0, ρ > 0,
f (0) = 1, fρ(0) = 0,
where the particular choice of γ is important to ensure that an additional term involving f/ρ2 does not appear. It was
shown in [2, Lemma 3.1], for instance, that this problem has a positive and decreasing solution satisfying
f (ρ) cρ−(l−γ ) for ρ  1, (3.6)
provided that l − γ < (N − 1 − 2γ ) − 1, which is true according to our assumption on l.
Now fixing δ > 0 small such that W˜ (ρ0) < 12 and setting
ρ1 := max
{
ρ > 0
∣∣WA < δW˜ on (0, ρ)},
it is readily checked that the function defined by
W(ρ) :=
{
WA(ρ), ρ  ρ1,
δW˜ (ρ), ρ > ρ1,
has the desired properties due to (3.4)–(3.6). 
Proof of Theorem 1.3. Due to the comparison principle it is sufficient to prove (1.9) under the assumption that the
initial data are radially symmetric and satisfy (1.10) and (1.11), so that we may write u = u(r, t). By the selfsimilar
change of variables
u(r, t) = (t + 1)− 1p−1 v(ρ, s), ρ = (t + 1)− 12 r, s = ln(t + 1),
for such solutions, problem (1.1) turns into{
vs − vρρ − N − 1
ρ
vρ − vp − ρ2 vρ −
m
2
v = 0, ρ > 0, s > 0,
v(ρ,0) = v0(ρ), ρ > 0.
(3.7)
Here, (1.10) and (1.11) require v0 ≡ u0 to satisfy
0 v0(ρ)min
{
Lρ−m,k2ρ−l
}
for all ρ > 0, (3.8)
with some l > m and k2 > 0.
By (3.8) and the maximum principle, for any small s0 > 0, we can take 0 < μ < 1 such that 0 < v(ρ, s0) μLρ−m
for all ρ > 0. Then it follows from [15, Theorem 0.1(i)] that 0 < v(ρ, s) μLρ−m and v(ρ, s)p−1  A hold for all
ρ > 0 and s > s0 with some constant A. This means that
vp−1(ρ, s)min
{
A,
Lp−1
ρ2
}
for all ρ > 0 and s > 0. (3.9)
Using (3.1), we can now take any l′ ∈ (m,N − γ (N,p)) with l′  l. With these values of A and l′ fixed, let
W = Wl′,A be as provided by Lemma 3.1. Then it is easily seen that the boundedness of v0 in conjunction with (3.8)
and (3.3) yields the estimate
v0(ρ) cW(ρ) for all ρ  0,
for some sufficiently large c > 0. Therefore the function
v¯(ρ, s) := ce− l
′−m
2 sW(ρ), ρ  0, s  0,
lies above v0 initially. Furthermore,
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v¯ρ − ρ2 v¯ρ −
m
2
v¯ − vp−1v¯
= −ce− l
′−m
2 s
(
l′ − m
2
W + Wρρ + N − 1
ρ
Wρ + ρ2 Wρ +
m
2
W + vp−1W
)
= −ce− l
′−m
2 s
(
Wρρ + N − 1
ρ
Wρ + ρ2 Wρ +
l′
2
W + vp−1W
)
−ce− l
′−m
2 s
(
Wρρ + N − 1
ρ
Wρ + ρ2 Wρ +
l′
2
W + min
{
A,
Lp−1
ρ2
}
W
)
 0 for ρ > 0 and s > 0,
according to (3.9) and (3.2). Hence, the comparison principle guarantees v  v¯, whereby (1.9) follows from l′ > m. 
4. Fast decay for p > pF
Proof of Theorem 1.5. To simplify the notation we omit the subscript α and write only φ instead of φα . As before, it
is sufficient to consider radial solutions and we transform the problem using selfsimilar variables into (3.7).
By the assumption on u0, we can take a ∈ (0,1) such that v0 < aφ for all ρ  0. We set
h(ρ) := a(1 + ρ2)−ε
and define
v+(ρ) = h(ρ)φ(ρ).
Then we take ε > 0 so small that v0  v+ for all ρ  0.
Now we have
v+ρρ +
N − 1
ρ
v+ρ +
ρ
2
v+ρ +
m
2
v+ + (v+)p
= hρρφ + 2hρφρ +
(
N − 1
ρ
+ ρ
2
)
hρφ + (hφ)p + h
(
φρρ + N − 1
ρ
φρ + ρ2 φρ +
m
2
φ
)
 hρρφ + 2hρφρ + (hφ)p − hφp.
Here, by (1.13), we have
|φρ | < C1ρ−1φ for all ρ  0,
with some positive constant C1. Since
φp  C2
(
1 + ρ2)−1φ
with some positive constant C2, we have
(hφ)p − hφp −(1 − ap−1)hφp −C2(1 − ap−1)(1 + ρ2)−1hφ.
On the other hand, direct computations yield
hρ = −2ερ
(
1 + ρ2)−1h
and
hρρ = −2ε
(
1 + ρ2)−1h + 4ε(ε + 1)ρ2(1 + ρ2)−2h 3ε(1 + ρ2)−1h
if ε  14 . Hence if we take ε > 0 sufficiently small, then
hρρφ + 2hρφρ + (hφ)p − hφp 
{
3ε + 4εC1 − C2
(
1 − ap−1)}(1 + ρ2)−1hφ < 0.
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N − 1
ρ
v+ρ +
ρ
2
v+ρ +
m
2
v+ + (v+)p < 0, ρ > 0,
v+ρ (0) = 0.
This implies that the solution of (3.7) with the initial data v+(ρ) monotonically decreases in t for each ρ and converges
to a steady state. Since the steady state is below φ, it must be the trivial steady state in view of Lemma 1.4. By
the comparison principle, this shows that the solution of (3.7) with the initial data v0(ρ) converges to 0 uniformly
in ρ  0. 
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