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Abstract
The phenomena of slow and stopped light have attracted a growing interest in recent years,
not only in relation to fundamental physics but also due to the possibility to enhance the
density of states over a broad bandwidth.
In this thesis the effects of both loss and gain on slow and stopped light are investigated in
a representative metamaterial and plasmonic waveguide setting, using both semi-analytic
calculations and numerical time-domain simulations.
Initially the influence of material loss on the ability to stop light in these passive structures
is considered. By directly measuring the propagation of wavepackets it is demonstrated
that extremely low group velocities, with deceleration factors of the order of 200,000, can
be achieved even in the presence of realistic material loss, resolving a previous dispute
that this would not be possible.
It is further shown that stopped light in the plasmonic waveguide is robust to low levels of
surface roughness, currently a limiting factor in other slow light devices such as photonic
crystal waveguides.
The inclusion of gain materials into the waveguides is then investigated for loss compensa-
tion. Here full compensation of losses and even amplification of the modal fields is observed
while maintaining zero group velocities. Importantly for the metamaterial waveguide it is
found that the effective negative refractive index is maintained even in the amplification
regime, as previously it had been suggested this would not be possible.
Finally it is shown that in the amplification regime stopped light provides an inherent
feedback mechanism leading to the dynamic formation of a lasing mode. The properties of
these stopped-light lasing states are studied and it is shown that subwavelength localisation
of the modal fields can be achieved, thus presenting a new route to creating nanoscale light
sources.
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1 Introduction
In the late 1990’s and early 2000’s, experimental studies demonstrated that the propaga-
tion speed of light pulses could be dramatically reduced in dispersive media. Velocities as
low as 17ms−1 and 58ms−1 were observed in Bose-Einstein condensates [1] and in Ruby
crystals operating at room temperature [2], respectively. Further developments saw the
complete stopping of light in ultracold atomic gases [3], rubidium vapour [4] and in solid
media [5]. Over the years following these initial demonstrations the phenomena of slow
and stopped light have attracted a growing interest, not only in relation to fundamental
physics but also due to the potential for exciting new applications, particularly in the area
of telecommunications [6]. For instance slow light could be used to create controllable
optical delay lines, providing an efficient means of buffering and timing optical signals
arriving at the nodes of an information network. The complete stopping of light could
potentially enable optical data storage [3] while devices relying on non-linear light-matter
interactions, such as optical switches, could be greatly reduced in size due to the increased
interaction time of slow light [7]. As a result slow light could have implications for the
realisation of emerging applications such as integrated optical circuits.
1.1 Pulse Propagation in Dispersive Media
When discussing slow light it is important to clarify what “slow” means, for, while the
concept of velocity is easily defined for particles, a number of different definitions, such
as phase, group, and energy velocities, can be applied when describing the propagation
of electromagnetic waves. For slow and stopped light phenomena, the most meaningful
definition is the group velocity; the speed at which the envelope of a pulse travels.
It has long been known that when a light pulse propagates through a dispersive medium its
group velocity is strongly influenced by the frequency dependence of the refractive index
[8]. To understand how dispersion can lead to slow light, first consider the propagation
of a monochromatic wave through a medium with a frequency dependent refractive index
n(ω). Mathematically the electric field of a plane wave travelling in the positive x-direction
with angular frequency ω and wavenumber k can be written as
E (x, t) = E0e−i(ωt−kx) . (1.1)
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Points along the wave with equal phase i.e. ωt − kx = const. are known as phase fronts,
and the velocity at which they propagate is called the phase velocity vp, which can be
found by dividing the frequency by the wavenumber,
vp =
ω
k (ω) =
c
n (ω) , (1.2)
where n (ω) is the frequency dependent refractive index and c is the speed of light in a
vacuum. Changes in the phase velocity, encountered as a wave travels through different
media, account for several optical phenomena, such as diffraction and refraction.
A light pulse can be described as a superposition of an infinite number of monochromatic
plane waves, each with a slightly different frequency and wave number. Constructive and
destructive interference of these plane waves combine to form the spatial and temporal
profile of the pulse envelope. In dispersive media, each constituent wave travels at different
speeds due to the change in refractive index with frequency. As a result, the regions of
constructive and destructive interference will shift during propagation and so the pulse
envelope will advance at a different speed, given by the group velocity vg, to the phase
velocity experienced by individual plane waves. The mathematical form of the group
velocity can be found by considering the propagation of a simple pulse train formed by
the interference of two plane waves with angular frequencies ω1 = ω+∆ω and ω2 = ω−∆ω,
and corresponding wavenumbers k1 = k + ∆k and k2 = k −∆k . The combined electric
field of the two waves is given by,
E (x, t) = E0e−i(ω1t−k1x) + E0e−i(ω2t−k2x) . (1.3)
The maxima of the pulse envelope will occur at the position where the phases of the two
waves are equal
ω1t− k1x = ω2t− k2x , (1.4)
x = ∆ω∆k t . (1.5)
By taking the limit ∆ω, ∆k → 0 the velocity of the pulse envelope maximum and hence
the group velocity can be defined,
vg =
dx
dt
= ∆ω∆k
∆ω,∆k→0= dω
dk
, (1.6)
= c
n (ω) + ω dn(ω)dω
= c
ng (ω)
, (1.7)
where ng = n + ωdn/dω is the group index of the medium. Equation 1.7 shows that the
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group velocity can be controlled by changing either the refractive index or the refractive
index dispersion dndω . In general the dispersion can take much larger values than the
refractive index and, as a result, many demonstrations of slow light rely on exploiting exotic
states of matter exhibiting sharp variations in refractive index, particularly near material
resonances. Unfortunately the high refractive index dispersion is usually associated with
a large material absorption. In one of the earliest slow light experiments this problem
was overcome by generating electromagnetically induced transparency (EIT) in a Bose-
Einstein condensate at ultra-low temperatures [1]. Other experimental demonstrations
of slow light using strong material dispersion include room temperature rubidium gases
[9], coherent population oscillation (CPO) in ruby crystals [2] as well as slow light via
stimulated Brillouin scattering [10].
1.2 Slow Light in Waveguides
For practical realisation, many slow light applications would require light to be decelerated
in solid state structures and at room temperature rather than in the ultracold and atomic
vapour states used in early demonstrations. To achieve this goal a number of designs
have been proposed, including photonic band gap structures [7, 11–13], coupled resonator
optical waveguides (CROWs) [14] as well as plasmonic [15–17] and negative refractive
index (NRI) waveguides [18–21]. The propagation of light pulses through these structures
is associated with an effective refractive index neff (ω) resulting from the combination of
materials used and the specific geometry of the structure. By adjusting the design a large
effective refractive index dispersion can be created to slow down light to extremely low
group velocities. Due to the influence of structural dispersion on pulse propagation the
requirement for high material dispersion is reduced allowing more practical materials to
be used in the design. For example photonic crystals (PCs) can be created from a periodic
array of holes in a planar layer of dielectric material such as silicon. By creating a line
defect in the array a photonic crystal waveguide (PCW) is formed and a guided mode is
introduced into the photonic band gap that exhibits low group velocities near the band
edge [13]. Physically, slow light in PCWs arises from coherent backscattering of light from
the periodic array of holes [22]. Unfortunately, as structural dispersion forms the main
contribution to achieving slow light in PCWs, any geometric disorder introduced during
fabrication can have a large impact on the propagation characteristics [23]. As a result
experimental demonstrations have only achieved group velocities 2-3 orders of magnitude
lower than the speed of light [13].
Another set of structures that have been considered for slow light are plasmonic [15–17] and
negative refractive index waveguides [18–21]. These devices are formed of stacked dielectric
and metal layers, for the plasmonic waveguides, or dielectric and negative refractive index
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layers for the NRI waveguides. The negative permittivity of metals and the simultaneously
negative permittivity and permeability in NRI materials are key to achieving slow light
in these waveguides. From the Poynting vector it was found that the energy of guided
modes in these structures will flow in opposite directions in materials with negative and
positive optical parameters [18]. By adjusting the thickness and refractive index of the
layers these opposing energy flows can be balanced forming a characteristic energy vortex
and halting the propagation of light pulses. Although it has long been known that metals
exhibit negative permittivities there are no known materials that naturally exhibit negative
refractive index. Only recently, with the development of a new field of research known as
metamaterials, has it become possible to create artificial media with NRI [24–26].
Metamaterials are a class of artificial media composed of subwavelength resonant struc-
tures designed to exhibit effective optical properties not observed in nature. One of the
first examples of a metamaterial was proposed in 1996 by John Pendry and co-workers
who showed that a medium composed of a thin wire mesh (WM) could be described by
an effective permittivity that could be altered through structural parameters, such as the
wire radius and spacing [27]. Later works demonstrated that new designs for the subwave-
length structures, such as swiss rolls (SR) and split ring resonators (SRR), could produce
a strong magnetic response enabling control over the effective permeability of the mate-
rial even allowing for negative values to be realised [28]. By combining the WM and SRR
designs Smith et al. [29] were able to make the first experimental demonstration of a meta-
material exhibiting negative refractive index in 2000. Direct observation of the predicted
negative refraction of light at the interface between NRI and PRI materials was made only
one year later using a NRI prism constructed using a similar metamaterial design [30]. In
the years following these initial demonstrations a primary aim of metamaterials research
has been the realisation of NRI at near-infrared and optical wavelengths. This goal has
required advances in both fabrication techniques and new designs such as double-fishnet
metamaterials [31].
In both plasmonic and NRI waveguides the interaction of light with metallic components
can lead to the formation of surface plasmon polaritons (SPPs) localised at the interface
between a metal and positive index dielectric. SPPs are collective oscillations of the free
electron gas in the metal coupled to propagating electromagnetic waves and have the ability
to confine electromagnetic energy on subwavelength scales [32]. Unfortunately scattering
of the electrons leads to high dissipative losses in the metal which has a detrimental effect
on a number of metamaterial and plasmonic applications such as perfect lenses and optical
cloaks.
In recent years there has been some discussion over the impact that dissipative loss, in-
herent in plasmonic and NRI waveguides, will have on the ability to stop light in these
structures [33]. Based on semi-analytic calculations of the modal dispersion it has been
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suggested that light cannot be stopped in these waveguides when dissipative loss is taken
into account. However there is some uncertainty in this theoretical prediction as a differ-
ent method for calculating the dispersion (based on complex frequency solutions to the
waveguide dispersion equation) does not show this detrimental effect (noted in [34]). Us-
ing full wave time-domain simulations the work presented in this thesis helps to resolve
these differences and shows that zero group velocity can be achieved even in the presence
of realistic levels of dissipative loss. This observation is in line with semi-analytic calcu-
lations showing that in the stopped light regime dissipation should be accounted for as a
temporal loss rather than the typically assumed spatial loss. Despite this, the short life-
time of light pulses trapped in the waveguides still presents a barrier to realising practical
applications of stopped light. A number of solutions to overcome dissipation in plasmonic
and metamaterial devices have been proposed in the literature, for example exploiting
low loss plasmons that form on thin metal films [35] as well as exploring new, low loss,
plasmonic materials [36]. However, one of the most successful methods for compensating
losses is to incorporate optical gain materials into the waveguide.
1.3 Loss Compensation
Early demonstrations of loss compensation of SPPs were reported in structures consisting
of a silver film placed between a glass prism and a gain medium [37, 38]. By measuring
the reflection spectra it was found that the SPP resonance narrowed in response to in-
creasing gain, corresponding to a decrease in the absorption loss. More recently, partial
loss compensation of SPPs have been reported using a range of different gain materials,
such as dye molecules [39], erbium ions [40] as well as quantum dots [41] and wells [42].
The amount of gain required for lossless propagation varies greatly between different plas-
monic structures and frequency ranges. For example the energy dissipation of long range
SPPs (LRSPPs), propagating on thin metal films, is typically ten times lower than that of
an SPP on a single metal-dielectric interface [35]. Recently full compensation of LRSPP
modes and even the transition to lasing have been reported in experiments conducted
on thin silver films [43]. However, the low absorption offered by LRSPP comes at the
cost of decreased localisation which is crucial for a number of plasmonic applications.
Deep subwavelength confinement of energy can be achieved in structures such as the
metal-insulator-metal (MIM) waveguide. It has been predicted that semiconductors could
potentially provide the high gain required to compensate losses in these waveguides [44].
This was confirmed in 2009 by Hill and co-workers with the demonstration of lasing in a
MIM waveguide using semiconductor gain pumped by electrical injection [45]. The further
development of plasmonic lasers has provided a new route for shrinking laser design below
the diffraction limit onto the nanoscale, vital for realising emerging applications such as
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integrated optical circuits [46].
Similar studies have been conducted on loss compensation in metamaterials [47–49], with a
number of experiments showing a reduction of loss using materials such as quantum dots
and quantum wells. Loss-free NRI metamaterials based on the “double-fishnet” design
have recently been demonstrated by Xiao et al. [49] via the incorporation of optically
pumped dye molecules. Initially there was some concern that when losses were fully
compensated the negative effective refractive index would disappear based on arguments
of causality [50]. However more recent works have shown this not to be the case and that
NRI is maintained even when losses are overcompensated [48, 51].
When considering loss compensation in plasmonic and metamaterial waveguides it is im-
portant to note that the electromagnetic environment can significantly alter the emission
characteristics of gain dipoles close to metal surfaces [52]. For instance, spontaneous
and stimulated emission from the dipoles can be channelled away from the desired mode
via coupling to various SPP excitations localised at the metal-dielectric interfaces. Ad-
ditionally over short distances gain dipoles can rapidly lose energy via the excitation of
electron-hole pairs inside the metal [44]. As a result it is vital to take into account the
spatial dependence of the carrier inversion in the gain material as well as the spatial
profiles of the pump and signal field intensities at the position of the emitters in or-
der to correctly model the impact of gain on waveguide modes. For the investigations
of loss compensation presented in this thesis these effects are accounted for by using a
semi-classical approach where the electromagnetic field dynamics are simulated with a
finite-difference time-domain method and gain is modelled using four-level Maxwell-Bloch
equations [53, 54].
It has been shown that the strength of light-matter interactions can be greatly increased by
slow light propagation leading to enhanced non-linear effects as well as large Purcell factors
[34]. Recently a theoretical study of loss compensation in a metal-semiconductor-metal
(MSM) geometry reported a giant enhancement of the modal gain experienced by the SPP
mode, approximately 1000 times greater than the material gain of the semiconductor [55].
The authors attributed this effect to the low energy velocity near the SPP resonance, as,
over a set distance, the gain (or loss) experienced by a slow pulse will be greater than a
fast one. This enhancement was only observed if the gain was high enough to overcome the
modal loss rate (as otherwise the loss would be equally enhanced) but could prove useful
for creating miniaturised optical amplifiers. Another work considering the enhancement of
gain in slow light structures demonstrated that the impact of gain on the modal dispersion
has to be taken into account [56]. Calculations showed that, above the threshold for full
loss compensation, any further increases in the material gain degraded the slow light
behaviour and subsequently reduced the modal gain enhancement. The results presented
in this thesis show that this is not always the case if the slow light pulse has a real valued
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wavevector. Furthermore it is demonstrated that in the amplifying regime, stopped light
provides an inherent feedback mechanism leading to the formation of a cavity free stopped
light lasing mode.
1.4 Overview of Chapters
In chapter 2 the fundamental physical mechanisms related to propagation of electromag-
netic waves in plasmonic and negative refractive index waveguides are discussed. Initially,
a method for calculating modal dispersion in arbitrary planar waveguides is presented and
three important types of waveguide mode are highlighted. The optical properties of metals
and negative refractive index metamaterials are then detailed. Finally the propagation
characteristics of light in a number of plasmonic and NRI waveguide geometries, and their
applicability to stopped light, are reviewed.
The results presented in this thesis are divided into two main parts. In the first half,
comprising chapters 3 and 4, the impact of loss and surface roughness on stopped light is
investigated in passive waveguides. In the second part, chapters 5 and 6, loss compensa-
tion and amplification of stopped light, via the use of active gain materials, is considered.
In chapter 3 the ability to stop light in the presence of dissipative loss is studied for two
specific waveguide geometries. Particular emphasis is placed on the different predictions
made by semi-analytic calculations when loss is treated as either a spatial or temporal
effect. To aid this investigation a new technique for accurately measuring the propagation
of electromagnetic wavepackets in the time domain is introduced and applied in numerical
simulations. This technique is further used in chapter 4 to study the impact of surface
roughness on slow light. Following these initial investigations the compensation of dissi-
pative losses, via the inclusion of gain materials in the waveguides, is addressed in chapter
5. Overcompensation of loss is shown to result in the amplification of the slow light fields
while at the stopped light point a transition to lasing is observed. The physical mecha-
nisms underlying this new stopped light lasing state are discussed in chapter 6 along with
an investigation of the modal characteristics. Finally, chapter 7 concludes with a review of
the main results reported in this thesis and suggestions for the direction of future studies.
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In this chapter the optical properties of plasmonic and NRI metamaterial waveguides
are discussed in detail. These novel structures allow for remarkable control over the
propagation of electromagnetic waves and form the basis of the investigations into stopped
light presented in this thesis.
Starting from Maxwell’s equations, the interaction of light with matter is formulated
in terms of the material’s polarisation and magnetisation response in section 2.1. Next
the propagation of electromagnetic waves in multilayer waveguides is considered. It is
shown that the geometry of these structures gives rise to the formation of three distinct
sets of modes; bound, radiative and leaky modes. The physical applicability of these
states is discussed and a robust method for calculating their properties in arbitrary planar
waveguides is introduced in section 2.2.
Following this introduction to planar waveguide theory the influence of material disper-
sion on wave propagation is considered. A key material used in both the plasmonic and
NRI waveguides is metal. The interaction of light with metals results in a number of
unique phenomena such as subwavelength localisation of the field energy and strong field
enhancement. Many of these phenomena are related to the formation of highly localised
surface waves known as surface plasmon polaritons (SPPs) which could enable a wide va-
riety of exciting applications. An overview of the optical properties of metals and surface
plasmons is given in section 2.3 for both single and multilayered waveguides demonstrating
the unusual propagation characteristics in these structures.
Finally the effective properties and structural design of artificial media known as meta-
materials are discussed in section 2.4. Metamaterials are a relatively new class of media
that derive their optical response from the geometric design of the subwavelength reso-
nant structures from which they are composed. As a result metamaterials can be designed
to exhibit optical properties not observed in natural bulk materials. One of the most
remarkable being the demonstration of metamaterials with a negative refractive index.
A number of studies have found that waveguides incorporating layers with NRI support
electromagnetic modes with unusual properties, including extremely low group velocities.
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2.1 Maxwell’s Equations
A wide variety of optical phenomena, including the formation of surface plasmon polaritons
and the optical response of metamaterials, are described by Maxwell’s equations. These
can be expressed as a set of four partial differential equations that, together, fully describe
the classical interactions of electric and magnetic fields with their sources of charges and
currents. In their differential, macroscopic form, Maxwell’s equations can be expressed as
[57]
∇×E = −∂B
∂t
, (2.1)
∇×H = Jf + ∂D
∂t
, (2.2)
∇ ·D = ρf , (2.3)
∇ ·B = 0 . (2.4)
When considering electromagnetic waves propagating through matter it is convenient to
work with the equations in this form as the collective response of bound charge and
current densities (ρb (r, t) , Jb (r, t)) to external electric and magnetic induction fields
(E (r, t) , B (r, t)) are contained in auxiliary fields known as the electric displacement field
D (r, t) and the magnetic field H (r, t). This allows for the efficient calculation of light-
matter interactions over large scales and separates out the influence of any free charge
ρf (r, t) and current Jf (r, t) densities. However in order to apply Maxwell’s equations in
this form the functional dependencies of D[E] on the electric field and H[B] on the mag-
netic induction field need to be determined. The equations that describe these connections
are known as the constitutive relations which have the following general definition
D[E] = 0E+P[E] , (2.5)
H[B] = µ−10 B−M[B] , (2.6)
where P[E] is the polarisation field arising from the interaction of an external electric field
with charges in the material andM[B] is magnetisation field induced by the interaction of
the magnetic induction field with currents. Finally, 0 and µ0 are the vacuum permittivity
and permeability respectively. The exact form of the polarisation and magnetisation
responses thus have to be specified for each material under consideration.
The dependency of polarisation and magnetisation on the electric and magnetic fields
can be most easily represented in the frequency domain. Assuming a harmonic time
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dependence of exp (−iωt) for the fields, Maxwell’s two curl equations become
∇×E (ω) = iωB (ω) , (2.7)
∇×H (ω) = Jf − iωD (ω) . (2.8)
Considering the case of homogeneous isotopic media and assuming the polarisation and
magnetisations are linearly dependent on the electric and magnetic fields, P (ω) andM (ω),
can now be defined as
P (ω) = 0χe (ω)E (ω) , (2.9)
M (ω) = χm (ω)1 + χm (ω)
B (ω) , (2.10)
where χe (ω) and χm (ω) are the frequency dependent electric and magnetic susceptibilities
of the material. The slightly convoluted form of equation 2.10 is due to the traditional
convention thatM (ω) = χm (ω)H (ω). Generally, the functional form of these susceptibil-
ities for different materials are determined by fitting basic response models to experimental
data. Particular response models often used for describing metals and metamaterials shall
be discussed in the next section.
By inserting the expressions for the polarisation and magnetisation fields (2.9 and 2.10)
into Maxwell’s two curl equations 2.5 and 2.6 the constitutive relations can be redefined
as
D (ω) = 0r (ω)E (ω) , (2.11)
H (ω) = µ−10 µ−1r (ω)B (ω) , (2.12)
where r (ω) = (1 + χe (ω)) and µr (ω) = (1 + χm (ω)) are the relative permittivity and
permeability of the medium, representing the averaged response of microscopic bound
charges and currents to the driving electric and magnetic fields. Henceforth, the relative
permittivity and permeabilities shall be represented by  and µ.
Using these new constitutive relations the wave equation for propagating electromagnetic
waves in an inhomogeneous, isotropic medium, in the absence of free charges and currents
can be written as
∇× µ−1 (ω, r) [∇×E (ω, r)] = ω
2
c2
(ω, r)E (ω, r) , (2.13)
∇× −1 (ω, r) [∇×H (ω, r)] = ω
2
c2
µ (ω, r)H (ω, r) , (2.14)
where c = 1/√0µ0 is the speed of light in vacuum. In homogeneous media, equations 2.13
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and 2.14 reduce to their well known Helmholtz form, describing an electromagnetic wave
propagating through a medium at a reduced phase velocity vp (ω) = c/n (ω) where n (ω) is
the frequency dependent refractive index. The dependence of velocity on refractive index
results in a range of interesting optical phenomena such as the reflection and refraction
of light at the interface between two materials. The angles of transmission and reflection
can be calculated simply from Snell’s law
sinθ1
sinθ2
= n2
n1
, (2.15)
where θ1 is the angle of incidence and θ2 is the angle of transmission into material 2, the
power of the transmitted and reflected waves can be found from the Fresnel equations [57].
Interestingly, for a wave propagating from a region of high refractive index to one of low
index these equations predict that, for a certain range of incident angles, the wave will be
completely reflected at the interface. This phenomenon is known as total internal reflection
which occurs above a critical angle of incidence, dependent on the material properties as
well as the polarisation of the incident wave. If a second interface is introduced so that the
high index material is confined to a slab, surrounded on top and bottom by lower index
cladding layers, then total internal reflection at both interfaces will restrict the wave
propagation to the plane of the material layers. This structure acts as a simple waveguide,
which are devices designed to direct and control the propagation of electromagnetic waves.
As only certain angles will be totally internally reflected not all waves will be guided by
these structures. The field configurations that are guided are called the bound modes of the
waveguide. To determine the characteristics of waveguide modes the electromagnetic wave
equation for waves in inhomogeneous media has to be solved. This can be performed using
a number of techniques such as the finite-element-method (FEM) [58] or finite-difference
time-domain (FDTD) method [59], which can accurately describe the interaction of fields
with three-dimensional structures. For the case of simple planar waveguides, where the
variation in materials is limited to just one dimension, the transcendental wave equation
can be solved semi-analytically using various root finding algorithms.
Throughout this work semi-analytic calculations are used to efficiently characterise and
optimise two waveguide designs for stopped light operation. FDTD simulations are then
performed to test the predicted properties and to investigate the temporal dynamics of the
modes. Details concerning the implementation of materials in FDTD are discussed later
in this chapter while a full description of the FDTD method can be found in appendix B.
In the next section, theory concerning the electromagnetic properties of planar waveguides
and several important mode definitions shall be introduced.
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Figure 2.1: Schematic diagram of a planar multilayer waveguide. The layers are
oriented in the x-z plane with x chosen as the propagation direction.
2.2 Planar Waveguide Structures
Planar waveguides are characterised by a refractive index profile that varies in only one
dimension. A schematic representation of a general N layer planar waveguide is shown
in figure 2.1, where ni and di are the refractive index and thickness of the ith layer,
respectively.
The position of each interface yi between layers is shown on the left, the first interface
y1 between the first and second layer is at y = 0, subsequent interfaces are at negative
y-values. The first layer, i = 0, is generally referred to as the superstrate and the final
layer, i = N + 1 is the substrate layer. When EM waves interact with planar waveguides
the geometry imposes constraints on the fields and the resulting guided field profiles are
called the waveguide modes. As the field is only confined in one direction it can propagate
freely in the x-z plane, however for convenience x is here defined as the propagation
direction. The modes can be further classified in terms of their field polarisation, transverse
electric (TE) where the only non-zero field components are Ez, Hx and Hy, and transverse
magnetic (TM) where the field components are Hz, Ex and Ey. Determining the modal
characteristics involves two main steps, first the wave equation for the structure must be
defined, which depends on the particular waveguide geometry and the nature of the mode
under investigation. Secondly a robust method to find the roots of this characteristic
equation is needed in order to determine the modes of the waveguide. The problem can be
most easily defined by writing down the generalised electromagnetic wave equation for a
wave propagating through a spatially varying material. For simplicity the wave equation
is given only for the single field component in the z-direction as the remaining field terms
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can be derived from this. Assuming free propagation in the x-direction the field with a
z-component (Ez for TM, Hz for TE) can be written as φz (y) ei(ωt−βx). Inserting this
field ansatz into the inhomogeneous wave equations 2.13 and 2.14 yields the full 1-D wave
equation
m (y, ω) ∂
∂y
m (y, ω)−1 ∂
∂y
φz (y, β, ω) +
(
ω2
c2
n (y, ω)2 − β2
)
φz (y, β, ω) = 0 , (2.16)
m, φz =
, Hz for TM ,µ, Ez for TE ,
where β = kx is the component of the wavevector in the propagation direction, also referred
to as the propagation constant, ω is the angular frequency and n (y) ,  (y) , µ (y) are the
spatially varying material refractive index, permittivity and permeability. In general,
these are tensorial parameters to account for anisotropic materials, however, the materials
considered in this thesis are assumed to be isotropic.
Analytic solutions to the wave equation can only be found for a few basic structures and
generally the solution takes the form of a transcendental equation that can only be solved
numerically. There has been a great deal of work devoted to solving the wave equation for
arbitrary structures in order to quickly and efficiently find the modes and their propagation
constants. For 1D waveguides the most successful method for forming the wave equation
for arbitrary planar structures is the transfer matrix method (TMM) which shall now be
presented.
2.2.1 The Transfer Matrix Method
The transfer matrix method (TMM) [60] has become established as a primary tool in
the analysis of multilayer waveguides. Here, the electric and magnetic field amplitudes in
adjacent waveguide layers are related via a matrix multiplication that accounts for both
the phase change and the electromagnetic field continuity conditions at the interface. This
allows the dispersion relation to be efficiently formed for arbitrary planar waveguides.
In order to formulate the transfer matrix an initial ansatz for the field in the ith layer of
the planar waveguide is required. Here the description presented by Kwon and Shin [61]
is used, where, assuming a harmonic time dependency of e−iωt, the z-component of the
electric or magnetic field in layer i is written as
φz,i = φi cos [κi (y − yi−1)] + φ′i
mi
κi
sin [κi (y − yi−1)] , (2.17)
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where φz,i represents the Ez,i, Hz,i field and mi = µi, i for TE and TM polarisations
respectively, κi =
√
k20n
2
i − β2 is the y-component of the wavevector in layer i. φi and φ′i
are the magnitudes of the φz,i field and its derivative at the start of each layer. The field
coefficients in adjacent layers are connected via the field continuity conditions that follow
from Maxwell’s equations. At the interface between two materials of different permittivity
1,2 and permeability µ1,2 the field continuity conditions can be written as [57]
(i) 1E⊥1 − 2E⊥2 = 0 , (ii) E‖1 −E‖2 = 0 ,
(iii) µ1H⊥1 − µ2H⊥2 = 0 , (iv) H‖1 −H‖2 = 0 .
(2.18)
In the transfer matrix formalism these continuity conditions, along with the field phase
change across each layer, are expressed in a matrix multiplication that connects the wave
amplitudes at the start of layer (i+ 1) to those at start of the previous layer i:
(
φi+1
φ′i+1
)
= Mi
(
φi
φ′i
)
. i = 1 : N (2.19)
Where Mi is the transfer matrix with the form
Mi =
(
cosκidi −miκi sin κidi
κi
mi
sin κidi cosκidi
)
. (2.20)
By repeating this multiplication the fields in the superstrate can be related to those in
the substrate. The final step in utilising the TMM for waveguide analysis is to define the
desired profile of the initial fields in the superstrate and the final fields in the substrate,
where different profiles are associated with different physical modes. The three most
important groups of modes and their corresponding field profiles are described in the
following subsections.
2.2.2 Radiation Modes
The first set of modes under consideration is the continuum of radiation modes. Here freely
propagating electromagnetic waves are assumed to be incident upon the waveguide and the
subsequent interaction with the structure results in energy being absorbed, transmitted
and reflected (ATR) in varying amounts. An efficient technique for calculating the ATR
spectra in arbitrary multilayer waveguides using the TMM will now be presented.
Radiation modes are characterised by forwards and backwards going waves (incident and
reflected waves) in the superstrate layer and only a forward going component (the trans-
mitted wave) in the substrate layer. In order to utilise the TMM formulation presented in
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the previous section, the field ansatz, equation 2.17, has to be re-cast into forwards and
backwards propagating components
φicos (κiy) + φ′i
mi
κi
sin (κiy) =
1
2
(
φi − iφ′i
mi
κi
)
︸ ︷︷ ︸
Ai
eiκiy + 12
(
φi + iφ′i
mi
κi
)
︸ ︷︷ ︸
Bi
e−iκiy , (2.21)
where Ai represents the amplitude of the field propagating in the negative y-direction and
Bi is the amplitude of the wave travelling in the positive y-direction.
Before the TMM can be applied, the initial field conditions in the cladding layers have to
be defined. In the superstrate layer the incident wave amplitude can be chosen arbitrarily,
however, the reflected amplitude can not be predefined as it depends on the interaction
with the multilayer structure under consideration. In the substrate, only a single outgoing
transmitted wave exists, and so the initial conditions in this layer can be fully defined. The
calculation thus proceeds by setting an arbitrary transmission amplitude and propagating
the field coefficients back through the structure using the TMM in order to calculate
the incident and reflected field components in the superstrate. Finally, the three field
amplitudes are normalised with respect to the incident amplitude to find the reflection,
transmission and absorption coefficients. So the initial wave components of the outgoing
transmitted wave can be defined as
A1 = 0 , (2.22)
B1 = 1 , (2.23)
which means that the amplitude of the field in the z-direction and its derivative at the
start of layer 1 have to be
φ1 = 1 , (2.24)
φ′1 = −i
κ1
m1
. (2.25)
After multiplying through by the transfer matrix the incident and reflected wave ampli-
tudes in the substrate are found to be
incident : BN = φN + iφ′N
mN
κN
, (2.26)
reflected : AN = φN − iφ′N
mN
κN
, (2.27)
transmitted : B1 = φ1 + iφ′1
m1
κ1
= 1 . (2.28)
For completeness the transmitted amplitude has also been included. The next step is
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to write down expressions for the incident, reflected and transmitted powers in the y-
direction. These can be calculated using the time averaged Poynting vector
Pav = 〈S〉 = 12Re (E×H
∗) . (2.29)
Applying this to the field ansatz of φz =
[
Aie
iκiy +Bie−iκiy
]
ei(ωt−βx), where φz = Ez, Hz
for TE and TM polarisation respectively, expressions for the power carried by the incident,
reflected and transmitted waves can be defined as
P (I)y =
κ∗N
2ωm∗N
B∗NBN ,
P (R)y = −
κ∗N
2ωm∗N
A∗NAN
P (T )y =
κ∗1
2ωm∗1
B∗1B1 .
, (2.30)
Finally, the power reflection, transmission and absorption coefficients can thus be ex-
pressed as
R = P
(R)
y
P
(I)
y
= A
∗
NAN
B∗NBN
, (2.31)
T = P
(T )
y
P
(I)
y
= κ
∗
1m
∗
N
κ∗Nm
∗
1
B∗1B1
B∗NBN
, (2.32)
A = 1− (T +R) . (2.33)
This methodology allows the efficient calculation of reflection and transmission spectra for
a wide variety of planar structures incorporating both lossy and dispersive media. The
frequency dependence can then be found by varying the value of ω while the influence of
the incidence angle is accounted for by the propagation constant β through the relation
β = ω
c
n1sin (θi) , (2.34)
where θi is the angle of incidence and n1 is the refractive index of the superstrate.
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Figure 2.2: (a) Schematic field profiles of the radiation, bound and leaky modes in
a simple slab waveguide consisting of a high index core (2) and low index cladding
layers (1). (b) Representation of the three mode types on a dispersion diagram, LLj
is the light line of material j given by ω(LL)j = ckx/nj .
2.2.3 Bound Modes and the Dispersion Equation
The next commonly considered set of modes are the discrete bound modes. These modes
are characterised by exponentially decaying fields in the cladding layers (figure 2.2 (a))
with the fields being, as their name suggests, bound to the waveguide. On a dispersion
diagram, a plot of frequency against the wavevector in the propagation direction, bound
modes lie below the light line of the cladding materials and therefore can not be coupled
to from free space due to the momentum mismatch. Exciting these modes requires special
setups such as prism coupling, where additional momentum is provided by a high index
material allowing energy to be coupled into the waveguide through evanescent fields, or
alternatively via end fire coupling. Different coupling schemes will be discussed in more
detail in the next chapter as the method of excitation becomes very important in slow and
stopped light waveguides.
In order to calculate the bound waveguide modes with the TMM, the field ansatz must
take an exponential form in the cladding layers:
φi cos [κi (y)] + φ′i
mi
κi
sin [κi (y)] ⇒ αie±γiy , (2.35)
where αi is an amplitude related to the coefficients φi and φ′i, and γi is the decay constant.
By writing the equations in hyperbolic form it is found that, for the fields to have the
desired profile in the superstrate layer, the amplitude coefficients in this layer, φ1 and φ′1
must take the form
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φ1 = α1 = 1 ,
φ′1 = −α1
γ1
m1
= − γ1
m1
,
(2.36)
and that the decay constant be equal to γ1 = iκ1 = ±
√
β2 − k20n21. Now that the fields
in the superstrate have been defined, the fields in the substrate can be calculated via the
TMM. Again to match the bound mode profile a similar condition must be fulfilled by the
substrate fields to ensure they also have an exponentially decaying profile. This condition
is met when the amplitude coefficients in the substrate layer fullfill the following criteria,
φN = φ′N
mN
γN
= αNφi . (2.37)
It is this final condition which gives the characteristic waveguide dispersion equation,
F
(
ω,β2
)
= φ′N −
γN
mN
φN = 0 . (2.38)
The dispersion equation is an eigenvalue equation where the roots correspond to the bound
modes of the waveguide. Roots can either be sought on the complex-β plane for a real
valued frequency, ω, these are called the complex-β (or k) solutions. Alternatively roots
can be found on the complex-ω plane for a real valued propagation constant β, referred
to as the complex-ω solutions. When the waveguide layers are free of loss the roots are
real valued and both sets of solutions are equal. However, when loss is present the two
types of solutions are no longer equivalent and can yield different predictions for modal
dispersion and loss rates, particularly near regions of low group velocity. Due to this, both
types of solutions will be investigated in this thesis whereas, typically, only the complex-β
solutions are reported in the literature.
Except for some trivial cases, the dispersion equation is transcendental and needs to be
solved numerically. A number of root finding methods have been suggested in the liter-
ature, including the Newton-Raphson (NR) method, iterative algorithms such as those
reported by Kekatpure et al. [62] as well as graphical search algorithms, such as the bisec-
tion method. However, these approaches have various drawbacks, for example Newton’s
method requires a close initial guess value in order to quickly converge to the correct solu-
tion, while the iterative procedure used by Kekatpure et al. requires closed-form dispersion
equations that have to be found for each waveguide structure. This becomes increasingly
difficult as more layers are added. Another technique, which is growing in popularity, is
the argument principle method (APM) [61, 63, 64]. This technique is based on Cauchy’s
Theorem of complex integration and as such is also known as the Cauchy Integration
Method (CIM). The APM has the advantage of being able to quickly locate all roots of
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a function inside a region of the complex plane without the need for initial guess values.
However this method can only be used on functions that are single valued and free of
poles, otherwise roots may be missed. In its current formulation the dispersion equation,
F
(
ω, β2
)
, is four-valued due to the indeterminate sign of the decay constants γ1,N in the
cladding layers. As a result the dispersion equation can be associated with a four-sheeted
Riemann surface with two branch points at β2 = ω2c−2n21 and at ω2c−2n2N . Different
sheets of the Riemann surface can be selected by choosing the sign of γ1 and γN resulting
in a single valued function allowing the APM to be implemented over this plane. Certain
issues remain as the single-valued function will still contain poles at β2 = ω2c−2n21 and
at ω2c−2n2N . For the APM to be applicable the contour of integration must avoid these
poles which complicates the implementation. Additionally a root corresponding to a cer-
tain mode can appear on different sheets when the frequency is varied, for example when
a mode becomes cut-off, and so this change in modal behaviour might be missed [65].
Another issue is that, in order to find all the modes supported by the waveguide, each
sheet has to be analysed individually increasing computational time. An implementation
that avoids these problems is presented in appendix A, extending the approach used in
[61]. For this work the implemented mode solver utilises a combination of the APM and
NR in order to find the roots of the dispersion equation.
Interestingly only one sheet of the Riemann surface contains bound modes, roots residing
on the other three sheets are the less well known, leaky modes. In the next section the
unusual characteristics of these modes are discussed.
2.2.4 Leaky Modes
Leaky modes are solutions to the dispersion equation with seemingly unphysical field
profiles that increase exponentially to infinity away from the structure [66] (see figure 2.2).
Mathematically, these solutions arise from the square root terms in the cladding layers
defining the decay coefficients γi = ±
√
β2 − k20n2i , as both positive and negative values
are possible. As a result the dispersion equation F
(
ω, β2
)
becomes multivalued and can
be described by a four-sheeted Riemann surface with two branch points at β2 = k20n21
and β2 = k20n2N . The field profiles of modes found on each of the four sheets are shown
in figure 2.3. The physical meaning and applicability of the leaky modes has been the
subject of discussion in the literature [66]. In principle, any physically allowed field profile
in the waveguide can be expanded in terms of a finite number of bound modes and a
continuum of radiation modes which, combined, form a complete basis set. The leaky
modes are not a part of the basis set and have field profiles that can not be normalised.
However, they are of interest as it was found that, for certain structures, the radiation
continuum could be approximated by a finite number of leaky modes [67, 68]. This could
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Figure 2.3: Field profiles for various combinations of the decay constants γN+1 and
γ0. The four profiles shown correspond to solutions found on the different planes of
the four-sheeted Riemann surface. In the top left are the bound modes while the
other three quadrants correspond to the various “leaky” modes.
reduce the complexity of modal expansion techniques used in waveguide analysis as they
generally require a large discrete sample of the radiation continuum. As an example the
leaky modes of a 1µm thick silicon slab, bounded on both sides by air half-spaces, are
compared to the radiation continuum, shown in figure 2.4. It can be seen that the number
of leaky modes matches the number of resonances observed in the reflection spectra and
that they follow the reflection minima. Similarly, the imaginary component of the leaky
mode, representing temporal attenuation, accurately predicts the width of the observed
reflection resonance when modelled using a simple Lorentzian function. For modes away
from the light line the match is excellent and is still very good even close to the light
line cutoff, the slight differences observed here are likely due to the onset of bound mode
resonances.
A physical interpretation for the leaky modes is that they represent electromagnetic fields
that are only partially confined to the waveguide. For example, in the case of a simple three
layer waveguide the guided mode was explained using the ray optics picture of a wave being
totally internally reflected at both interfaces. However, if the angle of incidence is such that
the wave is only partially reflected at the interfaces it is no longer fully bound but will still
propagate some distance in the waveguide with energy being lost through transmission into
the cladding layers. Radiative loss will result in an exponential decay of the fields in the
waveguide along the propagation direction with a decay constant given by the imaginary
component of the leaky mode solution. This description of partially confined energy also
provides an interpretation for the divergent field profile. Considering the partially confined
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Figure 2.4: Discrete leaky mode representation of the radiation continuum for a
simple silicon slab. The leaky modes are found at the minima of the reflection spectra
(left) while the imaginary component accurately predicts the width of the resonance
via a simple Lorentzian function (right), plotted for a vertical cross section taken at
β = 1µm−1 above the light line (shaded area).
leaky mode shown in figure 2.5, it can be seen that the field amplitude in the cladding at
a position (x0, y) is proportional to the field emitted from the waveguide at a previous
position x = x0 − ∆x. Assuming the field propagates in the positive x-direction this
causes the field amplitude to increase exponentially into the cladding layers reproducing
the behaviour predicted by the leaky modes. In practice any quasi-bound wave will only
propagate for a finite distance along the waveguide and so the divergent profile will only
appear over a short range in the cladding layers.
An understanding of the leaky modes becomes particularly important when attempting
to couple radiation into a waveguide. A method known as prism coupling is often used to
excite the waveguide modes. By utilising a high index material the incident wave can be
momentum matched to the desired bound mode which is excited through evanescent fields.
It is important to note, that, if light can couple in, it can also leak out again thus changing
the nature of the mode from bound to leaky. Additionally the presence of the prism will
perturb the modal band structure of the waveguide to a certain extent, dependent on the
position and refractive index of the prism. As such it is important to calculate the leaky
modes as well as the bound ones to fully understand the influence of the prism in such
setups and avoid any unanticipated distortion of the band structure.
This concludes the general theory required to analyse the electromagnetic modes of mul-
tilayer planar waveguides. In this work two specific types of waveguide, a plasmonic and
a negative refractive index waveguide, are studied due to their ability to support modes
with extremely low group velocities. This ability stems from the specific materials used
in these types of waveguide which are, respectively, metals and artificial media known as
metamaterials. In order to study these waveguides, accurate models are needed to de-
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Figure 2.5: Schematic of a quasi-bound leaky mode. The partially confined light
propagates in the positive x-direction loosing energy with each reflection at the inter-
faces. After some distance this results in the y-dependence of the field E(y) appearing
to exponentially increase away from the structure.
scribe the electromagnetic response of these dispersive materials in terms of an effective
permittivity and permeability. In the next section the optical properties of metals and
metamaterials and of waveguides incorporating these materials are presented.
2.3 Metals and the Surface Plasmon Polariton
The optical properties of metals are primarily determined by the interaction of electro-
magnetic radiation with the free electrons in the conduction band. This interaction can
lead to the formation of collective excitations of electrons that oscillate with respect to
the background lattice of the fixed positive ions [69]. The quanta of these excitations
are known as plasmons. Under certain conditions, electromagnetic waves can couple to
plasmons at the surface of a metal to form a propagating wave called a surface plasmon
polariton (SPP) [32]. SPPs have transverse field profiles that decay exponentially away
from the surface into the surrounding metal and dielectric layers (see Figure 2.6). Hence
the electromagnetic fields of SPPs are highly localised to the surface of the metal which
makes them a promising option for the subwavelength confinement of optical waves, vital
for applications such as integrated optical circuits. The strong confinement of energy also
leads to an enhancement of the local electromagnetic field strength which is of interest for
devices relying on strong light-matter interactions [70].
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Figure 2.6: Schematic representation of the SPP field profile highlighting the cou-
pling between the EM radiation and the charge oscillations. On the right the disper-
sion curves of the SPP (red) and bulk (black) plasmon are shown.
2.3.1 The Negative Permittivity of Metals
At low frequencies the optical response of metals is mainly determined by the intraband
excitation of electrons in the conduction band while at higher frequencies the presence of
interband transitions also has to be accounted for. One of the simplest models used to
describe the optical response resulting from intraband excitations is known as the Drude-
Sommerfeld model, which is based on the theory of a free electron gas. Here the presence of
an external electric field leads to a displacement of the electrons relative to the background
positive ions which generates an effective macroscopic polarisation field. The dynamics of
the polarisation field can be derived from the equation of motion for electrons driven by
a harmonically oscillating electric field [32].
The resulting frequency dependent permittivity is given as
Drude (ω) = 1−
ω2p
ω2 + iΓDω
, (2.39)
where ωp =
√
nee2/m∗0 is the material dependent plasma frequency (the resonant fre-
quency of the electron oscillation) with ne being the number density of electrons, e is the
fundamental electric charge and m∗ is the effective mass of the electrons in the metal. A
phenomenological damping term, ΓD, is included representing the total collision frequency
of the electrons due to scattering with phonons and material impurities. The inclusion
of this term results in the permittivity becoming complex valued, where the imaginary
component describes the dissipation of energy due to the collisions of the electrons which
is often termed the ohmic loss.
From this model, equation 2.39, it can be seen that the permittivity becomes negative
at frequencies below the plasma frequency. As a negative permittivity is required for the
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existence of surface waves the spectral range where SPPs can form is limited to ω < ωp.
As metals generally have large plasma frequencies they have historically been the main
choice of material for plasmonics, however they are not always the ideal choice (either due
to loss or the frequency range of operation) which has led to recent interest in exploring
alternative plasmonic materials [36].
2.3.2 Surface Plasmon at a Single Interface
Although relatively simple, the Drude-Sommerfeld model reproduces many of the char-
acteristics of light-metal interactions with reasonable accuracy, including the formation
of SPPs at the interface between a metallic and a dielectric half-space. From Maxwell’s
equations the dispersion equation of an SPP propagating along the interface between a
metal with a negative permittivity M and a dielectric with positive permittivity D can
be derived analytically as [71]
β = ω
c
(
M D
M + D
)1/2
, (2.40)
Where β is the wavevector component in the direction of propagation. From figure 2.6 it
can be seen that equation 2.40 results in the formation of two modes, represented by the
two branches of the dispersion curve (here shown without loss i.e. γ = 0). The lower curve,
in red, is the SPP branch which can be seen to closely follow the light line of the dielectric
at low frequencies before curving off and asymptotically approaching a frequency ω0. This
is known as the SPP resonance frequency and is found from the condition 1 = −2, using
equation 2.39 this condition gives ω0 = ωp/
√
1 + D. It is near this frequency that the SPP
fields are most highly localised to the surface of the metal. As the group velocity is equal
to the gradient of the dispersion curve it follows that the group velocity becomes very
low in this region, approaching zero in the limit k → ∞. The second branch appearing
above the plasma frequency is sometimes called the bulk plasmon mode and describes the
dispersion of electromagnetic waves propagating through the metal.
2.3.3 Coupled SPPs in Gaps and on Thin Films
In structures consisting of multiple thin metal films, separated by thin layers of positive
index dielectric, the interaction of SPPs on different interfaces leads to the formation of a
new set of hybrid plasmon modes [72]. SPPs can form on the top and bottom interfaces of a
metal film, this configuration is often called an insulator-metal-insulator (IMI) waveguide.
If the thickness of the metal is large compared to the skin depth of the fields then the two
SPPs on either side of the layer will propagate independently and can both be described
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using the standard SPP dispersion equation 2.40. However, if the thickness of the metal is
comparable or less than the skin depth, the two SPPs can couple and interact forming two
new modes with different dispersion characteristics. These two modes are characterised by
the profile of their electric fields where one is symmetric while the other is antisymmetric.
As the antisymmetric mode has a lower field overlap with the metal it experiences reduced
losses in comparison to the symmetric mode. To reflect this difference these modes are
sometimes called the long range SPP (LRSPP) and the short range SPP (SRSPP). By
changing the dielectric cladding surrounding the metal film the dispersion properties of
these two modes can be altered and under certain conditions the antisymmetric mode can
exhibit negative or even zero group velocity at finite k values [73]; an advantage over the
case of a single interface where zero group velocity is only approached as k →∞.
A similar effect occurs if two metal layers are brought close together, separated by a thin
dielectric material, often called a metal-insulator-metal (MIM) waveguide. Again when
the gap is sufficiently small the SPPs at the two interfaces can hybridise, resulting in the
formation of two modes with symmetric and antisymmetric field profiles. However, in
this case it is the symmetric mode that has a lower overlap with the metal and hence
lower losses. This mode is also known as the gap-SPP. By varying the permittivity and
thickness of the core layer, MIM waveguides have also been shown to exhibit negative and
zero group velocities [73]. It is this structure that forms the basic design of the stopped
light plasmonic waveguide studied in this work. The specific geometry under consideration
and modal characteristics will be presented in the next chapter.
2.3.4 Ohmic Loss and Alternative Plasmonic Materials
One of the major obstacles to realising many plasmonic applications is the high material
loss that greatly limits the propagation length of SPPs. For example two of the most
commonly utilised metals, silver and gold, have collision frequencies in the range 1013 −
1014s−1 [74] resulting in lifetimes of tens of femtoseconds. If the SPPs propagate at the
speed of light then the decay length is on the order of a few micrometers, dramatically
reducing as the velocity decreases. There is great motivation to overcome this problem
and several different solutions have been proposed. In some cases a modification of the
geometry can greatly reduce the SPP loss, for example the long range SPP (LRSPP)
present in thin metal films [35] exhibits reduced losses as the field overlap with the metal
is greatly reduced in comparison to SPPs at a single interface. However, as the fields of the
LRSPP are not highly localised to the metal surface energy can no longer be confined on
subwavelength scales. In order to realise applications where subwavelength confinement
is key it has been suggested that loss could be compensated by the supply of energy
from a gain material in close proximity to the plasmonic structure. Recently a number
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of experimental investigations of have shown that partial and even full compensation of
internal dissipative losses of SPPs can be achieved through the use of gain media [39–
42, 45, 75].
Other groups have suggested alternative plasmonic materials that could potentially have
intrinsically lower losses [36] than currently used metals. These include alkali metals such
as sodium and potassium which exhibit loss comparable to or even lower than silver,
unfortunately these materials are highly reactive to air and water making them unsuitable
for many applications. Another more promising set of materials are transparent conducting
oxides (TCO) which, through doping, can exhibit a negative permittivity with a Drude
like frequency response. In particular indium-tin-oxide (ITO) has been shown to act as
a plasmonic material in the near infra-red region. By varying concentrations of the two
oxides (indium-oxide and tin-oxide) the plasma frequency can be altered, as confirmed
by experimentally measured plasma frequencies ranging from 200-500THz (1500-600nm)
[76–79].
In the plasmonic waveguide presented in this work ITO is used due to its suitability for
application in the NIR range, this was chosen to enable potential future integration with
existing infrastructure.
2.4 Modelling Effective Media: The Metamaterial Limit
The second waveguide investigated in this thesis is based on the incorporation of layers
exhibiting a negative refractive index (NRI). This unusual property is not found in nature
and has only recently been demonstrated using artificial media known as metamaterials
[25], which are composite media whose optical response is strongly influenced by the inclu-
sion of resonant subwavelength structures. NRI metamaterials have received considerable
interest due to the exciting range of potential applications such as perfect lenses [80], with
resolutions not limited by diffraction, as well as electromagnetic cloaks [81, 82] and slow
light waveguides [20]. In this section the physical implications of NRI on wave propagation
are discussed before presenting the design breakthroughs that led to the creation of NRI
metamaterials.
2.4.1 Negative Refractive Index
In the 1960’s Victor Veselago [83] considered the effect that simultaneously negative per-
mittivity and permeability would have on the propagation of electromagnetic waves. He
began by making a plane wave ansatz (E0e−i(ωt−kr)) so that Maxwell’s curl equations
translate to
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k×E = ωµH , (2.41)
k×H = −ωE . (2.42)
From equations 2.41 and 2.42 it can be seen that changing the sign of  and µ will reverse
the direction of the propagation vector k, thus turning the right handed triplet of E, H, k
into a left-handed one. As such, materials with negative  and µ are often called left-handed
media. Interestingly, even though the direction of the propagation vector is reversed, the
flow of energy will remain the same as it only depends on the electric and magnetic field
vectors. Consequently the energy in such a medium will propagate in the opposite direction
to the phase fronts.
Veselago then considered the angle of transmission for a plane wave propagating from
a positive index material into one with negative  and µ. Maxwell’s equations show
that, in the absence of free charge or current densities, the field components parallel to
an interface will be equal in both materials and that the perpendicular components are
discontinuous, experiencing a jump proportional to the ratio of layer permittivities (for
the electric field) or permeabilities (for the magnetic field). So, for an incident plane wave
the electromagnetic boundary conditions lead to expressions for the angle of transmission
as
θt =
tan
−1
(
µ1
µ2
tanθi
)
TE ,
tan−1
(
1
2
tanθi
)
TM .
(2.43)
Where θi is the incidence angle while TE and TM denote transverse electric and trans-
verse magnetic polarisation. From this expression it can be seen that waves propagating
from a positive index material to one with negative permittivity and permeability will be
transmitted with a negative angle. Through Snell’s law this implies that a material with
negative  and µ will also have a negative refractive index (NRI). In practical materials
where loss or gain may be present ( = ′ + i′′, µ = µ′ + iµ′′) the condition for NRI is
slightly modified to ′µ′′ + ′′µ′ < 0 [84].
Unfortunately, while negative permittivities can be found in many metals, so far materials
with simultaneously negative  and µ have not been found in nature. As a result of
this, the study of NRI effects remained dormant until the late 90’s when the new field
of metamaterials revealed that the permittivity and permeability of artificial media could
be controlled via the design of subwavelength resonant elements [27–29]. Following these
initial works the development of metamaterials with negative refractive index proceeded
rapidly with the first successful demonstration being published only a few years later in
2000 by Smith et al. [29]. To understand how a NRI can be realised, two important
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metamaterial designs shall now be highlighted.
2.4.2 Electrical Response
One of the first metamaterial designs was born from the desire to reduce the plasma
frequency of metals into the infrared and microwave range [27]. For most metals the
plasma frequency occurs in the ultra-violet range and while SPPs can be excited at any
frequency below ωp, their most interesting effects are limited to a small frequency range
close to the plasmon resonance. This is because at lower frequencies the metal acts almost
as a perfect conductor with very little field penetrating into the metal surface. As a result
many of the interesting characteristics of SPPs, such as subwavelength confinement, are
lost.
To overcome this limitation, and extend the range of plasmonics effects, Pendry et al.
[27] proposed that a 3D grid of thin metal wires could, under certain conditions, act as
an effective material with a permittivity response well described by a Drude model with
a reduced plasma frequency compared to the metal composing the wires. Two physical
mechanisms lie behind this effect. First, as the metal is confined to thin wires the effective
density of conduction electrons is reduced to Neff = Npir2/a2, where N is the electron
density in bulk metal, r is the wire radius and a is the lattice constant. The second
effect is due to the self-inductance of the wires which opposes the driven motion of the
electrons. This can be accounted for as an increase in the effective mass of the electrons
to meff = 12µ0r2e2N ln(a/r). Clearly this second effect becomes stronger as the radius of
the wire decreases. Taking the effective medium approximation, the wire mesh can be
assigned an effective permittivity following a Drude dependence [27]
eff (ω) = 1−
ω2p(eff)
ω2 + iγeffω
, (2.44)
where the effective plasma frequency is given by ω2p(eff) = 2pic2/(a2ln(a/r)). In their
paper, Pendry et al. calculated that for aluminium wires of radius 1µm and spacing 5mm
the effective plasma frequency could be reduced by almost six orders of magnitude from
the bulk plasma frequency of aluminium.
Another question was how would this affect the loss of the plasmon? By considering the
electrical resistance of the wires it was shown that the damping term could be expressed
as γeff = 0a2ω2p/(pir2σ), where σ is the conductivity of the metal. For the same case of
aluminium wires this gave a damping rate of ∼ 0.1ωp(eff), which is a similar ratio to that
found between the damping rate and plasma frequency of bulk aluminium. Thus, not only
can the wire geometry reduce the plasma frequency it also results in lower dissipative loss
of the SPP.
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This effect was experimentally tested a couple of years later in a 3D periodic array of thin
tungsten wires [85]. By comparing the measured transmission coefficient to that calculated
from their analytic model, Pendry et al. were able to confirm the predicted low effective
plasma frequency. Thus the wire mesh model provides a viable route to the creation of
effective Drude like media with controllable plasma frequencies.
2.4.3 Magnetic Response
The second requirement for NRI is the existence of a negative permeability. While metals
can exhibit negative permittivities, no known materials exhibit a negative permeability
in the visible frequency range. In fact, the magnetic response of most materials becomes
very weak above GHz frequencies making it rare to find a material permeability that
differs significantly from µ = 1. The solution came from a new metamaterial design,
this time based on metallic wire rings. When an oscillating magnetic field penetrates
these rings a current is generated through Faraday’s law, which in turn creates a new
magnetic field that can act in phase or out of phase with the external magnetic field. It
was shown that if the magnetic response is strong enough this could lead to an effective
magnetic permeability with a negative value. The strength of the response is relatively
weak except near the resonance frequency of the rings. For simple rings or cylinders the
corresponding wavelength is generally on the same scale as the dimensions of the ring,
which is problematic as the validity of an effective medium only holds when the lattice
constant a  λ. To meet this condition Pendry et al. [28] suggested a design based on
split ring resonators (SRRs) which introduced capacitative elements that dramatically
reduced the resonant frequency. Each SRR consists of two concentric split rings with their
openings facing in opposite directions. The gaps prevent current from flowing around an
individual ring but, by reducing the spacing between the rings, a large capacitance builds
up which allows current to flow around the concentric ring pair. This structure can be
viewed as an LC circuit with a resonant frequency ω0 = 1/
√
LC, where L and C represent
the SRR inductance and capacitance. The effective permeability of a material consisting
of a periodic array of SRRs can be described by a Lorentzian response
µeff (ω) = 1− Fω
2
ω2 + iγω − ω20
, (2.45)
where F = pir2/a2 is the fraction of the unit cell area filled with the split rings, the
resonant frequency is
ω0 =
3lc2
pir2ln2td
, (2.46)
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and the damping coefficient is given by
γ = 2lσ
rµ0
, (2.47)
where r is the radius of the ring, a is the length of the unit cell, l is the distance between
sheets of SRRs, t is the width of each ring, d is the width of the gap in between the
concentric ring pairs, and σ is the resistance of the ring. Using this formula it was predicted
that for copper rings with length scales in the mm range a small window of negative
permeability could exist above the resonance frequency ω0 = 2pi × 13.5GHz [28].
Experimental confirmation of this effect came just a few months later in the work of Smith
et al. [29]. Here SRRs were combined with uniformly placed metal wires in an attempt
to create a left-handed medium. Transmission measurements performed on this structure
were used to demonstrate the existence of a passband that would not be present unless
both the permittivity and permeability were negative. Proof that this arrangement would
result in negative refraction shortly followed in 2001 when Shelby et al. [30] created a prism
out of a similar SRR and wire mesh metamaterial. Using transmission measurements they
were able to show that light passing through this prism was transmitted with a negative
angle. This work confirmed that the advent of metamaterials had opened a route to
creating media with negative refractive index.
2.4.4 Optical NRI Metamaterials
The first NRI metamaterials were composed of SRRs combined with metallic wires in
periodic arrays [29, 30]. As the geometry scales with the operating frequency these original
demonstrations occurred in the microwave range where the structures could be fabricated
relatively simply. Following these early proof of principle studies there came a strong push
to create metamaterials exhibiting NRI at optical and telecommunications wavelengths.
This was in large part due to the range of exciting new applications being proposed for NRI
materials, such as optical cloaks [81, 82], perfect lenses [80], with resolutions unlimited by
diffraction as well as slow and stopped light waveguides [20].
In order to satisfy the effective medium approximation in the optical regime, the metama-
terial unit cell would have to be on the nanometer length scale. It was found that simply
scaling down the design used by Smith and Shelby was not a viable option beyond a few
THz. This is due to saturation of the SRR resonant frequency and a simultaneous de-
crease of the magnetic response at optical frequencies [86]. To overcome this problem, new
metamaterial designs were proposed, one of the most successful being the double fishnet
metamaterial [31, 87]. Consisting of thin metal layers separated by a thin dielectric core
(forming a MIM waveguide) with a periodic array of rectangular holes cutting through all
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three layers. By varying the dimensions of the holes, the fishnet can be seen to resemble a
grid of thick wires overlayed on a perpendicular grid of thinner wires. When incident light
waves are polarised so that the electric field is oriented in the direction of the thin wires,
a current is generated in the thicker wires from the magnetic field. The metal-dielectric-
metal structure acts as a capacitor, and the circulating current results in a magnetic
response. Using this design several groups have demonstrated a negative refractive index
response in or close to the visible spectrum [26, 31, 87]. There are some drawbacks in the
design that relate to the high metal losses in the optical region, unfortunately as the use of
metals is integral to the optical response they can not simply be removed from the design.
As such a figure of merit (FOM) is usually quoted for metamaterial designs describing the
strength of the negative index response with respect to the amount of loss
FOM = −|Re(n)|Im(n) . (2.48)
Measured values of the FOM are typically below 1 although values up to 3.5 have been
demonstrated in a 3D metamaterial design consisting of stacked double fishnets [24]. An-
other issue with this design is that, as the fishnet is planar, it is highly anisotropic,
featuring, as mentioned previously, a polarisation dependent response. Subsequently ex-
perimental demonstrations of NRI in these structures have been performed with incident
waves normal to the plane of the fishnet and polarised so that the electric field is oriented
in the direction of the thin wires. This may not be too problematic in certain situations,
such as light propagating through waveguides, as here a NRI core could be constructed
by stacking multiple fishnet layers in the plane orthogonal to the propagation wavevector,
although, in this case, only one polarisation would experience NRI. A similar waveguide
geometry, featuring an anisotropic metamaterial was studied in [88]. Here the metamate-
rial consisted of alternating layers of positive and negative permittivity. It was shown that
if a TM polarised mode is used, so that there is a component of the electric field oriented
normal to the layered material, components of the phase velocity and Poynting vector the
propagation direction of the waveguide are anti-parallel [19]. Thus, features present in an
isotropic NRI waveguide, such as forward and backward propagation and stopped light
are retained [19].
2.4.5 NRI Waveguides
Shortly after the early demonstrations of NRI metamaterials it was shown that surface
polariton waves analogous to SPPs could form at the interface between a homogeneous
NRI material and positive index half-space [89]. The surface polaritons supported at this
interface have similar field profiles to SPPs at metal-dielectric interfaces but there are
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a number of differences. First, as both the permittivity and permeability are negative,
surface polaritons of both TE and TM polarisation are supported. In total there are two
TM polarised polaritons and a single TE polarised one. The TE surface wave exhibits
negative group velocity while the two TM waves propagate with positive group velocities.
When a layer of NRI material surrounded by dielectric cladding is considered, a larger
range of modes are supported. This was first investigated by Shadrivov et al. [18] in 2003
who showed that NRI waveguides had a number of unique properties. The first was that
the fundamental waveguide mode, that is the mode with no nodes in its transverse field
profile which is always present in normal positive index waveguides, is not supported.
Secondly, many of the modes that are supported exhibit double degeneracy, meaning they
have both forwards and backwards propagating branches. Where these two branches meet
the group velocity becomes zero. It was shown that this reduction in the group velocity
was caused by the energy flow, quantified by the Poynting vector, being directly opposed
in left and right handed media. By choice of the waveguide parameters the positive and
negative flows can be made to cancel forming a closed-loop energy vortex associated with
a zero group velocity [18]. This property led to NRI waveguides being investigated for
slow light with novel applications being proposed, such as the concept of a “trapped
rainbow”, introduced by Tsakmakidis et al. [20]. Here it was suggested that a broad range
of frequencies could be stopped and trapped in an adiabatically tapered NRI waveguide.
Different frequencies propagate along the waveguide until they reach a point of critical
thickness where their associated energy flows cancel, resulting in zero group velocity. This
enables frequencies to be stopped at different points along the waveguide, which could be
useful for spectroscopic applications as well as optical signal processing.
2.5 Summary
Planar waveguides can be used to control the propagation of electromagnetic waves. The
interaction of light with these structures is described in terms of the waveguide modes
which can be split into different classifications based on their field profiles. Three impor-
tant mode types have been introduced in this chapter along with a method for quickly
and efficiently determining their characteristics in different waveguides. This technique
is based on the TMM which allows the dispersion equation to be implicitly defined for
waveguides consisting of arbitrary numbers of layers.
Next it was shown that the choice of materials can greatly influence the properties of the
waveguide modes, highlighting the important cases of plasmonic and NRI metamaterial
waveguides. Response models describing the dispersive permittivity and permeability of
these materials were presented which shall be used in the next chapter to calculate the
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modes of a plasmonic and a NRI waveguide. The unusual properties of these types of
structure have been introduced and it was shown that both types can support slow light
modes.
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Negative refractive index (NRI) and plasmonic metal-insulator-metal (MIM) waveguides
allow for a remarkable level of control over the propagation of electromagnetic waves with
the potential for realising a number of slow light applications such as optical buffers and
“trapped rainbow” storage of light [20]. However, dissipative loss inherent to the metallic
components of these waveguides is currently considered to be a major obstacle to the
practical demonstration of slow light devices [33].
Using semi-analytic calculations of the modal dispersion, previous works have shown that
dissipative loss has a strong impact on the propagation characteristics of waveguide modes
in the slow light regime. For complex-k solutions, a backbending occurs in the modal
dispersion curve around the point where the group velocity would be zero in a loss free
waveguide. Based upon this theoretical finding it has, until recently, been assumed that
dissipative losses would therefore prevent the stopping of light in realistic waveguides [33].
To overcome this problem it has been suggested that gain media could be incorporated
into the waveguide design to reduce the modal loss [90]. TMM calculations have shown
that if the gain can fully compensate the dissipative loss experienced by the waveguide
mode then backbending is eliminated from the modal dispersion and extremely low group
velocities are again possible [90]. The use of optical gain materials has been effective
for compensating losses in a number of plasmonic [39, 41] and metamaterial [49] systems
even resulting in the demonstration of surface plasmon lasers [44]. However, as shall be
demonstrated in this chapter, this is not necessary for the realisation of stopped light.
This misunderstanding arises from the fact that, typically, the influence of dissipation
on the waveguide modes is considered theoretically only for real-frequency (ω), complex-
wavevector (k) solutions to the dispersion equation but an alternative set of solutions
can be found with complex-ω and real-k. The dispersion curves of this alternate set
differ greatly in the slow light regime in that they do not exhibit backbending when loss
is present, thus retaining points where the group velocity goes to zero. Although this
behaviour of the complex-ω modes has been noted in the literature [34, 91] an in-depth
study into their applicability to slow and stopped light waveguides has, to the authors
knowledge, not been previously reported.
In this chapter the ability to stop light in dissipative NRI and plasmonic waveguides is
investigated. In section 3.1 the modal characteristics of both waveguides are considered in
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the absence of loss in order to highlight the dependence of the group velocity on geometric
parameters. Following this introduction the influence of dissipation in the slow light
regime is studied using both complex-k and complex-ω solutions to the dispersion equation.
Section 3.3 presents a scheme for exciting the modes of the plasmonic waveguide directly
from air based on the principles of prism coupling. This scheme is then demonstrated
in section 3.4 using numerical finite-difference time-domain simulations. By using a new
technique, presented here, the centre of energy of the excited wavepacket is shown to
propagate at extremely low speeds matching those predicted by the complex-ω solutions.
Spatial broadening and shifts in the central wavevector of the wavepacket resulting from
both real and imaginary components of the modal dispersion are discussed in section 3.5
before looking at methods to control the radiative loss of this leaky mode in section 3.6.
Finally the main results of this chapter are summarised in section 3.7. The main results
discussed in this chapter for the MIM waveguide have been published in [92].
3.1 Modal Characteristics of the Plasmonic and
Metamaterial Waveguides
The NRI metamaterial waveguide studied in this work consists of a single NRI layer of
thickness d = 200 nm, surrounded by semi-infinite half spaces of air. A double Drude
model [93–95] is used to describe the frequency response of the effective permittivity and
permeability of the NRI medium so that the refractive index is equal to
nNRI = NRI = µNRI = ∞ −
ω2p
(ω2 − iΓDω) , (3.1)
where ∞ = 1, ωp = 2pi×893.8×1012 rad·s−1 and ΓD = 0 or 0.27×1012 rad·s−1 depending
on whether or not dissipative loss is being included. Modal properties are determined
using the TMM presented in the previous chapter. In this section the NRI metamaterial
is considered to be loss-free i.e. ΓD = 0 rad·s−1.
Figure 3.1 compares the first five TM modes1 of the NRI waveguide in terms of their
spectral dispersion and field profiles. The order of each mode is determined by the number
of nodes in the field profile. As noted in the previous chapter the two unusual properties
of this type of waveguide are the absence of the fundamental TM0 mode and that higher
order modes have both a forwards and backwards going component [18]. At the point on
the dispersion curve where the forwards and backwards branches meet, the group velocity
goes to zero. Investigations into slow and stopped light in this waveguide shall focus on
1As the permittivity and permeability have the same response the dispersion and field profiles of the TE
modes will be identical except for the substitution of E for H.
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Figure 3.1: (a) NRI waveguide structure, (b) dispersion curves for the first five TM
modes of the NRI waveguide, even modes are shown in red while the odd modes
are blue (black dashed lines mark the dispersion of the air and NRI layers) (c) The
Hz-field profile of the first three modes taken at a β value of 15µm−1.
the specific case of the TM2 mode although the results are in principle applicable to all
the higher order modes.
The dispersion curves of the waveguide modes are partially dependent on thickness d
of the waveguide core. For the particular case of the TM2 mode, increasing the core
thickness is found to shift the dispersion curve towards higher frequencies and decreases
the wavevector where the group velocity goes to zero (see figure 3.2). This effect has been
proposed as a method for stopping and trapping light over a broad range of frequencies
in a NRI waveguide with a tapered core [20]. The thickness can also be varied in order to
optimise the structure for stopping light of a particular frequency. Figure 3.2 (b) shows
how the velocity of the forwards and backwards going TM2 modes, at a constant frequency
of 400 THz, change when the core thickness is varied. It can be seen that the two modes
join at a core width of approximately 140nm below which neither mode is supported at
this frequency. As the core thickness increases, the fields of the forwards propagating mode
become less confined to the waveguide core until they fully couple into the air cladding
(the mode cuts off at a thickness of 194nm). The backwards mode shows the opposite
behaviour, becoming increasingly confined to the waveguide core which is reflected in the
group velocity asymptotically approaching a value of −0.167c, equal to the group velocity
57
3 Passive Stopped-Light Waveguides
(b)(a)
BackwardsForwards
ZGV
300nm
250nm
200nm
150nm
F
re
q
u
e
n
c
y
 (
T
H
z
)
300
350
400
450
500
550
600
Longitudinal Propagation Constant β (µm-1)
0 10 20 30 40
Vg (Bulk NRI)
TM2
f
TM2
b
G
ro
u
p
 V
e
lo
c
it
y
 (
c
)
−0.25
0
0.25
0.5
0.75
1
Core Thickness (nm)
100 150 200 250 300
Figure 3.2: (a) Effect of core thickness on the TM2 modal dispersion, for thickness’s
from 150-300nm, the line of zero group velocity is marked by a dashed black line
showing the point where the forwards and backwards modes join. (b) The change in
group velocity at a single frequency (400THz) caused by varying the core thickness.
for a pulse propagating through a homogeneous NRI medium at 400 THz.
The second stopped-light waveguide studied in this work is based on the well known metal-
insulator-metal (MIM) design, consisting of a dielectric core of thickness d sandwiched
between two metallic layers. As only the permittivity is negative in this structure, stopped-
light can only be achieved for TM polarised modes. This is a slight disadvantage from the
NRI waveguide where the operation was independent of the light polarisation. However, as
the negative permittivity is inherent to bulk metals, fabrication of the plasmonic waveguide
could be more straightforward.
It is desirable to achieve stopped light at the telecommunications wavelength of 1.55µm
for compatibility with existing infrastructure. Here indium tin oxide (ITO) has been
chosen, over the more traditionally used noble metals such as gold or silver, in the present
waveguide design as ITO has a strong plasmonic response in the near infrared resulting
from its low plasma frequency [36]. The frequency dependent permittivity of ITO is
described using a Drude model with the parameters (ITO)∞ = 4, ω(ITO)p = 3.13×1015 rad·s−1
and Γ(ITO)D = 0 or 1.07 × 1014 rad·s−1 [79]. The core layer is assumed to be a dielectric
with a constant real permittivity of D = 11.68 typical of III-V semiconductors (such as
InGaAsP) or silicon, neglecting the small loss of these materials.
The modal field profiles and dispersion curves of the loss free MIM waveguide are plotted
in figure 3.3 for a core thickness of 290nm. In general two different behaviours can be
observed. First, the two lowest order modes asymptotically approach a frequency ω0 =
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Figure 3.3: (a) MIM waveguide structure, (b) Dispersion curves for the first five TM
modes of the MIM waveguide, even modes are shown in red while the odd modes are
blue. (c) The Hz-field profile of the first four modes taken at a β value of 5µm−1.
ωp/
√
∞ + D at high wavevectors. These are the symmetric and antisymmetric plasmon
modes resulting from coupling of SPPs at the two waveguide interfaces. Higher order
modes, however, show a different behaviour, where the modal dispersion asymptotically
approaches the dielectric light line at high wavevectors. This behaviour is characteristic of
waveguide modes that would be supported by just the dielectric core, although here,
penetration of the fields into the ITO cladding modifies the modal dispersion at low
wavevectors, allowing for extremely small group velocities. Investigations into slow and
stopped light in the MIM waveguide shall focus on the specific case of the TM2 mode as
it allows for stopped light and, as shall be shown later, has a lower modal loss than either
the TM0 or TM1 modes.
Next, the dependence of the group velocity on the core thickness was investigated for the
TM2 mode. The results of these calculations are shown below in figure 3.4. It can be
seen that increasing the core thickness results in the dispersion curve moving to lower
frequencies. This is due to the higher field overlap with the dielectric core which shifts
the modal dispersion towards the dielectric light line. The stopped-light point of the
TM2 mode only exists over a range of core thickness’s from d ∼ 190 − 290nm. At the
telecommunications wavelength of 1.55µm, stopped light occurs at a core thickness of
d = 290.74nm. At this wavelength, the backwards mode only exists for a small range of
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core widths, becoming cut-off at d = 290.768nm. From these results a value of 290nm
was chosen for the core thickness, as this provided a good match to the FDTD grid used
in time domain simulations (as shown later in this chapter) while still achieving stopped
light near the desired wavelength of 1.55µm.
The two planar waveguides that form the basis of this work have now been introduced. In
both cases it has been shown that the group velocity, at a particular frequency of interest,
can be controlled simply by varying the thickness of the core layer. However, so far the
influence of dissipative loss on the stopped light points has been neglected. In the next
section the effect of including loss into the material models is investigated.
3.2 Dissipative Loss and Band Splitting
One of the main criticisms regarding stopped light in plasmonic and NRI waveguides is
that when material loss is included, the modal dispersion curve is altered so that the ZGV
points are removed [33]. Unfortunately, loss must be accounted for in the material models
due to the inclusion of inherently lossy metallic components in these waveguides. This has
led to the belief that stopped light is not achievable without some method for compensating
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the loss [90]. However this issue is only theoretically predicted by the complex-k solutions
of the dispersion equation, whereas solutions where the frequency is complex retain the
ZGV point when loss is included (noted in [34]). In this section these two solution sets
are calculated for the NRI and MIM waveguides in order to investigate the influence of
dissipation. Loss is included in the material models for ITO and the NRI metamaterial
by setting the damping rates ΓD to their non-zero values.
3.2.1 Complex-k
When the dispersion equation is solved for complex-k, the propagation loss is found from
the imaginary component of the propagation constant, αk = −2β′′, which has units of
inverse meters and hence describes a purely spatial loss. Generally, solutions to the dis-
persion equation, reported in the literature, are found using this method as the propagation
length, Lk = 1/αk, is of interest for many applications. Using this definition it would be
expected that the propagation loss, in a dissipative waveguide, would become infinitely
large at the stopped light point. However, semi-analytic calculations of modal dispersion
in lossy waveguides, have shown that the dispersion curves split and “backbend” around
the position on the dispersion diagram where the group velocity would be zero in a lossless
waveguide [33].
Backbending is observed in both the NRI and MIM waveguides considered here (figure
3.5), where loss has been included through the ΓD term of the Drude models used for the
NRI and ITO materials, Γ(NRI)D = 0.27 × 1012 rad·s−1 and Γ(ITO)D = 1.07 × 1014 rad·s−1.
The larger loss of the ITO material results in a much stronger splitting of the forwards
and backwards modes than in the NRI waveguide. It can also be seen that in the MIM
waveguide the new forwards TM2 branch merges with the TM0 mode at low frequencies
which leads to difficulties in properly classifying this dispersion branch. In both waveguides
the stopped light points appear to have been removed due to the absence of any region
where the gradient of the dispersion curve becomes zero.
When the group velocity dωdk |Re(k) is calculated for the forwards propagating branch of the
TM2 mode (see figure 3.6), superluminal and even infinite group velocities are found in the
backbending region, connecting the TM2 and TM0 modes, an interesting property consid-
ering the original intention of stopping light at these same frequencies. Superluminal group
velocities were first discussed in the early 1900’s in the context of anomalous dispersive
materials [8]. As the group velocity is often associated with the velocity of information
transmission predictions of superluminal values were of great concern as this would appear
to violate the theory of relativity introduced by Einstein. A number of discussions took
place before Sommerfeld and Brillouin demonstrated theoretically that the front velocity
of a square shaped pulse will always propagate at or below the speed of light in vacuum
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Figure 3.5: Band splitting and backbending behaviour of the complex-k modes of the
lossy NRI (a) and MIM (b) waveguides. The lossy modes are shown in red and blue
(forward and backwards propagation) in comparison to the lossless solutions (green)
curves.
[8]. Furthermore Brillouin argued that in regions of high anomalous dispersion the group
velocity can no longer be associated with the velocity of signal transmission due to the
initial pulse becoming severely distorted during propagation. Recently these arguments
have been questioned due to several experimental works performed using Gaussian pulses
that appear to show pulse peak arrival times consistent with superluminal group velocities
without significant pulse distortion leading to renewed discussions [96, 97].
The conceptual issues presented by the superluminal group velocity can at least be resolved
in the MIM waveguide considered here by noting that in the region of the dispersion curve
where superluminal propagation is predicted, the modal decay length 1/2k′′ is shorter
than the wavelength in the propagation direction (2pi/k′). Thus the waves will be almost
purely evanescent and so can not combine to form a propagating pulse. As a result the
concept of group velocity is no longer a good measure of propagation in this region of the
dispersion curve. Interestingly, even if the ITO loss is artificially reduced (by setting a
lower damping rate in the Drude equation) the modal decay length always remains shorter
than the wavelength in the propagation direction in the backbending region.
Due to this behaviour the only applicable measure of energy transport in this region is the
energy velocity, which is found by dividing the time averaged energy flux in the propagation
direction 〈Sx〉 by the total energy density of the mode 〈U〉 spatially integrated over the
whole mode profile in the y-direction giving
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vE =
´∞
−∞ 〈Sx (y)〉 dy´∞
−∞ 〈U (y)〉 dy
, (3.2)
where 〈•〉 represents time averaging over one cycle in order to remove the effect of fast phase
oscillations ( 1T
´ t+T
t dt). Care needs to be taken when defining the total energy density
in dispersive and dissipative materials such as ITO as energy stored in the polarisation
field needs to be added to the electromagnetic energy in order to correctly define the total
energy. Following the method shown in [98] the time averaged total energy density in the
ITO layers, assuming a harmonic time dependence
(
e−iωt
)
of the fields, is given by
U ITO (y, ω) = 04
[
∞ +
ω2p
ω2 + Γ2D
]
|E (y, ω)|2 + µ04 |H (y, ω)|
2 . (3.3)
In the range ω  ΓD the term in the square brackets will reduce to ≈ ∞ + ω2p/ω2 given
by the more well known expression for the time averaged energy density in dispersive,
loss-free media,
U (y, ω) |Γω = 04
∂ (ω (y, ω))
∂ω
|E (y, ω)|2 + µ04 |H (y, ω)|
2 . (3.4)
In the dielectric core the energy density is simply given by UCore (y, ω) = 0D4 |E (y, ω)|2+
µ0
4 |H (y, ω)|2. Combining the expressions for the energy density in different layers with
equation 3.2 the energy velocity of the TM2 mode can be calculated and compared to the
group velocity. From figure 3.6 it can be seen that the energy velocity matches the group
velocity calculations where the modal loss is relatively small. However, in the backbending
region the two velocities differ greatly. In this case the energy velocity becomes close to
zero but remains finite and positive at all frequencies, thus avoiding any of the difficulties
previously discussed for the group velocity calculation. The energy velocity begins to
deviate again from the group velocity in the low frequency region although here, the
difference is due to the frequency approaching the scale of the damping rate, thus the
influence of ΓD in equation 3.3 becomes non-negligible.
3.2.2 Complex-ω
The complex-ω modes are an alternative set of solutions to the dispersion equation where
propagation loss is described temporally. In this case a real valued wavenumber enters into
the dispersion equation and solutions are sought on the complex-ω plane. The temporal
loss is then calculated from the imaginary part of the frequency: αω = −2ω′′ and has
units of s−1. It can be seen, from figure 3.7, that the dispersion curves of these complex-ω
63
3 Passive Stopped-Light Waveguides
F
re
q
u
e
n
c
y
 (
T
H
z
)
0
50
100
150
200
250
300
Propagation Constant β (µm-1)
0 5 10 15 20 25
Loss (µm-1)
0 5 10 15 20 25 30
vg
vE
vg,E (c)
−1 −0.5 0 0.5 1
Figure 3.6: (Left) Complex-k dispersion curve of the TM2 mode in the lossy MIM
waveguide, (Centre) the modal propagation loss corresponding to the forwards propa-
gating branch of the TM2 mode. (Right) Comparison between the group (blue dashed)
and energy (red solid) velocities calculated for the same branch of the TM2 mode.
solutions are barely changed when loss is included and show none of the backbending
behaviour previously observed in the complex-k solutions. As the loss is defined purely in
time, it has no dependence on the propagation speed and, subsequently, remains finite at
the stopped light point.
The high loss in the MIM waveguide can be seen to have a small influence on the real part
of the dispersion but importantly the point of zero group velocity remains. In this case
calculations performed have shown a close match between the group and energy velocities
at all frequencies with both going to zero at β ∼1.4µm−1.
The discrepancy between the complex-ω and complex-k solutions, where one set retain
points of zero group velocity while the other exhibits backbending behaviour, was first
discussed in the literature in the 1970’s [99, 100]. At the time several groups had reported
experimental measurements for the dispersion curve of an SPP propagating on a metal
surface by using attenuated total reflection measurements. Here, minima in the reflectivity
were associated with the excitation of SPPs. Issues arose as some groups reported dis-
persion curves exhibiting backbending (corresponding to the complex-k solutions) while
others found curves without this behaviour (complex-ω solutions). In 1974 Alexander
et al. [99] showed that the difference reported was due to the method used to extract the
curves from the reflection data, and that in fact both curves could be derived from one
set of measurements. If the reflectivity minima are found by varying the incidence angle
at a fixed frequency, the extracted dispersion curve would show backbending, while if the
angle was held constant and the frequency varied, the extracted dispersion curve would
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complex-ω solutions in the (a) NRI and (b) MIM waveguides under consideration. The
higher loss of the MIM waveguide does result in a very small shift in the real part
of the dispersion (seen inset) while for the NRI waveguide any variation is below the
floating point error of the calculations.
match the complex-ω solution. Although this explained how the two different curves could
be extracted it did not provide physical insight into what they represented, or if indeed
a minima in the reflectivity can always be associated with the excitation of a waveguide
mode.
In general, the electromagnetic modes of a lossy waveguide will be characterised by a
dispersion with both complex frequency and complex wavevector. The complex-ω and
complex-k solutions represent two subsets where this generalised complex dispersion curve
has been projected onto real wavevector or real frequency spaces, respectively. A physical
setup that can excite the complex-ω states of a waveguide for the study of slow and
stopped light has, to the authors knowledge, not been fully investigated before. In the
next section such a scheme is introduced and demonstrated using finite-difference time-
domain simulations.
3.3 Incoupling at the Stopped-Light Point
In order to excite the waveguides modes light has to be coupled into the waveguide in
a manner that matches the frequency and wavevector to those of the propagating mode.
This is usually performed either by out-of-plane or in-plane excitation. Out-of-plane exci-
tation uses an external source incident on the structure that is coupled into the waveguide
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Figure 3.8: (a) Modes of the truncated MIM waveguide highlighting the addition
SPP branch (shown in green). (b) The effect on the TM2 modal dispersion found for
leaky (cyan) and bound solutions (red) in comparison to the previous case of infinite
upper ITO thickness (black). (c) Temporal loss predicted by the different solutions.
typically using a prism [101, 102] or grating on the surface [103] in order to momentum-
match the component of the incident wave-vector in the propagation direction to that of
the waveguide mode. This method is required as the bound modes lie below the light line.
Alternatively in-plane excitation setups such as endfire coupling [104] can be used where
light is focused onto the edge of a waveguide.
For stopped light, end-fire coupling is likely to result in the incident wave being reflected at
the interface with the waveguide as the dispersion forbids any propagation at the stopped
light point. As such, a scheme based on out-of-plane, prism coupling shall be used here.
In order to couple light into the MIM waveguide the structure first needs to be modified
to reflect a more physical setup by truncating the upper ITO cladding layer to a thickness
t. The modified structure can be seen in figure 3.9 which shows the FDTD simulation
setup used to excite modes in the waveguide. This modification has two main effects on
the modes of the waveguide (see figure 3.8). The first is the introduction of an SPP mode
that is localised to the interface between the upper ITO and the new superstrate (here
assumed to be air). From the dispersion curves in figure 3.8 it can be seen that the SPP
crosses the curve of the TM2 mode. To avoid any coupling between the two modes at this
intersection point, the thickness of the ITO layer must be greater than the skin depth of
the SPP, here a thickness of 500nm has been used. The second effect is that the TM2
mode now lies partially inside the light cone of the air cladding and, crucially, so does the
stopped light point. As a result, the portion of the TM2 mode inside the light cone can
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couple to free space radiation modes. This has the benefit that the momentum matching
condition required for incoupling light can be achieved simply from air, without needing
additional prism, or grating, coupling schemes. The downside is that the reverse is also
true; once light is incoupled it can leak back out of the waveguide increasing the modal
loss.
When solving the dispersion equation inside the light cone, the bound mode solutions can
still be found using the TMM solver, however, the leaky mode solution, with a divergent
field profile in the air cladding is the more physically appropriate solution in this region
(found for < (γ0) < 0, < (γN+1) > 0), as shall be shown in the next section where the
predicted theoretical results are compared to FDTD simulations.
3.4 Temporal Mode Dynamics
3.4.1 The FDTD Method
The finite-difference time-domain (FDTD) method is a numerical technique for simulating
electromagnetic interactions in the time domain [59]. Here the time dependent Maxwell’s
equations are solved by approximating the spatial and temporal derivatives using a second
order accurate central finite difference method (see appendix B for full details).
The influence of dispersive material parameters can be accounted for via a time dependent
polarisation field that has the Lorentzian form
a1
∂2P
∂t2
+ a2
∂P
∂t
+ a3P = 0a4E . (3.5)
Several commonly used material models can be expressed in this form by choice of the
coefficients, for example the Drude model results when a1 = 1, a2 = Γ, a3 = 0, and
a4 = ω2p. This generalised response model can be included in the FDTD method through
the auxiliary differential equation technique.
A full description of the FDTD method is presented in appendix B, along with additional
details concerning boundary conditions, plane wave injection as well as stability and energy
measurement techniques.
3.4.2 Excitation Scheme
The simulation setup, designed to excite the TM2 with real-wavevectors (complex-ω), is
shown schematically in figure 3.9. Here a monochromatic plane wave (with wavelength
λ0=1.55µm) is launched towards the waveguide from above, with an incident angle around
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Figure 3.9: FDTD simulation setup for exciting the TM2 mode in the MIM waveg-
uide. The thickness of the layers used were t = 500nm, h = 290nm, s = 600nm and
the air layer was 400nm, the length L of the simulation domain was 200µm. The sim-
ulation domain is truncated by PMLs 11 cells thick to approximate open boundary
conditions. A TFSF plane is used to inject a plane wave into the simulation domain
at an incidence angle θi. This setup allows both ω and β to be precisely controlled.
17◦ in order to match the wavevector in the propagation direction to that corresponding to
the point of ZGV. The wave is launched into the air layer towards the structure using the
total-field scattered-field injection plane method described in appendix B. The injection
plane is situated 200nm above the waveguide in the air cladding. The incident beam
has a Gaussian spatial envelope so that the fields decrease nearly to zero at the edges of
the injection plane in order to reduce any high frequency contributions that may result
from discontinuities in the injected field profile. The source is switched on and smoothly
increases to its peak value over a period of 200 fs and is then sustained at its maximum
amplitude for a further 800 fs before being switched off smoothly over a decay period of
200 fs. After the incident wave has been switched off and any reflected fields have left
the simulation domain, the remaining waveguide excitation is analysed. The simulation
domain is surrounded by 11 cells of perfectly matched layer (PML) to approximate an
infinite continuation of the materials. For all simulations, loss is included in the ITO
material model.
3.4.3 Extracting the Complex-ω Band
The complex-ω dispersion curve can be extracted from the FDTD simulations by applying
a technique called the shift method [105, 106]. Here the field amplitude profile is recorded
along the length of the waveguide at the centre of the waveguide core at two times, t1
and t2 = t1 + ∆t, where the time interval is short compared to the period of oscillation.
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This is performed after the exciting plane wave has been switched off and any reflections
have left the simulation domain in order to capture the dynamics of the freely decaying
waveguide excitation. The spatial Fourier transforms of these two field profiles are then
related through the expression
F (k, t2) = e−iω∆tF (k, t1) , (3.6)
where the frequency is assumed to be complex i.e. ω = ω′ + iω′′ . The Fourier transform
will consist of an amplitude Aj and a phase component θj giving
A2e
iθ2 = e−i(ω′+iω′′)∆tA1eiθ1 . (3.7)
By taking the logarithm of both sides and rearranging terms the real and imaginary
components of ω can be found as
ω′ = θ1 − θ2∆t , (3.8)
ω′′ = ln(A2)− ln(A1)∆t . (3.9)
Thus the complex-ω dispersion can be extracted from the FDTD simulations. Further-
more, by reducing the spatial extent of the excited pulse in the propagation direction,
a broad range of wavevectors can be simultaneously probed using this technique. How-
ever, the FWHM of the pulse can not be reduced arbitrarily, as, below the limit of 1/kc,
where kc is the central wave-vector of the pulse, the spatial frequencies are lost and the
Fourier-transform centres at k = 0.
Several resolutions were tested for the FDTD grid and it was found that a cell size of
10nm provided a good balance between accuracy and computational time (see appendix
B for discussion). The complex-ω dispersion curve extracted from the FDTD simulations,
matches well to the semi-analytic TMM calculations (figure 3.10). There is a slight differ-
ence between the two methods but this is likely due to approximations from the FDTD
algorithm. Despite the small difference the ZGV point is still present, seen at the min-
ima point of the curve, and occurs at a wavevector of β ≈ 1.23µm−1, which compares
well with the predicted value of β = 1.24µm−1 from TMM calculations. This good agree-
ment demonstrates that the out-of-plane incoupling scheme has been successful in exciting
modes characterised by real wavevectors and complex frequencies. Next the temporal dy-
namics and propagation characteristics of wavepackets, excited close to the stopped light
point of the TM2 mode, are examined.
69
3 Passive Stopped-Light Waveguides
(b)
(a)
TMM
FDTD
F
re
q
u
e
n
c
y
 (
T
H
z
)
193.675
193.7
193.725
193.75
L
o
s
s
 (
p
s
-1
)
35
35.5
36
36.5
37
Propagation Constant β (µm-1)
0.5 0.75 1 1.25 1.5 1.75 2
Figure 3.10: Comparison between the complex-ω dispersion curves calculated semi-
analytically (blue lines) and extracted from numerical simulations (red dots) for (a)
the real part of the frequency and (b) the temporal loss rate.
3.5 Velocity, Dispersion and Loss in the Time Domain
3.5.1 Centre of Energy Velocity
In order to directly test the predicted zero group velocity an accurate method for measuring
the propagation of a wave packet in the time-domain is required. Many methods have
been proposed in the literature such as the centrovelocity [107] and correlation velocity
techniques [108]. However, these methods do not offer adequate precision for measuring
extremely low group velocities of the short lived wavepackets in the lossy MIM waveguide.
Similarly, well known methods such as the energy velocity suffer as it would be difficult
to distinguish between propagation and dispersion of the pulse using this method.
To overcome these difficulties a spatial equivalent to the centrovelocity, based on the
change in the centre of energy of the excited wavepacket, shall now be introduced. In
analogy to the centre of mass the centre of energy can be defined as
〈rm0 〉 =
´
rm · U (r) dV´
U (r) dV , (3.10)
where m defines the energy moment being extracted. U (r) is the spatially dependent
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energy density associated with the wavepacket, which, as mentioned previously, has to
take account of energy stored in both the electromagnetic fields and the polarisation field
in the lossy and dispersive ITO layers. By evaluating equation 3.10 over a region that
completely envelopes the excited wave packet the expectation value of the pulse’s position
in the propagation direction (x) can be recorded over time (with m = 1), the velocity is
then extracted from the gradient. Higher order moments can also be used to calculate the
full width at half maximum (FWHM = 2
√
2ln2
√〈
r20
〉− 〈r0〉2) of the wave packet in order
to measure the broadening of the wavepacket over time due to dispersion.
3.5.2 Extraction of Effective Loss Rates
Another important parameter to extract from these simulations is the modal loss rate
which can be further split into radiative and dissipative contributions in order to provide
additional insight into the loss mechanisms involved in the current setup. The loss rate
analysis used here is based on the application of Poynting’s theorem which states that the
energy flux into or out of a volume is connected to the change of electromagnetic energy
in the volume and the work performed by the fields on any charged particles present. In
the time-domain simulations the influence of the fields on the ITO layers is represented
by the polarisation field PITO (r, t) and so Poynting’s theorem can be written as
ˆ
duEM
dt
dV = −
˛
SdA−
ˆ
P˙ITO ·EdV , (3.11)
where uEM (r, t) = 0(r)2 E2 (r, t) +
µ0
2 H2 (r, t) is the electromagnetic energy density inside
the volume V and S (r, t) is the Poynting vector, representing the energy flux through the
surface enclosing the chosen volume. As the ITO layers are both dissipative and dispersive
the dot product term on the right hand side of equation 3.11 does not just represent the
work performed by the fields on the charged particles, but also quantifies the change in
energy due to dispersion [98]. In order to correctly attribute the dispersive contribution
to the change in total energy, this term needs to be split into its dispersive and dissipative
components. This can be done using the method presented in [98], which, for a Drude
response, gives
P˙D ·E = P˙D · 1
0ω2p
(
P¨D + ΓP˙D
)
, (3.12)
= d
dt
1
20ω2p
(
P˙2D
)
︸ ︷︷ ︸
= duD
dt
dispersive contribution
+ Γ
0ω2p
P˙2D︸ ︷︷ ︸
dissipative contribution
, (3.13)
With this separation, effective rates can now be defined for the various loss channels [109]
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that contribute to decay of the waveguide mode by dividing both sides of equation 3.11
by the total energy U = 〈uEM + uD〉 to give
dU
dt
= −ΓTU = −ΓRU − ΓDU , (3.14)
where ΓT is the total energy loss rate, ΓR = 〈∇ · S〉 /U is the radiative loss rate due to
flux out of the volume and ΓD =
〈
P˙D ·E− duDdt
〉
/U is the dissipative loss rate. The oper-
ator 〈•〉 here represents both time averaging and integration over the considered volume.
This method has been incorporated into the FDTD code via a discretised formulation of
Poynting’s theorem, which is outlined in appendix B.
3.5.3 Extremely Low Group Velocity and Pulse Broadening in the
Lossy MIM Waveguide
With the centre of energy and loss rate extraction methods, the temporal dynamics of
wavepacket propagation in the waveguide can be directly studied in the FDTD simulations.
Using the same excitation scheme, shown in figure 3.9, a wavepacket was excited in the
MIM waveguide with a central frequency and wavevector closely matched to the values
at the stopped light point in the TM2 mode found using TMM calculations. Here the
FWHM of the Gaussian input beam was set to 30λ0 = 30 (1.55µm) to produce a wave
packet with a narrow range of wave vectors in order to accurately probe the dispersion
band around the stopped light point.
Several simulations were performed with slightly different angles of incidence correspond-
ing to wavevectors around the predicted ZGV point. In each case the temporal evolution
of the centre of energy position and width of the wavepacket was recorded, along with
the dissipative and radiative loss rates using the centre of energy and loss rate extraction
methods described in the previous section. Here the integration box for both methods was
set to completely enclose the wavepacket excited in the waveguide. Furthermore, the up-
per boundary of the box was aligned with the Air/ITO interface so that the flux recorded
through this boundary could be associated with the radiative loss channel.
An example plot of the temporal dynamics of a wavepacket excited close to the stopped
light point is shown in figure 3.11. Three different regimes of behaviour can be observed
from the dynamics. In the first regime, corresponding to times between 0.7-0.8ps, the
incident beam is held continuous at its maximum amplitude. As a result the centre of
energy and width of the wavepacket are constant in this regime. The source is then
switched off, smoothly decreasing in amplitude between 0.8-1ps, which leads to a sudden
change in the measured position and width of the wavepacket. This is due to the plane
wave source being incident at an angle to the surface of the waveguide structure. Each
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Figure 3.11: (a) An example plot of the temporal evolution of the centre of energy
(red) and the FWHM (blue) of a wavepacket excited in the MIM waveguide close to the
stopped light point. Three regimes are observed (I) where the incident source (black)
is in continuous wave operation the centre of energy and FWHM remain constant.
(II) when the incident source is switched off between 0.8-1ps the extracted quantities
undergo transitory behaviour before settling down into a freely decaying state (III)
where linear fits (black lines) are applied to extract the velocity and broadening rate
(b) and (c).
wavefront of the incident wave will initially intersect the surface of the waveguide to the
left of centre and, as it continues to propagate, the position where the wavefront intersects
the waveguide surface will “travel” from left to right. When the source is on continuously
this effect is balanced by the arrival of subsequent wavefronts however, during switch-
off, the tail end of the source wave causes the excited wavepacket to redistribute slightly
to the right. Finally for times after ∼ 1.05ps, when the incident plane wave has been
switched off and all reflections have left the simulation domain, the remaining wavepacket
is seen to propagate with a constant velocity, as evident from the linear dependence of
position on time. In this regime the dynamics of the wavepacket can be cleanly observed
and parameters such as the velocity, dispersion and loss rates can be extracted. From
the example shown in figure 3.11, the extracted centre of energy velocity was found to be
vCoE ≈ 3.4× 10−5c while the pulse FWHM increased at a rate of roughly 0.3%ns−1.
The centre of energy velocity extracted from the FDTD simulations is found to match
well to the group velocity predicted from the complex-ω solutions to the dispersion equa-
tion (figure 3.12), thus directly proving that extremely low group velocities (down to
vCoE = 2.5 × 10−5c extracted from simulations) are attainable even in the presence of
realistic material loss using the excitation scheme presented in this work. Furthermore,
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Figure 3.12: Comparing the propagation velocity (a) and total loss rate (b) extracted
from FDTD simulations (red) to those predicted by the leaky (blue line) and bound
(green line) solutions to the dispersion equation. Demonstrating the close match
between the leaky mode solutions and time domain results.
by comparing the FDTD results for both velocity and total loss rate to those predicted
by the bound and leaky mode solutions (see figure 3.12), it can be seen that the leaky
modes most accurately describe the propagation characteristics of the excited wavepacket,
despite not being part of the complete basis set of modes.
3.5.4 Loss Induced Spectral Shift
In a dispersive waveguide it is well known that a wavepacket will broaden during prop-
agation if the group velocity varies with frequency. However, in dissipative waveguides
the spectral content of a wavepacket can also change over time as well. This effect is
due to the frequency dependent loss rate which causes some spectral components of the
wavepacket to decay at a faster rate than others. In the MIM waveguide considered here
it can be seen from figure 3.12 that lower β values experience a lower loss rate than higher
values. Over time this will eventually lead to a decrease in the central wavevector of the
excited wavepacket and hence also changing the group velocity to increasingly negative
values. This spectral shift was observed in the FDTD simulations performed in the pre-
vious section and an example plot of the temporal evolution of central wavevector and
centre of energy velocity is shown in figure 3.13. From this plot it can be seen that the
central wavevector decreases by ∼1× 10−4 µm−1 every 100 fs leading to a small decrease
in the CoE velocity of approximately 3× 10−7c, which is roughly 0.2% of the mean value
of 1.73× 10−4c measured in the free decay region for times after 1.05 ps. Thus, over the
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Figure 3.13: (a) Loss induced shift in the wavepacket’s central wavevector leading
to a small decrease in the CoE velocity (b).
meaningful timescale of the wavepacket lifetime (∼30 fs), this effect can be neglected in
the MIM waveguide studied here.
3.6 Controlling the Radiative Loss
It has been shown that for wavevectors inside the light cone the TM2 mode can be excited
directly from air. This is beneficial as incoupling can be performed without the need for
complex prism or grating structures. However the drawback is that the energy of the mode
is not completely bound to the waveguide and can outcouple back into free space. The
leaky character of the mode results in an increase in the modal attenuation due to this
additional radiative loss channel. However, whereas the ohmic losses are an unavoidable
consequence of the metallic layers, the radiative loss can be controlled via the thickness
of the upper ITO layer. FDTD simulations were performed for a range of thicknesses
from 500nm down to 100nm for a pulse excited at a wavevector of k = 1µm. For each
layer thickness the modal loss rate was recorded from the simulations using the loss rate
extraction method. The total loss rate extracted from FDTD simulations matched very
well to that predicted by the leaky mode solutions of the dispersion equation (see figure
3.14). This further confirms that the leaky modes are the correct solutions for describing
the properties of the TM2 mode inside the light cone. The bound and leaky solutions
appear to converge as the ITO thickness increases, likely due to the decreased coupling
with radiation modes.
From the FDTD simulations, and TMM calculations, the modal loss can be analysed in
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Figure 3.14: (a) Dependence of the total modal loss rate on the thickness of the
upper ITO layer, by comparing FDTD results (black dots) to the loss rate calculated
for bound (blue) and leaky (red) mode solutions it is clear that the leaky solution is
the most physically applicable. (b) By applying Poynting’s theorem it can be seen
that the increase in modal loss is almost entirely due to the radiative contribution
(magenta) while dissipative loss (cyan) remains constant, excellent agreement is found
between analytic TMM leaky mode solutions (lines) and FDTD data (points).
greater depth by splitting it into the dissipative and radiative components. By doing so it
can be seen that the increase in loss at lower thicknesses of the upper ITO layer is almost
entirely due to the rise in the radiative contribution, whereas the metal loss rate remains
nearly constant at ∼ 36ps−1, the rate predicted from the semi-infinite MIM waveguide.
The radiative loss however, exponentially increases as the ITO thickness decreases. This
behaviour can be understood from the mode profile of the TM2 mode (figure 3.3), as can
be seen the field decays exponentially into the upper ITO layer. When this layer is then
truncated at a thickness of t the radiated power will be proportional to the intensity of the
modal field at the interface with the air cladding. Indeed, fitting the measured radiative
loss with a simple exponential gives a decay constant equal to the one describing the decay
of the modal fields in the ITO cladding layers, γ =
√
β2 − k20n2ITO ≈ 13, 000cm−1.
3.7 Conclusion
In this chapter two waveguide designs have been introduced where opposing flows of en-
ergy in layers with positive and negative optical parameters lead to predicted ZGV points.
In both cases it was shown how the geometry of the waveguide can be altered to control
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the group velocity at particular frequencies. Following this loss-free analysis the effect of
dissipation on the waveguide modes was investigated by solving the dispersion equation for
both complex-k and complex-ω solutions. Near the stopped light point the calculated dis-
persion curves differed strongly depending on which method was used with only complex-ω
solutions retaining the stopped light point. Although this difference has been noted in the
literature generally only the complex-k solutions are reported. Based on these results
it had been argued that stopped light is not possible in the presence of loss [33]. Here
FDTD simulations based on the MIM waveguide were used clarify the argument, finding
that complex-ω solutions allow for extremely low group velocities even when dissipation
is taken into account. An out-of-plane excitation scheme was used to excite wavepackets
of the TM2 mode and using a new method, presented here, the velocity was measured di-
rectly with the results closely matching those predicted by the complex-ω solutions. The
change in central wavevector of the wavepacket due to the frequency dependent loss rate
was quantified and found to have a negligible effect on the group velocity over the lifetime
of the pulse although any future designs will have to consider this effect. Finally the modal
loss rate was considered finding that both radiative and dissipative processes contributed
to the overall loss due to the leaky nature of the TM2 mode. by increasing the thickness of
the upper ITO layer it was found that the radiative loss could be decreased exponentially.
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In the previous chapter stopped light was investigated in NRI and MIM waveguides assum-
ing idealised structures formed of homogeneous layers with perfectly smooth interfaces.
However in practice geometric imperfections such as surface roughness can be introduced
during fabrication. In light of this, it is important to determine what impact surface
roughness will have on device performance if a desired application is to be realised.
The effect of geometric imperfections on stopped light has been studied previously for
photonic-crystal waveguides (PCW) [110]. These structures consist of a periodic array
of holes in a dielectric medium that can be arranged to produce specific dispersion char-
acteristics, including low group velocities [38, 111]. As the propagation properties are
determined by the geometry, slow light in PCWs can be achieved without using metals,
thus avoiding the associated losses. Unfortunately, the strong dependence on structural
dispersion also means that geometric disorder and surface roughness have a large impact
on modal propagation. Experimental studies have shown that the presence of geometric
imperfections in PCWs currently limits the minimum achievable group velocity to only a
few hundredths of the speed of light [13, 110].
Although similar studies on the impact of roughness on stopped light in MIM and NRI
waveguides are lacking, insight can be gained from the numerous investigations conducted
on the propagation of SPPs at single rough interfaces [103] and in multi-layer structures
[112, 113]. For example, it is well known that SPPs scattered on rough surfaces can couple
to free space radiation, emitting light and thus increasing propagation loss. Other effects
such as a shift in the SPP dispersion curve to higher wavevectors [114] and the formation
of localised surface plasmons [115] have been observed on surfaces with large amplitude
roughness. Strong field enhancements on rough metal surfaces are useful for techniques
such as Surface-enhanced Raman spectroscopy (SERS) and second-harmonic generation
(SHG) [116]. However, in most applications, including waveguiding, optical cloaking and
perfect lenses [117], scattering loss is detrimental and so there has been a growing interest
in developing methods of fabricating smoother metal layers [118]. By using new techniques
silver films with subnanometer scale roughness have been demonstrated [119], although
further work will be required to improve the reliability of these techniques.
Over the past several decades a number of different models have been developed for un-
derstanding and predicting the effects of surface roughness. For example first order ap-
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proximations of the dispersion equation have proven successful at predicting the observed
pattern of light emission from surfaces with low amplitude roughness [103]. Higher order
approximations have been applied to explain shifts in the SPP dispersion curve although
it can be difficult to properly assess the regimes of validity for these methods [103]. Ad-
vances in computer modelling have made it possible to apply new approaches, such as
the finite-element-method (FEM) and FDTD simulations [112, 113, 120]. As these meth-
ods directly solve Maxwell’s equations they do not have the same difficulties as analytic
approximations in terms of defining their regimes of validity.
This chapter investigates the impact of surface roughness on stopped light in a MIM
waveguide using FDTD simulations. In section 4.1 an overview of previous research into
the effect of surface roughness on SPPs relevant to this investigation is presented. Next, a
method for generating statistically random rough interfaces and incorporating them into
FDTD simulations is introduced in section 4.2. The impact of roughness on wavepacket
propagation in the MIM waveguide near the stopped light point is then examined in
Section 4.3. The effect on dissipative and radiative loss rates is analysed in section 4.4.
Finally the main results are summarised in section 4.5. Results presented in this chapter
has been published in [92].
4.1 Scattering Theory
Insight into the effect of surface roughness on the MIM waveguide modes can be gained
from the technique of grating coupling, used to excite SPPs in plasmonic waveguides
(shown schematically in figure 4.1). Due to their bound nature, SPPs can not be coupled
to by EM waves incident from free space as the SPP dispersion lies below the light line.
In order to excite SPPs, additional momentum ∆kx = k(SPP)x − k(p)x has to be provided
to match the wavevector (k(p)x ) of the incident photons to the SPP wavevector (k(SPP)x ).
This additional momentum can be provided by incorporating a periodic grating on the
metal surface. When incident photons are scattered by the grating their wavevector is
increased or decreased by integer multiples of the grating wavevector (kg = 2pia ), where
a is the grating constant. Thus the momentum matching required to excite bound SPPs
can be achieved by satisfying the following condition,
kx = k(p)x + ∆kx = k(SPP)x , (4.1)
kx =
ω
c
sinθ +m2pi
a
= k(SPP)x , (4.2)
where θ is the incidence angle of a photon with frequency ω hitting a grating with grating
constant a, andm is an integer representing the diffraction order. For the correct incidence
angle and grating constant SPPs can then be excited from free space. It is important to
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Figure 4.1: (a) Schematic of a basic sinusoidal grating with period a that can be used
to provide the additional momentum ∆kx required to match the incident wavevector
k
(p)
x to the SPP wavevector k(SPP)x . (b) Dispersion diagram representation of the
coupling process.
note that this process is reversible, meaning SPPs can couple back to free space radiation
thus increasing the modal loss rate. As a rough surface can be described in terms of a
superposition of many sinusoidal gratings it follows from equation 4.2 that a rough surface
will also transform the wavevector of incident light as well as that of waveguide modes.
Indeed it is well known that free space radiation can couple to SPPs on rough surfaces.
However, whereas the simple sinusoidal grating only provides additional momentum in
discrete amounts, ∆kx = n2pia , a statistically rough surface provides a continuum of ∆kx
values.
Since the roughness profile of a sample is generally not known and can not be described
by an analytic function, roughness profiles are typically characterised by their statistical
autocorrelation function [103]. For a roughness profile yr (x) = y0 + ∆y (x) describing a
height perturbation ∆y (x) along the surface with random amplitudes normally distributed
around the mean interface position, y0, such that
´
∆y (x) dx = 0, the autocorrelation
function is given as
G (x) = 1
L
ˆ
L
∆y
(
x′
)
∆y
(
x′ − x) dx′ , (4.3)
where L is the length of the rough surface segment. At x = 0, G (0) = ∆y2 where(
∆y2
)0.5
= δ is the root mean square (rms) height of the roughness which quantifies the
magnitude of the roughness. Taking the Fourier transform of the autocorrelation function
will give the corresponding power spectral density (PSD) function of the rough surface
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1
2pi
ˆ
L
G (x) exp (−i∆kxx) dx = |S (∆kx)|2 . (4.4)
The power spectral density function |S (∆kx)|2 is an important quantity in the study
of roughness as it describes the spectrum of ∆kx momenta that can transferred from
the surface to the waveguide modes or incident waves. When determining the PSD of
unknown roughness profiles it is often assumed that the autocorrelation approximately
follows a Gaussian distribution of the form
G (x) = δ2exp
(
−x
2
σ2
)
, (4.5)
where δ is the rms and σ is the autocorrelation length. In this case the PSD is found to
be [113, 120]
|S (∆kx)|2 = σδ
2
2
√
pi
exp
(
−σ
2 (∆kx)2
4
)
. (4.6)
Experimental measurements using atomic force microscopy have shown that the Gaussian
function is generally a good approximation [114], although in some cases, such as polished
surfaces, an exponential autocorrelation function is more appropriate. In cases where it is
not possible to directly measure the surface topology, the PSD function can be found from
the angular dependent emission intensity resulting from SPP scattering [103]. By fitting
the analytic PSD expression (equation 4.6) surface roughness characteristics such as the
correlation length and rms can then be extracted. Knowledge of the PSD should prove
useful for studying the effect of roughness on the MIM waveguide modes by determining
the range of momenta that can be transferred to and from the interfaces. Additionally
the PSD can be used to compare the roughness parameters used in simulations to realistic
values determined from experiments.
4.2 Implementing Roughness in FDTD
In order to investigate the effect of surface roughness on wavepacket propagation in the
MIM waveguide, a method for generating statistically random rough interfaces and incor-
porating them into FDTD simulations is required. Following from the previous section it is
assumed that the roughness profile can be described as a random height perturbation with
amplitudes following a normal distribution around the average interface position between
adjacent layers in the waveguide. This is represented by the roughness function ∆y(x)
with a zero mean value and a magnitude characterised by the root mean square height
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Figure 4.2: (a) 200nm section of a typical roughness profile generated with an rms
height of 1nm, (b) the corresponding autocorrelation function of the full 200µm long
roughness profile calculated numerically (black dots) and fit with a Gaussian function
(red line) used to extract the rms height δ and correlation length σ. (c) The numer-
ically calculated (black dots) PSD compared to the analytically predicted form (red
line).
δ. Each individual realisation of the roughness function ∆y (x) is created by choosing
a random displacement of the interface, in the vertical direction, at a single point every
10nm along the x-axis, uniformly distributed in the range ±h where h ≈ 2δ, approximately
twice the desired rms height. Linear interpolation is then performed to more accurately
resolve ∆y (x). A short 200nm section of an example roughness profile ∆y (x) generated
for h = 2nm is shown in figure 4.2 (a), in practice ∆y (x) extends along the whole length
of the computational domain which for these simulations is 200µm long.
As this is a computational implementation, where the roughness profile has been explicitly
defined, the autocorrelation function can be directly computed as
G (x) = FT−1
{
FT−1 [∆y (x)] FT [∆y (x)]
}
, (4.7)
where FT and FT−1 represent the discrete Fourier and inverse Fourier transforms re-
spectively. The power spectral density function can then be found by taking the Fourier
transform of G (x). An example plot of both the autocorrelation function and the PSD for
a typical roughness profile generated with h = 2nm is shown in figure 4.2 (b)-(c). By fit-
ting a Gaussian function to the calculated autocorrelation distribution, the rms height and
correlation lengths can be extracted. For a sample size of 100 different roughness profiles,
generated with h = 2nm, the average rms height was found to be δ = (0.946 ± 0.005)nm
with an average correlation length of σ = (8.5± 0.1)nm which compares well to experi-
mental studies of roughness on ITO thin films [121, 122]. The rms value can be increased
via the peak height h while the correlation length is dependent on the distance between
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Figure 4.3: (a) Process of applying surface roughness to the discretised FDTD grid
using integration of the roughness function to determine material filling factors F1,2.
(b) Permittivity of grid cells near the rough interfaces are then calculated via the
weighted sum of the two material permittivites 1,2.
each randomly chosen height perturbation along the x-axis (here always set at 10nm).
The PSD of the roughness profile was then calculated by taking the discrete Fourier trans-
form of the autocorrelation function and compared to the analytic expression, equation
4.6, using the rms height and correlation length extracted from the autocorrelation func-
tion. In terms of the ∆kx distribution good agreement is observed between the two sets of
results, although it was found that the analytic expression underestimates the amplitude
by a factor of approximately 4-6 times, the reasons for this remain unclear but are likely
related to the method used here for generating roughness profiles. From the PSD it can
be seen that a very wide range of ∆kx momenta can be transferred from the rough surface
to both waveguide modes and free space radiation. This indicates that rough interfaces
could potentially lead to coupling between different waveguide modes as well as increasing
the radiative loss, which will be studied in a later section.
Next the statistically rough interfaces have to be incorporated into the FDTD simula-
tions. Unfortunately, due to computational limitations, the surface roughness profile can
not be fully resolved in the simulations as there is a large discrepancy in scales between
the wavepacket envelope (≈ 100µm) and roughness features ≈ 1 − 10nm. To overcome
this problem, the FDTD grid cells around the rough interfaces are assigned an effective
permittivity based on the volume effective permittivity (VEP) method [123]. Here the
roughness profile yr (x) = y0 + ∆y (x) is numerically integrated inside each cell it passes
through, to find the filling factors F1 and F2 of the materials above and below the inter-
face. The effective permittivity of these grid cells are then determined by the weighted
sum eff = 1F1 +(1−F1) 2. Using this method the rough interfaces are approximated as
thin layers exhibiting a randomly varying permittivity along the length of the waveguide.
With roughness applied to all interfaces in the MIM waveguide, simulations could then be
performed to determine the effect on the propagation and loss characteristics.
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4.3 Effect on Velocity
Propagation of wavepackets in the rough MIM waveguide will be influenced by four main
factors:
1. The underlying dispersion of the smooth waveguide structure.
2. The angle of incidence, which determines where on the dispersion curve the wavepacket
will lie.
3. The rms height of the surface roughness.
4. The local topology of surface roughness in the region of the wavepacket.
In the case of smooth interfaces the influence of waveguide dispersion can be revealed via
the angular dependence of propagation; for example wavepackets excited with angle of
incidence θi = 21.6◦ will propagate with a positive group velocity while at 13.6◦ the group
velocity is negative. As the group velocity of the complex-ω mode varies continuously,
as shown in the previous chapter, then there is an intermediate angle where the group
velocity goes to zero and the wavepacket is stopped, see figure 4.4 (a).
In rough waveguides, to separate the four processes influencing propagation, identified
above, wavepackets were excited in the MIM waveguide at two incident angles for a variety
of rms heights and repeated 20 times for different roughness profiles. The change in
position of the wavepacket’s centre of energy over time was recorded in each case. As in
the smooth case, comparing the propagation at different angles of incidence will reveal any
influence of the underlying modal dispersion. Repeating the simulations 20 times for each
rms height should provide a reasonable sample size in order to separate the systematic
impact of increased rms height from the random nature of the particular local roughness
topology.
In these simulations an incident plane wave with a Gaussian envelope was used to excite
the TM2 mode with the out-of-plane excitation scheme described in the previous chapter.
The incident frequency was set to correspond to λ0 = 1.55µm and incidence angles of
θi = (17.6± 4)◦ were used with the beam FWHM set equal to 30λ0. The incident wave
was switched on smoothly over a period of 200fs, then sustained at its peak amplitude for
800fs before being switched off over another 200fs. Propagation of the wavepacket was
then measured using the centre of energy method discussed in the previous chapter. Each
trace of the centre of energy was normalised to zero at t = 1.1ps so that the change in
position could be easily compared between simulations. Roughness rms heights between
0.5-3nm were investigated increasing in 0.5nm increments. The combined results of 20
simulations at each rms height and incidence angle are shown in figure 4.4 (b)-(g).
Remarkably, in simulations with low levels of surface roughness (0.5-1nm rms) it was found
that the wavepackets continue to propagate with a constant velocity, shown by the linear
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Figure 4.4: Change in the centre of energy position of wavepackets excited in MIM
waveguides as a percentage of the initial pulse FWHM (30λ0). For waveguides with
smooth (a) and rough interfaces (0.5-3nm rms height, (b)-(g)). Red lines indicate
wavepackets incoupled at an angle of incidence θi = θZGV + 4◦ while blue lines corre-
spond to an incidence angle θi = θZGV − 4◦. For cases (a)-(c) an optimal angle has
been found corresponding to near zero propagation shown by the solid black lines.
The dashed black lines in (d)-(g) mark the zero position.
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evolution of the centre of energy position with time. Additionally, the propagation, and
hence group velocity, still shows a clear dependence on the angle of incidence. This indi-
cates that the underlying waveguide dispersion still has a strong influence on wavepacket
propagation and so, assuming the group velocity varies continuously, there should still
be an angle of incidence which corresponds to a zero group velocity. To test this, the
angle of incidence was optimised for MIM waveguides with rms heights of 0.5 and 1nm
for a single roughness profile. In both cases it was found that near zero propagation was
indeed possible at shifted incidence angles (figure 4.4 (b) and (c)). For rms height of
0.5nm a centre of energy velocity of vCoE ≈ 7 × 10−6c was found for an incidence angle
θ = 19.58◦. While for rms height of 1nm a centre of energy velocity of vCoE ≈ 1 × 10−5c
was found for an incidence angle θ = 22.67◦. In comparison, wavepackets are stopped
(vCoE ≈ 5 × 10−6c) in the smooth structure at an angle of θ = 17.6◦. Although it is still
possible to achieve near zero group velocities the surface roughness does have an increasing
influence on propagation. This appears as both a systematic effect, whereby the group
velocity becomes increasingly negative as the rms height increases (shown by the negative
shift in the average end position of the wavepacket) and a random effect observed in the
spread of propagation paths for simulations with different roughness profiles but the same
rms height.
For rms heights above 1nm the propagation characteristics change dramatically. There
is no longer a clear angular dependency, showing that the local roughness profile now
has a stronger influence on propagation than the underlying waveguide dispersion. As
the rms height increases up to 3nm the propagation of wavepackets begins to resemble a
diffusion-like process, being equally likely to travel in the positive or negative x-directions
and in many cases with a non-constant velocity. The random motion of the wavepacket in
the presence of large roughness is due to an increased backscattering of energy from the
surface inhomogeneities. This is clearly evident in the x-component of the electromagnetic
Poynting vector shown in figure 4.5 (a.ii)-(d.ii). In the smooth waveguide, energy in the
dielectric core only travels in the positive x-direction whereas at 3nm rms pockets of
negative energy flow in the core are observed. This enhanced backscattering leads to a
breakup of the pulse envelope and so the concept of group velocity is no longer applicable in
this situation. Field hotspots along the rough interfaces can be seen in plots of the electric
field amplitude (figure 4.5 (a.i)-(d.i)). At these positions the electric field shows a strong
enhancement in comparison to the smooth waveguide reaching up to 3.5 times higher in
structures with 3nm rms. As mentioned previously, enhancement of the electric field on
rough surfaces is well known and can be used for different applications such as SERS and
second harmonic generation. However, for stopped light, the change in behaviour from
waveguide mode to localised plasmons is detrimental, as the propagation can no longer be
controlled by the waveguide dispersion.
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Figure 4.5: Electric field amplitude (a.i)-(d.i) and the x-component of the Poynting
vector (a.ii)-(d.ii) in the MIM waveguide with smooth interfaces (a) and rough in-
terfaces with rms = 1nm (b), 2nm (c) and 3nm (d). Higher electric field amplitudes
are shown in lighter colours. For the Poynting vector, energy flow in the positive
x-direction (forwards propagation) is shown in red while blue denotes energy flow in
the negative x-direction (backwards propagation). Grey boxes highlight the positions
of ITO layers.
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To better understand the systematic negative shift in the wavepacket finishing position
observed in the MIM waveguide with low roughness (0.5-1nm), TMM calculations are
performed. In the FDTD implementation the roughness profiles only affects grid cells
directly above and below an interface. The permittivity of these grid cells are then given by
the weighted average of the permittivity of the two materials either side of the interface. As
the wavelength inside the waveguide is much longer than the roughness correlation length
λeff = λ0/neff ≈ 5090nm ≈ 600σ, the two thin strips (of grid cells) either side of an interface
can be treated as an effective medium in the propagation direction. The permittivity of
these effective layers is assumed to be equal to the average effective permittivity of the
FDTD grid cells next to the waveguide interfaces, averaged along the whole length of
the waveguide. The dispersion and modal loss of the MIM waveguide, incorporating these
effective layers (10nm in height) above and below each interface, was then calculated using
the TMM. It was found that, as the rms height increased, the zero group velocity point
shifted to a higher wavevector and lower frequencies. This means that the group velocity
at wavevectors corresponding to the two incident angles used in the FDTD simulations
become increasingly negative, qualitatively matching the behaviour observed in FDTD
simulations up to rms heights of around 1.5nm (see figure 4.6). Above this rms height
the group velocity extracted from FDTD simulations is no longer meaningful in describing
propagation due to breakup of the pulse. This comparison between FDTD simulations
and TMM calculations suggests that the systematic effect of roughness at low rms heights
is primarily due to the average change in permittivity around the rough interface while
scattering effects become increasingly dominant as the rms height increases.
4.4 Modal Loss
The effect of surface roughness on modal loss was investigated in FDTD simulations using
the loss rate extraction method introduced in the previous chapter. In order to accurately
capture the radiative loss rate and avoid cutting through the rough surface, the upper
edge of the integration contour was set to be 20nm above the waveguide surface. Loss rate
measurements were taken from the same simulations performed in the previous section.
From figure 4.7 it can be seen that the total loss rate increases approximately exponentially
with the roughness rms height. Interestingly when the total loss rate is separated into
radiative and dissipative contributions it was found that the increased loss came solely from
a rise in dissipative losses while the radiative loss actually fell, in contrast to studies of SPPs
on single interfaces where radiative loss is generally increased by roughness [103]. However,
these results are in good agreement with a previous study conducted on the effect of
roughness on modal loss in a similar metal-insulator-metal waveguide. In [113] the authors
also found that losses in a rough MIM waveguide increase almost exponentially with
89
4 Impact of Surface Roughness on Stopped-Light
(b)(a)
-4o +4o
RMS ZGV
Fr
eq
ue
nc
y (
TH
z)
191
191.5
192
192.5
193
193.5
194
Propagation constant β (μm-1)
0 1 2 3 4 5
FDTD
TMM
-4o
+4o
Gr
ou
p v
elo
cit
y (
x1
0-3
c)
−4
−3
−2
−1
0
1
2
Roughness rms height (nm)
0 0.5 1 1.5 2 2.5 3 3.5
Figure 4.6: (a) Dispersion curves of the TM2 mode in MIM waveguides with smooth
(red) and rough interfaces where rms = 1nm (green), 2nm (blue) and 3nm (pink).
Roughness is modelled as a slight variation of permittivity near the interfaces propor-
tional to rms height. The changing position of the ZGV point is marked by the black
dashed line while red and blue dashed lines highlight wavevectors corresponding to the
two angles of incidence used in simulations. (b) The average group velocity (points)
extracted from simulations compared to group velocity calculated from dispersion
curves (a) for angles of incidence θZGV ± 4◦ (red, blue respectively).
the rms height which was attributed to reflections from the rough surface and enhanced
dissipation in the metal layers. For correlation lengths below ∼ 20nm (for comparison 8nm
is used here) it was demonstrated that the increased loss rate was primarily due to a rise in
dissipative absorption, while at higher correlation lengths reflection from the surfaces came
to dominate. Scattering losses peaked at correlation lengths equal to σ = λeff/2
√
2 (where
λeff is the modal wavelength in propagation direction), associated with Bragg reflection
from the interfaces. This type of enhanced reflection would be expected to have a large
impact on the propagation characteristics. However, for the TM2 mode studied in this
work, at the stopped light point the effective wavelength is λeff ≈ 4.5µm and so Bragg
reflection would not be expected to occur until the roughness correlation length approaches
σ ≈ 1.6µm which is much greater than experimentally measured values for ITO reported
in [121, 122].
To gain greater insight into the effect of roughness on absorption, loss rates were also
calculated using the TMM, assuming the inclusion of thin effective medium layers as
discussed in the last section. These loss rates are compared to the loss rate extracted
from FDTD simulations in figure 4.7. In this case the TMM results actually predict a
small initial drop in the total loss rate before increasing sharply for rms heights above
2nm primarily influenced by the change in dissipative losses. The small contribution from
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radiative loss is observed to rise slightly before decreasing again above 2nm rms height.
Differences between the loss rates calculated from the TMM and those extracted from
FDTD simulation are likely due to scattering effects.
Previous works investigating SPP propagation on rough metal surfaces found that in-
creased radiative loss was caused by momenta being transferred from the metal surface to
the SPP mode reducing the wavevector inside the light cone and transforming the SPP into
freely propagating photons [103]. Due to the flatness of the TM2 modal dispersion studied
here, scattering to lower wavevectors will only result in transformation into the same TM2
mode but at a different wavevector. As the dissipative and radiative loss rates of the TM2
mode are relatively uniform over the wavevector range 0 to 5µm−1 (see figure 4.8), where
there is a frequency overlap with the incident frequency, transformation between k-states
of the TM2 mode have only a small impact on the loss rate. Larger transfers of momen-
tum could potentially transform the TM2 mode into an SPP on the waveguide surface due
to the frequency overlap of the dispersion curves (see figure 4.8). This would require a
momentum transfer equivalent to ∆kx ≈ 3.9µm−1 which is well within the roughness PSD
half width (HWHM ≈ 200µm−1) calculated in section 4.2. TMM calculations show that
dissipative losses of the SPP are approximately 1.5 times higher at the incident frequency
(2pic/1.55µm) than for the TM2 mode, while the radiative losses are zero as the SPP is
a bound mode. Thus coupling to the SPP could explain the difference in behaviour of
the dissipative and radiative losses observed in FDTD simulations compared to the TMM
calculations figure 4.7.
In order to test whether the rough interfaces were causing a transformation between the
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Figure 4.8: (a) Dispersion diagram of TM modes in the MIM waveguide highlighting
the potential transformation of momentum from the incident wavevector (point 1) to
higher wavevectors (point 2) or to the SPP mode (point 3). (b) The corresponding
loss rates of waveguide modes. (c.i)-(f.i) kx-spectra of the Ey field component (c.ii)-
(f.ii) 100nm above the waveguide surface (blue dashed line) for smooth (c) and rough
interfaces with rms = 1nm (d) 2nm (e) and 3nm (f).
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TM2 and SPP modes the electric field k-spectrum near the waveguide surface was ex-
tracted. This was done by taking the Fourier transform of the y-component of the electric
field 100nm above the upper ITO surface along the length of the waveguide (see fig-
ure 4.8 (c.ii)-(f.ii) blue dashed line). The extracted k-spectrum was found to peak at
a value of k ≈ 1.49µm−1 in the absence of roughness, which corresponds simply to the
incidence angle used in these simulations k = k0 sin (21.56◦) = 1.489µm−1. When rough-
ness is introduced the k-spectra still peak strongly at k ≈ 1.49µm−1 but an additional,
much broader, peak appears centred at k ≈ 5µm−1 which grows in amplitude as the
roughness rms height increases (see figure 4.8 (c.i)-(f.i)). The central wavevector of this
second peak closely matches the wavevector of the SPP mode at the incidence frequency
kSPP (λ0) ≈ 5.15µm−1, giving strong evidence that the SPP mode has been excited, which
can only be a result of momentum transfer from the surface (due to the bound nature
of the SPP). Although the amplitude of the SPP peak becomes comparable to the TM2
peak for large rms heights it is still much lower than the TM2 fields at the centre of the
waveguide which are roughly 12 times higher than at the surface. Hence, only a small
amount of energy is being lost by the TM2 mode to the SPP although this could be
enough to explain the difference between the loss rate extracted from FDTD simulations
and those predicted by TMM calculations (figure 4.7). Coupling to SPPs could potentially
be mitigated by including a thin layer of high dielectric above the upper ITO layer which
would shift the plasmon resonance to lower frequencies without significantly affecting the
TM2 modal dispersion. This could reduce the loss rate, although it would not be expected
to improve propagation characteristics of the wavepacket, as this is primarily affected by
energy localising on the rough interfaces of the waveguide core.
4.5 Conclusion
In this chapter, the impact of surface roughness on modal propagation and loss in the
MIM waveguide has been investigated. Initially, background theory regarding the propa-
gation of SPPs on rough surfaces was discussed. It was shown that rough surfaces can be
characterised by a Gaussian autocorrelation function and that momentum can be trans-
ferred between waveguide modes and free-space photons via the rough surface, the range
of momenta being given by the power spectral density.
Following this introduction, a method for generating suitable roughness profiles and ap-
plying them to the discrete FDTD grid was presented. Surface characteristics such as rms
height and correlation length were extracted by calculating the autocorrelation function.
These results compared well with experimentally reported measurements of ITO surfaces.
Finally, the power spectral density was calculated, indicating that rough interfaces could
transfer a very broad spectrum of momenta to the waveguide modes.
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Next, wavepackets, corresponding to the TM2 mode near the stopped light point, were
injected into the rough MIM waveguide. It was shown that surface roughness had both
a systematic effect on propagation, resulting from the average change in permittivity
near the interfaces, and random effects, due to scattering from surface inhomogeneities.
Remarkably, it was found that extremely low group velocities (vg ≈ 1 × 10−5c) could
still be achieved in the MIM waveguides with rms heights below 1.5nm. The resilience
of stopped light to surface roughness can be attributed to the fact that, in the MIM
waveguide, stopped light arises from counter propagating energy flows in the metal and
dielectric layers. From a plot of the modal Poynting vector (figure 4.5) these opposing
energy flows were still observed in the presence of surface roughness thus enabling light to
be decelerated to extremely low group velocities.
For very rough interfaces, with rms heights of 1.5-3nm, the modal fields began to show
strong localisation to surface inhomogeneities. This resulted in a breakup of the pulse
envelope and so the concept of group velocity could no longer be strictly applied in the
FDTD simulations. Propagation became increasingly random with no apparent depen-
dence on incident angle, showing that the influence of roughness was greater than the
underlying waveguide dispersion.
The rough interfaces also affected modal attenuation, leading to an increase of dissipative
loss, while radiative losses decreased. This could not be fully explained by the change
in average permittivity near interfaces which only led to an increase in the loss rate at
very high rms heights. It was found that, due to the transfer of momentum from the
rough waveguide surface, some of the TM2 modal energy was being converted into SPPs
confined to the Air/ITO interface. This led to an increase in the overall dissipative loss
due to the higher loss rate of the SPP mode, while radiative losses decreased, reflecting
the bound nature of the SPP mode. These results are in good agreement with a previous
study investigating modal loss in a similar MIM waveguide design. In [113] the authors
reported an increase in dissipative loss as the rms height of the surface roughness was
raised, which was primarily due to increased dissipation in the metal when the roughness
correlation length was below 20nm, as is the case for results presented in this chapter.
This chapter completes the portion of this thesis devoted to studying stopped light in pas-
sive NRI and MIM waveguides. Two waveguide structures, a metamaterial NRI waveguide
and a plasmonic MIM waveguide, were introduced and their modes were characterised be-
fore the influence of material loss and surface roughness on stopped light were studied in
depth in the MIM waveguide. Through TMM calculations and FDTD simulations it has
been shown that zero group velocity can still be achieved even in the presence of dissipa-
tive loss and low levels of surface roughness. Thereby it was demonstrated that light can,
in principle, be stopped in realistic structures, potentially providing a route to realising
the proposed applications of stopped light. In the next half of this work the interaction of
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stopped light with gain media is investigated in active NRI and MIM waveguides leading
to the new concept of stopped light lasing.
95
96
5 Loss-Compensation and Amplification in Active
Stopped-Light Waveguides
In the previous chapters, it has been shown that extremely low group velocities can be
supported in plasmonic and metamaterial waveguides even in the presence of realistic
material loss and low levels of surface roughness. However, dissipative losses inherent
to the metallic components in these structures limit the lifetime of slow light excitations
and present a barrier to realising practical applications of slow and stopped light, such as
optical trapping.
The issue of ohmic loss in plasmonic and metamaterial devices is well known and has been
shown to affect the performance of a number of proposed applications including perfect
lenses and optical cloaks. In recent years, several groups have proposed using optical gain
media as a means to compensate ohmic loss. Experimental studies have demonstrated
partial compensation for surface plasmons at visible and infrared wavelengths using a
variety of gain media such as dye molecules [39], erbium ions [40] as well as quantum dots
[41] and quantum wells [42]. For NRI metamaterials there was an initial concern that
loss compensation could lead to the disappearance of negative refractive index based on
arguments of causality [50]. However, recent works have shown that these arguments have
limited applicability and that loss compensation can indeed be achieved while maintaining
negative refractive index [48, 49, 51].
Theoretical studies have found that loss compensation in stopped light waveguides reduces
the band splitting observed in the complex-k solutions, even restoring the stopped light
points when losses are fully compensated [88, 90]. Although this is not necessary for
achieving stopped light, as shown in the previous chapters, loss compensation would be
beneficial for increasing the lifetime of trapped wavepackets. Additionally, it has been
predicted that the modal gain experienced by a pulse propagating along a set length of
gain material will be greatly enhanced by reducing the group velocity [55], which could
enable the miniaturisation of optical amplifiers required for on chip integration at the
nanoscale [46].
In this chapter, the use of gain media for the compensation of losses in the MIM and NRI
waveguides and the effect on propagation characteristics are investigated. The results
presented in this chapter concerning the NRI waveguide have been published in Physical
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Review B [21], while the analysis of the MIM waveguide has formed part of a publication
reporting the properties of a stopped-light laser that is currently under review.
In section 5.1 two gain models that will be employed in the numerical investigations
in this chapter are discussed. The first uses a basic Lorentzian function to describe the
frequency dependent permittivity of gain media with negative absorption coefficients. The
second model, based on a self consistent Maxwell-Bloch approach, efficiently describes the
response of a four-level gain medium. This time domain model allows for a wider range of
effects to be taken into account such as spatial hole burning, where the gain inversion can
become depleted at positions of high signal field intensity. In section 5.2, loss compensation
in the NRI waveguide is considered, by placing two layers of gain material either side of
the NRI core in order to supply energy to the waveguide modes through their evanescently
decaying fields in the cladding layers. The effect on the modal dispersion and loss rate
is analysed using semi-analytic calculations. It is shown that the overlap of the modal
fields with the gain material varies with the width of the waveguide core and that this
has a strong impact on the level of loss compensation that can be achieved. A similar
analysis is applied to the MIM waveguide in section 5.3. Here, a four-level gain medium
is incorporated into the core of the waveguide, and the effect on modal dispersion is
investigated for different levels of inversion of the gain molecules using TMM calculations.
These results are then compared to FDTD simulations incorporating a full time-dependent
four-level model in section 5.4. Finally, an efficient scheme for optically pumping the gain
molecules is introduced and demonstrated in section 5.5. This chapter concludes with a
summary of the main results, presented in section 5.6.
5.1 Gain Media
Due to the high losses associated with the excitation of SPPs in plasmonic and metamate-
rial waveguides, only materials capable of supplying a high gain coefficient can be consid-
ered for loss compensation [44]. Suitable materials include laser dyes such as Rhodamine
6G, which have been used in several experiments demonstrating stimulated emission of
surface plasmons [124]. One downside of laser dyes is that photobleaching can quickly
lead to a loss of amplification and strategies have to be devised to mitigate this effect [39].
Other gain materials, like semiconductors, do not suffer from photobleaching and also have
the potential for high gain coefficients [44, 125]. Recently, lasing was demonstrated in a
MIM plasmonic waveguide using InGaAs as a gain material [45]. Additionally gain me-
dia such as quantum dots have also been considered for loss compensation and plasmonic
lasing devices [47].
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5.1.1 Lorentzian Gain Model
In order to investigate the effect of gain on the loss and dispersion properties of waveguide
modes, efficient models are needed to describe the interaction of electromagnetic waves
with the gain medium. A model that is often used to describe the small-signal (low
amplitude fields) frequency response of a gain material’s permittivity is given by the
Lorentzian function. The Lorentizan model results in a line shape similar to that produced
by, for example, an electronic transition in a quantum dot [126]. However, it does not take
into account changes in the level of inversion and so is only applicable for describing the
response of gain media to low amplitude fields. Additionally a spatially homogeneous
inversion is assumed which may not be the case depending on the pumping scheme used.
Nonetheless the Lorentizan gain model can provide useful insight into the effect of gain
on waveguide dispersion.
In the time domain the polarisation field dynamics resulting from the interaction of an
electric field with the Lorentzian gain medium is given by
∂2
∂t2
P+ 2ΓL
∂
∂t
P+ ω2LP = −0∆ω2LE , (5.1)
where ∆ is related to the magnitude of the gain coefficient, ΓL is the HWHM of the
gain lineshape centred around ωL the resonance frequency (see figure 5.2). This response
can be reformulated assuming a harmonic time dependence of the polarisation to give the
frequency dependent permittivity of the gain
L (ω) = h +
∆ω2L(
ω2L − i2ΓLω − ω2
) , (5.2)
where h is the permittivity of the host material containing the gain medium.
5.1.2 Maxwell-Bloch Four-Level Model
A description for the interaction of electromagnetic waves with a gain medium, that is
valid beyond the small-signal approximation, is given by the semiclassical Maxwell-Bloch
approach [48, 127]. Here the electric field E (r, t) is treated classically and the quantised
electronic system of the gain is modelled as an electric dipole. Semiclassical Bloch equa-
tions are used to describe electronic transitions between different energy states in the gain,
which are driven by the applied electric field. Expressions for the resulting real valued
polarisation response can then be formulated and incorporated into the FDTD algorithm.
A detailed description of the implementation that is employed in numerical simulations in
this chapter can be found in [127].
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Figure 5.1: Schematic representation of the four-level system showing the radiative
transitions (solid arrows) and non-radiative transitions (dashed arrows) along with
their associated parameters.
Several gain media, such as laser dyes, can be modelled as a four-level electronic system
with an absorption and emission transition. A schematic diagram of a basic four-level
system is shown in figure 5.1. Here, carriers in the ground state, level 0, can be excited
to level 3 via the radiative absorption of a photon with frequency ωa, while carriers in the
upper lasing level 2 can decay to level 1 via the emission of a photon with frequency ωe.
Additional transitions between levels (3-2) and (1-0) are assumed to take place via fast
non-radiative decay.
The temporal dynamics of the four level occupation densities (N0 to N3) are governed by
the following set of differential equations [48],
∂N3
∂t
= −N3
τ30
+ 1
~ωr,a
(
∂
∂t
Pa + ΓaPa
)
·E− N3
τ32
, (5.3)
∂N2
∂t
= N3
τ32
+ 1
~ωr,e
(
∂
∂t
Pe + ΓePe
)
·E− N2
τ21
, (5.4)
∂N1
∂t
= N2
τ21
− 1
~ωr,e
(
∂
∂t
Pe + ΓePe
)
·E− N1
τ10
, (5.5)
∂N0
∂t
= N1
τ10
− 1
~ωr,a
(
∂
∂t
Pa + ΓaPa
)
·E+ N3
τ30
, (5.6)
where Γi is the spectral HWHM of the radiative transition i = a, e and τm,n represent the
lifetimes of non-radiative relaxation processes between levels m and n. The polarisation
densities Pa (r, t) and Pe (r, t) associated with the absorption and emission transitions are
driven by an applied electric field and evolve dynamically as,
∂2
∂t2
Pe + 2Γe
∂
∂t
Pe + ω2ePe = −σe∆NeE , (5.7)
∂2
∂t2
Pa + 2Γa
∂
∂t
Pa + ω2aPa = −σa∆NaE , (5.8)
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where ∆Ne (r, t) = N3 (r, t) − N0 (r, t) and ∆Na (r, t) = N2 (r, t) − N1 (r, t) are the spa-
tially and temporally varying population inversions of the two transitions. The reso-
nance frequencies of these transitions are given by ωi =
√
ω2r,i − Γ2i . Coupling constants
σi = 20nhc0Γiσ0,i are related to the absorption and emission cross sections σo,i as well
as the refractive index of the host material nh. By tuning these various parameters the
Lorentzian lineshape of the absorption and emission transitions can be fit to experimen-
tally observed data for the chosen gain medium.
This four-level model can be used to study the nonlinear interaction of light with optically
pumped gain media, such as laser dyes, beyond the small-signal regime accounting for the
effects of gain saturation and depletion as well as above threshold phenomena such as the
dynamic transition to lasing that can occur in the presence of feedback mechanisms.
The presence of four-level systems in a host medium leads to a perturbation of the refrac-
tive index resulting from the absorption and emission polarisation densities. This can be
found from the frequency dependent polarisation response
Pj (ω) = − pi2ωLj (ω)
[
ω2j − ω2
2Γjω
+ i
]
σj∆NjE (ω) , (5.9)
where
Lj = 1
pi
4Γjω2(
ω2j − ω2
)2
+ 4Γ2jω2
≈ 1
pi
Γj(
ω2j − ω2
)2
+ Γ2j
|ω≈ωj , (5.10)
is the lineshape of the resonances, which can be approximated by Lorentzian distributions
near their resonance frequencies ω ≈ ωj . The frequency dependent permittivity of the
gain medium can then be found from Pj (ω) = 0χj (ω)E (ω) giving
g (ω) = h − pi20ω
∑
j=a,e
L (ω)
[
ω2j − ω2
2Γjω
+ i
]
σj∆Nj , (5.11)
where h is the host permittivity. This permittivity response model can be used in semi-
analytic TMM calculations to efficiently calculate the effect of the four-level systems on
the dispersion of waveguide modes at varying levels of inversion, although this assumes a
static, spatially homogeneous inversion profile and small signals.
5.2 Evanescently Coupled Gain in a Metamaterial
Waveguide
In this section, a scheme to compensate losses in a NRI waveguide is presented and the
effect on the modal dispersion and loss is analysed. This scheme aims to supply energy to
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the lossy waveguide modes via two thin layers of gain material located adjacent to the NRI
core layer. The gain is not incorporated into the NRI material itself as the microscopic
structure of the metamaterial generally produces field hotspots which could couple to the
gain producing unexpected behaviour that would not be accounted for by the material
models used here. With the gain layers positioned next to the core, only the evanescent
tails of the modal field will interact with the gain; hence this scheme is here referred to as
evanescent gain.
To investigate the effect of evanescent gain four possible scenarios are considered; (I) a
lossless NRI core with no gain layers, (II) including loss in the NRI core (III) a lossy NRI
core surrounded by gain layers and (IV) a lossless NRI material including gain layers. In
all four cases the width of the NRI core was set to 262.5nm and, where included, the gain
layers have a width of 187.5nm. As was the case in chapter 3, the frequency response
of the NRI material’s refractive index is modelled using a double Drude dispersion. For
the gain layers the frequency dependent permittivity is assumed to follow the Lorentzian
lineshape introduced in the previous section. Here, h = 1.001 is chosen for the background
permittivity, ∆ = −0.0053 sets the magnitude of the gain coefficient and the central
frequency of the resonance is ωL = 2pi × 370 × 1012 rad·s−1 with a FWHM of ΓL =
1014 rad·s−1. The dispersion of the gain near the emission frequency leads to a small
variation in the refractive index away from the background value (previously assumed to
be air). As can be seen in figure 5.2, below the emission frequency the refractive index is
slightly lowered, whereas at higher frequencies it is increased relative to the background
refractive index. In comparison, the imaginary part of the refractive index forms a single
peak centred at the emission frequency, which can be expressed as an absorption coefficient
αg (ω) = 2Im(ng (ω))ω/c. For gain media the absorption coefficient takes negative values,
which corresponds to an exponential increase in the modal intensity as it propagates along
the waveguide. The Lorentzian model parameters used here yield a peak gain coefficient
of g0 ∼ 4770cm−1 at the central emission frequency ωL.
Figure 5.3 shows the loss and refractive index of the TMb2 mode for the four different cases
detailed above. In each case, the real part of the effective refractive index is almost iden-
tical with only a small difference observed when gain layers are included. This variance
is likely due to the slight change in the refractive index of the gain layers in comparison
to the air background. Large differences are observed in the modal absorption coefficients
ranging from positive to negative values corresponding to modal decay and amplification,
respectively. For case III, where both loss and gain are included, full loss compensation is
found to occur at a frequency of ω ∼ 2pi × 400.4× 1012 rad·s−1. Below this frequency the
effective absorption coefficient becomes negative indicating the overcompensation of dissi-
pative loss and amplification of the modal fields. Furthermore, the absorption coefficient
in case III (αIII ) is equal in magnitude to the linear sum of the absorption coefficients
102
5.2 Evanescently Coupled Gain in a Metamaterial Waveguide
(b)(a)
εb
Re
al 
pa
rt o
f re
fra
cti
ve
 in
de
x
0.98
0.99
1
1.01
1.02
Frequency (THz)
300 350 400 450
Ga
in 
co
eff
ici
en
t (c
m-
1 )
0
1000
2000
3000
4000
5000
Frequency (THz)
300 350 400 450
Figure 5.2: Refractive index dispersion of the gain medium used to compensate losses
in the NRI waveguide. (a) A small change in the real part of the refractive index is
observed while the imaginary component (b) corresponds to a large gain coefficient
peaking at g0 ∼ 4770cm−1.
in cases II and IV (αII and αIV ). This equivalence is due to the fact that the profile
of the modal fields is not affected by the inclusion of the gain layers. In chapter 3 it
was shown, using Poynting’s theorem, that the modal loss, or gain, can be found from
the summation of individual polarisation responses: Γt =
N∑
j=1
〈
P˙j ·E− dujdt
〉
/U . Hence,
the effective absorption coefficient is proportional to the confinement, Fj , of the modal
intensity to each layer multiplied by the layer’s absorption, or gain, coefficient, αj , i.e.
αeff (ω) ∝
N∑
j=1
Fj (ω)αj (ω). As the refractive index is relatively unchanged across the four
cases, the confinement of the fields in each layer (FNRI, FGain) remain the same. Thus it
can be seen that the effective absorption coefficient of case III will be equal to the sum of
those in cases II and IV.
So far, it has been shown that evanescent gain is a viable method for loss compensation in
the NRI waveguide, maintaining a negative effective index of the waveguide mode, which
is in agreement with recent numerical and experimental studies of loss compensation in
NRI metamaterials [49, 128]. Next, the effect of loss compensation and amplification in
the slow light regime is considered. For this investigation, both loss and gain are included
in the waveguide with the same parameters used in case III studied above. Here, the
dependence of the group velocity and absorption coefficient on the thickness of the NRI
core is calculated for both complex-ω and complex-k solutions at a constant frequency of
ω = 2pi × 400×1012 rad·s−1.
Figure 5.4 shows that when the thickness of the waveguide core is reduced the modal
gain coefficient increases dramatically. As the frequency is constant, the material gain
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Figure 5.3: (a) Refractive index dispersion and (b) absorption coefficient of the TMb2
mode for the different combinations of loss and gain specified for cases I-IV. (cyan
dashed line is the linear sum of case II and IV).
and loss remain fixed and so the observed change in the modal gain can only be due to
a redistribution of the modal fields in the waveguide. For smaller core widths a greater
proportion of the field will lie outside the NRI layer. This has the double benefit of both
decreasing the field overlap with the lossy core, while simultaneously increasing the overlap
with the cladding gain. Reducing the core width also leads to a decrease in the calculated
group and energy velocities with both going to zero at a thickness of 140 nm for the
complex-ω solution. It is interesting to note that even though the mode now experiences
amplification, the complex-k solution again exhibits the same backbending behaviour that
was observed in the presence of loss. Similar results have been reported in [56]. As it was
shown previously that a wavepacket can indeed be stopped in the presence of loss, despite
the backbending of the complex-k solution, it can reasonably be assumed that light can
also be brought to a standstill in this amplification regime corresponding to the complex-ω
solution.
In order to restore the stopped light points in the dispersion diagram of the complex-k
solutions, it has been shown in the literature that the optical gain must exactly compensate
the modal losses [88]. Further increasing the gain into the amplification regime again leads
to backbending complex-k dispersion removing the predicted stopped light point (as seen
in figure 5.4). As a result a fine balancing of the gain is required to precisely compensate
the loss which could be difficult to achieve in practical systems, but may be required for
certain excitation schemes where the wavevector is not forced to be real-valued, such as end
fire coupling. FDTD simulations of “trapped-rainbow” devices reported in the literature
also suggest that exact compensation of losses is required to restore the ability to trap
light in these structures [88].
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Figure 5.4: (a) Change in energy velocity (solid lines) and group velocity (dashed
lines) for the complex-k solutions (red: forwards mode, blue: backwards mode) and
complex-ω solution (green line) with varying core width. (b) Corresponding change
in the temporal absorption rate for the complex-ω solution (green line) compared to
the rate found from complex-k solutions calculated as 2k”vg,E (dashed and solid lines
respectively).
5.3 Loss Compensation in the Plasmonic Waveguide
In this section, loss compensation in the plasmonic MIM waveguide is investigated by
incorporating gain into the dielectric core layer. In contrast to the NRI waveguide the
gain medium is here assumed to be formed of four-level systems, described using the
Maxwell-Bloch model introduced in section 5.1.2. The wavelength of maximum emission
was set at λe = 1.55µm with a resonance half width of Γe = 25ps−1, corresponding to
∆λe ∼ 32 nm, providing a good overlap with the stopped light point of the TM2 waveguide
mode. For the absorption resonance, the peak wavelength was set at λa = 1.345µm with a
half width of Γe = 25ps−1, corresponding to ∆λa ∼ 24nm. This wavelength was chosen so
that the system could be optically pumped using the TE2 mode, which provides a strong
field enhancement and good spatial overlap with the TM2 mode profile (this pumping
scheme will be discussed in more detail later in this chapter). Other characteristics of
the four-level model, such as absorption and emission cross sections and level decay rates
are given in table 5.1. The carrier density was chosen to be N = 2× 1018 cm−1 resulting
in a maximum gain coefficient of ge = 4180 cm−1 at full inversion. The gain medium is
assumed to be embedded in a material with the same background dielectric constant as
the waveguide core core = 11.68. Gain molecules are incorporated into the core of the
waveguide except for a small buffer of 10nm at the metal interface, which is included to
insulate the gain material from the metallic layers. This also accounts for possible gain
quenching resulting from coupling to lossy surface waves.
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Gain Parameter Description Value
N Carrier density 2× 1018cm−3
ωa/2pi (λa) Absorption frequency (wavelength) 222.8 THz (1345nm)
Γa Absorption half width 25ps−1 (∼ 24nm)
σ0,a Absorption cross section 2.4× 10−15cm2
ga Maximum absorption coefficient 4810cm−1
ωe/2pi (λe) Emission frequency (wavelength) 193.4 THz (1550nm)
Γe Emission half width 25ps−1 (∼ 32nm)
σ0,e Emission cross section 2.09× 10−15cm2
ge Maximum gain coefficient 4180cm−1
τ21 Relaxation time 500ps
τ32 = τ10 Relaxation time 100fs
Table 5.1: Parameters of the four-level systems used to compensate loss in the MIM
waveguide.
As was discussed in section 5.1.2 the inclusion of four-level systems leads to a slight
variation in the refractive index around the background value of the host material, roughly
described by two Lorentzian lineshapes. For the parameters given in table 5.1, the induced
refractive index dispersion is shown in figure 5.5 for varying levels of inversion. It can
be seen that the strength of the absorption and emission resonances are dependent on
the population inversion of the two optical transitions. As the inversion of the emission
transition increases the emission resonance is magnified while the absorption resonance
decreases due to the steady fall in the number of carriers in the ground state. When all
carriers are in the upper lasing level no further absorption can take place. The refractive
index is highly dispersive near the peak emission and absorption wavelengths resulting in
a maximum variation of around 0.8% of the background refractive index: 3.4176± 0.026.
Larger changes in the refractive index are undesirable as this could cause unwanted effects
such as self focusing and the formation of guiding layers.
In this section the ITO waveguide is assumed to be cooled to low temperatures, leading to a
reduction in the collision frequency [129] of the metallic layers to ΓITO = 1.07×1013 rad·s−1.
As a result loss compensation and amplification at the stopped light point can be studied
at lower gain inversions, which reduces the impact of the gain on the refractive index of
the core avoiding unwanted effects such as self focusing and the formation of guiding layers
that can occur when there is a large induced change in the refractive index.
In this initial investigation, the impact of the four-level gain on the loss and dispersion
properties of the TM2 mode was studied using TMM calculations. The geometric con-
figuration of the MIM waveguide is the same as that presented in chapter 3 but with an
additional thin layer of dielectric with permittivity D = 11.68 on top of the structure.
This extra layer was included to spectrally shift the SPP branch to lower frequencies, away
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Figure 5.5: (a) Refractive index dispersion of the four-level systems embedded in a
dielectric medium with refractive index nh = 3.418 at varying levels of inversion. (b)
The resulting absorption coefficient at corresponding levels of inversion.
from the TM2 modal dispersion in order to prevent any coupling between the two modes.
Care has to be taken when choosing the thickness of this layer as it can also increase the
radiative loss and introduce new guided modes. A thickness of 100nm was found to be
sufficient to shift the SPP resonance with minimal detrimental effects.
From figure 5.6 it can be seen that as the emission transition becomes inverted there is
almost no impact on the real part of the TM2 modal dispersion with only a slight variation
around a frequency of 197THz, where the change in refractive index is largest (although
still small in comparison to the background value). Importantly, the two stopped light
points remain at the same position on the dispersion curve for all inversions. This is due
to the stopped light points being aligned close to the peak emission frequency of the gain,
where the induced change in the refractive index is lowest (see figure 5.5).
In contrast to the dispersion, the modal absorption coefficient is strongly affected by the
inclusion of the gain, particularly for wavevectors in the range k = 0 − 5µm−1, as the
corresponding frequency ω (k) of these states falls within the half width of the emission
spectrum. The high uniformity of the absorption coefficient across this range should reduce
any wavepacket reshaping that could occur if different spectral components of the pulse
were amplified unevenly. Over time such an effect would be detrimental to stopped light
as the central wavevector of the wavepacket could be shifted away from the stopped light
point in the direction of higher gain coefficients. From the small-signal analysis presented
in this section it is found that a wide range of k-states (including both stopped light
points) cross the threshold from loss to amplification at an inversion of ∆Ne/N ∼ 0.13
corresponding to a gain coefficient of gth ≈ 550cm−1.
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Figure 5.6: Effect of four-level systems on the modal dispersion (a) loss rate (b) and
group velocity (c) of the TM2 mode for varying gain coefficients ranging from 0cm−1,
for no inversion, to 4180cm−1 at full inversion. While increasing inversion leads to a
large change in the loss rate the dispersion and position of the stopped light points
(SL1 and SL2) remain unaffected.
5.4 Time-Domain Small-Signal Analysis
To test the semi-analytic results found from the static gain analysis, FDTD simulations
were performed on the modified MIM waveguide incorporating four-level gain. In these
simulations the shift technique outlined in section 3.4.3 was again used to extract the
complex-ω dispersion band in order to directly compare the TMM and FDTD results.
At the start of each simulation, the initial inversion of the gain emission transition was set
to a constant value. To match the conditions used in the TMM calculations, the inversion
was applied uniformly across the whole region of gain material. A wavepacket was then
injected into the waveguide at ω, k values corresponding to the stopped light point on
the TM2 modal dispersion curve using the same out-of-plane excitation scheme used in
chapters 3 and 4. After the source was switched off and all reflected waves had left the
simulation domain, the field profile Hz (x, yc) along the x-direction at the centre of the
waveguide was recorded at two time points separated by an interval short in comparison to
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Figure 5.7: (a) Modal dispersion extracted from FDTD simulations (points) com-
pared to TMM calculations (lines) at three different levels of inversion ∆Ne/N =
0, 0.1, 0.2 (blue, green, red). (b) Corresponding loss rates at different levels of inver-
sion, in the amplifying regime where ∆Ne/N = 0.2. Poynting’s theorem needs to be
applied correctly to account for the radiative loss contribution (red dash-dot line).
the wave oscillation period. The Fourier transforms of these fields were taken and the shift
technique was applied to extract the complex-ω dispersion curve as was done previously
in chapter 3. To ensure that the linear response of the gain was probed, the amplitude
of the incident wave had to be set low enough that inversion would not be depleted and
the population densities of the four-levels would remain roughly constant throughout the
simulation. This allows the dispersion curves extracted from the FDTD simulations to be
directly compared to the TMM calculations where the effect of gain was accounted for via
the linear susceptibilities of the four-level system transitions derived in section 5.1.2.
Simulations were performed for inversion levels of ∆Ne/N = 0, 0.1 and 0.2, thus probing
the modal dispersion in both partially loss compensated and amplifying regimes. Figure
5.7 (a) indicates good agreement between the FDTD simulations and TMM calculations.
In both cases the dispersion curve of the TM2 mode moves to higher frequencies as the
gain becomes inverted. This rise in frequency can be attributed to the slight change in
the refractive index due to the dispersion of the gain material. Importantly, in each case
a minima is observed in the dispersion curves corresponding to zero group velocity. While
the frequency of the minima point rises slightly, the corresponding wavevector remains
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approximately constant at β ≈ 1.4µm−1. A close match is observed between the FDTD
and TMM modal loss rates (fig 5.7 (b)) for ∆Ne/N = 0 and 0.1. However, when the
modal loss rate becomes negative at an inversion of ∆Ne/N = 0.2 (corresponding to
amplification of the pulse), the modal gain extracted from FDTD simulations is roughly
20% lower than that predicted from TMM calculations. This discrepancy comes from the
TMM calculations of the lossy mode. By applying Poynting’s theorem it was found that
when the dispersion equation is solved for the leaky TM2 mode in the amplifying regime
the change in energy due to radiative flux is no longer correctly added to the total loss rate
and is instead subtracted leading to predictions of a larger modal gain than was observed
in the FDTD simulations, although the reasons for this remain unclear. Once the radiative
loss rate is correctly accounted for good agreement is again seen with the FDTD results
(Fig 5.7 (b) dark red dot-dash line).
These results show that the dissipative loss in the MIM waveguide can be compensated
without significantly affecting the dispersion properties of the mode. In both the par-
tially compensated and fully amplifying regimes the stopped light point was retained.
This could be useful for shrinking optical amplifiers, as the gain experienced by a slowly
propagating pulse will be much greater than that experienced by a fast pulse travelling
over the same length of gain material. This effect has been discussed previously in [55]
where the authors reported that the modal gain in the slow light regime near the SP
resonance of a MIM waveguide was greatly enhanced in comparison to the bulk material
gain coefficient (measured in cm−1). Some doubt was cast on the ability to enhance gain
in slow light waveguides by Grgić et al. [56] as it was shown that further increases to the
gain, past the level required for loss compensation, would detrimentally affect the modal
dispersion reducing the ability to slow down light. However, these arguments were based
on complex-k TMM calculations where the dispersion band exhibits backbending in the
amplifying regime. By considering the complex-ω solutions, here it has been shown that
wavepackets excited via out-of-plane prism coupling can still be stopped in the amplifying
regime, thus giant modal gain can still be achieved in slow light waveguides.
5.5 Optimised Pumping Scheme
From the small-signal analysis performed in the previous sections, the threshold inversion
of gain molecules, required to fully compensate losses experienced by the TM2 mode near
the stopped light point, was found to be ∆Ne/N ≈ 0.13. To create this inversion, energy
has to be supplied to the gain medium, for example, via optical pumping at the absorp-
tion transition frequency ωa. Optical pumping could potentially be simple to implement
without requiring additional changes to the waveguide structure that could affect the dis-
persion properties. To ensure an optimal conversion of energy from the pump wave to the
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inversion in the four-level systems, the field strength of the pump wave has to be high
over the position of the four-level systems. In the MIM waveguide this requires careful
design of the pump scheme to efficiently couple light into the core layer. Additionally the
created inversion will no longer be homogeneous, as was assumed in the previous section,
due to the spatial profile of the pump field. This can affect the level of gain experienced
by the amplified TM2 mode. In this section the transfer of energy from pump to signal
fields is discussed and, based on this discussion, an optimised pump scheme is presented
and implemented in FDTD simulations. First, the transfer of energy from a pump wave
to the inversion in the four-level systems is considered.
Assuming a continuous pump rate the final steady state inversion of the four-level emission
transitions is dependent on the absorption properties of the four-level system and the
electric field amplitude of the pump wave. From the equations of the four-level model it
can be shown that the steady state occupation density of the upper lasing level 〈N2〉 will
be equal to
〈N2〉 = N1 + 3τ/τ21 + |Esat/E|2
, (5.12)
where,
E2sat =
4~ωr,aΓa
σaτ21
, (5.13)
is the pump amplitude required to raise half of the total carriers into the upper lasing level,
referred to as the saturation intensity. For the gain parameters considered here (table 5.1)
the saturation intensity corresponds to a field amplitude of Esat = 5.2kV/cm. Using
equations 5.12 and 5.13 the pump amplitude required to reach the threshold inversion
for loss compensation, ∆Ne ≈ 0.13, is found to be E = 2.01kV/cm, although a higher
amplitude pulse could be used to reach this inversion in a shorter time. It is important to
note that the threshold inversion found from TMM calculations assumed a homogeneous
inversion across the gain material. This is unlikely to be the case with optical pumping as
the spatial profile of the inversion will depend on the spatial profile of the pump electric
field over the gain region. Similarly the effective gain experienced by the probe field
(the stopped light pulse) will be dependent on the overlap of the modal fields with the
spatially dependent inversion. The effective gain rate resulting from a particular electric
field profile over the four-level systems can be calculated using the effective loss rates
defined in section 3.5.2 from Poynting’s theorem. Here the effective rate of energy transfer
between an electric field E (r, ω, t) and the optical transitions of the four-levels systems is
equal to Γg = −Γe − Γa where Γe =
〈
P˙e ·E
〉
/U and Γa =
〈
P˙a ·E
〉
/U are the rates for
the emission and absorption transitions respectively, again U represents the total energy
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of the mode. Assuming harmonic time dependence of the polarisations P˙j = −iωPj and
using the four-level polarisation response shown in equation 5.9, the effective gain rate can
be defined as
Γg (ω) =
ˆ
V
ω0
′′
g (ω, r)
|E (ω, r)|2
U (ω, r) dV , (5.14)
where ′′g is the imaginary component of the four-level permittivity, which from equation
5.11 is given as
′′g (ω, r) = − pi20ω [La (ω)σa∆Na (r) + Le (ω)σe∆Ne (r)] . (5.15)
From equations 5.14 and 5.15 it can be seen that to maximise the effective gain experienced
by the mode, the spatial inversion of the gain has to closely match the electric field profile,
i.e. creating a high inversion at positions where the electric field is large.
Thus an effective optical pumping scheme has two main requirements. First the electric
field coupled into the waveguide has to maintain a high intensity over the position of the
gain molecules to ensure fast inversion. The second requirement is that the spatial profile
of the pump field over the gain region should match, as closely as possible, the profile of
the mode to be amplified, in this case the TM2 mode.
In chapter 3, a method for calculating the absorption, reflection and transmission coef-
ficients for arbitrary multilayer waveguides using the transfer matrix method was intro-
duced. This method also determines the electric field distribution inside the waveguide
resulting from an incident plane wave. By normalising the field inside the waveguide with
respect to the incident amplitude, the average electric field enhancement over the gain
region can be efficiently determined. Ideally, an optical pump will result in a large field
enhancement over the whole of the waveguide core. This property of the pump can be
quantified by integrating the electric field amplitude over the waveguide core and normal-
ising against the incident amplitude integrated over an equivalent length i.e,
F (ω, θ) =
´
coreE (y, ω, θ) dy
hcoreEinc (ω, θ)
, (5.16)
where θ is the angle of incidence with respect to the surface normal of the waveguide and
hcore = 270nm is the height of the waveguide core region containing the gain medium.
To provide more efficient coupling of energy into the MIM waveguide, a prism coupling
scheme has been included, consisting of a thick (semi-infinite) layer of high dielectric D =
11.68 placed 50nm above the upper surface of the waveguide. The average enhancement
of the electric field over the gain region for different frequencies and incident angles is
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Figure 5.8: To optimise the transfer of energy from pump to probe signals the spatial
profile of the pump electric field has to closely match the profile of the probe electric
field (a). Additionally enhancement of the pump electric field amplitude will lead to
a faster inversion of the four-level systems. (c) & (d) show the average electric field
enhancement over the gain region for TM and TE polarisations respectively. Three
points of interest are identified and the corresponding profiles are plotted in frames
(b), (e) and (f).
shown in figure 5.8 for both TE and TM polarised waves. Strong enhancement was found
to correspond to the presence of waveguide mode resonances. After comparing the field
profiles from several different resonances, a TE polarised pump with frequency ω = 2pi ×
222.8 × 1012 rad·s−1 and incidence angle θ ≈ 25.4◦ was chosen as this provided the best
combination of high field enhancement and spatial overlap with the TM2 modal profile.
To test the field enhancement predicted by the TMM calculations an FDTD simulation was
performed. After modifying the simulation setup to include the prism coupling scheme,
a plane wave source with frequency ω = 2pi × 222.8 × 1012 rad·s−1 was launched at an
incidence angle of θ = 25.4◦. The FWHM of the incident beam was set to ≈ 15µm. The
resulting electric field profile normalised to the electric field amplitude of the incident
wave is shown in figure 5.10 (a). Inside the waveguide core, the electric field reaches
a maximum amplitude approximately 1.7 times greater than the incident wave, which is
considerably lower than the enhancement factor of 5.6 predicted by the TMM calculations.
This difference is due to the finite width of the incident beam and the nature of the field
enhancement inside the waveguide. As the wavevector of the incident beam has a non-zero
component in the x-direction, energy coupled into the core layer will propagate along the
waveguide, decaying exponentially due to radiative and dissipative losses. If the incident
wave is infinitely extended in the x-direction, energy is coupled in at multiple points along
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(b)(a)
Figure 5.9: (a) Schematic representation of the exponential profile of the electric
field coupled into the waveguide at a single point. (b) Overlapping exponential profiles
resulting from a spatially extended incident wave leading to enhanced fields.
the waveguide and the exponentially decaying energy profiles inside the core overlap,
building up the predicted field enhancement (see figure 5.9). At a position x1 inside the
waveguide the field amplitude will be proportional to
E (x1) ∝
ˆ x1
−∞
Eincγce
−α(x1−x)dx , (5.17)
where Einc is the incident electric field amplitude, γc represents the coupling efficiency into
the waveguide and α is the propagation loss rate in the waveguide. In order to match the
enhancement predicted from the TMM calculations, where the incident wave is assumed
to be infinitely extended, an incident beam with constant amplitude over a width of at
least w ≈ 1/α is required. For the TM2 mode used here, this condition gives an estimated
width of w > 45µm.
Next, the prism coupling scheme was used to optically pump four-level systems incor-
porated into the waveguide core and the resulting inversion dynamics were investigated.
With all the four-level systems initially in their ground state N0 = N , the pump signal was
smoothly switched on over a period of 1ps before being held at it’s maximum amplitude
of Ep = 200kVcm−1 for a further 10ps. The pump field excites carriers from level 0 to
3 via the absorption transition. Carriers in level 3 can then quickly decay to the upper
emission level 2 via a fast nonradiative decay rate at 10ps−1 leading to the build up of
inversion at the emission transition ∆Ne/N = (N2−N1)/N . It was found that due to the
slight spectral overlap between the pump field and the emission transition resonance the
pump field strength used in these simulations would trigger stimulated emission resulting
in a depletion of the inversion. Relaxation oscillations in the inversion and emitted energy
were observed, indicative of lasing. The ability to create a lasing state in this waveguide
and its connection to stopped light are investigated in depth in the next chapter.
114
5.5 Optimised Pumping Scheme
(b)
y (
μm
)
0.65
0.75
0.85
(c)
y (
μm
)
0.65
0.75
0.85
(d)
y (
μm
)
0.65
0.75
0.85
(e)
0 0.5 1y (
μm
)
0.65
0.75
0.85
x (μm)
0 10 20 30 40 50
(a)
0 0.5 1 1.5 2 2.5
y (
μm
)
0
0.25
0.5
0.75
1
1.25
1.5
1.75
x (μm)
0 10 20 30 40 50
Figure 5.10: (a) Electric field enhancement inside the waveguide using a prism cou-
pling scheme (see text), showing a strong coupling into the waveguide core (cyan line
indicates the injection plane). (b)-(e) spatial profile of the normalised population
inversion ∆Ne/N during pumping taken at times 1.4ps (b), 4.2ps (c), 5.6ps (d) and
7ps (e).
In order to cleanly study the pump process, the coupling between the fields and the
emission transition was switched off. This was achieved in simulations by setting the
emission coupling constant σe = 0. The temporal evolution of the resulting inversion
profile is shown in figure 5.10 (b)-(e). At earlier times of 1.4ps, shortly after the source
wave has reached its peak amplitude, the inversion profile is approximately Gaussian in
the x-direction, while in the y-direction regions of high inversion occur near the edges
of the waveguide core falling to zero inversion at the centre due to the corresponding
node observed in the electric field. As time progresses the two lobes of inversion expand,
compressing the region of depleted gain in the centre of the waveguide and slowly spreading
in the positive x-direction. The observed asymmetric spread of the inversion is caused by
the gain saturating near the injection point so that the pump signal is no longer absorbed
in this region and so propagates further along the waveguide until it reaches a region of
non-inverted gain. These results demonstrate that optical pumping is a viable method for
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efficiently transferring energy to the gain medium in the waveguide core.
5.6 Conclusion
In this chapter, the effect of gain on the modal dispersion and loss properties of the
NRI and MIM waveguides was investigated. Initially, two models were introduced to
describe the interaction of light with gain media in terms of the resulting polarisation
response. For small signals the gain lineshape was described using the combination of
one or two Lorentzian lineshapes, depending on the number of optical transitions and the
carrier inversion. Going beyond the small signal approximation, the nonlinear light-matter
interactions between the electric fields and the gain medium required a self consistent
model to account for various effects such as nonlinear saturation and depletion of the
gain. In FDTD simulations this was achieved using a four-level Maxwell-Bloch approach.
Initially, loss compensation was studied in the NRI waveguide by incorporating two strips
of gain medium adjacent to the waveguide core. From TMM calculations it was shown
that this gain scheme could fully compensate modal losses over a frequency range from f =
360THz to f = 400THz without affecting the modal dispersion. This result demonstrates
that it is in principle possible to compensate losses in a NRI waveguide and simultaneously
maintain a negative effective refractive index, which is in agreement with recent theoretical
and experimental results on loss compensation of NRI metamaterials [49, 128]. Next, the
effect of reducing the core thickness was investigated. It was found that this change in
the geometry led to a reduction of the overlap between the modal fields and the NRI
core layer and an increase in the overlap with the gain medium. As a result the effective
gain experienced by the mode was increased dramatically, highlighting the importance of
ensuring a good overlap of the modal fields with the gain material. Simultaneously the
group velocity decreased until ZGV was reached at a core thickness of around 140nm. It
was found that near this thickness the complex-k solutions exhibited backbending similar
to that seen in the lossy case, while the complex-ω solutions retained a zero group velocity
point. It has recently been claimed that the enhancement of modal gain in the slow
light regime (giant modal gain [55]) would be reduced due to backbending observed in
the dispersion curve [56]. However, the results presented here show that stopped light
can still be attained in the amplifying regime assuming an out-of-plane excitation scheme
is used to inject wavepackets with real-valued wavevectors. This could be of benefit for
designing miniaturised optical amplifiers and in applications relying on weak light-matter
interactions such as optical switches.
For compensating losses in the MIM waveguide a model four-level gain material was in-
corporated into the dielectric core, which was described using a Maxwell-Bloch approach.
116
5.6 Conclusion
A small-signal gain analysis, performed using TMM calculations, predicted that full loss
compensation could be achieved in the structure for an average population inversion of
∆Ne/N ∼ 0.13 corresponding to a gain coefficient of gth ≈ 550cm−1. Again it was found
that the inclusion of gain in the waveguide did not significantly affect the modal dispersion
even in the amplification regime where both radiative and dissipative losses had been over-
compensated. Importantly, the stopped light point was retained at all levels of inversion,
only varying slightly in frequency and wavevector. These results were confirmed by FDTD
simulations showing the extracted dispersion and loss rates matched those predicted by
TMM calculations.
Finally, in order to efficiently provide energy to the gain medium, without greatly mod-
ifying the design, an optical pump scheme was devised for an MIM waveguide. For an
efficient transfer of energy from the pump field to the signal TM2 mode the spatial profile
of the pump electric field had to closely match that of the TM2 mode over the gain region,
while fast inversion of the four-level systems required a strong enhancement of the electric
field. TMM calculations were used to identify an optical pump scheme that satisfied both
these criteria. This pump scheme was then implemented in FDTD simulations, where it
was shown that, although lower than expected, the pump field, over the gain region, was
enhanced by a factor of approximately 1.7 times in comparison to the amplitude of the
incident wave. The spatial profile of the resulting inversion provided a good match to the
TM2 modal field in the vertical direction and spread asymmetrically along the propagation
direction over time as the gain became saturated. It was shown that to provide a more
homogeneous inversion in the propagation direction, and to increase the field enhancement
in the waveguide core, a wider pump beam, approximating an incident plane wave, would
be required. Finally, it was found that in simulations where emission was allowed this
pump scheme resulted in a sudden depletion of the gain, followed by relaxation oscilla-
tions indicative of lasing. This strongly nonlinear behaviour shall be studied in depth in
the next chapter.
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Lasers are an integral component in a wide variety of devices from commercial and telecom-
munications products to medical and scientific applications. Since their initial demonstra-
tion there has been remarkable progress in shrinking lasers to ever smaller sizes, allowing
for simpler integration and reduced costs. This path of miniaturisation was achieved
through advances in both gain materials and microcavity designs, such as, photonic band
gap lasers [130], micropillars [131] and microdisks [132]. As these devices rely on dielectric
materials, the confinement of the lasing mode is ultimately limited by diffraction. Recently,
nanolaser designs have overcome this limit by utilising plasmonic resonant structures such
as metal-dielectric waveguides and nanoparticles, exploiting the strong field confinement
of SPPs to focus the lasing mode into subwavelength volumes [45, 129, 133–136]. In this
regime strong feedback is required to confine the lasing mode, which, in the past, has been
provided either via traditional cavity designs or localised plasmonic resonances. However,
other feedback mechanisms could be employed. For example, in the case of a random laser,
multiple scattering events in a disordered medium lead to the formation of a closed optical
path, which, combined with a gain medium, can result in the coherent amplification of
light [137, 138]. In this chapter it is shown that the characteristic energy vortex that
forms at a stopped light point [18], naturally provides a cavity-free feedback mechanism
and furthermore, has the potential to confine lasing modes on deeply subwavelength scales.
The principle of stopped light (SL) lasing, reported in this chapter, is to trap and amplify
photons at the location where they are emitted by a gain medium by reducing their
group velocity to zero. The plasmonic MIM waveguide investigated in previous chapters
presents a good platform for studying the fundamental properties of SL lasing as there
is no structuring in the propagation direction. Hence, feedback in this direction can
only result from the proposed SL mechanism. From the previous chapter, it was seen
that incorporation of gain into the stopped light plasmonic waveguide could compensate
dissipative losses without detrimentally affecting the stopped light properties of the TM2
mode. Due to the relatively small coupling of the waveguide mode to free space, a small
increase to the gain coefficient, beyond the point of loss compensation, was sufficient
to compensate both the dissipative and radiative loss channels which defines the lasing
threshold.
In this chapter the characteristics and physical mechanisms behind SL lasing are investi-
gated. Section 6.1 demonstrates the formation and temporal dynamics of the SL lasing
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mode above threshold in the MIM waveguide. In section 6.2 the input-output behaviour
of the SL laser is examined for various input pump strengths allowing the threshold pump
to be determined along with an estimate for the spontaneous emission β-factor. These
performance parameters are discussed in terms of the enhanced density of optical states
arising from the slow light nature of the waveguide environment. Next the influence of
surface roughness on the lasing mode is analysed and discussed in section 6.3 before ex-
ploring the limits to the spatial confinement of the SL lasing mode in section 6.4. A
semi-analytic model is then introduced in section 6.5 to explain how the SL lasing mode
forms dynamically as a phase-locked superposition of above threshold k-states of the TM2
waveguide mode in a configuration that maximises the spatial and spectral overlap with
the gain material. From this model it is shown that confinement is only limited by the
local flatness of the passive waveguide dispersion curve. Based on these findings a new
design is then presented in section 6.6 based on the plasmonic TM1 mode allowing for a
stronger confinement and lower mode areas, albeit at the cost of greater dissipative loss.
Finally, the main results of this chapter are summarised in section 6.7.
6.1 Single Mode Operation in the Plasmonic Waveguide
This section analyses the temporal dynamics of stopped light lasing in a MIM waveguide
environment, investigating the resulting steady state mode profile and the corresponding
population inversion in the gain medium. The MIM waveguide used here matches the
design considered in chapter 5 for loss compensation; composed of a thick ITO substrate,
290nm of dielectric, 500nm of ITO and an upper layer of dielectric 100nm thick terminating
in a semi-infinite air half space. Both dielectric layers are assumed to have a constant
permittivity of D = 11.68. As was the case in chapter 5, it is assumed that the metallic
ITO layers have been cooled to low temperatures reducing the collision frequency to ΓD =
1.07×1013 rad·s−1. The core dielectric layer is host to the gain medium which is described
in FDTD simulations using the Maxwell-Bloch formalism and has the same parameters
used in the previous chapter (see table 5.1) resulting in a maximum gain coefficient of
g = 4180cm−1 at full inversion. As before, the gain medium is assumed to homogeneously
fill the core, up to 10nm from the ITO interfaces, however, here the lateral extent of the
gain in the propagation direction is finite, confining the gain material to a box region in
the waveguide core. For the purposes of this study we assume that energy is provided to
the absorption transition of the gain medium via a spatially homogeneous and constant
pump rate r0p. In the four-level model this is achieved by replacing the polarisation density
associated with the absorption transition ~ωr,a (∂Pa/∂t+ ΓaPa)E in the Maxwell-Bloch
equations 5.3 and 5.6 with a carrier pump rate r0pN0, where N0 is the population density
of the ground state. This allows us to study the emitted fields of the lasing mode in
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the absence of any pump fields which would otherwise need to be spectrally separated,
requiring additional post processing. As light is no longer absorbed by the gain medium the
absorption resonance seen in the induced refractive index of the gain material (figure 5.5) is
removed. This has only a small effect on the modal dispersion near the stopped light point,
slightly increasing the modal gain experienced at low inversions. Only negligible differences
in the lasing dynamics have been observed in simulations comparing the homogeneous
pump scheme, used here, to optical pumping, using the TE pump scheme detailed in the
last chapter.
In these simulations the initial field energy, required to trigger stimulated emission from
the gain medium, is not provided by an incident wave and instead results from fluctu-
ations in the polarisation and occupation densities, accounted for in FDTD simulations
via a Langevin approach. A detailed description of this model is beyond the scope of
this work however, a full discussion of the Maxwell-Bloch Langevin implementation used
here is reported in [127]. Below the lasing threshold the fluctuations are expected to act
qualitatively as a source for amplified spontaneous emission (ASE) while above threshold
the noise initiates the stimulated emission process required for lasing.
Initially the temporal dynamics of the modal fields and occupation densities were investi-
gated in the MIM waveguide with a 400nm wide gain section in the waveguide core (shown
in figure 6.1(b)) undergoing continuous pumping. The pump rate was set to r0p = 0.1ps−1
(approximately equivalent to an electric field of 37kVcm−1 at 1.345µm found using [39]
Ep =
(
2~ωr0p/cnh0σ0,a
)
where σ0,a is the absorption cross section) and all four-level
systems are initially assumed to be in the ground state. The temporal evolution of the
spatially averaged population inversion (∆NN =
(N2−N1)
N ) of the emission transition and
the electromagnetic energy temporally averaged over one optical cycle are shown in figure
6.1(a).
The constant pump rate leads to a steady rise in the population inversion before a build up
of stimulated emission, triggered by the noise terms, results in a sudden depletion of the
inversion at around t = 12ps, accompanied by strong emission of electromagnetic energy.
Subsequently both signals undergo relaxation oscillations with a period of approximately
10ps (∼ 100GHz) before settling down to constant levels after t = 30ps. Beyond this time
the laser has reached steady state operation and no further changes are observed. The
steady state population inversion is found to be much higher ∆Nth/N ≈ 0.5 than the lasing
threshold found in the previous chapter ∆Nth/N ≈ 0.13. This is due to several factors;
first the gain material has a finite width and so an additional loss channel is introduced
via energy escaping laterally from the gain section, primarily due to dispersion of the
modal fields. Additionally, with a finite gain width the field overlap with the gain region
is reduced, as seen in from figure 6.1(b), which lowers the effective modal gain. Finally, as
the modal field exhibits a nodal plane at the centre of the waveguide the inversion is not
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Figure 6.1: Temporal dynamics of SL lasing in a MIM waveguide with a 400nm wide
gain section, (a) relaxation oscillations are observed in the temporal evolution of both
population inversion and electromagnetic energy, characteristic of single mode lasing.
(b) The steady state intensity profile of the lasing mode clearly exhibits TM2 modal
nature with a node in the centre of the waveguide, while the SL feedback mechanism
can be seen in the closed loop flows formed by the Poynting vector (cyan arrows). (c)
corresponding spatial profile of the population inversion of the gain in steady state
lasing regime.
depleted in this region causing an increase in the overall spatially averaged inversion.
In the vertical direction, the intensity profile of the lasing mode, shown in figure 6.1(b),
closely resembles the field profile of the passive TM2 waveguide mode, while laterally the
fields are strongly localised to the gain region. Evidence of the SL feedback mechanism
can be seen from the closed loop energy flows in the time averaged Poynting vector of
the lasing mode shown in figure 6.1(b). Here energy escapes from the gain region and
propagates away laterally in the waveguide core before returning, attenuated, to the gain
region through the ITO layers.
Interestingly, the observed dynamics suggest single mode operation of the SL laser even
though the gain can also couple to the TE2 and TE1 waveguide modes at the emission
frequency. Applying the static gain analysis presented in the previous chapter to these
three modes indicates inversion thresholds of ∆Nth/N = 0.138 for the TE2 mode and just
∆Nth/N = 0.014 for the TE1 in comparison to ∆Nth/N = 0.138 for the TM2 mode (see
figure 6.2). Based purely on these calculated thresholds it would seem that the TE1 mode
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Figure 6.2: Threshold inversion and gain coefficient at threshold (defined as the
level required to compensate both dissipative and radiative loss channels) for the
three waveguide modes (TE1, TE2 and TM2) that spectrally overlap with the four
level emission at around 193 THz.
would be preferred due to its lower dissipative loss at the emission frequency. However
the time domain analysis provided by the FDTD simulation shows that the steady state
lasing mode has only Hz, Ex and Ey field components, corresponding to TM polarisation.
The reason why the TM2 mode is favoured in the considered setup is a result of the lateral
confinement of the gain region. Additional losses are introduced due to energy escaping
laterally from the gain region, through both propagation and dispersion processes. When
these additional loss channels are accounted for it is found that the overall loss rate, and
hence the lasing threshold, is lower for the TM2 mode than either of the TE modes due
to the presence of stopped light points in the TM2 modal dispersion curve.
6.2 Input Output Characteristics
Fundamental characteristics of a laser, such as the threshold pump rate and slope efficiency,
can be found by studying the behaviour of the laser output power resulting from changes
in the pump power, producing the so called input-output curve. The lasing threshold
marks the transition from amplified spontaneous emission (ASE) to lasing operation and
is influenced by a number of factors, including the number of modes supported by the
structure as well as loss rates and the Purcell effect. In this section the input-output curve
of the stopped light laser is determined by measuring the electromagnetic energy over the
gain region produced for decreasing pump rates.
The following method was used to extract the input-output curve of the stopped light
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Figure 6.3: (a) Input-output curve of the SL laser exhibiting a conventional S-shaped
curve with a threshold pump rate of r(th)p = 1.43ps−1. Error bars are related to
fluctuations resulting from amplified spontaneous emission signal and computational
precision. (b) ASE spectral line shape (grey line) compared to the lineshape of the
TM2 mode at k = 0µm−1 (red dashed line) and the gain emission spectrum (blue
dashed line). (c) Lasing mode spectral line shape (black line) compared to that of the
TM2 mode (red dashed line).
laser. Initially a high pump rate of r0p = 0.1ps−1 was applied to the system resulting in the
temporal dynamics observed in the previous section. Once steady state operation had been
reached the pump rate was reduced stepwise in small decrements spaced logarithmically
in magnitude. After each decrease in pump rate the system underwent a short period
of relaxation oscillations before stabilising at its new equilibrium output. As the pump
rate approached the threshold, the time required for the system to stabilise increased
from approximately 50ps to over 200ps, reflecting the increased period of the relaxation
oscillations. The energy of the lasing mode at each pump rate was measured over the region
of the gain section in order to provide a good spatial average, which becomes important
below threshold where the output is dominated by the random amplified spontaneous
emission. To provide a more accurate estimation of the output energy, temporal averaging
was applied to the output signal recorded at each pump rate after the initial relaxation
oscillations had died down. An estimate for the error of this measurement was also found
based on the standard deviation of the signal during this averaging period. A frequency
filtering technique based on a time-varying Fourier Transform [139] was also applied to
ensure the energy being measured corresponded to the lasing mode at 1.55µm.
The input-ouput curve of the stopped light laser is shown in figure 6.3 on a log-log plot.
The output energy is measured in arbitrary FDTD units while the pump rate has been
converted from a density pump rate to a carrier number pump rate for purposes of cal-
culating the spontaneous emission β-factor, discussed later in this section. This was per-
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formed by multiplying the density pump rate r0pN0 by the volume of the gain region
Vgain = 10nm× 270nm× 400nm.
The input-output curve exhibits a familiar S-shape, recording the transition from amplified
spontaneous emission to lasing. From this curve the threshold for lasing was found to occur
at a carrier pump rate of r0pN0Vgain ∼ 1.43ps−1. Below this threshold pump rate the output
behaviour is dominated by amplified spontaneous emission. The frequency spectrum of
the ASE closely matches the lineshape of the TM2 waveguide mode at k = 0 rather than
the emission spectrum of the gain medium, clearly indicating the strong influence of the
waveguide on the electromagnetic environment. Above threshold a spectral narrowing of
the emission line is observed due to the build up of coherence in the lasing mode from
stimulated emission processes.
From the threshold carrier pump rate of 1.43ps−1 a large β-factor can be found as [140]
β = γM
γM + Γrp
≈ 0.9 , (6.1)
where γM = 3.71ps−1 is the total loss rate of the lasing mode and Γ = 0.31 is the
modal confinement factor describing the overlap of the lasing mode with the gain region
(calculated in section 6.4). One reason for the high β-factor is the enhanced local density of
optical states (LDOS) arising from the low group velocity of the TM2 mode. To gain more
insight into this effect, the Purcell factor, the enhancement of the LDOS in relation to that
in free space, has been calculated for the three waveguide modes that the gain material can
couple to, i.e. the TE1, TE2 and TM2 modes. To calculate the LDOS, FDTD simulations
were performed simulating a polarisation point source (P (r, t) = d (t) δ (r− r0), where
d (t) is a short Gaussian pulse) located at position r0 inside the waveguide core. By
measuring the time signal of the electric field at the same position the frequency-dependent
Green’s tensor can be calculated as [141]
G (r0, r0, ω) =
0
k20
FT {E (r0, t)}
FT {d (r0, t)} . (6.2)
The LDOS can be defined as the imaginary part of the diagonal terms of the Green’s
tensor. This was measured at each vertical grid cell in the waveguide core and the result
was spatially averaged over these positions to give the average Purcell factor experienced by
the gain medium. Semi-analytic calculations were also performed to provide a comparison
to these numerical results. Here the Purcell factor for a single waveguide mode can be
evaluated as [142]
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Fm (ω) =
1
ρ0
1
h
hˆ
0
dz
∞ˆ
0
dk
1
2pi2
0′sE2m (z)
2ξm
D (ω, k) , (6.3)
where m denotes the particular waveguide mode being studied i.e. the TE1, TE2 and
TM2 modes. Here ρ0 is the free space partial LDOS which is ρ0 = ω/2pic2 for TE modes
and ρ0 = ω/4pic2 for TM modes. ξm =
´
d3r
[
1
20
∂ω(r,ω)
∂ω |ω(k)E2m (r) + 12µ0H2m (r)
]
is
the total energy of the waveguide mode at a particular wavevector k, while D (ω, k) =
γ (k) /
[
pi
(
(ω (k)− ω)2 + γ2 (k)
)]
is the spectral density of states of the waveguide mode
where ω (k) and γ (k) are the calculated dispersion and loss of the mode.
Figure 6.4 shows a comparison of the semi-analytically calculated Purcell factor to that
extracted from FDTD simulations. Good agreement between the two sets of results is
observed (as the FDTD results cannot distinguish between modes of the same polarisa-
tion the Purcell factors of the TE1 and TE2 modes, calculated from equation 6.3, have
been summed. The dominant contribution to the Purcell enhancement, near the emission
frequency, comes from the TE2 mode). The Purcell factor for the TM2 mode peaks near
the frequency of the stopped light points reflecting the large number of k-states in this
region. While the TE2 mode also exhibits a stopped light point near this frequency it
experiences a much higher dispersion as there is no second stopped light point to flatten
the band. As a result there are fewer k-states at a single frequency leading to a Purcell
factor roughly 8 times lower than that of the TM2 mode. Due to this the TM2 mode
forms the dominant decay channel for spontaneous emission leading to the high β-factor
calculated previously. By increasing the local flatness of the dispersion band, i.e. bringing
a broader range of k-states close together in frequency, potentially even higher β-factors
could be achieved.
6.3 Surface Roughness
During the fabrication of waveguides geometric imperfections such as surface roughness
are likely to be introduced which can be detrimental to the operation of the device. In this
section the impact of surface roughness on the stopped-light laser is investigated using the
technique described in Chapter 4 where it was established that zero group velocity in the
MIM waveguide was resilient to low levels of roughness. Again the surface roughness has
been modelled as a normally distributed random perturbation to the interface position
between different waveguide layers applied along the length of the waveguide every 10nm.
The impact on the lasing mode was measured in terms of the modal loss rate for increasing
perturbation amplitudes from 0 to 3nm root mean square (rms) heights.
For each rms value tested the total energy loss rate was measured during steady state
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Figure 6.4: (a) Dispersion of the TE1 (black), TE2 (orange) and TM2 (red) waveg-
uide modes and (b) the resulting Purcell factor for spontaneous emission into these
modes spatially averaged over the position of emitters in the waveguide core. Two
separate methods have been used to evaluate the Purcell factor; FDTD simulations
(shown by black and blue circles) and semi-analytic calculations based on the waveg-
uide mode dispersion (red and orange dashed lines).
operation of the laser and repeated 10 times for different roughness configurations. The loss
rates were then averaged to extract the mean loss rate and standard deviation which are
shown in figure 6.5 for increasing rms heights. The loss rate remains close to constant up
to rms heights of ∼ 1.5nm above which it increases steadily with the roughness amplitude,
rising to almost 1.5 times the loss rate in the smooth waveguide. Interestingly this value of
1.5nm closely corresponds to the roughness rms amplitude above which zero group velocity
was no longer observed near the second stopped light point of the MIM waveguide (see
Chapter 4). This suggests that the increased loss rate in the rough stopped-light laser could
be due to propagation and dispersion of energy away from the gain region. Scattering
of the fields from the rough surface also results in higher losses as the scattered fields
become strongly localised to the surface imperfections seen in the field profiles in figure
6.5. As these intense fields are strongly localised to the surface the lasing mode as a whole
experiences greater absorption by the metal layers, increasing the overall loss rate.
As the rms value rises above 2.5nm it was found that a growing proportion of the simu-
lations failed to result in lasing, falling to only 50% at 3nm rms. Only simulations that
resulted in lasing were taken into account requiring a greater number of simulations to be
run at higher rms values to achieve 10 lasing configurations. The failure to reach lasing
was due to the gain being insufficient to overcome the increased loss rate in these cases.
As a result a larger variability in the effective loss rate is observed for higher rms vales.
These simulations indicate that the stopped light lasing mechanism is resilient to low
levels of surface roughness with little impact on the system up to rms values of around
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Figure 6.5: Effect of surface roughness on the total loss rate of the lasing mode for
increasing rms values. As the magnitude of surface roughness increases the electro-
magnetic fields become strongly localised to surface inhomogeneities showing up as
hotspots in the intensity profile (insets shown for 1, 2 and 2.5nm RMS values).
1.5nm. Above this value lasing still occurred in the majority of simulations although with
an increasing loss rate and a lower confinement of the fields to the gain region. Insight
can be gained from the study presented in Chapter 4 investigating the effect of surface
roughness on stopped light propagation. There it was seen that the modal waveguide
dispersion was still the dominant influence on propagation up to rms heights around 1nm.
This closely matches the rms height above which the lasing mode loss rate was seen to
dramatically increase, suggesting that the increased loss rate could be partially due to a
loss of the second stopped light point, increasing dispersion of the lasing mode. Additional
loss mechanisms were identified in the passive study that are also likely to play a role,
such as the change in the material permittivity near the waveguide interfaces, however
here coupling to the SPP has been avoid due to the inclusion of a dielectric layer on top
of the waveguide.
6.4 Subwavelength Mode Confinement
As discussed at the beginning of this chapter there has recently been growing interest
in creating lasers with mode volumes on the nanoscale as this could potentially enable
applications such as integrated optical circuits. So far, it has been shown that stopped light
is a viable feedback mechanism for lasing on the nanoscale and is also robust to low levels
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of surface roughness. In this section the extent to which energy can be confined through
this mechanism and the opportunity for lasing on the nanoscale shall be investigated.
To quantify the confinement of the lasing mode the effective modal area Aeff and the
confinement factor Γ = Ag/Aeff which quantifies the overlap of the lasing fields with
the gain area Ag shall be extracted. In the two dimensional waveguide studied here the
confinement factor takes the form
ΓE =
2
´
Ag
UE(x, y)dxdy´
A U(x, y)dxdy
, (6.4)
where U(x, y) = UE(x, y)+UM (x, y) is the total energy density of the lasing mode resulting
from the electric and magnetic components. As mentioned previously care has to be taken
to correctly define the electric energy density in the dispersive and absorptive ITO layers,
which in the time domain takes the form UE (r, t) = 0∞(r)2 E2 (r, t) +
(
1
20ω2p
P˙2D (r, t)
)
.
When extracting the confinement factor from FDTD simulations a time averaging is ap-
plied to the energy density in order to remove fast oscillations at the optical frequency.
The total energy density is then integrated over an area, A, large enough to fully enclose
the fields of the lasing mode while the electric energy of the numerator is integrated just
over the gain area Ag. Using equation 6.4 the confinement factor can be calculated. The
effective area of the lasing mode can then be calculated by dividing the area of the gain
region by the confinement factor. For the setup considered in the previous section, with
a gain width of 400nm, this method yields a confinement factor of ΓE = 30.56% and an
effective mode volume of Aeff = 0.147λ20, where λ0 is the free space emission wavelength
of 1.55µm.
It was found that as the width of the gain section increases the confinement factor rises
and asymptotically approaches a value of ΓE |w→∞ ∼ 72% (see figure 6.6). This closely
matches the confinement factor (72.3%) calculated semi-analytically from the TMM mode
solver for the TM2 mode at k = 0µm−1, indicating that, for wide gain sections, the modal
confinement factor becomes limited by the vertical field profile while laterally confinement
to the gain region approaches nearly 100%. As the gain width increases the average
inversion density asymptotically approaches a value of approximately ∆Nth = 30.6%.
As the width reduces the modal confinement falls dramatically to just 16% at 200nm,
resulting in a minimum recorded effective mode area of Aeff = 0.141λ20 . Gain regions below
200nm in width could no longer support a lasing mode as the poor field overlap meant
the energy supplied by the gain fell below the level required for full loss compensation.
Even if the gain coefficient was increased to compensate for the decreased field overlap,
only minimal improvements in the mode area would result from further decreasing the
width of the gain region as the effective mode area is already asymptotically approaching
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Figure 6.6: (a) Effect of reducing the gain width on the modal confinement factor
(black) and effective mode area (red). In the limit of large widths the confinement
approaches 72% matching that predicted by semi-analytic calculations (black doted
line). (b) total loss rate (green) and average inversion (black) of the gain. (c) Lasing
frequency variation.
a constant minimum value at these small widths. Extrapolating from this data a lower
limit to the mode area in this setup is found to be Aeff ∼ 0.13λ20 .
Interestingly, as the gain width decreases the peak lasing frequency rises away from the
frequency of maximum emission of the four-level systems at 193.346THz (figure 6.6 (c)).
Initially this seems counter-intuitive. However, as will be shown in the next section, it
results from the optimisation of both the spectral and spatial coupling of the fields to
the gain material. In order to better localise over the smaller gain region, the lasing
mode needs to couple a larger range of k-states, but due to the curvature of the TM2
dispersion band these large k-states are coupled to higher frequencies thus leading to the
observed increase in the frequency of the lasing mode with decreasing gain width. As the
higher frequencies experience a lower gain coefficient a balance must be struck between
the increase in the spatial overlap at the expense of a decrease in the spectral overlap.
In the next section the optimisation process leading to the formation of the stopped-light
lasing mode is investigated.
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6.5 Passive Mode Superposition
In the last section it was shown that the area of the SL lasing mode can be reduced, to a
certain limit, by shrinking the width of the gain region. Understanding exactly how the
geometry of the structure affects the formation of the lasing mode could enable improved
SL laser designs with mode volumes decreased further into the subwavelength regime. In
this section a model is presented to explain the mechanisms underlying the formation of
the stopped-light lasing mode highlighting the influence of both the spatial and spectral
overlap between the gain region and the modal fields.
The first factor that has to be taken into consideration is the coupling of the four-level
emitters to the waveguide modes. This coupling is proportional to the waveguide density
of optical states (DOS). The partial contribution of each waveguide mode to the total
DOS can be described using a Lorentzian function,
Di (ω, k) =
γi (k)
pi
[
(ωi (k)− ω)2 + γ2i (k)
] , (6.5)
where ωi (k) is the frequency of waveguide mode i at a wavevector k while γi (k) is the
corresponding temporal loss of that mode, calculated by solving the dispersion equation for
complex frequencies. As the SL lasing state exhibits only TM2 modal characteristics the
coupling will be dependent only on the partial DOS related to this mode i.e. DTM2 (ω, k).
Next the line shape of the four-level emission transition will impose a further modification
of the coupling strength by shifting the peak coupling towards the frequency of maximum
emission. As the four-level systems are assumed to exhibit homogeneous line broadening
the emission line shape will be independent of position and so this effect can be accounted
for by weighting the partial DOS of the TM2 mode with the emission spectrum of the gain
material, given by
L (ω0 − ω) ≈ 1
pi
Γ0(
ω20 − ω2
)2 + Γ20 , (6.6)
where ω0 is the emission frequency and Γ0 is the resonance HWHM.
The final factor that affects the coupling strength is the spatial overlap of the mode with
the gain section. Just as the lasing frequency will be pulled towards the frequency of
maximum emission, in order to spectrally maximise the modal gain, the spatial profile of
the lasing mode will also experience a “pulling” to match the profile of the gain region,
thus maximising the spatial overlap. As the vertical profile of the fields are determined
by the waveguide modes, only the profile in the lateral direction is free to be modified,
although this is limited by the available k-states. To match the shape of the gain section in
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this direction the lasing mode will need to be composed of a certain spectrum of k-states.
As the gain region in the considered structure is described by a rectangle function the k-
spectrum distribution of the modal fields must follow a sinc (kw/2pi) lineshape (where w is
the width of the gain region). The combined effects of the modal DOS, gain lineshape and
the enforced k-spectrum results in an effective gain G (ω, k) for the lasing mode describing
the coupling strength of the four level systems to a particular waveguide mode at each
frequency ω and wavevector k, defined as
G (ω, k) ∝ L (ω0 − ω) ·D (ω, k) · sinc2 (kw/2pi) . (6.7)
Here the sinc function has been squared for comparison to the power spectrum extracted
from FDTD simulations. From this model the steady state lasing frequency ωSLL can
be predicted by finding the frequency corresponding to the maximum effective gain i.e.
G (ωSLL) = maxω
{´
dk G (ω, k)
}
(see figure 6.7). The k-spectrum, and correspondingly
the mode shape, will then be determined by G (ωSLL, k). To test this model, the predicted
lasing frequency and k-spectra were compared to those extracted from FDTD simulations
over a range of different gain widths (see figure 6.8). Close agreement between the analytic
predictions and simulations confirms the principle of SL lasing mode formation presented
here; that the lasing frequency and mode shape represent the optimal configuration for
maximising the effective gain determined by the waveguide DOS, gain spectrum and spatial
dimensions.
By studying the k-spectra of the lasing mode it becomes clear why the localisation of the
fields decreases as the gain width is reduced. From figure 6.8 it can be seen that when
the gain section is wide (1500nm) the k-spectra closely matches the ideal sinc2 (kw/2pi)
lineshape, indicating a strong localisation to the gain section. As the gain width is reduced
a good match between the two spectra is still seen for wavevectors below ∼ 3µm−1 but
above this value the lasing mode k-spectrum quickly drops off resulting in a much weaker
localisation of the fields. The reason for this sudden drop off is due to the curvature of the
TM2 dispersion; at higher wavevectors, k, the corresponding frequency, ω (k), increases. As
a result the high wavevectors have a poor spectral overlap with the emission spectrum and
so experience a reduced effective gain. This leads to the higher wavevectors falling below
threshold and so they cannot contribute to the formation of the lasing mode. In order
to improve the localisation, thus enabling lower overall mode volumes, a larger range of
wavevectors need to be brought above threshold. This can be achieved by further flattening
the dispersion curve and aligning the dispersion with the peak emission frequency of the
gain. In the next section this goal is achieved in a modified MIM waveguide utilising the
plasmonic TM1 mode.
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Figure 6.7: (a) Principle of SL lasing mode formation exemplified for a gain section
width of 1000nm. The frequency and wavevector dependent effective gain G (ω, k)
(heat map) results from the influence of the waveguide environment (modal dispersion
(cyan lines)), the lineshape of gain emission (blue line) and spatial envelope of the
gain region (red line). (b) The lasing frequency (ωSLL) is predicted to match the peak
effective gain frequency (orange line). (c) The wavevector spectrum of the lasing
mode is proportional to the effective gain spectrum at the predicted lasing frequency
G (ωSLL, k) (green line) which compares well with the ideal sinc2 (kw/2pi) lineshape
(red dashed line).
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6.6 Increasing Localisation
So far it has been shown that the SL lasing mode forms dynamically as a superposition
of waveguide modes, maximising the possible spectral and spatial overlap with the gain
material. It was found that the range of k-states that can be spectrally coupled to the
gain was the primary factor limiting the localisation of the fields and hence the mode
volume. To improve on the photonic TM2 mode used so far the waveguide structure was
modified to take advantage of the large number of k-states near the plasmonic resonance
of the TM1 mode. When two stopped light points are introduced into the dispersion
curve the dispersion ω (k) between them is forced to follow a monotonic variation. Thus
by aligning the two stopped light points in frequency but separated in their wavevectors
the dispersion between them will become very flat allowing a wide range of k-states to
be aligned with the peak emission frequency of the gain medium. Using this principle
a genetic algorithm was used to optimise the waveguide so that the TM1 mode would
exhibit two stopped light points close in frequency but far apart in wavevector. The
resulting waveguide structure is shown in figure 6.9(a) along with the modal dispersion
plot highlighting the TM1 mode. The stopped light points lie at ω1 = (2pi) 128.14THz at
k1 = 7.41µm−1 and ω2 = (2pi) 123.89THz at k1 = 30.34µm−1.
In comparison to the TM2 mode presented previously the TM1 mode has several differ-
ences: first, as the dispersion lies below the light line this mode is bound and does not
couple to the radiation modes. Also, due to the plasmonic nature of the TM1 mode the
fields are more strongly localised to the metal interfaces resulting in a modal loss roughly 3
times larger than that of the TM2 mode. Finally, as both stopped light points are located
at non-zero wavevectors, the field profile of the SL lasing mode will be spatially modulated
in the propagation direction with wavefronts propagating at vp(1,2) = ω1,2/k1,2 resulting
in spatial hole burning effects.
Although the two stopped light points lie close in frequency it was found that the SL
lasing mode was still sensitive to the emission frequency chosen for the gain medium, with
slight variations resulting in the lasing mode centering around either the first or second
stopped light points. To demonstrate the improved localisation offered by this mode the
emission frequency was aligned with the second stopped light point, enabling access to
larger wavevectors. The exact gain parameters used are shown in table 6.1. After initial
FDTD simulations confirmed that an SL lasing mode was supported by this modified
structure the method presented in section 6.4 was again applied in order to test the limits
of field localisation and mode volume by reducing the gain width.
From the results shown in figure 6.9 it can be seen that the confinement factor of the
lasing mode decreases only slightly from 57% to 44% as the gain width is reduced from
1500nm to 200nm. As a result the mode area decreases almost linearly with the width of
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Gain Parameter Description Value
N Carrier density 2× 1018cm−3
ωe/2pi (λe) Emission frequency (wavelength) 123.89 THz (2419.7nm)
Γe Emission half width 15.85ps−1 (∼ 49nm)
σ0,e Emission cross section 2.09× 10−15cm2
ge Maximum gain coefficient 4240cm−1
τ21 Relaxation time 500ps
τ32 = τ10 Relaxation time 100fs
Table 6.1: Parameters of the four-level systems used to compensate loss of the TE1
mode.
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Figure 6.9: (a) Modified waveguide structure for SL lasing with the TM1 mode.
The field profile shown in red highlights the bound plasmonic nature of the mode
(geometric parameters t = 50nm, h = 110nm). (b) Dispersion plot of the associated
waveguide modes highlighting the two stopped light points (black dots) on the TM1
mode (red) and the gain emission lineshape (blue) (c) confinement factor (black) and
mode area (red) for decreasing gain widths. (d) Total loss rate (green) and average
inversion (black) for decreasing gain widths.
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the gain reaching a minimum of just Aeff ≈ 7.6 × 10−3λ20 for the smallest gain region of
width w = 200nm. This is a large improvement over the previous TM2 mode where the
smaller range of above threshold wavevectors resulted in the mode area asymptotically
approaching a minimum value of around Aeff ≈ 0.13λ20 with a subsequent sharp drop
in confinement factor from 70% to 16%. However, this improvement comes at the cost
of increased loss due to the strong plasmonic nature of the TM1 mode. These results
confirm that increasing the flatness of the modal dispersion can result in SL lasing on
deep subwavelength scales, providing a new route to designing nanolasers.
6.7 Conclusion
In this chapter the concept of stopped light lasing was introduced and demonstrated in
a plasmonic MIM waveguide incorporating a small rectangular section of gain medium in
the core layer. The temporal dynamics and spatial properties of this new lasing state were
investigated using FDTD simulations.
First the principle of SL lasing was confirmed in the considered structure after observing
relaxation oscillations in the temporal evolution of both the population inversion and
output energy. It was shown that feedback for this lasing state resulted from the stopped
light behaviour of the TM2 waveguide mode whereby the energy flow forms a closed loop
vortex localised over the gain region. Interestingly, the temporal dynamics and spatial
profile of the lasing mode indicated single TM2 mode operation despite the fact that a
static gain analysis showed that both the TE1 and TE2 modes could compete with the
TM2 mode for amplification. It was found that the TM2 mode was preferentially chosen
as the lower average group velocity and dispersion of this mode reduced additional losses
resulting from propagation of energy away from the gain section and also allowed for a
better spatial overlap with the small gain section.
The low average group velocity also resulted in a large enhancement of the LDOS for
the TM2 mode near the stopped light frequency. Calculations showed that the average
Purcell factor was almost 8 times larger for this mode than for the TE polarised modes
at the emission frequency. Due to this a high proportion of spontaneous emission couples
to the TM2 mode, quantified by a β-factor of around 0.9 potentially making the SL laser
structure interesting for enhancing fluorescence-based applications such as sensing devices
used for medical diagnostics.
It was found that large surface roughness increased the total loss rate of the lasing mode
as energy became strongly localised to surface inhomogeneities away from the gain section,
decreasing the field overlap with the gain and increasing dissipative losses. Eventually the
gain could no longer compensate the increased loss and lasing no longer occurred for some
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cases. However, at lower roughness rms heights the lasing state was only slightly affected.
Next the potential to reduce the mode area of the SL laser was investigated by reducing
the width of the gain section. Simulations showed a non-linear decrease in the mode
area with gain width with a simultaneous drop in the confinement of the fields to the gain
section. To determine the factors limiting the minimum mode area, a model was presented
to explain the physical mechanism leading to the formation of the lasing state. From this
it was shown that, ultimately, the field distribution of the lasing mode was determined by
the range of above threshold k-states that could be coupled through phase locking.
To test this mode locking hypothesis a second geometry, based on the TM1 mode, was
introduced, which had been engineered to bring a much wider range of k-states close
together in frequency. For this structure a linear decrease was observed in the mode area
with gain width, achieving much lower mode areas than in the previous structure although
at the cost of increased dissipative loss due to the plasmonic nature of the mode. These
results clearly show that SL lasing can provide a new route to designing low threshold
lasers on the nanoscale.
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In summary, a number of new results on stopped light in plasmonic and metamaterial
waveguides have been presented in this thesis. Initially it was demonstrated that light
could be stopped in these waveguides even when inherent dissipative losses and low levels
of surface roughness were taken into account. Previously it had been suggested that
these de-coherence mechanisms would prevent the stopping of light. However, by directly
measuring wavepacket propagation in full wave time domain simulations it was possible to
show that group velocities as low as vg ≈ 5×10−6c could be achieved. The use of gain media
for compensating losses was then considered. In both waveguide designs it was shown that
losses could be fully compensated while maintaining the ability to stop light, which could
enable the miniaturisation of optical amplifiers. Importantly, for the NRI waveguide, loss
compensation was not found to affect the negative real part of the effective refractive
index, helping to resolve an earlier debate over whether NRI and loss compensation could
be simultaneously achieved. Finally the concept of a stopped light laser was introduced,
where feedback is provided by the characteristic energy vortex at the stopped light point.
Numerical studies revealed that the lasing mode could be confined on deeply subwavelength
scales, potentially providing new opportunities for creating nanoscale sources of light, a
crucial component for realising optical integrated circuits. These main results shall now
be discussed in more detail.
In the first part of this thesis the ability to stop light in lossy plasmonic and metamaterial
waveguides was investigated. This study is of interest as the phenomenon of stopped
light could potentially enable a wide range of exciting applications such as optical buffers
and switches, providing integral components for realising optical integrated circuits. In
contrast to other slow light devices, such as photonic crystal waveguides, plasmonic and
metamaterial waveguides incorporate metallic components in their design and so it is
important to account for the inherent dissipation of energy, due to ohmic metal loss, in
dispersion calculations.
The plasmonic and metamaterial waveguides studied in this work were introduced in chap-
ter 3. The plasmonic waveguide was based on a well known metal-insulator-metal design
while the metamaterial waveguide was composed of a single layer of negative refractive
index metamaterial surrounded on both sides by air. Stopped light in these waveguides
is related to the negative optical parameters of the NRI and metallic materials as energy
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in these layers flows in the opposite direction to energy in the positive index layers. By
adjusting the structural design the opposing energy flows can be balanced, halting the
propagation of light.
Through semi-analytic calculations and numerical simulations this work has demonstrated
that light can be stopped using this mechanism, even in the presence of dissipative loss as
well as low levels of scattering loss. Previous theoretical studies had suggested that this
would not be possible without a method for compensating the loss. In full wave time-
domain simulations it was shown that wavepackets, injected into the MIM waveguide via
an out-of-plane excitation scheme, propagate with extremely low group velocities exactly
matching those predicted from complex-ω solutions to the dispersion equation.
To aid the investigation into pulse propagation, a new centre of energy measurement
technique, that can accurately determine the position and dispersion of wavepackets in
numerical FDTD simulations, was introduced. This proved effective in measuring the
extremely low group velocities that characterise the slow light regime. Additionally a
loss rate extraction technique, based on Poynting’s theorem, was used to determine the
dissipative and radiative contributions to the total modal loss rate. By comparing the loss
rates extracted from FDTD to those calculated semi-analytically, using the transfer matrix
method, it was possible to show that the wavepackets excited in the MIM waveguide,
near the stopped light point, corresponded to leaky mode solutions rather than the more
conventional bound modes. Its leaky nature meant the TM2 mode could be coupled to
directly from free space thus simplifying the excitation scheme by removing the need for
additional prism or grating structures.
After initially applying these techniques to idealised waveguides with smooth interfaces,
they were used to investigate the influence of surface roughness on propagation. It is
important to study this effect as, in practice, geometric imperfections are likely to be
introduced during fabrication of the waveguides, which can have a large impact on device
performance. For example, limitations to the slowing down of light in photonic crystal
waveguides, observed in experimental studies, have been attributed to the presence of
geometric disorder in the structure. Remarkably in this work it was found that extremely
low group velocities could still be attained in the MIM waveguide up to surface roughness
rms heights of approximately 1nm. This result was attributed to the fact that stopped
light in the MIM waveguide results from the bulk material dispersion of the metallic
layers rather than coherent backscattering from geometric structuring in the propagation
direction, as is the case in PCWs.
Following the initial study into stopped light in passive waveguides, active gain materials
were incorporated into the waveguides in order to compensate dissipative losses. Although
not required for achieving zero group velocity, as suggested in some previous works, com-
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pensating loss to increase the wavepacket lifetime is critical for realising many slow light
applications. For the NRI waveguide it was demonstrated that gain could be supplied to
the slow light mode through the evanescently decaying modal fields outside the waveguide
core. This proved effective at compensating the dissipative loss and it was shown that
modal gain could be greatly increased by improving the overlap of the modal fields with
the gain medium through structural changes.
It was found that even when losses were overcompensated the mode’s effective refractive
index remained negative, which adds a new result to help resolve an earlier debate over
whether amplification and NRI could occur simultaneously. At the stopped light point it
was found that when losses were overcompensated the complex-k dispersion curves again
exhibited backbending while stopped light was maintained by the complex-ω solutions.
This could be useful for the miniaturisation of optical amplifiers as was suggested in [55].
Stopped light was also maintained in the complex-ω dispersion curve in the MIM waveguide
when dissipative losses were compensated by incorporating gain into the dielectric core. To
provide the energy required to invert the gain, optical pumping was then considered. For
an efficient transfer of energy from the pump fields to the signal, TM2 mode, it was shown
that the spatial profile of the pump fields had to closely match the profile of the TM2
mode over the gain region, while also achieving a high field amplitude. A pump scheme
fulfilling both these criteria was proposed and then demonstrated in FDTD simulations.
To properly account for the nonlinear light-matter interaction between the pump fields and
the gain medium, including saturation effects, the gain was modelled in FDTD simulations
using Maxwell-Bloch theory. Interestingly, it was found that as the gain became inverted,
stimulated emission was triggered by the pump fields resulting in characteristic relaxation
oscillations indicative of lasing.
Next, it was shown that, at the stopped light point, the characteristic energy vortex
formed by the modal fields presents an inherent feedback mechanism that, when coupled
with gain, can lead to coherent amplification of light. In this first demonstration, stopped
light lasing was shown to exhibit a number of interesting characteristics, such as a high β-
factor and subwavelength mode areas. Both of these properties are connected to the local
flatness of the waveguide modal dispersion near the stopped light points, which enables
a wide range of k-states to be spectrally coupled to the emission transition of the gain
medium. As a result the density of optical states is increased at the stopped light point
leading to a large proportion of spontaneous emission being coupled into the lasing mode,
explaining the high β-factor.
Based on finite-difference time-domain simulations it was found that, in the absence of a
cavity in the propagation direction, the stopped light lasing mode forms dynamically from
a superposition of k-states phase locked by the gain. The steady state profile of the lasing
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fields is determined from the optimal spatial and spectral coupling of waveguide modes to
the gain medium. Importantly, localisation of the fields is only limited by the available
range of k-states, which can be increased by engineering the waveguide dispersion. This
was confirmed using the plasmonic TM1 mode of a modified MIM waveguide where deeply
subwavelength mode areas were realised, thus demonstrating the universality of stopped
light lasing principles. These results show that stopped light lasing presents a new route
to developing low threshold, cavity-free lasers on the nanoscale.
Future Work
The investigation of stopped light reported in this thesis presents a number of opportunities
for further development in future investigations.
For example, this work has shown that stopped light lasing offers a new route to creating
lasers with deeply subwavelength mode volumes. This is a growing area of interest as
these devices could be used as plasmonic light sources in emerging applications such as
integrated optical circuits [46]. An important goal for future work will be to extend the
principles of stopped light lasing to three dimensional structures. From the study of optical
pumping, presented in chapter 5, it was seen that stopped light lasing does not require the
gain material itself to be spatially confined but simply a confinement of the inversion. As a
result future designs could be envisioned where optical pumping, via a scanning near-field
optical microscope (SNOM) tip, is used to create a configurable array of stopped light
lasers in a planar MIM slab waveguide.
Below the lasing threshold, it would be interesting to study the influence of stopped light
on spontaneous emission. Due to the high density of optical states at the stopped light
point it is expected that fluorescence would be strongly enhanced [34] which could be
useful for a number of fluorescence based applications such as sensing devices for medical
diagnostics. Such a study could be performed with FDTD simulations using the Maxwell-
Bloch Langevin model used in this work.
Another area for future work would be to study the effect of tapering the MIM waveguide
core following the design of “trapped rainbow” devices [20]. Here it is expected that
different frequencies of the incident wave would be stopped at different locations along
the waveguide axis, however it has been suggested that losses must first be compensated
to achieve this. Taking losses into account, it would be interesting to see if the trapped
rainbow behaviour is reproduced for wavepackets injected via the out-of-plane excitation
scheme used in this work. Furthermore, incorporating active gain media into the tapered
core could potentially produce a stopped light laser emitting over a broader frequency
spectrum, although it is likely the tapering angle will have to be carefully considered.
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Finally, the transfer matrix method, used in this thesis to calculate waveguide dispersion,
could be extended to incorporate anisotropic media by using, for example, the algorithm
reported in [143], which also utilises the argument principle method. This could be used
to better represent current optical NRI metamaterials, such as the double fishnet design,
which generally have an anisotropic refractive index.
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A Solving the Dispersion Equation
In Chapter 2 a generalised form of the complex waveguide dispersion equation was intro-
duced based on the transfer matrix method. As the roots of this equation determine the
properties of the supported waveguide modes a method for quickly and efficiently solving
the dispersion equation is required. For lossy waveguides, such as those studied in this
thesis, the roots will typically be complex valued requiring a 2D search in the complex-k
or complex-ω planes. One of the simplest algorithms for performing this search is based
on the Newton-Raphson method which takes the form
zi+1 = zi − f (zi)
f ′ (zi)
, (A.1)
where the approximate location of the root z∞ is improved through iterative steps based
on the value of the function f and its derivative f ′ at the previous guess location zi. This
method is relatively quick and simple to implement but requires a reasonable initial guess
value for the location of the root and can give no estimate for the number of roots that
exist. It is desirable to know this number to ensure that waveguide modes aren’t missed
during the analysis. A different technique, known as the Argument Principle Method
(APM), has been gaining interest recently [61, 64, 144] as it can automatically locate all
roots inside a given region of the complex plane without requiring any input guess values.
This improved capability comes at the cost of increased complexity in implementing the
algorithm as the APM can only be applied to functions that satisfy certain conditions. In
this appendix chapter the APM is introduced along with a modified dispersion equation
that fulfills the conditions of this method. These are combined to create an efficient root
finding algorithm, following the example presented in [61], that has been used throughout
this thesis for waveguide analysis.
A.1 The Argument Principle Method
The APM is a technique for locating every root of a function f (z) in a given region on
the complex-z plane. The method is based on a generalisation of the argument principle
theorem. This important theorem in complex analysis relates the number of zeros, N , of
an analytic function inside a region on the complex plane to a contour integral [145]:
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Sm =
1
2pii
˛
c
zm
f ′ (z)
f (z) dz =
N∑
i=1
zmi . (A.2)
Where zmi are the values of the roots of the function f (z) inside the contour C raised to
the mth power. The m = 0 case can be used to find the number of zeros inside a given
contour but only if there are no poles inside the contour. The argument principle theorem
puts some constraints on the function f (z) for the above equation to hold. The function
and its derivative must be analytic inside and on the contour C and there must be no
roots on the contour line. For this method to be useful in finding roots the function must
also be free of poles. If there is only one root within the contour its exact value can then
be found by setting m = 1 as then the sum in equation (A.2) becomes equal to the value
of that root. Once a root has been isolated then its exact position can be found. The
isolation process is shown schematically in Fig. A.1.
The process can be completed using a recursive algorithm. First a rectangular contour is
placed around the region of interest on the complex plane, the integration (A.2) is then
performed with m = 0 to find the number of roots inside the contour. If the result is
zero then there are no roots inside the contour and the computation is complete. If there
are found to be N roots inside then the rectangle is subdivided into four smaller regions.
Again each of these is evaluated for roots, and any empty sub-contours are discarded.
This process is continued until each sub-rectangle contains only one root each. Then the
integral (A.2) is performed with m = 1 to find the exact location of each root. A further
application of Newton’s method can be used to quickly increase the accuracy of the root’s
location. Evaluation of the integral (A.2) must be performed numerically as when m = 0
the integral becomes
Sm =
1
2pii
˛
c
f ′ (z)
f (z) dz =
1
2pii log (f (z)) |c . (A.3)
This analytic solution involves a complex logarithm which is a multi-valued function.
Analytic evaluation of the integral will restrict results to the principle branch cut of the
complex logarithm and so will not provide an accurate estimate of the number of roots,
additionally the second integral, with m = 1, has no analytic solution. Both integrals
are therefore evaluated numerically, specifically using a quadrature integration function in
MATLAB.
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Figure A.1: Root finding method for a particular region: (a) the first region is
subdivided into four sub-rectangles, roots are counted and sub-contours containing
more than one root are further subdivided (b) until (c) the process is complete and
all roots have been isolated.
Once the roots have been located for given initial parameters root migration across the
complex plane, in response to the variation of parameters such as frequency or layer
thickness, can be easily tracked using Newton’s method provided the parameters are varied
in small increments. Using this method full modal analysis of multilayer waveguides can
be quickly and efficiently performed. In the next section an analytic single-valued form of
the dispersion function f (z) for arbitrary multilayered structures is derived.
A.2 Unwrapping the Dispersion Equation With Conformal
Mapping
In order to convert the dispersion relation F
(
ω, β2
)
defined in chapter 2 into a form com-
patible with the APM, i.e. analytic, single-valued and free from poles, a technique known
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as conformal mapping is applied. This technique unfolds the four-sheeted Riemann surface
(in the complex-k/ complex-ω plane) describing the dispersion relation and maps it onto a
new complex variable z while retaining the various regions (bound and leaky modes) found
on the original four-sheeted formulation. The new single valued form of the dispersion re-
lation H (z) = F (ξ (z)) can then be used in conjunction with the APM. Here ξ represents
the original complex solution plane that is mapped onto the new complex variable z. In
this section two mappings are presented for both complex-k and complex-ω solutions along
with the new single valued dispersion relations and their analytic derivatives.
A.2.1 Complex-k
From chapter 2 the dispersion relation is given as
F
(
ω, β2
)
= φN,2 − γN
mN
φN,1 = 0 . (A.4)
In its current formulation F
(
ω, β2
)
has two branch points at β2 = k20n21 and at k20nN
resulting in the four-sheeted Riemann surface. A mapping procedure for converting this
dispersion relation into a single valued form is presented by Kwon and Shin [61], however
this still introduces a square root term leading to a branch point. A different mapping
without this ambiguity presented by Bakhtazad et al. [146] is used here.
First β, γ1, and γN are normalized with respect to k0 and the initial complex solution
plane has been chosen as ξ = n2eff. The goal of the mapping is that γ1, and γN be single
valued across the entire z-plane without losing any of the solutions found on the β2-plane.
In order to do this two new functions g (z) and h (z) are introduced defined by the relations
g2 (z) = γ21/k20 = ξ (z)− n21 , (A.5)
h2 (z) = γ2N/k20 = ξ (z)− n2N . (A.6)
The following functions satisfy the above conditions,
g (z) = exp (z) +R exp (−z) , (A.7)
h (z) = exp (z)−R exp (−z) , (A.8)
where
R = n
2
N − n21
4 . (A.9)
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Therefore the function ξ (z) will be equal to
ξ (z) = exp (2z) +R2 exp (−2z) + S , (A.10)
where
S = n
2
N + n21
2 . (A.11)
By using this mapping the new single valued function H (z) can be evaluated at a given
z. The next step is to find the zeros of H in the z-domain. Once these zeros are found the
propagation constant of a mode can be easily calculated as
β = ±k0
√
ξ . (A.12)
From the previous section and equation (A.2) it can be seen that both the function H (z)
and its derivative H ′ (z) are required for root finding via the APM. The analytic derivative
of H (z) can be found by
dH
dz =
dξ
dz
dF
dξ = 2γNγ1
dF
dξ ,
= 2
(
γNψN,2 − γ12mN φN,1 −
γ2N
mN
ψN,1
)
,
(A.13)
where
(
ψi,1
ψi,2
)
= γc
(
φ′i,1
φ′i,2
)
, (A.14)
(
ψi+1,1
ψi+1,2
)
= Mi
(
ψi,1
ψi,2
)
+ γcM ′i
(
φi,1
φi,2
)
. i = 1 : N − 1 (A.15)
Here (ψi,1, ψi,2) is used instead of
(
φ′i,1, φ′i,2
)
as there may be a large error if γ1 ≈ 0 as(
φ′1,1, φ′1,2
)
=
(
0,−12m−1c γ−1c
)
. The derivative of the transfer matrix is given by
M ′i =
 di2κi sin κidi −mi2κ3i sin κidi + midi2κ2i cosκidi
−1
2κimi sin κidi −
di
2mi cosκidi
di
2κi sin κidi
 . (A.16)
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Now all the equations needed to describe the dispersion relation and transform it into a
single valued function using conformal mapping have been defined. The function H (z)
and its derivative H ′ (z) can be inserted into the equations of the APM and the modal
indices of a particular planar waveguide structure can be found and analysed.
A.2.2 Complex-ω
A similar procedure can be used when finding the complex-ω solutions to the dispersion
equation. Here ξ = k20 = ω2/c2 where c is speed of light in a vacuum. Again conformal
mapping is used to remove the branch points at ξ = β2/n21 and β2/n2N by introducing two
functions
g2 (z) = γ21 = β2 − ξ (z)n21 , (A.17)
h2 (z) = γ2N = β2 − ξ (z)n2N . (A.18)
Two functions satisfying the above conditions are
g (z) = n1
(
ez +Re−z
)
, (A.19)
h (z) = nN
(
ez −Re−z) , (A.20)
where
R = β
2 (n2N − n21)
4n2Nn21
. (A.21)
Therefore the function ξ (z) will be equal to
ξ (z) = S − e2z −R2e−2z , (A.22)
where
S = β
2 (n2N + n21)
2n2Nn21
. (A.23)
The angular frequency can be calculated from ξ (z) as
ω (z) = ±c
√
ξ (z) . (A.24)
Now that the mapping has been defined the derivative of H (z) needs to be given
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dH
dz =
dξ
dz
dF
dξ =
−2γ1γN
n1nN
dF
dξ ,
= −2γ1γN
n1nN
(
1
γ1
ψN,2 +
n21
2γNmN
φN,1 +
γN
γ1mN
ψN,1
)
,
(A.25)
where (
ψi,1
ψi,2
)
= γ1
(
φ′i,1
φ′i,2
)
, (A.26)
(
ψi+1,1
ψi+1,2
)
= Mi
(
ψi,1
ψi,2
)
+ γ1M ′i
(
φi,1
φi,2
)
. i = 1 : N − 1 (A.27)
Here the initial derivative coefficients are
(
φ′1,1, φ′1,2
)
=
(
0, n
2
1
2 m
−1
1 γ
−1
1
)
and M ′i is given
by
M ′i =
 −diκ′i sin κidi −miκ′i−m′iκiκ2i sin κidi − midiκ′iκi cosκidi−miκ′i−m′iκi
m2i
sin κidi + diκiκ
′
i
mi
cosκidi −diκ′i sin κidi
 ,
(A.28)
where ′ denotes the derivative with respect to ω. Now the dispersion equations and
their derivatives for both complex-k and complex-ω modes have been defined along with
conformal mapping to remove branch points.
Unfortunately the mapping presented here for the complex-ω solutions is only applicable
for structures where the refractive index in both the cover and substrate layers is inde-
pendent of frequency i.e. non-dispersive cladding layers. For structures with dispersive
materials in the cladding layers the Newton-Raphson technique has to be used instead.
A.3 Accuracy
The specific APM presented in the previous section has been implemented in a MATLAB
program. To test the accuracy of this approach several test structures shall now be con-
sidered and the results compared to values published in the literature. First, the case of a
SPP along a single interface provides a good initial benchmark as the analytic form of the
dispersion relation is well known. From table A.1 exact agreement between the numerical
code and the analytic solution is seen up to the floating point precision of the MATLAB
software confirming the accuracy of the APM technique for waveguides including both
lossy and dispersive materials. A more complicated 6-layer waveguide presented in [147]
was also analysed and compared to the published values. This second structure supports
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both bound and leaky modes providing a greater test of the mode solver functionality. In
this case again excellent agreement is seen between the published values and those calcu-
lated with the mode solving technique presented here for both bound and leaky modes
(table A.2 and A.3).
∞ = 1, ωp = 1, γ = 0.01,
ω = 0.5
Analytic TMM
Re(β)
k0
1.224608830648468 1.224608830648468
Im(β)
k0
0.008162607805194 0.008162607805194
Table A.1: Comparison between analytic and numerically calculated βn for a SPP
propagating along a single metal-dielectric interface.
n0 = 1.5, n1 = 1.66, n2 = 1.6, n3 = 1.53, n4 = 1.66, n5 = 1,
w1 = w2 = w3 = w4 = 0.5µm, λ0 = 0.6328µm
Re(β)
k0
Im(β)
k0
Re(βn)
k0
Im(βn)
k0
TE0 1.622729 0.000000 1.6227287 0.0000000
TE1 1.605276 0.000000 1.6052757 0.0000000
TE2 1.557136 0.000000 1.5571362 0.0000000
TE3 1.503587 0.000000 1.5035871 0.0000000
TE4 1.461857 0.007156 1.4618566 0.0071559
TE5 1.382489 0.018166 1.3824892 0.0181659
Table A.2: First six modes of the 6-layer lossless waveguide presented in [147] com-
paring the published β to the numerically calculated βn. Modes TE4 and TE5 are
leaky, reflected in the non-zero imaginary part of β.
n0 = 1.5, n1 = 1.66, n2 = 1.6, n3 = 1.53− i1.53× 10−4,
n4 = 1.66− i1.66× 10−4, n5 = 1,
w1 = w2 = w3 = w4 = 0.5µm, λ0 = 0.6328µm
Re(β)
k0
Im(β)
k0
× 10−4 Re(βn)k0
Im(βn)
k0
× 10−4
TE0 1.622729 0.00673 1.6227287 0.0067373
TE1 1.605276 1.66244 1.6052757 1.6624428
TE2 1.557136 0.20880 1.5571361 0.2088010
TE3 1.503587 0.55032 1.5035870 0.5503251
Table A.3: First four bound modes of the 6-layer lossy waveguide presented in [147]
comparing the published β to the numerically calculated βn.
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The numerical simulations presented in this thesis were performed using the finite-difference
time-domain (FDTD) method [59]. Since it was first proposed by Yee in 1966 [148], the
FDTD method has become one of the most popular full-wave techniques for studying elec-
tromagnetic problems in use today. In this chapter the basic theory of the FDTD method
is presented along with a number of additional methods that have been used to extract the
results presented in this work. After discussing the discretisation of Maxwell’s equations
in section B.1 the handling of dispersive media responses through the auxiliary differential
equation method is detailed in section B.2. In sections B.3 and B.4 boundary conditions
and the total-field scattered-field pulse injection method are discussed. In order to ac-
curately measure loss rates a discretised formulation of Poynting’s theorem is introduced
in section B.5. Finally, the computation setup used for simulating the MIM waveguide
studied in this thesis is detailed in section B.6 comparing the accuracy of FDTD results
at different resolutions to semi-analytic TMM calculations of the modal dispersion.
B.1 Discretisation of Maxwell’s Equations
The FDTD method uses a central finite difference scheme to approximate the spatial and
temporal derivatives that appear in Maxwell’s two curl equations. As a result space and
time become discretised. In the standard approach, electromagnetic field components are
sampled and evaluated on a uniform rectangular grid at distinct time intervals and are
written using the convention
Fni, j, k = F (i∆x, j∆y, k∆z, n∆t) , (B.1)
where ∆x, ∆y and ∆z are spatial increments and ∆t is the time increment. Generally,
the electric and magnetic fields are evaluated at different positions on the grid cell in a
staggered configuration known as the Yee cell. Additionally the two fields are temporally
offset by half time steps. By evaluating the fields in this way the central difference ap-
proximation of Maxwell’s curl equations becomes second order accurate. In figure B.1 the
basic field configuration on three and two dimensional Yee cells is shown.
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Figure B.1: Schematic diagram of the Yee cell in (a) three and (b) two dimensions.
To reduce computational time and also due to the simple planar geometry of the waveg-
uides studied in this work, FDTD simulations were restricted to two dimensions. Assuming
the structure to be infinitely extended in the z-direction the various electric and magnetic
field components can be written as
Ex|ni± 12 , j , Hx|
n+ 12
i, j± 12
,
Ey|ni, j± 12 , Hy|
n+ 12
i± 12 , j
,
Ez|ni, j , Hz|
n+ 12
i± 12 , j± 12
,
(B.2)
and, where present, the polarisation field components are evaluated at the same locations
as the electric field. In the FDTD code used in this work the effect of dispersive media
with frequency dependent permittivities is accounted for by the polarisation field response
and Maxwell’s two curl equations take the form
∇×E = −µ0µ∂H
∂t
, (B.3)
∇×H = 0∂E
∂t
+ ∂P
∂t
, (B.4)
where  and µ represent static background permittivity and permeabilities. Approximating
the temporal derivatives as central finite differences yields
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∇×E|n = −µ0µH
n+ 12 −Hn− 12
∆t , (B.5)
∇×H|n+ 12 = 0E
n+1 −En
∆t +
Pn+1 −Pn
∆t . (B.6)
Rearranging equations B.5 and B.6 gives the field update equations
Hn+ 12 = Hn− 12 − ∆t
µ0µ
∇×E|n , (B.7)
En+1 = En + ∆t
0
∇×H|n+ 12 − P
n+1 −Pn
0
. (B.8)
Hence the magnetic fields are updated at each half time step while the electric and polari-
sation fields are updated at integer time steps in a scheme known as the leapfrog algorithm.
In grid cells where dispersive media are present the polarisation fields have to be calculated
separately using the auxiliary differential equation method that shall be introduced in the
next section.
For most of the simulations conducted in this work only transverse mangentic electromag-
netic waves are considered. Here the only non-zero field components are Hz, Ex and Ey.
As the structure is assumed to be infinitely extended in the z-direction spatial derivatives
with respect to z are set to zero and the full update equations for these waves in two
dimensions can be written as
Hz|n+
1
2
i+ 12 , j+
1
2
= Hz|n+
1
2
i+ 12 , j+
1
2
− ∆t
µ0
Ey|ni+1, j+ 12 − Ey|ni, j+ 12
∆x (B.9)
−
Ex|ni+ 12 , j+1 − Ex|
n
i+ 12 , j+1
∆y
 , (B.10)
Ex|n+1i+ 12 , j = Ex|
n+1
i+ 12 , j
+ ∆t
0b
Hz|ni+ 12 , j+ 12 −Hz|ni+ 12 , j− 12
∆y
 (B.11)
− 1
0b
[
Px|n+1i+ 12 , j − Px|
n
i+ 12 , j
]
, (B.12)
Ey|n+1i, j+ 12 = Ey|
n+1
i, j+ 12
− ∆t
0b
Hz|ni+ 12 , j+ 12 −Hz|ni− 12 , j+ 12
∆x
 (B.13)
− 1
0b
[
Py|n+1i, j+ 12 − Py|
n
i, j+ 12
]
. (B.14)
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Generally the spatial and temporal increments cannot be set arbitrarily as this can lead
to unstable and inaccurate results. To ensure stability of the FDTD algorithm the time
steps must satisfy the Courant criteria which, in essence, states that energy should not be
allowed to propagate more than one grid cell during each time step. Mathematically this
imposes a limit on the maximum time step for a given spatial grid size. Assuming a cubic
unit cell ∆x = ∆y = ∆z the maximum time step is thus given as
∆t = s∆x
c
, (B.15)
where c is the speed of light in a vacuum and s is a parameter known as the Courant
factor which must be less than 1/
√
D where D is the dimension of the simulation. To
meet this criteria a Courant factor of 0.7 has been used in all two dimensional simulations
performed in this thesis.
Inaccurate results from the FDTD method can be caused by dispersion of electromag-
netic waves resulting from the discrete approximation of Maxwell’s curl equations. This
dispersion arises due to slight differences in the phase velocity experienced by waves of
different frequencies. The phase velocity also changes with direction of propagation and
the size of grid cells. By shrinking the size of grid cells the error related to dispersion
can be greatly reduced. Typically, for simulations where the working wavelength is λ0, it
is recommended that the cell size should be below ∼ λ0/20 for accurate results. For the
simulations performed here a spatial resolution of ∼ λ0/150 has been used.
B.2 Auxiliary Differential Equation Method
In the FDTD algorithm the influence of material parameters on the propagating elec-
tromagnetic waves has to be accounted for. In simple non-dispersive media this can be
achieved by setting a static background permittivity and permeability in the field update
equations. However, if the material is dispersive then this requires the use of auxiliary
differential equations (ADE) to determine the dynamic time-dependent polarisation field,
or currents for magnetic materials, which must be added to the field update equations.
In the FDTD code used for this work an ADE corresponding to a generalised Lorentzian
response has been implemented that can be used to described a number of basic material
response models such as the Drude model. The time-dependent polarisation field resulting
from an electric field in the generalised Lorentzian model is given by
a1
∂2P
∂t2
+ a2
∂P
∂t
+ a3P = a40E , (B.16)
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where a1−4 are coefficients related to the resonance frequency, damping rate and coupling
strength of the material resonance which can be varied to reproduce different material
models. For example the Drude model results from this generalised response when a1 = 1,
a2 = Γ, a3 = 0, and a4 = ω2p. To be incorporated with the field update equations
the temporal derivative of the polarisation field needs to be approximated with a finite
difference scheme centred at time n;
a1
Pn+1 − 2Pn +Pn−1
∆t2 + a2
Pn+1 −Pn−1
2∆t + a3P
n = a40En . (B.17)
Rearranging equation B.17 the polarisation at n+ 1 can be found as
Pn+1 = 1(
a1
∆t2 +
a2
2∆t
) [a40En −Pn (a3 − 2a1∆t2
)
−Pn−1
(
a1
∆t2
)]
. (B.18)
This is the ADE for calculating the updated polarisation fields at integer time steps which
can then be integrated into the field update equations to account for the presence of
dispersive media such as ITO. In principle materials characterised by multiple resonances
can be modelled simply by superimposing several ADEs in a single grid cell and adding
the individual polarisation fields.
Auxiliary differential equations can also be defined for non-linear media such as the four-
level systems used in this work to study loss compensation. The four-level systems influ-
ence the electromagnetic fields by absorbing and emitting energy at different wavelengths
corresponding to two optical transitions. Absorption and emission transitions are associ-
ated with two time-dependent polarisation densities which act on the electric field inside
each grid cell containing a four-level system. As was shown in section 5.1.2 the second
order differential equations governing the polarisation response of the four-level system
are coupled to a set of four first-order differential equations describing the corresponding
temporal dynamics of the occupation densities (N0 to N3). To integrate the polarisation
response with the field update equations, ADEs must be defined to solve both sets of
equations by approximating the temporal derivatives with central differences. A method
to achieve this was derived and implemented in the FDTD code by other members of the
research group and a full description of the four-level ADEs can be found in [127].
B.3 Boundary Conditions
As the FDTD computational domain is finite in size, consideration needs to be given
to the boundary conditions, for example simply truncating the FDTD grid results in
reflection of the electromagnetic fields back into the simulation region. In many cases it
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is desirable to have outgoing waves leave the computational domain in order to simulate
problems in “open” space. One method for doing this is to place a layer of artificial
absorbing material, known as a perfectly matched layer (PML) [59], around the edge of
the computational domain. PMLs can be formulated in several different ways but they are
all designed to efficiently absorb incoming waves while reducing reflections to a minimum.
This is achieved by splitting the electric and magnetic fields inside the PML medium and
applying loss to each field separately. As a result a non-physical, anisotropic absorbing
material is created with an impedance that is independent of incidence angle or frequency.
By placing PMLs around the edge of the simulation domain, outgoing waves are absorbed
as they enter the PMLs and are then further attenuated when they are reflected back from
the edge of the FDTD grid. Reflected waves are thus minimised. In the implementation
used here the absorption in the PMLs can be associated with a conductivity σmax while an
additional parameter κmax stretches the spatial coordinates. To further reduce reflections
from the inner edge of the PMLs these two parameters are smoothly increased from their
free space value to their maximum value over the width of the PML layers.
B.4 Plane Wave Injection
In order to perform FDTD simulations, a method is required to launch electromagnetic
fields onto the FDTD grid. The simplest way to achieve this is to allocate temporally
varying electric and magnetic fields to a single grid cell or along a line of grid cells.
However, this causes issues as propagating waves cannot travel through the grid cells
where the fields are injected resulting in unwanted reflections. To avoid this problem a
total-field scattered-field (TFSF) method has been employed for injecting plane waves in
the numerical simulations reported in this thesis.
For 2D simulations the TFSF method is typically implemented by defining a rectangular
region of interest on the FDTD grid. Incident waves are generated inside this region by
setting source terms at bounding edges of the box. The incident wave can then interact
with a material structure, such as a waveguide, producing scattered fields. Inside the
defined region the TFSF method calculates the total field, comprising both the incident
and scattered fields, however outside this region only the scattered fields are calculated.
To achieve this the FDTD update equations have to be modified at the boundary of the
TFSF region in order to add the desired incident field. As the incident fields are explicitly
defined the TFSF method can be used to efficiently set both the incidence angle and
frequency of injected plane waves which is vital for coupling to specific waveguide modes.
A full description of the TFSF method can be found in [59].
For the two dimensional simulations of the stopped light MIM waveguide used throughout
this work only a single TFSF boundary was used for launching plane waves incident on the
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waveguide. This was done to avoid having to truncate the waveguide to fit inside a TFSF
box which could affect the dispersion characteristics. In this situation the whole simulation
domain below the injection plane, including the waveguide structure, contains the total
fields. To prevent diffraction of the incident wave from the edges of the TFSF plane the
incident wave was spatially modulated with a Gaussian envelope reducing the amplitude
to zero at the edges. Additionally, to avoid the introduction of high frequency components,
the amplitude of the incident wave is smoothly increased from zero, following a Gaussian
temporal profile until the desired amplitude is reached. At this point the amplitude can
either be reduced back down to zero or held at a constant level.
B.5 Loss Rate Extraction
Energy loss rates were extracted from FDTD simulations using the method described in
section 3.5.2 based on Poynting’s theorem. This method relates the change in energy inside
a certain volume to the flux through the bounding surface and any work performed by the
fields on charges present in the region. This method was implemented in the FDTD code
by discretising Poynting’s theorem performed by other members of the research group,
here the derivation is reproduced.
Poynting’s theorem is found by multiplying the discretised form of Maxwell’s two curl
equations, B.5 and B.6, by the electric and magnetic fields respectively. As the two
fields are sampled at different times a basic temporal averaging must be performed before
multiplying. The resulting equations are
En+1 +En
2 ∇×H|
n+ 12 = E
n+1 +En
2
[
0
En+1 −En
∆t +
Pn+1 −Pn
∆t
]
, (B.19)
Hn+ 12 +Hn− 12
2 ∇×E|
n = H
n+ 12 +Hn− 12
2
[
−µ0µH
n+ 12 −Hn− 12
∆t
]
. (B.20)
Subtracting equation B.20 from B.19 yields the discretised form of Poynting’s theorem
measuring the change in energy at times n+ 12 . By collecting the various terms, expressions
for the change in energy density, energy flux and dissipation can be found as
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du
dt
|n+ 12 = 02 ·
(
En+1
)2 − (En)2
∆t +
µ0µ
2 ·
(
Hn+ 12
)2 − (Hn− 12)2
∆t , (B.21)
∇ · S|n+ 12 = E
n+1 +En
2 ∇×H|
n+ 12 − H
n+ 12 +Hn− 12
2 ∇×E|
n , (B.22)
dP
dt
·E|n+ 12 = P
n+1 −Pn
∆t ·
En+1 +En
2 . (B.23)
Equations (B.21-B.23) can thus be used in FDTD simulations to accurately measure the
total energy loss rate as well as the energy flux and energy dissipation inside individual
grid cells. By adding the individual rates of many grid cells together, loss rates can be
found over spatially extended regions. While this is clear for the total and dissipative loss
rates it is not immediately obvious this should be the case for the energy flux. The way
Poytning’s theorem has been implemented means that each component of the Poynting
vector represents the net flux of energy in that direction. So, for example, dSxdx |n+
1
2 would
measure the sum of energy flowing through the left and right edges of a unit cell. As a
result the energy flux through a single interface can not be determined. The upside is
that for adjacent grid cells the energy flowing out from one cell into the next through the
shared interface cancels and so by simply summing ∇ · S|n+ 12 in the two grid cells the
energy flux out of the outer region is found.
The discretised Poynting theorem was used in simulations to measure the energy loss in
a large region enclosing the electromagnetic wavepacket inside the MIM waveguide. This
also enabled the total loss rate to be separated into radiative and dissipative contributions.
However care needs to be taken when using lossy dispersive media, as discussed in section
3.5.2 the dispersive and dissipative components need to be separated in order to correctly
calculate the energy loss rate. Here it is noted that a method has been implemented in
the FDTD code by other members of the group to perform this separation for materials
described by the generic Lorentzian response shown in section 5.1.2. This implementation
is based on the technique presented in [98].
B.6 Resolution Test
To reduce errors associated with numerical dispersion, the size of FDTD grid cells has
to be much smaller than the wavelength of interest [59]. However, in the two dimen-
sional simulations performed in this work, reducing the grid size by a factor of 2 increases
computational time by a factor of 8 (four times the number of unit cells and halving the
time step). In order to balance computational time while ensuring accurate numerical
results a number of grid cell sizes were tested. To quantify the accuracy of the simulations
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Figure B.2: Comparison of (a) modal dispersion and (b) total loss rate of the TM2
mode calculated from FDTD simulations for three grid cell sizes, ∆x = 20nm (pink
dots), 10nm (red dots) and 5nm (green dots). Simulation results are compared to
semi-analytic TMM calculations (blue lines).
the modal dispersion band of the TM2 was extracted in each case and compared to the
semi-analytic TMM result.
The simulation setup is the same as that described in section 3.4 and a schematic repre-
sentation of the computational domain can be seen in figure 3.9. Here an incident plane
wave modulated by a Gaussian envelope in the x-direction is launched in the simulation
domain using the total-field scattered-field method described in section B.4. The plane
wave has a central wavelength of 1.55µm and is incident on the waveguide at an angle of
approximately 18◦ to the surface normal in order to couple to the TM2 mode near the
stopped light point. After the source wave has been switched off and reflections have left
the simulation domain the remaining wavepacket can be examined.
To extract the complex-ω dispersion curve of the TM2 mode the magnetic field profile along
the centre of the waveguide is recorded at two times separated by an interval shorter than
the oscillation period. A Fourier transform is then taken of the field profiles and then
the Shift method (described in section 3.4.3) is applied to extract the dispersion curve.
The dispersion curves extracted from FDTD simulations for three grid cell sizes (20nm,
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10nm and 5nm) are shown in figure B.2 and compared to semi-analytic results calculated
using the TMM. A poor match is found at 20nm with an average error of ∼ 2% in the
extracted dispersion and ∼ 8% in the loss rate. Furthermore the zero group velocity
point is not present in the dispersion curve at this cell size. A large improvement is seen
as the resolution is increased to 10nm with average errors of ∼ 0.01% and ∼ 0.1% for
the dispersion and loss respectively. At this resolution the stopped light point is clearly
observed from the extracted dispersion. Error rates fall further still to ∼ 0.003% and ∼
0.02% when the resolution is increased to 5nm however this greatly increases computational
time. For all numerical results presented in this thesis a grid cell size of 10nm has been
used.
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