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Resumen: En el presente trabajo mostramos el desarrollo de un esquema numérico en base a
diferencias finitas para la aproximación numérica a la solución de un sistema lineal acoplado
termoelástico unidimensional. Desarrollamos las condiciones necesarias para la estabilidad,
consistencia y convergencia del esquema obtenido.
Eu base al método de Vou NClUUt-1Ull;obtenemos cotas necesaria" para la estabilidad
condicional de dicho algoritmo y en base a un ejemplo contrastamos computacionalmente
la solución aproximada obtenida mediante el esquema en diferencias finitas con la solución
analítica del sistema de ecuaciones.
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COMPUTATIONAL SIMULATION OF A SYSTEM THERMOELASTICITY
USING PYTHON
Abstract: In this work, we present the development of a nurnerical scheme based in finite
differences for nurnerical aproximation to the solution of a unidimensíonal coupled linear
thennoelastic system. Development the necessaries conditions for stability, consistence and
convergence of the numerical scheme.
Based in Von Neumann's method, we get the conditions for conditional stability of
this algorithrn and based in an example we contrast computationally the aproxímate the
aproxímate solutiou gol, by tlio finito diífcrenccs SdWlIlC with the aualyt.i« solution.
Key words: Therrnoelastic system. finite difference, numerical stabilitv, python.
1. Preliminares
En este tl'<lbajo presentamos el desarrollo de un algoritmo numérico para aproximar la solución de un
sistema acoplado de ecuacioues diferenciales parciales que describe el comportamiento terrnoelástico de
1111(-1,cuerda unidimensional .Y de longitud finita: bajo ciertas condiciones físicas tales como homogeneidad
y linealidad del material.
El algoritmo que planteamos es formado e11 base H aplicar el método de diferencias finitas en el
sistema de ecuacioues. esto luego de eliminar el acoplamiento de estas mediante la generación de IUl
sistema modificado que lleve el sistema acoplado a una ecuación lineal de evolución.
La forma en la cual se e-limina el acoplamiento; para luego de esto aplicar el método de diferencias
finitas .Y obtener aproximac-iones muuóricas en base al esquema. puede ser utilizada del mismo modo para
analizar ecuaciones más «oinplejas o incluso ecuaciónes diferenciales parciales no lineales.
Debido H la diversidad de aproxiu laci()llcs posihles hacia los opc-r.idorcs dif<'l'('uciaks existen diversos
algoritrnos para un mismo problema. pero la niayoiia de estos no S011dp utilidad práctica debido ;-¡
la falta de información sobre la estabilidad. consistencia y convergencia, conceptos claves dentro del
análisis numérico y los cuales garant izan la. confiabilidad de los resultados generados. A partir de esto,
se desarrollan los conceptos anteriores para el esquema desarrollado en el presente trabajo: vía el criterio
de von NeUmnl111conseguimos las condiciones necesarias para asegurar las estabilidad del esquema.
La confiabilidad de los resultados obtenidos por el esquema se ven asegurados mediante el análisis
de la consistencia y el consecuente estudio de la convergencia mediante el teorema de equivalencia de
Lax-Riglitrnyer.
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2. Aproximación numérica a la solución del sistema termo elástico
El sistema lineal acoplado que describe el sistema que proponemos es
Utt - u.xx + O'f)x = O
et - exx + f3uxt = O
(O, L) x (O, T)
(O,L) x (O,T)
(1)
con condiciones iniciales
U(x, O) = uo(x), Ut(x,O) = Ul(X), O(x, O) = Oo(x) XE(O,L) (2)
y condiciones de frontera
u(O, t) = u(L, t) = Ox(O, t) = 8x(L, t) = O t>O (3)
En dichas ecuaciones, u(x, t) y 8(x, t) representan, respectivamente, el desplazamiento espacial con
respecto a la posición de equilibrio y la variación de la temperatura con respecto al equilibrio térmico,
ambos en la ubicación espacial x .Y en el instante de tiempo t. Las funcioucs 1Lü(X), 11] (x) .Y Oo(x) son el
desplazamiento, velocidad y temperatura iniciales en la. cuerda: mientras que los parámetros ex y f3 con
considerados valores conocidos para cada material.
La buena colocación del sistema: en el sentido de Hadarnard, y el decaimiento exponencial de la
energía ha sido estudiada por diversos autores, ver por ejemplo [6], [7] Y [10]. A fin de utilizar un esquema
a partir de series de Taylor, consideremos T > O Y las condiciones de regularidad
donde
w = {w E C4 (O, L) ;w (O) = 'W (L) = O}
V = {v E C3(0,L);v'(O) = 7"(L) = O}
Con estas condiciones, construiremos un algoritmo discreto en diferencias finitas para aproximar la
solución dd sistema (1)-(;~).Para esto, considcr.unos In ecuación inatric.ial equivalente a (1):
8W = JW,
8t . (4)
donde
TW = (-u., ?L/. B) :
y el operador J es definido COlllO
[ Il
1 ()
1
J= 3'2 O =oii;:T;
O -3D) '20,,.
de esLa 1l1¡Ul('PI, el sist(~llla (k ccuacioucs difercllcicllcs jlc\.l'cialcs acopla( las se red 11(:(' ¡t una ocuación
diferencial parcial (le- cvolncióu.
La ecuación (4) es válida en el dominio n = (O,L) x (O.T), el cual será necesario discretizar en un
conjunto de puntos. Esta malla de puntos será determinada tomando una partición uniforme de tamaño
6:r: en la dimensión espacial y una partición del mismo modo uniforme, de tamaño 6t en la variable
temporal. Los valores 6:¡; y 6t son denominados tamaños de paso.
Considerando un punto arbitrario y fijo (i, j) dentro de la malla de puntos, la solución \11/
H/(i6:r,j6t) obedece la relación
lSiSN-l. lSjSM-l
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donde N = fx y M = E son el número de puntos en la partición del espacio y el tiempo, respectivamente,
Empleando la aproximación
obtenemos una relación semidiscreta a la solución en el instante de tiempo j + 1, la cual se basa en
conocer la solución en un tiempo anterior j:
Para obtener un esquema totalmente discretizado, debemos obtener un equivalente discreto al
operador 1', para esto usando las aproximaciones:
, Wj 1 - l'Vj 1 A '
!:I W'J ~ ~+ ~- '- d TXT}
Ux i ~ 2.6.x ,- 'X vv i '
2/ ,1'_, W{+'1 -2W! + WLl "" J'
!:I lV ,- '- dU'WUx i ~ A ,) ,- 'X ;, uX~ r.
podemos considerar l.~T"
y el esquema discreto aproximado será
(5)
donde la matriz G es dada por
.6.t
1
- (3.6.td:c
(6)
Siendo conocidos los valores de la solución aproximada en el instante de tiempo j = 0, el esquema.
(5) proporciona. la aproximación a IR solución para. cada. instante de tiempo ,7 y para cada punto i del
espacio.
2.1. Estabilidad del esquema numérico
Para verificar la estabilidad, nos enfocaremos en el análisis de von Neumann. Considerando una
solución de la forma
7¿; = fj exp('I]'i.6.;r;i); i = J=1 (7)
luego obtenemos las relaciones
Al,a; = .6.x';'sin(2<p), (8)
y reemplazando estas relaciones en (6), obtenemos la denominada matriz de amplificación de errores
6.t
1
- /3z; i sin (2<p )
() 1
-Ct Z:~isin(2-;)
1 - 46t sen2(rn)6:c2 'r:
(<J)
A fin de asegurar la estabilidad del esquema, es necesario obtener las condiciones que garanticen que
el radio espectral de la matriz 9 sea menor a la unidad,
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Teorema 2.1 (Teorema de Estabilidad). Sean a, f3 E jR+ parámetros positivos. Bajo las condiciones
sobre los tamaños de paso
2
b.x < yf(ifJ' (10)
el esquema numérico aproximado al sistema termoelástico dado en (5) es un esquema estable.
Demostración. Definimos las matrices reales 91R y 98' definidas como la parte real e imaginaria de
9 = 9(b.x, b.t, ep), respectivamente, esto es:
b.t
1
O 1 - 4 :;~ sen2(,,) ]
-"~!~in(2,,) 1
(11)
O
O
- (3 6.t sin(2ep)6.x
(12)
Así denotado, si ~ = 6R + i~'iS es un autovalor de 9, con ~1R,~'iS E lR, tenemos que
igualando la parte real e imaginaria de ambos miembros de la ecuación anterior, vemos que cada
autovalor ~ E e de 9 es combinación de los autovalores de 91Ry 98'.
Autovalores de la matriz 98'
Sea ~8' E lR autovalor de la matriz real 9'iS, luego ~'iS es solución de la ecuación
con lo cual, los autovalores de 9,;} son cada uno de los elementos del conjunto
{
b.t b.t}
O, V¡;¡3b.:r: sin(2ep), -V¡;¡3 b.:T sin(2ep)
Autovalores de la matriz 91R
Sea 6r~E lR autovalor de la matriz real 9,)(, este es solución de la ecuación
-b.t
~1R - 1
O
o
O
6~- 1 + 4 t::2 sen 2 ( <p ) ] ~ (]
y como ~1RE IR, concluimos que
b.t . 26, = 1 - 4 /\ 2 sin (y).
U:¡:
Autovalores de la matriz de amplificación de errores 9
Conociendo los antovaloros de las lIlat.rices 91Ry 9';J, obtenemos los autovalorcs (¡ E e U = 1, 2, ~{)do
la. matriz compleja 9, siendo estos:
b.t
1- 4- sin2(ep)b.:r;2
b.t 2, 'ea b.t
1 - 4 /\.2 sin \ep) - 'iV a,R---¡::- sin(2ep)
U.e uX
b.t 2 ' ea b.t
1 - 4 6.:[,2 sin (ep) + 'LVaf3 6.:1: Sill(2ep)
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Al considerar las hipótesis del teorema
2
!:::.x < VciTJ'
podemos asegurar que el módulo de cada uno de estos es menor a la unidad. En efecto:
Análogamente
!:::.t 1 ( 4 )
.6x2 < 2 =>.6t .6x2 - af3 + af3!:::.t < 2 (13)
además se tiene
2 4 (4 )'2 4!:::.X< -- => O < -- - o:f3 => -- - af3 sm (<p) < -- - o:f3y!(ifj !:::'x2 !:::.~.r;2 !:::'x2
y combinando este último resultado con la relación obtenida en (13) se tiene
con lo cual podemos asegurar que el radio espectral de la matriz de amplificación de errores 9 es menor
a la unidad, garant.izando con esto la estabilidad del esquema numérico presentado en (5). •
2.2. Consistencia y convergencia del esquema numérico
Consideremos 1L una función real suficientemente regular. En base Cl la serie de Taylor de dicha
función en el punto U!:::.~¡;,j !:::.t) y con la notación utilizada anteriormente, podemos expresar los siguientes
operadores diferenciales como:
~ . .i
Vi /1.;
o ujX t
Con esto, el operador T puede ser expresado corno
[ ~;
1
-~a, 1 [ ti
1 ()
T= () -.) O =cai;= ~;'-.Boa: .=¡2 -e«, '2(:¡; d2,
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con lo cual, denotando por Jv( la segunda matriz presente en el término derecho, conseguimos la relación
J' = J'h + Jv((9 (,6,x2). Teniendo en cuenta las relaciones anteriores, reemplazando en la ecuación diferencial
(4) tenemos
wj+l - ll1j .
7. ,6,t "~ + (9(,6,t) = (J'h + Jv((9(,6,x2)) w¡
de donde, despejando se obtiene
En esta última ecuación, el lado izquierdo de la igualdad representa el esquema numérico (5), con
lo que el lado derecho es el error de truncamiento de dicho esquema; esto es, el error producido al
despreciar el error de aproximación en las series de Taylor utilizadas para cada operador diferencial.
Con lo anterior, el error de truncamiento está dado por la expresión
y teniendo en cuenta las condiciones de regularidad exigidas para las funciones, es simple notar que dicho
error satisface
IleTlloo -+ O, cuando ,6,x, 6.t -+ O
mostrando con esto la consistencia del esquema. La convergencia, y con esto la robustez del esquema
numérico, se sigue del teorema de equivalencia de Lax [13].
3. Eficiencia computacional del esquema
Con el fin de confrontar los resultados obtenidos numéricamente a partir del esquema numérico
obtenido con los resultados obtenidos teóricamente, es necesario conocer una solución analítica del
sistema (1)-(3); para esto construimos una de estas soluciones.
Consideremos el sistema
'I1tt - 'Uxx + e,e = O,
et - exx + 'Uxt = O,
x E (0,1), t > °
;1: E (O,l),t > ° (14)
'U.(T, O) = sen(271T), 'U.t(:r, O) = O, e(T, O) = O, V T E (0,1)
u(O, t) = '11(1, t) = ex(O, t) = e,c(1, t) = O, t > O
(15)
(16)
Sea ('11.. e) la solución al sistema y supongamos que puede ser expresada corno
u(:r, t) = g(t) sen(271T) e(.7:, t) = h(t) cos(271:r) (17)
para func-iones g y 11, adecuadas. Reemplazando la solución así supuesta en el sistema (14), obtenemos las
coudicioucs a cumplir por la:,;funciones 9 y h, (~:,;ta:,;:' 011
g"(t) + 4712g(t) - 271h(t) = O
h'(i) + 4712h(t) + 271g'(t) = O (18)
despejando una expresión para. la función h(t) en la primera de las ecuaciones anteriores resulta
h(t) = ~g"(t) + 271g(t)
271
(19)
y reemplazando esto en la segunda ecuación de (18) obtenemos la ecuación diferencial
'" 2 11 2 1 2g (t) + 471g (t) + 871g (t) + Hi71g(t) = O (20)
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para obtener la función que determina la solución u(x, t), consideramos el polinomio característico
De acuerdo a las fórmulas de Cardano, la ecuación anterior tiene como solución una raiz real Zl Y dos
imaginarias Z2, Z3. Sean ri E lR (i = 1,2,3) tales que podemos expresar las raices como
Con esto, expresamos la función g(t) como
donde Ci E lR (i = 1,2,3). Para detenninar el valor de estas últimas constantes, nos valemos de las
condiciones iniciales del problema
u(x, O) = sen(21TX), Ut(x, O) = O, e(x, O) = O
y considerando u(x, t) = g(t) sen(21TX),e(x, t) = h(t) COS(21TX) obtenemos las igualdades
g(O) = 1, g'(O) = O, h(O) = o.
Para obtener una tercera relación que permita resolver los valores para cada e; (i = 1,2,3), usamos la
relación (1g) y obtenemos
luego diferenciando la función g(t) y usando las relaciones anteriores obtenemos un sistema con tres
incógnitas
Cl + C2 = 1
Cl'T'l + C2r2 + C;jr;j = O
2 2 2 2
Cl'T'l + T2C2 + 2C3r3T2 - C2T3 = -41T
de donde obtenemos los valores para cada constante involucrada en la función g(t), siendo estas
1 2 3
Ti
C;,
-38.479092
0.000691
-0.499663
0.999309
6.346066
0.082893
Con lo cual. la función g( t) está totalmente definida y de la igualdad
h(t) = -}-gl/(t) + 21Tg(t)
~1T
también lo está la función h(t), dejando explícita la solución ('1/., B) del sistema.
1I(:/:, t)
8(:/:, t)
((0,082DO sin (6,:3446 t) + 0.DD9:3 (;OS(6.:3446 t) )e( -(),'lD!J7 t) + 0,0006914 e( -38,]701 t)) sin (2 7T'x)
(0.5132.5 c( -37,!l79H) + 1.67583 sin (6.:3446 t) - 18.25248 cos (6,3446 t)) 7f exp( -Q,4997t) COS(27fX)
3.1. Confrontación de resultados
Considerando el sistema Anterior, del cual poseemos la expresión de la solución analítica, podemos
comparar el resultado obtenido por el esquema. uiunórico, consiguiendo calcular el error obtenido.
Tornaremos como tamaños de paso, los valores
!::"t = 10-5
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(a) Solución real (b) Solución
computacionalmente
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aproximada (c) Comparación
soluciones
ambasde
Figura 1: Resultados computaciouales para un tiempo t = 2.5
(a) Solución real (b) Solución
computacionalmcntc
~~
aproximada (e) Comparación
soluciones
ambasde
Figura 2: Resultados computacionales para un tiempo t = 5
(a) Solución real
<,.,v:Je.j ....
2••·)-·" .".. '."
I~·J
-----c.z
",,-.1... ..
-'''~
·"·'r4e·]
.I~..~roxr.mada I
(b) Solución
coiup U racionalmente
aproximada (c) Comparación
soluciones
ambasde
Figura :3: Resultados computacionales para un tiempo t = 10
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