Four model-error schemes for probabilistic forecasts over the contiguous United States with the WRF-ARW mesoscale ensemble system are evaluated in regard to performance. Including a model-error representation leads to significant increases in forecast skill near the surface as measured by the Brier score. Combining multiple model-error schemes results in the best-performing ensemble systems, indicating that current model error is still too complex to be represented by a single scheme alone.
Introduction
With growing evidence that initial-condition uncertainties are not sufficient to entirely explain forecast uncertainty, the role of model error is receiving increasing attention. For instance, most ensemble systems are underdispersive, producing unreliable and overconfident ensemble forecasts (e.g., Buizza et al. 2005) . A number of studies have shown that this can be partly remedied by including various model-error schemes (Buizza et al. 1999; Stensrud et al. 2000; Eckel and Mass 2005; Shutts 2005; Berner et al. 2008 Berner et al. , 2009 Berner et al. , 2011 Berner et al. , 2012 Bowler et al. 2008 Bowler et al. , 2009 Li et al. 2008; Plant and Craig 2008; Teixeira and Reynolds 2008; Palmer et al. 2009; Charron et al. 2010; Tennant et al. 2011; Weisheimer et al. 2011; Reynolds et al. 2011 ). These studies employ several different forecast models, making it difficult to isolate the performance of the model-error schemes from that of the forecast model. Here we implement four different model-error schemes and their combinations within the same forecast model and perform a consistent comparison of their probabilistic skill.
The performance of a multiple-physics package and a stochastic kinetic energy backscatter scheme in a WRF mesoscale ensemble system have been investigated in Berner et al. (2011, hereafter B11) and Hacker et al. (2011a, hereafter H11a) . Here, we take these studies a step further by evaluating additional model-error schemes.
Furthermore, this study is aimed at understanding the reasons of the improved performance. To this extent we examine whether model-error representations increase skill merely by increasing the spread and reducing the bias-which could also be achieved by postprocessingor if they have additional benefits.
Debiasing (e.g., Atger 2003; Mass 2003; Eckel and Mass 2005) and more generally calibration (e.g., Hamill and Colucci 1998; Roulston and Smith 2002; Kharin and Zwiers 2003; Hamill et al. 2004; Gneiting et al. 2005; Raftery et al. 2005; Wang and Bishop 2005; Fortin et al. 2006; Hamill and Whitaker 2007; Hagedorn et al. 2008 Hagedorn et al. , 2012 are common postprocessing methods. They are normally applied a posteriori to improve the mean and reliability of forecasts.
In operational settings, the flow-dependent background statistics at the time of issuing a forecast are unknown, so that these are derived either from hindcasts or other out-of-sample data. Since this study uses postprocessing methods to identify the sources of improved skill (e.g., the effect of the bias) the postprocessing methods have been applied in sample. Hence, our results will only provide limited guidance on how model-error schemes would perform compared to postprocessing in an operational setting.
A desired characteristic of an ensemble system is that all members are equiprobable and that there is enough diversity among the ensemble members to represent the true forecast uncertainty. Most ensemble systems are underdispersive (i.e., forecast uncertainty is larger than the spread) (Buizza et al. 2005; Hagedorn et al. 2012) . Consequently, probabilistic forecasts with more dispersive ensemble trajectories tend to be more skillful.
The impact of spread is assessed in two ways. First, the Brier score is decomposed into its components. Since the components have different sensitivity to spread (Murphy 1973; Hamill 2001) , this allows us to quantify the contribution of spread changes to skill improvements. Second, we calibrate the ensemble forecasts by applying a form of variance inflation, a method that ensures that each member forecast has the same variance as the observations. Calculating the skill in the idealized scenario that all experiments have similar spread allows inferences about skill improvements unrelated to an increase in spread.
With the ultimate goal being to understand the capability of different model-error schemes to represent structural model error, the aim of this study is to d quantify the effect of model-error representations on forecast skill, d quantify to which degree the increase in forecast skill is caused by decreased bias, and d quantify to which degree the increase in forecast skill is the result of a less underdispersive spread.
The paper is organized as follows. The experimental setup is described in section 2, and section 3 describes the verification and calibration method. Results are reported in section 4, followed by summary and conclusions in sections 5 and 6.
Experiment setup
We obtain a reference ensemble by nesting a limitedarea model within the NCEP Global Ensemble Forecast System (GEFS; Wei et al. 2008) . During the experiment period 21 November-21 December 2009 reported here, the GEFS contained 21 members, centered in phase space via a simplex method (cf. Wang et al. 2004; Wei et al. 2008) . As 10-member mesoscale reference ensemble (CNTL) is obtained by dynamical downscaling of the GEFS with the Weather Research and Forecasting (WRF) Model with the Advanced Research WRF dynamic solver (Skamarock et al. 2008) , version 3.1.1. CNTL makes use of the first 10 members of GEFS; its initial-condition mean is approximately the mean of the full 21-member ensemble, with differences attributable to sampling error (H11a). Each mesoscale member is run for a domain centered over the contiguous United States (CONUS) and consistently associated with the same GEFS member, both in initial conditions and for lateral boundary conditions (LBCs). As for all mesoscale ensemble systems, its performance will in part depend on that of the driving global system. For shorter forecast lead times, the conditions used to initialize the different mesoscale members will dominate the forecast performance, while for longer lead times the lateral boundary conditions will play an increasingly important role.
The performance of several different model-error schemes, both deterministic and stochastic, is evaluated against that of the control ensemble (CNTL). This study aims to understand why model-error schemes lead to improved ensemble performance and simulations are conducted at a relatively low horizontal resolution of 45 km and use 40 vertical levels. For a verification of stochastic schemes in simulations with the same model, but at a higher horizontal resolution of 4 km, we refer to Romine et al. (2014) . Forecasts are initialized every other day at 0000 and 1200 UTC producing a total of 30 ensemble forecasts. This might result in nonnegligible correlations, especially for forecasts initialized on the same day, but initializing twicedaily allowed to increase the overall sample size.
The performance of several different model-error schemes, both deterministic and stochastic, is evaluated against that of the control ensemble (CNTL), which uses a single set of physical parameterizations (details below). The different experiments together with references containing details on their implementation are summarized in Table 1 : the multiphysics experiments comprise 3 (PHYS3) and 10 (PHYS10) different combinations of physics packages for parameterizing the land surface, microphysics, planetary boundary layer, cumulus parameterization, and radiation (Tables 2 and 3 ).
Details about the configurations are given in H11a, B11, 1 and references therein. A multiparameter scheme (PARAM) uses the control physics package, but perturbs key parameters in the physical parameterization schemes (Hacker et al. 2011b ). The stochastically perturbed parameterization tendency (SPPT) scheme perturbs the physical tendencies , and the appendix), while a stochastic kinetic energy backscatter scheme (SKEBS) primarily acts on the dynamical tendencies (Shutts 2005; Berner et al. 2009 ). The experiments PARAM, SPPT, and SKEBS all use the same physics package as CNTL (listed as member 5 in Table 2 ). Also tested are selected combinations of multiple model-error schemes: PHYS10_SKEBS and PHYS3_SKEBS combine multiphysics packages and SKEBS, while PHYS3_ SKEBS_PARAM combines a three-package multiphysics scheme with perturbed parameters and SKEBS.
The investigation focuses on the dynamical variables zonal wind U and temperature T at 700 hPa (also U700 and T700), zonal wind at 10 m (U10), and temperature at 2 m (T2). Results for the meridional wind component are so similar to the zonal component that they are not shown. Verification samples include 106 upper-air sounding stations over the CONUS. Additional verification against surface observations is performed at 3003 surface stations of the aviation routine weather report (METAR).
Estimating observation error values is generally difficult, but within a data assimilation context it is possible to obtain values consistent with a particular model (e.g., Desroziers et al. 2005) . Because of these difficulties, many studies on short-range prediction neglect observation error altogether. Here we will discuss results with and without the inclusion of observation error.
To account for observation error, a random field from a distribution with mean zero and a standard deviation equal to that of the estimated observation error standard deviation is drawn for each variable and added to each ensemble forecast prior to computing scores. Since this study starts with initial conditions from the global ensemble and does not utilize data assimilation, we use the observation error variances estimated at NCEP, with the understanding that they may not be accurate for our system.
Verification metrics and calibration method a. Verification metrics
The Brier score (BS), which is small for a skillful forecast, can be represented as the sum of three terms (e.g., Jolliffe and Stephenson 2003) :
The first term, reliability, is the sum of the squared differences between the forecast probability value for bin k, p k , and the observed frequency in this bin o k . The term N is the total number of forecasts and n k the number of forecasts that fall into the kth bin. This term should be small, which will happen when the forecast probability equals the observed frequency for all forecast bins. Such a forecast is said to be reliable. The reliability component is very sensitive to ensemble spread. The second term, resolution, is the difference between the observed frequency in bin k, o k , and the overall mean over the verification period o . This term measures how different the forecast bins are from the mean over the verification period. Since this term has a negative sign, we want its magnitude to be as large as possible, Analogous significance tests are performed by computing the reliability and resolution components of 50 bootstrap samples, where each sample was again obtained by sampling with replacement over all dates. The difference between the reliability (resolution) of each of the bootstrapped samples and that of CNTL is taken and a Student's t test performed to determine if the mean of the difference distribution is different from zero. Significant differences at the 95% confidence level are denoted by diamonds. Note that the significance testing was only performed with regard to the control experiment.
b. Calibration
Calibration is a way to postprocess forecasts so that the calibrated forecast statistics equals a reference statistic in some predetermined metric. In Bayesian model averaging, the likelihood function is maximized to find the distribution of truth given a forecast. Other calibrated methods entail nonhomogeneous Gaussian regression ) and dressing methods (Roulston and Smith 2002; Wang and Bishop 2005; Fortin et al. 2006) . A further technique is variance inflation, which calibrates forecasts to have the same variance as a reference. This can be used to calibrate rank histograms of forecasts in short-term predictions (Hamill and Colucci 1998) . A variant is the ''randomized approach'' postulated by von Storch (1999) , and applied in (2005) and T. N. Palmer et al. (2008, unpublished manuscript , available online at http://arxiv.org/abs/ 0812.1074) and use this calibration technique to empirically modify the ensemble spread, in order to reduce the gap between the root-mean-square error of the ensemble mean forecast, and the ensemble spread as measured in terms of standard deviation of the ensemble members around the ensemble mean.
Each recalibrated ensemble member z ij at each observations location is expressed as
where x ij is the difference of ensemble member j at time i with respect to the ensemble mean m i before calibration, and a and b are calibration parameters. Here, the index denoting the observation location has been omitted. The calibration is designed to fulfill two conditions. The first condition ensures that at each observation location the variance of the calibrated prediction is the same as that of the reference, averaged over the entire record:
Here s e is the standard deviation of the anomalies of all ensemble members calculated with respect to the corresponding (i.e., of the same start date and lead time) ensemble mean and s 2 em and s 2 r are the variances of the ensemble mean m and reference r, respectively. The second condition is that at each observation location the correlation r of the ensemble mean with the reference, over the entire record, remains the same before and after calibration:
where m calib and s em,calib denote the ensemble mean and the standard deviation of the calibrated ensemble. By making the potentially predictable signal after inflation equal to the original (uninflated) correlation between the ensemble mean and the reference we assume that this correlation is a measure of the potential predictability and that only the modified version of the ensemble mean can give an idea of the actual predictable signal (Kharin and Zwiers 2003) . These conditions are fulfilled if a and b in (4) 
By inserting (4), we deduce that the spread of the calibrated ensemble system at each observation location and forecast lead time equals:
where J denotes the number of ensemble members.
The reference to which all forecasts are calibrated is chosen as the observations, so that r 5 o and s r 5 s o , where s o denotes the standard deviation of the observations over the entire record. The calibration is done separately at each observation location, so that different calibration parameters for neighboring grid points can lead to spatial incoherence.
Results

a. Spread, error, and Brier score profiles
Vertical profiles of the root-mean-square error (RMSE) of the ensemble mean (or error) and the standard deviation of the ensemble members around the ensemble mean (or spread) were computed for temperature and zonal wind at a lead time of 48 h. For this purpose, first the mean square error and ensemble variance were computed as horizontal average over all observations in the CONUS domain. Subsequently the square root was taken to obtain the RMSE and spread (Figs. 1a, b) . For U, spread and error are smallest near the surface and increase with height, while for T, spread and error have distinctive maxima around 850 hPa, indicating that there is a lot of forecast uncertainty in the planetary boundary layer (PBL).
For a perfectly reliable ensemble system, the flowdependent forecast uncertainty should be reflected by the ensemble spread. Thus, spread and error should have the same amplitude and growth rate. Most ensemble systems without model-error representation are underdispersive (i.e., the uncertainty is larger than the spread, which results in overconfident forecasts) (e.g., Buizza et al. 2005 , Berner et al. 2009 ). Our ensemble system is no exception to this and all ensemble experiments considered here are underdispersive, if observation error is not taken into account (Figs. 1a,b) .
Observation error is a nonnegligible error source and should be included in the verification (Saetra et al. 2004 ). On the other hand, it is notoriously difficult to estimate. Since the forecasts are initialized from GEFS, we use as observation error estimates those reported by NCEP, although they might be inconsistent with an observation error estimate obtained by cycling WRF. The NCEP observation error for the zonal wind is 1.6 m s 21 in the PBL and increases with height (dotted line in Fig. 1c ). For temperature is it estimated as 1 K in all vertical levels (Fig. 1d) . When an estimate of observation error is included, the ensemble CNTL remains underdispersive for heights below the 700-hPa pressure level, but starts to be overdispersive for heights above 700 hPa (Figs. 1c,d ). Including one or more model-error representations reduces the underdispersion in the boundary layer, but results in even more spread in the free atmosphere. According to their relative spreads, the different experiments can be ranked: PARAM has the smallest spread, followed by PHYS10 and SKEBS. Most spread is introduced by combining multiple model-error schemes.
This ranking is consistent in all vertical heights and for both U and T, with few exceptions. One exception is that for the temperature of the planetary boundary layer, PHYS10 has considerably more spread than SKEBS.
While a good spread-error relationship is desirable, the real benefit of an ensemble system is best measured by probabilistic verification. A common probabilistic metric is the Brier score, which is here evaluated for the verification event m x , x i , m x 1 s x , where m x is the climatological mean and s x is the standard deviation of x i 5 fU, Tg. To be succinct, on we present figures only for one verification event.
The Brier score profiles computed without the inclusion of observation error show that for U, the lowest predictive skill is in the planetary boundary layer and then increases with height (Fig. 2a) . The predictive skill for T is largest near the surface, then decreases somewhat with height and is more or less constant between pressure levels of 700-300 hPa (Fig. 2b ). Next we decompose the Brier score into its components reliability and resolution (Figs. 2c-e) . The experiments can be best differentiated by reliability, where a clear ranking among the different experiments is evident. The order of the curves is the same in all vertical levels.
The resolution component has a vertical structure reminiscent of the Brier score. Compared to the variation in height, the impact of the different model-error schemes is small. The uncertainty component has the same order of magnitude as the Brier score. Since it is identical for all experiments, it is not shown. Last, we compute the Brier skill score in (2), which quantifies the forecast skill increase over CNTL (Figs. 2g,h) . When compared to the CNTL forecast, model-error schemes are most beneficial in the PBL, and their benefit decreases with height.
Qualitatively, the scores are very similar if an estimate of observation error is included in the verification (Fig. 3) . However, the Brier score for all experiments is slightly reduced (e.g., by up to 3% for variables near the surface and less aloft; Figs. 3a, b) . This reduction is mostly caused by a reduction in reliability, while the resolution component is hardly changed. This result is consistent with the fact that including observation error reduces the underdispersion in the spread (see Fig. 1 ), which in turn will improve the reliability of the ensemble system.
The relative ranking of the experiments is the same for the Brier score, reliability, and Brier skill score profiles whether observation error is included or not. It coincides with the ranking in spread: PARAM has positive, but small impact; PHYS10 and SKEBS are significantly better; the best results are obtained by combining multiple error schemes. We see that all model-error schemes improve the performance throughout the troposphere and that improvement is significant at most pressure levels.
b. Spread, error, and Brier score as function of time
To see if our findings hold for other lead times, we repeat the verification and report the results as function of forecast lead time for two pressure levels: soundings are verified at 700 hPa and observations from the METAR network at the surface. To be succinct, we present in this section only results without the inclusion of observation error. The impact of including an observation error estimate is discussed in the next section.
Spread, RMSE, and Brier score increase as function of lead time (Figs. 4 and 5a-d) , signifying increased uncertainty and reduced skill at larger lead times. We note that our previous findings continue to hold: resolution matches the Brier score in both evolution and overall magnitude, while most differentiation between the different model-error schemes is given by reliability (Figs. 4e-h ). The reliability component does not decrease as function of forecast lead time, indicating the spread is increasing fairly consistently over the forecast lead time. At 700 hPa, SKEBS is the best of the single model-error schemes with a skill comparable to those of the combined schemes. The relative skill improvements are already evident at a lead time of 12 h and remain significant throughout the entire forecast range (Figs. 4i,j) .
Mesoscale models are mainly developed for regional forecasts, for which surface forecasts are of central interest. Hence, we verify of U at 10 m (U10) and T at 2 m (T2) against observations from the METAR network (Fig. 5) . With the exception of PARAM, including a model-error scheme increases the RMSE for zonal wind at the surface (Fig. 5a) . However, this effect seems to be more than counterbalanced by a marked increase in spread, so that the Brier score indicates a significant improvement of skill over CNTL (Fig. 5d) . The surface observation network provides many more verification sites (3003), and this increase in sample size is presumably the reason why the difference between the different experiments is now evident in resolution as well as reliability (Figs. 5e-h) .
Near the surface, PHYS has notably more skill than SKEBS: The random perturbations introduced by SKEBS cannot compete with the diversity introduced by using multiple physics packages. Berner et al. (2011) show that this diversity is partly caused by the different member biases (see their Fig. 3 ).
c. Impact of calibration on forecast skill
In the previous sections we established that probabilistic skill is highly linked to ensemble spread, even to the degree that the ranking in spread determines the ranking in skill. The decomposition of the Brier score showed that the differences in skill stem mostly from the reliability component (Figs. 4 and 5) , which is very sensitive to spread. To reduce the reliability-dependent component of skill, we calibrate the ensemble forecasts in such a way that each individual member trajectory has the same variance as the observations. Indeed, for the calibrated ensemble system, spread and error are in better agreement, while the RMSE remains largely unchanged (Figs. 6 and 7a,b) . The spread curves of the different experiments lie now closer together. They are not identical, since although the timemean variance is the same for each experiment and member, the spread of the uncalibrated and calibrated ensemble systems differ at each observation location by a displacement and a factor of b [see (7)].
For temperature, the spread and error curves after calibration fall almost on top of each other (Figs. 6 and  7b) . For U the match is not as good: at 700 hPa the spread FIG. 2. Brier score profiles of (left) zonal wind U and (right) temperature T for a lead time of 48 h for ensemble experiments defined in Table 1 . The verification is against sounding observations for the event m u , jUj , m u 1 s u , where m u is the climatological mean and s u is the standard deviation of U; analogously for T. Brier score components of (c),(d) reliability and (e),(f) resolution for the same event. Brier score and reliability are negatively oriented (i.e., smaller values denote better forecasts). The x axis of (a)-(d) has been reversed, so that the rightmost curve denotes the best performance. (g),(h) Skill improvement of experiments with model-error schemes over control ensemble CNTL as measured by the Brier skill score. Significant improvements at the 95% confidence level are denoted by filled diamonds. curve is now above the error curve, indicating that if the wind forecast had the same variability as the observations, the ensemble system would be overdispersive (Figs. 6 and 7a ). For U10, the spread remains underdispersive even after calibration, signifying that the added variability is not enough to represent the forecast uncertainty.
To aid the direct comparison between the different postprocessing methods, Figs. 6 and 7 (and all following figures) use the same axis extensions as Figs. 4 and 5, respectively. Looking at the overall magnitude, we note that-as designed-reliability in the calibrated forecasts is markedly improved near the surface as well as at 700 hPa (Figs. 6 and 7e,f) . The effect on resolution is mixed: it is Table 1 ) as a function of lead time (in h). Acronyms are defined in Table 1 . (c),(d) The Brier score and its components of (e),(f) reliability and (g),(h) resolution as a function of lead time for the same verification event as in Fig. 2 . Brier score and reliability are negatively oriented (i.e., smaller values stand for better forecasts). Panels (c)-(f) have a reversed y axis, so that the uppermost curve denotes the best performance. (i),(j) Skill improvement of experiments with model-error schemes over CNTL as measured by the Brier skill score. Significant improvements at the 95% confidence level are denoted by filled diamonds.
improved for U10 and T2, but slightly reduced for U700 and T700. The improvement in reliability dominates over the deterioration in resolution, yielding a substantially improved Brier score at the surface. At 700 hPa they compensate for each other, having more or less neutral impact as measured by the Brier score (Figs. 6 and 7c,d) .
The calibration brings all ensemble experiments closer together, both, near the surface and aloft. In particular in FIG. 5 . RMSE and spread, Brier score and its components, and Brier skill score for (left) U10 and (right) T2 verified against surface observations from the observational network METAR. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), and PHYS3_SKEBS_PARAM (black).
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700 hPa, the curves of Brier and Brier skill score lie all very close together (Figs. 6c,d ,i,j). In this level, increases over CNTL are only significant in experiments SKEBS and PHYS3_SKEBS_PARAM for short lead times up to 12 h.
Near the surface, the experiments with model-error schemes continue to be superior to CNTL, but to a lesser degree than for the uncalibrated ensemble system (Figs. 7i,j) . Remarkably, the ranking observed for the FIG. 6 . RMSE and spread, Brier score and its components, and Brier skill score for (left) U and (right) T verified against soundings at a pressure height of 700 hPa (as in Fig. 3 ), but for calibrated ensemble systems. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), and PHYS3_SKEBS_PARAM (black). uncalibrated ensembles remains unchanged for both resolution and reliability under calibration: PHYS10_ SKEBS, PHYS3_SKEBS_PARAM, and PHYS10 perform best, followed by SKEBS and last PARAM.
d. Impact of debiasing on forecast skill
Next, we quantify the benefit of including a modelerror representation with the effects of another FIG. 7 . RMSE and spread, Brier score and its components, and Brier skill score for (left) U10 and (right) T2 verified against METAR surface observations (as in Fig. 4 ), but for calibrated ensemble systems. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_ SKEBS (magenta), and PHYS3_SKEBS_PARAM (black).
APRIL 2015 B E R N E R E T A L .
commonly used postprocessing method: debiasing. The monthly mean error (or ''bias'') describes the slowly varying component of systematic model error (Atger 2003; Mass 2003; Eckel and Mass 2005) and is computed as difference between forecasts and observations as function of lead time (Fig. 8) . Since the ensemble is started from initial states created by the GEFS, a driftfrom the GFS analyses to the WRF climatology is to be expected and indeed present in the bias curves of most variables. CNTL has slightly too weak winds at 700 hPa and too strong winds near the surface. Here T700 is dominated by a rather large drift indicative of an intensifying cold bias. Near-surface temperatures are too warm and converge to a bias of around 0.5 K. Including a model-error parameterization changes the monthly biases: SKEBS has a slightly negative impact on the bias of U10 and T700. It is neutral for T2 and U700. PHYS10 increases the temperature bias for T700, but markedly reduces the bias for T2, so that it is nearly zero after the first few hours. This was reported in Berner et al. (2011) who demonstrate that the small bias of PHYS10 is the fortuitous result of compensating warm and cold biases in the different physics members (see their Figs. 4 and 8) . The bias of PHYS10_SKEBS follows closely that of PHYS10. The bias of PHYS3_SKEBS_PARAM lies mostly between that of CNTL and PHYS10. Given that the impact of PARAM on the bias is small, this result confirms that the bias of PHYS3_SKEBS_PARAM is governed by the bias characteristic of the three physics members, which do not result in as much bias compensation as for PHYS10.
Removing the bias results in an overall reduced error in the ensemble mean (Figs. 9 and 10a,b) . Since the bias is removed for each ensemble member separately, debiasing also impacts the spread, which is markedly reduced for all experiments utilizing multiple physics schemes near the surface. This implicates differing biases being one reason for the large spread of PHYS10 and PHYS10_SKEBS. This characteristic is inconsistent Table 1 for definitions) in versions WRFV3.1.1 (solid) and WRFV3.3.1 (dashed): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), PHYS3_ SKEBS_PARAM (black), SPPT (orange), and PHYS3_SKEBS (gray).
with the notion of spread representing the random, nonsystematic component of forecast uncertainty. The RMSE shrinks more than the spread, resulting in an overall pronounced improvement in probabilistic skill.
This positive impact is the result not only of better reliability, but also a marked improvement in resolution, most evident in T2 (Fig. 10h) . Removing the bias leads to a forecast, that can be better discriminated from the FIG. 9 . RMSE and spread, Brier score and its components, and Brier skill score for (left) U and (right) T verified against soundings at a pressure height of 700 hPa (as Fig. 3 ), but for forecasts where the monthly mean error for each ensemble member has been removed. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), and PHYS3_SKEBS_PARAM (black).
mean over the verification period. The experiments with model-error schemes continue to outperform the CNTL ensemble, and the ranking is mostly unchanged (Figs. 9 and 10i,j).
e. Impact of changing model version on forecast skill
In an attempt to extend the relatively short verification period, a subset of the model-error schemes (SKEBS, FIG. 10 . RMSE and spread, Brier score and its components, and Brier skill score for (left) U10 and (right) T2 verified against METAR surface observations (as in Fig. 4 ), but for forecasts where the monthly mean error for each ensemble member has been removed. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), and PHYS3_SKEBS_PARAM (black).
FIG. 11. RMSE and spread, Brier score and its components, and Brier skill score for (left) U and (right) T verified against soundings at a pressure height of 700 hPa (as in Fig. 3 ), but for model version WRFV3.3.1. The orange lines denote the skill of ensemble forecasts with the stochastically perturbed physics-tendency scheme (SPPT). Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), SPPT (orange), PHYS10_SKEBS (magenta), and PHYS3_SKEBS (gray).
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PHYS10, and PHYS10_SKEBS) was ported to a more recent version of the WRF Model, WRFV3.3.1. Since the impact of PARAM was small, it was not ported to the newer model version. To determine if a 3-member multiphysics ensemble could be used together with SKEBS instead of the full 10-member ensemble, PHYS3_SKEBS replaces PHYS3_SKEBS_PARAM. Furthermore a new scheme, the stochastically perturbed parameterization tendency (SPPT) scheme, was added (Buizza et al. 1999; Palmer et al. 2009 ).
While SKEBS aims at the representation of the effect of unrepresented processes, SPPT is based on the notion that-especially with increasing numerical resolutionthe equilibrium assumption no longer holds and the subgrid-scale state should be sampled rather than represented by the equilibrium mean. Consequently, SPPT multiplies the accumulated physical tendencies at each grid point and time step with a random pattern that has spatial and temporal correlations. The spatial and temporal correlations are set by a length scale and temporal decorrelation time. A third parameter is the variance of the stochastic pattern at each grid point. The distribution of the perturbation pattern is a Gaussian centered on unity and with prescribed variance, so that the distribution of the tendency perturbations is centered on the deterministic value. The WRF implementation of SPPT is described in detail in the appendix.
Spread, error, and probabilistic skill for the different experiments are analyzed for the same one-month verification period, but in version WRFV3.3.1. The biases of the different schemes in this model version are added to Fig. 8 (dashed lines) . In comparison to WRFV3.1.1, the bias of CNTL increases for U10, and in PHYS is no longer negligible for T2. For longer lead times, the model has no longer a warm bias near the surface, but the wind bias becomes greater than 0.8 m s 21 . The drift of T700 away from the initial state increases. It is questionable whether the newer model version has better forecast performance than the older one. For CNTL, the scores for U700 and T2 are marginally better, but those for T700 and U10 are significantly reduced (Figs. 11 and 12 ). However, in relation to the new CNTL experiment, our findings continue to hold (Fig. 11) ; PHYS10_SKEBS, PHYS3_SKEBS, and SKEBS perform significantly better than CNTL at all lead times. The fact that the improvement over CNTL as expressed by the Brier skill score is so similar in a different version of the model (cf. panels i,j in Figs. 4 and 5 and Figs. 11 and 12) is evidence that our results are not sensitive the model-version specific. SPPT introduces very little additional spread over CNTL and its impact is mixed.
In the experiments utilizing multiple-physics parameterizations, there is a notable increase in the spread and error of T2 (Fig. 12b) as well as bias (Fig. 8d) . In the experiments utilizing multiple physics packages, this is presumably caused at least in part by changes to the Yonsei Univeristy (YSU) boundary layer scheme (Hong et al. 2006) . The increase in RMSE appears to be counterbalanced by the increase in spread, so that the spreaderror relationship and skill of PHYS10_SKEBS and PHYS10 remain excellent even though the resolution component is decreased compared to version WRFV3.1.1.
We consider the error in the 10-member physics ensemble so unrealistic, that we decided not to pursue the extension of the verification period in this particular model version. Our experience demonstrates one challenge of maintaining a multiphysics ensemble; even if only one parameterization scheme is changed, the performance of the whole ensemble system can be adversely affected.
The impact of SPPT near the surface is small, but consistently positive. Its overall performance is quite similar to that of PARAM in WRFV3.1.1. SPPT has recently been used to study forecast error in convectionpermitting ensemble systems at 3-km resolution (Bouttier et al. 2012; Romine et al. 2014) . Romine et al. (2014) uses a similar domain and the same model version, WRFV3.3.1, so that preliminary inferences about the impact of horizontal resolution can be made. However, the studies differ in verification period (spring vs winter) and parameters settings, which limit a direct comparison. While for SKEBS the skill and spread at cloud-permitting resolution is roughly comparable to the one presented here, SPPT is much more active at finer resolution, leading to larger spread, but also considerably increased RMSE and bias. Both schemes have a positive impact on probabilistic forecasts of precipitation (Romine et al. 2014) . Future work will be aimed at understanding these differences better.
Discussion
Here we repeat all results presented in Figs. 4-12 including an estimate of observation error, and present a summarizing quantification of all analyses conducted. To that extent, we compute the Brier skill score in (2) of all experiments relative to the skill of the unpostprocessed control experiment. Furthermore we decompose the Brier skill score into the relative contributions from reliability and resolution by inserting (1) 
A third term describing the difference in uncertainty between the postprocessed and reference experiments is zero, since uncertainty is a function of the mean over the verification period alone.
The Brier skill score in (8) is computed for the unpostprocessed ensemble experiments with model-error schemes as well as for all ensemble forecasts that have been postprocessed via calibration, debiasing, and their FIG. 12 . As in Fig. 10 , but for (left) U10 and (right) T2 verified against METAR surface observations (as in Fig. 4) . The orange lines denote the skill of ensemble forecasts with the stochastically perturbed physics-tendency scheme (SPPT). Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), SPPT (orange), PHYS10_SKEBS (magenta), and PHYS3_SKEBS (gray).
combination. Additionally, the skill score for updating the version from V3.1.1. to V3.3.1 is computed. To get an impression of the overall impact, the mean over all forecast lead times i 5f12, 36, 48, 60 hg is taken and the time-averaged skill change in percent depicted as bar plots (Fig. 13) . Error bars are computed by computing the standard deviation with regard to forecast lead time i. The Brier skill score is depicted for the surface variables U10 and T2 and for U and T at 700 hPa separately. Without the inclusion of observation error, implementing a model-error representation or postprocessing ensemble forecasts can improve the skill over CNTL by up to 25%. The biggest improvement of Brier skill scores of 10%-20% are seen near the surface, and in particular for T2 (third row).
A closer look at the Brier skill score reveals that the different postprocessing methods have different signatures. Calibration improves the skill by increasing the reliability component by 5%-15% (second row). This is to be expected because the calibration is designed to improve spread. Resolution is only slightly increased near the surface, but reduced by 4%-8% at 700 hPa. Because of the compensating effects, the net impact of calibration on skill is an increase of 12%-18% near the surface, but neutral to negative at 700 hPa.
Removing the bias, improves the resolution component in addition to the reliability, resulting in significantly better skill throughout the atmosphere (third row). It stands out as the postprocessing method that has by far the most beneficial impact on resolution, especially for temperature. Overall it has the most positive impact of all methods studied: at 700 hPa the Brier score increases by 5%-13%, while near the surface the improvement varies between 3% and 25% depending on the experiment.
Combining calibration and debiasing yields better results than calibration alone and has a positive effect also in the free atmosphere (fourth row). For the surface, the combination of calibration and debiasing yields better results than debiasing alone. At 700 hPa this is not the case. The decrease in resolution introduced by the calibration is not compensated by a reduction in bias.
Including a model-error representation by itself improves the skill around 5% at 700 hPa and by up to 15% near the surface (first row). The improvement is mostly the results of an increased reliability component but also a slight increase in resolution, especially near the surface. The best performance is achieved by combining multiple physics packages together with SKEBS and PARAM: This can lead to an improvement in skill of 10%-15% for U10 and T2.
Best results are consistently obtained when modelerror schemes are combined with postprocessing methods. The skill improvement of PHYS over CNTL for T2 is 13% while debiasing and calibrating PHYS yields an increase of more than 20%. Calibrating and debiasing leads to a skill increase of 12%-16% near the surface for CNTL, compared to an increase of 18%-20% for SKEBS.
The changes from model version V3.1.1 to V3.3.1 do not necessarily lead to a more skillful model. The signal in reliability and resolution are mixed, but lead to a clear deterioration of skill in T700 and U10, likely caused by the large increase in bias (Fig. 8) which is why we did not pursue further experiments with this model version.
The verification was repeated with an estimate of observation error (Fig. 14) . Note that the Brier score BS CNTL,raw in (8) is now the unpostprocessed control experiment with observation error included. All results are qualitatively similar to those in Fig. 13 , but the overall skill improvement is roughly half as large (Fig. 14) . One exception is the Brier skill score for the calibrated forecasts in U700 and T700, which shows now negative impact. In this pressure height, the deterioration in resolution reported in the last section is no longer counterbalanced by a sufficient increase in reliability (Fig. 14, second row) . This is consistent with the spread-error relationship, which is no longer underdispersive if observation error is included, and becomes even overdispersive for T700 (see Fig. 1d ).
Nevertheless, even when observation error is taken into account, including a model-error representation remains beneficial, especially near the surface, and combining model-error representations and postprocessing tends to result in the best performance.
Conclusions
This study quantifies the value of adding a modelerror representation in short-range forecasts with the WRF-ARW mesoscale ensemble system (H11a). Furthermore, this study aims at identifying the causes for the improved performance. Is the skill improvement simply the result of increased reliability and reduced bias-which also could be achieved by postprocessing a control ensemble-or do model-error representations provide additional benefits? This question is addressed by applying postprocessing methods commonly used for verification. Since they are used here to identify the sources for the skill improvements, the postprocessing method have been applied in sample. Since this is not possibly in real-time applications, our results can only provide limited guidance on how model-error schemes would perform against postprocessing methods in an operational setting. FIG. 13. (left) Brier skill score, and relative improvement [%; see (8) in text] in (middle) reliability and (right) resolution. (top) Summarizes the skill improvement of including a model-error representation over the reference, which is taken as the raw (i.e., unpostprocessed) forecast from the CNTL ensemble. The other four rows show the skill of postprocessing the ensemble forecasts using calibration, debiasing, their combination, and changing the model version with regard to the same reference. The bars denote the improvements averaged over all forecast times. Line colors denote different experiments (see Table 1 for definitions): CNTL (blue), SKEBS (red), PHYS10 (green), PARAM (cyan), PHYS10_SKEBS (magenta), and PHYS3_SKEBS_PARAM (black). Each panel shows bars for the four variables: U700, T700, U10, and T2.
FIG. 14. As in Fig. 13 , but for verification with observation error.
Our main findings are as follows:
d The inclusion of the model-error schemes studied here increases the probabilistic skill of ensemble forecasts with the WRF-ARW mesoscale ensemble system significantly. Model-error schemes are most beneficial near the surface, and their benefit decreases with height. Combining multiphysics schemes with parameter and stochastic perturbations results in the bestperforming ensemble systems, which indicates that model error in current ensemble systems is still too complex to be represented by a single scheme alone. If an estimate of observation error is included, the improvements are only significant near the surface.
d Removing the bias results overall in the largest skill improvement throughout the atmosphere. This result holds whether or not observation error is included. After debiasing, forecasts with model-error schemes continue to have better skill than without, indicating that their benefit goes beyond bias reduction.
d Calibrating all ensemble forecasts to have the same variance as the observations allows us to assess forecast performance in the idealized setting that all experiments produce similar spreads. After calibration, the Brier skill score in the boundary layer is greatly improved, mostly due to a large increase in reliability. The calibrated ensembles with model-error schemes outperform the calibrated control ensemble suggesting that the skill improvement is not solely caused by an increase in reliability. This result holds whether or not observation error is included.
While significant for the verification period studied, our results are specific to the particular model and ensemble setup studied and their generality needs to be confirmed in other ensemble systems.
Our findings show that including a model-error representation in the WRF-ARW mesoscale ensemble remains beneficial even if the ensemble is calibrated and/or debiased. Remarkably, the skill ranking observed of the different experiments remains unchanged under calibration as well as debiasing: PHYS10_SKEBS, PHYS3_ SKEBS_PARAM, and PHYS10 perform best, followed by SKEBS and last PARAM and SPPT. Our work suggests that the merits of model-error representations go beyond increasing spread and removing the mean error and can account for certain aspects of structural model uncertainty.
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APPENDIX
The Stochastically Perturbed Parameterization Tendencies (SPPT)
The stochastically perturbed parameterization tendency (SPPT) scheme is a revision of the original stochastic diabatic tendency scheme of Buizza et al. (1999) , sometimes also referred to as Buizza-Miller-Palmer (BMP) scheme. Its WRF implementation follows closely the ECMWF implementation ) with small differences as outlined below.
At ECMWF, the pattern generator is the sum of two (or more) independent random patterns with different spatiotemporal characteristics. The first one mimics the uncertainty of the globally ''fast'' evolving synoptic scale and has a horizontal correlation length scale of 500 km and a correlation time of 6 h. The second pattern represents slower evolving, planetary-scale errors and consequently has a correlation length scale of thousands of kilometers and a correlation time of a month. In the WRF implementation, we use only a single random field signifying uncertainty on the mesoscale. This SPPT scheme is based on the notion that parameterization uncertainty can be expressed as a multiplicative noise term, which linearly perturbs the accumulated parameterization tendencies for the variables x 2 fu, y, T, qg, where q is humidity:
The lhs is the total local tendency at each grid point. It consists of the tendency from the numerical discretization of the equations of motion-the ''dynamical tendency'' ›x dyn /›t-and the tendency from the physical parameterizations-the ''physical tendencies'' ›x param /›t. The latter (the physical tendencies) estimate the grid-scale effect of processes that cannot be resolved by the dynamical core and is accumulated over the following physical parameterization schemes: radiation, microphysics, deep and shallow convection, and planetary boundary layer. The random field r(x, y, t) is a smooth pattern with prescribed spatial and temporal correlations. At each grid point the random numbers form a Gaussian noise process with mean zero and standard deviation h 2 . A threshold jrj # 1 is introduced to limit the absolute value of the tendency perturbations to the range [0, 2j(›x param /›t)j]. The lower bound, r $ 21, ensures that the sign of the total tendency is not reverted. The upper bound, r # 1, is introduced so that the mean of random field remains zero, albeit the thresholding. This thresholding is essential, since reverting the physical tendencies leads to numerical instabilities.
All variables x 2 fu, y, T, qg are perturbed with the same univariate random field r(x, y, t), while the original BMP implementation perturbed each variable with a different random pattern. This ensures that the relative change in the different variables remains proportional to that of the unperturbed system and prevents fast artificial adjustments that generate gravity waves. Palmer et al. (2009) report that perturbing all variables with the same random pattern has an additional beneficial impact on heavy rain. The latter was overpredicted by the BMP scheme, which perturbed every variable by a different stochastic field.
In the following we give more details on the generation of the random field r. The pattern generator is identical to the one used for SKEBS (Berner et al. 2009 (Berner et al. , 2011 , but uses different parameters. Let r(x, y, t) be a random field in 2D-Fourier space: 
where k and l denote the (K 1 1)(L 1 1) wavenumber components in the zonal x and meridional y direction in physical space, respectively; and t denotes time. The Fourier modes e 2pi(kx/X1ly/Y) form an orthogonal set of basis functions on the rectangular domain 0 , x , X and 0 , y , Y.
Assume furthermore, each spectral coefficient r k,l evolves as a first-order autoregressive (AR1) process: r k,l (t 1 Dt) 5 (1 2 a)r k,l (t) 1 g k,l k,l (t) .
Here, 1 2 a is the linear autoregressive parameter, g k,l the wavenumber-dependent noise amplitude, and k,l a complex-valued Gaussian white-noise process with mean h k,l (t)i 5 0 and covariance h k,l (s) m,n * (t)i 5 d k,m d l,n d s,t . The asterisk (*) denotes the complex conjugate. The temporal evolution is governed by the autoregressive parameter, yielding a decorrelation time of t 5 Dt/a, where Dt is the numerical time step.
Following Weaver and Courtier (2001) , the noise amplitudes g k,l are derived to follow a variance spectrum that has been chosen to yield a spatial autocorrelation corresponding to the equivalent of a Gaussian on a plane: 
where r k,l 5 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi k 2 /X 2 1 l 2 /Y 2 p is the effective radial wavenumber and h 2 k,l is the spectral variances. The normalization constant F 0 is chosen, so that the variance at any grid point, h 2 , is given by the total variance in spectral space.
The scheme is fully determined by three parameters: the temporal decorrelation time t, the spatial length scale (or spatial decorrelation) k, and the variance in gridpoint space h. Generally, the impact of a stochastic scheme is greater, the longer the temporal decorrelation time and the larger the spatial length scale, since these choices will lead to a more coherent and long-lasting perturbation forcing. For the case t 5 0 and k 5 0, the scheme introduces noise that is white in time and space, with variance h 2 . Such a white noise tends to pull the system off its attractor and can lead to artificial gravity waves and other unwanted imbalances. In our experience this often results is an ensemble system with increased RMSE error, but unchanged spread, which deteriorates performance. Since we attempt to simulate uncertainty on the mesoscale, but want the perturbations to exhibit sufficient spatial coherency to generate growing perturbations, we set the temporal and spatial decorrelation scales to t 5 6 h, k 5 150 km. The gridpoint variance h 2 is used as tuning parameter. We chose the largest h 2 possible, for which the simulations do not lead to numerical instabilities. This was the case for a value of h 2 5 0. 25. Note that Palmer et al. (2009) report the values of the standard deviation, not the variance, of the stochastic pattern s at each grid point, so that our h 2 5 0. 25 corresponds to their s 5 0. 5. Palmer et al. (2009) report that no perturbations to temperature and humidity are applied, if a critical supersaturation value is exceeded. The current WRF implementation does not have this supersaturation check.
Currently, all tendencies from the physical parameterizations are perturbed, although Shutts and Callado Pallarès (2014) argue that due to the asymmetric nature of the radiation tendencies, these probably should not be perturbed by the SPPT scheme. Their findings are based on coarse-grained tendencies from high-resolution simulations.
The ECMWF implementation introduces a vertical structure, which allows us to taper the perturbations at the surface and in the stratosphere to zero. Palmer et al. (2009) report that perturbing the tendencies near the surface leads to numerical instabilities which is the reason for the tapering. Here, we tested the scheme with and without tapering and did not observe any numerical instabilities. Since forecast errors are largest in the boundary layer (e.g., Berner et al. 2011) , we use the same perturbation amplitude throughout the vertical column.
