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Abstract
We look at the problem of power control in spread spectrum mobile communications systems. A
discrete-time Gaussian model of the reverse channel from a mobile station to a base station is
developed. We propose and analyze a power control algorithm that is based on the Minimum Mean
Squared Error (MMSE) estimate of the reverse channel power gain. It is shown that this estimate
can be achieved through a Kalman Filter on the total received power at the base station. Next a
framework is provided for steady-state analysis of the power gain estimation problem and the power
control algorithm. Finally, we propose a power update processor that can be embedded into the
base station receiver to carry out the algorithm.
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Chapter 1
Introduction
Direct sequence spread spectrum systems (DSSS) for mobile wireless communications, such as Code
Division Multiple Access (CDMA) systems, are inherently interference-limited, and consequently it
is often desirable to control the transmission power of mobiles using the same base station and the
same frequency band.
The stability and success of a power control scheme depends on the ability of mobiles and base
stations to co-ordinate their efforts constructively. For example, in the Qualcomm system [3], mobiles
use a combination of open and closed loop control. The open-loop control uses measurements from
the base stations' pilot signals in order to get an idea of where it's being best received. However,
since the bandwidth separating the center frequencies of the forward (base station to mobile) and
reverse (mobile to base station) links is usually much greater than the coherence bandwidths of
the individual channels, the overall communications channel is not reciprocal, meaning that these
open-loop measurements are generally not enough to actually determine the state of the reverse
link. Consequently, a closed-loop control system is used in which the mobile combines it's open-loop
estimates with information from the base stations that indicate the strengths of the reverse links.
Fig 1-1 illustrates this combined closed-loop and open-loop control setting for some abitrary mobile
(MS) and base station (BS).
In this thesis, we shall look at the closed-loop power control problem alone, and assume that all
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Figure 1-1: General Power Control System
the open-loop measurements are available at all times. In the next section, we shall describe spread
spectrum communications systems in more detail, and describe why closed-loop power control, in
particular, is so important for these types of systems.
1.1 Spread Spectrum Communications System
Spread Spectrum (SS) Communications Systems are distinguished from other types of multi-access
systems by the fact that the critical communications resources (frequency, time), are all shared by
the users in the system, and it is primarily for this reason that power control is so important for SS
systems. To put things into perspective, we shall briefly look at how Frequency Division Multple
Access (FDMA) and Time Division Multiple Access (TDMA) systems allocate their resources, and
then show that the problem of power control is less urgent for these systems. We shall also look
at why closed-loop power control in particular is important for SS systems. In an FDMA system,
time and frequency within a cell are shared as shown in Fig 1-2. A mobile that gets a connection
to a base-station is assigned a distinct slice of the available cell bandwidth, and it keeps this slice
for the whole duration of the call. The idea of frequency re-use that is used in these systems means
that the next mobile using the same slice of frequency will be a couple of cells away. This is simply
because within any particular cell, each mobile is given a disjoint slice of the cell bandwidth, and
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Figure 1-2: Time-Frequency Sharing in an FDMA System
that adjacent cells are given distinct slices of the overall available bandwidth. What this means
generally is that a mobile experiences virtually no interference from other mobiles in it's own cell,
and that the interference from the other cells is limited because interfering mobiles are relatively
few and far apart. This situation is illustrated in Fig 1-3, where cells marked Wi and Wj, share the
same set of frequency slices for i = j, and disjoint slices for i $ j. With a frequency-reuse factor of 4
1 as shown, we see that interfering cells are at least a ring of cells away from each other. In TDMA
systems, frequency re-use is still employed, and adjacent cells still have distinct frequency slices.
However, mobiles within a cell can share the same frequency slice, but this is done at disjoint time
slots, so that each mobile within any particular cell still experiences interference only from mobiles
that are a couple of cells away. The time-frequency sharing for a TDMA system is shown in Fig 1-4.
Now, in a SS system, all mobiles within a cluster of cells use the same frequency band, possibly
all at the same time. This means that there's no need for frequency-reuse and all the complexities
that come with it, but it also means that the interference experienced by each mobile is much more
severe than in the other two cases. For example, in Fig 1-3, a cluster might be made up of the four
cells denoted W1 to W4 , with mobiles in all the four cells using the same frequency band. Without
17 is the commmon reuse factor.
Figure 1-3: Illustration of Cellular Frequency Reuse
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Figure 1-4: Time-Frequency Sharing in a TDMA System
any kind of control on the transmission powers of users in these clusters, we see therefore that the
higher levels of multi-access interference would result in extremely poor communications links for
the SS systems.
We now look at why closed-loop power control in particular is important for SS systems. In
general, the open-loop measurements reflect the effects of factors in the channel that are experienced
more or less the same way in the uplink and downlink. For outdoor communications, these might
include distance and path loss, and also shadowing due to obstacles (e.g. buildings) in the signal
path. Now, these factors will generally change slowly, compared to the signalling rate between
the mobile and the base station, and consequently rapid processing is not required in order to
mitigate the effects of these changes. On the other hand, there are still the relatively fast multi-path
effects that must be accounted for, and these can degrade the quality of the communications link
between the mobile and base station considerably. Multi-path is generally caused by signals taking
different paths between a transmitter and a receiver, and combining at the receiver constructively
and destructively, in a seemingly random fashion. Since these effects are generally not reciprocal,
the base station needs to explicitly instruct the mobile station about the quality of the uplink at
intervals that are smaller than the rate at which the effects are changing. The measure of the rate of
change of the channel is the coherence time, and for outdoor communications, this is on the order of
10ms, meaning that the base station must update the mobile at intervals that are generally smaller
than this.
Thus we see that for SS systems, a closed-loop power control system is needed in order to
adequately mitigate the effects of multi-access interference and the fadings due to multi-path prop-
agation.
In the thesis, we shall assume that a measure of the performance of the communications link
from a mobile to a base station is the signal-to-noise (SNR) of signals coming in at the base station
receiver. We shall assume that the base station power controller sets the mobile's transmission power
so as to be the minimum required to achieve some given threshold SNR. The closed-loop system
that will be considered is shown in Fig 1-5. The mobile sends some signal s[k] at power level P,[k].
Figure 1-5: Closed-Loop Power Control System
The signal received at the base station is y[k], and the total power in the signal is P,[k]. The base
station uses the threshold SNR and the received signal to construct the new transmission power
Ps[k + 1], which is then sent to the mobile over the forward channel.
1.2 Thesis Organization
The thesis is organized in three main sections. In Chapter 2, we develop our model for communication
in the uplink from the mobile station to the base station. We start with a rather general multi-
path model, and go on to describe a discrete-time, broadband, time-varying filter that describes the
reverse channel. We use the diversity inherent in a broadband communications system to describe
this filter in terms of several uncorrelated narrowband filters. We then suggest a Gauss-Markov
process to model each of these sub-channels.
In Chapter 3, we decribe the channel power gain and develop it's Minimum Mean-Squared Error
(MMSE) estimate based on the received signals at the base station, and we show that this is a linear
function of the power in the received signals. We argue therefore that the power gain estimate is a
Linear Least Squares Error (LLSE) estimate based on the received power. We then develop a Kalman
filter on the received power in order to get recursive estimates of this gain and the associated error
variance. In Chapter 4, we suggest and analyze a power control algorithm that uses this recursive
structure. We study some steady-state properties of the channel power gain estimation problem and
we also suggest and analyze a steady-state power control algorithm.
Throughout, we assume that we are in a multi-access situation in which there are many other
users sharing both time and bandwidth. We use this assumption to model other-user interference as
a zero-mean Gaussian process that is uncorrelated with the process describing the channel impulse
response.
Chapter 2
Reverse Channel Model
In this section, we develop the model for the reverse channel from a mobile station to a base station.
We start with a wide-band, continuous-time view and then proceed to construct an equivalent
discrete-time model made up of uncorrelated narrowband channels. We then argue that the channel
can be modelled as complex Gaussian, and then proceed to analyze some second-order statistics of
the Gaussian channel. The next chapter will then consider the problem of power gain estimation.
2.1 Continuous-Time Model
The reverse channel model is shown in Fig. 2-1. The mobile (MS) transmits a baseband signal s(t),
which goes through a time-varying channel with impulse response c(t; 7). The channel output is r(t)
and can be written as
r(t) = s(t - T)c(t; r) dr (2.1)
The exact nature of c(t; 7) and the relationship in Eq 2.1 will be discussed shortly. At the base
station (BS) receiver, there is additive noise in the form of receiver noise n(t), and interference
from other users I(t). We shall assume that both are zero-mean complex Gaussian, and so we shall
consider them together as v(t) = n(t) + I(t).
BS
Figure 2-1: Reverse Channel
Now, suppose that the mobile sends a bandpass signal x(t) that is related to s(t) through
x(t) = Re {s(t)ej2"fet} (2.2)
where fc is the transmission frequency. If we assume discrete transmission paths over the channel,
then each path n scales and delays the signal by an(t) and r,(t) respectively. The output of the
channel is just the sum over all the path delays,
Re{r(t)ej27rft) = E an(t)x(t - rt(t)) (2.3)
Substituting Eq 2.2 into Eq 2.3, we get the channel output at baseband
r(t) = aC,(t)s(t - r(t))e- j 0n(t) (2.4)
n
where an(t) and -,O(t) = -27r fcT(t) are the attenuation and phase shifts at time t due to the nth
path.
Now, Eq 2.4 can be written as
r(t) = an(t)ee-ijo() s(t - 7)6(r -7n(t)) dr (2.5)
n 00
= j s(t - 7) an(t)e-Je(')6(r - 7n(t)) dr (2.6)
oo n
= s(t - 7)c(t; 7) d7 (2.7)/OO
where
c(t; 7) = j an(t)e-Jjs(t)6(t - Tn(t)) (2.8)
n
is the channel response at time t to an impulse input at time t - 7 1
For our purposes, the channel response is of interest only at discrete times, and as a result, it
will be convenient to find a discrete-time equivalent of Eq. 2.7. We shall do this by sampling the
received signal r(t) at a frequency W, that will be sufficient for full reconstruction [4].
We know from Nyquist theory that we can express s(t) as
s(t) = s sinc (rW t - M)(2.9)
where sinc(x) = sin(x)/x. If we substitute this into Eq. 2.7 and simplify, we get
r(t)= s (i n c(t)6jo-(t)sinc (vW (t - Trn(t) - (2.10)
n m
Letting r(t) = r(k/W) = r[k], we have
r[k] = E s[m]an[k]e-j[k] sinc (r (k - r7[k] - m)) (2.11)
n m
= ss[k - m] an[k]e-js[Ek] inc (7 (m - Tn[k])) (2.12)
m n
= s[k -m]c[k; m] (2.13)
m
1 To see this, let s(t) = 6(t - To) in Eq 2.7, and we have r(t) = c(t; t - -7) = c(t; 7). Therefore, c(t; 7) is the channel
response at time t to an impulse input at time To = t - T.
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Figure 2-2: Example of a Typical Impulse Response
where
c[k; m] = a c[k]e- jn[kI sinc (w (m - Tn[k])) (2.14)
n
is the full discrete-time equivalent of Eq. 2.8. This makes Eq 2.13 the discrete-time equivalent
of Eq 2.7, meaning that in principle, we can fully reconstruct r(t) from r[k] through band-limited
interpolation. As it stands however, Eq 2.14 is infinite-dimensional in time, and is not of much use in
practise. The problem is that we have implicitly assumed that both s(t), and r(t) are band-limited
in frequency, meaning that they cannot in principle be time-limited. We shall therefore make some
simplifications.
Suppose the channel input is a band-limited impulse at some time ko, i.e.
s[k] = sinc(r(k - ko))
Then the output will be
r[k] = c[k; k - ko] (2.15)
= an[k]e-jen[k]sinc(r (k - ko - Tn[k])) (2.16)
n
Physically, we know that the response to an input sinc( rWt) will only be significant over some
interval T,, that is a few samples more than the delay spread between paths. Since we sample r(t)
_L L-L\ · 1 14
at frequency W to get r[k], this means that we will get at most L = WT, significant samples in r[k].
We therefore expect each of the sampled quadrature outputs to be in the form of Fig 2-2. We note
that each of the taps above is actually a superposition of several actual delay path strengths. The
higher W is, the more these taps resemble the actual delay path strengths. In any case, it is clear
that we can now approximate the output in terms of a finite sum,
L
r[k] C [k] [k - ko - 1] (2.17)
l=1
corresponding to the finite-length impulse response
L
c[k; m] = Cl[k] [m - l] (2.18)
l=1
The Cl[k]'s above are the random phasors (envelopes), and Fig 2-2 shows a typical sequence (real
part).
Now if we substitute Eq. 2.18 into Eq. 2.13, we get
L
r[k] = Zs[k - ml CC [k]6[m -1] (2.19)
m l=1
L
= Cl[k] s[k - m]6[m - 1] (2.20)
1=1 m
L
= Cl[k]s[k- l] (2.21)
l=1
Eq 2.21 represents a baseband model of transmission in the uplink, with L taps. In the next
section, we shall assume that each tap is a superposition of enough paths that we can use the Central
Limit Theorem to model the Cl [k]'s as complex IID Gaussian random variables over the L taps. This
type of modelling will enable us to break down the broadband problem into L similar narrowband
problems. In practise, each of the L narrowband problems is processed by one finger of a Rake
receiver 2, before the results are combined to solve the particular problem at hand. For our purpose,
2 See Appendix C
this says that we need to find the received power in each of the L fingers of the Rake receiver and
take their sum to get the total received power. There are good analytical advantages of breaking
down the broadband problem into several narrowband problems, and these will be made clear in the
next section.
We now have a fairly well-behaved discrete-time model of transmission in the uplink. In the next
section, we shall look at this model in slightly more detail, and argue for a discrete-time stochastic
system of equations which will be the basis of our analysis of the power control problem.
2.2 Discrete-Time Model
In the discrete-time model, the channel is of interest only at discrete times. We saw in the previous
section that a finite-dimensional discrete-time model can be assumed without much loss of generality.
Since we are interested in power control to mitigate the effects of fast-fading, we want to update
the mobile's transmitter power at a rate faster than the rate of change of the channel. If Tc is the
channel's coherence time, and Tp is the time interval between power updates, then this means that
we want
Tp < Tc (2.22)
or
Wp, > Wd (2.23)
where W, is the power update frequency and Wd is the doppler spread. We now present an argument
from which we can get upper bounds on Tp and Wp
The way our power control will work is that every Tp seconds, the controller at the base station
will take r(t) and sample it to get r[k] as in Eq 2.21. Let us call the time-interval, (n-1)T, < t < nT,,
the (n- 1)th power interval. It will be convenient to assume that at time t = nTp, the signals received
at all the L fingers of the receiver were transmitted by the mobile during this (n - 1)th power interval.
This then implies that the power controller at the base station knows that all these signals were
transmitted at the same power level during that interval, and that this power level was the one
that the controller determined at time t = (n - 1)Tp. Since the signal that was sent the earliest
will be at the tap associated with t = nTp - Ts = nTp - L/(Wo + Wd), this means that we want
(kT, - LIW) - (k - 1)Tp > 0. Simplifying this and combining it with Eq 2.22, we get
Ts = L/(Wo + Wd) < Tp < T c  (2.24)
or
Wd < Wp < (Wo + Wd)/L = We (2.25)
where We is the channel coherence bandwidth. Now, we must also consider that there is delay in
the forward channel when the base station sends the power update instructions to the mobiles. If we
denote the maximum delay incurred in transmitting these intructions from the base to the mobile
over the forward channel as Tf, then the bounds become
T, + Tf < Tp < Tc (2.26)
and
Wd < Wp < 1/(Ts + Tf) < We (2.27)
Fig 2-3 summarizes the relationship between the power update interval T,, and the delay spread T,,
forward channel delay Tf, and the channel coherence time Tc.
In Eq 2.13, r[k] is expressed as a sum of the L signals received on the L fingers of a Rake receiver.
On each finger, the channel output at time k is
rl[k] = C [k]s[k - 1] (2.28)
= CI[k]sl[k] (2.29)
The change of notation in the last equality emphasizes the fact that, from the point of view of the
lth finger of the receiver, ri [k] is just the signal that is received at the finger at time k, and that just
Tf Ts Mobile transmits at new power-
level
I I>
T< Tp  t
power power
update update
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Figure 2-3: Illustration of the Bounds on the Power Update Interval
happens to be the product of two components unique to the finger. Including the additive noise at
the receiver, we now have the actual received signal on the lth finger
yi [k] = r [k] + v [k] (2.30)
= C,[k]si[k] + vi [k] (2.31)
The total received signal at time k is just the sum of the signals received on the I fingers. If we
denote the total power received at a finger to be P(l)[k], then we also see that the total received
power at time k is just the sum of the powers received at the fingers
L
P [k] = P(') [k] (2.32)
l=1
In closed-loop power control, a base station uses the total received power P,[k] to determine the
signal-to-noise ratio (SNR) of the communications link between the base station and a mobile.
Since the SNR provides a measure of the quality of the communications link, it is desirable to
keep it at or above some threshold value. The problem of closed-loop power control then is to
determine the minimum transmitter power for mobiles in such a way that each mobile is at least
guaranteed the threshold SNR at the base station. For our case, this means finding a way to set
the mobile's transmitter power P,[k] given the received signal y[k]. In the next three chapters, we
shall concentrate on a single finger, and see how it might solve the power control problem given the
received signal y [k] and the associated power P' [k]. It should be noted that this corresponds to
looking at the closed-loop power control problem for a single tap (L = 1) model. In Appendix C
we look at the multi-tap model (L > 1), and consider the problem of how to optimally combine the
processing that is done on each finger in order to solve the complete power control problem given
the total power.
Since we are concentrating on a single finger, we shall suppress 1 in Eq 2.31 above. This means
that we shall be considering
y[k] = C[k]s[k] + v[k] (2.33)
where it is understood that s[k] refers to the signal received at time k on the lth finger (with some
attenuation C[k]), but transmitted at some previous time k - 1, where 0 < 1 < WT, = L.
Now, for our power control problem, we are only interested in the signals at and around the
power update times, t = kT,. Therefore, from now on the index k will be taken to refer to samples
of quantities at and around the kth power update time.
In Eq 2.33, all the quantities are complex, and it will be convenient to put them in vector form.
If we use the subscripts R and I to denote the real and imaginary parts of all the quantities, we can
construct
C[k] = CR[k]
C, [k]
V[k] = V [k]
V [ k]
Y[k] = YR [k]
Y1 [k]
and
S[k] = SR [k] -S, [k]
Si[k] SR[k]
Eq 2.33 then becomes
Y[k] = S[k]C[k] + V[k] (2.34)
We recall that we assumed that the L channel gains, CI[k], are complex IID Gaussian random
variables. That assumption also implies that the quadrature parts CR[k] and CI[k] are IID real
Gausian random variables for each finger 1. Now we need to have a way to represent the time
evolution of these gain factors. The model that we choose for the time evolution of the gains will be
a one-step Gauss-Markov model
C[k + 1] = aC[k] + W[k] (2.35)
where W[k] .N(0O, 0, I) for all k and 0 < a < 1, is a real constant. There are several reasons for
choosing this model and we will touch on a few :
1. At each time k, the channel gain C[k] is a Gaussian random variables and it's quadrature
components, CR[k] and Ci[k], are IID.
2. There is correlation between the gain at time k and the gains at all previous times.
3. We are able to capture some measure of the rate of change of the channel with the factor a.
The last two issues will be discussed in more detail in the next section, but before we finish, we
note that the system of equations defined by Eqs 2.34 and 2.35 provides a full characterization of
communication in the uplink.
2.3 Channel Statistics
Before we go into the problem of estimating the power gain of the channel, it is instructive to look
at the time evolution of the second order statistics of the channel assumed in the previous section.
Since the channel is Gaussian, these statistics will fully characterize the channel at all times.
The evolution of the channel gain is given by Eq 2.35, and we assume that the process starts at
some time ko with
E[C[ko]] = mc[ko]
and
E[C[ko]C'[ko]] = Rc[ko]
known, and
E[C[ko]W [k]] = 0 V k.
Since W[k] is zero-mean, the mean of the channel gain at time k+1 is
mc[k + 1] = amc[k] (2.36)
We can therefore see that in terms of mc[ko], the mean at time k is given by
mc[k] = a(k-ko)mc[ko] V k > ko, (2.37)
from which see immediately that for a < 1 and mc[ko] < oo,
limk,-+o mc[k] = 0 (2.38)
- mc
We shall refer to mc above as the steady-state mean of the channel gain. We asume from now
onwards that the mean is initially at steady-state, and therefore mc[k] = mc[ko] = 0 for all time k
> ko .
Now the autocorrelation of the channel gain at time k is given by
Rc[k] = E[C[k]CT [k]]
C'[k] C [[kl]C i [k]
C, [k] CRi[k] CQ[k] (2.39)
E[CR[k]] 0
0 E[C,2[k]]
The third equality follows because the quadrature components of the channel gain are assumed to
be independent and zero-mean. Since they are also identically-distributed, they will have they same
second-order statistics, and so we have
E[C2[k]] = E[C2[k]] (2.40)
= 4[k]
Substituting these into Eq 2.39, we get
Rc[k] = oC[k]I (2.41)
We wish to analyze Rc[k] for our process. Since the quadrature components are IID , it is
enough to look at only one of them, and hence at a, [k].
From Eq 2.35, we can iterate backwards and express CR[k] in terms of CR[k - n] for n > 1
CR[k] = anCR[k - n] + a(• )WR[k ( n- - 7 + 1)] (2.42)
T=1
If we let n = k - ko and substitute above, we get
k-ko
CR[k] = a(k-ko)CR[ko] + j a(k-ko-r)WR[ko + r - 1] (2.43)
r~1
Letting m = ko + 7 - 1 and substituting, we get
k-1
CR[k] = a(k-ko)CR [ko] + E a(k-r-1)WR[m] (2.44)
m=ko
which expresses the channel gain at time k in terms of the intial gain CR[ko] and the process noise
WR[m] for ko < m < k - 1 . The same formula applies for the other quadrature channel gain. Since
we have assumed that the initial mean of the gain is zero, the variance of the channel at time k is
given by
aI[k] = E[CR[k]] (2.45)
k-1 k-1
Sa( k - k o)E[CR [k o]] + E a( 2k-n-m- 2)E[WR [n]WR[m]] (2.46)
m=ko n=ko
2 k-1
= a2(k-ko)aik ± a2(km) (2.47)
m=ko
a2 (k - k )a [k o] + 2W( -a2(k-ko) (2.48)
1 - a
The third equality follows from the fact that WR[k] ia a white Gaussian process with variance 2W.-
Now if we re-arrange Eq 2.48, we get 2[ 2
I[-k] = + a 2(k -ko) [o:([ko] - 2 (2.49)1-a 2  1- a 2
which reveals a couple of important issues for a < 1:
2
1. limk-+oo Rc[k] = I = a- I
2. if Rc[ko] = o [ko]I = a2I
then Rc[k] = uoI for k > ko
3. Rc[k + 1 = ,I + a 2Rc[k]
1. shows the steady-state variance of the channel gain, and 2. says that if the intial variance is
already steady-state, then it stays so for all future times. 3. shows how the variance evolves when
not in steady-state. In general, we shall not assume steady-state variance, but we will do so in
particular cases in order to gain insight into specific issues.
Finally, we look at the covariance Kc[k, n] = E[C[k]CT [n]] in order to complete our look at the
second-order statistics of the channel gain. Since the quadrature components are zero-mean IID, we
have
Kc[k,n] = Kc[k, n]I (2.50)
where Kc[k,n] = E[CR[k]CR[n]] - E[CI[k]C1 [n]], and so we shall look at a single quadrature
component.
From Eq. 2.44, we can express the channel gain at time k in terms of the gain at time n, for
k>n
k-1
CR[k] = a(k-n)CR[n] + 1 a(k-m-1 )WR[m]. (2.51)
m=n
Multiplying be CR[n] on the right and taking the expected values, and noting that
E[WR[m]CR[n]] = 0 m > n
we have
Kc[k,n] = E[CR[k]CR[n]] = a(k-n)a [n], k > n. (2.52)
For k < n, we just reverse the roles of k and n in Eq 2.52, and so we have
Kc[k,n] = E[CR[k]CR[n]] = a(n-k),a[k], k < n. (2.53)
Eqs. 2.52 and 2.53 can be combined into a single general covariance function,
Kc[k,n] = k-n[m] (2.54)(2.54)
where m = min(k, n)
From Eq 2.54, we make the following observations :
1. when m = min(k, n) is small, then [2 m] is not in steady-state and so Kc[k, n] is a direct
function of the times k and n.
2. as both k, n -+ oc, we have
lim Kc[k,n] = alk- n l lim 0 [m]
k,n--+oo m-+oo
alk-nl I
1 - a 2
= Kc[lk - n|].
This says that we can get to a steady-state situation in which the covariance depends only
on the absolute difference in times being considered. This situation is emphasized with the
last equality. We also note that when a is close to 1, then the steady-state covariance is fairly
large, meaning that the channel changes fairly slowly. Conversely, when it is close to zero, the
covariance is small, meaning that the channel is changing relatively quickly.
Now we see from the preceeding discussion that in steady-state, our channel model second-order
statistics are independent of the absolute times at which the process is. Since our model is Gaussian,
this says that in steady-state, our process is strict-sense stationary (SSS). In the next chapters, we
shall take this assumption when we need to gain more insight into specific problems.
Chapter 3
Power Gain Estimation
In this chapter, we will derive the MMSE estimate of the channel power gain for uplink transmission,
given the received signal vector Y[k]. It shall be assumed throughout that the transmitted signal
has been fully decoded, and in particular that the power in that signal is fully known. The system
of equations from which this estimate will be constructed was developed in the prevoius chapter,
and is presented again for reference
C[k + 1] = aC[k] + W[k] (3.1)
Y[k] = s[k]C[k] +V[k] (3.2)
We will use the knowledge of MMSE estimation of Gaussian random variables (without derivations)
to help us get the MMSE estimate of the channel power gain and the corresponding error variance.1
It will be shown that this estimate given Y[k] = y[k], is also the Linear Least Squares Error (LLSE)
estimate conditioned on the total instantaneous received power in Y[k] defined by
Py[k] = YT [k]Y[k] (3.3)
'A derivation based on the conditional density of the power gain is presented in Appendix A.
A recursive structure for estimating the power gain will then be developed, and this will lead to
the development of a structure for predicting the power gain at time k + 1, given Py[m] m < k. In
the next chapter, we will then use this prediction filter to develop and analyse our power control
solution.
3.1 MMSE Estimation
We define the instantaneous channel power gain Pc [k] as
Pc[k] = CT[k] C[k] (3.4)
= C [k] + C [k] (3.5)
where CR[k] and CI[k] are the two quadrature channel gains at time k defined in the previous
chapter. The MMSE of Pc[k] given Y[k] = y[k] is the conditional mean
Pc[klk] = E[Pc[k]ly[k]] (3.6)
= E [CR [k]I y[k]] + E [C1 [k] jy[k]] (3.7)
where Eq 3.5 was substituted in the last equality. We will use our knowledge of the conditional
densities of CR[k] and C1 [k] given y[k], to find the expression for 1Pc[klk] in Eq 3.7.
Now, C[k] is zero-mean Gaussian, and so, conditional on Y[k] = y[k], it is still Gaussian, but
with
E[C[k]ly[k]] = c[k] (3.8)
= Kcy[k]Ky'[k]y[k] (3.9)
(3.10)
VAR [C[k]ly[k]] = Kcy [k]
= Kc[k] - Kcy[k]Kyl[k]Ky [k]
Kc[k] = E [(C[k] - mc[k]) (C[k] - mc[k])T]
= E [C[k]CT [k]]
Soi [k]I
is the channel gain covariance at time k, and
Kcy[k] = E [(C[k]- mc[k])(Y[k]- my[k]) T]
=E [C[k]Y T [k]]
= E [C[k]CT [k]] sT [k]
= o[k]s [k]
is the cross-covariance between the gain and the received signal at time k. The third equality
because we assume that C[k] and V[k] are independent. Ky[k] is the covariance of Y[k] at
and is given by
Ky[k] = E [(Y[k] - my[k]) (Y[k] - my[k])T]
= E [Y[k]Y T [k]]
= s[k] {E [C[k]C T [k]] } sT [k] + a,2I
= a([k]s[k]sT [k] + alI
and
where
(3.11)
(3.12)
(3.13)
(3.14)
(3.15)
(3.16)
(3.17)
(3.18)
(3.19)
follows
time k
(3.20)
(3.21)
(3.22)
(3.23)
We can simplify Eq 3.23 further by noting that
s[k]sT[k] = P,[k]I
where
Ps[k] = s2[k] + s2[k]
is the power in the signal s[k]. Substituting Eq 3.24 into Eq 3.23 we get
Ky[k] = (Ua[k]Ps[k] + a )I
We can now simplify the expressions for the conditional mean and variance in Eqs 3.9 and 3.12
respectively, as
E [C[k]ly[k])
and
= Kcy[k]Ky' [k]y[k]
= ok]p[k] + sT[k]y[k]O'C [k]Ps [k] + o
= [k]
Kcly[k] = Kc[k] - Kcy[k]Ky•[k]K y[k]
S[k]I - [k] s[k]s[k]= [kI - ci[k]P [k] + c,
(, a4 [k]P,[k] )I
= C-[kL- o- [k]Ps [k] + -,2
= •[k]o I
Oe[k]P s[k] + ±
= Cly[k]I
(3.27)
(3.28)
(3.29)
(3.30)
(3.31)
(3.32)
(3.33)
(3.34)
Using Eqs 3.29 and 3.34, we can now write down the density function for C[k], conditioned on
(3.24)
(3.25)
(3.26)
Y[k] = y[k]
1 ,- 2 , (C[k]-C[k]) T (C[k]-C [k])
fC[k]lY[k] (c[k]ly[k]) = 2-r C y[k]e I2,7ra I y[k]
Since
(c[k] - c[k]) T (c[k] - c[k]) = (cR[k] - cR[k]) 2 + (ci[k] - ýI[k]) 2
where cR [k] and cl[k] are the conditional quadrature means in Eq 3.29, we see that the quadrature
components of the channel gain are conditionally independent with densities,
fCR[k]Y[k] (CR [k]ly[k]) = KN(cR[k]; aR [k], U21y[k])
fc,[k]Y [k] (cl(k)y [k]) = A(ci [k]; ý [k], a 21 [k])
(3.36)
(3.37)
respectively. The conditional second moments are therefore
E [CL[k]ly[k]] = ±ly[k] + - [k]
E [C,2[k]ly[k]] =- Cly[k] + [k]
(3.38)
(3.39)
We can now substitute these in Eq 3.7 to get the MMSE estimate of the channel power gain
Pc [klk] = 2acly[k] + a[k] + )[k] (3.40)
Now, from Eq 3.29, we see that
2[k] + [k]R [k] I [k]" = T[k] [k]
2 ( C 2[k] 2•T yT[k]s[k]sT[k]y[k]
= a•k [k] 2 ) Ps [k]PY [k](O' [k]Ps [k] + av
(3.41)
(3.42)
(3.43)
(3.35)
where Py[k] is the received power at time k. Substituting Eq 3.43 into Eq 3.40, we get
Pc[kLk] = 2a 1 y[k] + [kP[k]+ 2 P[k]PY [k] (3.44)
Now, since the received power Py [k] is determined by the received signal y[k], and since from above
the MMSE estimate based on y[k] is determined by Py[k] alone, we see that the MMSE estimate
based on y[k] must be identical to the MMSE estimate based on Py[k]. Pc[klk] is therefore the
MMSE estimate based on Py [k], and from Eq 3.44 above, we see that it is a linear function of Py [k]
and hence the LLSE estimate based on Py [k]. Moreover, we note that it is completely determined
by the signal power P [k], and the variance of the channel gain oC[k] at time k, and the variance
of the noise at the receiver oa. As it stands however, Eq 3.44 doesn't offer much insight and so we
make some modifications that are based on the following observations.
First, we note that the unconditional mean of the channel power gain is given by
E [Pc[k]] = E [C[k]] + E [C [k]] (3.45)
= 2a [k] (3.46)
Secondly, the mean of the power in Y[k] is
E [Py[k]] = E [Y T [k]Y[k]] (3.47)
= E [CT[k]s T [k]s[k]C[k]] + E [VT [k]V[k]] (3.48)
= E [CT[k]C[k]] P,[k] + 2a, (3.49)
= 2 (a [k]Ps [k] + aU) (3.50)
Now if we substitute Eq 3.34 for a ly[k] in Eq 3.44, and simplify, we get
Pca[kk] = 4] + 2 [k]P[k] v Py[k] (3.51)
c = [k]P-[k] + 2 (a [k]P,[[k] + oa)
We can now add and subtract 2 (a~[k]P,[k] + a0) from Py [k] and then simplify more to get
2 a0 [k]Ps[k (Py[k]-2 (o[k]P,[k] + o))
Pc[kk] = o iPs[k]Psk] + o +Sc[kk k]Ps[k] + a C 2 (a [k]PPs [k] + a )
(3.52)
Removing the outside brackets, we get
Pc[kjk] = 20 [k] + [k]P, [k] 2 (P[k] - 2 ( [k]P,[k] + )) (3.53)
e2[k]P[k]P []
= E [Pc[k] + [k]k] (Py[k] - E [Py [k]]) (3.54)
(a [k]Ps[k] + a[)2
= E [Pc[k]] + K[k] (Py[k] - E [Py[k]]) (3.55)
Before we discuss the structure of Eq 3.55, we'd like to show that the gain K[k], can be be put in
terms of the covariance of the received power Kpy [k], and the cross-covariance between the channel
power gain and the received power, KPcpy [k]. To do this, we first find the unconditional variance
of the power gain,
Kpc [k] = VAR [C~[k]] + VAR [C,[k]] (3.56)
= 2VAR [C2 [k]] (3.57)
= 2 (E [CR[k]] - E 2 [C2N[k]]) (3.58)
= 2(3a4[k] - a0[k]) (3.59)
= 4a4[k] (3.60)
The second and the fourth equalities are the results of the fact that CR[k] and Ci[k] are IID and
Gaussian, respectively. This result will be useful later on but presently it helps us evaluate the
cross-covariance, which is given by
Kpcp [k] = E[(Pc[k] - E[Pc[k]]) (Py[k] - E [Py[k]])] (3.61)
= E [Pc[k]Py[k]] - E [Pc[k]] E [Py[k]] (3.62)
Now, the power in the received signal is given by
Py[k] = Ps[k]Pc[k] + Pv[k] + 2VR[k] (SR[k]CR[k] - si[k]Ci[k]) + 2Vi[k] (si[k]CR[k] + SR[k]CI[k])
(3.63)
Since the interference noise at the receiver is uncorrelated with the channel gain, we see that if we
multiply Eq 3.63 by Pc[k] on the right, and then take the expectation, we get
E [Pc[k]Py[k]] = Ps[k]E [P [k]] + E [Pc[k]] E [Pv]
SPs[k] (VAR [Pc[k]] + E 2 [Pc[k]]) + 4, [k]0,2
SP [k] (4 a[k] + 4 a[k]) + 4 C[k]aV
= 8P, [k]a [k] + 4a,[k]a2
where we used Eq 3.60 for the variance of the power gain. Substituting this into Eq 3.62, we get
Kpcpy [k] = 8P,[k]a,[k] + 402[k] - E [Pc[k]] E [Py[k]]
And finally, substituting in Eqs 3.46 and 3.50 for E [Pc[k]] and E [Py[k]], we get
Kppy [k] = 4P,[k]04 [k]
Now, to get the variance of the received signal at time k, we look at Eq 3.63 and let
L[k] = 2VR[k] (sR[k]CR[k] - si[k]Ci[k]) + 2VI[k] (si[k]CR[k] + SR[k]C,[k])
Then since all quadrature components are independent in L[k], we have
VAR[L[k]] = 8sR[k]VAR [VR[k]CR[k]] + 8s [k]VAR [VI[k]Ci[k]]
= 8VAR[VR[k]]VAR[CR[k]] (s2[k] + s [k])
(3.64)
(3.65)
(3.66)
(3.67)
(3.68)
(3.69)
(3.70)
= 8Ps[k]Q-2[k]U2
Therefore, taking the variance in Eq 3.63 and using the fact that C[k] and V[k] are independent,
we get
Kpy[k] = P,2[k]VAR[Pc[k]] + 8Ps[k]o[k]e~ + VAR[Pv] (3.71)
= P8[k]VAR[CR[k]] + 8Ps[k]a,[k]a, + 2VAR[VA[k]] (3.72)
= 4Ps2[k],4 [k] + 8P,[k]2 ~[k]a + 44 (3.73)
= 4 (Ps[k]a0 [k] + 2)2 (3.74)
Now we see from Eqs 3.69 and 3.74 that the gain in Eq 3.55 can be written as
K[k] = Kpc py[k]K [k] (3.75)
which enables us to write the MMSE estimate of the channel power gain as
Pc [klk] = E [Pc [k]] + Kpcpy [k]K [k] (Py[k] - E [Py[k]]) (3.76)
We note Eq 3.76 is just the standard expression for the LLSE estimate of the channel power gain,
given the received power Py [k]. This is not surprising in light of the conclusion that followed Eq
3.44. That is, we argued that Pc [kk] is the MMSE estimate based on the received power, and since
it's linear, it is also the LLSE estimate based on the received power. What Eq 3.76 says is that our
estimate of the channel gain is the sum of it's expected value and some factor that relies first, on the
correlation between the power gain and the received signal, second, on the variance of the received
signal and third, on our measurement of the received signal. In particular, the equation says three
main points :
1. For any given power level in the transmitted signal, if our measurement of the power is
higher than expected (Py [k] > E [Py [k]]), then we should also expect the channel power gain
to be higher than expected (Pc[k] > E [Pc[k]]). We also expect that for any given Ps[k],
(Py[k] < E[Py[k]]) should imply (Pc[k] < E[Pc[k]]). Now, we see from Eq 3.76 that our
power gain estimate does allow for this intuitive idea.
2. We also expect that, not only should our estimate be a function of the measurement of the
received power, but it should also take into account the variance of the relative noise component
of this measurements. In Eq 3.76, we see that our reliance on the measurements of the received
power in constructing our estimate is low when the variance of the additive noise is large.
3. Finally, we expect that the extent to which we use our measurements in constructing the power
gain estimate, should be a function of the correlation between these measurements and the
actual power gain itself. In Eq 3.76, we see that when this correlation is low, then we rely less
on the measurements.
Before we conclude this section, we look at the estimation error, and in particular the mean and the
variance. First, we know that the mean of the error in our estimate is zero since our estimate is a
MMSE estimate. To see this, we let ep, [k] = Pc [k] - Pc [klk] be the error in our estimate, and take
the expected value
E[ep, [k]] = E[Pc[k]] - E [Pc[kk]] (3.77)
= E [Pc[k]] - E {E [Pc[k]y[k]]} (3.78)
= E [Pc[k]] - E [Pc[k]] (3.79)
= 0 (3.80)
We now look at two cases of the error variance, namely the unconditional error variance over all
possible values of the received power Py [k] and the error variance conditional on the particular value
of Py[k].
The unconditional error variance over all the possible values of Y[k] is given by
Apc[k] = E[(Pc[k]-Pc[klk])2]  (3.81)
= Kpc[k] K- [k] (3.82)KPy [ k]
= 4 k] ( P[k]4 [k]) 2
4o 4 [k] - C (3.83)4 (Ps [k] 0[k] + 2)2
= Kpc[k] 2(Ps[k]a[k]v + ) (3.84)(P, [k] 0,2 [k] + 4)
Now if we divide top and bottom by 4, we get
((2P, [k]0,[k]/02) + 1
A [k] = Kpc[k] ( [ [/ ) 1)2 (3.85)((Ps[k]i [k]/4,2) + 1)2
=Pc Kpcr ( 2 - [k]+
( Kp [k] 2-y[k] +1) (3.86)
where we can interpret
Ps [k],2 [k]
y[k]= 2
as the average signal-to-noise ration (SNR) at time k. It is instructive to note that this quantity is
also related to the received power through
1 + y[k] E[Py[k]] (3.87)
We will come back to Eq 3.86 in the next chapter, but preliminarily, we see that the error variance
is roughly inversely proportional to the average SNR, and this is not surprising, since we expect to
do a better job of estimating the channel gain in high SNR, and less so in low SNR. We also see
that this variance is somewhat limited by the variance of the power gain itself. Again this direct
dependence is not surprising, since for any level of transmitted power and interference, we expect
that our estimate will independently be a function of the channel fluctuations.
The conditional error variance is given by
Appy[k] = E [(Pc[k] - Pc[k]) y[k]i (3.88)
= E [(Pc[k]- E [Pc[k]ly[k]])2 ly[k]] (3.89)
= VAR [Pc[k]ly[k]] (3.90)
It is shown in Appendix A that, conditional on y[k], Pc[k] is a non-central chi-squared random
variable with two degrees of freedom, and with the variance given by
VAR [Pc[k]ly[k]] = 4Ocly[k] + 4O-ly[k] ( k] + [k]) (3.91)
where acly[k] is given in Eq 3.34 and is the error variance in the MMSE estimation of the channel
gains from y[k], and aR[k] and ýa[k] are the quadrature gain estimates, the sum of the squares of
which was determined in Eq 3.43. So substituting this into Eq 3.91, we get
Apclpy[k] = 44 1 Y[k] + 4~ Y [k] ( ] P[k] ) P ,[k]Py[k] (3.92)([ Tk]Ps [k] + or
= Kp [klk] (3.93)
Since ao I[k] is not a function of y[k], we see that this conditional error variance is a linear function
of the received power. With considerable algebra we can express Eq 3.92 in terms of the average
SNR and the variance of the power gain.
K! [k] 2y[ k] Py [k]
Kp[k[k] k + 1)2  + [k] + 12o (3.94)
We see immediately that if we average this quantity over all Py[k], and use Eq 3.87, then we get
the unconditional error variance in Eq 3.86. Because of the dependence on measurements, we shall
not be too concerned with this quantity. However, we shall use this structure in the next section
where we consider the problem of recursively estimating and predicting the channel power gain and
the associated unconditional error variance.
3.2 Recursive Estimation
In this section we will present a recursive structure for updating the estimate of the channel power
gain at time k, and also predicting the gain at time k + 1, given power measurements up to time
k. In the next chapter, we shall use this predicted value of the power gain to construct the power
control scheme and analyse some steady-state properties.
In the previous section, we assumed that all the second order statisics needed to compute the
estimate of the gain were available. In this section, we present a structure in which these stattisics
are themselves being updated as the measurements come in. In this way, our estimate will rely more
on the actual channel conditions, and less on the average conditions. To begin, we assume that at
time k, the second-order statistics are estimated from the data received up to time k - 1. We denote
the time vector (ko, ..., k - 1) with k - 1. Thus
E[Pc[k]] -+ Pc[klk- 1]
E[Py[k]] - Py[klk - 1]
Kp [k] -- Kpc[kk- 1]
Kpy[k] -4 Kpy[klk-1]
Kpcpy[k] -+ Kpcpy[klk- 1]
and we initialize with
Pc[kolko - 1] = 2a [ko]
Py[kolko - 1] = 2 ([ko]Ps[ko] + )
Kpc[kolko- 1] = 4ac[ko]
Kpy[koko - 1] = 4 (oC[ko]Ps[ko] + V) 2
Kp py[koIko - 1] = 4ac[ko]Ps[ko]
We can now write the power gain estimate at time k, given measurements up to time k as
Pc[klk] = Pc[klk - 1] + Kgpy[klk - 1]K [klk - 1] (Py[k] - Py [klk - 1])
The conditional variance is given by
Kp [kk] = E Pc [k] - Pc [klk] )2 |Py[k]]
(3.95)
(3.96)
where we denote the vector Py[k] = (Py[k], ., Py[ko]). If we substitute Eq 3.95 for Pc[klk], and
note that
E [(Pc [k] - Pc[kk - 1])Py[k]] = Kpcpy[kk - 1]Kl [kIk- 1] (Py[k] - Py[kk - 1]) (3.97)
we get
Kp [kk] = Kp [klk - 1]- Kpy [kk- 1] 2 Py [k] - Py[klk - 1])2
The unconditional error variance is found by averaging Eq 3.98 over all values of Py [k],
K2  [klk - 1]Apc [klk ] = Kpc [klk - 1] - P (3.99)
Now, in order to proceed with our recursive structure, we define the set U[klk - 1] as follows
U[klk- 1] = {Pc[kk - 1], P!y[klk- 1], Kp [klk - 1], Kp [klk - 1], Kpcpy [k- 1]} (3.100)
This is the set of the quantities that are needed for the estimation of the power gain and the associated
(3.98)
error variances at time k, given Py[k], and that need to be updated once the new measurements
have arrived. We therefore see that if we can define the manner in which these quantities can be
updated given present measurements and estimates, then we will have developed a full recursive
structure for estimating and predicting the power gain and the associated error variance, given the
measurements of the received power.
In order to develop the update equations on the set U[k(k - 1] above, we will rely heavily on the
assumed Gaussian channel model. We shall also assume that we know the transmitted power P8[k]
at all times. The issue of how this can be determined recursively will be dealt with in detail in the
next chapter.
Now, conditional on Y[k] = y[k], the two channel quadrature gains are Gaussian, with the
densities given in Eqs 3.36 and Eq 3.37. We would like to find the estimate of the power gain at
time k + 1, in this conditional space. In order to do this, we must first find the statistics of C[k + 1]
in the conditional space.
Let C[k + ljk] and C[klk ] denote the MMSE estimates of the channel gain at times k + 1 and k,
respectively, given measurements at times ko, kl, k • •, . Then
C[k+ llk] = E[C[k+ l]ly[k]...y[ko]] (3.101)
= aE [C[k]ly[k] .. y[ko]] + E [W[k]Iy[k] ... y[ko]] (3.102)
= a•[klk] (3.103)
In this conditional space, the quadrature components of gain are still independent, and therefore
the estimate of the variance at time k + 1 is given by
Kc[k + 1k] = E[(C[k + 1]- E[C[k + lllk])(C[k + 1- E[C[k + 11lk]) Ik] (3.104)
VAR [CR[k + 1]k k] 1 (3.105)
0 VAR [CI[k + 1]jk ]
The quadrature channel gains will have the same predicted variance since for both we have,
VAR[C[k + 1]lk] = a 2 VAR[C[k]Ik] + a0
= a2a ly[kk] + o2
where auly[kfk] is the error variance on each quadrature channel at time k given measurements up
to time k. Substituting these expressions in Eq 3.105, we get
Kc[k + lk] = a•ly[k + llk]I (3.106)
where we define
±ly[k + Ilk] = 2a l[k+k]  (3.107)
to be the error variance per channel gain at time k + 1, given all previous measurements.
Now let Pc [k + Ilk] and Pc[klk] denote the MMSE estimates of the channel power gain at times
k + 1 and k, respectively, given measurements at times ko, k, - --, k. Then
Pc[k + l|k] = E[Pc[k + 1]|k] (3.108)
= E[CR[k + 1]Jk] + E[C2[k + 1]lk] (3.109)
= 2(aCly[k + Ilk]) + {E[C[k + 1]k]} 2 +E[CR[k+ ll  [Ci[k + 1llk]} 2 (3.110)
= 2ol 1y[k + Ilk] + a2 (2[klk] + a[klk]) (3.111)
= a 2 (2oly[klk] + 2 [klk] + 2] , 2 (3.112)
= 
2Pc [klk] + 2W (3.113)
Eq 3.113 says some important things. First, it says that at time k + 1, and given all previous
measurements, we have quite a simple form for estimating the expected value of the channel power
gain, using previous estimates. We recall that the MMSE estimate of the channel power gain at
time k + 1, is a function of the expected value at time k + 1. Eq 3.113 then says that we can get this
value quite easily from the present MMSE estimate of the power gain. We also see that the way the
equation predicts the gain at time k + 1 given measurements up to time k is to mimic the noise-free
dynamics of the actual power gain process, by using the average values of the process noise power.
Now, if we substitute Eq 3.95 for Pc[ktk] above and denote Pw = E[Pw[k]] = 2av, we get
Pc[k + 1k] = a2Pc[klk - 1] + Pw + a2K[k] (Py[k] - Py[kk - 1]) (3.114)
We recall that the actual power gain evolution equation is given by
Pc[k + 1] = a2Pc[k] + Pw[k] + 2 (WR[k]CR[k] + Wi[k]CI[k]) (3.115)
What Eqs 3.114 and 3.115 say then is that our estimation filter produces the power gain estimates
by mimicing the structure of the actual power gain evolution equation. The filter first replaces all
exogenous random processes with their mean values and then compensates for the actual fluctuations
in the processes with the factor that is proportional to the difference between the actual received
power at time k, and it's estimate based on all previous measurements. We shall call this factor
the innovations process, v[k]. We now show that this process is in effect, zero-mean and temporally
uncorrelated, meaning that the sum Pw + v[k] can provide a rather good approximation to the
noise power in the actual process. First, since Py[klk - 1], is the MMSE estimate of Py[k] given
measurements of the power up to time k - 1, we must have
E[v[k]] = E[Py[k]- Py[klk- 1]] (3.116)
= 0 (3.117)
Now consider v[k] and v[m]. When k = m, we have
E[v2 [k]] = E [(P[k]- Py[klk - 1]) (3.118)
= Kp [kk - 1] (3.119)
For k > m, we have
E[v[k]v[m] = E [(Py[k] - Py[klk - 1]) (Py[m] - Py[mrm - 1])]
We first note that since (m - 1) C (k - 1), and since by the orthogonality principle
E [(P[k] - Py[klk - 1]) Pv[kik- 1] =0
we must also have
E [(Py[k] - Py[klk - 1]) Py[mm- 1] = 0
Secondly, we note that
E [(Py[k] - Pvy[klk - 1]) Py[m]] = E [Py[k]Py[m]] - E {E [Py[klk - 1]Py[m]]}
= E[Py[k]Py[m]] - E {E [Py[k]Py[m]lk - 1]}
= E[Py[k]Py[m]]- E[Py[k]Py[m]]
= 0
The second equality is the result of the fact that, conditional on all measurements up to time k - 1,
Py[m], is a constant and can therefore be put inside the inner expectation. Expanding Eq 3.120,
and using Eqs 3.121 and 3.125, and noting that the same arguments are applicable for k < m, we
have
E[v[k]v[m]] = KpY[klk- 1], 
m = k
0, otherwise
(3.126)
We shall use these facts in the next chapter when we construct our power control scheme.
We now look at Py [k + 1lk]. First we note that at time k + 1, the power in the received signal is
Py[k + 1] = P,[k + 1]Pc[k + 1] + Pv[k + 1] + L[k + 1]
(3.120)
(3.121)
(3.122)
(3.123)
(3.124)
(3.125)
(3.127)
where L[k] is defined in Eq 3.70 and P,[k + 1] is known. Let Py[k + lk] be the MMSE estimate of
the received power at k + 1, given measurements up to time k. Then
Py[k+llk] = E[Py[k+l]]k]
= Ps[k + 1]E[Pc[k + 1]k] + 2a + E[L[k + 1]lk]
= P,[k + ]Pc[k + Ilk] + 24V
(3.128)
(3.129)
(3.130)
The last equality follows because the receiver noise is zero-mean and independent of the channel
gain even in the conditional space above.
To find the estimate of the variance of the power gain, we note that since the quadrature com-
ponents of the channel gain are conditionally independent, we have
Kpc [k + Ilk] = VAR[CR[k + Ilk] + VAR[C,2[k + 1]Qk] (3.131)
VAR[C2[k + 1]1k] - VAR [(aCn[k] + WR[k]) 2 1k]
= VAR [a2 CR [k] + 2aCR[k]WR[k] + WA~[k]lk]
- a4VAR [C2[k]lk] + 4a 2 ,E[C2[k]lk] + 2o4,]
Doing the same thing for CI[k + Ilk], and substituting in Eq 3.131, we get
Kpc [k + Ilk] = a 4Kp [klk] + 4a2,2 Pc[k k] + 4a4L'IJW W W'~lJ 'U
The cross-covariance is given by
Kpcpy [k + l|k] = E[Pc[k + 1]Py[k + l][k] - Pc[k + llk]Py[k + lk]
= P,[k + 1]E[P~ [k + 1]k] + 24E[Pc[k + 1]lk] - Pc[k + 1lk]Py [k + 1lk]
where
(3.132)
(3.133)
(3.134)
(3.135)
We can use
E[P2[k + 1]fk] = VAR[Pc[k + 1] k] + P[k + 1 lk]
and Eq 3.130, and then simplify to get
Kpcpy[k + 1k]
To find the covariance of the received power,
given in Eq 3.127. Since V[k] has independent
moments, we have the following
P,[k + 1]VAR[Pc[k + 1]k]
Ps[k + 1]Kpc [k + Ilk]
(3.136)
(3.137)
we note that at time k + 1, the received power is
components, and since both of them have zero third
E[L[k + 1]|k]
E[Pv[k + 1]L[k + 1] k]
E[Pc[k + 1]L[k + 1]lk]
VAR[L[k + 1]lk] = 4s [k + 1]c2E[Pc[k + 111k] + 4s [k + 1]1 E[Pc[k + 1I]k]
= 4oP, [k + 1]Pc[k + Ilk]
Therefore, taking the variance in Eq 3.127, and using the facts above, we get
Kpy[k+ llk] = VAR[Py[k+ 1]k]
= P2[k + 1]VAR[Pc[k + 1]lk] + VAR[L[k + 1]k] + VAR[Pv[k
= PL [k + 1]Kpc[k+Ilk ]+ 4••Ps[k + 1]Pc[k + 1k] + 40,4
(3.143)
+ 1]Jk](3.144)
(3.145)
We now have all five of our update equations for the set U, and consequently a full recursive structure
= 0
= 0
= 0
and also
(3.138)
(3.139)
(3.140)
(3.141)
(3.142)
for estimating and predicting the channel power gain and the associated error variance. A summary
of this procedure is given in Appendix B.
Because the conditional variance of the channel is a function of the measurements, we see that
it is quite difficult to get insight into steady state properties of this filter from merely looking at
the equations. What we shall do in the next chapter however is to study the error variance of the
filter with respect to the estimated SNR and steady-state channel conditions 0a', a. The last two
quantities capture the actual power gain and the rate of change of the channel respectively.
Chapter 4
Power Control and Steady-State
Analysis
In this chapter, we shall use the analysis of the two previous chapters to develop a power control
algorithm and study it's steady-state properties. Since the algorithm is based on the estimation
procedure developed in Chapter 3, we shall also study the estimation error variance when both the
channel and the power control algorithm are in steady-state.
4.1 Power Control Algorithm
We recall that the received signal at time k is given by
Y[k] = s[k]C[k] + V[k] (4.1)
This formulation assumes that we have decoded the transmitted signal S[k], and as such, we don't
consider it a random variable. We also assume that the receiver knows the power in the transmitted
signal, this being the power level that was set during the previous power update interval. Now if we
Q[k] = s[k]C[k] (4.2)
then we can write Eq 4.1 as
Y[k] = Q[k] + V[k] (4.3)
Thus conditional on S[k] = s[k], Q[k] and V[k] are Gaussian and independent. We can define the
instantaneous powers in Q[k] and V[k] respectively as
PQ[k] = QT[k]Q[k] (4.4)
= CT[k]sT [k]s[k]C[k] (4.5)
= CT[k]Ps[k]C[k] (4.6)
= P,[k]Pc[k] (4.7)
and
Pv [k] = V T [k]V[k] (4.8)
Let us define the instantaneous SNR as the ratio of the power in Q[k] and the average noise power,
E [Pv [k]]
T[k] = (4.9)E [Pv[k]]
Now, we are interested in controlling the transmitter power P,[k], such that the SNR or our best
estimate of it from our measurements, is at or above a certain threshold. The reason for focusing on
the SNR is that it can be shown [1] that there's a strong, inverse correlation between average SNR
values and bit-error-rates (BER) at the receiver of any communcations system. We also know that
for spread-spectrum systems in particular, it is desirable to keep the transmitter power of every user
as low as possible so as to minimize mutual interference. Thus, if {f r[k]} is a set of threshold SNR
values needed to guarantee certain levels of BER for users in a cluster during some time interval
that includes the kth power control interval, then we want an algorithm that will set the transmitter
powers {P'j[k]} of each user such that we can at least guarantee that the average SNR for each
particular user during this interval will be close to the threshold value. Here, we shall concentrate
on one user, and assume that the intereference from all other users is a Gaussian noise process as
explained in Chapter 2.
In practise, we cannot get -r[k] exactly as in Eq 4.9, and we have to estimate it. Moreover we
might also want to have a structure that would allow the SNR to be recursively estimated using the
measurements of the received power Py [k].
Since conditional on S[k] = s[k], Q[k] and V[k] are independent, we see that we can get an
estimate of 7[k], by getting independent estimates of PQ[k] and E[Pv[k]], both conditional on the
total received power. This also means that, in order to get the estimate of this SNR in a recursive
manner, we would have to get not only the recursive estimates of the channel power gain, but also of
the interference noise. Since this is a much bigger task that does not offer much additional insights
into the problem, we shall assume that the average power in the interference noise is constant and
is Pv.
Now if we define 4-[klk] = E [T[k]jy[k]] as the estimate of the SNR at time k, given measurements
at time k, then we have
4-[klk] = E [PQ[k]y[k]] P;' (4.10)
= Ps[k]E[Pc[k]y[k]] Py 1  (4.11)
Using our structure for recursively estimating the channel power gain, we can also define the estimate
of the SNR at time k, based on measurements up to time k as
?[klk] = PQ[klk]P 1 I  (4.12)
= Ps[k]Pc[kjk]Pv1 (4.13)
The prediction of the SNR at time k + 1, based on the same measurements is
?[k + Ilk] = PQ[k + llk]Pý1  (4.14)
Since this is our best estimate of the SNR at time k + 1, given measurements up to time k, we would
like to set the power level Ps [k + 1], so that this estimate is the actual desired threshold value. If
the user transmits at P,[k + 1] during this k + 1th power interval, the estimate of the received power
will be
PQ[k + lk] = P4[k + 1]Pc[k + ilk] (4.15)
Therefore if we set -i[k + 1lk] = 7*[k + 1], where * [k + 1] is the desired threshold value for the user
at time k + 1, we have
Ps[k + 1] = 7*[k + 1]PvPc1 [k + Ilk] (4.16)
We can use the fact the we are using average values of the interference noise to find an expression
for Eq 4.16 in terms of P [k]. Specifically, since
P[k] = 7*[k]PvPyC'[klk - 1]
we have
P[k + 1]  = + 1] - P s[k] (4.17)7*[k] Pc[k+ llk]
We shall assume that a user's threshold value remains constant over many power gain intervals, and
therefore r* [k + 1] = r* [k] = -*. This is not a severe assumption to make since the threshold will
be changed if a user's BER changes considerably over many time intervals, something that happens
when the channel statistics of the user's transmission environment change considerably. With this
assumption, Eq 4.17 becomes
Pc[k k - 1]Pc[k + 1] = Ps [k] (4.18)
Pc[k + Ilk]
c[kk- 1] Ps [k] (4.19)
a2Pc[klk] + 2a,
Now, we recall that
PFc[k k] = Pc[klk - 1] + K[k]v[k]
where
v[k] = Py[k] - Py[kik - 1]
is the zero-mean innovations process derived from the received power, and
K[k] = Kpcpy[kk - 1]Kl [kI k - 1]
is the gain on the innovations process. Therefore we can write Eq 4.19 as
P:c[kIk - 1]P, [k + 1] = -1P, [k] (4.20)
a2Pc[klk - 1] + a2K[k]v[k] + 2o2 S
= A[k]P,[k] (4.21)
If we initialize the power with
Ps[ko] = 7*PvPc' (4.22)
then Eqs 4.22 and 4.21 describe an adaptive algorithm for assigning transmitter power for one
user. We note in Eq 4.21 above, A[k] is a non-linear function of the innovations process. While
in principle it is possible to characterize the statistical propertites of the evolution of P,[k], for
example through a description of the innovations process, we realize that the non-linearities would
make this extremely complex. For example, since A[k] is itself a stochastic process, we would have
great difficulties discussing the stability of this scheme. In the next section, we shall make some
steady-state assumptions through which we can linearize Eq 4.20 in terms of the innovations, and
therefore get more insight into our scheme.
We now look briefly at how well this scheme does in terms of the errors between the actual
threshold SNR, and the one we get at time k, given the assigned power P [k]. Our estimate of SNR
at time k given measurements up to time k - 1 is given by
f[kjk] = P[k]Pc[klk](4.23)Pv
P, [k]
Pý k].Pc[klk - 1] + K[k]v[k] (4.24)Pv
= P + K[k]v[k] (4.25)PV Pv
=- [klk - 1] + sK I[k]v[k] (4.26)
Pv
Now we see that this is a general structure for estimating the SNR from the incoming power mea-
surments, and is independent of the power control algorithm being used. For our power control
algorithm, we set P,[k] such that "[klk - 1] = T*, and so we have
"E[kjk] = T* + Ps[kK[k]v[k] (4.27)
PV
We see therefore that even though it is quite difficult to characterize the process by which we set
the power, we do get a simple form for the threshold estimates, in terms of the threshold value and
the innovations process. Let e,[k] = -?[klk] - T* be the difference between the estimate of the SNR
and the desired value. If we view our problem here as trying to achieve the desired SNR value,
then this is the error we get if we use P, [k] and the algorithm above to achieve this threshold value.
Conditional on knowing P, [k], we have
E[er[k[k]K[k] E[V[k]] (4.28)Pv
= 0 (4.29)
We can also get the variance of this error in a rather simple way. Specifically, assuming that we
know P8 [k], we have
E[eT[k]] = Ps[k]K[k] ) Ev 2 [k]] (4.30)
55
- P][] Kp[klk- 1] (4.31)
(P [k] K2 K p [klk - 1]PCY (4.32)
Pv Kpy[klk - 1]
(P [k ]) (Kpc [klk- 1] - Ap[klk]) (4.33)
where Kp [klk - 1] is the estimate of the variance of the channel power gain at time k given
measurements up to time k - 1, and A[kIk] is the unconditional error variance on the estimate of the
power gain, given the measurements up to time k. The structure of this variance is quite important
and will show up in the next section when we discuss steady-state properties. Essentially, what Eq
4.33 says is that the threshold error variance will depend on how well we are able to predict the
variance of the channel power gain. To see this, we recall that the unconditional error variance above
can also be viewed as an estimate of the variance of the channel power gain, based on all possible
values of Py [n] for n < k. Thus, if we can predict well, then the predicted variance of the power
gain Kp c [klk - 1] will not be too far off from the estimate based on measurements up to time k,
Kp, [kik], and therefore also on the unconditional estimate of the variance A[klk]. This then means
that the variance of the threshold error will also be small.
Before we conclude this section, we make some important points about the power assignment
algorithm proposed here. First, we have
[*PV
P,[k + 1] = (4.34)
Pc[k + lk]
One thing that this says is that if for some reason the desired threshold is high, then if we are in
a relatively high gain region, we don't have to transmit at high power levels to meet the threshold.
This means that our scheme can provide an adaptive solution to the near-far problem. Specifically,
if a user gets into a high gain region, say close to a base station, then for the same desired threshold
level, the user is automatically instructed to reduce it's transmitter power. This then means that
the interference to other users, especially those further away from the base station, does not increase
too much.
Finally, consider the case of two users, i and j, in a cluster with many other users. At time k,
the power update instructions for k + 1 are
Pi) [k + 1] = PV (4.35)
S[k + 1ilk]
and
p(<) [+k + 1] = (4.36)1 P(J)[k + Ilk ]
respectively. Therefore, if we assume that the users channel statistics are the same, then the average
values of the interference noises for both will be the equal, and so we have
P(>)[k + 1]P(i)[k + 1lk] = P)[k +[k  1]P(j)[k + ilk] (4.37)
or
P( [k + Ilk] = P(J)[k + Ilk] (4.38)
where P( [k + ilk] is the estimate of the received power from user i at time k + 1, given measure-
ments from the user up to time k. Therefore assuming that all users experience the same average
interference levels , our power control scheme also sets the transmitter powers of each user in such a
way that all users are received at the same power level at the base station. For static channels, it is
shown in [2] that transmitter powers constructed in this manner are optimal, in the sense that they
are the smallest set of powers that can give the desired threshold SNR, 7", for each user.
4.2 Steady-State Analysis - Power Control
In this section we shall make some assumptions about the channel power gain that will enable us
to slightly modify our power assignment function to be a linear function of the incoming power
measurements. Specifically, we shall assume that the channel is in steady-state and that the power
gain changes very slightly over any two update intervals. We recall from our model that the actual
power gain process is given by
Pc[k + 1] = a2Pc[k] + Pw[k] + 2L[k] (4.39)
where L[k] = CR[k]WR[k] + C,[k]W,[k]. From the previous chapter, our estimate of this power gain
is defined by
Pc[k + ilk] = a 2Pc[klk - 1] + Pw + a 2K[klk - 1]v[k] (4.40)
Therefore we see that our estimate of the gain mimics the actual process by replacing the noise
process in Eq 4.39 with the innovations process. Our goal now is to see the conditions under which
we can assume that the difference Pc[k + lk] - Pc[klk - 1] is small compared to either quantities,
and then modify our power assignement function using this assumption. From Eq 4.40, we have
Pc[k + llk] - Pc[klk - 1] = (a 2 - 1) Pc[klk - 1] + Pw + a 2K[klk- 1]v[k] (4.41)
= (1- a2) (Pc - c[klk - 11) + a2 K[klk- 1]v[k] (4.42)
= ý[k + 1lk] (4.43)
In general, we don't expect this to be small especially if the estimate Pc[klk - 1] is far from the
mean value of the power gain. However, we recall that the condition a -+ 1 corresponds to a slowly
changing channel and if we assume that this is the case here, we get the approximation
e[k + l|k] 0 a 2K[klk - 1]v[k] (4.44)
We can do the same for the actual channel power gain and impose the same condition that a - 1
E[k + 1] = Pc[k + 1]- Pc[k] (4.45)
= (1 - a2) (Pw[k] - Pc[k]) + 2L[k] (4.46)
2L[k] (4.47)
Since L[k] is made up of independent quanitities and since the channel is in steady-state, we have
E[e[k + 1]] = 0
VAR[E[k + 1]] = 4E[L[k]2]
= 4 (E [CR[k] WA[k]] + E [C,2[k] WI[k]])
= 4a 2 Pc
= 2(1 _ 02) (1 2)
= 2(1 - a2 )Kp,
Here, we used the fact that in steady-state, E[Pc[k]] = = Pc and that VAR[Pc[k]] = K c
Ps,. If we assume that Kpc remains constant as a -- 1, then we see that this condition also means
that the variance of the difference between successive power gains can get arbitrarily small as the
channel changes slowly.
If we now look at the estimated values in Eq 4.43, we get
E [t[k + 1lk]] = 0 (4.54)
and
VAR[e[k + l|k]] a 4K2[klk - 1]VAR[v[k]]
= a4 K 2 [kk - 1]Kpy[kk - 1]
= a 4 (Kpc[klk- 1] - A[kk - 1])
We recall that we saw a similar structure earlier in Eq 4.33, and we argued that under some favourable
channel conditions, this variance should not be too large. We can make this argument more concrete
and
(4.48)
(4.49)
(4.50)
(4.51)
(4.52)
(4.53)
(4.55)
(4.56)
(4.57)
by noting that
P[k]Kpc k k -1]2
Kpc[klk - 1] - A[kik - 1] = 2 (4.58)
S K [kl ) p[  - 1] + 2 [k lk - 1] + 1
What this says is that when the SNR estimate (([klk - 1]) is large and the estimate of the variance of
the channel power gain is small, then Eq 4.58, and hence Eq 4.57, is small. These two conditions are
indeed the two most favourable conditions under which we can conduct the power gain estimation.
Now if we assume that Eq 4.57, is indeed small, then we have the situation in which the channel
does not change too much from one power gain interval to the next. We can re-write our power
assignment function as
Pc[klk - 1]P,[k + 1] Ps= [k[k] (4.59)
Pc[k + ilk]
Pc[kk-1] P, [k] (4.60)
Pc[klk - 1] + 9[k + 1]
If we now take a first-order Taylor series approximation about Pc[klk - 1], we get
P[k + 1] [kl ] Ps [k] (4.61)
Pc[[klk 
- 1]( a2K[klk - 1]v[k]
1-a2Kc[kikP- 1] P[k] (4.62)
= A[k]Ps[k] (4.63)
where in the second approximation, we used the assumption that a -+ 1. Strictly speaking, Eq
4.62 is no easier than what we had in the previous section. This is because Pc[klk - 1] in the
denominator above is also a function of the previous power measurements, and therefore if we look
at the power assignement as a function of all previous measurements, then we see that it is still
non-linear in these measurements. In any case, we can still get some insights from looking at Eqs
4.61 and 4.62, that would have been difficult to see without the approximations.
First, Eq 4.61 says that, if given measurements up to time a given time k, our prediction of the
next power gain Pc[k + ilk] is not too different from the previous prediction Pc[klk - 1], then then
the transmitter power for k + Ith update interval should just be the previuos transmitter power
minus some factor that is directly proportional to the fractional difference in the two predicted
values. In particular, if we expect the power gain over the next power update interval Pc[k + Ilk],
to be greater than the gain that was predicted previously !Pc[klk - 1], then we should decrease the
transmitter power by the expected fractional increase. Since these fractional changes will be small
with high probability, we therefore see that the transmitter power level will not change significantly
too often. We should note that this does not say that we expect the channel power gain to be
similar for all time, rather it says that the power gain changes slowly. If the expected change from
one interval to the next is indeed large, then the approximation is no longer valid.
Eq 4.62 is the approximation that is valid under the assumption that the channel changes very
slowly i.e. a -+ 1. In this case we can expect that not only will there be high cross-correlation
between the measurements and the actual channel power gain, but we also expect the variance of
the incoming measurements to be relatively small. Therefore, it is not surprising that we use the
measurements directly to get estimates of not only the current state of the channel, but also the state
during the next time interval. Specifically, the equation says two main things. First, it says that we
can base the decision of whether to increase or decrease power solely on the incoming measurements.
Secondly, it says that we can also use these measurements, in conjunction withthe previuos estimate,
as predictors of the state of the channel during the next time interval. If the measured power is
greater than the expected mean, then we decrease the transmitter power for the next time interval.
Implicit in this decision is the assumption that the power gain during this new time interval will
also be greater than the previous expected mean value, which in this case is the also the previous
power gain estimate.
In the next section, we shall look at the steady-state properties of our power gain estimation
problem, and in particular, the error variance. This study will help expose more concretely the
conditions under which the steady-state assumptions made so far are valid.
4.3 Steady-State - Power Gain Estimation
In this section we shall look at the steady-state properties of our channel gain estimation problem,
and in particular the error variance. We shall first look at the non-recursive case in order to get a
benchmark for the performance of our estimator, and then we shall consider the recursive estimate
of the error variance. The main point of this section is to investigate how the SNR and the rate of
change of the channel affect the quality of our estimates.
4.3.1 Error Variance and SNR
We recall from Chapter 3 that if we assume that we have all the channel statistics, then the error
variance in estimating the channel power gain is given by
Ap [k] = Kp [k] 2-k] + 1 (4.64)
k= t72 [k] + 2-[k ] + 1
where Kp c [k] is the variance of the power gain, and 4[k] is the average SNR at time k
Ps [fk]E[Pc[k]]
P[k] (4.65)
Pv
Ps [k]Pc [k] (4.66)Pv
Three points are clear from Eq 4.64
* Apc[k] • Kpc[k]
* when -[k] > 1 then Apc [k] [k]
* when y[k] << 1 then Ap [k] K p [k]
The first point says that the error variance is upper-bounded by the variance of the channel. A
relationship like this is to be expected since the quality of the our estimates must depend on how
well-behaved the channel is itself. In particular, we expect that our estimates will be worse-off if the
channel changes relatively fast and over a wide range. The second point above is quite important
for us because it says that we can control the error variance directly by controlling the transmitter
power. Specifically, for any given levels of power gain and interference noise, the approximation
implies that we can make the error variance arbitrarily small by just increasing the transmitter
power. However, it should be noted that in practise, this would not be desirable thing to do because
of the need to preserve battery power in the mobile systems. The third point merely re-iterates the
point that when the SNR is very low, then the error variance is almost as large as the actual power
gain variance, with the latter being the upper-bound.
We now briefly look at the recursive error variance. We recall from Chapter 3 that this error
variance was given by
Apc [klk] = KPc[klk- 11 K [k-k - 1] (4.67)
gpy [klk - 1]
Now if we substitute Eqs 3.137 and 3.145 for KPcp y [klk - 1] and Kpy [klk - 1) then we get
Kpc [klk - 1]Kpy [klk - 1] - K2  [klk - 1]Apc [k k] [k - 1] (4.68)Kp, [klk - 1]
Kp c [klk - 1] (2PvPs[k]Pc [klk - 1] + PV) (4.69)
Ps[k]Kpc [klk - 1] + 2PvPs[k]Pc [klk - 1] + P(
(4.70)
If we divide to and bottom by PV and use our definition of the SNR estimate
Ps [k]Pc[k k - 1]
'i[klk - 1] = (4.71)
Pv
we get
Apc[klk] = Kp c [kk - 1] (2? [klk- 1] + 1) (4.72)
Pk 2 Kpc [klk - 1] + 2? [klk - 1] + 1
As it stands, this form does not offer much insight and it is more instructive to look at it in a slightly
different way. Specifically, we can consider the inverse of this error variance at time k, as being a
measure of the information we have about the channel power gain, given all measurements up to time
k. Intuitively this makes sense because high error variances roughly mean high levels of uncertainty
in our estimates of the power gain. Since our estimates are based solely on the measurements, this
means then that the measurements are revealing little information about the actual channel gain.
Now, if we denote A-1 [klk] = IPc [klk], then we have from Eq 4.72,
(Psk],•2 1
IPc [kk] = K [kk -1] + 2[klk - 1] + 1 (4.73)
If multiply and divide the last term by P/[kIk - 1] and simplify slightly, we get
1 ( 2 [kk - 1] )
Ipc [klk] =- - 1] K-' ' [kkk - 1] + (4.74)
Now, if we consider K ( [k lk - 1] as the estimate of the information about the channel power gain
that does not specifically use the measurements, then Eq 4.74 says that the extra information we get
from the measurements varies roughly proportionally with the SNR and inversely with the square of
the power gain estimate. The last term can be misleading, if not interpreted carefully. Specifically,
we recall that the actual channel variance is given by
KPc[k] = (E [Pc [k]]) 2
Consequently, the square of the power estimate in Eq 4.74 should be interpreted as a rough estimate
of the actual channel variance. Taking this view then, we can write Eq 4.74 as
Pc[kkk]= K- 1]] ( [kk-1] )} (4.75)
PC p[kk - 1] ,2?[klk- 1] + 1
The interpretation here now is that the information we get from our measurements about the channel
power gain is lower-bounded by the estimate of the average information in the channel itself, and
that the extra information we get from the measurements increases with the SNR and the ratio of
the estimate of the channel gain variance and the square of the estimate of the gain. We note in
particular that when the estimate of the power gain is high, so will the estimate of the variance.
Consequently, we see that the extra information content we get from our measurements is more
significantly affected by the SNR, and that when the latter is high, this relationship between the
extra information and the SNR is almost linear. We make a final note that, with the power control
algorithm suggested in previous section, we have the following relationship
i[kfk - 1] = 7*
where T* is the threshold SNR that the base station sets for the mobile in order to guarantee some
given level of bit-error-rate (BER). Substituting this in Eq 4.75 and assuming that Kp, [klk - 1]
P4[klk - 1] 1, we get
Ipc [klk] .2 K(-[kjlk- 1] 1 + (4.76)
which says in short that when we increase our threshold SNR, we increase the information that we
can derive about the channel gain from our measurements. This is not surprising since the threshold
SNR is usually increased when there's a need to improve the performance of the communication
between the mobile and the base station. Eq 4.76 then simply says that demanding higher levels
performance (e.g. lower BER through power control) is equivalent to demanding more knowledge
about the channel from the measurements.
We conclude this chapter with a look of how the rate of change of the channel, represented by
the factor a, might affect the error variance. Again we shall first concentrate on the assumption
that we know the channel statistics fully.
4.3.2 Error Variance and Rate of Change
In this section we shall briefly look at how changing the rate of change affects the error variance
when estimating the channel power gain. We shall first assume that we know the channel statistics
fully, and then look at the recursive estimate of the variance.
If we assume that we are steady-state, then the error variance for the non-recursive estimatiion
KpC [klk-1] 4 (KpC k-1|k-1]-Pc [k-1|k-1])
'It can be shown that KP [klk-1] 1+ ( [k k-1] [k-k-]) and so this is not a wild assumption
if estimate of the gain is large enough.
problem
Ap [k] = Kp( 2-[k] + 1=) (4.77)A 72[k] + 27[k] + 1
where
[k] = Ps [k] Pc
Pv
and
Kpc = P
From Chapter 2, we recall that the steady-state mean of the channel power gain is given by
Pw
Pc = P 21 - a
where Pw is the mean of the noise that is driving our channel process model. We recall that the
argument for using the factor a as a measure of the rate of change of the channel rested on the fact
that in steady-state, the correlation function of the channel gain for time samples that were m units
apart was given by
Kc[m] = amPc
The argument was then that as a -4 1, then this correlation function increased, meaning hueristically
that the channel was changing slowly. We now note that in order to have consistency with respect
to the channel variance, we must assume that when a changes, the noise power also changes so as to
keep the mean and variance of the channel power gain constant. In this way, a still has the desirable
property of being a measure of the rate of change of the channel, but now we avoid having such
undesirable situations as the mean of the channel power gain going to infinity.
What the preceeding argument implies however is the rate of change of the channel does not
appear directly in the expression for the error variance above, since both Pc and Kpc remain
constant as a changes. Intuitively, we expect this since in the non-recursive estimation case, we
are not making any use of the history of the channel and hence of the fact that the channel is
changing very slowly. We should expect to find some such relationship however when we do recursive
estimation, since then we use all the past information about the channel in order to make present
estimates. In particular, if the channel is changing very fast, we expect most of this history will not
be of much help. On the other hand, when the channel changes slowly, we expect a good part of
the accumulated history to be of use, and consequently, we expect that the long-run error variances
will be smaller.
Chapter 5
Conclusion
In this section, we shall go over what has been accomplished in this thesis, and offer suggestions for
further work.
We started with a rather general continuous-time model of a broadband multi-path communi-
cations system, and we found an equivalent discrete-time model of the system. We found that this
model could be characterized by a time-varying infinite-length impulse response. We argued that
this filter could be adequately approximated with a finite-length impulse response. We then used
the fact that, since we are considering a broadband model, we could represent this new filter with
L > 1 uncorrelated narrowband filters, where L is the ratio of the bandwidth of the signals and
the coherence bandwidth of the channel. We then argued that the signals coming through the L
sub-channels can be processed in parallel by a Rake receiver. For our power control problem, we
also argued that the L fingers of the Rake receiver will do identical processing on their respective
signals, and consequently we concentrated on a single finger.
We modelled each of the sub-channels as a one-step Gauss-Markov process, and then developed
a particularly simple and natural representation of uplink communication between a mobile and a
base station.
In Chapter 3, we developed a MMSE estimate of the channel power gain, conditional on the
received signal at the base station, and also the transmitted signal. We showed that this estimate
depended only on the powers in the transmitted and received signals. We also showed that it was a
linear function of the power in the received signal, and we argued that it was the MMSE, and hence
the LLSE, estimate conditional on the received power. We then developed a structure that would
allow recursive estimation and prediction of this estimate and the associated error variance. In
Chapter 4, we developed a power control algorithm that made direct use of this recursive structure.
We showed that if we assumed that the each user in the system experienced the same average
interference, then the algorithm used the recursive filter on each user to predict the channel power
gain during the next power update interval and set the users powers such that all users are received at
the same power. It was noted that in static channels, transmission powers constructed this way were
optimal in the sense that they converged to a minimal set required to guarantee each user a given
level of bit-error-rate (BER). We discussed the steady-state performance of both the power control
algorithm and the power gain estimation problem. In particular, we showed that the performance
of our channel power gain estimation filter was solely a function of the variance of the channel
power gain and the signal-to-noise ration (SNR), when the estimation filter was non-recursive. It
was argued that the performance of the recursive filter should, in addition, depend on the fading
parameter a.
While there might be many other refinements to the work done in this thesis, there are a couple
that seem to be most urgent. First we have not considered the implications of the delay in the
feedback loop from the base station to the mobile. We argued in Chapter 2 that this delay will
in general be much smaller than the power update interval, and that it probably will not make
much of a difference in the performance of our power control algorithm. This argument is more or
less valid if the processing gain is large enough and the channel does not change too fast. If the
processing gain is not large enough or if there's a need to update the transmission power over small
time intervals, then this delay becomes more important. A potentially worthwile effort therefore can
be to try and see how this delay, as a function of the power update interval, affects the power gain
estimation problem, and how this carries over to any power control algorithm that is based on the
channel gain estimates. We have also only discussed the proccessing that is done on a single finger
of a Rake receiver, and argue rather hueristically in Appendix C that, since at any particular power
update time, the receiver will pick the best-performing finger, the system will in general perform
better than we have assumed here. A look at the total system might need to be made, in order to
make this hunch more concrete. Finally, there's is always the possibility of using a more complex
channel model, that is able to incorporate issues like rate of change of channel conditions better.
Appendix A
Conditional Channel Power Gain
In this section, we derive the conditional density of the power gain, given the received signal y(k).
We recall that our system of equations is
C(k + 1) = aC(k) + W(k) (A.1)
Y(k) = s(k)C(k) + V(k) (A.2)
where
(k) = SR(k) -si(k)
si(k) SR(k)
and sR(k) and si(k) are the quadrature components of the signal sent at time k. W(k) = [WR(k)
W(k)]T A/(0O, oaI) is the process noise and V(k) = [VR(k) Vi(k)]T N(0, a' I) is the receiver
noise plus interference from other users and is independent of W(k). C(k) = [CR(k) Ci(k)]T is the
channel gain vector on the lth tap of the broadband model described in Chapter 2.
Now, given Y(k) = y(k), the channel gain quadrature components are Gaussian and independent
fCR(k)IY(k) (CR(k)Jy(k)) = N(cR(k); R (k),a y(k)) (A.3)
fC,(k)jY(k) (ci(k)jy(k)) = N(ci(k); ýI(k), U2 y (k)) (A.4)
where
c(k) =(k) G(k)y(k),
al (k)
and
G(k) = a(k) + ST(k),S(k) Ps(k) + ( '
and
c(k) = (k)Ps(k) + o,2
The latter is the error variance in the MMSE estimation of the quadrature components of the channel
gain, given y(k). We recall that P,(k) = s2 (k) + s2(k) is the instantaneous power of the transmitted
signal.
Our goal in this section is to find the distribution and density of the instantaneous channel power
gain, Pc(k) = CR(k) + C0(k), given the received signal y(k). We will then derive the moment-
generating function for the distribution and find the formulas for the first and second moments.
Now, the conditional distribution of the power gain is given by
FPc(k)IY(k) (pcy(k)) = J2 + fC(k),C(k)Y(k) (u, vIy(k)) dudv (A.5)
U 
-E ()2 Va
2,2- [(u-C())2(v--())
2]
+v 2 () du dv. (A.6)
If we use polar co-ordinates on u and v, and let r:n 2 (k) = a~(k) + a2(k) then we have
Vp- 2 -1 [r 2 +÷i 2 (k)-2r(aR COS O +
I sin 
O
)]
FP (k) Y(k) (pc y(k)) = 2 y(k) rdO dr (A.7)
= j re 2-1_ (r 2+ih 2 (k)) rr((k)=2 r e ( ko ( k) )dr (A.8)
Jo c(k) ciy(k)
where
/ra(k)+c(k) 1 21 2rf (bR(k) cos O+j 1 (k) sin 9)
1o 2 • (-k)7 e y dO (A.9)aclyk 27r
is the zeroth-order Bessel function of the first kind.
Now if we let u = r 2 and substitute in Eq A.8, we get
_ 2_~_~ C k I)(u+ri 2 (k)) (• (k) (A.10)
Fpc(k)IY(k)(Pc y(k)) 2 (k) Y (k) du (A.
which is the conditional distribution of the channel power gain. The conditional density is then
found by inspection
-1 (cm(> ·{ 1 2-1y(k) (Pfin2 (k)) (/• r(k)
fPc(k)Y(k)Pc(k)) -= IiM(Te IY yo , ,y(k) Pc 0 (A.11)
0, otherwise
and it's a non-central chi-squared density with two degrees of freedom. Before we proceed, we note
that the gain by itself has the exponential density
1 •()PC{ 2U-(k c Pc Ž0
fPc(k)(c) = , Pc 0 (A.12)
0, otherwise
with E[Pc(k)] = 2oa(k) and Var[Pc(C)] = 4a-(k).
The moment-generating function for the conditional gain is
gPc(k)lY(k)(S) = E[esPc(k)ly(k)] (A.13)
= E[eSPR(k) ly(k)] -E[eSP(k) ly(k)] (A.14)
= gPR(k)IYk)(S) * gPi(k)lY(k)(S) (A.15)
where PR(k) = CR(k) and Pi(k) = CQ (k) are the gains on the quadrature channels. Since these only
differ by their means, we will look at a general random variable Y = X 2 , where X A N(m , ra) ,
and find it's moment generating function in terms of mx and au. For this case, the density for Y is
1
fy(Y) = I [fx( WY) + fx(- V-)] (A.16)2.F
Substituting for the density of X and doing the algebra, we get
le 2( = (y+m2 cosh( __
fy(Y) -= 7 \,•y
0,
y >0
otherwise
The moment-generating function for Y is then given by
gy(s) = E[esY]
21
2@ Vr7ox
1 eS -Y - 1 m ( )2
Ueye2x(/ -1+ e
• ( Mm x ) 2 dy
+ e 2axdy
S2 2r o
(2) 00
2 V2-7r o
and
1 '(v/-m) 2/+s dy
e dyJv
1 (v,,-+mx)2+sye 2- dy.
Now, to evaluate these, we can complete the squares on the exponents and then simplify to get
2
2 ý27rox
-(1-2sa2m
2,2 (V/Y ',
-(1-2sa ) mx )2
(A.23)
(2 (S) =e 2x2
_ ~;~1 1 I o22()2ira== Jo
1
- e (A.24)
To simplify the notation, we can let
mo - 1 - 2suo
2 2
o1 - 2sa2S,
in Eqs A.23 and A.24. We can also make the change of variable u = V-. The two equations then
(A.17)
where
(A.18)
(A.19)
(A.20)
(A.21)
(A.22)
and
and
= 1) (S) + g ((s)
2ax 1-_2saJ.
= 1
1 - 2soa'
1 e 2
21 - 2scr
sun
2
__ 1 7n_
1 - 2sa
e(•u - m )2 duo~·-
je -(1 (u+Mo)2
e2 (,+mo) duo"
2
--= e
2/1 - 2sa
And so finally we have the moment-generating function for Y
gy(s) = g)(s) + g ) (s) (A.29)
n 2
= 1 e a (A.30)
1 - 2sa
To get the moment-generating function of the conditional power gain, we note that Pc(k)
CR(k) + C,(k) and that, conditional on Y(k) = y(k), we have CR(k) - nA(SR(k),a ly(k)) and
CI(k) - N'(I(k), u~ly(k)). From the preceeding discussion, we therefore have
= E[esPc(k)ly(k)] (A.31)
(A.32)
(A.33)
= E[eCR(k) ly(k)] - E[es(k) ly(k)]
s1 12s2e (k)
1 - 2sa~ly(k)
= a~(k) + ca(k)
where
(A.34)
(A.35)P
,
(k)Py (k).(= o (k) 2
: \•(k)P,(k) + a
become
gy(1)(s) 1
·2wu~T~
and
(A.25)
(A.26)
g()(s) 1
-27rwa
(A.27)
(A.28)
gPc(k) IY(k) (s)
P,(k) is the power in the transmitted power at the mobile during the signalling time period k, and
Py(k) is the power in the received signal at the base station for the same time period. We find the
mth moment of the conditional power gain from Eq A.33 with
E[Pm(k)Iy(k)] = amPc Y(k) (S) s= , m > 0 (A.36)
Finding the first and second moments involves a considerable amount of algebra, but it can be
shown from Eq A.36 that
E[Pc(k)jy(k)] = 2ciy(k) + r 2 (k), (A.37)
and
E[P (k)|y(k)] = 8acly(k) + 8aly(k)r2(k) + r 4 (k). (A.38)
We can also find the variance of the power gain, conditioned on the received signal y(k)
VAR[Pc(k)jy(k)] = E[P(k(k)|y(k)] - {E[Pc(k)Iy(k)]} 2  (A.39)
4au y(k) + 4ey(k) 2 (k) (A.40)
We note finally that Eq A.37 is the MMSE estimate of the channel power gain given the received
signal y(k), and it was derived and analyzed in a sligtly different way in Chapter 3. In this section,
we get it as a reward for knowing the conditional density of the gain. Eq A.40 is the variance of
the error in the MMSE estimation of the gain from the received signal. Again it was derived and
analyzed in a slightly different way in Chapter 3.
In this section, we have derived the density function of the conditional channel power gain, and
also found the moment-generating function. Unfortunately, the density function by itself does not
provide much analytical insights, even though it should be very useful for computational purposes.
Appendix B
Summary of Recursive Power
Gain Estimation
In this section, we give a summary of the recursive estimation structure that was developed in
Chapter 3. We present three sets of equations for initialization, estimation given measurements,
and prediction. We assume that the transmission power is known at all times and that it can be
determined recursively from some of the quantities below.
Initialization :
Pc[kolko - 1]
Py[kolko - 1]
Kpc [kolko - 1]
Kpy [koko - 1]
Kpcpy [koIko - 1]
-[kojko - 1]
= 2a~[ko]
= 2 (, [ko]P,[ko] + 0,)
= 4a4[ko]
= 4 (a,[ko]P,[ko] + 2)2
= 4ca[ko]P,[ko]
a2 [ko]Ps[ko]
201v
Estimation :
= Pc[kk - 1] + Kpcpy[klk - 1]K [kLk- 1] (Py[k]
KPc[kIk- 1]KPc [k k] - ]
(-[klk - 1] + 1)2
Kpc [k k]
Apc [klk]
2i[klk - 1] Py[k][jklk - 1] + 1 2 4
(P k) 2 Kpc [kk - 1] + 2~ [klk - 1] + 1
= K - [klk - 1] +
Pc [kIk] P,[k]
2, 
(PS [k]2$,,)
2' [klk - 1] + 1
= 2Pc[klk]+2W2
Py[k + Ilk]
Kpc[k + 1lk]
Kpcpy [k + Ilk]
Kp [k + Ilk]
= P[k + 1]Pc[k + 1lk] + 2o4
= 0 4 Kpc[kIk] + 4a22 2•Pc[klk] + 4,4
SPs[k + 1]Kpc[k + lk]
= P [k + 1]Kpc[k + 1lk]+ 4atPs[k + 1]Pc[k + lk] + 40c~
[kc[k + llk]P,[k + 1]P[k + 1lk] = 2a
It is quite clear that these three sets of equations provide a full recursive structure for estimating
and predicting the power gain and the error variance.
Pc [klk] - Py[kk 
- 1])
= Kp[klk - 1] - KP [k - 1 k ) (Py [k]]
Kp2 c [klk - 1]Kpy [klk - 1]
Kpc [kik - 1] (2i [kIk - 1] + 1)
- Py[kjk 
- 1]) 2
A- [klk]
+ [klk]
Prediction :
Pc[k+ 1lk]
Appendix C
Rake Receiver and Power Update
Processor
In this section we present a model of the power update processor that uses the Rake receiver that is
already present in spread spectrum systems. We assume that the receiver has L fingers, and that the
processing is identical on all of the fingers. Each finger processes it's respective input Y(l)[k], and
produces the it's version of the transmission power P,() [k + 1], for the next transmission interval.
The power assignments from the fingers can be combined in a number of ways in order to come with
the actual transmission power P*[k + 1], that is to be sent to the mobile. In Fig C-l, the minimum of
these powers is taken as the next transmission power. In Fig C-2, the structure of the power update
processor at the Ith finger of the receiver is shown. First the received signal y' [k] is decoded to get
1t [k], the estimate of the signal transmitted at time k - I from the mobile. The signals y' [k] and g [k]
are then fed into the power gain estimator, which is just the Kalman Filter described in Chapter
3. Using these signals together with the transmission power during the previous interval P* [k],
the filter calculates the estimate of the power gain for the finger, Pb [klk]. This estimate is then
used to calculate the present estimate of the SNR I[klk] and the estimate of the power gain for the
next signalling interval Pc [k + 1Jk]. These are then fed into the power assignement processor which
calculates the finger's value for the next transmission power P, [k + 1] using the given threshold SNR.
There are many questions about how the power assignments from the fingers should be combined
optimally in order to maximize the overall system performance. Here we suggest that one way would
just be to take the minimum of the powers from the fingers and set this as the new transmission
power for the next interval. However, this is not necessarily the optimal way, since for example if
the channel was changing fairly fast, we would not assume that the finger setting the power for one
particular interval would also be the one to set the power for the next interval. This in turn would
mean that none of the fingers would be working optimally. The question of how this would affect
the overall performance of the power control scheme would then have to be answered.
Y[k] Ps[k+l]
Figure C-1: Structure of the Rake Receiver and Power Update Processor
Ps[k]
k+l]()Y[k]
Y[kl
()sk] Threshold SNR
s[k] Threshold SNR
Figure C-2: Power Update Processor at a Single Finger of the Rake Receiver
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