Abstract-This paper reports the results of an international intercomparison of the specific absorption rates (SARs) measured in a flat-bottomed container (flat phantom), filled with human head tissue simulant fluid, placed in the near-field of custom-built dipole antennas operating at 900 and 1800 MHz, respectively. These tests of the reliability of experimental SAR measurements have been conducted as part of a verification of the ways in which wireless phones are tested and certified for compliance with safety standards. The measurements are made using small electric-field probes scanned in the simulant fluid in the phantom to record the spatial SAR distribution. The intercomparison involved a standard flat phantom, antennas, power meters, and RF components being circulated among 15 different governmental and industrial laboratories. At the conclusion of each laboratory's measurements, the following results were communicated to the coordinators: Spatial SAR scans at 900 and 1800 MHz and 1 and 10 g maximum spatial SAR averages for cubic volumes at 900 and 1800 MHz. The overall results, given as meanstandard deviation, are the following: at 900 MHz, 1 g average 7.850.76; 10 g average 5.160.45; at 1800 MHz, 1 g average 18.44 ± 1.65; 10 g average 10.14 ± 0.85, all measured in units of watt per kilogram, per watt of radiated power.
I. INTRODUCTION

C
URRENT compliance testing procedures for hand-held wireless cellular telephones require that manufacturers assess the maximum near-field exposures that they might produce in the head of a phone user. Federal Communications Commission (FCC) guidelines currently specify that the maximum specific absorption rate (SAR) averaged over 1 g of tissue should not exceed 1.6 W/kg [1] . The IEEE Standards Coordinating Committee 34 (SCC-34), sub-Committee 2 (SC2) has published a compliance verification standard 1528 [2] , which specifies the measurement procedures to be followed in test-ing whether a wireless phone is compliant with international standards, such as those established by the FCC, the IEEE [3] , and the International Electrotechnical Commission (IEC) [4] . Compliance standards and procedures specified by international bodies include the IEC 62209 [4] and CENELEC EN 50361 [5] standards, which are broadly similar to the IEEE Standard 1528.
The current industry standard for assessing the compliance of a wireless phone is to place such a phone in a specified orientation in the ear region of an anthropomorphic phantom (head model). This phantom is manufactured as a thin nonabsorbing shell, shaped to model the anatomic contours of the human head and torso, and filled with a lossy dielectric fluid whose dielectric properties are representative of the worst-case RF absorption in the human head. Then, the maximum volume-averaged SAR is measured by scanning the phantom with an E-field probe. The rationale of this approach is that if the SAR limits as per the guidelines are not exceeded in the phantom, then they will not be exceeded in the more complex structure of a real human head. This conclusion is based on theoretical comparisons of the spatial SAR produced by model antennas placed in close proximity to the models of the head of varying degrees of complexity.
In July 2000, the Mobile Manufacturers Forum (MMF), which is a wireless phone industry group, initiated an international intercomparison of compliance SAR testing to be coordinated by the University of Maryland. Testing the reliability of the experimental SAR assessments involved an international intercomparison of SAR measurements made in a simple flat phantom filled with head simulant fluids. It was not the intention of this intercomparison to replicate the procedures being developed at that time into IEEE Standard 1528. A simple flat phantom design was chosen that was sufficiently robust to withstand the repeated moves and setups involved in using it in many laboratories. Custom antennas were prepared for the intercomparison that had not previously been analyzed by any of the participating laboratories, so as to provide a degree of "blindness" in the measurements. SAR measurements were made using small electric-field probes placed in the simulant fluid in the phantom and scanned in three-dimensions (3-D) to produce the spatial SAR distribution values in the phantom. The intercomparison involved a standard flat phantom, antennas, some critical power meters, and RF components being circulated among 16 different laboratories, including governmental and industrial laboratories, and the University of Maryland. Each participating laboratory provided its own electric-field probes, scanning system, and a simulant fluid prepared to a required prescription.
At the conclusion of each laboratory's measurements, its results were communicated to the coordinators including: spatial SAR scans at 900 and 1800 MHz and 1 and 10-g spatial SAR averages for cubic volumes at 900 and 1800 MHz. In this paper, we describe the detailed protocols involved in the intercomparison, and provide a detailed summary of all the results.
The participating industrial laboratories were Alcatel (France), Ericsson (Sweden), Mitsubishi (Japan), Motorola (USA), Nokia (Finland), N.T.T. DoCoMo (Japan), Panasonic (Japan), Sagem (France), Samsung (Korea), Siemens (Germany), Sony-Ericsson (USA), and Telecom Engineering Center (Telec) (Japan); and the following governmental laboratories: Center for Devices and Radiological Health (Food and Drug Administration, USA), the Federal Communications Commission (FCC, USA), and Telecommunication Metrology Center (TMC) (Beijing, PRC). Each laboratory reported its results only to the University of Maryland and is identified in this paper by a letter (A-O). Each laboratory was informed only of its own identifier letter.
II. EXPERIMENTAL DETAILS
A. Circulating Flat Phantom System
To establish uniformity of the SAR measurement method among the participating laboratories, an exposure system and phantom shell were prepared for circulation. This system consisted of the following items: a flat phantom (size: 340 × 440 × 210 mm 3 ), two printed circuit antennas (one each designed for 900-and 1800-MHz operation), a dual power meter (Agilent Model E4419B with Power Sensors, Model: 8481A), a precision 30-dB dual directional coupler (Narda Model 3282B-30, 800-4000 MHz), a 30-dB attenuator (Weinschel Model 1A), antenna cable, and mounting stand for the flat phantom and antenna. Each participating laboratory had to provide its own head tissue simulant fluid, prepared according to a prescription, as well as electric-field probe, and 3-D scanning and data acquisition system. At the conclusion of each laboratory's measurements, they sent the flat phantom and associated equipment to the next participating laboratory. Half way through the process, the system returned to the University of Maryland for checks to determine if any problems had developed.
B. Flat Phantom
The flat phantom was fabricated from 6-mm-thick highdensity polyethylene of dimensions 340 × 440 × 210 mm 3 . These dimensions were chosen so that for 900-and 1800-MHz dipole antennas, the phantom constituted an infinite half space when filled with simulant fluid. The phantom is shown in Fig. 1 .
C. Dipole Antenna
To enable an original study of SAR, two novel printed-circuit dipole antennas were fabricated. These are shown in Fig. 2 . The antennas were non-standard so that none of the participants would know the "true" value of the SAR induced by the dipole in flat phantoms by referring to previously published data [2] . The antennas were fabricated from double-sided printed circuit board material, etched on both sides to produce the stripline feed sections and dipole arms. The feed line was also a balun to excite both the arms of the dipole antennas with equal current. The antennas in Fig. 1 are metal runners on both sides of a PC board. The two branches of the dipoles were strips 4-mm wide and 65-mm long at 900 MHz and 33-mm long at 1800 MHz. The two runners overlapped over 4-mm of their length so that the total length of the antennas was 123 mm at 900 MHz and 58 mm at 1800 MHz. Further details of the antenna design have been published earlier [6] .
D. Phantom-Mounting Assembly
The flat phantom was supplied to each participating laboratory with a mounting frame, as shown in Fig. 3 . Fig. 4 shows the placement of an antenna below the bottom center of the phantom in the geometry used for SAR measurements. Each participating laboratory was instructed to mount the antenna flush with the bottom of the phantom to ensure a uniform geometry for SAR measurements. The antenna-mounting arrangement included a strain-relief clamp to prevent the connection coaxial cable moving the antenna from its desired position.
The block diagram of the overall system is shown in Fig. 5 . Each participating laboratory provided their own 900-and 1800-MHz RF power sources. The source in use was connected to the input port of the precision 30-dB dual-directional coupler, and the supplied antenna cable was connected from the output port of the coupler to the antenna. Forward and reflected power measurements were made using the coupler and the supplied power meters. Each laboratory also reported the power (P 1 ) at the input port of the coupler and the power (P 2 ) at the distal end of the antenna cable (before connection to the antenna). In order to avoid possible damage to the power meters, each laboratory was instructed to make these measurements using a supplied 30-dB attenuator.
E. Head Tissue Simulant Fluid
Each laboratory was required to mix its own simulant for filling the phantom. The prescriptions for the 900-and 1800-MHz simulant fluids are specified in IEEE Standard 1528. They are as follows. by weight: 56.50% sugar, 40.92% deionized water, 1.48% salt, 1.00% hydroxyethyl cellulose (HEC), 0.10% bactericide.
2) Simulant for Head Tissue at 1800 MHz: Targets (dielectric constant, conductivity in siemens per meter): 40.0, 1.40. Recipe by weight: 47.00% diethylene glycol (mono) butyl ether (DGBE), 52.64% deionized water, 0.36% salt.
F. Experimental Protocol
Each participant performed a 3-D scan of the electric-field distribution in the flat phantom on a grid with a spacing of 10 mm or less. The electric field was measured with a calibrated electricfield probe and electronics supplied by each participant. Each laboratory provided its own system for moving the probe in three dimensions. All scanning systems except those used by the University of Maryland and the U.S. Food and Drug Administration were DASY-3 or DASY-4 SAR-scanning systems from SPEAG. The University of Maryland used a SPEAG E-field probe Model ET3DV6R and scanning system based on linear scanning stages (Arrick Robotics with MD-2 Dual Stepper Motor Drivers). The FDA used a SPEAG E-field probe Model ET3DV6R probe and a three-axis linear scanning system based on Arrick Robotics linear positioning hardware and LabView software.
III. CALIBRATION RESULTS
A. Reporting
Each laboratory participating in the intercomparison was required to provide the following results:
1) power measurements P 1 , P 2 , P FWD , and P REV (see Fig. 5 ), taken at the time of volume E-field scans. From these measurements, the antenna cable insertion loss could be determined. As much as possible, the laboratories were requested to make measurements at a nominal drive power (P 1 ) of 200 mW; 2) the measured dielectric properties of the simulant fluid mixed for 900-and 1800-MHz measurements. The IEEE 1528 specifies the accepted methods for dielectric measurement. The most common method used by the various laboratories was the "open-probe" technique, generally using a network analyzer and Agilent Model HP 85070M dielectric probe measurement system; 3) volume E-field/SAR scans on a spatial grid in the simulant; 4) maximum SAR values averaged over a 1-and a 10-m 3 cube, which correspond to 1-and 10-g cubes for a fluid with density 1 g/cm 3 . These measurements were to be made directly from a fine-grid scan in 3-D in the region of the phantom above the antenna feed point; 5) an assessment of the random errors involved in various parts of the measurement protocol; 6) all results from the participating laboratories were supplied to the University of Maryland in "raw" form. No power measurements were corrected for coupler or 30-dB attenuator exact calibrations or for cable insertion loss.
B. Coupler and Attenuator Calibrations
Reported values of P 1 , P 2 , P FWD , and P REV were corrected according to measured values of coupler directionality factors, attenuator attenuation, and cable insertion loss. These values were measured at the University of Maryland on several occasions by several individuals, and the results were averaged. These measurements are summarized in Table I .
From the corrected values of P FWD , P REV , and the cable insertion loss dB cable , the power radiated from the antenna could be calculated as
where the dimensionless factor α is dB cable /10. Equation (1) assumes that there is no loss in the antenna and its balun. This equation was used to normalize the results reported by the par- ticipating laboratories to units of watt per kilogram, per watt of radiated power.
C. Cable Insertion Loss
Figs. 6 and 7 show the antenna cable loss at 900 and 1800 MHz, measured by the participating laboratories. Each bar graph shows the value measured by each participating laboratory, identified by a code letter A-O. The average (AVG) and tested (T) values (see Table I ) from the University of Maryland are also shown in Figs. 6 and 7. Laboratory L did not report all its power measurements, so its cable attenuation factor could not be computed. The error bars show the standard deviation from the mean of the results reported by the participating laboratories.
The average measured loss (mean ± standard deviation) at 900 MHz was 0.62 ± 0.10 dB, and at 1800 MHz, it was 0.94 ± 0.08 dB, respectively, compared to calibrated values of 0.56 ± 0.08 dB and 0.89 ± 0.10 dB. No laboratory reported measurement more than two standard deviations from the mean, although the degree of variability does indicate the surprising difficulty of making such an apparently simple measurement.
D. Dielectric Measurements
Figs. 8 and 9 show the measured simulant dielectric properties at 900 and 1800 MHz, respectively, together with the average (AVG) and the target (T) values. Error bars were derived as described earlier. 
E. E-Field Probe Calibration
The SPEAG E-field probes that we used for measurements come with calibration data and correction factors to allow their use in simulant fluids with different dielectric properties. These probes are calibrated by the manufacturer using a waveguide partly filled with the fluid being used, for example, a WR waveguide at 900 MHz and a WR waveguide at 1800 MHz. The method has been described by Pokovic et al. [7] . We verified the calibration of our probe by this method. A section of each waveguide is mounted vertically and fed from a shorted section fitted with a coaxial feed. Halfway up the waveguide section, there is a thin lossless plastic window, and the section of waveguide above this is filled with the simulant fluid. If the forward power (P FWD ) and the reverse power (P REV ) entering the waveguide are measured, then the SAR as a function of distance z from the window is where a and b are the dimensions of the waveguide rectangular cross section, δ is the skin depth in the simulant fluid, and ρ is the fluid density. The skin depth is
where γ is the propagation constant in the fluid, which is given by
where the complex dielectric constant of the fluid is ε − jε , and ε = σ/ωε 0 , where σ is the equivalent conductivity associated with dielectric loss. We have measured the vertical dependence of E-field and the SAR in this way. Figs. 10 and 11 show examples of these calibrations. The E-field and SAR decay is a single pure exponential with distance. Lateral scans of the E-field probe in the waveguide showed a pure TE 10 mode in the waveguide, which demonstrates that there is negligible mode conversion from this single mode, even though the dielectricloaded guide is multimode. The exact conductivity of the simulant can be determined from the measured skin depth. We see small differences, typically 5%, between the SARs calculated from (2) and those measured with SPEAG probe calibration factors. However, much of this discrepancy results from uncertainties in measurements of forward and reflected powers. The precise attenuation factors of the 30-dB dual-directional coupler have only been determined with errors on the order of 0.06-0.27 dB, which lead to errors in the power factor in (2) of up to 7%. We have not, therefore, changed the calibration factors of our probe for SAR measurements, as we feel that further work is necessary to properly verify any discrepancy between the actual and the manufacturer-supplied calibration factors, if any. The error limits in Figs. 10 and 11 have been determined from a cumulative error analysis based on estimated errors in the skin depth, probe position in the waveguide, forward power, and reflected power. 
IV. RESULTS: VOLUME-AVERAGED SAR
The most important results from the intercomparison are the maximum SAR values spatially averaged over 1-and 10-cm 3 volumes. These were measured by each laboratory by scanning in the phantom. These values are shown in Figs. 12--15 . In each case, the results from the various laboratories are shown together with the average value for all laboratories, plus a theoretical value. These theoretical values were computed by the University of Maryland using a rigorous model of the antenna and phantom [8] . The error bars show the standard deviations computed from the results reported by the 15 laboratories participating in the study. The data used in the bar graphs shown in Figs. 12--15 are summarized in Table II , as are the average maximum volume-averaged SARs. These values are based on the raw SAR and power readings supplied by each laboratory, which have been corrected for cable attenuation, and coupler attenuation factors. The SAR values are normalized to watt per kilogram per watt, assuming simulant fluid densities of 1000 kg/m 3 . The data supplied have been truncated at two decimal places.
V. DISCUSSION
The maximum spatial SAR values averaged over 1-and 10-cm 3 volumes at 900 and 1800 MHz obtained by the 15 laboratories participating in this intercomparison are consistent with the average values listed in Table II . The variations about the mean are generally consistent with random measurement errors with the standard deviations listed in Table II . There is, however, some evidence from the results that there might be procedural systematic errors in a few measurements from the participating laboratories. This can be demonstrated by a statistical analysis of the distribution of reported results. For example, for the maximum spatially averaged SAR for 1 and 10 cm 3 at 900 MHz, the distributions of reported results are shown in Figs. 16 and 900 and 1800 MHz are pooled, there are 30 observations in total, with three of these being between 2 and 2.5 standard deviations from the mean. These "outliers" might have resulted from procedural errors. A Monte Carlo simulation of the results expected from a normal distribution shows that the p value for this is p = 0.073. This is not statistically significant at the p = 0.05 level.
In this simulation, we ran multiple sets of 15 experiments with results Gaussian distributed about the observed means and standard deviations to determine whether the observed results could have resulted from chance. Interestingly, there was no uniform pattern regarding which laboratories report measurements more than two standard deviations from the mean. No individual laboratory reports results more than two standard deviations from the mean at both 900 and 1800 MHz. There was no systematic correlation in this study between the results obtained by participating laboratories and the types of probes or scanner that they used. Based on our experience in making SAR measurements in flat phantoms, we can identify several problems that may arise in these measurements. These can explain the variation of reported results from the participating laboratories: 1) improper cable connection to the antenna. This is strongly suggested by the variability of cable attenuations at 900 and 1800 MHz reported by the laboratories, as shown in Figs. 6 and 7. For example at 900 MHz, these attenuations are 0.62 ± 0.11 dB, and at 1800 MHz, they are 0.94 ± 0.08 dB; 2) improper placement of the antenna under the phantom.
Despite the use of a cable strain relief clamp, it is possible for the antenna placement to slip during measurements; 3) failure to use freshly mixed simulant fluid or not stirring this vigorously prior to the measurement. We have measured 5% variations in conductivity in the 900-MHz simulant because of the development of sucrose density gradients in the phantom. For example, at the bottom of the phantom σ = 0.9 S/m at 900 MHz, 150 mm vertically upwards σ = 0.95. These measurements were made by drawing fluid from different locations in the phantom; 4) evaporation of the simulant fluid; 5) errors in measuring forward and reflected powers at the antenna, so the radiated power can be correctly determined. This last source of error is, in our judgment, a very important one. It is not easy to calibrate the attenuation factors associated with the couplers and attenuators used to better than about 0.1 dB. This alone will lead to an error of about 5% in the SAR values. In addition, there is a cable connection error of about 0.1 dB, and conductivity errors, which come from two sources: random error in conductivity (about 2%) and possible conductivity gradients in the phantom (perhaps as high as 5%). These sources of error can easily lead to an overall error in SAR measurement of about 11%, which is well in line with what was actually observed in the results from the intercomparison, namely an average overall error in volume-averaged SAR of 9%. Although the IEEE 1528 measurement protocol lists many other sources of error, for example, probe positioning, probe calibration, volume averaging, and the effects of boundaries on the probe calibration, it appears that the sources of error described earlier account for much of the variability of the reported measurements from the participating laboratories.
VI. CONCLUSION
Overall, we feel that the results of the intercomparison are satisfactory, given the diversity of the laboratories involved and the complexity of the measurement procedures. They generally demonstrate the reliability of the SAR measurements carried out in the different laboratories. The measurement system traveled many thousands of miles and was assembled and disassembled many times. On its return to the University of Maryland, all the equipment was still functioning correctly.
Power measurement is the most probable source of uncertainty in these measurements. We recommend that power meters used should be carefully calibrated within specific narrowfrequency bands. Another problematic variable in this intercomparison was the composition of the simulant fluid. Even though the dielectric measurements from the participating laboratories are consistent, it is still difficult to control for fluid evaporation and density gradients. We found that it was not always easy to get all the mixture constituents to dissolve, and often, the dielectric properties of the mixture were outside the range specified in the 1528 measurement protocol. We recommend that if a future comparison is to be made, then it should be carried out on a single component fluid, for example, water or a saline solution, which would be easier to prepare and less susceptible to density gradients, and for which the effects of evaporation would be small. Finally, we recommend uniform, detailed training of the personnel performing the SAR measurements. Currently, he is with the U.S. Food and Drug Administration's Center for Devices and Radiological Health, Rockville, MD. His current research interests include RF dosimetry and auditory prosthetics.
