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Abstract
The deep Q-network (DQN) and return-based re-
inforcement learning are two promising algorithms
proposed in recent years. DQN brings advances
to complex sequential decision problems, while
return-based algorithms have advantages in mak-
ing use of sample trajectories. In this paper, we
propose a general framework to combine DQN and
most of the return-based reinforcement learning
algorithms, named R-DQN. We show the perfor-
mance of traditional DQN can be improved effec-
tively by introducing return-based reinforcement
learning. In order to further improve the R-DQN,
we design a strategy with two measurements which
can qualitatively measure the policy discrepancy.
Moreover, we give the two measurements’ bounds
in the proposed R-DQN framework. We show that
algorithms with our strategy can accurately express
the trace coefficient and achieve a better approxi-
mation to return. The experiments, conducted on
several representative tasks from the OpenAI Gym
library, validate the effectiveness of the proposed
measurements. The results also show that the al-
gorithms with our strategy outperform the state-of-
the-art methods.
1 Introduction
Reinforcement learning has achieved impressive performance
on sequential decision problems [Sutton and Barto, 1998],
[Sutton et al., 1999], [Mnih et al., 2015]. The most recent
successful reinforcement learning method is deep Q-network
[Mnih et al., 2015], which combines Q-learning with a deep
neural network. It kick-starts recent advances in complex se-
quential decision-making problems. The success of deep Q-
network largely owes to experience replay [Lin, 1992], which
enables it to perform update from samples [Mnih et al., 2015].
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However, the traditional deep Q-network, an one-step boot-
strap method, is not efficient enough when making use of
sample trajectories [Munos et al., 2016]. Return-based al-
gorithm, which learns from the full sample trajectories, is a
promising approach to address this problem [Munos et al.,
2016]. Hence, the method of combining the deep Q-network
and return-based algorithms becomes an appealing solution.
Several works attempt to combine the deep Q-network and
return-based algorithms [Munos et al., 2016], [Wang et al.,
2016a], [Gruslys et al., 2017]. Their works improve the train-
ing model by merging the deep Q-network with a new formu-
lation of returns. However, their formulation of returns is only
suitable for very few specific return-based algorithms whose
temporal difference formulations are specialized. Their algo-
rithm can not take the advantage of the other general return-
based algorithms, such as algorithms in [Watkins and Dayan,
1992], [Peng and Williams, 1996], [van Hasselt, 2011]. In
this paper, we propose an unified formulation which can com-
bine the deep Q-network and most general return-based algo-
rithms. In the unified formulation, we adopt trace coefficients
[Munos et al., 2016], which can be used to calculate the uti-
lization level of returns, to make use of sample trajectories
efficiently. As the correction of policy discrepancy, the dis-
crepancy between target policy pi and behavior policy µ, con-
tributes to the efficient use of returns [Munos et al., 2016],
the trace coefficients in our algorithm are computed based
on policy discrepancy. Qualitative policy discrepancy is ex-
pected to enable the trace coefficient to automatically achieve
a reasonable value in near on-policy case and near off-policy
case (defined in 3.2) [Harutyunyan et al., 2016]. However, to
the best of our knowledge, qualitative policy discrepancy is
not addressed in the literature. Therefore, we also study the
effectiveness of qualitative policy discrepancy in this paper.
Our contributions can be summarized as follows:
• We propose a general framework for R-DQN. With
such framework, most of the return-based reinforcement
learning algorithms can be combined with DQN.
• We present a strategy with two measurements to quali-
tatively measure the policy discrepancy between target
policy and behavior policy. Two bounds are given ac-
cordingly for these twomeasurements under our R-DQN
framework.
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Table 1: Summary of return-based algorithms
Algorithm Z(x′) δt Cs
Watkins’s Q(λ) max
a
Q(x′, a) rt + γmax
a
(Q(xt+1, a))−Q(xt, at) λ
P &W’s Q(λ) max
a
Q(x′, a) rt + γmax
a
(Q(xt+1, a))−max
a
(Q(xt, a)) λ
General Q(λ) EpiQ(x′, ·) rt + γEpiQ(xt+1, ·)− EpiQ(xt, ·) λ
IS EpiQ(x′, .) rt + γEpiQ(xt+1, ·)−Q(xt, at) pi(as|xs)µ(as|xs)
TB(λ) EpiQ(x′, ·) rt + γEpiQ(xt+1, ·)−Q(xt, at) λpi(as|xs)
Qpi(λ) EpiQ(x′, ·) rt + γEpiQ(xt+1, ·)−Q(xt, at) λ
Retrace(λ) EpiQ(x′, ·) rt + γEpiQ(xt+1, ·)−Q(xt, at) λmin(1, pi(as|xs)µ(as|xs) )
Our QM(λ) - -
{
λmin(1, pi(as|xs)µ(as|xs) ), near on-policy
λpi(as|xs), near off-policy
2 Related Work
As we focus on combining return-based algorithms and deep
Q-network in this paper, we briefly review these two compo-
nents.
2.1 Return-based Algorithms
Return-based algorithms can achieve good performance on
estimating value function in reinforcement learning [Sut-
ton and Barto, 1998], [Rubinstein et al., 1981], [Barto and
Duff, 1993]. They provide a link between Monte Carlo and
temporal-difference methods [Precup et al., 2000], [Dayan,
1992], [Sutton, 1988], [Singh and Sutton, 1996]. And their
returns depend on policy discrepancy, which describes the re-
lationship between the target policy and behavior policy as
introduced above [Munos et al., 2016]. Researchers call it
on-policy learning when target policy is the same as behav-
ior policy, otherwise, off-policy learning [Sutton and Barto,
1998], [Harutyunyan et al., 2016], [Precup et al., 2005],
[Mahmood and Sutton, 2015], [Degris et al., 2012]. Accord-
ing to the degree of dependency to policy discrepancy, we
categorize the return-based algorithms into four classes.
• Without policy discrepancy: P&W’s Q(λ) [Peng and
Williams, 1996], [Peng and Williams, 1993] and Gen-
eral Q(λ) [van Hasselt, 2011]’s utilization levels of re-
turns are constant which has nothing to do with policy
discrepancy.
• Implicit policy discrepancy: Qpi(λ) and Q∗(λ) [Haru-
tyunyan et al., 2016] implicitly consider policy discrep-
ancy by correcting off-policy returns in terms of re-
wards.
• Policy discrepancy in terms of target policy: Watkins’s
Q(λ) [Watkins and Dayan, 1992] takes account of policy
discrepancy by cutting the trace when sampled action is
not the greedy action, the action which maximizes ac-
tion value [Sutton and Barto, 1998], under target policy.
TB(λ) (Tree-backup) [Precup et al., 2000] corrects pol-
icy discrepancy by target policy probability.
• Policy discrepancy in terms of importance sampling ra-
tio: Importance sampling [Precup et al., 2000] takes
account of policy discrepancy by correcting it with the
product of the likelihood ratios between pi and µ [Mah-
mood and Sutton, 2015], [Geist and Scherrer, 2014],
[Hallak et al., 2016]. Retrace(λ) [Munos et al., 2016]
considers policy discrepancy by using importance sam-
pling ratio truncated at 1 to correct such discrepancy.
Even though these return-based algorithms consider policy
discrepancy in varying degrees, they do not address qualita-
tive policy discrepancy which can enable algorithms to effi-
ciently make use of returns by distinguishing near on-policy
case from near off-policy case [Harutyunyan et al., 2016].
2.2 Deep Q-network
The deep Q-network can provide rich representations of the
environment to perform well [Mnih et al., 2015], [Mahmud
et al., 2018], [Pan et al., 2018] . Many extensions have been
proposed to enhance its speed or stability. Here, we introduce
several representative works among these extensions.
Double DQN [van Hasselt et al., 2016] addresses the over-
estimation issue of DQN by decomposing action selection
and action evaluation. The dueling network architecture
[Wang et al., 2016b] can generalize learning across actions
to achieve better policy evaluation by utilizing the dueling
network to separately represent state value function and ad-
vantage function. Prioritized experience replay [Schaul et al.,
2015] can replay important transitions more frequently to en-
able DQN learn more efficiently. Rainbow [Hessel et al.,
2018] achieves the state-of-the-art results by integrating the
ideas of different DQN algorithms. However, these exten-
sions do not focus on return and the sample trajectory is not
efficiently well used.
In this paper, we focus on combining deep Q-network and
most existing return-based algorithms. We also study the ef-
fectiveness of using qualitative measurement for policy dis-
crepancy under our R-DQN framework. In section 3, we
summarize return-based algorithms in terms of policy dis-
crepancy and propose a strategy which can qualitatively mea-
sure the policy discrepancy between target policy and behav-
ior policy. In section 4, we propose an R-DQN framework
where most of existing return-based algorithms can be com-
bined with deep Q-network. Then, we propose two measure-
ments to qualitatively measure the policy discrepancy and
give their bounds under our R-DQN framework. We report
our experimental results in section 5. In section 6, we draw
our conclusion.
3 An Unified Return-based Update Target
In order to combine general return-based algorithm with deep
Q-network, we propose an unified return-based update target
in this section. Based on this unified update target, we give
two definitions of near on- and off-policy and propose a new
strategy, called QM(λ), to qualitatively measure policy dis-
crepancy.
The proposed unified return-based update target for action
value Q(x, a) is formulated as:
Y (x, a) = r0 + γZ(x
′) + Eµ
∑
t≥1
γt(
t∏
s=1
Cs)δt
 (1)
where r0 represents the immediate reward, γ is discount rate,
Z(x′) estimates the expectation of state value for next state
x′, Cs represents non-negative trace coefficient, δt represents
the temporal difference error at step t.
In the formulation of the unified return-based update tar-
get, trace coefficient Cs is critical as it’s related to the decay
of trace. For near on-policy case, trace coefficient can make
it possible to make full use of return. For near off-policy
case, trace coefficient can help cut the trace efficiently. In the
following, we show several typical return-based algorithms,
which correspond to the works introduced in section 3.1, can
be unified into formulation (1). A brief summation of these
algorithms can be found in Table 1.
3.1 Algorithm Analysis under Unified Formulation
Without Policy Discrepancy P&W’s Q(λ) [Peng and
Williams, 1996] and general Q(λ) [van Hasselt, 2011] do not
consider policy discrepancy. The computation of their trace
coefficient Cs is not related to policy discrepancy.
Implicit Policy Discrepancy AlthoughQpi(λ) andQ∗(λ)
[Harutyunyan et al., 2016] does not consider policy discrep-
ancy in terms of trace coefficient Cs, it implicitly takes ac-
count of policy discrepancy in terms of correcting rewards
with an off-policy correction γEpiQ(xt+1, ·)−Q(xt, at).
Policy Discrepancy in Terms of Target Policy Watkins’s
Q(λ) [Watkins and Dayan, 1992] and TB(λ) [Precup et al.,
2000] explicitly consider policy discrepancy in terms of target
policy rather than correcting reward.
• Watkins’s Q(λ) directly cuts the trace by setting trace
coefficient Cs to zero when the sampled action is not the
greedy one under target policy.
• TB(λ) adopts trace coefficient Cs which is proportional
to target policy probability pi(as|xs) to discount the trace
rather than cutting it.
Policy Discrepancy in Terms of Importance Sampling
Ratio IS [Precup et al., 2000] and Retrace(λ) [Munos et al.,
2016] consider policy discrepancy by taking both of target
policy and behavior policy into account.
• IS corrects policy discrepancy by setting the trace coef-
ficient Cs to be proportional to the ratio
pi(as|xs)
µ(as|xs) where
pi(as|xs) and µ(as|xs) represent target and behavior
policy given state action pair(st,at) respectively.
• Retrace(λ) allows consideration to policy discrepancy
by utilizing an importance sampling ratio truncated at
1.
3.2 Qualitative Policy Discrepancy: Near On- and
Off-Policy
Even though above algorithms consider policy discrepancy
in varying level, they do not address qualitative policy dis-
crepancy which can enable the utilization level of returns to
achieve a reasonable value on near on-policy case and near
off-policy case [Harutyunyan et al., 2016]. Therefore, we
propose a strategy which can qualitatively measure policy dis-
crepancy, which is inspired by the formulations of trace coef-
ficient in algorithms above. Algorithms with our strategy can
differentiate near on-policy case and near off-policy case.
We propose two definitions for near on- and off-policy ac-
cording to two different views from the idea of the dueling
architecture [Wang et al., 2016b]. They show that focusing
on states is more desirable where actions do not affect the
environment. This indicates that the effectiveness of empha-
sizing states depends on whether actions affect the environ-
ment or not. Therefore, one of our definitions is proposed
to emphasize sampled states when actions do not affect the
environment, while the other is proposed to emphasize the
sampled action when actions affect the environment. These
two definitions are detailed as follows:
Definition 1 (near on- and off-policy) For one sampled
state, where its target policy and behavior policy are the same,
the case is near on-policy. Otherwise, the case is near off-
policy.
Definition 2 (near on- and off-policy) For one sampled
state-action pair, where its target policy and behavior policy
are the same, the case is near on-policy. Otherwise, the case
is near off-policy.
With such definitions, near on- or off-policy case in return-
based algorithms can be differentiated by a given bound.
Once near on- or off-policy case can be differentiated, the
return can be more accurately approximated by choosing a
more reasonable trace coefficient. The trace coefficient Cs in
the proposed strategy can be expressed as:
Cs =
{
λmin(1, pi(as|xs)µ(as|xs) ), near on-policy
λpi(as|xs), near off-policy.
For near on-policy case, our strategy adopts the trace coeffi-
cient Cs in Retrace(λ) [Munos et al., 2016] to benefit from
return. For near off-policy case, our strategy adopts the trace
coefficient Cs in TB(λ) [Precup et al., 2000] to efficiently cut
the trace. It should be kindly noted that Z(x′) and δt vary on
different return-based algorithms.
4 R-DQN Framework with Two
Measurements
Deep Q-network [Mnih et al., 2015] has achieved many suc-
cesses in scaling reinforcement learning problems to complex
sequential decision-making problems [Hessel et al., 2018].
The success of deep Q-network largely contributes to expe-
rience replay [Lin, 1992] which enable DQN perform update
from samples [Mnih et al., 2015]. However, the traditional
deep Q-network is not efficient when making use of sample
trajectories as it is one-step bootstrap method, can not ben-
efit from returns. Even though deep Q-network combining
with return-based algorithms has already been proposed in
[Munos et al., 2016], their algorithms can not fully benefit
from general return-based algorithms, e.g., Watkins’s Q(λ),
P&W’s Q(λ) and General Q(λ).
In order to study the effectiveness of approaches combin-
ing general return-based algorithms with deep Q-network,
we propose an R-DQN framework which combines deep Q-
network with the proposed unified return-based update in sec-
tion 3. In this section, we first describe how to combine deep
Q-network with the general return-based algorithms. Under
this R-DQN framework, we then propose two measurements
and give their bounds according to two definitions for near
on- and off-policy introduced in section 3.2. The whole algo-
rithm of our R-DQN is summarized in Algorithm 1.
Algorithm 1 Return-based algorithm for DQN
Require: Replay memory D with capacity N ; Action-value func-
tion Q with random weights θ
Require: Target action-value function Qˆ with weights θ− = θ;
Replacement frequency C of target network
1: for episode =1,M do
2: Initialize sequence x1 = {X1}
3: for t=1,T do
4: With probability ϵ select a random action at
5: otherwise select at = argmaxaQ(ϕ(xt, a; θ))
6: Execute action at in, observe reward rt, imageXt+1
7: Set xt+1 ← Xt+1 and add transition tuple (xt, at, rt,
xt+1) to D and store behavior policy µ(·|x) given state x to D
8: Randomly sample a minibatch of sequential transitions
from D: (xt, at, rt, ...xt+k) and behavior policy sequences
µt, · · · , µt+k−1
9: Compute Y (xt, at) = r(xt, at) + γZ(xt, at) +
t+k−1∑
s=t+1
γs−t(
s∏
i=t+1
Ci)δs
10: Perform a gradient descent step on (Y (xt, at) −
Q(xt, at; θ))
2 with respect to the network parameters θ
11: Every C steps reset Qˆ = Q
12: end for
13: end for
R−DQN algorithm 						"#$$ = (' − )(*+,-+))/
State Value Estimate0(*+12)  Trace Coefficient34
Replay Memory D; DQN Measurement5	or 6
TD error7+12,⋯, 7+19:2
Figure 1: The framework of R-DQN. Given replay memory and
deep Q-network, we can obtain the proposed unified return-based
update target Y (xt, at). This target can be used to compute the loss
of return-based deep Q-network.
4.1 The Proposed R-DQN
The pipeline of R-DQN algorithms is illustrated
in Figure 1. As shown in this figure, transitions
(xt, at, rt, xt+1, · · · , xt+k) are drawn from replay memory
D. The transition sequences are utilized by deep Q-network
to compute state value estimate and temporal difference
error. The loss can be formulated:
Lt(θt) = (Y (xt, at)−Q(xt, at; θt))2
which
Y (xt, at) = r(xt, at)+γZ(xt+1)+
t+k−1∑
s=t+1
γs−t(
s∏
i=t+1
Ci)δs
where k represents the number of transitions and θt represents
the parameters of deep Q-network at step t. When updat-
ing deep Q-network, corresponding gradient descent is per-
formed:
∇θLt(θt) = (Y (xt, at)−Q(x, a; θt))∇θtQ(x, a; θt).
Replay experience [Mnih et al., 2015], [Lin, 1993] is
adopted in R-DQN. There are two differences between deep
Q-network and R-DQN in experience replay: 1) Given state
x, behavior policy µ(·|x) is stored. 2) Samples drawn from
replay memory in R-DQN framework are sequential.
4.2 Qualitative Measurements and Their
Corresponding Bounds in R-DQN
The definition 1 and 2 in section 3.2 semantically define near
on- and off-policy cases, but they can not directly formulate
these two cases. These works [Munos et al., 2016], [Haru-
tyunyan et al., 2016] give more intuitive expression of these
two cases. More specifically, when behavior policy is similar
to target policy, the case is regarded as near on-policy; other-
wise, the case is near off-policy. Therefore, we give the for-
mulated expression of near on-policy case and near off-policy
case:
case =
{
near on-policy, measurement < bound
near off-policy, measurement >= bound
where measurement represents the dissimilarity between be-
havior policy and target policy.
In this section, inspired by the idea of ‘off-policy-
ness’ [Harutyunyan et al., 2016], we define two measure-
ments for policy discrepancy, namely β-based measurement
and η-based measurement (as shown in Figure 1) under our
R-DQN framework. These two measurements are proposed
according to the two definitions in section 3.2. As these two
definitions, β-based measurement and η-based measurement
are proposed for emphasizing state and sampled action in
their corresponding specific environments accordingly. Their
formulations are as follows:
β
def
= ||pi(.|xt)− µ(.|xt)||1 (2)
η
def
= |pi(at|xt)− µ(at|xt)|. (3)when given the sampled state xt and action at.
We then derive their corresponding bounds according to
these two definitions of near on- and off-policy. The deriva-
tions are related to exploration parameter ϵ in deep Q-
network. We experimentally set the final exploration pa-
rameters to be less than or equal to 1/21. We first analyze
near on-policy case and near off-policy case (definition 1 in
3.2) for β-based measurement. We then analyze near on-
policy case and near off-policy case (definition 2 in 3.2) for
η-based measurement. For the near on-policy case in defi-
nition 1, the formulations of target policy and behavior pol-
icy respectively are: pi(·|xt) = (1 − ϵpi + ϵpin , ϵpin , · · · , ϵpin ),
µ(·|xt) = (1 − ϵµ + ϵµn , ϵµn , · · · , ϵµn ). For the near off-
policy case in definition 1, the target policy ad behavior policy
can be expressed as: pi(·|xt) = ( ϵpin , 1 − ϵpi + ϵpin , · · · , ϵpin ),
µ(·|xt) = (1− ϵµ + ϵµn , ϵµn , · · · , ϵµn ).
1This parameter setting is consistent with works [Mnih et al.,
2015], [van Hasselt et al., 2016], [Wang et al., 2016b], [Hessel et
al., 2018], [Kulkarni et al., 2016], [Fortunato et al., 2017].
Figure 2: Comparison between R-DQN algorithms and DQN algorithm. We compare R-DQN algorithms with DQN algorithm to validate
the effectiveness of R-DQN framework. For CartPole and Copy: the network architectures are composed of a fully connected neural network
with one hidden layer of 64 neurons; the epoch numbers are 100; the steps in one epoch separately are 2000 and 1000. For Pixelcopter: the
network architecture is as DQN in [Mnih et al., 2015]; the epoch number is 40; the steps in one epoch is 15000.
β-based measurement
• For the near on-policy case, the fact is that |ϵµ − ϵpi| is
less than 1/2. According to the Equation 2 definition for
β, we can derive:
β = |ϵµ − ϵpi + ϵpi − ϵµ
n
|+ |ϵµ − ϵpi
n
|(n− 1)
= |ϵµ − ϵpi
n
|(2n− 2) < 1.
• For the near off-policy case, let ϵpi be greater than or
equal to ϵµ without loss of generality. According to the
Equation 2 definition for β, we can derive:
β = 1− ϵpi + ϵpi − ϵµ
n
+ 1− ϵµ + ϵµ − ϵpi
n
+
ϵpi − ϵµ
n
(n− 2)
= 2− ϵpi( 2
n
)− ϵµ(2n− 2
n
)
≥ 2− ϵpi( 2
n
)− ϵpi(2n− 2
n
)
= 2− 2ϵpi ≥ 1.
• When the case is near on-policy, β is less than 1. Other-
wise, β is greater than or equal to 1. We can derive that
the bound of β is 1.
η-based measurement
• For the near on-policy case, we need to consider two
situations where the sampled action is greedy or non-
greedy under two policies. On the first situation, we have
η = |(1− ϵpi + ϵpi
n
)− (1− ϵµ + ϵµ
n
)|
= | (n− 1)(ϵµ − ϵpi)
n
| < 1/2
according to the Equation 3 definition for η. On the sec-
ond situation, η can be represented as | ϵpin − ϵµn | < 1/2.
• For the near off-policy case, ϵpi is greater than or equal
to ϵµ without loss of generality. We need to consider
two situations where the sampled action is greedy under
target policy or behavior policy. On the first situation,
we can derive
|(1− ϵpi + ϵpi
n
)− ϵµ
n
| ≥ |(1− ϵpi + ϵpi
n
)− ϵpi
n
|
≥ |1− ϵpi| ≥ 1/2
according to the Equation 3 definition for η. On the sec-
ond situation, we can derive:
|(1− ϵµ + ϵµ
n
)− ϵpi
n
| ≥ |(1− ϵpi + ϵpi
n
)− ϵpi
n
|
≥ |1− ϵpi| ≥ 1/2.
• Based on the analysis of these two cases, we can derive
that the bound of η is 1/2.
5 Experiments
In this section, we conduct experiments on several different
tasks from three aspects. The first aspect is to compare the R-
DQN algorithms in our framework to traditional DQN. The
second aspect is to validate the effectiveness of the proposed
qualitative measurements and their corresponding bounds.
The third aspect is to validate the effectiveness of R-DQN
algorithms with our QM(λ) of these two measurements. We
carry out experiments on three representative tasks, i.e., Cart-
Pole2, Copy, Pixelcopter from OpenAI Gym library [Brock-
man et al., 2016] and two classic tasks, i.e., Mountain Car,
Cliff Walking in reinforcement learning. Among these tasks,
CartPole, Copy, and Pixelcopter are standard tasks of classic
control, algorithmic, and pygame learning environment re-
spectively. All the results in Section 5 are obtained from ten
random runs.
5.1 Effectiveness of R-DQN Framework
We apply return-based algorithms to DQN to improve its per-
formance in Figure 2. We can find that all R-DQN algorithms
outperform the traditional DQN on the tasks: CartPole-v1
and Copy. It can be observed that Watkins’s Q(λ) [Watkins
and Dayan, 1992] is comparable with DQN and all the other
R-DQN algorithms can achieve higher scores than DQN on
CartPole-v2. For Pixelcopter, most of R-DQN algorithms are
better than or comparable to DQN. In this task, IS(λ) [Pre-
cup et al., 2000] achieves a low score as it utilizes useless
trace when target policy is far away from behavior policy
(pi(at|xt) ≫ µ(at|xt)). It is noticeable that P&W’s Q(λ)
[Peng and Williams, 1993] and General Q(λ) [van Hasselt,
2011] in our framework outperform the state-of-the-art algo-
rithm Retrace(λ) [Munos et al., 2016] on CartPole-v1 and
CartPole-v2. Such experimental results show that our R-
DQN framework is effective.
2In this paper, we adopt two configurations (CartPole-v1,
CartPole-v2) for CartPole. The maximum of episode steps are 500
Figure 3: Validation of effectiveness of β-based measurement and η-based measurement and their corresponding bounds. As shown in the
figures on top and at the bottom, we separately compare R-DQN with β-based measurement and η-based measurement to Retrace(λ). The
y-axis on the right side represents game score. The y-axis on the left side represents the number of accurate measured transitions which
represent transitions which are correctly classified as near on-policy case or near off-policy case (defined in 3.2). The number of transitions
which are classified at a time is the same as the batch size (64). Thus, the maximum number of transitions is 64.
Figure 4: Comparison between R-DQN with β-based measurement
and R-DQN algorithm with η-based measurement in Mountain Car
and Cliff Walking. A right-centered moving average with a window
of successive episodes was employed in order to smooth the results.
The window size is separately 100 and 200 for Mountain Car and
Cliff Walking.
5.2 Effectiveness of Qualitative Measurements and
Their Corresponding Bounds
In this section, we validate the effectiveness of qualitative
measurements and their corresponding bounds. We perform
experiments on R-DQN with the strategy with qualitative
measurements and compare our results to Retrace(λ) [Munos
et al., 2016]. Retrace(λ) is selected to compare because it
is the extreme case3 of our algorithm. We compare the per-
and 1000 respectively.
3TB(λ) is also the extreme case of our algorithm. Considering
the excellent performance of Retrace(λ), we only compare our re-
sults to Retrace(λ) in this figure. The performance of TB(λ) is also
reported in the following.
formance of our combined R-DQN and Retrace(λ) in terms
of game score and the capacity for qualitatively measuring
policy discrepancy. Such capacity is evaluated by the num-
ber of accurate measured transitions4 which represent transi-
tions which are correctly classified as near on-policy case or
near off-policy case (defined in 3.2). The experimental re-
sults are shown in Figure 3. For the number of accurate mea-
sured transitions, the significant gaps between our combined
R-DQN algorithms and Retrace(λ) can be obviously observed
during the whole training period in Figure 3. Meanwhile,
our combined R-DQN algorithms achieve higher scores than
Retrace(λ) on all the tasks. The results of Figure 3 validate
the effectiveness of qualitative measurements and their corre-
sponding bounds for qualitative measurements.
In order to further show the respective advantages of these
two measurements, we conduct experiments on two represen-
tative samples: Mountain Car and Cliff Walking. The ac-
tions of states in Mountain Car hardly affect the environment,
while the actions in Cliff Walking can make the agent fall into
the cliff and return to the start position (more details about
them can be found in [Sutton and Barto, 1998]). The charac-
ters of these two tasks are well matched to β-based measure-
ment and η-based measurement respectively. Their experi-
mental details are: the network architectures are composed
of a fully connected neural network with one hidden layer
of 64 neurons; the maximum episode numbers separately are
4In order to qualitatively classify the transition as near on- or off-
policy case, our combined R-DQN algorithms use bounds for the
proposed measurements. It is quite reasonable to regard the bound
of Retrace(λ) to be 1 as the truncated importance sampling ratio is
1 when pi is the same as µ.
Figure 5: Comparison between R-DQN algorithms and their corresponding R-DQN algorithms with QM(λ) and R-DQN algorithms Pixel-
copter. We conduct experiments on a representative game(Pixelcopter) to validate the effectiveness of R-DQNwith our QM(λ). We separately
compare all the R-DQN algorithms to their corresponding R-DQN algorithms with QM(λ).
1000 and 2000. The experimental results are shown in Fig-
ure 4, R-DQN algorithm with β-based measurement achieves
the highest average return in the game of Mountain Car. In
Cliff Walking, a gap of the R-DQN algorithm with η-based
measurement and the other algorithms can also be observed.
Table 2: Scores of all R-DQN algorithms after training 30 epochs
on CartPole-v1, CartPole-v2, Copy, Pixelcopter
Methods Cart1 Cart2 Copy Pixel
DQN 209.0 277.0 2.86 20.5
TB(λ) 262.8 264.2 12.9 21.9
IS 308.4 339.9 11.7 7.1
Qpi 282.9 316.7 13.6 26.0
Retrace(λ) 264.1 373.9 13.4 29.0
β-based 391.1 384.3 14.6 31.5
η-based 384.6 429.9 14.8 42.2
Watkins’s Q(λ) 277.4 270.6 13.7 22.9
β-based 298.2 283.5 15.2 39.2
η-based 235.7 298.7 13.5 27.0
P &W’s Q(λ) 299.1 328.4 12.9 15.5
β-based 318.7 366.2 13.9 24.4
η-based 329.5 346.8 14.5 27.0
General Q(λ) 302.0 339.9 13.6 22.0
β-based 342.1 365.2 14.7 24.7
η-based 386.0 412.3 14.7 32.1
5.3 Effectiveness of R-DQN with Our QM(λ) of
Two Measurements
In order to evaluate the effectiveness of R-DQN with our
QM(λ) of two measurements, we apply our strategy (QM(λ))
with two measurements to all the R-DQN algorithms in our
framework. The experimental results are shown in Figure 5
and Table 2. In Figure 5, it is noticeable that the combined R-
DQN algorithms with our QM(λ) achieve higher scores than
their R-DQN algorithms over the whole training period on
Pixelcopter. In Table 2, R-DQN algorithms are classified into
four categories according to the values of δt and Z(x′). We
can observe our combined R-DQN algorithms can achieve
higher scores than their corresponding R-DQN algorithms
over the four categories. Such results show the effectiveness
of R-DQN with our QM(λ) of two measurements.
6 Conclusion
In this paper, we propose a R-DQN framework. As com-
pared to previous works, our R-DQN framework is able to
combine general return-based algorithms with DQN. We also
propose a strategy to qualitatively measure the policy discrep-
ancy under the R-DQN framework. Two different measure-
ments are presented accordingly to solve different kinds of
problems. We further give two bounds for qualitative mea-
surements. The experimental results show that R-DQN algo-
rithms in our R-DQN framework outperform the traditional
DQN. The results demonstrate that the proposed measure-
ments and their bounds are effective. Our results also show
these two measurements show their respective advantages on
different kinds of tasks. The effectiveness of R-DQN with
our strategy QM(λ) is also validated by experiments.
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