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As in many other aspects of mathematics, the theory of finite 
Markov chains can be developed by several methods. It is the purpose 
of this paper to relate three such developments of the theory of finite 
Markov chains with discrete parameters. 
F. R- Gantmacher, in his book Applications of the Theory of Markov 
Chains, studies Markov chains by using matrix theory. On the other hand, 
K. Lc Chung, in his book Markov Chains with Stationary Transition Proba­
bilities^ approaches the study of Markov chains without any use of ma­
trices ; and the development of Markov chain theory by J. G. Kemeny and 
J. L. Snell in their book Finite Markov Chains depends only partially on 
matrix theory. The author of this paper has attempted to relate these 
particular approaches by interrelating the definitions of types of 
states, sets, and chains given in these three books. 
In this thesis, Chapter II is devoted to. listing basic definitions 
and theorems, the knowledge of which will be essential to a reader of 
this paper.. • Chapters III, IV, and V contain statements and proofs of 
the relationships between different classifications of states, sets, and 
chains, respectively. For quick reference, a summary of these relation­
ships is listed in Chapter VI. 
To indicate from which of the three books a theorem or classifi­
cation is taken, the author has used the letters G, K, or C following 
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the theorem or classification; G indicating Gantmacher's book, K indi­
cating Kemeny's book, and C indicating Chung's book. 
By relating the various definitions used in different developments 
of Markov chain theory, the author hopes that-this paper will serve as a 





S i 9^ 9s k,...: states i,j ,k=0,l,2,. .. 
j : transition probability from, state s^ to s_.. 
P; transition matrix for a Markov chain. 
p„^ n^: probability of being in state s_. n steps after being in 
state s^. This is the i j t h entry of the matrix P n. 
n=0,l,2,... 
i •> j: state s^ leads to state s.; i.e., there exists an integer 
m>p such that p.. >0. 
i -<->• i : state s. leads to state s . and state s. leads to state 
1 1 1 
s.: also read "states s. and s. communicate." 
1 1 ;) 
d^ .: the period of state s^; i.e., the greatest common divisor 
of the set of positive n such that p./ n^>0. 
00 
P : limiting transition matrix (if it exists). 
lim 
00 Yl 
P = n 0 0 P if this limit exists. 
A ^  B: A is B and B is A. 
f^ .. : probability of being in state s_. at least once, beginning 
in state s.. 
1 
Basic Definitions 
1. Equivalence class: An equivalence class of states is either a set 
of two or more mutually communicating states or 
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a set consisting of a single state. 
2. Period of 
equivalence class: An equivalence class is said to have period d if 
every state in the class has period d. 
3 0 Cyclic class: An equivalence class with period d is composed 
of d cyclic classes determined as follows:', two-
states s^ and s_. belong to the same cyc l i c class 
if and only if P-^j^^^Q for some positive 
integer k. 
Definitions: Matrices 
Definition 1M: reducible matrix: The n x n matrix A is reducible if 
there is a permutation of the indices which reduces it 
to the form 
A = B 0 
C D 
where B and D are square matrices. 
Definition 2M: irreducible matrix: A square matrix which is not re-*-
ducible is irreducible. 
Definition 3M: primitive matrix: Consider a non-negative, irreducible 
matrix with dominant characteristic root r. If there is 
only one characteristic root of modulus r, the matrix is 
called primitive. 
Definition 4M: irmprimitive matrix: Consider a non-negative, irreducible 
matrix with dominant characteristic root r. If there is 
more than one characteristic root of modulus r, the ma-
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trix is called imprimitive. 
Definitions: Sets 
Definition 1.G: closed set: A set of states, A 9 is closed if and only 
if Z p.. = 1 for all Sr.eA. 
A 1H 1 
s. .eA J 
D 
Definition 2C: minimal set: A minimal set is a closed set which con­
tains no proper subset that is closed. 
Definition IK: ergodio set: The ergodic sets are the minimal elements 
of the partial ordering of equivalence classes. (Once a 
process enters an ergodic set, it can never leave it.) 
Definition 2K: transient set: Any element in the partial ordering of 
equivalence classes which is not an ergodic set is a 
transient set. (Once a process leaves a transient set, 
it can never return.) 
Definition 3K: regular set: An equivalence class with only one cyclic 
class is a regular set. (An equivalence class with 
period one is a regular set.) 
Definition M-K: ay alio set: An equivalence class with more than one 
cyclic class is a cyclic set. (An equivalence class 
with period two or more is a cyclic set.) 
Definition 5K: open set: A set S of states is open if from every 
state in S 9 it is possible to go to a state which is 
not in S. 
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Definitions: States 
Definition 3C: essential state(C): A state is essential (C) if and 
only if i •> j implies j •> i for every state s^  . 
Definition UCs inessential state(C): A state s^ is inessential (C) if 
and only if there exists a state s^  such that i •> j, but 
not j •> i o 
* 
Definition 5C: recurrent state: A state s. is recurrent if f.. = 1, 
1 i i 
Definition 6C: nonrecurrent state: A state s. is nonrecurrent if 
I 
f.. < 1. 
1 1 
Definition 7Cs positive state: A recurrent state s. is positive if 
lim (nd.) 
n •> 0 0 p.. > 0. 
Definition 8C: null state: A recurrent state s. is null if 
lim (nd.) 
n •> 0 0 p.. = 0. 
Definition 6K: ergodic state: A state s^ is ergodic if it is a member 
of an ergodic set. 
Definition 7K: transient state: A state s. is transient if it is a 
I 
member of a transient set. 
Definition 8K: absorbing state: The state contained in an ergodic set 
containing only one state is an absorbing state. 
Definition 1G: essential state(G): Consider the normal form of the 
transition matrix P for a proper Markov chain with n 
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states (see theorem 4G). Partition the states s^,.e., 
s n of the chain into groups Z^,Z^,...,Zs, the number of 
states in group Z^ being equal to the number of rows in 
the block Q^, i=l92 3 <> . 0 ,s. The essential states (G) are 
the states of the various groups Z 9^...,Z . 
Definition 2G: inessential state (G): Under the same considerations as 
in Definition 1G, the states of the groups Z^+^,„„.,Zg 
are called inessential states (G). 
Definitions: Chains 
Definition 9C: indecomposable chain: A chain is indecomposable if the 
set of all states of the chain does not contain two dis­
joint closed sets. 
Definition IOC: irreducible chain(C): A chain is irreducible if the set 
of all states of the chain forms a single class (with 
period one), 
Definition 9Ks ergodic chain: A chain consisting of a single ergodic 
set is an ergodic chain. 
Definition 10K°. regular chainiX): A regular chain (K) is an ergodic 
chain with the ergodic set regular. 
Definition 11K: cyclic chain: A cyclic chain is an ergodic chain with 
the ergodic set cyclic. 
Definition 12K: absorbing chain: A chain with transient sets and with 
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all ergodic sets unit sets is an absorbing chain. 
Definition 13K: chain type-I: A chain with no transient sets and with 
more than one ergodic set is called a chain type I. 
Definition 14K: chain type- II: A chain' with transient sets and with all 
ergodic sets regular,' but not" all unit sets, is called 
a chain type II„ 
Definition 15K: chain type III: A chain with transient sets and with 
all ergodic sets cyclic is called a chain type III. 
Definition 16K: chain type.IV: A chain with transient sets and with. 
both cyclic and regular ergodic sets is called a chain 
type IVo 
Definition 3G: proper chain: A chain with corresponding transition 
matrix having no characteristic roots 1) of modulus 
1 is a proper chain. 
Definition HG: regular chain(G): A proper chain with corresponding 
transition matrix having 1 as a simple characteristic 
root is a regular chain (G). 
Definition 5G: irreducible chain(G): A chain with an irreducible 
transition matrix is called irreducible (G). 
Definition 6G: reducible chain: A chain with a reducible transition 
matrix is called reducible„ 
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Definition 7G: aperiodic chain: A chain with a primitive transition 
matrix is called aperiodic. 
Definition 8Gs periodic chain: A chain with an imprimitive transition, 
matrix is called periodic 
Preliminary Theorems 
The following theorems will be stated without proof, as their 
proofs are given on the pages of the books indicated. These theorems 
will be used throughout this paper «> 
Theorem 1C. An essential class is minimal closed. The union of 
a finite number of inessential classes is not closed, [p. 14(C)]. 
Theorem 2C, An inessential state is nonrecurrent. [p. 18(C)]. 
Theorem 3Ca If s_^  is recurrent and i •+ j , then s_. is recurrent, 
[p. 19(C)]. 
Theorem 4C. The state s_^  is recurrent or nonrecurrent according 
00 ( n ) . r / \-i 
as the series Z P ^ diverges or converges, [p. 22(C)]. 
n=o 
Theorem 1G« A necessary and sufficient condition that a homog­
eneous Markov chain possess limiting transition probabilities between 
every pair of states is that the chain be proper, [p. 112(G)], 
Theorem 2G„ A necessary and sufficient condition that the limit­
ing transition probabilities of a proper homogeneous Markov cl^ ain be 
independent of,the initial state is that the chain be regular, 
[p. 112(G)]. 
Theorem 3G. A necessary and sufficient condition that the limit­
ing transition probabilities of a homogeneous Markov chain all be posi­
tive is that the chain be aperiodic, [p. 112(G)], 
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Theorem 4G. Let P be a stochastic transition matrix for a proper 
Markov chain. The normal form of P is 
P = 
g+1,1' 
s,l' s ,s 
Vi.g V i 
..U * Q 
s,s-l s 
where each of Q^ .,... ,Q is a primitive stochastic matrix, and where each 
of the irreducible matrices Q Q has dominant characteristic root 
g+1 s 
less than 1. [p. 109(G)]. 
Theorem IK. If P is the transition matrix for a Markov chain, 
then the canonical form of P is: 
i 
P = u, 
u, 
R2 P2 
R3. P 3 
where u^9u^,...,u^ are equivalence classes with the minimal sets 
enumerated first, the sets one level above the minimal sets enumerated 
next9 etc.; P^, i=l,...,k, are transition matrices within an equiva-
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lence class; the region 0 consists entirely of zeroes; and R^, i=l,...,k, 
will be entirely zero if is an ergodic set, but will have non-zero 
elements otherwise. [p. 36(k)]D 
Theorem 2K. A set S of states is open if and only if no ergodic 
set is a subset of S. [p. 59(K)]. 
Theorem 3K. A transition matrix is regular if and only if for 
N 
some N, P has no zero entries. [p0 69(K)]. 
Theorem M-K. If P is a regular transition matrix, then 
n . . °° 
a. The powers, P approach a probability matrix P . 
00 
b. Each row of P is the same probability vector 
a = {al5a2,...,an> . 
c. The components ,of a are positive. 
d o For any probability vector TT, i T oP n approaches the vector a 
as n approaches 0 0 . [p. 70, 71(K)]. 
Theorem 5K. If P is the transition matrix for a cyclic chain, 
n 1 v' 
then P cannot converge, [p. 99(K)]. 
Theorem 6K. In any finite Markov chain, no matter where the 
process starts, the probability after n steps that the process is in an 
ergodic state tends to 1 as n tends to infinity, [p. 43(K)]. 
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CHAPTER III 
RELATIONSHIPS BETWEEN CLASSIFICATIONS OF STATES 
Theorem 2.1. An essential state (C) ^  ergodic state (K). 
Proof „ 
(i) Let state s^ be an essential state (C)„ Then, by definition, 
i -* j implies that j -* i for every state s_.. 
Suppose s^ is not an ergodic state (K); i.e, that s^ is a transi­
ent state (K). 
From Theorem 6K, it can be seen that a Markov process always moves 
toward the ergodic sets; and once a process leaves a transient set, it 
can never return. Thus, there exists a state s_. in an ergodic set such 
that i -* j , but not j -* i. 
But this implies that s^ is an inessential state (C), giving a 
contradiction. 
Therefore, s^ is an ergodic state (K). 
(ii) Now, let s^ be an ergodic state (K). Consider state s.. # 
S . o 
1 
If s^. is in the same ergodic set as s^, then i -* j implies that 
j •> i, by property of belonging to the same ergodic set. 
If S j is not in the same ergodic set as s^, then i j, since 
once a process enters an ergodic set, it can never leave it. 
Thus, i -* j implies j -* i for every state s.., which shows that s^ 
is an essential state (C). 
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Therefore, by (i) and (ii), an essential state (C) ^  ergodic state 
(K). 
Theorem 2.2. An essential state (G) ^  ergodic state (K). 
Proof. 
(i) Let state s^ be an essential state (G). 
Then, by definition, s^ belongs to one of the groups Z^ ,Z 
E mentioned in Definition 1G: say, s. belongs to I., 
g i & D 
By comparing the normal form of a transition matrix P given in 
Theorem 4G with the canonical form of the matrix given in Theorem IK, one 
can easily see that the normal form of P is precisely the canonical form 
of P where the groups E^,...,E associated with Q^,...,Q of the normal 
form are the ergodic sets of P. 
Then, since s^ belongs to Z_., which is the group of states asso­
ciated with Qj, s^ is an ergodic state (K); i.e., s^ belongs to the 
ergodic set E... 
(ii) Let state s^ be an ergodic state (K). 
Then s^ belongs to an ergodic set, and this ergodic set will be 
one of the E^,...,E • mentioned in (i). 
Thus, s^ belongs to one of the , which implies that s^ 
is an essential state (G). 
Therefore, by (i) and (ii), an essential state (G) ^  ergodic state 
(K). 
Corollary 2.3. An essential state (G) ^  essential state (C) ^  
ergodic state (K). 
Proof. This is a direct consequence of Theorems 2.1 and 2.2. 
Theorem 2.4. An inessential state (C) transient state (K). 
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Proof. 
(i) Let be an inessential state (C). 
Then s. is not an essential state (C), which implies that s. is 
not an ergodic state (K) by Theorem 2.1. 
Thus, s^ is a transient state (K), since every state is either 
transient (K) or ergodic (K). 
(ii) Let s^ be a transient state (K). 
Then s^ is not an ergodic state (K), which implies that s^ is not 
an essential state (C) by Theorem 2.1. 
Thus, s^ is an inessential state (C), since every state is either 
essential (C) or inessential (C). 
Therefore, by (i) and (ii), an inessential state (C) ^  transient 
state (K). 
Theorem 2.5. An inessential state (G) is an inessential state 
(C). 
Proof. Let s^ be an inessential state (G). 
Then s^ is not.an essential state (G), which implies that s^ is 
not an essential state (C) by Corollary 2*3. 
Thus, s^ is an inessential state (C), since every state is either 
essential (C) or inessential (C). 
Note: An inessential state (C) is not necessarily an inessential 
state (G), since an inessential state (G) is only defined for a proper 
Markov chain; i.e., it is not true that every state is either essential 
(G) or inessential (G). 




Proof. This is a direct consequence of Corollary 2.3 and Theorem 
Theorem 2.7. A transient state (K) is a nonrecurrent state (C). 
Proof. Let s^ be a transient state (K). 
Then s. is an inessential state (C) by Theorem 2.4., 
But this implies, by use of Theorem 2C, that s^ is a nonrecurrent 
state (C). 
Theorem 2.8. An ergodic state (K) ^  recurrent state (C). 
Proof. 
(i) Let s^ be a (recurrent state (C). 
Then s. is not a nonrecurrent state (C), and hence not a transient 
I 
state (K) by Theorem 2.7. 
Thus, s^ is an ergodic state since every state is either transient 
(K) or ergodic (K). 
Therefore, a recurrent state .(C) is an ergodic state (K). 
(ii) Let s^ be an ergodic state (K). 
Then s^ belongs to an ergodic set (K). 
Let P be the transition matrix for the chain consisting of this set. 
Suppose that the ergodic set is cyclic (K). 
Then, by Theorem 5K, the sequence P i i ^ 9 *' * , P i i ^ 9 * * * 
diverges, which implies that I ^ii^^ diverges (otherwise, 
l i m
 (n) . 1 1 = 0 (n) 
n °° P. . = 0, contradicting the convergence of the sequence P. . ). 
OO 
Thus, if s. is a cyclic state (K), I P..^n^ diverges. 
Suppose that the ergodic set is regular (K). 
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Then, by Theorem 4K, the powers P n approach a probability matrix 
00 oo 
P , each row of P being the same probability vector a = {a^9a^,...9a^), 
lim ^
 n ^ 
and each a.., j=l,... ,m, being positive; i.e., n 0 0 P ^ = K > 0 where 
K is one of the a.,j=l,...,m. 
oo ] 
Thus, E P..^n^ diverges by the same reasoning as in the first 
n=0 1 1 
part of proof. 
Therefore, we have shown that if s^ is an ergodic state (K), 
00 
E P.. n diverges. 
n=0 «> , v 
But, by Theorem 4C, I P.. diverging implies that s. is a re-
n=0 1 1 1 
current state (C). 
Thus, an ergodic state (K) is a recurrent state (C). 
Therefore, by (i) and (ii), an ergodic state (K) ^  recurrent state 
(C). 
Corollary 2.9. A recurrent state (C) ^  essential state (C) ^  
essential state (G) ^  ergodic state (K). 
Proof. This is a direct consequence of Corollary 2.3 and Theorem 
2.8. 
Theorem 2.10. A nonrecurrent state (C) ^  transient state (K). 
Proof. Let s^ be a nonrecurrent state (C). 
Then s^ is not a recurrent state (C), which implies that s^ is 
not an ergodic state(K) by Theorem 2.8. 
Thus, s^ is a transient state (K), since every state is either 
ergodic (K) or transient (K). 
Therefore, a nonrecurrent state (C) is a transient state (K). 
But, by Theorem 2.7, a transient state (K) is a nonrecurrent 
state (C). 
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Thus, a transient state (K) ^ -nonrecurrent state (C). 
Corollary 2.11: A non-recurrent state (C) ^  inessential state 
(C) ^  transient state (K). 
Proof. This is a direct consequence of Theorems 2.4 and 2.10. 
Corollary 2.12. An absorbing state (K) is an essential state (C), 
and hence is an essential state (G), and hence is a recurrent state (C). 
Proof. Let s^ be an absorbing state (K). 
Then, by definition, s^ is an ergodic state. 
The three conclusions of the Corollary follow directly from 
Corollary 2.9. 
Example 1. Consider the chain represented by the following transi­
tion matrix: 
State s^ is ergodic (K) (since it belongs to the ergodic set 
{s^jS^})} and hence s^ is essential (C), essential (G), and recurrent 
(C); however s^ is not absorbing (K). 
This example shows, for instance, that an essential state (C) is 
not necessarily an absorbing state (K). 
Theorem 2.13. An ergodic state (K) with period one is a positive 
state (C), 
Proof. Let s. be an ergodic state (K) with period d.=l. 
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Then s^ . belongs to a regular set (K), 
Let P be the transition matrix for the chain consisting of this 
set, and let this set contain m states. 
Then, by Theorem 4K, the powers P n approach a probability matrix 
P , each row of P being the same probability vector a = {a^,a^,...,a^t, 
and each a_. ,j=l,.. . ,m, being positive; i.e:., n ^  0 0 = K > » 0. where 
K is one of the a.,j=l,...,m. 
-
1
 , . (nd.) lim , >. 
Since d. = 1, n + P.. 1 = n + ° ° P . . = K > 0 . 
I ii ii 
s^  is recurrent (C) since it is ergodic (K). 
Therefore, by Definition 7C, s^ is a positive state (C). 
Thus, an ergodic state (K) with period 1 is a positive state (C). 
Example 2. Consider the chain represented by the following tran­
sition matrix: 
S l S2 S3 
s l 
0 1 0 
S2 1/2 0 1/2 
S3 0 I 
1 0 
> 
The period of state s^ is two; i.e., d^ = 2. 
lim (nd^) lim (2n) 
But n •+ 0 0 P = n 0 0 P = 1/2 as can be seen from the 
following: 
1/2 0 1/2 
0 1 0 
1/2 0 1/2 
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from which it is obvious that 
f 
1/2 0 1/2 
lim 
n -> 0 0 0 1 0 
1/2 0 1/2 
lim 
which implies that n ->• 0 0 P 11 
(2n) 
= 1/2. 
State s^ is certainly recurrent (C) since it is ergodic (K) (it 
is a member of the ergodic set {s^s^s^}). 
Thus, s^ is a positive state (C). 
This example shows that a positive state (C) is not necessarily 
an ergodic state,'(K) with period one. 
Theorem 2.14. A positive state (C) is an ergodic state (K), and 
hence is an essential state (G). 
Proof. A positive state (C) is necessarily a recurrent state (C) 
by definition, and thus is an ergodic state (K) and an essential state 
(G) by Corollary 2.9. 
20 
CHAPTER IV 
RELATIONSHIPS BETWEEN CLASSIFICATIONS OF SETS 
Theorem 3.1. An ergodic set (K) ^  minimal set (C). 
Proof. 
(i) Let D be an ergodic set (K). 
Then every member of D is an ergodic state, and for any two states 
s.,s. e D, i -*• j and i -* i. 
1 j 
But since an ergodic state (K) is an essential state (C), every 
state in D is also an essential state (C) ; and since i -* j and j -* i for 
any two states s^, s_. e D, D is a minimal class by definition. 
By Theorem 1C, an essential class (C),is minimal (C), implying 
that D is a minimal set (C). 
Therefore, an ergodic set (K) is a minimal set (C). 
(ii) Let D be a minimal set (C). 
Then, by definition, D is closed (i.e., Z P.. = .1 for all 
SJED 1 1 
s^eD), and D contains no proper subset that is closed. 
(a) First, we will show that D cannot be a transient set 
or a finite number of transient sets. 
By Theorem 1C, the union of a finite number of inessential 
classes (C) is not closed. 
An inessential class is a transient set, for an inessential 
class is composed of inessential states, and any two of these 
states s., s. are such that i -*• j and j -»• i, implying that an in-
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essential class is composed of transient states; and any two of 
these states s^, s_^  are such that i -> j and j -> i, implying that 
an inessential class is a transient set. 
Thus, Theorem 1C says that the union of a finite number of 
transient sets (K) is not closed. 
Hence, D cannot be a transient set or a union of a finite 
number of transient sets, since D is closed. 
(b) Next, we will show that D cannot strictly contain an 
ergodic set. 
By part (i) of this proof, an ergodic set (K) is minimal (C) 
and hence is closed (C). Since D contains no proper subset that 
is closed, D cannot strictly contain an ergodic set. 
(c) Finally, we will show that D cannot contain only part 
of a transient set or part of an ergodic set. Suppose D contains 
part of a set E, where E is either transient or ergodic. Then 
there exists a p.
 n > 0 for a state s. e EftD and a state si e E-D'. 
kl k 1 
Then Z p . < .1 since p, > 0, which implies that 
s;eD k ] k l 
D 
Z p.. ^  1 for at least one s. e D; i.e., that D is not closed. 
T> in i 
s.eD J 
D 
However, this gives a contradiction since D is closed. Thus, D 
does not contain only part of a transient set or part of an er­
godic set. Therefore, from (a), (b), and (c), we see that D must 
be an ergodic set (K). 
Thus, a minimal set (C) is an ergodic set (K). 
Therefore, by (i) and (ii), an ergodic set (K) ^  minimal set (C). 
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Corollary 3.2. An ergodic set (K) is a closed set (C). 
Proof. Let D be an ergodic set (K). 
Then D is minimal (C), which implies that D is closed (C), since 
a minimal set (C) is a closed set (C). 
Therefore, an ergodic set (K) is a closed set (C). 
Example 3. Consider the chain represented by the following transi­
tion matrix: 
P = 
It is easily verified that the set {,s^} is closed (C), but is 
not ergodic (K). 
This example shows that a closed set (C) is not necessarily an 
ergodic set (K). 
Theorem 3.3. A closed set (C) is not an open set (K). 
Proof. Let S be a closed set (C). 
Let S be composed of all those states not contained in S. 
Then for state s, e S, p., = 0 for any state s. e S, since by 
K I K 1 
definition, E p..=1 for all s. e S. 
s.eS 1 ] . 
Thus, it is not.possible to go from any state in S to a state in 
S, and hence, by definition, S is not an open set (K). 
Therefore, a closed set (C) is not an open set (K). 
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Theorem 3.M-. An open set (K) is not a closed set (C). 
Proof. Let S be an open set (K). 
Suppose S is also a closed set (C)^ 
Then, by Theorem 3.3, S is not an open set (K), which contradicts 
our hypothesis. 
Therefore, S is not a closed set (C). 
Thus, an open set (K) is not a closed set (C). 






Consider the set S = {s^jS^}. 
S is not an open set (K), since, for instance, it is impossible 
to go from state s n in S to state s~ not in S. 
1 o 
S is not a closed set (C), since, for instance, p^ -^  + ^ 22 ~ 
1/3 + 1/3 = 2/3 < 1. 
This example shows that a set which is not open (K) is not neces­
sarily closed (C); and that a set which is not closed (C) is not neces­
sarily open (K). 
Theorem 3.5. A transient set (K) is not a closed set (C). 
Proof. Let S be a transient set (K). 









Then S is clearly an open set (K), since a Markov process tends to 
the ergodic sets (K) (see Theorem 6K), implying that it is possible to go 
from a state in S to a state not in S. 
Therefore, by Theorem 3.,4, S is not a closed set (C). 
Hence, a transient set (K) is not a closed set (C). 
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CHAPTER V 
RELATIONSHIPS BETWEEN CLASSIFICATIONS OF CHAINS 
Theorem 4.1. A regular chain (K) is a regular chain (G). 
Proof. Let P be the transition matrix for a regular chain (K). 
00 
Then, by Theorem 4K, the limiting matrix P is independent of 
the initial state. 
But, by Theorem 2G, this is a sufficient condition to guarantee 
that P is the transition matrix for a regular chain (G). 
Thus, a regular chain (K) is a regular chain (G). 
Example 5. Consider the chain represented by the following tran­
sition matrix: 











The characteristic roots of P are 1, 1/2. 
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Hence, P represents a regular chain (G), since 1 is a simple 
characteristic root of P; however, P does not represent a regular chain 
(K), since the chain represented by P has a transient set {s^}. 
This example shows that a regular 6hain (G) is not necessarily a 
regular chain (K). 
Corollary 4.2. A regular chain (K) is a proper chain (G). 
Proof. This follows immediately from Theorem 4.1, and the fact 
that a regular chain (G) is a proper chain (G). 
Theorem 413. A regular chain (K) ^  aperiodic chain (G). 
Proof. 
(i) Let P be the transition matrix for a regular chain (K). 
. . . N 
Then, by Theorem 3K, for some positive mterger N, P has no 
zero entriesj which implies that P is positive (has all positive 
entries). 
It follows, from Theorem 3G, that P is the transition matrix for 
an aperiodic chain (G). 
Thus, a regular chain (K) is an aperiodic chain (G). 
(ii) Let P be the transition matrix for an aperiodic chain (G). 
«> . . . . N . 
Then P is positive, by Theorem 3G, implying that P is positive 
for some positive integer N. 
It follows, from Theorem 3K, that P is the transition matrix for 
a regular chain (K). 
Thus, an aperiodic chain (G) is a regular chain (K). 
Therefore, by (i) and (ii), a regular chain (K) ^  aperiodic 
chain (G). 
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Theorem M-.M-. Any chain containing .a-transient set (K) is reduci­
ble (G). 
Proof. Let P be the transition matrix for a chain with n states, 
m of which are transient (m > 0). 
Certainly m < n, since" every chain must contain at least one 
ergodic state. 
Without loss of generality, assume that s ,. . . 5 s n _ m a r e "the ergodic 
states and s ,s are the transient states. 
n-m+1 n -
Then there exists a permutation of the indices such that P be-
sn s 0 s s s 
1 2 n-m n-m+1 n 
P = n^m 
n-m+1 
h-m+2 
Clearly, [B] is an n-m x n-m square matrix, and [D] is an m x m 
square matrix. 
Also, the matrix [A] = [0] since, in any Markov chain, an ergodic 
28 
state cannot lead to a transient state. 
Thus, by a permutation of,the indices, P can be put in the form 
IB 0 1 ^ P |' i where B and D are square matrices. This implies that P is re­
ducible (G), by definition. 
Therefore,, any chain containing a transient set (K) is reducible 
(G). 
Corollary 4.5. Absorbing chains (K) and chains of types II, III, 
and IV (K) are all reducible (G). 
Proof, 'since absorbing chains (K) and chains of types II, III, 
and IV| (K) all contain at least one transient set (K), the result is 
immediate from Theorem 4.4-. 
Theorem 4.6. A chain with more than one ergodic set (K) is re­
ducible (G). 
Proof. If the chain contains any transient sets (K), then it is 
reducible (G) by Theorem 4.4. 
Let P be the transition matrix for a chain with n states, with no 
transient sets, but with more than one ergodic set. 
Without loss of generality, assume that s^, s^...s represent 
the states in one of the ergodic sets, and that s m +j_'•••» s n represent 
the states in the remaining ergodic sets. 
Then, there exists a permutation of the indices of P such that P 
becomes 
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s n S 
1 m 







• C D 
s 
n 
Clearly, [B] is aft m x m square matrix, and [D] is an n-m x n-m 
square matrix. 
Also, the matrix [A] = [0] since an ergodic set has the property 
that once a process enters it, the process can never leave it; i.e., a 
state in an ergodic set cannot lead to a state in another ergodic set. 
Thus, by a permutation of the indices, P can be put in the form 
where B and D are square matrices. 
This implies that P is reducible (G), by definition. 




Theorem,4.7. An ergodic chain (K) > irreducible chain (G). 
Proof. 
(i) Let P be the transition matrix for an ergodic chain with n 
Suppose the ergodic chain is reducible (G). 
Then, by a permutation of the indices of P, P becomes P = |^ 
where B and D are square matrices. 
states. 
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Let [B] be an m x m matrix, m < n; then [D] is an n-m x n-m 
matrix. 
Then, by a renumeration of the states if necessary, 
m 
m+1 
s n s s s 
1 m m+1 n 
But then it can be seen that P represents a chain for which it is 
impossible for one of the states s,,...,s to lead to any of the states 
1 m J 
Sm+1'* * * , Sn' ^ o w e v e r » "this gives a contradiction since an ergodic chain 
consists of a single ergodic set, implying that every state in the chain 
can lead to every other state in the chain. 
Thus, P is the transition matrix for an irreducible chain (G), 
and hence, an ergodic chain (K) is an irreducible chain (G). 
(ii) Let P be the transition matrix for an irreducible chain (G). 
P is the transition matrix for one or more of an ergodic chain 
(K), an absorbing chain (K), a chain type I (K), a chain type II (K), a 
chain type III (K), and a chain type IV (K), since this listing cate­
gorizes every chain. 
But P is not the transition matrix for an absorbing chain (K), or 
a chain of type I, II, III, or IV (K), since all of these chains are 
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reducible (G) by Corollary 4.5 and Theorem 4.6. 
Thus, P must be the transition matrix for an ergodic chain (K). 
Therefore, by (i) and (ii), an ergodic chain (K) ^  irreducible 
chain .(G)-. 
Theorem 4.8. A cyclic chain (K) ^  periodic chain (G). 
Proof. 
(i) A cyclic chain (K) is an ergodic chain (K), and hence is an 
irreducible chain (G) by Theorem 4.7. 
An irreducible chain (G)is either periodic,(G) or aperiodic (G), 
since the transition matrix for an irreducible chain is either primitive 
or imprimitive, and an imprimitive imatrix represents a periodic chain (G) 
and a primitive matrix represents an aperiodic chain (G) (see Definitions 
3M, 4M, 7G, and 8G). 
Thus, a cyclic chain (K) is either periodic (G) or aperiodic (G). 
But a cyclic chain (K) cannot be aperiodic (G), since, by Theorem 
4.3, an aperiodic chain (G) is regular (K). 
Hence, a cyclic chain (K) is a periodic chain (G). 
(ii) A periodic chain (G) is irreducible (G), since a periodic 
chain (G) is defined in terms of an imprimitive matrix which is only de­
fined for an irreducible chain (G). 
Thus, a periodic chain (G) is an ergodic chain (K).by Theorem 4 . 7 , 
and hence is either a regular chain (K) or a cyclic chain (K). 
But a periodic chain (G) cannot be regular (K), since, by Theorem 
4.3, a regular chain (K) is aperiodic (G). 
Hence, a periodic chain (G) is a cyclic chain (K). 
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Therefore, by (i) and (ii), a cyclic chain (K) ^  periodic chain 
(G). 
Theorem 4.9. A cyclic chain (K) is not a proper chain (G), and 
a proper chain (G) is not a cyclic chain (K). 
Proof. 
Let P be the transition matrix for a cyclic chain (K). 
oo Yi 
Then P does not exist, since, by Theorem 5K, P does not con­
verge . 
Thus, the chain is not proper (G) by Theorem 1G. 
Hence, a cyclic chain (K) is not proper (G). 
If a proper chain (G) could be a cyclic chain (K), we would con­
tradict what we just proved—that every cyclic chain (K) is not proper 
(G). 
Hence, a proper chain (G) is not a cyclic chain (K). 
We have shown in Theorems 4.1 and 4.9 that a regular chain (K) is 
a regular chain (G), and that a cyclic chain (K) is not a proper chain 
(G) and hence not a regular chain (G) ? 
We will now give examples to show that an absorbing chain (K) may 
be regular (G) or not regular (G). 
Example 6. Consider the chain represented by the following transi­
tion matrix: 
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P = s. 
sl S2 S3 
1 0 0 
1/2 0 1/2 
1A 1/4 1/2 
The characteristic roots of P are 1, ^  * and ^ . 
Hence P represents a regular chain (G), since 1 is a simple 
characteristic root of P. 
P also represents an absorbing chain (K), since the chain has a 
transient set {s ,s }, and its only ergodic set {s } is a unit set. 
This is an example of an absorbing chain (K) which is a regular 
chain (G). 
Example 7. Consider the chain represented by the-following transi­
tion matrix: 
Sl S2 S3 
sl 1 0 0 
p 
= S2 0 1 0 
S3 1/2 0 1/2 
The characteristic roots of P are 1, 1, and 1/2. 
Hence P does not represent a regular chain (G), since 1 is not a 
simple characteristic root of P. 
But P does represent an absorbing chain (K), since the chain has a 
transient set {s^}, and its only ergodic sets, i^^} and {s^}, are unit 
sets. 
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This is an example of an absorbing chain (K) which is not a regu­
lar chain (G). 
Theorem 4.10. A chain containing only one ergodic set (K) ^  an 
indecomposable chain (C). 
Proof. 
(i) First, we will prove that a chain containing only one ergodic 
set (K) is an indecomposable chain (C). 
Suppose there exists a chain containing only one ergodic set (K) 
which is not indecomposable (C). Let this chain consist of n states s^, 
s 2 , . . . V 
Then the set of n states contains at least two disjoint closed 
sets, say (by a remuneration of the indices, if necessary) A .,= {s^jS^, 
...,sm) and B = {» 4 + 1.s m t 2..,..s q}, q < n. 
Then, by definition of a closed set, once the process enters into 
set A, it can never leave it. 
Hence, set A must contain the only ergodic set, since every Markov 
process must eventually lead to an ergodic set. 
But, by a similar argument, set B must contain the only ergodic 
set, which is impossible since sets A and B are disjoint. 
Thus, a contradiction arises implying that a chain containing 
only one ergodic set (K) is an indecomposable chain (C). 
(ii) Next, we will show that an indecomposable chain (C),is a 
chain containing only one ergodic set (K) by proving that a chain with 
more than one ergodic set (K) is not indecomposable (C). 
By Corollary 3.2, an ergodic set (K) is a closed set (C). 
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Any two ergodic sets in the same chain are disjoint, since once a 
process enters an ergodic set, it can never leave it. 
Hence, any chain with at least two ergodic sets (K) contains at 
least two disjoint closed sets. 
Thus, by definition,' any chain with more than one ergodic set 
(K) is not indecomposable. 
Therefore, by (i) and (ii), a chain containing only one ergodic 
set (K) ^  an indecomposable chain (C). 
Corollary' M-.11. An ergodic chain (K) is an indecomposable chain 
(C). 
Proof, This follows from the fact that an ergodic chain contains 
only one ergodic set (K), and by use of Theorem 4.10.. 
Theorem 4.12. An irreducible chain (G) is an indecomposable 
chain (C). 
Proof. An irreducible chain (G) is an ergodic chain (K) by The-
orum 4.7; and an ergodic chain (K) is an indecomposable chain (C) by 
Corollary 4.11. 
Hence, it follows directly that an irreducible chain (G) is an 
indecomposable chain (C). 
Corollary 4.13. An aperiodic chain (G) is an indecomposable 
chain (C). A periodic chain (G) is an indecomposable chain (C). 
Proof. This follows directly from Theorem 4.12, since both an 
aperiodic chain (G) and a periodic chain (G) are irreducible chains (-G). 
Example 8. Consider the chain represented by the following 
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transition matrix: 
P represents an indecomposable chain (C), since the set - [ , 1 " 
does not contain two disjoint closed sets. 
However, P does not represent an ergodic chain (K), since {S2} 
is a transient set. (An ergodic chain contains no transient sets.) 
This is an example of an indecomposable chain (C) which is not an 
ergodic chain (K), and hence not an irreducible chain (G), and hence 
neither an aperiodic chain (G) nor a periodic chain (G). 
Theorem 4.14. An irreducible chain (C) ^  regular chain (K). 
Proof. By definition, an irreducible chain (C) consists of only 
one class (set), each state in this set having period one. 
This set must be ergodic (K), since every chain must contain an 
ergodic set. 
Furthermore, this ergodic set is regular (K), since every state in 
the set has period one (i.e, this set contains only one cyclic class). 
Hence, an irreducible chain (C)-consists of only one regular set 
(K). 
But this is precisely the definition of a regular chain (K), 
Therefore, an irreducible chain (C) > regular chain (K), since 
both have the same definition. 
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Corollary 4.15. An irreducible chain (C) ^  aperiodic chain (G). 
Proof. This follows directly from Theorem 4.14, since, as pre­
viously proved, an aperiodic chain (G) ^  regular chain (K). 
Theorem 4.16. An irreducible chain (C)(is an irreducible chain 
(G). 
Proof. An aperiodic chain (G) is an irreducible chain (G), since 
an aperiodic chain is defined in terms of a primitive matrix which is 
only defined for an irreducible chain (G). 
Hence, by Corollary 4.15, an irreducible chain (C) is an irre­
ducible chain (G). 
Example 9. Consider the chain represented by the following tran­
sition matrix: 
P represents an irreducible chain (G), since the matrix P is'an 
irreducible matrix. 
P does not represent an irreducible chain (C), since the set of 
all states { s ^ ? S 2 n a s P e r i°d equal to two; i.e., the states s^ and s^ 
each have period two. 
This example shows that an irreducible chain (G) is not neces­
sarily an irreducible chain (C). 
38 
CHAPTER VI 
SUMMARY OF RELATIONSHIPS 
States 
1. Essential state (G) ^  essential state (C) ^  ergodic state (K) 
^ recurrent state (C). 
2. Inessential state (G) is an inessential state (C) ^  transient 
state (K) ^  nonrecurrent state (C). 
3. Absorbing state (K),is an essential state (C) ^  essential state 
(G) V recurrent state (C). 
4. Ergodic state (K) with period one is a positive state (C). 
5. Positive state (C) is an ergodic state (K) ^  essential state (G). 
Sets 
1. Ergodic set (K) ^  minimal set (C). 
2. Ergodic set (K) is a closed set (C). 
3. Closed set (C) is not an open set (K). 
Open set (K) is not a closed set (C). 
5. Transient set (K). is not a closed set (C). 
Chains 
1. Regular chain (K) ^  aperiodic chain (G). 
2. Regular chain (K) is a regular chain (G). 
3. Regular chain (K) is .a proper chain (G). 
4. Ergodic chain (K) ^  irreducible chain (G). 
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5. Cyclic chain (K) ^  periodic chain (G). 
6. Cyclic chain (K) is not a proper chain (G). 
7. Proper chain (G),is not a cyclic chain. (K). 
8. Any chain containing a transient set (K) is a reducible chain 
(G). 
9. Absorbing chain (K) and chains of Types II, III, and IV (K) are 
all reducible chains (G) . 
10. Chain with more than one ergodic set (K) is a reducible chain (G). 
11. Chain with only one ergodic set (K) ^  indecomposable chain (C). 
12. Ergodic chain (K) is an indecomposable chain (C). 
13. Irreducible chain (G) is an indecomposable chain (C). 
14. , Aperiodic chain (G) is an indecomposable chain (C). 
15. Periodic chain (G) is an indecomposable chain (C). 
16. Regular chain (K)> irreducible chain (C). 
17. Aperiodic chain (G) ^ irreducible chain (C). 
18. Irreducible,chain (C) is an irreducible chain (G). 
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