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1. INTRODUCTION 
This paper is a continuation of the study begun in [5]. In [5] we applied 
center manifold theory to critical cases for ordinary differential equations. In 
this paper we extend the theory to certain infinite-dimensional problems. 
2. CENTER MANIFOLDS 
Let 2 be a Banach space with norm 11 . /) . We shall consider an abstract 
equation of the form 
ti = cw + N(w), w(O) E z (2.1) 
where C is the generator of a strongly continuous semigroup s(t) and N: 2 -+ 2 
is C3 with N(0) = 0, N’(0) = 0 (N’ is the Frechet derivative of N). It can be 
shown [l, 21 that, with an appropriate definition of weak solution, a function 
w E C([O, 2’1; Z), T > 0, is a weak solution of (2.1) if and only if w satisfies 
w(t) = S(t) w(0) + Jt qt - s) N(w(s)) ds (2.2) 0 
on [0, T]. A standard argument sgows that there is a unique solution w of (2.2) 
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defined on some maximal interval [0, T*,), T,,, > 0, and that if T,,[ < co then 
lim,,, - 11 w(t)li = co. 
As i: the finite-dimensional case, we make some spectral assumptions about C. 
We assume that 2 = X @ Y, where X is finite dimensional and C-invariant, 
and Y is closed. We also assume that if U(i) is the restriction of S(t) to Y, then 
Y is U(t)-invariant for each t > 0, and that 
where in and B are positive constants. Finally, we assume that the real parts of 
the eigenvalues of A are all zero, where A is the restriction of C to X. 
Let P be the projection on Z with range X such that the range of I - P is Y. 
Let B = (I - P) C and for x E X, y E Y, let f(x, y) = PN(x + y), g(s + y) = 
(I - P) N(.v + y). Equation (2.1) now takes the form 
ff = Ax + f(x, y), 
9 = BY + &,Y). 
(2.3) 
A center manifold for (2.3) is an invariant manifold for (2.3) which is tangent to 
X space at the origin. 
THEOREM 1. There exists a center manifold for (2.3), y = h(x), 1 x 1 < 8, 
where h is C2. 
Theorem 1 is proved in [9] by applying an invariant manifold theorem for 
maps. The theorem can also be proved in exactly the same way as the finite- 
dimensional case, that is, we prove the existence of a center manifold y = h(x), 
xeX, for 
k = Ax + F(x, y), 
jt = By + G&y) 
(2.4) 
where F and G are defined in terms off and g as in the finite-dimensional 
case [SJ. 
Remark 1. We only need assume that N is C2 with uniformly continuous 
second derivative to obtain the existence of a C2 center manifold. More generally, 
if N is Ck, k > 2, with uniformly continuous kth derivative, then it can be 
shown that (2.3) has a f? center manifold [9]. 
Remark 2. The flow on the center manifold may be represented by the 
ordinary differential equation on X, 
zi = Au + f (11, h(u)). (2.5) 
In general, if y(0) is not in the domain of B, then y(t) will not be differentiable. 
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However, on the center manifold y(t) = h&(x(t)), so that y is differentiable with 
j(t) = h’@(t)) 2(t). 
Remark 3. Using the invariance of h and proceeding formally, we have that 
44 [Ax + f(X, W)l = Be) + g(x, h(d). (2.6) 
We must prove that h(x) is in the domain of B to obtain (2.6). 
To prove that h(x,) is in the domain of B, it is sufficient to prove that 
lim u(t) h(xO) - h(JCO) 
two+ t 
exists. Let x(t), y(t) = h@(t)) be the solution of (2.3) with X(O) = x0. Then 
30) = W) Q,) + 1’ u(t - s)g@(s),>(s)) d . 
‘0 
By remark 2, y(t) is differentiable, so it is sufficient to prove that 
it?+ t-’ j t u(t - 4 g(.+), Y(S)) ds 
0 
exists. Using the fact that g is smooth and u(t) is a strongly continuous semi- 
group, it is easy to show that the above limit exists. This shows that i++,) is in 
the domain of B. 
We now show that all the information concerning the asymptotic behavior of 
small solutions of (2.3) is contained in (2.5). 
THEOREM 2. (a) Suppose that the zero solution of (2.5) is stable (asymptotic- 
ally stable) (unstable). Then the zero solution of (2.3) is stable (asymptotically 
stable) (unstable). 
(b) Suppose that the zero solution of (2.5) is stable. Let (w(t), y(t)) be a solu- 
tion of (2.3) with Ij(x(O), y(O)11 sz@cientZy small. Then there exists a solution u(t) of 
(2.5) such that as t -+ co, 
x(t) = u(t) + O(ec*), 
y(t) = h(u(t)) + O(e+) 
(2.7) 
where y > 0. 
Proof of Theorem 2. The proof of Theorem 2 is a modification of the proof 
of the corresponding result for finite-dimensional systems [8]. It is obvious that 
if the zero solution of (2.5) is unstable then the zero solution of (2.3) is unstable. 
We shall assume from now on that the zero solution of (2.5) is stable and that 
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l@(O), y(O)11 is sufficiently small. We shall prove that representation (2.7 
where x(t), y(t) is the solution of (2.4) through x(O), y(0). Since F and G 
with f and g in a neighborhood of the origin, this will prove Theorem 
divide the proof into two steps. 
I. Let u,, E X, x,, E Y be sufficiently small and let u(t) be the solu 
(2.5) with u(0) = q, . We prove that there exists a solution (x(t), y(t)) a 
with y(O) - h(x(0)) = z,, and x(t) - u(t), y(t) - h(u(t)) exponentially sr 
t--t Co. 
II. Step I gives us a mapping from a neighborhood of the origin in 
2 defined by T(z10 , q,) = (q, , z,,), where x(0) = x0 . For Il(.v,, , z,)l] suffi 
small we prove that (q, , zO) is in the range of 7’. 
I. Since solutions of (2.5) are stable, if U, is sufficiently small, 
Ii = Au + F(u, h(u)). 
Let r(t) = x(t), z(t) = y(t) - h(x(t)), where (.x(t), y(t)) is a solution of 
Then using (2.8), 
/ = Ar + qr, z), 
where 
2 = Bz + K(Y, z), 
H(y, x> = F(zc + r, z -t h(u + r)) - qu, h(u)), 
K(Y, x) = h’(zi + Y) [ F(ZJ -t r, h(u + r)) - F(u + +, z + h(u + r)) 
+ G(u + r, .z + & + r)) - G(u + r, h(u + I)). 
We now rewrite (2.9), (2.10) as a fixed-point problem. For a > 0, let E 
set of continuous functions T: [0, ‘x)) - X with 1 r(t) eat 1 < 1 for all t 1 
II f- II& = SUP0 WI eat: t > 0}, then E is a complete space. For Y E E, 1 
be the solution of (2.10) with z(0) = z, and define a mapping Q by 
(Qr) (Q = - Jtrn e A+S’[A,r(~) + H(r(s), z(s))] ds, 
where -4 = A, + -4, with -4, nilpotent. If r is a fixed point of Q, then 
u(t) + r(t) and y(t) -Z z(t) + h(z(t)) is a solution of (2.4) with x(t) - UI 
y(t) - h(u(t)) exponentially small as t - cc. 
Straightforward estimates show that if a is small enough, then Q is 
traction on E. The fixed point r depends continuously on or, and a,, . 
II. The mapping T is a compact perturbation of the identity, SC 
prove that T is one-to-one, it follows from the Invariance of Domain Tl 
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[4] that T is an open mapping. Since T(0, 0) = (0, 0), this is sufficient to 
complete step II. 
To prove that T is one-to-one, it is sufficient to prove that if 
110 + y(O) = Ul + r,(O) (2.11) 
then u. = ur and r(O) = ~~(0). If (2.11) holds then the initial values for x and y 
are the same, so that by uniqueness of solutions of (2.4), u,(t) $- r(t) = z+(t) + 
rl(t) for all t > 0, where u,(t) is the solution of (2.5) with ~~(0) = Ui . By Con- 
struction, r(t) and yl(t) are exponentially small as t -+ co. Since the real parts of 
the eigenvalues of A are all zero, lim,,, j uo(t) - ur(t)\ 8 = CO for any E > 0, 
unless u,(t) G u,(t). This proves that T is one-to-one as required. 
We now give a result which allows us to approximate the center manifold. 
Define M by 
W#) (4 = +Yx) [Ax + f(x, $)I - Jve4 - & 4w, (2.12) 
wherz +: X -+ Y, x E X, the domain of M being the set of 4 for which the right- 
hand side of (2.12) is defined. Note that by remark 3, (M/z) (KC) = 0. 
THEOREM 3. Let 4 be a C’ map from a neighborhood of the origin in X into Y 
such that#(O) = O,+‘(O) = 0 and+(x) E D(B). Suppose that as x -+ 0, (M+) (x) = 
O(l x I*), q > 1. Then as x 40, )I h(x) - #(x)11 = O(l x I”). 
Theorem 3 is proved in exactly the same way as the corresponding result in 
finite dimensions. 
Remark 4. Theorems l-3 hold much more generally than stated here. For 
example, if we have a system which generates a (nonlinear) semigroup T(t, x) 
such that the map t -+ T(t, x) is smooth for each fixed t, then under appropriate 
assumptions on the linearized problem, it was proved in [9] that a center 
manifold exists. Results similar to Theorem 3 have been proved by Hale [6] 
for neutral functional differential equations and by Henry [7] for parabolic 
equations. 
3. APPLICATION TO A NONLINEAR BEAM EQUATION 
In this section we shall apply our theory to the initial-boundary value problem 
vtt + vt + %%zx - [B + CV4 jol k& W ds] vzx = 0, (3.1) 
with v = v zz = 0 at x = 0, 1 and given initial conditions v(x, 0), v,(x, 0), 
0 < x < 1. The above equation is a model for the transverse motion of an 
elastic rod with hinged ends. In (3.1) v is the transverse deflection and /3 is a 
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constant. The above model has been studied in [3]; in particular, when /3 = 
-?r2, the zero solution of (3.1) is asymptotically stable. However, in this case the 
asymptotic behavior of solutions depends on the nonlinear terms and no rate of 
decay estimates were obtained. 
We first formulate (3.1) as an equation on Hilbert space. We shall write ‘ for 
space derivatives and we denote time derivatives by a dot. Define A, by &ZI = 
V “11 - pq.Jn, D&4,) = {v E H4(0, 1): v, v” E H$,O, 1)). Then -4, is a positive 
self-adjoint operator and O(@“) = H2(0, 1) n Hi(O, 1). Let 2 be the Hilbert 
space 0(/l:‘“) x L2(0, 1) with the norm il(rul , w2)l12 = 1 AQ/2~, I2 + 1 w2 12, 
where / I is the norm on L2(0, 1). Then (3.1) can be rewritten as 
22 = cw + N(w), (3.2) 
where Cw = (w2, Jaw, - w2), N(w) = (N1(w), N2(w)). N1(w) = 0, N2(w) = 
(21974) 1 w; (2 w; . If C is defined by Cw = (w2, B,w,), then C is skew self- 
adjoint and C - C is a bounded linear operator. Hence C generates a strongly 
continuous group. It is easy to check that N is a C” map from 2 into 2. 
We now set ,!? = ---r2. An easy calculation shows that if h, , n = I, 2,..., 
are the eigenvalues of C, then X, = 0 and Re(/\,) < 0 for n = 2, 3,.... Also, 
Cu, = 0, where ui(x) = [I, O]r sin rrx. In order to find the decomposition into 
C-invariant subspaces. we note that Cu, = -u2 , where z+(x) = [ 1, - l]r sin nx, 
and that all the other eigenspaces are spanned by elements of the form 01, sin ox, 
n > z, where OL, E Iw2. Let S = span(u,), F’ = span(u, , u2), Y = span(u,) 0 
V’-. Define P: 2-t X by 
where for j = 1, 2, 
Wj(x) = 2 sin 7rx I (1 wj s sin xs ds. ‘0 
Equation (3.2) now takes the form 
su, = PN(su, -t y), 
j = By + (I- P) N(su, + Y), 
(3.3) 
where we have set err = sui + y, s E aB, y E Y, and B = (I - P) C. An easy 
calculation shows that the group generated by B is Y-invariant and that all the 
eigenvalues of B have negative real parts. By Theorem I, (3.3) has a center 
manifold, y = h(s), h(O) = 0, h’(0) = 0, h: (-8, 8) + Y. By Theorem 2, the 
equation which determines the asymptotic behavior of solutions of (3.3) is 
the one-dimensional equation 
su, = PN(su, + h(s)). (3.4) 
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Set (M+) (s) = b’(s) PN(su, + d(s)> - W(s) - (I- f’) N(su, + $(s)). To apply 
Theorem 3, we must choose +: Iw -+ Y such that (AI+) (s) is small. To find 4 we 
evaluate (A@) (s) when 4(s) (x) = OL~(S) u&) + xz=, (Y,,(S) sin mrx, where 0~~ E lF! 
and OL, E R2, n > 2. Since the nonlinearities in (3.3) are cubic, h(s) = O(s3) 
and so we suppose that or,(s) = O(s3) f or all n. We then choose 01, so that the 
coefficient of the s3 term in (A@) ( ) s is identically zero. The result of these 
calculations is that if 4(s) = s3u2 then (M+) (s) = O(?) so that by Theorem 3, 
h(s) = s3ua + O(9). Equation (3.4) now takes the form Su, = PN(su, + S3u, + 
O(s5)) or 
s = -(s + s3 + O(s5))3. (3.5) 
This is the same equation that occurred in [5, Example 3.1 with a = 01, so that 
if s(t) is not identically zero, 
44 = + [& t-1’2 - q& t-1’2 log r + Ct-3’2 + ,(t-3/a)] , (3.6) 
where C is a constant. Hence, either O(X, t) tends to zero exponentially fast or 
w(x, t) = s(t) sin KC + O(s3), where s is given by (3.6). 
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