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Abstract
Recent breakthroughs in semantic segmentation meth-
ods based on Fully Convolutional Networks (FCNs) have
aroused great research interest. One of the critical issues is
how to aggregate multi-scale contextual information effec-
tively to obtain reliable results. To address this problem, we
propose a novel paradigm called the Chained Context Ag-
gregation Module (CAM). CAM gains features of various
spatial scales through chain-connected ladder-style infor-
mation flows. The features are then guided by Flow Guid-
ance Connections to interact and fuse in a two-stage pro-
cess, which we refer to as pre-fusion and re-fusion. We fur-
ther adopt attention models in CAM to productively recom-
bine and select those fused features to refine performance.
Based on these developments, we construct the Chained
Context Aggregation Network (CANet), which employs a
two-step decoder to recover precise spatial details of pre-
diction maps. We conduct extensive experiments on three
challenging datasets, including Pascal VOC 2012, CamVid
and SUN-RGBD. Results evidence that our CANet achieves
state-of-the-art performance. Codes will be available on
the publication of this paper.
1. Introduction
Semantic segmentation is a vital task in computer vi-
sion, aiming to assign corresponding semantic labels to
each pixel in images. It has fundamental applications
in the fields of automatic driving [9, 44], medical im-
age [45], augmented reality, etc. Fully Convolutional Net-
works (FCNs) [40], originating from deep convolutional
neural networks (DCNNs) [32, 30, 21, 49, 52, 24] for im-
age classification, achieve optimal performance in this task.
They produce dense predictions by replacing fully con-
nected layers with convolutions. FCNs [40] gain increas-
ing receptive field and high-level contexts through cascaded
convolutional and pooling layers. However, the continu-
ous downsampling process causes the loss of spatial details,
resulting in poor object delineation and small spurious re-
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Figure 1. Some visualized predictions on CamVid test set. First
row: input images. Second row: ground truth. Third row: pre-
dictions of FCN (baseline). Fourth row: predictions of CANet
(ours). Both FCN and CANet are based on ResNet50. Because
of the capability to capture multi-scale contextual information,
CANet is able to ameliorate poor object delineation and small
spurious regions. For example, in image “0001TP 009030” and
“Seq05VD f03510”, FCN mistakes some pixels of cars for build-
ings and completely confuses fences with buildings, respectively.
Meanwhile, taking advantage of the decoder, CANet obtains more
sharper segmentation boundaries such as poles.
gions. Figure 1 presents some examples. In summary, the
paradox between semantics and spatial details is a signifi-
cant predicament of DCNN approaches.
Combining dilated/atrous convolutions [4, 63] and con-
text modules [68, 20, 66, 5, 6, 7, 65] becomes a popular
alternative to reconcile the above contradiction. The dilated
convolution can increase the receptive field while main-
taining feature maps’ resolutions without extra parameters.
However, it suffers from the gridding dilemma [56], relin-
quishing part of the neighboring information that is also es-
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sential for elaborate semantic segmentation on account of
all pixels interacting with surrounding ones to make up ob-
jects and form local contexts. Context modules remedy this
problem in some way. They are designed to join feature
maps of various but larger receptive field to exploit both lo-
cal and global contexts. Global cues help to understand the
entire image scene and to some extent, reject the ambiguity
caused by similar local objects, e.g. cars instead of ships are
more likely to show up in a city scene.
Consequently, semantic segmentation needs to aggregate
multi-scale features and balance local contexts and global
cues [17], which is beneficial to segmenting objects of in-
consistent spatial scales, like pedestrians and buildings in
Figure 1. Most existing methods [68, 5, 6, 7, 20] adopt
a parallel context module design that encodes contextual
information through separate convolutional paths and fuse
them in a specific stage at a time. Besides, stacked encoder-
decoder structures [15, 41] are also employed to exploit
contextual information, which can be considered as an in-
series context module where the ladder features exclusively
depend on the previous. HRNet [51] is a further devel-
oped network and provides multi-scale context aggregation
at high resolution.
To enhance highly flexible aggregation of multi-scale
contextual information, we propose a novel paradigm
termed the Chained Context Aggregation Module (CAM),
as illustrated with the red dashed box in Figure 2. CAM
combines the advantages of in-series and parallel context
modules. More specifically, CAM captures features of var-
ious scales at different levels and aggregates them in stages
by the chain-connected ladder-style information flows. The
Global Flow (GF) makes use of the shared features encoded
by the backbone network to obtain global receptive field,
which is advantageous to establish a perception of the en-
tire image scene and reduce mislabeled pixels of similar ob-
jects. Differently, inputs of the Context Flow (CF) consists
of two parts: the shared features and the output features of
upper flow. Stacked convolutional and pooling layers with
various strides are adopted within CFs to exploit local con-
texts of individual scales. We name the process pre-fusion.
Different information flows obtain feature maps of differ-
ent spatial scales and they are then aggregated by Residual
Connections, which we name as re-fusion. We further apply
attention models to perform recombination and selection
on the multi-scale features for refining the segmentation
results. After the two-stage context aggregation, the final
fused feature map encodes rich contextual information that
is deciding for accurate segmentation. Besides, we adopt a
simple yet capable two-step decoder to recover more spa-
tial details during upsampling, as shown by the blue dashed
box in Figure 2. It enhances the semantics of low-level fea-
tures without spatial loss by the adapted Global Convolu-
tional Network (AGCN) and makes them harmoniously fuse
with high-level contexts. Finally, we construct the Chained
Context Aggregation Network (CANet) for semantic image
segmentation and conduct extensive experiments on three
challenging datasets whose results demonstrate the validity.
We conclude the critical contributions as follows:
• We propose the Chained Context Aggregation Mod-
ule (CAM) to enable sufficiently flexible and power-
ful aggregation of multi-scale contexts in a two-stage
process, which remarkably improves the segmentation
performance.
• We further utilize attention models in CAM to fuse
those multi-scale features efficiently and refine the re-
sults.
• A simple decoder is manipulated to restore fine spatial
details during upsampling.
• We construct a generalized framework termed the
Chained Context Aggregation Network (CANet) and
achieve impressive results on the benchmarks of Pas-
cal VOC 2012, CamVid and SUN-RGBD.
2. Related Work
With increasing applications of deep learning methods
to semantic segmentation in recent years, the task has made
breakthroughs on benchmarks. We briefly review related
research works in this section.
Encoder-decoder. Encoder-decoder structures have been
successfully applied in semantic segmentation. Typically,
they contain an encoder that downsamples the input image
to obtain high-level semantics and a decoder that gradually
restores the resolution to classify every pixel. Both Seg-
Net [2] and UNet [45] utilize a symmetric decoder to obtain
fine-recovered predictions. GCN [43] and RefineNet [35]
are further developments with carefully designed decoders.
SDN [15] exploits contextual information by stacking mul-
tiple encoder-decoders. Deconvolution [42] and DUpsam-
ple [53] employ upsampling strategies different from bilin-
ear interpolation as decoders to achieve better results.
Spatial information. FCN [40] based methods obtain
high-level semantics through downsampling operations at
the expense of spatial details. Yu and Koltun [63] de-
velop dilated convolutions to reduce spatial loss during en-
coding and achieve excellent results. Following this idea,
PSPNet [68], Deeplab v3+ [7], APCNet [20], DANet [13]
and CFNet [66] all apply dilated convolutions in the back-
bone network to maintain the resolution of feature maps.
FRRN [44] and HRNet [51] employ residual streams to
serve the purpose. Another idea [43] is to utilize large-
kernel convolutions to increase the receptive field quickly.
Multi-scale context. At the top of the backbone network,
PSPNet [68] and Deeplab [5, 6, 7] employ parallel in-
formation flows to perceive multi-scale features by differ-
ent pooling strides and dilated rates respectively. APC-
Net [20], DANet [13] and CFNet [66] take advantage of at-
tention models to obtain various context information. Based
on the U-shape structure, RefineNet [35], LFNet [62] and
GCN [43] achieve a productive fusion of hierarchical fea-
tures. DFANet [33] implements an in-depth aggregation of
hierarchical features by cascading multiple encoders. Be-
sides, Recurrent Neural Networks (RNNs) are also devel-
oped to capture long-range dependencies [47, 12].
Attention mechanism. The core idea of attention mecha-
nism is to assign distinctive attention weights to different
parts of the input, just like people focusing on attractive
parts of the input features. Like the non-local block [57] in-
troducing self-attention [54] into computer vision, various
types of attention mechanisms [26, 1, 23, 34, 59, 16] play
an increasingly important role in this field. Methods with
attention models for semantic segmentation [20, 65, 13, 12,
64, 25] also further improve the performance.
3. Method
We propose the Chained Context Aggregation Network
(CANet) to enable flexible capturing and aggregation of
multi-scale contextual information and to explore its im-
provement for semantic segmentation. We elaborate on this
network in this section.
3.1. Network Overview
Our Chained Context Aggregation Network (CANet)
adopts an asymmetric encoder-decoder architecture. The
backbone network employs dilated ResNet [21, 5, 68] and
the output feature maps {Ci}i=1,2,3,4 of each residual mod-
ule have strides {4, 8, 8, 8} respectively, compared with the
input image. Figure 2 depicts the overview of CANet. In
particular, following He et al. [22], we replace the origi-
nal 7 × 7 convolution with three stacked 3 × 3 convolu-
tional layers. Here supplanting the ResNet with other net-
works is straightforward. At the top of the backbone lies the
carefully designed Chained Context Aggregation Module
(CAM), expecting to exploit multi-scale contextual features
effectively and aggregate them flexibly to improve segmen-
tation performance for objects of various spatial scales. Fi-
nally, a two-step decoder is adopted to upsample the predic-
tion maps to present the classification confidence for each
class at every pixel. CANet utilizes bilinear interpolation as
a naive upsampling strategy.
3.2. Chained Context Aggregation Module
The Chained Context Aggregation Module (CAM), as
illustrated by the red dashed box in Figure 2, is the critical
part of CANet to aggregate multi-scale contextual informa-
tion. Based on the shared features encoded by the back-
bone network, CAM further exploits semantic relations of
different spatial scales through Global Flow (GF) and Con-
text Flows (CFs). They are joined through Flow Guidance
Connections to interact and fuse. CF firstly pre-fuse two
different-scale features coming from the backbone and up-
per information flow. CAM then re-fuse features of vari-
ous scales obtained by GF and CFs under the guidance of
Residual Connections to enrich contextual information and
serve for precise predictions of each pixel’s label. We can
see that during the above process, the context obtained by
a lower information flow does not entirely depend on that
of the upper. It is the two-stage feature exploitation that
enables flexible multi-scale context aggregation. Besides,
we employ attention models to re-weigh the features at spa-
tial and channel domains sequentially to promote the future
aggregation and refine the final segmentation results. The
main components of CAM are described below.
Global Flow. Practices [68, 6, 66, 38] have witnessed that
global pooling feature can provide global receptive field as
a reliable cue to distinguish confusing objects. In CAM, it is
obtained by applying global average pooling on the shared
feature map of the backbone network, which we refer to as
the Global Flow (GF). Figure 3(a) depicts its details.
Context Flow. We propose Context Flows (CFs) to ex-
ploit local contexts of different receptive field as shown
in Figure 3(c). CF is the spotlight where pre-fusion oc-
curs. Inputs of a CF are composed of the shared fea-
tures obtained by the backbone and the features of the up-
per information flow. We devise a Context Fusion Module
(CFM) to fuse them effectively. More specifically, given the
two inputs of different spatial scales, CFM firstly concats
them in the channel dimension and downsampling N times
through an average pooling layer that also lessens computa-
tion cost. The following two consecutive convolutional lay-
ers can eliminate the aliasing effect and further enlarge the
receptive field, where group convolutions and channel shuf-
fle [67] are adopted to diminish model parameters. Then the
spatial-attention based Context Refinement Module (CRM)
refines the fused features, which is specified in the later sub-
section. Finally, CF upsamples the output to the same size
of the input. Note that we set the number of output feature
maps of the two group convolutions to 768.
Flow Guidance Connections. GF and CFs with different
downsampling rates are proposed to obtain global and local
contexts of various spatial scales respectively. We propose
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Figure 2. Overview of our proposed CANet. Given an input image, we first adopt a DCNN to encode a shared feature map, then the
carefully designed Chained Context Aggregation Module (CAM) is applied to enrich multi-scale contexts, followed by a two-step decoder
to get the final per-pixel prediction. “N×” indicates the output stride of the feature map and “×N up” meansN -time upsampling operation.
Shortcut connections, Chained Connections and Residual Connections are collectively called Flow Guidance Connections.
Flow Guidance Connections to unite GF and CFs to en-
hance feature delivering and interaction, and enrich multi-
scale contextual information. Specifically, Flow Guidance
Connections include Shortcut Connections, Chained Con-
nections and Residual Connections, as separately depicted
by the purple, blue and green arrows in Figure 2. Short-
cut Connections let CAM reuse the output features of the
backbone network. They not only efficiently promote the
acquisition of multi-scale contexts but also reduce model
parameters. Since GF and CFs have distinct receptive field,
Chained Connections are designed to guide the pre-fusion
and magnify the flexible feature fusion between them. Fi-
nally, Residual Connections serve as ushers of the re-fusion
process. It also alleviates gradient vanishing caused by the
CAM increasing the network’s depth, which is contributory
to model convergence. The re-fused feature map is then fed
into Feature Selection Module (FSM) to perform recombi-
nation and selection of advantageous features.
Different combinations of different quantity and down-
sampling rates of CFs make up diverse CAMs to exploite
multi-scale contexts. It is another embodiment of the flex-
ibility of CAM besides the two-stage aggregation mecha-
nism. Figure 4(a) provides a possible combination where
the information flow symbolized by the black dotted arrow
makes up a stack of multiple shallow encoder-decoders that
can be regarded as a particular case of SDN [15].
3.3. Attention-guided CAM
From the above elaboration, we can grasp that GF and
CFs are capable of encoding a variety of contexts. Al-
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Figure 3. Detailed components of CAM. “N× down” means N -
time downsampling of the inputs by average pooling layer, while
“×N up” means N -time upsampling operation. GConv and
CShuffle are shorthand for Group Convolutions and Channel Shuf-
fle respectively. ⊕ and ⊗ represents element-wise summation and
element-wise product, respectively.
though diverse contextual information is beneficial for deli-
cate semantic segmentation, it also poses challenges for fea-
ture aggregation. Therefore, we adopt a spatial-attention
based Context Refinement Module (CRM) and channel-
attention [23, 34] based Feature Selection Module (FSM)
to facilitate the pre-fusion and re-fusion process in CAM,
respectively. Within a CF, CRM re-weighs the multi-scale
feature of every pixel to improve the representation of con-
textual information at the spatial level, promoting the fea-
ture pre-fusion. Meanwhile, features for re-fusion contain a
variety of contextual scales, so we propose FSM to magnify
advantageous features and suppress the useless or harmful
at the channel level. Both attention models not only pro-
mote the fusion of features of different scales but also help
to balance their effect on the segmentation results. Exper-
iments in Section 4 demonstrate their refinement on final
predictions.
Context Refinement Module (CRM). Assume the out-
put feature map of CFM in the ith CF is Xi, and
{xqi,j}q=1,2...,Q represents the pixel feature of the qth fea-
ture map at position j. Note that Q is a constant for allXi,
which is empirically set to 768 in this paper. We re-weigh
the original pixel feature as
zqi,j = x
q
i,j + r
q
i,j · xqi,j (1)
where zqi,j is the re-weighted feature of the qth feature map
at position j. All zqi,j make up the re-weighted feature map
Zi. r
q
i,j ∈ (0, 1) is the corresponding attention weight for
each pixel. For different images, rqi,j should have different
values that characterize the importance of the pixel feature
at the corresponding position. In other words, it should be
calculated by learnable parameters. Let Ri represent all
attention weights, and we calculate it by
Ri = Fspatial(Xi,W ) = σ(f(δ(f(Xi,W1)),W2)) (2)
where Fspatial(·, ·) is the spatial-attention function and
f(·, ·) denotes convolution. σ and δ refer to the Sigmoid
and ReLU function respectively. W1 ∈ RQS ×Q and W2 ∈
RQ×
Q
S are both learnable weights, where s is set to 16
for reducing computation cost and model parameters. We
implement this formulated spatial-attention model by the
structure shown in Figure 3(c). The bottleneck composed
of two 1 × 1 convolutional layers computes the attention
weights that re-weigh features of each pixel. The cooper-
ation between CRM and CFM promotes the pre-fusion of
two different-scale features that are concurrently fed into a
CF. The re-weighted features are also beneficial to the re-
fusion of features encoded by different information flows.
Feature Selection Module (FSM). Let G be the global
pooling feature obtained by GF, andU the aggregation fea-
ture map of GF and CFs, then
U = Fbilinear (G) +
∑
i
Fbilinear (Zi) (3)
where Fbilinear represents the bilinear interpolation func-
tion. The resulting U aggregates rich semantic information
of multiple scales. They are then effectively recombined
and selected by FSM, whose details are illustrated in Fig-
ure 3(b). During forward propagation, we first projectU by
a 3× 3 convolution to eliminate the aliasing effect and fur-
ther expand the receptive field. Then a global average pool-
ing layer and a 1×1 convolution are applied to compute the
attention weights on channel dimension, which contributes
to amplifying the advantageous features of U . The 3 × 3
convolution contains an activation layer and a normalization
layer unifying feature scales and helping to obtain attention
scores of the same scale. We formulate the above process
as follows:
U ′ = f(δ(FBN (U)),W3) (4)
U˜ = U ′ ⊗ σ(FBN (f(FGAP (U ′),W4))) (5)
where FBN and FGAP represent the normalization layer
and global average pooling layer, respectively. W3 andW4
are both learnable parameters. ⊗ represents element-wise
product. U˜ is then upsampled by the decoder to obtain pre-
dictions.
3.4. Decoder
In convolutional networks, each layer handles diverse in-
formation. Low-level layers usually have more positional
information and high-level ones hold more semantics. Both
positions and semantics play a pivotal role in semantic seg-
mentation. Therefore, this paper employs a simple two-step
decoder to explore the semantic relations between high- and
low-level features, and further fuse them to provide abun-
dant semantic and positional clues for semantic segmenta-
tion. During decoding, the output feature map of CAM is
first upsampled two times to blend with low-level features
of the same resolution and then upsampled four times to
the resolution of the input image using bilinear interpola-
tion. Deeplab v3+ [7] adopts just a 1 × 1 convolution to
project low-level features. However, inspired by the idea
of large-kernel, we introduce an adapted Global Convolu-
tional Network, which we refer to as AGCN, to polish se-
mantic expressiveness without loss of resolution. It enables
low-level positions harmoniously fuse with high-level se-
mantics. Figure 4(b) illustrates the AGCN design. Refer
to [43] for more details.
4. Experimental Results
We conduct extensive experiments on Pascal VOC
2012 [11], CamVid [3], and SUN-RGBD [50] to evaluate
the performance of our proposed CANet. All results are ob-
tained with multi-scale and flipping skills if not specified.
We adopt the standard benchmarks, pixel accuracy (PA) and
mean intersection over union (mIoU), as the evaluation met-
rics. We use only mIoU on Pascal VOC 2012 for the com-
mon convention.
GC
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a)  An example of CFs b) AGCN
Figure 4. a) One possible combination of GF and CFs. “N×”
indicates the down-sampling rate of the pooling layer in CFs. b)
Skip connection in decoder that employs large-kernel convolutions
adapted from Global Convolutional Network, which we referred to
as AGCN.⊕ is element-wise summation.
4.1. Implementation Details
Our experiments are based on the deep learning frame-
work Apache MXNet [8] and we borrow the structure and
ImageNet [46] pre-trained model parameters of the back-
bone ResNet from the open-source toolkit GluonCV [22,
18]. As mentioned above, we set the dilate rates of back-
bone’s last two residual modules to 2 and 4 respectively.
Thus the resolution of backbone’s final output feature map
is 1/8 of the input image. A two-step bilinear interpola-
tion decoder recovers the resolution for predicting seman-
tic labels of each pixel. Following prior works [20, 66],
we use the poly learning rate policy lr = baselr × (1 −
iter
total iter )
power and set the power to 0.9. The initial learn-
ing rate is 0.001 for all three datasets. We use the standard
mini-batch stochastic gradient descent (SGD) as the opti-
mizer and set momentum to 0.9. To prevent over-fitting,
we set the weight decay to 1e-4 for Pascal VOC 2012 and
SUN-RGBD, and 1e-3 for CamVid. For data augmenta-
tion, we first flip input images with a probability of 0.5
and randomly scale them from 0.5 to 2.0 times. Then we
crop the images with padding if needed. Finally, a random
Gaussian blur is added. Since appropriate crop size influ-
ences the model performance, we empirically crop images
to 512 × 512 for Pascal VOC 2012 and SUN-RGBD, and
360× 360 for CamVid.
Since CAM and the decoder further deepen CANet, here
we employ two additional auxiliary loss functions to bet-
ter supervise the network training, namely deep supervi-
sion [55]. The joint loss function is defined as follows:
L = Lp + λ1Lu + λ2Lc (6)
Backbone CFs mIoU(%)
ResNet50 None(baseline) 70.48
ResNet50 {2} 78.47
ResNet50 {2, 2} 78.09
ResNet50 {2, 4} 78.06
ResNet50 {2, 2, 2} 78.26
ResNet50 {2, 4, 4} 78.36
ResNet50 {2, 4, 8} 78.03
ResNet50 {2, 2, 2, 2} 79.17
ResNet50 {2, 4, 8, 12} 78.01
ResNet50 {2, 2, 2, 2, 2} 77.94
ResNet101 {2, 2, 2, 2} 81.57
Table 1. Investigation of the quantity and down-sample rates of
CFs. {d1, d2, , dn} means there are n CFs chain-connected from
top down, and the downsampling rates are d1, d2, ..., dn respec-
tively. For fair comparison, baseline here adopts auxiliary loss
using theC3 feature map whose balance coefficient is set to 0.5.
where Lp represents the principal loss to supervised the en-
tire network. Lu and Lc are two auxiliary losses, which
are calculated by the aggregation feature map U described
in Section 3.3 and C3 in Section 3.1, respectively. They
mainly supervise the training of CAM and the backbone
network. All loss functions are pixel-wise softmax cross-
entropy loss. λ1 and λ2 are adopted to balance the training
process, and we set both to 0.5. We do not use the auxiliary
outputs when inference.
4.2. Results on Pascal VOC 2012
Pascal VOC 2012 [11] contains 1464, 1449 and 1456
images for training, validation and testing, respectively. All
images are pixel-wise labeled with 21 semantic classes, one
of which is background. Following prior works, we aug-
ment the training set with SBD dataset [19] for experiments,
resulting in 10582 images for training.
We first perform sound ablation studies on Pascal VOC
2012 validation set to evaluate the benefits of key com-
ponents in CANet as well as to explore the improve-
ment of different combinations of GF and CFs on the seg-
mentation results. Our baseline is dilated ResNet based
FCN [40, 21, 5]. All ablation results are based on single
scale inputs and without MS-COCO [37] pre-training and
fine-tuning on the original dataset.
Ablation for the quantity and down-sampling rates
of CFs. We believe that different quantities and down-
sampling rates of CFs contribute to capture different contex-
tual information of objects with various scales. Figure 4(a)
gives a possible example of CFs. We conduct some ex-
ploratory experiments on this and Table 1 reports the re-
sults. It can be seen that: 1) Compared to the baseline FCN,
Ablation Components mIoU(%)
None(baseline) 69.97
AL(baseline) 70.48
GF&CFs 78.58
GF&CFs+CRM 78.69
GF&CFs+FSM 78.72
GF&CFs+CRM+FSM 78.80
GF&CFs+CRM+FSM+Decoder(1x1 Conv) 78.94
GF&CFs+CRM+FSM+Decoder(AGCN) 79.03
GF&CFs+CRM+FSM+Decoder(AGCN)+AL 79.17
Table 2. Ablation results of key components and auxiliary loss
(AL) stated in Sec. 4.1. The backbone network is ResNet50.
the segmentation performance is greatly improved no mat-
ter what combination of CFs is. And the {2,2,2,2} achieves
the best with an 8.69% mIoU improvement. 2) The increase
of CF’s quantity within the range of 1 ∼ 4 brings more
multi-scale features hence improves the performance. How-
ever, the performance degrades noticeably when the number
goes beyond 4. 3) Different combinations of CFs introduce
performance perturbation. 4) A deeper backbone network
further enhances the performance. We employ the {2,2,2,2}
in the following experiments.
Ablation for key components and auxiliary loss. We
show the effectiveness of key components in CANet by
adding them on baseline one by one. The experimental re-
sults are listed in Table 2. We can see that: 1) The chained-
connected ladder-style information flows, i.e. GF&CFs, can
significantly improve the semantic segmentation perfor-
mance, from mIoU 69.97% to 78.58%. 2) Attention mod-
els CRM and FSM proffer minor enhancement. When they
work together, the enhancement enlarges. 3) The decoder
brings more spatial details, thus refine the results. 4) For
both baseline and CANet, the use of auxiliary loss is bene-
ficial to the model convergence.
Ablation for Global Flow. We validate the benefits of GF
in obtaining global receptive field and rejecting local ambi-
guities based on different backbone networks. The upper-
most CF takes only the shared features as input when there
is no GF. Table 3 shows the results and Figure 5 visualizes
some comparisons. Results indicate that GF has a notice-
able improvement in semantic segmentation performance,
which is beneficial to subduing misclassification of similar
local pixels.
Comparisons with State-of-the-Arts. We conduct experi-
ments on the testing set to compare with other SOTA meth-
ods. We adopt the ImageNet [30] pre-trained ResNet101 as
the backbone. CANet is first pre-trained on the augmented
dataset, then fine-tuned with the original trainval images.
Results based on multi-scale and flipping testing skills are
Figure 5. Some visualized comparisons with baseline FCN on Pas-
cal VOC 2012 validation set. First row: input images. Second
row: ground truth. Third row: predictions of FCN (baseline).
Fourth row: predictions of CANet without GF. Fifth row: pre-
dictions of CANet without attention models, i.e. CRM and FSM.
Sixth row: predictions of CANet. Both FCN and CANet are based
on ResNet50. It can be noticed that CANet introduced much less
mislabeled pixels and get more sharper segmentation boundaries.
Due to the ability of full scene understanding and selection of ben-
eficial features respectively, GF and attention models help to elim-
inate local ambiguity.
Backbone GF mIoU(%)
ResNet50 × 77.90
ResNet50 X 79.17
ResNet101 × 80.32
ResNet101 X 81.57
Table 3. Investigation with different backbones on the importance
of Global Flow which captures global pooling features.
reported in Table 4. Our CANet achieves mIoU 84.7% and
outperforms all existing approaches. Additionally, when us-
ing MS-COCO [37] pre-training, we obtain mIoU 87.2%.
4.3. Results on CamVid
CamVid [3] is a street scene dataset that contains both
light and dark conditions. The distinction between CamVid
and Pascal VOC 2012 [11] lies in the former’s more com-
plicated scenes and more substantial inconsistency in spa-
Method aero bike bird boat bottle bus car cat chair cow table dog horse mbike person plant sheep sofa train tv mIoU(%)
FCN [40] 76.8 34.2 68.9 49.4 60.3 75.3 74.7 77.6 21.4 62.5 46.8 71.8 63.9 76.5 73.9 45.2 72.4 37.4 70.9 55.1 62.2
DeepLabv2 [5] 84.4 54.5 81.5 63.6 65.9 85.1 79.1 83.4 30.7 74.1 59.8 79.0 76.1 83.2 80.8 59.7 82.2 50.4 73.1 63.7 71.6
DeconvNet [42] 89.9 39.9 79.7 63.9 68.2 87.4 81.2 86.1 28.5 77.0 62.0 79.0 80.3 83.6 80.2 58.8 83.4 54.3 80.7 65.0 72.5
DPN [39] 87.7 59.4 78.4 64.9 70.3 89.3 83.5 86.1 31.7 79.9 62.6 81.9 80.0 83.5 82.3 60.5 83.2 53.4 77.9 65.0 74.1
Piecewise [36] 90.6 37.6 80.0 67.8 74.4 92.0 85.2 86.2 39.1 81.2 58.9 83.8 83.9 84.3 84.8 62.1 83.2 58.2 80.8 72.3 75.3
ResNet38 [60] 94.4 72.9 94.9 68.8 78.4 90.6 90.0 92.1 40.1 90.4 71.7 89.9 93.7 91.0 89.1 71.3 90.7 61.3 87.7 78.1 82.5
PSPNet [68] 91.8 71.9 94.7 71.2 75.8 95.2 89.9 95.9 39.3 90.7 71.7 90.5 94.5 88.8 89.6 72.8 89.6 64.0 85.1 76.3 82.6
EncNet [65] 94.1 69.2 96.3 76.7 86.2 96.3 90.7 94.2 38.8 90.7 73.3 90.0 92.5 88.8 87.9 68.7 92.6 59.0 86.4 73.4 82.9
SDN [15] 96.2 73.9 94.0 74.1 76.1 96.7 89.9 96.2 44.1 92.6 72.3 91.2 94.1 89.2 89.7 71.2 93.0 59.0 88.4 76.5 83.5
CFNet [66] 95.7 71.9 95.0 76.3 82.8 94.8 90.0 95.9 37.1 92.6 73.0 93.4 94.6 89.6 88.4 74.9 95.2 63.2 89.7 78.2 84.2
APCNet [20] 95.8 75.8 84.5 76.0 80.6 96.9 90.0 96.0 42.0 93.7 75.4 91.6 95.0 90.5 89.3 75.8 92.8 61.9 88.9 79.6 84.2
CANet(ours) 95.0 73.0 95.5 76.5 79.8 94.0 93.8 95.7 46.9 94.9 69.5 92.9 95.8 92.6 91.5 73.1 92.8 61.5 87.2 81.5 84.7
CANet(ours)† 96.3 69.3 96.7 80.7 84.0 97.7 94.0 97.0 49.3 95.5 80.4 95.3 96.3 92.8 91.2 78.8 94.9 73.5 89.9 80.1 87.2
Table 4. Per-class scores on Pascal VOC 2012 testing set. ‘†’ indicates MS-COCO pre-training.
Method PA(%) mIoU(%)
SegNet [2] 62.5 46.4
DeconvNet [42] 85.6 48.9
Bayesian SegNet [29] 86.9 63.1
Dilation8 [63] 79.0 65.3
HDCNN-448+TL [58] 90.9 65.6
Dilation8+FSO [31] 88.3 66.1
FC-DenseNet103 [28] 91.5 66.9
DCDN [14] 91.4 68.4
SDN [15] 91.7 69.6
SDN+ [15] 92.7 71.8
CANet-ResNet50(ours) 93.1 73.3
CANet-ResNet101(ours) 93.2 74.1
Table 5. Experimental results on CamVid dataset (11 classes). Our
CANet surpasses existing methods with a large margin.
tial scale of objects. Accordingly, CamVid needs a further
robust model that captures rich multi-scale contextual in-
formation. We use the dataset described by SegNet [2] that
contains 367 images for training, 100 images for validation,
and 233 images for testing, all labeled with 11 semantic
categories. We train CANet with training and validation
images and report the performance on the testing images.
Table 5 reports the results. Our CANet greatly surpasses
the existing optimal SDN+ [15] by a 2.3% mIoU improve-
ment. Note that unlike SDN+, we do not pre-train CANet
on Pascal VOC 2012. Figure 1 gives some visualizations.
4.4. Results on SUN-RGBD
SUN-RGBD dataset [50] has a total of 10335 in-
door images collected from NYU depth v2 [48], Berkeley
B3DO [27] and SUN3D [61], of which 5280 images are for
training and 5050 images for testing. It provides pixel-wise
labeling for 37 semantic labels. There are various objects
in one image scene and they differ in shapes, sizes and even
spatial poses, which makes SUN-RGBD one of the most
challenging datasets. In this paper, we only utilize RGB
Method PA(%) mIoU(%)
FCN [40] 68.2 27.4
DeconvNet [42] 66.1 22.6
Bayesian SegNet [29] 71.2 30.7
SegNet [2] 72.6 31.8
DeepLabv2 [5] 71.9 32.1
Piecewise [36] 78.4 42.3
RefineNet-ResNet101 [35] 80.4 45.7
Ding et al. [10] 81.4 47.1
CANet-ResNet101(ours) 81.9 47.7
Table 6. Quantitative results on SUN-RGBD dataset (37 classes)
which only use RGB modality for evaluation.
modality for experiments. Quantitative results reported in
Table 6 demonstrate that our CANet achieves SOTA perfor-
mance.
5. Conclusion
In this paper, we propose a new paradigm termed the
Chained Context Aggregation Module (CAM) to suffi-
ciently exploit multi-scale contexts for accurate semantic
segmentation. It can effectively capture semantics of var-
ious spatial scales through pre-fusion and re-fusion of mul-
tiple information flows and give a remarkable improvement
on the model performance. We further employ two at-
tention models to promote the feature fusion, recombina-
tion and selection. A two-step decoder is employed to re-
cover fine spatial details. Extensive experiments on three
challenging datasets indicate the effectiveness and advance-
ment of our CANet, which obtains mIoU 84.7% on Pascal
VOC 2012 test set without MS-COCO pre-training and any
post-processing. We hope this flexible feature aggregation
paradigm can bring new vitality to the semantic segmenta-
tion community.
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