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Abstract. The secondary structure prediction of a protein based on its DNA sequence or 
amino-acids sequence is the subject of this article. Developing a model in order to obtain 
more information about this structure prediction is the aim of this work. Artificial 
Intelligence technique was very important to the computational model because of the 
large dimension of DNA sequences and the biological process complexity. Thus the 
radial basis-function (RBF) network was used to point out the secondary structures. 
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Resumo. A predição da estrutura secundária de uma proteína em função de sua 
seqüência de DNA ou seqüência de aminoácidos é o objeto de estudo desse artigo. 
Desenvolver um modelo para agregar informação ao processo de predição dessa 
estrutura é o norteador principal do trabalho. Considerou-se a Inteligência Artificial 
(IA) vital para o estudo do modelo computacional, pois devido à dimensão das cadeias 
de DNA e a complexidade do processo biológico, torna-se inviável uma solução 
puramente algorítmica. O modelo de predição utiliza uma rede neural com função de 
base radial (RBF), que determina as estruturas secundárias de uma seqüência.  
Palavras-chave: Redes Neurais, Estrutura de proteínas, Bioinformática. 
1. Introdução 
Atualmente, os únicos métodos físicos para determinar a estrutura de uma proteína são a 
cristalografia por raios-X e a ressonância magnética nuclear (RMN). Ambos consomem um tempo 
considerável e não podem ser aplicados para todas as classes de proteínas. Dessa forma, um dos 
objetivos das pesquisas em bioinformática é desenvolver métodos computacionais para determinar a 
estrutura de uma proteína através de sua seqüência de aminoácidos, ou seja, o problema consiste em 
determinar a relação entre seqüência e estrutura.  
Apesar das várias contribuições apresentadas para a resolução do problema é 
preciso que se explorem pontos ainda deficientes. Novos conhecimentos oriundos da 
biologia molecular têm contribuído para o desenvolvimento e aplicação de algoritmos mais 
eficientes. Considerou-se a Inteligência Artificial (IA) vital para o estudo do modelo 
computacional, pois devido à dimensão das cadeias de DNA e a complexidade do processo 
biológico, torna-se inviável uma solução puramente algorítmica.  
Existem cerca de 300 diferentes aminoácidos na natureza, mas um subconjunto de 
apenas vinte constituem as unidades de monômeros das quais as cadeias de polímeros de 
proteínas são construídas. É importante destacar que com vinte diferentes escolhas 
disponíveis para cada aminoácido em uma cadeia polipeptídica, o número possível de 
diferentes moléculas de proteínas cresce de forma exponencial. Por exemplo, para os 
dipeptídeos (compostos com dois aminoácidos), cada uma das 20 diferentes escolhas para o 
primeiro aminoácido tem 20 diferentes escolhas para o segundo aminoácido, totalizando 
202 dipeptídeos distintos. Similarmente, para os tripeptídeos (três aminoácidos), há 20 
possibilidades para cada uma das 400 escolhas dos dipeptídeos, ou seja, 203 diferentes 
tripeptídeos.  
Dito isso é importante mencionar que uma molécula relativamente pequena de proteína 
consiste em uma simples cadeia polipeptídica de 100 aminoácidos. Sendo assim, há 20100 possíveis 
cadeias polipeptídicas únicas com esse tamanho. 
 
2. Estudos Correlatos 
Alguns trabalhos, utilizando técnicas computacionais, abordaram o problema da relação seqüência-
estrutura buscando a resolução aliando algoritmos e conhecimentos de biologia molecular. 
[Vila et al, 2003, Cheung et al, 2003, Dovier et al, 2002, Chhajer e Crippen, 2002, Torcini 
et al, 2001, Bicout e Szabo, 2000] utilizam como parâmetros as propriedades termodinâmicas do 
processo de enovelamento, baseando seu funcionamento principalmente na construção de uma 
função de energia, na qual os valores básicos geralmente dependem das distâncias entre os pares de 
aminoácidos. Nota-se, porém, que outros parâmetros além das propriedades termodinâmicas são 
importantes na formação da estrutura nativa, como as propriedades físico-químicas dos 
aminoácidos. 
[Lin, 2001, Thomas e Amato, 2001] propõem a utilização dos métodos PRM (probabilistic 
roadmap). Dada uma configuração alvo (estrutura nativa) o método sugere um mapa e, assim, pode 
derivar um conjunto de possíveis caminhos que a proteína deve seguir. Nesta abordagem a 
seqüência de aminoácidos é modelada em uma estrutura de árvore composta por múltiplas conexões 
(multi-links) que correspondem às ligações atômicas. Porém o método considera todas as ligações 
atômicas e seus respectivos ângulos, como constantes, além disso, atem-se apenas aos ângulos de 
rotação φ e ψ1. 
Para [Eaton et al, 2000], os trabalhos experimentais em cinética do enovelamento surgidos 
na década de 90, trouxeram informações relevantes para modelagens computacionais, sendo que um 
dos principais parâmetros cinéticos é a taxa de enovelamento (folding rate) e está relacionado com a 
probabilidade, por unidade de tempo, de uma molécula passar do estado desnaturado2 para o estado 
nativo. No entanto, tais modelos trabalham somente com pequenas proteínas globulares. 
Outra abordagem que se mostrou adequada como solução para o problema do 
enovelamento de proteínas foi a utilização de técnicas de computação evolutiva, mais 
especificamente algoritmos genéticos [Jiang et al, 2003, Deerman et al, 2000, Koskwski e Hartke, 
2005, Grennwood et al, 1999, Hansmann e Okamoto, 1999]. Os métodos usam como código 
genético os ângulos de Ramachandran ou vetores de ligação. O código da estrutura de uma proteína 
transformada em código genético fica na forma {(φ1,ψ1), (φ2,ψ2), (φ3,ψ3), ...}para os ângulos de 
Ramachandran e {V1, V2, V3, ...} para os vetores de ligações.  
                                                 
1
 as moléculas de proteínas não são rígidas; ambos os ângulos das ligações N–Cα e  Cα – C’ podem rotacionar 
em cada resíduo de aminoácido, com exceção da prolina, onde o ângulo da ligação N–Cα é fixo. Esses ângulos 
são chamados de ângulos de Ramachandran e por convenção são denotados como φ para o ângulo N–Cα e ψ 
para o ângulo Cα – C’. 
 
2
 Estado cuja proteína não está enovelada. 
Porém, [Koskowski e Hartke, 2005, Greenwood et al, 1999], relatam que o operador de 
recombinação (crossover) é amplamente ineficiente para a aplicação no problema de enovelamento 
de proteínas. Esse operador é particularmente ineficiente à medida que a estrutura da proteína se 
torna mais compacta. 
Torna-se evidente que, após o estudo das técnicas utilizadas, o problema ainda está em 
aberto. Possibilitando, dessa forma, uma vertente muito rica para a pesquisa em bioinformática. 
3. Metodologia 
Dentre os vários modelos de RNA (Redes Neurais Artificiais) existentes, a escolha da rede neural 
com uma função de base radial (RBF) deu-se pelo fato de a mesma possuir características tanto de 
associação como de reconhecimento de padrões e, mostrou-se eficiente nas mais diversas áreas 
onde o reconhecimento de padrões mostrou-se necessário [Galvão e Meneses, 2005, Bittencourt et 
al, 2005, Barbosa e Hernandez, 2003, Forte et al, 2003]. 
A RBF é constituída de uma camada de entrada, que representa o vetor de entrada, uma 
camada intermediária de neurônios não-lineares, onde cada neurônio calcula a distância entre o 
vetor e o centro da função de base radial e a camada de saída constituída de neurônios lineares, que 
são as somas das saídas de cada função de base radial. Essas saídas são ponderadas pelos 
respectivos pesos sinápticos de modo que, a combinação linear para uma rede com um único 
neurônio de saída como exemplo, é expressa por: 
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Onde o termo ( )2,, kkk tx σϕ  é a k-ésima função de base radial; x  representa o vetor de 
entrada; kt  é o vetor centro da k-ésima função de base radial; k é número de funções de base radial, 
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kσ  é a variância associada a cada uma das funções; kw são os pesos sinápticos e 0b  é o termo 
constante de polarização ou bias. 
Como função de ativação dos neurônios da camada oculta utilizou-se a função Gaussiana e 
para encontrar os centros, durante o processo de treinamento, o algoritmo de agrupamento utilizado 
foi o K-médias (K-means).  
A RNA tem como vetor de entrada uma seqüência representando o perfil físico-químico de 
cada aminoácido conforme demonstrado na Tabela 1: 
Tabela 1. Representação do perfil dos aminoácidos. 
M – Massa  
PI - Ponto Isoelétrico 
H – Hidrofobicidade 
V - Volume (volume de van der Waals normalizado) 
P – Polarizabilidade 
E - Parâmetro estérico (índice do formato geométrico) 
IH – Índice de Hidropatia 
Assim, a definição do vetor de entrada é caracterizada por sete propriedades dos 
aminoácidos.  Esses valores formam um conjunto de sete parâmetros de entrada para cada 
aminoácido. Os dados de entrada foram normalizados do intervalo [xmin, xmax] para [0,1] utilizando a 
fórmula: 
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A seqüência de proteínas e suas respectivas estruturas secundárias foram randomicamente 
selecionadas do PDB3 (Protein Data Bank). Foram utilizadas seqüências de tamanhos variados, com 
comprimento limite de 60 aminoácidos e com suas respectivas estruturas determinadas por difração 
de raios-X depositadas no próprio PDB.  
Após a conversão para o formato FASTA4 é determinado o vetor de entrada para cada 
aminoácido. A Tabela 2 ilustra parte do arquivo utilizado como conjunto de treinamento da RNA. 
Na primeira coluna as letras que representam os aminoácidos e as demais colunas (Col 1, Col2 até 
Col 7) representam os valores dos parâmetros do perfil físico-químico de cada aminoácido 
conforme a Tabela 1. 
Tabela 2. Vetor de entrada. 
Aminoácido 
(FASTA) 
Col 1 Col 2 Col 3 Col 4 Col 5 Col 6 Col 7 
A 0,1091 0,5446 0,4049 0,3236 0,1516 0,3054 0,7 
I 0,6981 0,0803 0,8588 0,4211 0,2132 0,7016 0,8111 
O número de neurônios de saída foi definido como três, representando os três estados os 
quais um aminoácido pode assumir: hélice, folha ou loop (elementos que compõem a estrutura 
secundária das proteínas). Para o treinamento da rede neural esses estados são associados às saídas 
“1 -1 -1”, “-1 1 -1” e “-1 -1 1” respectivamente hélice, folha e loop.   
As abordagens tradicionais que utilizam RNA para o processamento de seqüências de 
aminoácidos, basicamente utilizam algum tipo de combinação binária para codificar a seqüência de 
proteínas do formato FASTA para uma string binária. No entanto, nesse caso, tem-se um problema 
para determinar o número de neurônios da camada de entrada, que pode ser variável, dependendo 
do número de aminoácidos da seqüência. Uma solução seria simplesmente definir um número n de 
neurônios e eventualmente atribuir 0’s às entradas ausentes. 
Nesse trabalho optou-se por utilizar a técnica conhecida como sliding window (janela 
deslizante) [Buzikashvili, 2007]. Para um determinado aminoácido, Si, de uma seqüência de 
proteínas, uma subseqüência (definida pelo tamanho da janela) é fornecida à rede. A camada de 
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 http://www.rcsb.org/pdb/home/home.do 
4
 Uma seqüência em formato FASTA inicia com uma única linha descrevendo o nome da seqüência, seguida 
por linhas contendo a seqüência em si. A linha de descrição se distingue das linhas da seqüência por conter 
em seu início o sinal de maior  (">"). Recomenda-se que todas as linhas não possuam mais que 80 caracteres 
de comprimento. Um exemplo de seqüência em formato FASTA :  
 
>gi|532319|pir|TVFV2E|TVFV2E envelope protein 
ELRLRYCAPAGFALLKCNDADYDGFKTNCSNVSVVHCTNLMNTTVTTGLLLNGSYSENRT 
QIWQKHRTSNDSALILLNKHYNLTVTCKRPGNKTVLPVTIMAGLVFHSQKYNLRLRQAWC 
HFPSNWKGAWKEVKEEIVNLPKERYRGTNDPKRIFFQRQWGDPETANLWFNCHGEFFYCK 
MDWFLNYLNNLTVDADHNECKNTSGTKSGNKRAPGPCVQRTYVACHIRSVIIWLETISKK 
TYAPPREGHLECTSTVTGMTVELNYIPKNRTNVTLSPQIESIWAAELDRYKLVEITPIGF 
APTEVRRYTGGHERQKRVPFVXXXXXXXXXXXXXXXXXXXXXXVQSQHLLAGILQQQKNL 
LAAVEAQQQMLKLTIWGVK 
 
entrada da rede possui, por exemplo, sete neurônios representando sete aminoácidos (o tamanho da 
janela). A janela então é centralizada em torno do aminoácido i(Si), para o qual a estrutura 
secundária é determinada (Figura 2).  
A janela de n aminoácidos é então “deslizada” através da proteína, um aminoácido por vez. 
Cada vez que a janela se “move” o aminoácido do centro da janela se torna o foco do treinamento. 
Dessa forma, a rede neural “aprende” qual a estrutura secundária aquele aminoácido faz parte. A 
rede constantemente procede no ajuste de pesos a medida em que a janela desliza. 
 
 
Figura 2. Para cada aminoácido (F,N,A,R,R,K,A) o vetor de entrada consiste de 7 unidades (a 
figura representa apenas 4). A estrutura secundária (H) corresponde ao aminoácido central. 
Como a técnica permite uma única saída a cada movimento da janela (yt, onde y representa 
a saída e t cada subseqüência em um determinado momento de processamento) concatenando as 
várias saídas yt tem-se a saída desejada de toda a seqüência (y). Essa técnica foi necessária devido a 
variação dos tamanhos das seqüências de aminoácidos encontradas no banco de proteínas.  
Durante a fase de testes o número de amostras para o conjunto de treinamento foi de 2000 
seqüências de proteínas e o número de amostras para o conjunto de testes foi 500 seqüências5. 
4. Resultados e discussões 
A medida estatística mais utilizada para verificar a performance de predição de estruturas 
secundárias é simplesmente calcular o percentual de aminoácidos classificados de forma correta; 
medida esta referenciada como Q3 [Abdul-Kareem et al, 2001]. 
( )
T
PPPQ LEH ++=3  
(e3) 
Onde T é o total do número de aminoácidos e Pi é o número de aminoácidos corretamente 
classificados no estado i (i = H, F, L). 
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 Todas as amostras, conforme já mencionado, foram obtidas no banco de proteínas PDB. 
A rede neural foi testada com tamanhos de janela diferentes variando de 1 a 19; os 
resultados são apresentados na Tabela 3. Nota-se que a precisão com um único aminoácido 
(tamanho da janela igual a um) é muito baixa, somente 55,34%, sugerindo que informações que não 
constavam na janela eram importantes para a predição da estrutura secundária.  
Por outro lado, a classificação com tamanho de janela igual a nove obteve o melhor 
resultado, a precisão subiu para 78,36%. Em outras palavras, os oito aminoácidos adjacentes que 
centralizam o aminoácido a ser classificado têm o papel mais importante na determinação da 
conformação da estrutura secundária. Fator importante que em outros métodos de resolução do 
mesmo problema não é levado em consideração. Cabe ressaltar a contribuição do presente artigo no 
que tange o estudo dos processos de enovelamento de proteínas. 
À medida que o número de aminoácidos, que centralizam o aminoácido a ser classificado 
aumenta, a precisão de classificação começa a decrescer, ou seja, quando o número de aminoácidos 
aumenta além de oito aminoácidos em cada direção, contribui com mais ruído do que informação 
para a decisão da estrutura secundária do aminoácido central. Vale lembrar que a rede utilizada 
durante esta etapa de testes apresentou quinze neurônios na sua camada oculta.  
Tabela 3. Precisão de classificação baseada no tamanho da janela. 
Tamanho da 
janela 
Q3 (%) 
1 55,34 
3 63,12 
5 72,07 
7 77,83 
9 78,36 
11 77,23 
13 77,51 
15 76,42 
17 76,12 
19 72,86 
 
Após os testes6 para a definição da topologia mais adequada para a classificação das 
estruturas secundárias, chegou-se a conclusão de que a rede com melhor performance possui uma 
janela de tamanho 9 com 15 neurônios na camada oculta, totalizando uma rede neural com 63 
unidades (neurônios) na camada de entrada - 7  (unidades físico-químicas) * 9 (tamanho da janela) - 
e 3 neurônios na camada de saída.  
Definida a estrutura da rede neural, um conjunto de treinamento de 8000 amostras, cerca de 
25% das seqüências de proteínas contidas no PDB foi utilizado para o treinamento da rede neural. O 
conjunto de testes foi estabelecido utilizando-se 3000 amostras. O resultado obtido (89,38%) em 
termos percentuais de Q3 não ficou muito diferente dos testes anteriores com a mesma configuração 
da rede.  
A seqüência demonstrada, obtida no PBD, é referenciada no banco de dados como 1AE9, 
cuja descrição é Lambda Integrase, composta por 358 aminoácidos. Nota-se, em destaque (Figura 
3), as diferenças entre a estrutura obtida diretamente no PDB (cristalografia por Raios-X) e a 
estrutura gerada pela rede neural. O resultado é satisfatório. 
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 A redes utilizadas em todos os testes foram desenvolvidas utilizando o MATLAB 5.2. 
    
 
Figura 3. Comparação entre as saídas da RNNA com a cristalografia por Raios-X  
 
Os resultados da predição de estruturas secundárias, obtidas pela RNA proposta, 
também foram comparados com os resultados obtidos pelos softwares HNN, nnPredict7. A 
diferença entre as predições para a rede neural e o software HNN resultaram num 
percentual de cerca de 4,7% superior, ou seja, a RNA proposta apresentou um percentual de 
classificação melhor. Em relação ao nnPredict o percentual de acertos da RNA proposta 
subiu para pouco mais de 10%.   
Buscou-se nesse artigo demonstrar a importância das propriedades dos aminoácidos que 
geralmente não são levadas em consideração durante o processo de predição de estruturas 
secundárias, bem como destacar a utilização de uma Função de Base Radial na classificação dessas 
estruturas. Parâmetros notadamente utilizados em experimentos de predição fazem referências às 
propriedades termodinâmicas e a cinética do enovelamento. Demonstra-se aqui a importância da 
utilização de outras propriedades físico-químicas no processo de identificação de padrões de 
enovelamento de proteínas.  
A caracterização da importância de tais propriedades ficou evidente quando da utilização da 
técnica de janela deslizante no processo de treinamento da rede neural artificial. Os resultados 
apresentados na Tabela 3 evidenciam a atuação de conjuntos de aminoácidos no processo de 
classificação.  
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