Abstract. In this paper, we give a sufficient condition which guarantees that the sequence generated by the proximal point algorithm terminates after a finite number of iterations.
Introduction
Let E be a Banach space and E * be its dual space. We consider the problem of finding a point u ∈ E such that
where T is a maximal monotone operator from E to 2 E * . The problem of finding a solution of (1.1) has interesting interpretations in various fields. For instance, convex minimization problems can be written in this form by setting T = ∂f , where ∂f is the subdifferential mapping of a convex function f . Other problems such as saddle point problems, variational inequalities, and complementarity problems can also be written in (1.1) (see, e.g., [3, 4, 26, 27, 30] ). Until now, a variety of methods for solving (1.1) has been proposed and investigated (see, e.g., [26, 7, 23, 20, 17, 18, 29, 5, 16, 19] ). Among them, the proximal point algorithm, which was first proposed by Martinet [22] , is known for its theoretically nice convergence properties. The proximal point algorithm generates, for any initial point x 1 ∈ E, a sequence {x n } converging to a solution of (1.1) by the iterative scheme:
(1.2) x n+1 = J r n (x n ) (n = 1, 2, . . . ), where J r n : E → E is the mapping defined by (J + r n T ) −1 J, J is the duality mapping on E and {r n } is a positive sequence. In this paper, we are interested in the conditions that ensure that the sequence {x n } generated by (1.2) can obtain an exact solution of (1.1) in a finite number of iterations.
It is well known that the proximal point algorithm has nice convergence properties. In a Hilbert space setting, Rockafellar [26] proved that if lim inf n→∞ r n > 0 and (1.1) has at least one solution, then {x n } converges weakly to a solution of (1.1). Further generalizations of Rockafellar's result were discussed in [17, 16] . However, some examples of sequences generated by (1.2) that converge weakly but not strongly are known [14, 6] . That is, to prove finite termination of (1.2) in infinite dimensional spaces, some additional assumptions are needed. In a Banach space setting, Kassay [17] proved that if there exists u ∈ E such that 0 ∈ intT (u), then {x n } terminates after a finite number of iterations. It should be noted that condition 0 ∈ intT (u) is rather strong because it implies that u is the unique solution of (1.1). On the other hand, in a finite dimensional setting, Ferris [13] considered the finite termination of the proximal point algorithm for convex programming problems. He gave a condition which is closely related to the notion of weak sharp minima [8, 9] and applied it to obtain finite convergence results. It is known that the notion of weak sharp minima has many important applications in sensitivity analysis of convex programming problems and complementarity problems, and in the convergence analysis of some descent methods (see, e.g., [21, 13, 8, 9, 31] ). It should be noted that the proof of Ferris' results relies on properties of the subdifferential mapping of convex functions.
The purpose of this paper is to propose a sufficient condition that ensures finite termination of the sequence generated by (1.2) in Banach spaces. For this purpose, a generalization of Ferris' condition which can be applied to set-valued operators is introduced and investigated. Our condition does not require that the solution set be a singleton or even a bounded set. Applying this condition, we prove two lemmas which are important for the proof of the main results. Then we establish two finite convergence results of the proximal point algorithm. Finally, we apply our convergence results to the convex minimization problem. These results include the corresponding results in [21, 13] as special cases.
Basic definitions and preliminaries
Let N and R denote the sets of positive integers and real numbers, respectively. Let E be a real Banach space with norm · and let E * be the dual space of E. By x, x * we denote the value of the continuous linear functional x * ∈ E * at x ∈ E. B(0, ) = {y ∈ E : y ≤ } and B * (0, ) = {y * ∈ E * : y * ≤ } are the closed balls of E and E * with radius > 0, respectively. The duality mapping J from E into E * is defined by
for all x ∈ E. A Banach space E is said to be (i) smooth if the limit
x + ty − x t exists for all x, y ∈ S(E) = {z ∈ E : z = 1}; (ii) uniformly smooth if the limit (2.2) exists uniformly in x, y ∈ S(E); (iii) strictly convex if x+y 2 < 1 whenever x, y ∈ S(E) with x = y; (iv) uniformly convex if for each ∈ (0, 2], there exists δ > 0 such that
We list the following useful properties of the duality mapping:
1. If E is reflexive, then J is surjective; 2. if E is smooth, then J is single-valued;
3. if E is uniformly smooth, then J is uniformly norm-to-norm continuous on each bounded subset of E;
see [11, 4, 30] for more details. For example, if p is a real number such that 1 < p < ∞, then the sequence space l p and the Lebesgue space L p are uniformly convex and uniformly smooth.
For a given set C in E, we denote the interior of C by intC. The normal cone to C at x is defined by
Let C be a nonempty, closed and convex subset of a smooth, strictly convex and reflexive Banach space E. Then for each x ∈ E, there corresponds a unique element
see [1, 30] for more details. Consider a set-valued operator T :
(ii) paramonotone [10, 12] if it is monotone and
A monotone operator T is said to be maximal monotone if
When T is maximal monotone, the solution set T −1 (0) of (1.1) is closed and convex. We know that the subdifferential of a proper, convex and lower semicontinuous function is maximal monotone; see for example [24, 2] . Some examples of paramonotone operators were discussed in [10, 12] . The following result is an extension of Iusem's result [12, Proposition 2.2] to more general Banach spaces, which also shows an important example of a paramonotone operator. 
Proof. Assume that x − y, x * − y * = 0 with x * ∈ ∂f (x) and y * ∈ ∂f (y). Define
From (2.7), we have ∂f 0 (z) = ∂f (z) − x * . By x * ∈ ∂f (x) and y * ∈ ∂f (y),
x is an unrestricted minimizer of f 0 , so that y is also an unrestricted minimizer of f 0 . It follows that
Thus, we obtain x * ∈ ∂f (y). Similarly, we can show that y * ∈ ∂f (x).
Throughout this paper we assume paramonotonicity of T .
Lemmas
In this section, we propose a generalization of Ferris' condition in a Banach space and obtain two lemmas which are important for the ensuing theorems.
In a finite dimensional setting, Ferris [13] considered the following condition: There exists α > 0 such that
where f : R n → R is a proper, convex and lower semicontinuous function, C is a closed convex subset of R n , i C : R n → R is the indicator function of C defined by i C (x) = 0 for x ∈ C and i C (x) = ∞, otherwise, and S is the solution set of a convex programming problem, i.e., S = {u ∈ C : f (u) = min x∈C f (x)}. It has been shown [8, Theorem 2.2] that condition (3.1) holds if and only if the set S is a set of weak sharp minima [8, 9] for the function f with modulus α. There are many examples of convex functions that have a set of weak sharp minima; see for example [21, 8] . By applying (3.1), Ferris [13] proved finite convergence results of a proximal point algorithm for convex programming problems. Now, we consider the condition
where T : E → 2 E * is a set-valued operator andS = T −1 (0). In a Banach space setting, the subdifferential ∂(f + i C ) of f + i C is a set-valued operator from E to 2 E * and S = ∂(f + i C ) −1 (0). Thus, (3.2) can be regarded as a natural extension of (3.1). We next consider the relationship between condition 0 ∈ intT (u) and condition (3.2). For a monotone operator, we obtain the following result.
Proof. Let x ∈ D(T ) and x
* ∈ T (x). Since T is monotone, x − z, x * ≥ 0 for all z ∈S. From (2.3), we have that x * ∈ NS(x).
Remark 3.2. We can prove that if there exists u ∈ E such that 0 ∈ intT (u), then (3.2) holds. In fact, since there exists δ > 0 such that B * (0, δ) ⊂ T (u), it follows from Proposition 3.
that x∈S T (x) ⊂ x∈S NS(x). This implies that
. Therefore, condition (3.2) is much weaker than 0 ∈ intT (u). Moreover, condition (3.2) does not require that the solution set be a singleton or even a bounded set.
We will apply condition (3.2) to obtain finite convergence results of the proximal point algorithm. We first show the following two lemmas, which are an extension of Ferris' results [13, Lemmas 4 and 5] from the finite dimensional space to the Banach space. The key difference of our approach to Ferris' is that we do not require that T be a subdifferential mapping ∂(f + i C ) of f + i C defined on R n .
Lemma 3.3. Let E be a smooth, strictly convex and reflexive Banach space, let T : E → 2 E * be a maximal monotone and paramonotone operator withS
Proof. Since T is monotone and using (2.4), we have
Since T is a paramonotone operator, we have y * ∈ T (PS(z)). Proof. Let us assume that z / ∈S. Define
From (2.3) and (2.4), y * ∈ B * (0, α)∩ x∈S NS(x) . From (3.2), there exists w ∈S such that y * ∈ T (w). It follows from Lemma 3.3 that y * ∈ T (PS(z)). Since T is monotone, we have 0 ≤ z − PS(z), w * − y * , and hence
From (2.1) and (3.3), we have that α ≤ w * , and this is a contradiction.
Finite termination of the proximal point algorithm
In this section, we prove that the proximal point algorithm converges to a solution in a finite number of steps under the condition (3.2). Our results include the results of Ferris [13] and Mangasarian [21] obtained in a finite dimensional setting as special cases. Let E be a smooth, strictly convex and reflexive Banach space and let T be a maximal monotone operator. Then T is maximal if and only if R(J + rT ) = E * for all r > 0; see [25, 4, 30, 28] . Thus, we can define, for each r > 0, a single-valued mapping
It is called the resolvent of T . We can also define, for each r > 0, the Yosida approximation of T by A r = r −1 (J −JJ r ). We know that (J r (x), A r (x)) ∈ G(T ) for all r > 0 and x ∈ E. See [3, 4, 30] for details. The resolvents of maximal monotone operators have the following property. 
where φ : E × E → R is a function defined by
The following lemma was proved in [15] .
Proposition 4.2 ([15, Proposition 2])
. Let E be a smooth and uniformly convex Banach space and let {x n } and {y n } be sequences in E such that either {x n } or {y n } is bounded. If lim n→∞ φ(x n , y n ) = 0, then lim n→∞ x n − y n = 0.
Our first main result is stated as follows.
Theorem 4.3. Let E be a uniformly smooth and uniformly convex Banach space and let T : E → 2
E * be a maximal monotone and paramonotone operator and let {x n } be a sequence defined as follows:
where
, it is sufficient to show that A r n (x n ) → 0 as n → ∞. This result has in fact been shown in [16] . The proof is retrieved here for the sake of completeness. Let u ∈S. Since Lemma 4.1 implies that, for each n ∈ N,
from (4.3), lim n→∞ φ(u, x n ) exists and further lim n→∞ φ(x n+1 , x n ) = 0. It follows from Proposition 4.2 that lim n→∞ x n+1 − x n = 0. Since E is uniformly smooth, the duality mapping J is uniformly norm-to-norm continuous on each bounded subset of E. Thus, we have that
From (4.4) and lim inf n→∞ r n > 0, we have
This implies that there exists n 0 ∈ N such that A r n (x n ) < α for all n ≥ n 0 . It follows from Lemma 3.5 that x n ∈S = T −1 (0) for all n ≥ n 0 + 1.
The second theorem of this section states that for any given x ∈ E, the proximal point algorithm has one step termination if r n is chosen to be sufficiently large. The strong convergence result was obtained by Reich [23] . It should be noted that Reich's result does not guarantee the finite termination of the algorithm. Now, we obtain the following finite convergence result. 
where {r n } ⊂ (0, ∞) satisfies lim n→∞ r n = ∞ and J r n = (J +r n T )
Proof. Let u ∈S. Since Lemma 4.1 implies that, for each n ∈ N,
and since ( a − b ) 2 ≤ φ(a, b) for all a, b ∈ E by (4.1), the sequence {x n } is bounded. Moreover, since (2.1) implies that the sequence {J(x n )} is also bounded, it follows from (4.5) that
Therefore, the desired result is obtained from Lemma 3.5, because lim n→∞ r n = ∞.
Applications in optimization
As a direct consequence, we will now describe two iterative schemes for solving the convex minimization problem. Therefore, x n+1 = J r n (x n ) for all n ∈ N. On the other hand, it has been shown [9, 
