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РЕФЕРАТ 
 
Выпускная бакалаврская работа по теме «Исследование стратегий заме-
щения страниц для задачи кэширования» содержит 48 страниц текстового до-
кумента, 3 рисунка, 8 таблиц, 1 приложение, 14 использованных источников 
литературы. 
КЭШ-СИСТЕМЫ, ЗАДАЧА КЭШИРОВАНИЯ, СТРАТЕГИИ ВЫТЕС-
НЕНИЯ, АЛГОРИТМЫ КЭШИРОВАНИЯ, ONLINE-АЛГОРИТМЫ, ГИБРИ-
ДИЗАЦИЯ. 
Цель работы: исследование стратегий замещения страниц одноуровневой 
системы кэширования, разработка моделей и алгоритмов гибридизации извест-
ных стратегий замещения. 
В работе проведено исследование задачи кэширования, выявлены прин-
ципы построения кэш-систем, сформулирована задача кэширования. Разрабо-
таны программы, реализующие алгоритмы Белади, LRU, MARKER для реше-
ния задачи кэширования в режимах offline и online. Выполнен анализ online ал-
горитмов LRU, MARKER с помощью аппарата конкурентного анализа, а также 
вычислительные эксперименты, подтверждающие теоретические оценки эф-
фективности этих алгоритмов. Представлена автоматная модель гибридизации 
алгоритмов кэширования. На ее основе разработан гибридный алгоритм, эф-
фективно совмещающий работу двух известных стратегий замещения страниц 
LRU и LFU. Гибридный алгоритм реализован в виде программы. Проведены 
вычислительные эксперименты, подтверждающие эффективность гибридного 
алгоритма в различных ситуациях, включая «худшие случаи» для каждого из 
гибридизируемых алгоритмов в отдельности. Найдено значение параметра гиб-
ридизации , обеспечивающее эффективность функционирования разработан-
ного алгоритма кэширования.  
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ВВЕДЕНИЕ 
 
Компьютер состоит из самых разных по принципам работы и назначению 
устройств, и его подсистемы и узлы работают с различной скоростью. Исполь-
зование кэш-систем является одним из приемов, направленных на согласование 
работы разных по скорости устройств и повышение производительности вы-
числительных систем [8]. Кэш-системы в зависимости от назначения могут 
значительно различаться. Однако основным принципом их реализации является 
использование двух типов памяти: основной памяти (большой по объему, но 
медленной) и кэш-памяти (быстрой, но ограниченного объема) [4]. В настоящее 
время наблюдается интенсивная заинтересованность исследователей во всем 
мире в повышении производительности различных вычислительных систем, 
в том числе за счет использования кэш-систем. 
При проектировании кэш-системы определяются основные ее параметры, 
к которым относятся: количество уровней и степень ассоциативности кэша, 
размер кэш-памяти, стратегия замещения (или политика вытеснения) страниц 
из кэш-памяти [3]. Задача определения оптимальной стратегии замещения 
страниц, ее также называют задачей кэширования, является центральной при 
создании кэш-систем.  
Суть этой задачи для одноуровневой системы кэширования заключается 
в следующем. Основная память разбита на страницы равной длины. Страницы 
пронумерованы. Все страницы равны по важности и размеру. Кэш-память со-
держит ограниченное количество страниц. Первоначально кэш-память пуста. 
На очередном шаге поступает запрос на какую-то страницу. Если эта страница 
в кэш-памяти уже имеется, то достаточно сообщить ее номер расположения в 
кэше. Если запрашиваемой страницы нет в кэше, то требуется решить, в какое 
место кэша можно ее записать и сделать это, считав запрашиваемую страницу 
из основной памяти. Задача кэширования состоит в том, чтобы определить ка-
кую именно страницу удалить из кэша, чтобы освободить место для новой 
страницы. Данная задача может быть обобщена на более сложные структуры 
4 
 
кэш-системы. Так в случае с сегментированным кэшем возникает необходи-
мость организации работы с каждым сегментом в отдельности, а для много-
уровневой системы – отдельно с каждым уровнем. 
Алгоритмы решения задачи кэширования называют алгоритмами кэши-
рования или стратегиями замещения. В качестве входных данных для алгорит-
мов кэширования выступают размер кэша и последовательность запрашивае-
мых страниц. Примечательно, что все стратегии замещения являются online ал-
горитмами, поскольку считается, что для них последовательность запрашивае-
мых страниц целиком неизвестна, т. е. изначально неизвестны все входные 
данные и длина входа алгоритма. Напомним, что online алгоритмы – это алго-
ритмы, обрабатывающие вход по мере поступления [6, 9]. Качество работы 
(или эффективность) таких алгоритмов невозможно оценить традиционными 
способами через ресурсную сложность. Их эффективность принято оценивать 
с помощью конкурентного анализа [11].  
Наиболее известными стратегиями замещения для одноуровневых кэш-
систем являются алгоритмы LRU, MRU, LFU, FIFO [3]. Данные стратегии ши-
роко используются в системах ввода-вывода реальных операционных систем. 
Их часто называют стратегиями типа LRU. Для них характерны следующие 
особенности: они детерминированные, в них не предусмотрена сегментация 
кэш-памяти, они реализуют стратегии замещения страниц, основываясь на ис-
тории обработки запросов. Кроме политик типа LRU также широко использу-
ются вероятностные и адаптивные алгоритмы. Примером вероятностного алго-
ритма является алгоритм маркировки (MARKER), а примером адаптивного ал-
горитма  алгоритм ARC (Adaptive Replacement Cache) [13].  
Несмотря на то, что к настоящему времени уже разработан целый спектр 
алгоритмов кэширования, проблема поиска новых подходов к их разработке – 
подходов, позволяющих улучшить эффективность работы алгоритмов кэширо-
вания в различных ситуациях, остается актуальной. Одним из таких подходов, 
активно развивающимся в последнее время, является гибридизация (скрещива-
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ние) известных алгоритмов. Гибридному подходу посвящены работы М.Б. Аль-
Згуль, А. Жукова [2, 4]. 
Объектом исследования бакалаврской работы являются кэш-системы, а 
предметом исследования модели и алгоритмы кэширования, направленные на 
увеличение эффективности кэш-систем.   
Цель работы: исследование стратегий замещения страниц одноуровневой 
системы кэширования, разработка моделей и алгоритмов гибридизации извест-
ных стратегий замещения. 
Для достижения поставленной цели, в работе требовалось 
‒ изучить принципы построения кэш-систем и известных стратегий заме-
щения; 
‒ изучить основы конкурентного анализа online алгоритмов; 
‒ разработать программные реализации алгоритма Белади, алгоритма LRU, 
алгоритма маркировки; 
‒ провести теоретические и экспериментальные исследования конкурент-
ности алгоритмов типа LRU и алгоритма маркировки; 
‒ разработать автоматные модели стратегий замещения и их гибридизации;  
‒ разработать гибридный алгоритм кэширования и реализовать его в виде 
программы; 
‒ на основе экспериментальных исследований найти параметры, необходи-
мые для эффективного функционирования разработанного гибридного 
алгоритма.   
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1 Постановка задачи 
 
1.1 Проблемы проектирования кэш-систем 
 
Различные системы компьютера работают с разной скоростью, и для со-
гласования их работы может использоваться кэш-система, предоставляющая 
промежуточный буфер с быстрым доступом, называемый кэшем. Кэш-система 
состоит из основной памяти и кэша. В основной памяти хранится большой объ-
ем информации, но скорость доступа к ней существенно меньше скорости дос-
тупа к кэшу. Кэш является высокоскоростным буфером сравнительно неболь-
шого размера.  
Следует заметить, что размер кэша считается небольшим только по от-
ношению к размеру основной памяти. Размер кэша – важнейшей параметр кэш-
системы, от которого существенно зависит ее эффективность. При увеличении 
размера кэша, эффективность кэш-системы возрастает, поскольку большее чис-
ло страниц становится возможным считать непосредственно из кэша, не обра-
щаясь к основной памяти. В некоторых кэш-системах размер кэша может дос-
тигать несколько тысяч страниц.  
Существуют многоуровневые системы кэширования. В таких системах 
кэш разделён на несколько уровней. Кэш-память уровня h + 1, как правило, 
больше по размеру и медленнее по скорости доступа и передаче данных, чем 
кэш-память уровня h. При использовании многоуровневой системы возникает 
задача обеспечения когерентности кэша – целостности данных, находящихся на 
различных уровнях кэш-памяти.  
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1.2 Задача кэширования для одноуровневой кэш-системы  
 
В зависимости от параметров кэш-системы постановки задачи кэширова-
ния могут различаться. Однако в их основе всегда лежит задача выбора страте-
гии замещения для одноуровневой кэш-системы. Сформулируем задачу кэши-
рования для одноуровневой кэш-системы. Именно в такой постановке далее ис-
следуется задача кэширования. 
Пусть имеется память двух типов: основная память и кэш-память. Вся 
память разбита на страницы равной длины. Страницы основной памяти прону-
мерованы. Места для записи страниц в кэш-память также пронумерованы и за-
дают адреса расположения страниц в кэше. В основной памяти хранятся d = ∞ 
страниц. В кэш-память может быть записано k ≥ 1 страниц. Считается, что все 
страницы равнозначны между собой, k значительно меньше d, и первоначально 
кэш-память пустая.   
Имеется также последовательность (или трасса) запросов  = (1, 2, ..., 
i, ..., n), поступающих в дискретные моменты времени. Каждый запрос 
i (i = 1, …, n)  это номер вызываемой страницы. Некоторые страницы могут 
вызываться многократно. Причем изначально вся последовательность неиз-
вестна. Обработка запросов осуществляется по мере их поступления. Если за-
прашиваемая страница в кэше уже имеется, то достаточно сообщить адрес рас-
положения ее в кэше. Такая ситуация называется попаданием. В противном 
случае требуется определить, в какое место кэша можно ее записать и сделать 
это, считав запрашиваемую страницу из основной памяти. Такую ситуацию 
обычно называют промахом. Требуется определить стратегию замещения стра-
ниц из кэша, удовлетворяющую заданному критерию эффективности для трас-
сы запросов σ.  
Эффективность стратегии замещения принято оценивать числом попада-
ний или числом промахов для трассы запросов σ. Другим критерием эффектив-
ности может служить общее время обработки последовательности запросов σ, 
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включающее в себя как время определения наличия запрашиваемой страницы 
в кэше, так и поиск ее в памяти компьютера. 
Существуют различные классификации алгоритмов кэширования. Алго-
ритмы кэширования разделяют на детерминированные и вероятностные, 
в зависимости от того, присутствует ли в их работе элемент случайности. Также 
выделяют адаптивные и гибридные алгоритмы. В адаптивных алгоритмах осу-
ществляется настройка на выполнение текущего запроса с учетом истории об-
работки предшествующих запросов. В гибридных алгоритмах комбинируется 
одна или несколько стратегий замещения. 
Наиболее распространенными стратегиями замещения являются алгорит-
мы типа LRU [3]. Эти алгоритмы являются детерминированными. В них вытес-
нение страниц осуществляется строго по одной странице за запрос, основыва-
ясь на истории обработки предыдущих запросов. Они реализуют следующие 
стратегии замещения страниц.  
Least Recently Used (LRU). В этом алгоритме вытесняется та страница, ко-
торая не использовалась дольше всех.  
Most Recently Used (MRU). Данный алгоритм, в отличии от LRU, вытес-
няет из кэша последнюю использованную страницу. 
Least Frequently Used (LFU). Алгоритм LFU подсчитывает, как часто ис-
пользуется страница. Те страницы, обращения к которым происходят реже все-
го, вытесняются в первую очередь. 
First-in, First-out (FIFO). Алгоритм FIFO вытесняет страницу, находя-
щуюся в кэше дольше всего (по «возрасту» в кэше).  
В вероятностных алгоритмах при выборе вытесняемого элемента присут-
ствует некая случайность, поэтому определенная страница может быть вытес-
нена с некоторой вероятностью, зависящей от состояния кэш-системы. Наибо-
лее известным из них является алгоритм MARKER. 
В алгоритме MARKER каждая страница кэша помечается 0 или 1. Все 
время работы разделяется на периоды. В начале каждого периода все страницы 
кэша имеют метку 0. Если приходит запрос на страницу, которая есть в кэше, 
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эта страница помечается 1. Если запрошенной страницы нет, то случайным об-
разом выбирается страница с меткой 0, затем на ее место считывается требуе-
мая страница и помечается 1. Если пришел запрос на страницу, которой в кэше 
нет, и все страницы имеют метку 1, то всем страницам присваивается метка 0 и 
начинается новый период. 
Отметим, что на вход всякого алгоритма кэширования (детерминирован-
ного или вероятностного) поступает последовательность запросов. Причем из-
начально вся последовательность неизвестна. Алгоритм кэширования обраба-
тывает последовательность запросов по мере поступления, т. е. алгоритм, обра-
батывая текущий запрос, не знает, какой запрос будет следующим. Поэтому ал-
горитмы кэширования принято относить к классу online алгоритмов и оцени-
вать их эффективность с помощью конкурентного анализа.  
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2 Конкурентный анализ алгоритмов кэширования 
  
2.1 Элементы конкурентного анализа 
 
Качество работы (или эффективность) online алгоритмов невозможно 
оценить традиционными способами через ресурсную сложность, поскольку из-
начально неизвестны все входные данные и длина входа алгоритма. Эффектив-
ность online алгоритмов принято оценивать с помощью конкурентного анали-
за [14]. Применительно к алгоритмам кэширования суть конкурентного анализа 
состоит в следующем. Online алгоритм, как правило, выдает решение с ошиб-
кой, и эта ошибка вызвана объективными обстоятельствами – условиями, при 
которых он ищет решение: входная последовательность запросов  для него 
целиком неизвестна. Поэтому всякий конкретный online алгоритм A сравнива-
ется с соответствующим ему offline алгоритмом B. Предполагается, что алго-
ритм B решает ту же задачу и знает всю последовательность запросов σ заранее 
и может обработать ее с минимальными затратами.  
Сравнение алгоритмов A и B осуществляется на основе заданного крите-
рия качества. Пусть на вход алгоритмов A и B поступает трасса запросов . 
Предполагаем, что обработка запросов сопровождается некоторыми затратами. 
Обозначим через costA (σ) > 0 и costB (σ) > 0 функции стоимости, результатом 
вычисления которых являются затраты, возникшие при обработке последова-
тельности  алгоритмами A и B соответственно.  
Online алгоритм A называется c-конкурентным (c-competitive), если для 
любой последовательности запросов σ и для любого, соответствующего offline 
алгоритма B, выполняется неравенство 
         
          
        (2.1) 
где c  величина, независимая от последовательности запросов σ. Обычно кон-
станта c вычисляется применительно к «худшему случаю» (для наиболее за-
11 
 
тратной последовательности σ). Считается, что чем меньше значение c, тем бо-
лее конкурентным является online алгоритм A по сравнению с offline алгорит-
мом B. Величину c принято также называть конкурентным соотношением (или 
константой конкурентности).  
Для вероятностного online алгоритма A в формуле (2.1) берется матема-
тическое ожидание его стоимости:  
            
          
         (2.2) 
Конкурентное соотношение online задачи – задачи, допускающей online 
формулировку, определяется как лучшее конкурентное соотношение, которое 
достигается с помощью некоторого online алгоритма. Конкурентное соотноше-
ние online алгоритма задает меру качества решений, производимых этим алго-
ритмом, в то время как конкурентное соотношение задачи показывает, насколь-
ко важно для данной задачи знать будущее. Иногда достаточно просто убедить-
ся, что отношение стоимостей конкретных online и offline алгоритмов ограни-
чено сверху некоторой константой. В этом случае говорят, что анализируемый 
online алгоритм конкурентоспособен.  
Поскольку online алгоритм сравнивается с соответствующими ему offline 
алгоритмами, а потенциально возможных offline алгоритмов может быть доста-
точно много, то возникает проблема выбора достойного offline алгоритма. Во-
первых, такой offline алгоритм должен решать ту же задачу, что и анализируе-
мый online алгоритм. Во-вторых, он должен решать эту задачу с минимальными 
затратами (т. е. быть оптимальным). Если для решаемой задачи оптимального 
алгоритма пока не найдено, то целесообразно использовать наиболее эффек-
тивный алгоритм решения задачи, существующий на данный момент. Другой 
проблемой конкурентного анализа является выбор функции стоимости. Функ-
ция стоимости должна количественно отражать выбранный критерий качества 
алгоритмов. Она должна быть положительной и неубывающей относительно 
длины трассы запросов. В каждом конкретном случае выбор offline алгоритма и 
функции стоимости определяется исходя из особенностей решаемой задачи.  
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2.2 Оценка конкурентности некоторых детерминированных и веро-
ятностных стратегий замещения страниц в кэш-памяти 
 
Рассмотрим особенности конкурентного анализа основных алгоритмов 
кэширования, включая выбор функции стоимости и offline алгоритма. Имеем 
два представления алгоритма решения задачи кэширования в режиме offline и 
online соответственно.  
Offline алгоритм B  
Вход: размер кэша k  1, трасса запросов σ = (σ1, σ2, ..., σn).  
Выход: последовательность номеров страниц, замещаемых в кэше при обработке 
трассы .  
 
Online алгоритм A 
Вход: размер кэша k  1, вектор σ = (σ1, σ2, ..., σi)  начальная подпоследователь-
ность последовательности запросов σ = (σ1, σ2, ..., σi, ..., σn), и все предшествую-
щие состояния кэша.  
Выход: номер удаляемой из кэша страницы.  
Под состоянием кэша здесь понимается множество номеров страниц ос-
новной памяти, находящихся в данный момент времени в кэше, адреса распо-
ложения этих страниц в кэше. Кроме того, может учитываться любая дополни-
тельная информация о страницах, находящихся в кэше. Первоначально кэш 
считается пустым. 
 При конкурентном анализе алгоритмов решения задачи кэширования 
обычно в качестве функций стоимости costA (σ) и costB (σ) выбираются функции, 
отражающие количество обращений к основной памяти в процессе обработки 
трассы запросов σ. Заметим, что обращение к основной памяти происходит 
в случае промаха. В качестве offline алгоритма B традиционно используется ал-
горитм Белади, поскольку на сегодняшний день он считается наиболее эффек-
тивным offline алгоритмом для задачи кэширования [12]. Стратегия алгоритма 
Белади и заключается в следующем: при необходимости замещается та страни-
ца, которая дольше всего не понадобится в будущем. Конкурентность LRU по 
отношению к алгоритму Белади отражает  
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Утверждение 2.1 При размере кэша k  1online алгоритм LRU является k-
конкурентным.   
Доказательство данного утверждения приведено в работе [10].  
Следствие 2.1 Утверждение 2.1 справедливо для алгоритмов кэширова-
ния типа LRU, включая MRU, LFU, FIFO. 
Доказательство.  
 
 
 
 
 
 
 
Были проведены две серии вычислительных экспериментов, целью кото-
рых была проверка утверждения 2.1. Результаты первой серии экспериментов, 
приведены в таблице 1. В этой таблице значения констант конкурентности вы-
числены по формуле (2.1) для различных размеров кэша и «худшего случая»  
для трассы запросов σ длины n, построенной специальным образом. Результаты 
экспериментов подтверждают k-конкурентность алгоритма LRU по отношению 
к алгоритму Белади.  
Таблица 1 – Константы конкурентности для «худшего случая» стратегии LRU 
n 
k 
100 500 1000 2500 5000 
3 2,77778 2,95858 2,97619 2,99043 2,99581 
5 4,16667 4,80769 4,90196 4,96032 4,98008 
10 5,26316 8,47458 9,17431 9,65251 9,82318 
16 4,54545 10, 6383 12,8205 14,5349 15,2439 
20 4,16662 11,3636 14,4928 17,3611 18,5874 
30 3,0303 10,8696 15,873 22,1239 25,5102 
При выполнении второй серии экспериментов трасса запросов σ создава-
лась случайным образом. Оказалось, что экспериментальные значения констант 
конкурентности в этой серии значительно меньше k (таблица 2).  
 
 
Изъято по решению правообладателя 
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Таблица 2  Константы конкурентности для случайных трасс стратегии LRU 
n 
k 
100 500 1000 2500 5000 100000 
3 1,85714 1,68919 1,73103 1,83481 1,85997 1,82778 
5 2 2,02381 2,19767 2,18617 2,34521 2,26504 
10 1,33333 2,25926 2,82927 2,37895 2,81765 2,96539 
16 1,27778 1,70833 1,90909 3,01754 2,9798 3,42362 
20 1 1,73077 2 2,54386 2,90805 3,66295 
30 1,03226 1,48571 1,56757 2,06 2,37838 3,80569 
 
Согласно утверждению 2.1, чем меньше размер кэша, тем стоимость об-
работки трассы запросов σ для алгоритма LRU ближе к стоимости обработки 
этой трассы алгоритмом Белади.  Это обусловлено тем, что именно размер кэша 
определяет размер области выбора вытесняемых страниц. Однако в реальных 
кэш-системах уменьшение размера кэша нецелесообразно, так как это ведет 
к существенному снижению производительности кэш-системы в целом.  
Покажем, что с помощью вероятностных online стратегий замещения 
страниц можно уменьшить константу конкурентности. Типичным примером 
вероятностного алгоритма кэширования является алгоритм MARKER. Алго-
ритм MARKER работает на основе «битов возраста» (описание этого алгоритма 
приведено в подразделе 1.2). Относительно конкурентности алгоритма MARK-
ER справедливо следующее утверждение. 
Утверждение 2.2 При размере кэша k  1 online алгоритм MARKER явля-
ется 2Hk-конкурентным, где величина Hk =    
 
 
    
 
  
 гармоническое чис-
ло. 
Доказательство.  
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Были выполнены вычислительные эксперименты, целью которых была 
проверка утверждения 2.2. Результаты этих экспериментов приведены в табли-
це 3. В этой таблице значения констант конкурентности вычислены для различ-
ных размеров кэша и трасс запросов , сгенерированных случайным образом. 
Эксперименты подтверждают 2Hk-конкурентность алгоритма MARKER.  
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Таблица 3 – Константы конкурентности для MARKER 
n 
k 100 500 1000 2500 5000 100000 
 
2Hk 
3 1,3871 1,60645 1,58095 1,63969 1,62103 1,61828 3,66667 
5 1,77419 1,7483 1,79286 1,8307 1,83803 1,83695 4,56667 
10 1,69697 2,125 2,04979 2,06452 2,09768 2,08066 5,85794 
16 1,56098 1,95385 2,12295 2,18942 2,15862 2,19709 6,76146 
20 1,43243 2,04615 2,10744 2,18278 2,26009 2,23336 7,19548 
30 1,18367 2,04688 2,06967 2,16047 2,28364 2,33415 7,98997 
 
Заметим, что при k  > 1 гармонические числа не бывают целыми и их зна-
чения растут очень медленно (таблица 4). Известно, что гармонические числа 
служат дискретным аналогом непрерывной логарифмической функции, так как 
значения Hk и ln k различаются не более чем на 1: ln k  Hk  ln k + 1. 
Таблица 4 – Значения гармонических чисел  
 
k 1 2 3 4 5 6 7 … 106 1043 
2Hk 2 3 3,67 4,17 4,57 4,9 5,19 … 28,79 ≈ 200 
 
Таким образом, константа конкурентности вероятностного алгоритма 
MARKER, зависящая от Hk, растет медленнее констант конкурентности алго-
ритмов кэширования типа LRU, зависящих линейно от k. Это показывает пре-
имущество вероятностных стратегий, поскольку «худший случай» для вероят-
ностного алгоритма, обрабатывается гораздо быстрее, «худшего случая» для 
алгоритмов семейства LRU.   
Конкурентный анализ дает возможность теоретически сравнить работу 
online алгоритма в «худшем случае» с наилучшим известным offline алгорит-
мом. Но осуществление конкурентного анализа – сложная математическая за-
дача. Поэтому на практике эффективность online алгоритмов часто оценивают 
экспериментальным путем (с помощью имитационного моделирования) для 
трасс запросов, отвечающих «худшему случаю», случайно сгенерированных, и 
для реальных трасс, полученных с помощью замеров.  
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3 Моделирование одноуровневых систем кэширования 
 
3.1 Автоматная модель алгоритмов кэширования 
 
Напомним некоторые условия задачи кэширования. Страницы основной 
памяти пронумерованы, в кэш может быть записано k ≥ 1 страниц, а основная 
память содержит d = ∞ страниц. Причем все страницы равнозначны между со-
бой, и k значительно меньше d. Считается, что k – положительное целое число. 
Задана трасса запросов  = (1, 2, ..., i, ..., n), поступающих в дискретные 
моменты времени. Целесообразно построить математическую модель стратегии 
замещения страниц, на основе которой можно было бы разрабатывать различ-
ные алгоритмы кэширования. Для такой формализации подходят математиче-
ские понятия теории конечных автоматов. Приведем их, используя работу [7]. 
Конечным автоматом (или автоматом Мили) называется система  
ℛ = (I, Q, V, δ, λ),                                                (3.1) 
где I, Q, V – конечные множества, а функции δ: Q × I → Q и λ: Q × I → V неко-
торые отображения на этих множествах. При этом I называется входным алфа-
витом, V – выходным алфавитом, Q – множеством состояний, δ – функцией пе-
реходов, λ – функцией выходов. Автомат называется инициальным, если во 
множестве его состояний Q выделено некоторое состояние q0. Такой автомат 
обозначается ℛ = (I, Q, V, δ, λ, q0). Считается, что в начальный момент времени 
автомат ℛ находится в состоянии q0.  
Если в (3.1) функция выходов λ зависит только от Q и не зависит от вход-
ного алфавита I, то автомат называется автоматом Мура. Известна теорема, ут-
верждающая, что для любого автомата Мили существует эквивалентный ему 
автомат Мура [7]. Благодаря этой теореме, можно определить инициальный ав-
томат как систему ℛ = (I, Q, δ, q0) без указания выходного алфавита и функции 
выхода. 
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Опишем модель алгоритма кэширования с помощью инициального авто-
мата Мура. Введем следующие обозначения.  
Пусть N = {1, 2, ..., d} – множество страниц основной памяти,  = (1, 
2, ... , t, ..., n) – трасса запросов, где t  N – номер страницы, запрашиваемой 
в момент времени t = 1, 2, ..., n.  
Пусть M = {S : S  M, |S|  k} – множество всех подмножеств множест-
ва N, мощность которых не превышает k  1, где k  размер кэш-памяти. Пола-
гаем, что каждое такое подмножество S  M линейно упорядочено, т. е. все 
входящие в S страницы упорядочены в соответствии с некоторым отношением 
порядка, установленным кэш-системой. Например, такое отношение порядка 
может быть определено по адресам расположения или по «возрасту» пребыва-
ния страниц в кэше. Подмножество S назовем некоторым (потенциально воз-
можным) состоянием кэш-памяти, а M  множеством всех возможных состоя-
ний кэш-памяти для заданного k  1. Заметим, что множество M конечно и каж-
дому моменту времени t = 1, 2, ..., n отвечает некоторое состояние St = S  M 
кэш-памяти.  
Рассмотрим следующий инициальный автомат Мура: 
ℛ = (N, M, δ, q0),                                             (3.2) 
где N = {1, 2, ..., d} – множество страниц основной памяти, M – множество со-
стояний кэш-памяти, q0 – начальное состояние кэша, а функция перехода 
δ: M × N → M определяет новое состояние кэш-памяти, исходя из текущего со-
стояния кэш-памяти и номера запрошенной страницы t. В (3.2) множество N 
выполняет роль алфавита, а множество M  роль множества состояний автомата 
Мура. Таким образом, система (3.2) в целом определяет автоматную модель ал-
горитма кэширования.  
Функционирование автомата (3.2) осуществляется на основе трассы за-
просов  = (1, 2, .., t, ..., n). Пусть в момент времени t автомат ℛ находится 
в состоянии St – 1  M и на вход автомата поступает запрос t  N. Тогда соглас-
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но t  и функции перехода δ: M × N → M состояние кэш-памяти изменяется, и 
автомат ℛ переходит в состояние St  M (рисунок 1). Дискретные моменты 
времени t = 1, 2, ..., n определяют такты (тактовые моменты), когда автомат 
может менять свое состояние. Интервалы между тактами могут быть различ-
ными. Следовательно, работа автомата зависит не от физического времени, а от 
номера такта t. Считается, что в момент времени 0 автомат находится в началь-
ном состоянии q0, т. е. S0 = .  
 
 
 
Рисунок 1 – Изменение состояния автомата в момент времени t  
Очевидно, что всякому алгоритму кэширования свойственна своя функ-
ция перехода δ: M × N → M.  
К настоящему времени разработано немало алгоритмов кэширования со 
своими достоинствами и недостатками. Многие из них могут быть представле-
ны автоматной моделью (3.2). Как было отмечено во введении, одним из спосо-
бов улучшения эффективности работы кэш-систем является использование 
гибридных алгоритмов. Гибридным алгоритмом будем называть два или более 
алгоритмов кэширования, связанных некоторой функцией переключения f, ко-
торая определяет, каким (или какими) из гибридизируемых алгоритмов будет 
обрабатываться текущий запрос t. Возможность переключения с одного алго-
ритма на другой осуществляется через заданное число  тактов на основе нако-
пленной информации об эффективности работы алгоритмов на уже пройденной 
части трассы запросов. Гибридизация позволяет исключить «худшие случаи» 
(в смысле эффективности работы) каждого из гибридизируемых алгоритмов и 
использовать эти алгоритмы в наиболее выгодных для них ситуациях. Опреде-
лить гибридный алгоритм – это, прежде всего, задать множество гибридизи-
руемых алгоритмов, значение  и функцию f.  
δ  
St  
 
St – 1  t 
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Рассмотрим автоматную модель гибридного алгоритма кэширования с m 
исходными алгоритмами. Пусть гибридизируемые алгоритмы A1, A2, ..., Am 
представлены инициальными автоматами Мура 
ℛ1 = {N, M, δ1, q0}, ℛ2 = {N, M, δ2, q0}, …, ℛm = {N, M, δm, q0}, 
с соответствующими им функциями переходов δ1, δ2, …, δm. Если эти автоматы 
связать с помощью функции переключения f, то получим систему   
ℛg = (ℛ1, ℛ2, …, ℛm, f, ),                                         (3.3) 
моделирующую работу гибридного алгоритма, на каждом шаге которого опре-
деленным образом, исходя из заданных параметров гибридизации  и f, выби-
рается подмножество функций переходов из δ1, δ2, …, δm, активных на следую-
щем шаге. 
 
3.2 Характеризация автоматной модели 
 
С помощью автоматной модели (3.3) можно представлять различные 
комбинации стратегий кэширования и создавать различные гибридные алго-
ритмы кэширования. Функция переключения f позволяет определить поведение 
кэш-системы в различных ситуациях. С помощью f возможна тонкая настройка 
гибридного алгоритма, включая применение элементов адаптации на основе 
истории обработки трассы запросов  = (1, 2, .., t, ..., n). Ведь история обра-
ботки может быть чрезвычайно информативной, поскольку длина реальных 
трасс запросов весьма внушительна, хотя потенциально конечна.  
К недостаткам автоматной модели (3.3) следует отнести невозможность 
описать стратегии замещения, в которых допускаются кэшируемые объекты 
различных размеров, и учесть ситуации переполнения кэша при работе с таки-
ми объектами.  
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3.3 Методология оценки эффективности алгоритмов кэширования 
 
Теоретический анализ эффективности алгоритмов кэширования, как 
online алгоритмов – алгоритмов, обрабатывающих вход по мере поступления, 
весьма сложен [5]. Поэтому основным методом исследования алгоритмов кэ-
ширования на сегодняшний день остается имитационное моделирование, кото-
рое позволяет оценить эффективность новых алгоритмов в сравнении с извест-
ными аналогами.  
В качестве исходных данных при имитационном моделировании тради-
ционно используются специально сгенерированные трассы запросов. Методы 
построения таких трасс были предложены в работах Деннинга и Фейбота. Дан-
ные методы основаны на законе Ципфа и предположении о независимости ве-
роятностей вызова страниц памяти.  
 Рисунок 2 – Генерация трасс на основе бинарной марковской цепи 
В работе [11] предложен генератор трасс на основе бинарной марковской 
цепи. Этот алгоритм является реализацией идей Деннинга и Фейбота. В первом 
состоянии марковской цепи генерируется обращение к странице близкой к те-
кущей, а во втором  к случайной странице. Вероятности переходов между 
этими состояниями устанавливаются равными Z и 1  Z (0 ≤ Z ≤ 1) соответст-
венно. Граф переходов между этими состояниями изображен на рисунке 2. 
В качестве параметров трассы в данном алгоритме рассматриваются: n – 
длина трассы, d – количество страниц основной памяти, |B| – размер блока 
трассы, Z – отношение Ципфа, определяющее вероятности перехода марков-
ской цепи.  
S
1
 S
2
 Z 
Z 
1 Z 
1 Z 
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Трасса запросов, построенная при помощи описанного выше генератора, 
представлена на рисунке 3. Для нее n = 2000, d = 1000, |B| = 200, Z = 0,8. На ри-
сунке 3 по вертикали указаны номера станиц основной памяти, по горизонтали 
отмечены номера запросов в последовательности . 
 
Рисунок 3 – Пример трассы запросов 
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4 Алгоритмы и программы решения задачи 
 
4.1 Описание гибридного алгоритма 
 
Предлагается гибридный алгоритм кэширования Hyb_LRU+LFU, постро-
енный на основе автоматной модели (3.3). В качестве гибридизируемых алго-
ритмов A1 и A2 взяты стратегии замещения LRU и LFU. Функция переключения 
f в Hyb_LRU+LFU определена следующим образом. Вся исходная трасса запро-
сов  = (1, 2, .., t, ..., n) условно разделена на части Bi (или блоки) размера . 
Назовем этапом работы гибридного алгоритма обработку двух последователь-
ных частей, общим размером 2.  
На каждом этапе работы алгоритма обрабатываются две части трассы Bi и 
Bi + 1. Сначала все поступающие запросы части Bi обрабатываются обоими алго-
ритмами A1 и A2. Затем для каждого из A1 и A2 вычисляется рейтинг кэш-
попаданий. Рейтинг кэш-попаданий на Bi вычисляется по формуле  
     
  
  
    
где ni  длина обработанной части запросов, ri  число попаданий. Заметим, что 
в Hyb_LRU+LFU для любого i всегда ni = . Таким образом, чем больше значе-
ние ri, тем выше рейтинг кэш-попаданий алгоритма кэширования.  
Далее обрабатывается часть Bi + 1, состоящая из  запросов. Обработка 
этой части осуществляется тем алгоритмом, который на Bi получил наивысший 
HR, а значит, и наибольшее значение числа попаданий. Пусть r1, i и r2, i  число 
попаданий для LRU и LFU на Bi соответственно. При r1, i > r2, i  часть трассы 
Bi + 1 обрабатывается алгоритмом LRU, иначе алгоритмом LFU. После этого на-
чинается новый этап работы гибридного алгоритма. Таким образом, переклю-
чение гибридного алгоритма с одной стратегии замещения страниц на другую, 
происходит на каждом этапе его работы на основе рейтингов, полученных по-
сле работы гибридизируемых алгоритмов на первой половине текущего этапа.  
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Эффективность гибридизации оценивается числом попаданий гибридного 
алгоритма на введенной части трассы σ. Поэтому одним из основных результа-
тов работы гибридного алгоритма Hyb_LRU+LFU является значение r – число 
попаданий на пройденном участке трассы.   
 
 
 
 
 
 
 
 
 
 
 
 
 
Конечно, существуют другие способы гибридизации алгоритмов 
кэширования [4], многие из которых можно представить при помощи модели 
(3.3) с соотвествующими параметрами гибридизации Δ и f. Алгоритм 
Hyb_LRU+LFU также может быть модифицирован. Например, 
в Hyb_LRU+LFU можно варьировать параметр Δ, а также число обрабатывае-
мых участков трассы без переключения между стратегиями. Увеличение коли-
чества частей трассы без переключения уменьшает затраты на вычисление рей-
тингов, однако при этом уменьшает уровень адаптации.  
Очевидно, алгоритм Hyb_LRU+LFU относится к алгоритмам типа LRU. 
Поэтому из следствия 2.1 вытекает справедливость следующего утверждения. 
Утверждение 4. 1 Алгоритм Hyb_LRU+LFU является k-конкурентным.   
 
 
 
 
Изъято по решению правообладателя 
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4.2 Описание разработанных программных средств 
 
Для выполнения имитационного моделирования была разработана про-
грамма HR_calculator_LRU_LFU, которая моделирует работу алгоритмов LRU, 
LFU и реализует гибридный алгоритм Hyb_LRU+LFU. Для эксплуатации про-
граммы необходим персональный компьютер типа IBM PC Pentium IV c опера-
ционной системой Windows XP/Vista/7.0 и оперативной памятью от 512 Мб. 
Среда разработки: Visual Studio 2013.  
Программа HR_calculator_LRU_LFU состоит из следующих модулей: 
‒ модуль cacheLru (моделирование работы алгоритма LRU); 
‒ модуль cacheLfu (моделирование работы алгоритма LFU); 
‒ модуль cacheLRfu (моделирование работы гибридного алгоритма 
LRU+LFU); 
‒ модуль cacheOffline (моделирование работы алгоритма Белади) 
‒ модуль TrackGenerator (генератор трасс запросов); 
‒ модуль HRCalculator (запуск модулей с заданными параметрами и вывод 
полученных результатов). 
На вход программы HR_calculator_LRU_LFU подаются параметры кэш-
системы, а на выходе программа выдает значения рейтинга кэш-попаданий для 
сравниваемых алгоритмов с заданными параметрами моделирования. 
Текст разработанной программы приведен в приложении А. 
 
4.3 Экспериментальное исследование гибридного алгоритма 
 
В процессе имитационного моделирования были проведены серии экспе-
риментов. Алгоритмы LRU, LFU и гибридный алгоритм Hyb_LRU+LFU срав-
нивались по рейтингу попаданий HR. Изменению подвергались   
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‒ параметры генератора TrackGenerator трассы запросов: Z – величина, ус-
танавливающая вероятности перехода между состояниями марковской 
цепи, n – длина трассы запросов ;  
‒ параметры кэш-системы: d – количество страниц основной памяти, k – 
размер кэша;   
‒ параметр , определяющий период адаптации гибридного алгоритма. 
В таблице 5 представлены результаты первой серии экспериментов. Эта 
серия проводилась при n от 1000 до 40000, k = 100 и  = 200. В этой серии ис-
пользовались трассы, сконструированные для отражения «худшего случая» 
(с точки зрения эффективности работы) алгоритма LRU. 
Таблица 5  Рейтинги кэш-попаданий исследуемых алгоритмов на неблагопри-
ятных для LRU трассах запросов  
n 
Значения рейтинга кэш-попаданий  % работы LFU 
в гибридном 
алгоритме  LRU LFU Hyb_LRU+LFU 
1000 0,035 0,03 0,029 60 % 
2000 0,0265 0,027 0,0275 70 % 
5000 0,036 0,1402 0,0676 84 % 
10000 0,0368 0,1276 0,0781 88 % 
15000 0,0358667 0,147667 0,101 96 % 
25000 0,03452 0,23204 0,1022 95,2 % 
40000 0,0346 0,278575 0,1088 99 % 
 
Из таблицы 5 видно, что на трассах, отвечающих «худшему случаю» для 
LRU, алгоритмы LFU и Hyb_LRU+LFU работают эффективнее LRU, при этом 
гибридный алгоритм Hyb_LRU+LFU на более длинных трассах успешно адап-
тируется и переключается чаще всего на LFU. 
Вторая серия экспериментов проводилась при n от 1000 до 40000, k = 100 
и  = 200. В этой серии использовались трассы запросов, построенные с помо-
щью генератора TrackGenerator для Z = 0,8. В самом алгоритме LFU при обра-
28 
 
ботке этих трасс не выполнялась операция очистки кэша, что приводило в ряде 
случаев к «загрязнению» кэша и неэффективной работе LFU. Результаты дан-
ной серии экспериментов, приведенные в таблице 6, подтверждают неэффек-
тивность алгоритма LFU без очистки кэша. Особенно это наблюдается на длин-
ных трассах. Так, в Hyb_LRU+LFU на трассе запросов длиной n = 40000 даже 
небольшое переключение с LFU на альтернативный алгоритм LRU способству-
ет очистке кэша и повышает эффективность работы LFU с рейтинга 0,123375 до 
0,588.  
Таблица 6 – Рейтинги кэш-попаданий исследуемых алгоритмов на неблагопри-
ятных трассах запросов для LFU (без очистки кэша) 
n 
Значения рейтинга кэш-попаданий % работы LFU в 
гибридном ал-
горитме LRU LFU Hyb_LRU+LFU 
1000 0,291 0,104 0,287 0 % 
2000 0,412 0,1085 0,4195 80 % 
5000 0,5342 0,1266 0,5162 56 % 
10000 0,5615 0,1284 0,5577 66 % 
15000 0,5786 0,125733 0,570333 68 % 
25000 0,5796 0,12608 0,57372 61,6 % 
40000 0,590875 0,123375 0,588 65,5 % 
 
Третья серия экспериментов проводилась с переменным параметром  
при n = 1000, k = 100, d = 20000. В этой серии использовались трассы, сгенери-
рованные с помощью TrackGenerator для Z = 0,8. Цель данной серии экспери-
ментов  установить, имеет ли место зависимость значения рейтинга кэш-
попаданий гибридного алгоритма от величины периода адаптации . В алго-
ритме LFU была предусмотрена очистка кэша от «загрязнения». Из результатов 
данной серии экспериментов, приведенных в таблице 7, следует, для эффектив-
ной работы гибридного алгоритма параметр  необходимо выбирать равным 
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24 размерам кэша. Уменьшение  нецелесообразно, поскольку это влечет уве-
личение вычислительных затрат, а увеличение  приводит к тому, что алгоритм 
не успевает адаптироваться к изменениям трассы.   
Таблица 7 – Рейтинги кэш-попаданий исследуемых алгоритмов при изменении 
параметра адаптации   
 
Значения рейтинга кэш-попаданий % работы LFU 
в гибридном 
алгоритме на 
трассе  
LRU LFU Hyb_LRU+LFU 
50 0,5864 0,68455 0,346 84,75 % 
100 0,5842 0,68055 0,4923 81 % 
200 0,57875 0,66955 0,57945 69 % 
300 0,58625 0,6821 0,58455 56,7164 % 
400 0,58205 0,6693 0,5962 74 % 
500 0,57965 0,68435 0,60565 77,5 % 
1000 0,58025 0,6688 0,64595 85 % 
 
В таблице 8 представлены результаты четвертой серии экспериментов. 
Эта серия проводилась с переменным параметром Z при n = 1000, k = 100, 
d = 20000,  = 200. В этой серии использовались трассы, сгенерированные 
с помощью TrackGenerator при различных значениях Z. Цель данной серии экс-
периментов  это исследование зависимости эффективности работы исследуе-
мых алгоритмов от значения Z.  
Таблица 8 – Рейтинги кэш-попаданий исследуемых алгоритмов при изменении 
параметра Z  
Z Значения рейтинга кэш-попаданий 
LRU LFU Hyb_LRU+LFU 
0,5 0,1526 0,16055 0,1537 
0,6 0,1961 0,2066 0,196 
0,7 0,24995 0,2649 0,25245 
0,8 0,31155 0,33465 0,31255 
0,9 0,39485 0,4161 0,3973 
1 0,48775 0,48465 0,48545 
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Из таблицы 8 видно, что увеличение значения Z (степени предсказуемо-
сти «будущего» от «настоящего» и «прошлого»), т. е. доли страниц, номера ко-
торых зависят от ранее вызванных страниц, увеличивает рейтинги попаданий 
всех исследуемых алгоритмов кэширования. Это объясняется тем, что все рас-
сматриваемые алгоритмы LRU, LFU и Hyb_LRU+LFU реализуют стратегии за-
мещения страниц, основываясь исключительно на истории обработки запросов. 
В целом по результатам имитационного моделирования можно сделать 
следующие выводы: 
‒ предложенный гибридный алгоритм Hyb_LRU+LFU эффективнее каждо-
го из алгоритмов LRU, LFU в отдельности как на трассах запросов небла-
гоприятных для этих алгоритмов, так и на трассах, построенных генера-
тором TrackGenerator; 
‒ эффективность алгоритма Hyb_LRU+LFU может быть улучшена путем 
подбора параметра  на основе информации о реальных трассах запросов.  
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ЗАКЛЮЧЕНИЕ 
 
В бакалаврской работе проведено исследование задачи кэширования, вы-
явлены принципы построения кэш-систем, сформулирована задача кэширова-
ния. Разработаны программы, реализующие алгоритмы Белади, LRU, MARKER 
для решения задачи кэширования в режимах offline и online. Выполнен анализ 
online алгоритмов LRU, MARKER с помощью аппарата конкурентного анализа, 
а также вычислительные эксперименты, подтверждающие теоретические оцен-
ки эффективности этих алгоритмов. Представлена автоматная модель алгорит-
мов кэширования. На ее основе разработан гибридный алгоритм, эффективно 
совмещающий работу двух известных стратегий замещения страниц LRU и 
LFU. Гибридный алгоритм реализован в виде программы. Проведены вычисли-
тельные эксперименты, подтверждающие эффективность гибридного алгорит-
ма в различных ситуациях, включая «худшие случаи» для каждого из гибриди-
зируемых алгоритмов в отдельности. Найдено значение параметра , обеспечи-
вающее эффективность гибридного алгоритма кэширования.  
Результаты бакалаврской работы могут быть использованы при разработ-
ке различных типов кэш-систем. 
Результаты бакалаврской работы докладывались на двух конференциях: 
«Международная научная конференция студентов, аспирантов и молодых уче-
ных «Молодежь и наука: проспект Свободный-2015» (Красноярск, 2015)»; 
«Международная научная конференция студентов, аспирантов и молодых уче-
ных «Молодежь и наука: проспект Свободный-2016» (Красноярск, 2016)». 
Результаты бакалаврской работы опубликованы в материалах указанных 
выше конференциях и в электронном рецензируемом издании: Петраков И.Е. 
Модели и алгоритмы гибридизации алгоритмов кэширования // Программные 
продукты, системы и алгоритмы. – 2016.  № 3.  Режим доступа: 
http://www.swsys-web.ru/ 
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