Genetic approaches have been used to investigate increasingly complex biological systems. Here we review the current state of genetic analysis of learning and memory in the fruitfly, Drosophila melanogaster. Emerging findings support two main themes. First, discovery and manipulation of genes involved with behavioral plasticity in genetically accessible systems such as D. melanogaster enables dissection of the biochemical, cellular, anatomical, and behavioral pathways of learning and memory. Second, because core cellular mechanisms of simple forms of learning are evolutionarily conserved, biological pathways discovered in invertebrates are likely to be conserved in vertebrate systems as well.
INTRODUCTION
The ability to remember past experiences is a fundamental property of higher organisms. Because of the fantastic complexity of the brain, modern scientists have attempted to gain insights into learning and memory with a wide array of experimental approaches ranging from careful description of the behavioral phenomenology and underlying physiological correlates to introduction of experimental interventions such as pharmacological, biochemical, and anatomical lesions. Genetic lesions also have begun to provide valuable insight into behavioral plasticity.
In the 1940s, genetic approaches were first used in bacteria and bacteriophages to study basic cell biological functions such as growth, metabolism, gene regulation and recombination. Since then, genetic analyses have "dissected" increasingly complex biological processes. Mutant screens in flies (Nüsslein-Volhard 1979 Weischaus et al 1984; Schüpbach 407 0147-006X/98/0301-0407$08.00 1986) and more recently in zebrafish (see Eisen 1996 for a review) have identified most of the genes controlling embryonic pattern formation. These genes have been categorized into functionally distinct groups according to their phenotypic effects. Maternal-effect mutations in flies, for example, tend to result in global disruptions along the length of the body axes, whereas zygotic mutations tend to disrupt patterning in progressively refined spatial domains. Many of the corresponding genes have been characterized molecularly, thereby identifying components of gene regulation and cell signaling pathways. Genes first discovered in flies have subsequently been identified in vertebrates, and many of the underlying principles of how cells signal during the development of invertebrates have been shown to be conserved in vertebrate systems. Thus, a driving force behind analysis of development has been gene discovery in flies, which in turn has provided experimental and conceptual tools to dissect mechanisms of morphogenesis both in invertebrate and vertebrate species.
We review how genetic approaches have been used to dissect the processes of learning and memory in Drosophila melanogaster. We begin with a historical perspective on the genetic basis of behavioral plasticity. We next catalog what is known about single-gene mutations affecting learning and memory in flies, followed by a synthesis of a few conceptual issues for genetic analyses of complex traits. We then argue that genetic approaches, driven by gene discovery, provide tools to dissect the biochemical, cellular, anatomical, and behavioral pathways of learning and memory. Because the core mechanisms of these processes appear to be conserved, model systems such as D. melanogaster provide an economy-of-scale to identify biological processes that likely underly behavioral plasticity in vertebrates.
BEHAVIOR-GENETIC ANALYSIS OF LEARNING AND MEMORY: A HISTORICAL PERSPECTIVE

Quantitative Genetic Studies
The notion that genetic differences contribute to learning and memory has been accepted for hundreds of years but was not demonstrated experimentally until this century. Tryon (1940) used bidirectional selection experiments to breed "bright" and "dull" strains of rats simply by choosing individuals with extreme abilities to learn to navigate a maze for food reward. After several generations, rats from the "maze-bright" strain learned quickly, whereas those from the "maze-dull" strain learned much more slowly. Analogous experiments were done subsequently by Hirsch and coworkers (McGuire & Hirsch 1977 , Zawistowski & Hirsch 1984 in the blowfly Phormia regina by breeding flies showing high or low performance during classical conditioning of the proboscis extension reflex (PER). McGuire & Hirsch (1977) were able to Figure 1 Bidirectional selection in blowflies for classical conditioning of the proboscis extension reflex (PER). Food-deprived individual blow flies were subjected to 15 trials of a classical conditioning procedure in which tarsal stimulation with either water or saline (CS) was paired with sucrose presentation to the proboscis (US). After a few trials, the CS began to elicit a PER. Learning scores were based on the number of CS-induced PERs during the last eight trials. Each generation, eight pairs of the highest or lowest scoring flies were mated together to produce "bright" and "dull" strains. The response to selection required 12 generations to reach asymptotic levels, suggesting a polygenic basis. [Data replotted from McGuire & Tully (1987).] generate bright and dull strains of flies that had significantly different learning scores for classical conditioning. The responses to selection took 12 generations to reach asymptotic levels, suggesting that many genes were involved (McGuire & Hirsch 1977) (Figure 1 ). Quantitative-genetic analyses of Mendelian crosses between bright and dull flies yielded a minimum estimate of four "segregating units" involved with classical conditioning. This necessarily was an underestimate of the number of genes influencing conditioning of the PER, however, because only a limited number of recombination events were represented among the progeny that were tested. The selection experiments also suffered a more important limitation, however; only genes with extant allelic variants in the foundation population could be identified. Nonetheless, this study demonstrated that even a simple form of learning in flies is under complex polygenic control.
In addition to providing a crude estimate of polygenicity, quantitative genetic analysis of bright and dull flies indicated that learning phenotypes can result from both additive and nonadditive interactions among numerous genes. McGuire & Tully (1987) detected additive effects on the autosomes; intralocular dominance among genes on autosomes; and interlocular epistatic interactions between gene loci on autosomes, on the X chromosome, and between the X and autosomal chromosomes.
Finally, bidiriectional selection studies also illustrate that many of the genes involved in learning are pleiotropic. Selected bright and dull flies for instance also displayed high and low sensitization (Tully & Hirsch 1982 , McGuire 1983 . Further genetic analysis indicated that these two types of learning were mechanistically related (Tully & Hirsch 1983) . This is consistent with findings in Aplysia californica that have shown that sensitization and conditioning of the gill withdrawal reflex utilize some of the same biochemical pathways (Kandel et al 1987) .
These studies in P. regina, along with others in D. melanogaster (Lofdahl et al 1992) and Apis mellifera (Brandes & Menzel 1990 ), point to three important generalizations about the genetic architecture underlying learning. First, even simple forms of learning are influenced by many genes. Second, behavioral traits result from both additive and nonadditive interactions among polygenes. And third, many of these genes have pleiotropic effects. The quantitative genetic approach did not allow the identification of single genes, however, which is necessary to unravel the biological processes underlying behavioral plasticity.
Single-Gene Mutants
In the late 1960s, Seymour Benzer left phage genetics and entered the field of behavior genetics with a novel solution to the problems of traditional behaviorgenetic analyis. He suggested that most genes involved with a complex trait might be identified by direct chemical mutagenesis to isolate mutations one gene at a time (Tully 1996) -in much the same way that genetic screens were being used to study simpler processes. To apply this forward-genetic approach to the study of learning and memory, Quinn et al (1974) first developed an olfactory shock-avoidance learning procedure for D. melanogaster. With this assay, Benzer's group at Caltech identified the first single-gene mutant for associative learning, dunce . Continuing the mutagenesis at Princeton, Quinn's group isolated rutabaga (Livingstone et al 1984) , amnesiac , radish (Folkers et al 1993) , cabbage (Aceves-Pina , and turnip (Choi et al 1991) . Tully & Quinn (1985) then developed a Pavlovian olfactory learning assay where flies are trapped in a chamber, thereby ensuring that all flies received similar experience. During training, exposure to odor A (the CS+) is paired with footshock (the US), while a subsequent exposure to odor B (the CS−) is not paired with footshock. Trained flies then are transferred to the choice point of a T maze, where they choose between the CS+ and the CS− odors presented simultaneously. Under these conditions, greater than 90% of wildtype flies avoid the CS+ and less than 5% avoid the CS−. By combining this improved learning assay with genetically engineered P-element transposons as a source of mutagenesis, Tully's group at Brandeis isolated two additional learning mutants, latheo (Boynton & Tully 1992) and linotte (Dura et al 1993) , bringing the total number of genes identified from behavioral screens to eight.
In addition to behavioral screens for learning mutants, several indirect screens have identified genes involved with olfactory associative learning. Heisenberg's group at Würzburg screened for single-gene mutants with gross anatomical defects in various regions of the adult brain. minibrain, a mutation that reduces the size of the adult brain, and several mutations affecting the mushroom bodies (MBs) (Heisenberg 1980 Heisenberg et al 1985; Kinkelin 1988; Hanesch et al 1989; Ilius 1992; Strauss et al 1992; Strauss & Heisenberg 1993; Ilius et al 1994; de Belle & Heisenberg 1996) .
With a somewhat different approach, Davis's group at Baylor used an enhancer-detector method to identify genes showing expression in adult MBs (Han et al 1996) . An olfactory learning defect has been reported for one such gene, 14-3-3 (Skoulakis & Davis 1996) . This approach also revealed that dunce, rutabaga, and DCO (see below) are expressed in MB neurons.
Finally, biochemical analysis of dunce and rutabaga suggested that the cAMP signal transduction cascade is involved with olfactory learning. This discovery prompted a focused analysis of learning in extant mutants of DCO (the catalytic subunit of the cAMP-dependent protein kinase, PKA) (Kalderon & Rubin 1988 , Drain et al 1991 , Skoulakis et al 1993 , Li et al 1996 , Su-var(3) (a type I protein phosphatase PP1) (Reuter et al 1987 , Dombradi et al 1991 , Asztalos et al 1993 , and Shaker (a potassium channel subunit) (Kamb et al 1988 , Pongs et al 1988 , Schwarz et al 1988 . Moreover, reverse-genetic disruptions of G α , PKA-RI (a type I regulatory subunit of PKA) (Quan et al 1989 , Simon et al 1991 and dCREB2 (cAMP-responsive element binding transcription factor) (Yin et al 1994 (Yin et al , 1995a revealed roles for these genes in olfactory associative learning. Altogether, these approaches have identified a total of 24 genes that disrupt olfactory learning in D. melanogaster when mutated (see below).
A variety of learning assays have been developed for fruit flies (reviewed in , Tully 1991 , Connolly & Tully 1997 . These include several operant conditioning procedures (Booker & Quinn 1981 , Mariath 1985 , Heisenberg & Wolf 1984 , Wüstmann et al 1996 and conditioned courtship suppression (Siegel & Hall 1979) . Procedures also exist to assess habituation and sensitization of the PER (Duerr & Quinn 1982) , of the landing response (Fischbach & Heisenberg 1981) , and of the jump response (Boynton & Tully 1992 , Mihalek et al 1997 . In each of these procedures, one or more of the olfactory learning mutants have been shown to be defective (see Table 1 ). b Feany & Quinn (1995) cloned the genomic region around the P-element insertion and have reported that amn encodes a PACAP-like neuropeptide. This conclusion is based solely on their detection of a single nucleotide difference between wild-type and amn DNA in the PACAP-like open reading frame, however, and no transcript or protein encoded by this open reading frame has yet been detected in wild type-flies or has been shown to be aberrant in amn mutants. Definitive molecular identification of amn, therefore, awaits confirmatory evidence such as rescue of the amn memory defect with an amn + transgene or molecular characterization of independently derived amn alleles.
c
The lio 1 P-element is inserted between two transcripts, one of which encodes a novel protein with no significant homology to previously identified genes and the other of which encodes a previously identified gene called derailed (drl ) . The lio 1 P-element insertion reduces levels of expression of the drl gene during development (Dura et al 1995) and of the novel transcript in adult heads of (Bolwig et al 1995) . Induced expression of the novel transcript in transgenic adult flies fully rescues the lio 1 learning defect, however (Bolwig et al 1995) , indicating that this novel transcription unit, and not drl, is lio.
Critical to the characterization of single-gene mutations involved with learning is proper assessment of sensorimotor responses. This issue arises from the fact that learning per se is not observed directly but is inferred from a change in behavioral response after exposure to a stimulus. Hence, alterations in factors such as perception of the stimuli, fatigue or motivational state, also can affect behavioral responses. Single-gene mutants often have pleiotropic effects on many different behavioral responses (see below), which also can make it difficult to determine if a given gene is involved with learning per se. A resolution to these problems lies first in determining which behavioral responses are pertinent to a given learning task and then in developing task-relevant assays for the sensorimotor responses required for normal performance. For Pavlovian olfactory conditioning, olfactory acuity and shock reactivity assays quantitate the flies' abilities to sense and respond to the odors and shock stimuli used in the conditioning procedure. When a particular mutant fails these sensorimotor assays, one cannot conclude that poor performance in conditioning experiments results from a defect in learning per se. Conversely, when a learning mutant passes these sensorimotor tests, one gains confidence that the corresponding gene is involved in learning, regardless of any pleiotropic effects it may have on other behaviors. Of the 24 genes mentioned above, seven (six affecting CC anatomy and tur) fail the task-relevant assays of sensorimotor responses required for Pavlovian olfactory learning (see Table 1 ). This highlights the importance of assaying performance in task-relevant sensorimotor responses.
QUANTITATIVE-GENETIC EFFECTS IN SINGLE-GENE MUTANT ANALYSIS
Unlike bidirectional selection, forward-genetic screens allow identification and analysis of genes, one at a time. Each new gene provides an entry point for characterization of its role in the biochemistry, neuroanatomy, and synaptic plasticity underlying learning. By studying single-gene mutants, even complex processes such as learning become experimentally tractable. The power of this approach has been demonstrated for development (see Introduction) and recently has been applied to mammalian systems (see Tonegawa 1995) . The quantitative-genetic issues discussed above indicate, however, that complex emergent functions such as learning and memory are established via polygenic interactions. When studying single genes, the remaining genetic architecture is generally referred to as genetic background and generally has been ignored. The influence of genetic background on experimental analysis of single-gene mutants, however, is pervasive. A simple example suffices in driving this point home.
Consider a classic Mendelian situation, where two genes (A and B) each have two alleles (A,a and B,b) . In a randomly mating population with each allele represented equally, this genetic architecture would give rise to the typical 1:2:1:2:4:2:1:2:1 ratio of 9 genotypes (see Punnet squares in Figure 2) . First consider the simplest case, in which these two genes act additively (no intra-or inter-locular dominance) to produce a learning score. Wild-type alleles A and B contribute 30 and 20 points to the learning score, respectively, while mutant alleles a and b contribute nothing. From the nine Mendelian genotypes, this scenario would yield 9 phenotypes, ranging from a learning score of 100 for genotype AABB to a score of 0 for genotype aabb (Figure 2A ). Now suppose that gene A was the experimental focus of a gene disruption experiment and gene B was an unknown locus differing in the genetic background of two inbred strains. Learning scores of wild-type (AA) and mutant (aa) animals, then, would differ depending on the genetic background of the particular inbred strain (BB or bb). In inbred strain BB, average learning scores for wildtype and mutant animals would be 100 and 40, respectively. In inbred strain bb, learning scores would be 60 and 0, respectively. Thus, in the case of complete additivity within and among gene loci, differences in genetic background can influence the performance levels of wild-type and mutant animals-but the average difference ( ) between wild-type (AA) and mutant (aa) scores remains the same (see Figure 2A) .
Next, consider the case of intralocular dominance-still in the absence of interlocular dominance (epistasis). From the nine possible genotypes, this genetic architecture gives rise to the classic 9:3:3:1 ratio of four phenotypes, ranging from 100 to 0 ( Figure 2B ). Here again, average performance levels of wild-type (AA) and mutant (aa) animals differ between the inbred strains, but the difference between average scores of wild-type and mutant animals remains the same. Thus, intralocular dominance itself does not affect quantitative assessments of single-gene mutants.
The outcome is significantly different in the presence of epistasis, however. Four examples establish the generality of this conclusion. In the classic case of reciprocal dominant epistasis, the nine possible genotypes give rise to two phenotypes in a Mendelian ratio of 15:1 ( Figure 2C ). In inbred strain bb, average learning scores for wild-type (AA) and mutant (aa) animals are 100 and 0. In inbred strain BB, however, wild-type and mutant animals both yield average scores of 100. Thus, the effect of a single-gene mutation can be masked by epistatic interactions between the mutated gene and the genetic background! Moreover, when compared to the case of complete additivity, the difference in average learning scores between wild-type and mutant animals (when detectable) is exaggerated ( = 100 vs = 60). Consequently, the relative contributions to behavioral performance from the mutated gene and the epistatic interaction are confounded and cannot be distinguished. Similar conclusions can be drawn from the cases of reciprocal recessive epistasis (which yields a Mendelian ratio of 9:7 for the nine possible genotypes) ( Figure 2D ), dominant epistasis of gene B on gene A (Mendelian ratio of 12:3:1) ( Figure 2E ), and recessive epistasis of gene B on gene A (Mendelian ratio of 9:3:4) ( Figure 2F ). In each case, the effect of a mutation in gene A can be detected only in one inbred strain. In some cases as above, the particular genetic background can bias quantitative estimates of the effect of the mutant allele of gene A.
Realistically, the quantitative-genetic contributions from interacting polygenes in the genetic background generally are unknown for most single-gene mutants-and they become much more complex as the number of polygenes underlying a complex trait increases. Hence, quantitative comparisons of singlegene effects derived from inbred strains are biased to an unknown degree by undetected epistatic interactions.
One solution to this problem is to characterize many single-gene mutant individuals in an outbred strain, with a heterogeneous genetic background. In this manner, the average effect of a single-gene mutation can be defined as the net effect of many interactions between the mutated gene and various epistatic loci in the genetic background (Tully 1996) .
Working with single-gene mutations in an outbred strain, however, also has its limitations. During a mutagenesis (or a screen for ES cells carrying a particular mutation), for instance, mutant lines are initially established from a single individual. Consequently, differences between mutant and parental strains may arise from a founder effect: a biased undersampling of the genetic background caused by the choice of a single individual with which to establish a mutant population. In addition, homozygous mutant animals generally are less fit than wild-type animals, probably as a result of pleiotropic effects of the mutation on biological processes involved with reproductive fitness. Such reduced fitness of single-gene mutants leads to selection for genetic modifiers (suppressors) in a heterogeneous genetic background, thereby ameliorating the mutant phenotype over many generations. Hence, the genetic background of the mutant strain diverges from that of the wild-type strain over time, thereby biasing estimates of the average effect of a mutant genotype.
One solution to both the founder effect and selection-for-modifiers is to generate and maintain single-gene mutations in an isogenic (inbred) background. This would yield a genetically stable population of mutants. The disadvantage of this tactic, however, lies in the fact that one inbred line represents only one possible genetic background (and therefore only one set of epistatic interactions), which raises the caveats outlined above. Such inbred mutant lines then should be outcrossed to an outbred, wild-type strain to equilibrate genetic backgrounds prior to behavioral analysis. In this way, accurate average effects of mutations can be assessed, making genetic dissection of complex traits such as learning and memory possible .
GENETIC DISSECTION OF LEARNING AND MEMORY
Dissection of Biochemical Pathways
Unlike anatomical screens, behavioral screens for learning mutants can identify genes involved in both the development of neuronal structures and in the biochemical pathways underlying behavioral plasticity of adults. Distinguishing these roles cannot be accomplished simply by analyzing gross neuroanatomical structure in the adult. Instead, it is necessary to vary the function of these gene products in time and space. For dnc, DC0, dCREB2, and lio, inducible transgenes and conditional alleles have been used to demonstrate a role for these genes in the biochemistry of adult associative learning (Drain et al 1991; Yin et al 1994 Yin et al , 1995a Bolwig et al 1995; Dauwalder & Davis 1995; Li et al 1996) . These findings do not preclude the involvement of these genes in development of the brain, however. In the case of dnc M14 mutants, for example, induced expression of a transgene encoding a dnc + cDNA yields partial rescue of the learning defect, revealing a role for dnc during adult associative learning. In the absence of complete rescue, however, it remains possible that the residual learning defect results from anatomical defects that arise during development.
DC0 also has been shown to function in the adult. Pavlovian olfactory learning is reduced in heteroallelic combinations of DC0 581 and DC0 B10 (Skoulakis et al 1993) ; memory retention three hours after training, however, is normal in these mutants. Induced expression of transgenes encoding either the catalytic subunit of PKA, a peptide inhibitor of PKA, or a truncated mammalian type II regulatory subunit (RII) of PKA (in which the cAMP binding site was removed) causes a decrease in Pavlovian olfactory learning (Drain et al 1991) . In contrast, transgenes expressing full-length RII subunit have no effect. Task-relevant sensorimotor responses are normal before or after heat-shock in each of these transgenic lines and in the heteroalleleic mutants. These findings demonstrate an acute role for PKA in adult olfactory learning.
Evidence for an acute requirement for PKA activity during memory formation after Pavlovian olfactory learning comes from studies of DC0 X4 , a conditional lethal allele. At the permissive temperature, DC0 X4 /Df hemizygous mutants show a reduction in learning, but they have normal memory decay. At the restrictive temperature, however, DC0 X4 /Df hemizygous mutants show the same learning defect and a disruption of middle-term memory (Li et al 1996; see below) . This study suggests that different thresholds of PKA activity may be required for development, learning, and memory formation.
Forward-genetic screens identify genes involved with learning or memory without any preconceptions about the underlying biochemical pathways. Hence, molecular characterization of learning/memory genes discovered in this way can identify components of known biochemical pathways, as well as novel pathways that have not been previously implicated. The dnc and rut genes, for instance, encode a PDE and an AC, respectively (Chen et al 1986 . Hence, characterization of these genes demonstrated that learning in D. melanogaster utilizes cAMP signaling. Subsequent reverse-genetic experiments have focused on manipulating the expression or activity of other known components of this pathway, and clear roles in olfactory learning/memory have been demonstrated for a stimulatory G α subunit , a PKA catalytic subunit (Drain et al 1991 , Skoulakis et al 1993 , Li et al 1996 , a type I regulatory subunit of PKA (Goodwin et al 1998) , and CREB (Yin et al 1994 (Yin et al , 1995a .
Further study of these components of the cAMP signaling cascade, along with emerging information about other learning/memory genes, suggests the involvement of additional biochemical pathways. Amorphic alleles of rut, for instance, reduce but do not eliminate olfactory learning (Livingstone et al 1984) . This suggests the involvement of additional cyclases or of novel signaling pathways. Conversely, expression of a constitutively active form of G α in MBs completely abolishes olfactory learning, which suggests that any additional signaling pathways nevertheless may be G-protein mediated . Discovery of the involvement of 14-3-3 in learning even invokes crosstalk among several signaling pathways (Skoulakis & Davis 1996) .
No biochemical defects have yet been found for amn (but see Table 1 legend), rsh, lat, lio, or cab mutations, suggesting that additional biochemical complexity awaits discovery. The lio gene, which recently has been cloned, encodes a novel protein with no homology to other known genes (Bolwig et al 1995) . Thus, a previously unknown component of the cAMP pathway or a component of a novel biochemical pathway now exists. Likewise, molecular cloning of the remaining learning/memory genes promises new biochemical insight.
Dissection of Neuroanatomical Pathways
The insect brain contains several prominent neuropillar structures (Figure 3 (Hanesch et al 1989 , Strauss & Heisenberg 1993 ). The CC is comprised of four substructures, namely the ellipsoid body and fan shaped body (depicted here) and the protocerebral bridge and nodulii (not shown).
and then divide into the α lobes, which project dorsally, and the β and γ lobes, which project medially. Output neurons from the MBs project to many parts of the central brain [for a detailed description of MB structure, see Heisenberg (1980) ].
The CC is another prominent brain structure situated in the center of the supraesophageal ganglia. It is comprised of four substructures: the ellipsoid body, the fan shaped body, the nodulii, and the protocerebral bridge (see Figure 3 ). The CC forms intricate connections to a variety of brain centers, is believed to be a control center for many different behavioral responses (motor output), and may mediate communication between the two hemispheres (see Hanesch et al 1989) .
Early attempts at anatomical dissection of brain function in insects suggested that MBs and antennal lobes participate in olfactory learning. Erber et al (1980) and Menzel & Erber (1978) were able to produce a retrograde amnesia by localized cooling of the MB calyces after olfactory conditioning of the proboscis extension reflex (PER) in honeybees. Furthermore, conditioning of the PER occurs when the US is mimicked by injecting the neurotransmitter octopamine into either the MBs or the antennal lobe (Hammer & Menzel 1995) , or when ventral unpaired median neurons that receive input from sucrose receptors are stimulated (Hammer 1993) .
Three lines of evidence indicate that MBs play an important role in olfactory associative learning in D. melanogaster as well. First, analyses of learning in mutants with defects in brain structure indicated that the MBs are required for olfactory (but not visual) learning (Heisenberg 1980 , Heisenberg et al 1985 , de Belle & Heisenberg 1996 ; see Table 1 ). Second, chemical ablation of adult MBs by feeding larvae hydroxyurea during a critical developmental period completely abolishes Pavlovian olfactory (but not visual) learning (de Belle & Heisenberg 1994 ). Third, Connolly et al (1996) quantified Pavlovian olfactory learning in several enhancer-trap lines expressing mutant (constitutively active) G α in different regions of the adult brain. Olfactory learning is completely abolished when mutant G α is expressed in MBs but not in CC. Expression of wild-type G α has no detectable effect on learning. These data provide the first in vivo evidence that cAMP signaling in the MBs is required during Pavlovian olfactory learning.
One caveat of experiments using endogenous enhancers to restrict the spatial expression of transgenes is that no particular enhancer drives expression exclusively in one cell type or anatomical region (cf Mayford et al 1995 , Tsien et al 1996 . Instead, each enhancer line usually results in varying levels of expression in a variety of cell types and spatial domains. To demonstrate the importance of MB expression per se, Connolly et al (1996) examined learning in four different enhancer-trap lines. Although no single line showed strictly restricted expression, the MBs were a common focus of expression shared by all four lines. Thus, this study used the conceptual equivalent of a mosaic approach to identify an anatomical focus of Pavlovian olfactory learning.
The above three studies demonstrate that MBs are required for the association of odors and electric shock rather than for the task-relevant sensorimotor responses. Importantly, associative learning is normal when activated G α is expressed in CC . Taken together with the earlier observations that CC mutants suffer locomotor defects (Table 1) (see Heisenberg  1989 for a review), these reverse-genetic results suggest either that CC is not involved in associative learning or that such learning is not mediated by G protein signaling.
Also consistent with involvement of MBs in Pavlovian olfactory learning is the observation that several of the known learning and memory genes (dnc, rut, DC0, PKA-RI, and 14-3-3) are expressed at high levels in MB neurons (Nighorn et al 1991 , Skoulakis et al 1993 , Goodwin et al 1998 . Although maximal expression of these genes appears in MB neurons, each gene is also expressed at lower levels throughout the CNS. Thus, normal function of these genes might be required in other brain regions. In this light, it is intriguing that dnc and rut mutants show defects in visual learning (Folkers 1982 , Eyding 1993 , Wüstmann et al 1996 despite the fact that the MBs do not appear to be required for visual learning (Wolf & Heisenberg 1991 , de Belle & Heisenberg 1944 . Levels of gene expression simply do not reveal which anatomical sites are functionally relevant. Interventionist experiments are required to draw such conclusions.
Dissection of Synaptic Plasticity
Because of the remarkable biochemical and pharmacological similarities between mechanisms of cellular and behavioral plasticity, modifications of synaptic strength and structure are widely believed to underlie learning and memory . Physiological and neuroanatomical studies of synaptic plasticity in learning and memory mutants have strengthened this notion considerably.
Several mutants show defective synaptic structure and function at the larval neuromuscular junction (NMJ). Mutations in either eag or Sh (which encode K + channel subunits) (see Table 1 ), for instance, produce an altered K + conductance, and eag-Sh double mutants show higher baseline activity and evoked hyperexcitability and decresed expression of the cell adhesion molecule, fasiclin II, resulting in increased synaptic arborization (Budnik et al 1990; Zhong & Wu 1991 , Zhong et al 1992 . dnc mutants also show increased neuronal activity and synaptic arborization, and these defects are enhanced in dnc-Sh double mutants (Zhong et al 1992) . Moreover, the synaptic defects in dnc-Sh and dnc-eag double mutants are suppressed by rut in triple mutant combinations. At the larval NMJ, then, cAMP signaling modulates synaptic structure in an activity-dependent manner.
More recently, Davis et al (1996) have shown that overexpression of CREB repressor suppresses the increase in neuronal activity but has no effect on the increased arborization, produced by the dnc mutation. Moreover, overexpression of CREB activator alone does not appear to alter structure or function at the larval NMJ but does produce an increase in synaptic function in Fas II mutants, which normally show increased arborization without an increase in activity. These data suggest that activity-dependent modulation can be dissected into a CREB-mediated functional pathway and a Fas II-mediated structural pathway. Interestingly both pathways are disrupted in dnc, suggesting that cAMP signaling modulates both structural and functional plasticity (Zhong et al 1992) . In A. californica, CREB-mediated transcription is required for the decrease in apCAM, which is associated with increased sprouting, and for the enhancement of synaptic function-both of which accompany long-term facilitation (Bailey et al 1992 , Mayford et al 1992 .
Further evidence for involvement of cAMP signaling in synaptic plasticity comes from studies of a neuropeptide known as pituitary adenylyl cyclase activating peptide (PACAP). In vertebrates, PACAP activates adenylyl cyclase through a G protein-coupled receptor. Zhong (1995) identified a PACAPimmunoreactive peptide at the D. melanogaster NMJ. Application of mammalian PACAP38 to the NMJ results in a slow inward current lasting tens of seconds, followed by an enhancement of outward K + current. This PACAPinduced inward current is diminished, and the outward current is abolished, in rut mutants (Zhong 1995) , suggesting activation of adenylyl cyclase by PACAP. Interestingly, application of cAMP analogs does not induce a PACAP-like response, indicating that cAMP signaling is necessary but not sufficient. This notion is bolstered by the discovery that the PACAP synaptic response is attenuated in ras or raf mutants. Analagous to experiments with cAMP analogs, induced expression of a constitutively active form of Raf is insufficient to induce a PACAP-like response. Simultaneous activation of both pathways, however, yields a PACAP-like response. Taken together, these findings constitute a genetic dissection of the PACAP response and suggest that concomitant activation of the Ras and cAMP signaling pathways is required to mediate PACAP function. It remains to be seen whether PACAP plays a role in behavioral plasticity.
Further dissection of the PACAP response at the larval NMJ comes from analysis of the D. melanogaster homolog of the human neurofibromatosis type 1 (NF1) gene. In mammals, NF1 is believed to function as a GTPase-activating protein for Ras (Ras-GAP) and therefore as a negative regulator of Ras (Ballester et al 1990; Buckberg et al 1990; Martin et al 1990; Xu et al 1990a,b) . In flies, mutations in NF1 eliminate the enhancement of K + currents normally seen after application of PACAP. NF1 appears to regulate adenylyl cyclase rather than the Ras pathway, however, because application of either cAMP analogs or forskolin restores a PACAP response to NF1 mutant flies . Moreover, overexpression of PKA is sufficient to rescue developmental defects of NF1 mutant flies .
Dissection of Memory Formation
Memory formation also represents a signaling pathway of sorts-from learning to long-term memory. Behavior-genetic analyses of this process have suggested five distinct temporal phases: acquisition or learning (LRN), short-term memory (STM), middle-term memory (MTM), anesthesia-resistant memory (ARM), and long-term memory (LTM) (see Figures 4 and 5) . Single-gene mutant analyses indicate that memory processing is sequential from LRN to MTM but that consolidation of ARM and LTM then occurs in parallel. We highlight some of the experiments that establish this model, starting with LTM and working backwards. Tully (1996) .] LTM LTM is protein synthesis dependent, appears within 24 h after spaced training (10 training sessions with a 15-min rest interval between each), and lasts for more than one week. In contrast, LTM is not produced after massed training (10 training sessions with no rest interval between each) (Tully et al 1994b) (see Figures 4E and 6 ). LTM also depends critically upon gene expression mediated by a D. melanogaster homolog of dCREB2. dCREB2 is structurally similar to mammalian CREB genes and is nearly identical in the basic-region leucine zipper (Yin et al 1995b) . Like its mammalian counterparts, dCREB2 produces several isoforms, one of which (dCREB2-a) is a PKA-responsive transcriptional activator and the second of which (dCREB2-b) is a repressor of CREB-mediated transcription in cell culture (Yin et al 1995b) . Induced overexpression of CREB repressor completely abolishes LTM (Yin et al 1994) (see Figures 4E and 6) . Surprisingly, induced overexpression of CREB activator results in enhanced LTM; flies expressing this transgene form maximal levels of LTM following a single training session (Yin et al 1995a) . The pathway is sequential from learning (LRN) to MTM, but then it branches into two independent paths-one leading to ARM and the other leading to LTM. [Reproduced with modifications from Tully et al (1994b).] These experiments suggest that the opposing actions of CREB repressors and activators comprise a molecular switch for LTM. A conceptual model proposes that the ratio of activators to repressors constitutes the switch (Yin et al 1995a) . When repressors predominate, CREB-mediated gene expression is blocked. When CREB activators predominate, a CREB-mediated cascade of gene expression can be initiated. In wild-type flies, activators and blockers are functionally induced during each training session. Although repressors initially predominate, CREB activators and blockers are differentially regulated during the rest intervals, resulting in a net gain of activators after each training session. Hence, the amount of training and the optimal rest interval required for LTM formation will vary among species and tasks according to the initial ratio of activators to blockers and to the biochemical regulation of this ratio during the rest intervals. In molecular terms, the activator/repressor ratio might Figure 6 Genetic dissection of consolidated memory into anesthesia-resistant memory (ARM) and long-term memory (LTM). One-day memory after 10 massed training sessions (massed training) in wild-type (Can-S), in dCREB2-b flies carrying an inducible CREB repressor transgene (17-2), or in radish mutants (rsh), which either were heat-shocked or not (+/− hs) 3 h before training (see text). One-day memory after 10 spaced training sessions (spaced training) with the same treatments and in the same genotypes-with the addition of radish, dCREB2-b double mutants (rsh; 17-2). Normal memory one day after spaced training (checkered bars) can be decomposed into two components: a radish-mediated component, ARM (open bars) and a CREB-mediated component, LTM (closed bars). (see text). [Data from Tully et al (1994b) and Yin et al (1994).] be regulated by any number of mechanisms, including phosphorylation, protein or RNA stability, splicing, subcellular distribution, or even transcriptional feedback on CREB.
ARM Memory is initially labile but eventually can be consolidated into more stable forms. Memory soon after Pavlovian olfactory learning, for example, is disrupted by cold-shock. During the first two hours after training, however, a cold-shock-insensitive form of memory (or ARM) appears (Tully et al 1994b) . ARM is the longest-lasting memory produced by massed training, appears to be protein synthesis independent, and decays away within four days. Although multiple training cycles do produce increasingly higher levels of ARM, 10 massed and 10 spaced training sessions both yield similar maximal levels of ARM (Tully et al 1994b ) (see Figure 6 ). ARM is unaffected by induced expression of either CREB activator or repressor (Yin et al 1994 (Yin et al , 1995a ) (see Figure 6 ) but is disrupted in rsh mutants (Tully et al 1994b) (Figures 4D and 6 ).
In contrast, LTM in rsh mutants is normal. Thus, ARM and LTM are genetically and functionally independent forms of long-lasting memory that exist in parallel for several days after spaced training.
MTM Two hours after training, when ARM is maximal, approximately 50% of observed memory is still cold-shock sensitive. This early memory is also resistant to protein synthesis inhibitors and can be further decomposed into STM and MTM by the amn mutation. Initial learning in amn is near-normal as is 7-h retention. Memory retention at intermediate time-points, however, is reduced ( Figure 4C ). This observation first suggested the existence of MTM.
Evidence for MTM in wild-type flies emerged from reversal learning experiments (Tully et al 1990 (Figure 7A ). During the first training session, odor A (the CS+) is paired with electroshock, and odor B (the CS−) is not. In a second training session, this arrangement is reversed: Odor B becomes the CS+, and odor A becomes the CS−. Different groups of flies are then subjected to reversal learning at various time points after the first training session. In each case, however, conditioned responses are quantified immediately after the second training sesion.
When considering how reversal learning might influence conditioned odor avoidance responses in the T-maze, two theoretical extremes present themselves. First, if reversal learning simply disrupted old memory of the first training session, then the theoretical reversal retention curve would remain constant across all retention intervals and would reflect the normal learning levels seen immediately after one training session (see Figure 7A ). The alternative expectation is that reversal learning would not disrupt memory after the first training session at all. Instead, reversal learning might act additively with earlier memory, and the reversal retention curve would increase over retention intervals (as the old memory decayed) ( Figure 7A ).
The reversal retention curve of wild-type flies actually falls between these two theoretical extremes ( Figure 7A ); some memory of the first training session is disrupted by reversal learning and some is not. Strikingly, the disrupted memory appears to correspond quantitatively and temporally to that missing in amn mutants. Moreover, the asymptotic level of reversal learning-resistant memory is quantitatively similar to that of ARM. These observations suggest that reversal training disrupts a memory component in wild-type flies that is already genetically impaired in amn mutants, thereby eliminating any difference between wild-type and amn reversal retention curves. In fact, this is the case ( Figure 7A) ; the reversal retention curves of wild-type and amn flies are indistinguishable! These data suggest that MTM may be a genetically distinct component of memory.
A more recent study suggests that MTM may depend on PKA activity. Memory retention in wild-type flies and in hemizygous DC0 X4 mutants was assayed after one Pavlovian olfactory training session at both permissive and restrictive temperatures (Li et al 1996) . The temperature-shift-specific effect of DC0 X4 was then assessed by expressing mutant memory curves at each temperature as a proportion of the corresponding wild-type curve at that temperature (PI ratio in Figure 7B ). This comparison showed that learning and 3-h memory scores at each temperature were indistinguishable in DC0 X4 hemizygotes. In contrast, memory retention in between these two time points was reduced in
DC0
X4 hemizygous flies at the restrictive temperature ( Figure 7B ). The kinetic of this temperature-shift-specific effect appears similar to that of MTM. This notion was confirmed by expressing the memory curve of amn mutants as a PI ratio and then comparing it to that of DC0
X4
. Strikingly, the amn memory curve is indistinguishable from that of DC0 X4 hemizygotes at the restrictive temperature. Thus, shifting DC0 X4 hemizygous mutant adults to the restrictive temperature appears to disrupt MTM. STM Far less is known about STM. Memory decay within 30 min of training is faster in dnc and rut than in amn mutants or wild-type flies ( Figure 4B ), suggesting that the former mutants disrupt a memory component that temporally precedes MTM (i.e. STM). Memory decay after the first 30 min slows considerably in dnc and rut, but retention levels in these mutants are clearly lower than those in amn. This observation raises the possibility that MTM is downstream of, and dependent on, STM. Also pertinent is the finding that initial learning levels are reduced in dnc and rut mutants. This may reflect the fact that memory decays rapidly in these mutants during the 3.5-min gap between the end of odor-shock pairing and the earliest possible test trial in retention experiments (which is operationally defined as t = 0). Alternatively, STM may be required for memory retention during the 5-s inter-shock intervals within each training session, thereby impairing acquisition. LRN In contrast to dunce and rutabaga, lat, lio, and PKA-RI show reduced Pavlovian olfactory learning but have normal memory decay thereafter (see Figure 4A) . Hence, these genes may be involved exclusively in the initial acquisition of the odor and shock association. Learning defects traditionally have If reversal learning completely disrupted old memory of the first training session, then the predicted retention curve would reflect learning levels normally seen after one training session (fully disrupted). If reversal learning did not disrupt memory from the first training session at all, then reversal training would act additively with the old memory. In this case, reversal retention would increase over time (not disrupted). In fact, the observed reversal learning curves for Can-S and amn flies fall between these two extremes and appear similar to each other (see text). (B) Memory retention from 0 to 180 min after one training session was quantified in wild-type and in hemizygous DC0 X4 /Df flies (DC0 ts /Df ) at permissive (25 • ) or restrictive (18 • ) temperature. Scores for mutant flies then were expressed as a PI Ratio of their corresponding control (wild-type) flies to reveal temperature-shift specific effects of the DCO X4 mutation. When scores for DC0 X4 /Df were compared to wild-type in this way, learning and 180-min retention were normal, but memory retention at intervening time points was reduced. Memory retention in amnesiac (amn) flies (also expressed as a PI Ratio) is similar to that in DCO X4 /Df mutants at the restrictive temperature. [Data from Li et al (1996).] been suspected to result more often from mutations that disrupt development than from adult biochemistries. This is clearly not the case for lio mutants, however, since induced expression of a lio + transgene in adults fully rescues the lio learning defect. Mutants with normal (or near-normal) learning but defective memory decay, in contrast, have been thought to result more likely in biochemical defects. This generalization also is invalid. If memory retention requires distinct anatomical structures, for instance, then abnormal development might yield memory-specific behavioral defects. Thus, eliminating maldevelopment as a possible explanation for learning and memory defects in adults resides solely in the use of conditional mutations or inducible transgenes.
CONCLUSIONS
The power of genetic dissection is limited only by the breadth of gene discovery. One of the great triumphs of modern genetics has been the saturation mutageneses that identified most of the genes involved with pattern formation. Such gene discovery in flies and worms has unleashed a revolution in our understanding of development in two ways. First, systematic analyses of the genetic, biochemical, and cell biological requirements of each gene has yielded a vertical integration of information across biological levels of organization. Second, the evolutionary conservation of core mechanisms of cell signaling has enabled isolation of vertebrate homologs and transfer of some of the logic underlying invertebrate patterning to vertebrate systems, providing a horizontal integration of information across species and model systems. Similarly, the ongoing discovery of genes involved with learning and memory stands to revolutionize our understanding of behavioral plasticity.
Vertical Integration
Forward-genetics identifies genes that influence learning without making assumptions about the biology. Most genes, however, can have pleiotropic effects on biochemical signaling pathways, synaptic plasticity, neuroanatomy, behavior and viability. A priori, it is seldom clear which of these various functions are relevant to learning. Vertical integration of the appropriate functions is accomplished by manipulating the activity of each gene in time and space and then assaying the effects of these interventions at the various phenotypic levels. This approach is illustrated by consideration of dnc, the first learning and memory gene to be identified. At the molecular level, dnc is a complex locus that encodes multiple transcripts and proteins that are widely expressed both in the adult CNS and during development. These various transcripts each contribute a distinct subset of PDE II activity. At the cellular level, dnc mutations reveal roles for PDE II in numerous aspects of neuronal plasticity, and at the level of neuroanatomy, dnc mutant flies have abnormalities in MB structure. At the behavioral level, dnc mutants show learning and memory defects in numerous tasks. From this pleiotropic palette, it is unclear which aspects of dnc biology subserve behavioral plasticity. Is dnc expression required during development for normal patterning of the brain, in the adult for signal transduction during learning, or both? Which anatomical sites require dnc function during adult learning? What other gene products does dnc interact with?
Manipulation of dnc expression in time and space has begun to answer these questions. A series of nested deletions of the dnc locus produce differential effects on dnc expression in the brain and on adult memory. Deletion mutants disrupting subsets of the five transcription start sites (tss) reveal that tss3 and tss5, for example, each produce approximately 50% of the measurable PDE II activity in whole fly extracts (Qiu & Davis 1993) . Moreover, tss3 appears to be required for elevated expression in mushroom bodies. Deletion of tss3 does not significantly affect olfactory learning but may reduce memory (Qiu & Davis 1993) , suggesting that elevated levels of dnc protein in MBs may not be required for olfactory associative learning. Conversely, induced expression of a dnc + transgene in adults produces a partial rescue of the dnc learning defect. Hence, dnc expression appears to be required during adult olfactory learning but still may be required for normal brain development as well.
Similar manipulations of other genes-namely G α , DC0, and CREB have begun to yield a model of olfactory associative learning in D. melanogaster (Figure 8 ). This model is the product both of vertical integration in flies and horizontal integration with other systems, such as cellular studies of A. californica (see for example Byrne & Kandel 1996) and pharmacological studies in bees (see for example Menzel & Muller 1996) . MB neurons receive input both from olfactory cues (CS+) and from electric shock (US). Input from the CS+ results in a rise in intracellular Ca 2+ , whereas the US may result in activation of a G protein-coupled receptor (perhaps DAMB) (see Feng et al 1996) . During training, these two inputs are temporally paired, which results in synergistic activation of the Ca 2+ /calmodulinresponsive adenylyl cylcase encoded by rut, thereby causing an increase in cAMP. Elevated cAMP levels directly modulate the activity of ion channels and cause a transient dissociation of the PKA catalytic subunit from the RI subunit, allowing PKA to phosphorylate cytoplasmic targets. These cytoplasmic biochemistries cause short-lived modifications of synaptic function (either presynaptic or postsynaptic) (see Figure 8) , resulting in an enhanced behavioral response to the CS+. Such modifications most likely are associated with LRN or STM. Phosphorylation of other cytoplasmic targets of PKA, such as PKA regulatory subunits, K+ channels, or cytoskeletal proteins, may have longer half-lives (Greenberg et al 1987 , Muller 1989 , Drain et al 1994 , Wright & Zhong 1995 . Perhaps these modifications correlate with intermediate forms of memory such as MTM or ARM. Mushroom body (MB) neurons receive sensory input both from olfactory cues and electric shock. Coincident activity of these two pathways leads to synergistic stimulation of the cAMP signaling cascade, which results in short-lived modifications at either presynaptic sites, postsynaptic sites, or both. In addition, cAMP signaling can activate a cascade of CREB-mediated gene expression, producing long-lasting structural and functional modifications of the synapse (see text).
Activated PKA also can translocate into the nucleus and phosphorylate nuclear targets such as CREB. During massed training, the net functional effect of CREB activators and repressors is zero, thereby preventing the formation of LTM. During the rest intervals of spaced training, however, net activator function increases, eventually inducing a cascade of gene expression that yields long-lasting changes in both structure and function of the synapse (perhaps via down-regulation of CAMs such as fas I and fas II).
One interesting observation to emerge from this model of memory formation in flies is the striking temporal correspondence between steps in the cAMP pathway and successive memory phases. Gain-of-function mutations in G α block LRN; conditional mutations of DC0 disrupt MTM and disruptions of CREB suppress LTM.
Of course, this model is part fact and part fantasy, and many fundamental questions remain to be answered. What are the transcriptional targets of CREB? Where are they expressed? How are they utilized to modify specific synapses? What is the cellular/biochemical basis of ARM? How do novel proteins such as Lio function in LRN? Simply put, this model does not preclude the involvement of additional genes, biochemical pathways, or anatomical structures-some of which may be associated with distinct phases of memory.
Horizontal Integration
Three features of memory consolidation are universally conserved across animal phyla. First, memories are initially stored in a short-lived, labile form but can progress to a longer-lasting, stable form (James 1890, McGaugh & Herz 1972 , Baddeley 1976 , Squire 1987 , Allweis 1991 . Second, many tasks require repeated training sessions interspersed with rest intervals, rather than repeated training without rest intervals, to produce LTM (Ebbinghaus 1885 , Carew et al 1972 , Hintzman 1974 , Frost et al 1985 , Tully et al 1994b . And third, LTM but not STM appears to require protein and RNA synthesis (Agranoff 1981 , Davis & Squire 1984 , Rosenzweig & Bennett 1984 , Montarolo et al 1986 , Tully et al 1994b .
Pharmacological effects on memory formation also appear largely conserved (see DeZazzo & Tully 1995) . In chicks for example, injection of depolarizing drugs, such as monosodium glutamate (MSG) or KCl, blocks STM, while MTM is blocked by ouabain, an inhibitor of Na/K + pump activity (Allweis 1991) . Recently, these pharmacological agents have also been applied to memory formation in flies after operant visual learning (Xia et al 1997) . Flies fed KCl, LiCl, or MSG show defects in STM with no deleterious effect on LRN. In contrast, ouabain has no effect on LRN or STM but abolishes memory thereafter. As in the case of Pavlovian olfactory learning, consolidated forms of memory that are resistant to disruption or are protein synthesis dependent (ARM and LTM) also are detected in this assay.
Pharmacological dissection of long-lasting memory in chicks and rats has not yet decomposed consolidated memory into ARM and LTM (cf Allweis 1991). In flies, however, ARM and LTM were resolved via genetic dissection using disruptions of rsh and dCREB2. Hence, given the similarities between memory phases in flies and other animals (DeZazzo & Tully 1995) , it seems likely that ARM and LTM will be shown to exist as parallel forms of long-lasting memory in vertebrates as well.
Biochemical pathways of learning also are conserved. In all systems studied, the cAMP signaling cascade has been identified as one of the major biochemical pathways involved in modulating both neuronal and behavioral plasticity. Molecular characterization of the learning mutants dnc and rut (Chen et al 1986 offers a striking convergence of data with studies of learning in A. californica (Kandel & Schwartz 1982 , Byrne et al 1993 . More recently, elucidation of the role of CREB-mediated transcription in LTM in flies (Yin et al 1994 (Yin et al , 1995a , LTP and LTM in vertebrates (Frey et al 1993 , Huang & Kandel 1994 , Bourtchuladze et al 1994 , Kogan et al 1997 , and long-term facilitation in A. californica (Montorolo et al 1986 , Alberini et al 1994 , Bartsch et al 1995 suggests that CREB may constitute a universally conserved molecular switch for long-term memory (Yin et al 1995a) .
Experimental Integration of Model Systems-the Future
Vertical integration is more readily achievable in model systems, such as flies and worms, that have relatively simple circuitry and a varied palette of tools for genetic dissection. Because biochemical, pharmacological, and behavioral properties of simple forms of learning are conserved, models of cellular and network function that are derived from invertebrate systems may be relevant to vertebrate brain function as well. The vertebrate brain is vastly more complex than that of the fly, however. Consequently, additional genes, cells and circuits most certainly will contribute to behavioral plasticity in vertebrates. Nevertheless genes, gene families and pharmacological effects discovered in invertebrates may identify core mechanisms that are used in all species. These conserved components provide starting points in vertebrate animals for further vertical integration. In this way, mechanisms that are unique to vertebrates will also be discovered.
