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Abstract
In this paper, we consider a risk process with stochastic return on investments. The basic risk
process is the classical risk process while the return on the investment generating process is a
compound Poisson process plus a Brownian motion with positive drift. We obtain an integral
equation for the ultimate ruin probability which is twice continuously di7erentiable under certain
conditions. We then derive explicit expressions for the lower bound for the ruin probability. We
also study a joint distribution related to exponential functionals of Brownian motion which is
required in the derivations of the explicit expressions for the lower bound.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The study of the ruin problem with interest has been one of the important topics
in the ;eld of insurance mathematics. In the past few decades, insurance risk models
with constant and with stochastic interest have been studied by many authors; see e.g.
Harrison (1977), Delbaen and Haezendonck (1987), Paulsen (1993, 1998), Paulsen and
Gjessing (1997), Norberg (1999), Nyrhinen (1999), Wang and Wu (2001), Kalashnikov
and Norberg (2002) and Ma and Sun (2003).
Wang and Wu (2001) studied the classical risk process with stochastic return on
investments in which the return on the investment generating process is a Brownian
motion with positive drift. They obtained an integral equation for the ruin probability
and gave suAcient conditions under which the ruin probability is twice continuously
∗ Corresponding author. Tel.: +852-2859-1915; fax: +852-2858-9041.
E-mail address: kcyuen@hku.hk (K.C. Yuen).
0304-4149/$ - see front matter c© 2003 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2003.10.007
260 K.C. Yuen et al. / Stochastic Processes and their Applications 110 (2004) 259–274
di7erentiable. In this paper, we discuss the probability of ruin for a risk process with
a more general return on the investment generating process.
Let (I; I; P) be a complete probability space containing all the variables de;ned in
the following. Assume that the insurance business is described by the classical risk
process
Pt = y + ct −
NP; t∑
k=1
SP;k ; (1.1)
for t¿ 0, where y is the initial capital, c the ;xed rate of premium income, {NP;t ; t¿ 0}
is a homogeneous Poisson process with intensity 	P , representing the number of claims
in (0; t], and {SP;k ; k¿ 1} are independent and identically distributed (i.i.d.) claim-
amount random variables with distribution function FP with FP(0) = 0. Furthermore,
we assume that NP;t and SP;k are mutually independent.
As LLevy processes are often used to describe stock price movement in ;nancial
mathematics, we also use a LLevy process to model the return on investments. Suppose
that the insurer is allowed to invest in an asset or investment portfolio. Following the
work of Paulsen and Gjessing (1997), we model the stochastic return as a compound
Poisson process plus a Brownian motion with positive drift. Speci;cally, the return on
the investment generating process is
Rt = rt + Wt +
NR; t∑
k=1
SR;k ; (1.2)
for t¿ 0, where r and  are positive constants. In (1.2), r is a ;xed interest rate;
{Wt ; t¿ 0} is a standard Brownian motion with W0 = 0, standing for the uncertainty
associated with the return on investments at time t; {NR;t ; t¿ 0} is another homo-
geneous Poisson process with intensity 	R; {SR;k ; k¿ 1} are i.i.d. random variables
with common distribution function FR; and the sum on the right-hand side may be
interpreted as the total amount of large stochastic additional changes in the return on
investments up to time t. For notational convenience, we set SP = SP;1 and SR = SR;1.
We assume that NR;t , SR;k and Wt are mutually independent and that Pt and Rt are
independent processes. From now on, we call these the assumptions of independence.
The risk process associated with (1.1) and (1.2) is then the solution of the following
linear stochastic di7erential equation:
Yt = Pt +
∫ t
0
Ys− dRs: (1.3)
By Theorem 32 of Protter (1992, p. 238), the solution of (1.3) is
Yt = Ut
(
y +
∫ t
0
U−1s− dPs
)
; (1.4)
where
Ut = e(r−2
−12)t+Wt
NR; t∏
i=1
(1 + SR; i); (1.5)
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and Yt is a homogeneous strong Markov process (also see Paulsen and Gjessing, 1997).
Without loss of generality, from Chapter 5 of Protter (1992, pp. 235–240), we may
assume that we are given a right continuous ;ltration {Ft ; t¿ 0} on (I; I; P) such
that Yt is adapted and has the homogeneous strong Markov property with respect to
Ft . Denote by {TP;n; n¿ 1} and {TR;n; n¿ 1} the sequences of the jump times of NP;t
and NR;t , respectively.
We ;rst derive an integral equation for the ultimate ruin probability and prove its
twice continuous di7erentiability in Section 2. We then present explicit expressions for
the lower bound for the ruin probability in Section 3. In Section 4, we obtain a joint
distribution related to an exponential functional of Brownian motion with which the
explicit expressions for the lower bound can be derived.
2. Ruin probability
Denote the time of ruin for risk process (1.4) by Ty = inf{t :Yt ¡ 0}. Let Ty =∞
if Yt¿ 0 for all t¿ 0. Then, the ruin and survival probabilities are de;ned as (y)=
P(Ty ¡∞) and (y)=1−(y), respectively. It is obvious that (y)=1 and (y)=0
for y¡ 0. Denote the mean and variance of SP by P and 2P , respectively. Throughout
the paper, we assume that P , 2P ¡∞, 2r − 2¿ 0, c − 	PP ¿ 0 and FR(−1) = 0.
These assumptions ensure that (y)¡ 1 for y¿ 0 and that (∞)=limy→∞(y)=1.
Some distributions of exponential functionals of Brownian motion obtained by Yor
(1992) are helpful for studying risk processes with stochastic return involving
Brownian motion. We now introduce some of these distributions that will be used
in the derivations of our main results. Let {Bt ; t¿ 0} be a standard Brownian motion
with B0 = 0. For v∈ (−∞;∞), let
B(v)t = Bt + vt and A
(v)
t =
∫ t
0
e2(Bs+vs) ds:
For v = 0, we simply write B(0)t and A
(0)
t as Bt and At , respectively. Let S be an
exponential random variable with parameter 2−1 2. It is assumed that S is independent
of Bt . Theorem 2 of Yor (1992) states that
P
(
eB
(v)
S ∈ d; A(v)S ∈ du
)
=
 2
22+!−v
p!u(1; ) d du; (2.1)
for v∈ (−∞;∞), where
p!u(b; ) =
(
b
)! 
u
e−(2u)
−1(b2+2) I!
(
b
u
)
;
! = (v2 +  2)1=2 and I! is the Bessel function of index !. Put at(x; u) du = P(At ∈
du|Bt = x). From Proposition 2 of Yor (1992), we obtain
at(x; u) =
(2(t)1=2
u
e(2t)
−1x2−(2u)−1(1+e2x)exu−1 (t);
where
r(t) =
r
(2(3t)1=2
e(2t)
−1(2
∫ ∞
0
e−(2t)
−1y2−r cosh{y} sinh{y} sin
{(y
t
}
dy:
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Let h(t; x) = (2(t)−1=2 e−(2t)
−1x2 . Since
P(B(v)t ∈ dx) = h(t; x − vt) dx;
Eq. (6.a′) of Yor (1992) gives
P(A(v)t ∈ du|B(v)t = x) = at(x; u) du:
So, we have
P(B(v)t ∈ dx; A(v)t ∈ du) = h(t; x − vt)at(x; u) dx du: (2.2)
Put 	= 	P+ 	R and v=−2(2r−2). We now extend Theorems 2.1–2.3 of Wang and
Wu (2001) to risk process (1.4).
Theorem 2.1. For y¿ 0, we have
(y) =
∫ ∞
0
∫ ∞
0
20
22+!0+v
p!0u (1; )(Dp + DR) d du; (2.3)
where
Dp =
	P
	
∫ −2(y+4c−2u)
0
(−2(y + 4c−2u)− z) dFP(z);
DR =
	R
	
∫ ∞
−1
((1 + z)−2(y + 4c−2u)) dFR(z);
20 =
8(	P + 	R)
2
;
!0 = (v2 + 20)
1=2:
Proof. De;ne Mt = E[I(inf t¿0 Yt¿ 0)|Ft]. Then, {Mt ; t¿ 0} is an Ft-martingale. As-
sume that T = TP;1 ∧ TR;1. It is obvious that T is a stopping time with respect to Ft
and that P(T ¡∞)=1. By the optional stopping theorem and the homogeneous strong
Markov property of Yt , we obtain
(y) = E[M0] = E[MT ] = E[E[MT |FT ]] = E[(YT )]: (2.4)
From the assumptions of independence and (2.4), we obtain
(y) = E[(YTP)I(TP ¡TR)] + E[(YTR)I(TR¡TP)]
= E[(.TP/TP − SP)I(TP ¡TR)] + E[(.TR/TR(1 + SR))I(TR¡TP)]
=
∫ ∞
0
e−	t(	PE[(.t/t − SP)] + 	RE[(.t/t(1 + SR))]) dt;
where
.0 = e(r−2
−12)0+W0 ;
/0 = y + c
∫ 0
0
e−(r−2
−12)s−Ws ds:
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Setting t = 4−2s yields
(y) =
∫ ∞
0
4
2
e−4
−2	s (	PEPs + 	RE
R
s ) ds; (2.5)
where
EPs = E[(.
∗
s /
∗
s − SP)];
ERs = E[(.
∗
s /
∗
s (1 + SR))];
.∗s = e
2−2(2r−2)s+2Bs = e2(vs+Bs);
/∗s = y +
4c
2
∫ s
0
e−2
−2(2r−2)t−2Bt dt = y +
4c
2
∫ s
0
e−2(vt+Bt) dt;
with Bt = 2−1W4−2t . It follows from the scaling of Brownian motion that Bt is a
standard Brownian motion with B0 = 0. By the symmetry of Brownian motion, we
obtain
EPs = E[(.
∗∗
s /
∗∗
s − SP)]
= E
[

(
e−2B
(−v)
s
(
y +
4c
2
A(−v)s
)
− SP
)]
; (2.6)
where
.∗∗s = e
−2(Bs−vs);
/∗∗s = y +
4c
2
∫ s
0
e2(Bt−vt) dt:
It leads to∫ ∞
0
4
2
e−4
−2	s	PEPs ds=
	P
	
E
[

(
e
−2B(−v)S0
(
y +
4c
2
A(−v)S0
)
− SP
)]
;
where 20 = 8(	P + 	R)
−2 and S0 is an exponential random variable with parameter
2−120 independent of Bt . Then, from the assumptions of independence and (2.1), we
have ∫ ∞
0
4
2
e−4
−2	s	PEPs ds=
∫ ∞
0
∫ ∞
0
20
22+!0+v
p!0u (1; )DP d du: (2.7)
Parallel to the derivations of (2.6)–(2.7), we obtain∫ ∞
0
4
2
e−4
−2	s	RERs ds=
	R
	
E
[

(
e
−2B(−v)S0
(
y +
4c
2
A(−v)S0
)
(1 + SR)
)]
=
∫ ∞
0
∫ ∞
0
20
22+!0+v
p!0u (1; )DR d du: (2.8)
Hence, (2.5), (2.7) and (2.8) yield (2.3).
Remark 2.1. Theorem 2.1 cannot be extended to the case of ;nite-time ruin probability
since the last equality in (2.4) does not hold in this case.
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Mimicking the proof of Theorem 2.2 of Wang and Wu (2001), we obtain
Theorem 2.2. The survival probability  is continuous on [0;∞).
In the following theorem, we give the conditions under which the survival probability
 is twice continuously di7erentiable on (0;∞). Denote by fP and fR the density
functions of FP and FR, respectively. De;ne m′P=
∫∞
o |f′P(z)| dz, m′′P=
∫∞
0 |f′′P(z)| dz,
m′R =
∫∞
−1(1 + z)|f′R(z)| dz and m′′R =
∫∞
−1(1 + z)
2|f′′R(z)| dz. Then, we have
Theorem 2.3. Assume that
(i) fP and fR are twice continuously di7erentiable on (0;∞) and on (−1;∞),
respectively;
(ii) fP(0+), f′P(0
+), f′′P(0
+), fR(−1+), f′R(−1+) and f′′R(−1+) exist;
(iii) m′P , m
′′
P , m
′
R and m
′′
R are 9nite;
(iv) 	P + 	R − (2r + 2)¿ 0.
Then,  is twice continuously di7erentiable on (0;∞).
Proof. We ;rst prove that  is continuously di7erentiable on (0;∞). Without loss
of generality, for any ;xed y0¿ 0, it is suAcient to show that  is continuously
di7erentiable on (y0;∞). Assume that
g(; y; u) =
	P
	
∫ −2(y+4c−2u)
0
(−2(y + 4c−2u)− z) dFP(z)
+
	R
	
∫ ∞
−1
((1 + z)−2(y + 4c−2u)) dFR(z)
=
	P
	
∫ −2(y+4c−2u)
0
(z)fP(−2(y + 4c−2u)− z) dz
+
	R
	
∫ ∞
0
(z)fR
(
z
−2(y + 4c−2u)
− 1
)
1
−2(y + 4c−2u)
dz:
By Conditions (i)–(iii) and Theorem 2.2, we see that g is continuously di7erentiable
on y∈ (0;∞). For y¿y0, it can be shown that∣∣∣∣ @@y g(; y; u)
∣∣∣∣6 	P	 (fP(0+) + −2m′P) + 	R	 1y0 (1 + m′R):
Furthermore, Condition (iv) implies that
∫ ∞
0
∫ ∞
0
20
22+!0+v
!0u (1; )
(
	P
	
(fP(0+) + −2m′P) +
	R
	
1
y0
(1 + m′R)
)
d du
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=
	P
	
fP(0+) +
	R
	
1
y0
(
1 + m′R
)
+
	P
	
m′PE
[
e
−2B(−v)S0
]
=
	P
	
fP(0+) +
	R
	
1
y0
(
1 + m′R
)
+
	P
	
m′P
∫ ∞
0
 2
2
e−
−2(4(	P+	R)−2(2r−2)−22)s ds
¡∞:
This together with (2.3) imply that  is continuously di7erentiable on (y0;∞).
Since  is bounded and non-decreasing on [0;∞), (0+) exists and ′ is bounded
on [0;∞). Hence, following the steps of the proof shown in the previous paragraph,
one can verify that  is twice continuously di7erentiable on (0;∞).
Under the conditions in Theorem 2.3 and by Itoˆ’s formula, we can verify that 
ful;ls the conditions in Theorem 2.1 of Paulsen and Gjessing (1997). For details of the
proof, see the proofs of Theorems 2.3, 2.4 and Remark 2.1 of Wang and Wu (2001).
Applying Theorem 2.1 of Paulsen and Gjessing (1997), we then obtain  by solving
the following boundary value problem:
1
2
2y2′′(y) + (ry + c)′(y) = (	P + 	R)(y)− 	P
∫ y
0
(y − z)dFP(z)
−	R
∫ ∞
−1
(y(1 + z))dFR(z);
with boundary conditions (y) = 0 for y¡ 0 and (∞) = 1.
3. Lower bound for ruin probability
Kalashnikov and Norberg (2002) obtained bounds for the ruin probability in the case
that the cash Qow of premiums less claims and the stochastic return on investments
are both LLevy processes. These bounds are in general power functions of the initial
capital. In this section, we extend Theorem 1 of Kalashnikov and Norberg (2002) to
risk process (1.4) and derive explicit expressions for the lower bound for the probability
of ruin via some distributions of exponential functionals of Brownian motion.
Recall Ut of (1.5). For t¿ s, it is easy to see that Us and UtU−1s are independent
and that UtU−1s and Ut−s have the same distribution. For n¿ 1, set 0P;n=TP;n−TP;n−1.
Then, {0P;n; n¿ 1} is a sequence of i.i.d. random variables with a common exponential
distribution with parameter 	P . Again, for notational convenience, we put 0P = 0P;1.
We consider the embedded discrete time process {Ln; n¿ 1} de;ned as Ln=YTP; n . For
stopping times S ¡T , we have
YT =
UT
US
(
YS +
∫ T
S
US
Uu−
dPu
)
: (3.1)
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From (3.1), we obtain
Ln = 7nLn−1 + 8n;
for n¿ 1 with L0 = y, where {(7n; 8n); n¿ 1} is a sequence of i.i.d. pairs of random
variables distributed as (7; 8) given by
7= U0P = J0P
NR;0P∏
i=1
(1 + SR; i); (3.2)
8= c U0P
∫ 0P
0
1
Us
ds− SP
= c J0P

NR;0P∏
i=1
(1 + SR; i)

∫ 0P
0
1
Ju
NR;u∏
i=1
1
1 + SR; i
du− Sp; (3.3)
where Jt = e(r−2
−12)t+Wt . Note that
∏0
i=1 (1 + SR; i) = 1. Since ruin can only occur at
times TP;n, we have
(y) = P
(
inf
n¿1
Ln¡ 0
)
: (3.4)
For risk process (1.4), the following two inequalities hold:
P(7¡ 1)¿ 0 and P(86 u7)¿ 0; for all −∞¡u¡∞; (3.5)
which correspond to Conditions (i) and (ii) in Theorem 1 of Kalashnikov and Norberg
(2002). For the proof of (3.5), see Remark 3.4 at the end of this section. Because of
inequalities (3.5), we can choose two constants R7¡ 1 and R8¿ 0 such that
RQ = P(76 R7; 86 R8)¿ 0: (3.6)
De;ne Q∗ as
Q∗ = P
(
86− 2 R87
1− R7
)
¿ 0: (3.7)
Using (3.4)–(3.7) and following the proof of Theorem 1 of Kalashnikov and Norberg
(2002), we obtain
Theorem 3.1. For y¿ 0, we have
(y)¿
{
Ay−B; y¿C0;
Q∗; 06y6C0;
(3.8)
where
C0 =
R8
1− R7 ; B=
ln RQ
ln R7
and A= RQQ∗
(
R8
1− R7
)B
:
When 	R = 0 in (1.4), we write RQ;Q∗; A and B as Rq; q∗; a and b, respectively.
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Remark 3.1. Theorem 3.1 has the same form as Theorem 1 of Kalashnikov and Nor-
berg (2002). Instead of A, B, RQ, Q∗ and C0, they used a; b; Rq; q∗ and c, respectively.
By letting 	R = 0, it can be shown that (1.4) is equivalent to the Poisson–Brownian
case of risk process (2.5) in Kalashnikov and Norberg (2002) and that A, B, RQ, Q∗ are
the same as a; b; Rq; q∗, respectively. For a discussion of the two assumptions in (3.5),
see Remarks 1 and 2 of Kalashnikov and Norberg (2002).
Remark 3.2. For the classical risk model (1.1) with large claims that does not have
exponential moments, the ultimate ruin probability behaves like the integrated tail∫∞
y (1 − FP(x)) dx for large y. For details, see Embrechts and Veraverbeke (1982)
and Embrechts et al. (1997). When FP follows Pareto, the form of the integrated tail
is the same as that of (3.8). In fact, it was ;rst mentioned in Kalashnikov and Norberg
(2002) for their lower bound. In this sense, they suggested that the impact of ;nancial
risk on solvency is comparable to that of catastrophic insurance risk. We refer read-
ers to Sections 3.1 and 3.2 of the paper for the qualitative and quantitative aspects of
their lower bound. Although numerical studies for the lower bound presented in
Theorem 3.1 are not pursued here, the result itself is of theoretical signi;cance.
Since the two quantities RQ and Q∗ ( Rq and q∗ for 	R=0) in (3.8) are written in terms
of probability statements, it is useful to derive explicit expressions for these quantities.
Lemma 3.2. For y¿ 0, we have
Rq=
∫ ∞
0
∫ ∞
R7−1=2
∫ (4c)−122(z+ R8)
0
2
22+!+v
p!x(1; ) dx d dFP(z); (3.9)
q∗ =
∫ ∞
0
∫ ∞
(2C0z−1)1=2
∫ (4c)−122(z−2C0−2)
0
 2
22+!+v
p!x(1; ) dx d dFP(z); (3.10)
where != (v2 + 2)1=2 and 2 = 8	P−2.
Proof. Let 2 = 8	P−2 and 0P = 4−2S. Then, S is an exponentially distributed
random variable with parameter 2−1 2. For 	R = 0, we obtain from (3.2) and (3.3)
7= U0P = e
4(r−2−12)S−2+W4S−2 = e2B
(v)
S ;
8= cU0P
∫ 0P
0
U−1s ds− SP =
4c
2
e2B
(v)
S
∫ S
0
e−2B
(v)
u du− SP;
where Bt = 2−1W4t−2 is a standard Brownian motion with B0 = 0 and independent
of S. From (3.6) and (3.7), it follows that
Rq= P
(
e2B
(v)
S 6 R7;
4c
2
e2B
(v)
S
∫ S
0
e−2B
(v)
u du− SP6 R8
)
;
q∗ = P
(
4c
2
e2B
(v)
S
∫ S
0
e−2B
(v)
u du− SP6− 2 R8
1− R7 e
2B(v)S
)
:
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By (2.1), the assumptions of independence and the symmetry of Brownian motion, we
obtain
Rq= P
(
e2B
(v)
S 6 R7;
4c
2
e2B
(v)
S
∫ S
0
e−2B
(v)
u du− SP6 R8
)
=
∫ ∞
0
P
(
e−B
(−v)
S 6 R71=2 e−2B
(−v)
S
∫ S
0
e2B
(−v)
u du6
2
4c
(z + R8)
)
dFP(z)
=
∫ ∞
0
P
(
eB
(−v)
S ¿ R7−1=2; A(−v)S 6
2
4c
(z + R8)e2B
(−v)
S
)
dFP(z)
=
∫ ∞
0
∫ ∞
R7−1=2
∫ (4c)−122(z+ R8)
0
 2
22+!+v
p!x(1; ) dx d dFP(z):
Similar to the derivation of Rq, we have
q∗ = P
(
4c
2
e2B
(v)
S
∫ S
0
e−2B
(v)
u du− SP6− 2 R8
1− R7 e
2B(v)S
)
=
∫ ∞
0
P
(
A(−v)S 6
2
4c
e2B
(−v)
S
(
z − 2C0 e−2B
(−v)
S
))
dFP(z)
=
∫ ∞
0
P
(
z−2C0 e−2B
(−v)
S ¿ 0; A(−v)S 6
2
4c
e2B
(−v)
S
(
z − 2C0e−2B
(−v)
S
))
dFP(z)
=
∫ ∞
0
∫ ∞
(2C0z−1)1=2
∫ (4c)−122(z−2C02)
0
 2
22+!+v
p!x(1; ) dx d dFP(z):
Remark 3.3. The Bessel function can be expressed as
I!(x) =
1
(1=2>(!+ 2−1)
( x
2
)! ∫ 1
−1
(1− t2)!−2−1 cosh{xt} dt; (3.11)
which was given in Nikiforov and Uvarov (1988, p. 223). Using (3.11), we may
rewrite (3.9) and (3.10) as
Rq=
∫ ∞
0
∫ ∞
R7−1=2
∫ (4c)−122(z+ R8)
0
∫ 1
−1
V (; x; t; z) dt dx d dFP(z); (3:10′)
q∗ =
∫ ∞
0
∫ ∞
(2C0z−1)1=2
∫ (4c)−122(z−2C0−2)
0
∫ 1
−1
V (; x; t; z) dt dx d dFP(z);
(3:11′)
respectively, where
V (; x; t; z) =
 2
(1=2>(!+2−1)2+v
( 
2x
)!+1
e−(2x)
−1(1+2)(1− t2)!−2−1 cosh
{t
x
}
:
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We now consider the case with 	R = 0. Denote by f the joint density function of
7 and 7∗ where 7= U0P (see (3.2)) and 7
∗ =
∫ 0P
0 U
−1
u du, that is,
P(7∈ d; 7∗ ∈ dx) = f(; x) d dx:
The form of f is given by
f(; x) =
∫ ∞
0
4	P
2
e−4
−2	s
(
l(s; ; x) +
∞∑
n=1
	nRln(s; ; x)
)
ds; (3.17)
where
l(s; ; x) = h(s; ln{−1=2}+ vs)as(ln{−1=2}; 4−12x)
2
8
;
ln(s; ; x) =
∫ 4s−2
0
∫ 4s−2
t1
· · ·
∫ 4s−2
tn−1
(∫ ∞
−1
· · ·
∫ ∞
−1(∫ ∞
−∞
∫ 4−12x
0
∫ ∞
−∞
∫ (4−12x−x1)z1e−21
0
· · ·
∫ ∞
−∞
∫ (4−12x−x1− e21z1 x2−···− e2
∑n−2
k=1 k
zn−2
xn−1
)
zn−1 e
−2∑n−1k=1 k
0
l∗n(w; s; ; x) dn dxn · · · d2 dx2 d1 dx1
)
dFR(zn) · · · dFR(z1)
)
dtn · · · dt1;
l∗n(w; s; ; x) =
(
n∏
k=1
h(4−1 Rtk ; k + 4−1vRtk) a4−1 Rtk (k ; xk)
)
×h(s− 4−12tn; j1(w1; ) + v(s− 4−12tn))
×as−4−12tn(j1(w1; ); j2(w2; ; x))×
2
8
Zn e−2
∑n
k=1 k ;
j1(w1; ) = ln
{
(−1Zn)1=2 e
∑n
k=1 k
}
;
j2(w2; ; x) = Zne−2
∑n
k=1 k
(
2x
4
−
n∑
k=1
xk
Zk−1
e2
∑k−1
i=1 i
)
;
Rtk = 2(tk − tk−1);
Zn =
n∏
k=1
(1 + zk);
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w= (x1; : : : ; xn; 1; : : : ; n; z1; : : : ; zn; t1; : : : ; tn);
w1 = (1; : : : ; n; Zn);
w2 = (x1; : : : ; xn; 1; : : : ; n; Z1; : : : ; Zn);
with the understanding that t0 = 0, Z0 = 1 and
∑0
k=1 =0. The derivation of (3.17) will
be presented in the next section. Using (3.17), we obtain
Lemma 3.3. For y¿ 0, we have
RQ =
∫ ∞
0
∫ R7
0
∫ (c)−1(z+ R8)
0
f(; x) dx d dFP(z); (3.18)
Q∗ =
∫ ∞
0
∫ ∞
(2C0)−1z
∫ (c)−1(z−2C0)
0
f(; x) dx d dFP(z): (3.19)
Remark 3.4. The proof of Lemma 3.3 is straightforward. From (3.18) and (3.19), it
is easy to see that the two inequalities in (3.5) hold.
4. The joint distribution of  and ∗
The purpose of this section is to derive the joint density of 7 and 7∗, that is, f
given in (3.17).
Let X ∈ a dx stand for X ∈ (ax; ax+ a dx]. Recall from the proof of Lemma 3.2 that
0P = 4−2S. Then, f(; x) d dx can be written as
P
(
U0P ∈ d;
∫ 0P
0
U−1u du∈ dx
)
=P

e2B(v)S
NR;4−2S∏
k=1
(1 + SR;k)∈ d;
∫ S
0
e−2B
(v)
u
NR;4−2u∏
k=1
1
1 + SR;k
du∈ 
2
4
dx


=
∞∑
n=0
∫ ∞
0
4	P
2
e−4
−2	PsP(NR;4−2s = n)
×P
(
e2B
(v)
s
n∏
k=1
(1 + SR;k)∈ d;
∫ s
0
e−2B
(v)
u
×
NR;4−2u∏
k=1
1
1 + SR;k
du∈ 
2
4
dx
∣∣∣∣∣∣NR;4−2s = n
)
ds: (4.1)
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By (2.2) and the symmetry of Brownian motion, the ;rst term in the last equality of
(4.1) equals∫ ∞
0
4	P
2
e−4
−2	PsP(NR;4−2s = 0)P
(
e2B
(v)
s ∈ d;
∫ s
0
e−2B
(v)
u du∈ 
2
4
dx
)
ds
=
∫ ∞
0
4	P
2
e−4
−2(	P+	R)s P
(
e−2B
(−v)
s ∈ d;
∫ s
0
e2B
(−v)
u du∈ 
2
4
dx
)
ds
=
∫ ∞
0
4	p
2
e−4
−2	s P
(
B(−v)s ∈ [ln{−1=2}
−(2)−1d; ln{−1=2}) ; A(−v)s ∈ 24 dx)ds
=
∫ ∞
0
4	P
2
e−4
−2	s h(s; ln{−1=2}+ vs)as(ln{−1=2}; 4−12x)
2
8
ds d dx:
(4.2)
Given NR;4−2s = n, NR;4−2u = k − 1 for u∈ (4−12TR;k−1; 4−12TR;k ] and k = 1; : : : ; n,
and the joint distribution of (TR;1; : : : ; TR;n) is the same as that of the order statistics
of n uniformly distributed random variables on (0; 4−2s]. Therefore, for n¿ 1, the
conditional probability in the last equality of (4.1) equals
P

e2B(v)s n∏
k=1
(1+SR;k)∈ d;
∫ s
0
e−2B
(v)
u
NR;4−2u∏
k=1
1
1+SR;k
du∈ 
2
4
dx
∣∣∣∣∣∣NR;4−2s = n


=
∫ 4−2s
0
∫ 4−2s
t1
· · ·
∫ 4−2s
tn−1
n!
(4−2s)n
P
(
e2B
(v)
s
n∏
k=1
(1 + SR;k)∈ d;
n+1∑
k=1
(
k−1∏
i=1
1
1 + SR; i
)∫ 4−12tk
4−12tk−1
e−2B
(v)
u du∈ 
2
4
dx
)
dtn · · · dt1
=
∫ 4−2s
0
∫ 4−2s
t1
· · ·
∫ 4−2s
tn−1
( ∫ ∞
−1
· · ·
∫ ∞
−1
n!
(4−2s)n
×P
(
e2B
(v)
s
n∏
k=1
(1 + zk)∈ d;
n+1∑
k=1
(
k−1∏
i=1
1
1 + zi
)∫ 4−12tk
4−12tk−1
e−2B
(v)
u du∈ 
2
4
dx
)
dFR(zn) · · · dFR(z1)
)
dtn · · · dt1; (4.3)
with t0 = 0 and 4−12tn+1 = s.
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Put Zn =
∏n
k=1(1 + zk) with Z0 = 1. As for the probability in the last equality of
(4.3), we obtain from the symmetry of Brownian motion, the law of total probability
and the homogeneous Markov property of B(−v)s
P
(
e2B
(v)
s
n∏
k=1
(1 + zk)∈ d;
n+1∑
k=1
(
k−1∏
i=1
1
1 + zi
)∫ 4−12tk
4−12tk−1
e−2B
(v)
u du∈ 
2
4
dx
)
=P
(
e−2B
(−v)
s ∈ d
Zn
;
n+1∑
k=1
1
Zk−1
∫ 4−12tk
4−12tk−1
e2B
(−v)
u du∈ 
2
4
dx
)
=
∫ ∞
−∞
∫ 4−12x
0
P
(
B(−v)4−12t1 ∈ d1; A
(−v)
4−12t1
∈ dx1; e−2B(−v)s ∈ dZn ;
x1 +
n+1∑
k=2
1
Zk−1
∫ 4−12tk
4−12tk−1
e2B
(−v)
u du∈ 
2
4
dx
)
=
∫ ∞
−∞
∫ 4−12x
0
P
(
B(−v)4−12t1 ∈ d1; A
(−v)
4−12t1
∈ dx1;
(
e
−2B(−v)
s−4−12 t1 ∈ d
Zn
;
n+1∑
k=2
1
Zk−1
∫ 4−12(tk−t1)
4−12(tk−1−t1)
e2B
(−v)
u du∈ 
2
4
dx − x1
)
◦ D4−12t1
)
=
∫ ∞
−∞
∫ 4−12x
0
P
(
B(−v)4−12t1 ∈ d1; A
(−v)
4−12t1
∈ dx1
)
×P
(
e
−2B(−v)
s−4−12 t1 ∈ e21 d
Zn
;
n+1∑
k=2
1
Zk−1
e21
×
∫ 4−12(tk−t1)
4−12(tk−1−t1)
e2B
(−v)
u du∈ 
2
4
dx − x1
)
; (4.4)
where Dt (t¿ 0) is the shift operator from E to itself de;ned by B
(v)
s ◦Dt!=B(v)s (t!)=
B(v)s+t(!) (see Revuz and Yor (1991, p.34, 37, and 74)). Along the same line, the second
probability in the last equality of (4.4) becomes
P
(
e
−2B(−v)
s−4−12 t1 ∈ e21 d
Zn
;
n+1∑
k=2
1
Zk−1
e21
∫ 4−12(tk−t1)
4−12(tk−1−t1)
e2B
(−v)
u du∈ 
2
4
dx − x1
)
=
∫ ∞
−∞
∫ (4−12x−x1)z1e−21
0
P
(
B(−v)4−12(t2−t1) ∈ d2; A
(−v)
4−12(t2−t1) ∈ dx2
)
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×P
(
e
−2B(−v)
s−4−12 t2 ∈ e2(1+2) d
Zn
;
n+1∑
k=3
1
Zk−1
e2(1+2)
∫ 4−12(tk−t2)
4−12(tk−1−t2)
e2B
(−v)
u du
∈ 
2
4
dx − x1 − e
21
Z1
x2
)
: (4.5)
Repeating the derivation of (4.5) n − 2 more times, we can express the ;rst equality
of (4.4) as
P
(
e2B
(v)
s
n∏
k=1
(1 + zk)∈ d;
n+1∑
k=1
(
k−1∏
i=1
1
1 + zi
)∫ 4−12tk
4−12tk−1
e−2B
(v)
u du∈ 
2
4
dx
)
=P
(
e−2B
(−v)
s ∈ d
Zn
;
n+1∑
k=1
1
Zk−1
∫ 4−12tk
4−12tk−1
e2B
(−v)
u du∈ 
2
4
dx
)
=
∫ ∞
−∞
∫ 4−12x
0
P(B(−v)4−12t1 ∈ d1; A
(−v)
4−12t1
∈ dx1)
×
∫ ∞
−∞
∫ (4−12x−x1)z1 e−21
0
P(B(−v)4−12(t2−t1) ∈ d2; A
(−v)
4−12(t2−t1) ∈ dx2)× · · ·
×
∫ ∞
−∞
∫ (4−12x−x1−(e21 =z1)x2−···−(e2 ∑n−2k=1 k =zn−2)xn−1)zn−1 e−2 ∑n−1k=1 k
0
×P(B(−v)4−12(tn−tn−1) ∈ dn; A
(−v)
4−12(tn−tn−1) ∈ dxn)
×P
(
e−2B
(−v)
s−4−12 tn ∈ e2
∑n
k=1 k
d
Zn
;
1
Zn
e2
∑n
k=1 k A(−v)s−4−12tn ∈
2
4
dx
−
n∑
k=1
1
Zk−1
xk e2
∑k−1
i=1 k
)
: (4.6)
Applying (2.2) and the same technique in the derivation of (4.2) to the last proba-
bility in the last equality of (4.6), we obtain
P
(
e−2B
(−v)
s−4−12 tn ∈ e2
∑n
k=1 k
d
Zn
;
1
Zn
e2
∑n
k=1 k A(−v)s−4−12tn ∈
2
4
dx
−
n∑
k=1
1
Zk−1
xk e
2
k−1∑
i=1
i
)
= h(s− 4−12tn; ln{(−1Zn)1=2 e
∑n
k=1 k}+ v(s− 4−12tn))
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×as−4−12tn
(
ln{(−1Zn)1=2 e
∑n
k=1 k};
Zn e−2
∑n
k=1 k
(
2
4
x −
n∑
k=1
1
Zk−1
xk e2
∑k−1
i=1 i
))
2
8
Zn e−2
∑n
k=1 k d dx:
(4.7)
From (2.2) and (4.1)–(4.7), we conclude that (3.17) holds.
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