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Abstract
We study positive radial entire solutions of second-order quasilinear elliptic systems of the form
∆pu= f
(|x|, u, v), ∆qv = g(|x|, u, v), x ∈RN . (∗)
Sufficient and/or necessary conditions of f and g are obtained for (∗) to have positive radial entire
solutions with prescribed asymptotic behavior at infinity. We first study the upper and lower esti-
mates for the nonlinear integral operator, which is “inverse” of one-dimensional polar form of the
N-dimensional m-Laplace operator.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the existence and asymptotic behavior of positive radial
entire solutions of second-order quasilinear elliptic systems of the form{
∆pu≡ div(|Du|p−2Du)= f (|x|, u, v),
∆qv ≡ div(|Dv|q−2Dv)= g(|x|, u, v), x ∈RN, (1.1)
where p > 1 and q > 1 are constants, N  1 is an integer, and f and g are positive contin-
uous functions defined on [0,∞)× (0,∞)2.
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that |Du|p−2Du, |Dv|q−2Dv ∈C1(RN) and satisfies (1.1) at every point of RN . An entire
solution (u, v) of (1.1) is said to be radial if it depends only on |x| and positive if u > 0,
v > 0 throughoutRN .
For the scalar equations
∆pu= f
(|x|, u), x ∈RN,
and
∆pu= f
(|x|, u, |Du|), x ∈RN,
the problem of existence, nonexistence, and asymptotic behavior of positive radial entire
solutions has been extensively investigated by many authors, and numerous results have
been obtained. Related results on this topic are found in [1–4,9–13] and references therein.
On the other hand, very little is known about this problem for system (1.1) except for
the case p = q = 2 (i.e., semilinear elliptic system). For p = q = 2, we refer to [5,7,8].
Recently, in [14], the system
∆pu=H
(|x|)vα, ∆qv =K(|x|)uβ, x ∈RN,
has been considered and sufficient conditions are obtained for existence and nonexistence
of nonnegative nontrivial radial entire solutions. However, in [14], we have no results about
the asymptotic behavior of positive radial entire solutions obtained there.
The purpose of this paper is to establish necessary and/or sufficient conditions for (1.1)
to have positive radial entire solutions of the following types:
(i) For p < N (respectively, q < N ), bounded solutions which converge to positive con-
stants as |x| →∞;
(ii) For p  N (respectively, q  N ), unbounded solutions with specific order of growth
as |x|→∞.
The desired solutions of (1.1) are obtained by solving, via the Schauder–Tychonoff
fixed point theorem, system of nonlinear integral equations which are formed by means of
“inverse” of one-dimensional polar form of the N -dimensional m-Laplace operator.
The paper is organized as follows. In Section 2, our main results are stated. In Section 3,
we give some lemmas which are crucial to prove our results. In Section 4, we give the
proofs of our results. In the final section (Section 5), we give examples to illustrate our
results.
2. Statement of results
In this section, we state our main results. The conditions of f and g needed in estab-
lishing the existence of solutions of (1.1) are selected from the following list:
(H1) f and g : [0,∞)× (0,∞)2 → (0,∞) are continuous, f (r, y, z) and g(r, y, z) are
nondecreasing in each variable y and z for fixed r  0;
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and λ1−qg(r, λy,λz) are nondecreasing in λ > 0 and satisfy
lim
λ→+0λ
1−pf (r, λy,λz)= lim
λ→+0λ
1−qg(r, λy,λz)= 0;
(H3) (Sublinearity) For each (r, y, z) ∈ [0,∞)× (0,∞)2 the functions λ1−pf (r, λy,λz)
and λ1−qg(r, λy,λz) are nonincreasing in λ > 0 and satisfy
lim
λ→∞λ
1−pf (r, λy,λz)= lim
λ→∞λ
1−qg(r, λy,λz)= 0.
A typical example for which our assumptions hold is the system{
∆pu=H(|x|)uα1vα2 ,
∆qv =K(|x|)uβ1vβ2 , in RN,
where H,K ∈ C([0,∞); (0,∞)), and αi  0 and βi  0, i = 1,2, are constants satisfying
α1 + α2 >p− 1, β1 + β2 > q − 1, (2.1)
or
α1 + α2 <p− 1, β1 + β2 < q − 1, (2.2)
For this system condition {(H1),(H2)} or {(H1),(H3)} holds according as (2.1) or (2.2)
holds.
To state our results simply we introduce the functions h and k by
h(r)=


1 for p <N,
log r for p =N,
r(p−N)/(p−1) for p >N,
k(r)=


1 for q <N,
log r for q =N,
r(q−N)/(q−1) for q >N,
respectively. We now state our main results.
Theorem 2.1. Suppose that either {(H1),(H2)} or {(H1),(H3)} holds. Suppose in addition
that there exist constants c1 > 0 and c2 > 0 such that
∞∫
1
rσ−1f
(
r, c1h(r), c2k(r)
)
dr <∞ (2.3)
and
∞∫
1
rτ−1g
(
r, c1h(r), c2k(r)
)
dr <∞, (2.4)
where
σ =
{
p for p <N, 1 <p  2,
p′ ∈ (p,N] for 2< p <N,
N for p N,
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τ =
{
q for q < N, 1 < q  2,
q ′ ∈ (q,N] for 2 < q <N,
N for q N,
with some p′ and q ′. Then there exist infinitely many positive radial entire solutions (u, v)
of (1.1) such that
lim|x|→∞
u(x)
h(|x|) = const > 0, lim|x|→∞
v(x)
k(|x|) = const > 0. (2.5)
Theorem 2.2. Suppose that either {(H1),(H2)} or {(H1),(H3)} holds. Suppose in addition
that there exist constants c1 > 0 and c2 > 0 such that
∞∫
1
rmin{p,N}−1f
(
r, c1h˜(r), c2k˜(r)
)
dr <∞ (2.6)
and
∞∫
1
rmin{q,N}−1g
(
r, c1h˜(r), c2k˜(r)
)
dr <∞, (2.7)
where
h˜(r)=
{
log r for p N,
r(p−N)/(p−1) for p >N, k˜(r)=
{
log r for q N,
r(q−N)/(q−1) for q > N.
Then (1.1) has infinitely many positive radial entire solutions.
Remark 2.1. When p N and q N , the conditions of Theorem 2.2 are the same as those
of Theorem 2.1. So, in this case, the results of Theorem 2.1 hold under the assumption of
Theorem 2.2.
Theorem 2.3. Let N > 2, 1 < p  2, and 1 < q  2. Suppose that f and g satisfy either
{(H1),(H2)} or {(H1),(H3)}. If there are constants c1 > 0 and c2 > 0 such that
∞∫
1
{
rf (r, c1, c2)
}1/(p−1)
dr <∞ (2.8)
and
∞∫
1
{
rg(r, c1, c2)
}1/(q−1)
dr <∞, (2.9)
then there exist infinitely many positive radial entire solutions (u, v) of (1.1) such that
lim|x|→∞u(x)= const> 0, lim|x|→∞v(x)= const > 0. (2.10)
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Theorem 2.1.
Theorem 2.4. Let p  2 and q  2. Suppose that (H1) is satisfied. Then necessary condi-
tions for system (1.1) to have positive radial entire solutions (u, v) satisfying (2.5) are
∞∫
1
rmin{p,N}−1f
(
r, c1h(r), c2k(r)
)
dr <∞ (2.11)
and
∞∫
1
rmin{q,N}−1g
(
r, c1h(r), c2k(r)
)
dr <∞ (2.12)
for some constants c1 > 0 and c2 > 0.
Remark 2.3. From Theorems 2.1 and 2.4 we see that when p  N  2 and q  N  2,
(2.11) and (2.12) are necessary and sufficient conditions for (1.1) to have positive radial
entire solutions (u, v) satisfying (2.5).
3. Some lemmas
In this section, we give some lemmas which play an important role to our results. We
define the nonlinear integral operator JN,m m> 1, by
(JN,mφ)(r)=
r∫
0
(
s1−N
s∫
0
tN−1φ(t) dt
)1/(m−1)
ds, r  0,
for continuous functions φ : [0,∞)→ [0,∞). This operator may be called an inverse op-
erator of ∆m acting on radial functions because we have
∆m(JN,mφ)
(|x|)= φ(|x|), x ∈RN,
for φ ∈C[0,∞).
Let L1λ, λ > 0, denote the set of all real-valued measurable functions φ on [0,∞) such
that
∞∫
0
rλ
∣∣φ(r)∣∣dr <∞.
We use the notation
r∗ = max{1, r}, r  0.
The next two lemmas, which will give upper estimates for the operator JN,m, are crucial
to prove our existence results.
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φ(r) 0 for r  0. Then
0 (JN,mφ)(r)
m− 1
N −m
( ∞∫
0
sm−1φ(s) ds
)1/(m−1)
, r  0.
(ii) Let 2 < m < N . Suppose that φ ∈ C[0,∞) ∩ L1
m′−1 for some m′ ∈ (m,N] and
φ(r) 0 for r  0. Then
0 (JN,mφ)(r)
m′ − 1
m′ −m
( ∞∫
0
sm
′−1∗ φ(s) ds
)1/(m−1)
, r  0.
(iii) Let m<N . Suppose that φ ∈ C[0,∞)∩L1m−1 and φ(r) 0 for r  0. Then
0 (JN,mφ)(r)
( ∞∫
0
sm−1∗ φ(s) ds
)1/(m−1)
log(er∗), r  0.
(iv) Let mN . Suppose that φ ∈ C[0,∞)∩L1N−1 and φ(r) 0 for r  0. Then
0 (JN,mφ)(r)
( ∞∫
0
sN−1∗ φ(s) ds
)1/(m−1)
log(er∗), r  0, for m=N,
and
0 (JN,mφ)(r)
m− 1
m−N
( ∞∫
0
sN−1∗ φ(s) ds
)1/(m−1)
r
(m−N)/(m−1)∗ ,
r  0, for m>N.
Lemma 3.2. Let N > 2 and 1 <m 2. Suppose that φ ∈ C[0,∞), φ1/(m−1) ∈ L11/(m−1),
and φ(r) 0 for r  0. Then
(JN,mφ)(r)
m− 1
N − 2
∞∫
0
s1/(m−1)φ(s)1/(m−1) ds, r  0.
Proof of Lemma 3.1. Since the proofs of (i), (ii), and (iv) are given in [4, Lemmas 1.1
and 1.2], we prove only (iii). Let m < N and φ ∈ C[0,∞) ∩ L1m−1, φ(r)  0. It is clear
that
(JN,mφ)(r)
( r∫
0
φ(t) dt
)1/(m−1)
, 0 r  1. (3.1)
For r  1, we have
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1∫
0
(
s1−N
s∫
0
tN−1φ(t) dt
)1/(m−1)
ds
+
r∫
1
(
s1−N
s∫
0
tN−1φ(t) dt
)1/(m−1)
ds. (3.2)
The second term of the right-hand side of (3.2) is estimated as follows:
r∫
1
(
s1−N
s∫
0
tN−1φ(t) dt
)1/(m−1)
ds 
r∫
1
(
s1−NsN−m
s∫
0
tm−1φ(t) dt
)1/(m−1)
ds

r∫
1
s−1 ds
( r∫
0
tm−1φ(t) dt
)1/(m−1)
=
( r∫
0
tm−1φ(t) dt
)1/(m−1)
log r.
Using this estimate and (3.1) in (3.2), we have
(JN,mφ)(r)
( 1∫
0
φ(s) ds
)1/(m−1)
+
( r∫
0
sm−1φ(s) ds
)1/(m−1)
log r

( ∞∫
0
sm−1∗ φ(s) ds
)1/(m−1)
+
( ∞∫
0
sm−1∗ φ(s) ds
)1/(m−1)
log r
=
( ∞∫
0
sm−1∗ φ(s) ds
)1/(m−1)
log(er∗), r  1.
This completes the proof. ✷
Proof of Lemma 3.2. Let 1 < m  2 < N and φ ∈ C[0,∞) be a nonnegative function.
Using Hölder’s inequality, we have
(JN,mφ)(r)=
r∫
0
s(1−N)/(m−1)
( s∫
0
tN−1φ(t) dt
)1/(m−1)
ds

r∫
0
s(1−N)/(m−1)+(2−m)/(m−1)
s∫
0
t(N−1)/(m−1)φ(t)1/(m−1) dt ds
=
r∫
0
t(N−1)/(m−1)φ(t)1/(m−1)
r∫
t
s(3−N−m)/(m−1) ds dt
= m− 1
N − 2
r∫
t1/(m−1)
[
1−
(
t
r
)(N−2)/(m−1)]
φ(t)1/(m−1) dt0
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N − 2
r∫
0
t1/(m−1)φ(t)1/(m−1) dt, r  0.
Therefore
(JN,mφ)(r)
m− 1
N − 2
∞∫
0
t1/(m−1)φ(t)1/(m−1) dt, r  0,
holds for φ1/(m−1) ∈L11/(m−1). This completes the proof. ✷
The lower estimate for the operator JN,m is given below.
Lemma 3.3. Let 2m<N . Suppose that φ ∈ C[0,∞) and φ(r) 0 for r  0. Then
(JN,mφ)(r)
m− 1
N −m
( r∫
0
sm−1
(
1−
(
s
r
)(N−m)/(m−1))m−1
φ(s) ds
)1/(m−1)
,
r  0.
Proof. For φ ∈C[0,∞), φ(r) 0, the operator JN,mφ can be written as
(JN,mφ)(r)=
r∫
0
( r∫
0
Φ(s, t) dt
)1/(m−1)
ds, r  0,
where
Φ(s, t)=
{
s1−N tN−1φ(t) for 0 t  s,
0 for t > s.
Using Minkowski’s inequality (cf. [6, p. 148]), we see that
r∫
0
( r∫
0
Φ(s, t) dt
)1/(m−1)
ds 
( r∫
0
( r∫
0
Φ(s, t)1/(m−1) ds
)m−1
dt
)1/(m−1)
,
r  0,
holds for m 2. Then we have
(JN,mφ)(r)
( r∫
0
( r∫
0
Φ(s, t)1/(m−1) ds
)m−1
dt
)1/(m−1)
=
( r∫
0
( r∫
t
s(1−N)/(m−1)t(N−1)/(m−1)φ(t)1/(m−1) ds
)m−1
dt
)1/(m−1)
=
( r∫
tN−1φ(t)
( r∫
s(1−N)/(m−1) ds
)m−1
dt
)1/(m−1)
0 t
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( r∫
0
tN−1φ(t)
(
m− 1
N −m(t
(m−N)/(m−1) − r(m−N)/(m−1))
)m−1
dt
)1/(m−1)
= m− 1
N −m
( r∫
0
tm−1
(
1−
(
t
r
)(N−m)/(m−1))m−1
φ(t) dt
)1/(m−1)
, r  0.
The proof is finished. ✷
4. Proof of theorems
In this section Theorems 2.1–2.4 are proved. We first observe that (u, v) is a positive
radial entire solution of (1.1) if and only if the function (y(r), z(r))= (u(x), v(x)), r = |x|,
satisfies the system of ordinary differential equations{
(rN−1|y ′|p−2y ′)′ = rN−1f (r, y, z), r > 0, y ′(0)= 0,
(rN−1|z′|q−2z′)′ = rN−1g(r, y, z), r > 0, z′(0)= 0, (4.1)
where ′ = d/dr . Integrating (4.1) twice, we obtain the following system of integral equa-
tions equivalent to (4.1):{
y(r)= a + ∫ r0 (s1−N ∫ s0 tN−1f (t, y(t), z(t)) dt)1/(p−1) ds, r  0,
z(r)= b+ ∫ r0 (s1−N ∫ s0 tN−1g(t, y(t), z(t)) dt)1/(q−1) ds, r  0, (4.2)
where a = y(0), b= z(0). So it suffices to solve (4.2).
Proof of Theorem 2.1. We first consider the case that p < N and q < N . In this case,
conditions (2.3) and (2.4) imply that{∫∞
0 r
p˜−1∗ f (r, c1, c2) dr <∞,∫∞
0 r
q˜−1∗ g(r, c1, c2) dr <∞,
(4.3)
where
p˜ =
{
p for 1 <p  2,
p′ for p > 2, q˜ =
{
q for 1 < q  2,
q ′ for q > 2,
From condition {(H1),(H2)} or {(H1),(H3)}, we see that for any l > 0,{
lima→ζ a1−pf (r,2a,2al)= 0,
lima→ζ (al)1−qf (r,2a,2al)= 0, r  0,
where ζ = 0 (respectively, ζ =∞) if (H2) (respectively, (H3)) holds. Hence from (4.3)
and the Lebesgue dominated convergence theorem, we have
lim
a→ζ
(
a1−p
∞∫
r
p˜−1∗ f (r,2a,2al) dr
)1/(p−1)
= 00
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a→ζ
(
(al)1−q
∞∫
0
r
q˜−1∗ g(r,2a,2al) dr
)1/(q−1)
= 0.
Then we can choose constants a > 0 and b= al > 0 so that{
C(N,p)(
∫∞
0 r
p˜−1∗ f (r,2a,2b) dr)1/(p−1) a,
C(N,q)(
∫∞
0 r
q˜−1∗ g(r,2a,2b) dr)1/(q−1) b,
(4.4)
where
C(N,p)=


p−1
N−p for 1 <p  2,
p′−1
p′−p for p > 2,
C(N,q)=


q−1
N−q for 1 < q  2,
q ′−1
q ′−q for q > 2.
(4.5)
Let Y denote the set defined by
Y = {(y, z) ∈ C[0,∞)×C[0,∞) | a  y(r) 2a, b  z(r) 2b, r  0}.
Obviously, Y is a nonempty closed convex subset of Fréchet space C[0,∞)× C[0,∞)
with the topology of uniform convergence of functions on each compact subinterval of
[0,∞). Consider the mapping F :Y → C[0,∞)× C[0,∞) defined by F(y, z)= (y˜, z˜),
where
y˜(r)= a +
r∫
0
(
s1−N
s∫
0
tN−1f
(
t, y(t), z(t)
)
dt
)1/(p−1)
ds
= a + [JN,pf (·, y, z)](r), r  0, (4.6)
and
z˜(r)= b+
r∫
0
(
s1−N
s∫
0
tN−1g
(
t, y(t), z(t)
)
dt
)1/(q−1)
ds
= b+ [JN,qg(·, y, z)](r), r  0. (4.7)
In order to show that F has a fixed point in Y we verify that F is a continuous mapping
from Y into itself such that F(Y ) is relatively compact.
(i) F maps Y into itself. Let (y, z) ∈ Y . Clearly y˜(r) a and z˜(r) b. By (i) and (ii)
of Lemma 3.1 and (4.4) we see that
[
JN,pf (·, y, z)
]
(r)
r∫
0
(
s1−N
s∫
0
tN−1f (t,2a,2b) dt
)1/(p−1)
ds
= [JN,pf (·,2a,2b)](r)
C(N,p)
( ∞∫
s
p˜−1∗ f (s,2a,2b) ds
)1/(p−1)
 a, r  0.0
T. Teramoto / J. Math. Anal. Appl. 282 (2003) 531–552 541Thus we obtain
y˜(r)= a + [JN,pf (·, y, z)](r) 2a, r  0.
Similarly, we find that z˜(r) 2b. Therefore, F(Y )⊂ Y .
(ii) F is continuous. Let {(ym, zm)} be a sequence in Y which converges to (y, z) in Y
uniformly on each compact subinterval of [0,∞). Put
φm(r)= r1−N
r∫
0
sN−1f
(
s, ym(s), zm(s)
)
ds
and
φ(r)= r1−N
r∫
0
sN−1f
(
s, y(s), z(s)
)
ds.
Then we see that
∣∣φm(r)− φ(r)∣∣
r∫
0
∣∣f (s, ym(s), zm(s))− f (s, y(s), z(s))∣∣ds
 2
r∫
0
f (s,2a,2b) ds  2
∞∫
0
s
p˜−1∗ f (s,2a,2b) ds, r  0,
and from (i) and (ii) of Lemma 3.1 that
∣∣y˜m(r)− y˜(r)∣∣
r∫
0
∣∣(φm(s))1/(p−1) − (φ(s))1/(p−1)∣∣ds

[
JN,pf (·, ym, zm)
]
(r)+ [JN,pf (·, y, z)](r)
 2
[
JN,pf (·,2a,2b)
]
(r)
 2C(N,p)
( ∞∫
0
s
p˜−1∗ f (s,2a,2b) ds
)1/(p−1)
, r  0. (4.8)
Since |f (s, ym(s), zm(s))− f (s, y(s), z(s))| → 0 as m→∞, the Lebesgue dominated
convergence theorem concludes that {φm} converges to φ uniformly on [0,∞), and hence
{φ1/(p−1)m } converges to φ1/(p−1) uniformly on [0,∞). From this fact and (4.8) we see that
{y˜m} converges to y˜ uniformly on each compact subinterval of [0,∞). Similarly, {z˜m} con-
verges to z˜ uniformly on each compact subinterval of [0,∞). These imply the continuity
of F .
(iii) F(Y ) is relatively compact. To see this, it suffices to show the equicontinuity of
F(Y ), since F(Y ) is uniformly bounded by the fact that F(Y )⊂ Y . Let (y, z) ∈ Y . Then
we have
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(
r1−N
r∫
0
sN−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)

( r∫
0
f (s,2a,2b) ds
)1/(p−1)
, 0 r  1,
and
y˜ ′(r)=
(
r1−N
r∫
0
sN−p˜+p˜−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)
 r(1−p˜)/(p−1)
( r∫
0
sp˜−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)

( r∫
0
sp˜−1f (s,2a,2b) ds
)1/(p−1)
, r  1.
Thus we obtain
0 y˜ ′(r)
( ∞∫
0
s
p˜−1∗ f (s,2a,2b) ds
)1/(p−1)
<∞, r  0.
Similarly we have
0 z˜′(r)
( ∞∫
0
s
q˜−1∗ g(s,2a,2b) ds
)1/(q−1)
<∞, r  0.
These imply the equicontinuity of F(Y ), and hence the Ascoli–Arzelá theorem guarantees
the relative compactness of F(Y ).
Therefore, there exists (y, z) ∈ Y such that (y, z) = F(y, z) by the Schauder–
Tychonoff fixed point theorem, that is, (y, z) satisfies the integral equation (4.2). Since
limr→∞ y(r)= const ∈ [a,2a] and limr→∞ z(r)= const ∈ [b,2b], it follows that (u, v)=
(y(|x|), z(|x|)) is a positive radial entire solution of (1.1) with the required asymptotic
property (2.5). Since infinitely many (a, b) satisfy (4.4), we can construct an infinitude of
positive radial entire solutions of (1.1) with the asymptotic property (2.5). This completes
the proof for the case that p <N and q <N .
For other cases, we give an outline of the proof. Conditions (2.3) and (2.4) can be written
as {∫∞
0 r
σ−1∗ f (r, ch(r∗), ck(r∗)) dr <∞,∫∞
0 r
τ−1∗ g(r, ch(r∗), ck(r∗)) dr <∞.
As before we can choose constants a > 0 and b > 0 so that{
C1(
∫∞
0 r
σ−1∗ f (r, a(1+ h(r∗)), b(1+ k(r∗))) dr)1/(p−1)  a,
C2(
∫∞
rτ−1g(r, a(1+ h(r∗)), b(1+ k(r∗))) dr)1/(q−1)  b,
(4.9)
0 ∗
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C1 =


C(N,p) for p <N,
1 for p =N,
p−1
p−N for p >N,
C2 =


C(N,q) for q <N,
1 for q =N,
q−1
q−N for q >N,
where C(N,p) and C(N,q) are defined by (4.5). Notice that, when p = N (respectively,
q = N ), we replace h(r∗) (respectively, k(r∗)) with h(er∗) (respectively, k(er∗)) in (4.9).
These replacements should be done in the sequel of the proof.
Define the set Y ⊂ C[0,∞)×C[0,∞) by
Y = {(y, z) ∈C[0,∞)×C[0,∞) | a  u(r) a(1+ h(r∗)),
b  v(r) b
(
1+ k(r∗)
)
, r  0
}
,
and consider the mapping F defined by (4.6) and (4.7). Estimating JN,pf and JN,qg by
means of (i), (ii), and (iv) of Lemma 3.1 and (4.9), one can easily show that F maps Y
into itself. Using similar arguments as in the case that p < N and q < N , one can also
verify that F is continuous and that F(Y ) is relatively compact. Therefore the Schauder–
Tychonoff fixed point theorem ensures the existence of an element (y, z) ∈ Y such that
(y, z) = F(y, z), so that (u, v) = (y(|x|), z(|x|)) gives a radial entire solution of (1.1).
That this solution satisfies (2.5) follows from l’Hospital’s rule
lim
r→∞
y(r)
log r
= lim
r→∞
y ′(r)
r−1
=
( ∞∫
0
sN−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)
<∞ for p =N,
and
lim
r→∞
y(r)
r(p−N)/(p−1)
= p− 1
p−N limr→∞
y ′(r)
r(1−N)/(p−1)
= p− 1
p−N
( ∞∫
0
sN−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)
<∞ for p >N.
The same computation gives
lim
r→∞
z(r)
log r
=
( ∞∫
0
sN−1g
(
s, y(s), z(s)
)
ds
)1/(q−1)
<∞ for q =N
and
lim
r→∞
z(r)
r(q−N)/(q−1)
= q − 1
q −N
( ∞∫
0
sN−1g
(
s, y(s), z(s)
)
ds
)1/(q−1)
<∞ for q >N.
This completes the proof of Theorem 2.1. ✷
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p N and q N . Choose constants a > 0 and b > 0 so that{
(
∫∞
0 r
p−1∗ f (r, a(1+ log(er∗)), b(1+ log(er∗))) dr)1/(p−1)  a,
(
∫∞
0 r
q−1∗ g(r, a(1+ log(er∗)), b(1+ log(er∗))) dr)1/(q−1) b.
(4.10)
Such a choice of (a, b) is possible because of (H1)–(H3), (2.6), and (2.7).
Define the set Y ⊂ C[0,∞)×C[0,∞) by
Y = {(y, z) ∈C[0,∞)×C[0,∞) | a  y(r) a(1+ log(er∗)),
b  z(r) b
(
1+ log(er∗)
)
, r  0
}
,
and consider the mapping F :Y → C[0,∞)×C[0,∞) defined by (4.6) and (4.7).
It can be shown that F maps Y into itself. In fact, if (y, z) ∈ Y , then by (iii) of
Lemma 3.1 and (4.10) we have[
JN,pf (·, y, z)
]
(r)

r∫
0
(
s1−N
s∫
0
tN−1f
(
t, a
(
1+ log(et∗)
)
, b
(
1+ log(et∗)
))
dt
)1/(p−1)
ds

( ∞∫
0
s
p−1∗ f
(
s, a
(
1+ log(es∗)
)
, b
(
1+ log(es∗)
))
ds
)1/(p−1)
log(er∗)
 a log(er∗), r  0.
Thus we obtain
y˜(r)= a + [JN,pf (·, y, z)](r) a + a log(er∗), r  0.
Similarly, we find that z˜(r)  b(1 + log(er∗)). Clearly y˜(r)  a and z˜(r)  b. There-
fore, F(Y ) ⊂ Y . Since the continuity of F and the relative compactness of F(Y ) can
be verified without difficulty, there exists (y, z) ∈ Y such that (y, z) = F(y, z) by the
Schauder–Tychonoff fixed point theorem. It is clear that this fixed point (y, z) gives rise to
a positive radial entire solution (u, v)= (y(|x|), z(|x|)) of (1.1). This completes the proof
for the case that p N and q N .
For other cases, the desired positive radial entire solutions of (1.1) are obtained from
fixed points of the operator F , given by (4.6) and (4.7), lying in the set
Y = {(y, z) ∈C[0,∞)×C[0,∞) | a  u(r) a(1+ h˜(r∗)),
b  v(r) b
(
1+ k˜(r∗)
)
, r  0
}
,
where a > 0 and b > 0 are chosen so that{
C1(
∫∞
0 r
min{p,N}−1∗ f (r, a(1+ h˜(r∗)), b(1+ k˜(r∗))) dr)1/(p−1) a,
C2(
∫∞
0 r
min{q,N}−1∗ g(r, a(1+ h˜(r∗)), b(1+ k˜(r∗))) dr)1/(q−1) b,
with
C1 =
{1 for pN,
p−1 for p > N, C2 =
{1 for q N,
q−1 for q >N,
p−N q−N
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spectively, k˜(er∗)) when p N (respectively, q N ). The details of the proof are left to
the reader. ✷
Remark 4.1. When p < N (respectively, q < N ), the positive radial entire solutions u
(respectively, v) constructed in the proof of Theorem 2.2 have the asymptotic growth
u(x)=O(log |x|) (respectively, v(x)=O(log |x|)) as |x| →∞.
Proof of Theorem 2.3. Let N > 2, 1 < p  2, and 1 < q  2. Conditions (2.8) and (2.9)
can be written as{∫∞
0 {r∗f (r, c1, c2)}1/(p−1) dr <∞,∫∞
0 {r∗g(r, c1, c2)}1/(q−1) dr <∞.
(4.11)
We now show that the operator F defined by (4.6) and (4.7) has a fixed element in the set
Y = {(y, z) ∈ C[0,∞)×C[0,∞) | a  y(r) 2a, b  z(r) 2b},
where a > 0 and b > 0 are constants satisfying{
p−1
N−2
∫∞
0 {r∗f (r,2a,2b)}1/(p−1) dr  a,
q−1
N−2
∫∞
0 {r∗g(r,2a,2b)}1/(q−1) dr  b.
(4.12)
It is possible to choose such a constant (a, b) by conditions (H1)–(H3) and (4.11).
We first show that F maps Y into itself. Let (y, z) ∈ Y . Clearly y˜(r) a and z˜(r) b.
By Lemma 3.2 and (4.12) we see that
[
JN,pf (·, y, z)
]
(r)
r∫
0
(
s1−N
s∫
0
tN−1f (t,2a,2b) dt
)1/(p−1)
dr
= [JN,pf (·,2a,2b)](r)
 p− 1
N − 2
∞∫
0
{
s∗f (s,2a,2b)
}1/(p−1)
ds  a,
which, in view of (4.6), implies that y˜(r) 2a. Similarly, we obtain z˜(r) 2b. Therefore
F maps Y into itself.
Next, let {(ym, zm)} be a sequence in Y which converges to (y, z) ∈ Y uniformly on
each compact subinterval of [0,∞). Put
φm(r)= r1−N
r∫
0
sN−1f
(
s, ym(s), zm(s)
)
ds
and
φ(r)= r1−N
r∫
sN−1f
(
s, y(s), z(s)
)
ds.0
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∣∣φm(r)− φ(r)∣∣
r∫
0
∣∣f (s, ym(s), zm(s))− f (s, y(s), z(s))∣∣ds
 2
r∫
0
f (s,2a,2b) ds  2r2−p
( r∫
0
f (s,2a,2b)1/(p−1) ds
)p−1
 2r2−p
( ∞∫
0
{
s∗f (s,2a,2b)
}1/(p−1)
ds
)p−1
, r  0,
and by Lemma 3.2 that
∣∣y˜m(r)− y˜(r)∣∣
r∫
0
∣∣φm(s)1/(p−1) − φ(s)1/(p−1)∣∣ds

[
JN,pf (·, ym, zm)
]
(r)+ [JN,pf (·, y, z)](r)
 2
[
JN,pf (·,2a,2b)
]
(r)
 2(p− 1)
N − 2
∞∫
0
{
s∗f (s,2a,2b)
}1/(p−1)
ds, r  0. (4.13)
Since |f (s, ym(s), zm(s)) − f (s, y(s), z(s))| → 0 as m→∞, from the Lebesgue domi-
nated convergence theorem it follows that {φm} converges to φ uniformly on each compact
subinterval of [0,∞), and hence that {φ1/(p−1)m } converges to φ1/(p−1) uniformly on each
compact subinterval of [0,∞). From this fact and (4.13) we see that {y˜m} converges to y˜
uniformly on each compact subinterval of [0,∞). Similarly, {z˜m} converges to z˜ uniformly
on each compact subinterval of [0,∞). These imply the continuity of F .
Finally, we will show that F(Y ) is relatively compact. To see this, it is sufficient to
verify the local equicontinuity of F(Y ), since F(Y ) is uniformly bounded by the fact that
F(Y )⊂ Y . Let (y, z) ∈ Y and R > 0. Then using Hölder’s inequality we have
y˜ ′(r)=
(
r1−N
r∫
0
sN−1f
(
s, y(s), z(s)
)
ds
)1/(p−1)

( r∫
0
f (s,2a,2b) ds
)1/(p−1)
 r2−p
r∫
0
f (s,2a,2b)1/(p−1) ds
R2−p
∞∫ {
s∗f (s,2a,2b)
}1/(p−1)
ds, 0 r R.
0
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z˜′(r)R2−q
∞∫
0
{
s∗g(s,2a,2b)
}1/(q−1)
ds, 0 r R.
Obviously, these imply the local equicontinuity of F(Y ). Hence the relative compactness
of F(Y ) is shown by Ascoli–Arzelá theorem.
Thus there exists (y, z) ∈ Y such that (y, z)=F(y, z) by the Schauder–Tychonoff fixed
point theorem. This fixed point (y, z) satisfies the system of integral equation (4.2). Since
limr→∞ y(r)= const ∈ [a,2a] and limr→∞ z(r)= const ∈ [b,2b], it follows that (u, v)=
(y(|x|), z(|x|)) is a positive radial entire solution of (1.1) with the property (2.10). This
completes the proof. ✷
Proof of Theorem 2.4. Let (u, v) be a positive radial entire solution of (1.1) with the
asymptotic property (2.5). Then we have{
u(r)= u(0)+ [JN,pf (·, u, v)](r), r  0,
v(r)= v(0)+ [JN,qg(·, u, v)](r), r  0. (4.14)
Let u(r)/h(r) and v(r)/k(r) converge to positive constants 2M1 and 2M2. Then there
exists a constant r0 > 1 such that
M1 
u(r)
h(r)
 3M1, M2 
v(r)
k(r)
 3M2, r  r0. (4.15)
Let p <N and r  2r0. Then from Lemma 3.3 we observe that, for r  2r0,[
JN,pf (·, u, v)
]
(r)
 p− 1
N − p
( r∫
0
sp−1
(
1−
(
s
r
)(N−p)/(p−1))p−1
f
(
s, u(s), v(s)
)
ds
)1/(p−1)
 p− 1
N − p
(
1−
(
1
2
)(N−p)/(p−1))( r/2∫
r0
sp−1f
(
s, u(s), v(s)
)
ds
)1/(p−1)
 p− 1
N − p
(
1−
(
1
2
)(N−p)/(p−1))( r/2∫
r0
sp−1f
(
s,M1,M2k(s)
)
ds
)1/(p−1)
,
which combined with (4.14) and (4.15) gives
3M1  u(0)+ p− 1
N − p
(
1−
(
1
2
)(N−p)/(p−1))
×
( r/2∫
sp−1f
(
s,M1,M2k(s)
)
ds
)1/(p−1)
, r  2r0,r0
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M 
r/2∫
r0
sp−1f
(
s,M1,M2k(s)
)
ds, r  2r0,
where M > 0 is some constant. Hence we obtain (2.11). Similarly, (2.12) holds for q <N .
Let p N . Suppose that (2.11) is not satisfied. Since rN−1f (r, c1h(r), c2k(r)) 0, we
have
∞∫
1
rN−1f
(
r, c1h(r), c2k(r)
)
dr =∞.
From (4.14) and (4.15) we have
3M1 
u(r)
h(r)
= u(0)+ [JN,pf (·, u, v)](r)
h(r)

∫ r
r0
(s1−N
∫ s
r0
tN−1f (t, u(t), v(t)) dt)1/(p−1) ds
h(r)

∫ r
r0
(s1−N
∫ s
r0
tN−1f (t,M1h(t),M2k(t)) dt)1/(p−1) ds
h(r)
, r  r0.
On the other hand, by l’Hospital’s rule we see that
lim
r→∞
∫ r
r0
(s1−N
∫ s
r0
tN−1f (t,M1h(t),M2k(t)) dt)1/(p−1) ds
h(r)
= lim
r→∞
( r∫
r0
sN−1f (s,M1h(s),M2k(s)) ds
)1/(p−1)
=
( ∞∫
r0
sN−1f (s,M1h(s),M2k(s)) ds
)1/(p−1)
=∞,
which is a contradiction. Therefore (2.11) holds. Similarly, (2.12) holds for q  N . The
proof is complete. ✷
5. Examples
In this section, we give examples to illustrate our results.
Example 1. Consider the elliptic system{
∆pu=H(|x|)uα1vα2 ,
∆ v =K(|x|)uβ1vβ2 , x ∈RN, (5.1)q
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α1 + α2 = p − 1 and β1 + β2 = q − 1. Assume that the functions H and K are positive
continuous functions on [0,∞). Clearly, condition (H1) holds, and (H2) or (H3) is satisfied
according as
α1 + α2 >p− 1, β1 + β2 > q − 1,
or
α1 + α2 <p− 1, β1 + β2 < q − 1.
The following statements follow from Theorems 2.1–2.4:
(i) Let p <N and q >N . Suppose that if 1 <p  2, then{∫∞
1 r
p−1+α2(q−N)/(q−1)H (r) dr <∞,∫∞
1 r
N−1+β2(q−N)/(q−1)K(r) dr <∞,
and if p > 2, then{∫∞
1 r
p′−1+α2(q−N)/(q−1)H (r) dr <∞,∫∞
1 r
N−1+β2(q−N)/(q−1)K(r) dr <∞, for some p′ ∈ (p,N].
Then (5.1) has infinitely many positive radial entire solutions (u, v) satisfying
lim|x|→∞u(x)= const> 0, lim|x|→∞|x|
−(q−N)/(q−1)v(x)= const> 0.
For other cases, we can derive the sufficient conditions for (5.1) to have positive radial
entire solutions (u, v) satisfying (2.5).
(ii) Let p N and q >N . Suppose that{∫∞
1 r
p−1+α2(q−N)/(q−1)(log r)α1H(r) dr <∞,∫∞
1 r
N−1+β2(q−N)/(q−1)(log r)β1K(r) dr <∞.
Then (5.1) has infinitely many positive radial entire solutions.
(iii) Let 1 <p  2 and 1 < q  2. Suppose that{∫∞
1 {rH(r)}1/(p−1) dr <∞,∫∞
1 {rK(r)}1/(q−1) dr <∞.
Then (5.1) has infinitely many positive radial entire solutions (u, v) satisfying
lim|x|→∞u(x)= const> 0, lim|x|→∞v(x)= const > 0.
(iv) Let p >N and 2 q <N . A necessary condition for (5.1) to have a positive radial
entire solution (u, v) satisfying
lim|x|→∞|x|
−(p−N)/(p−1)u(x)= const> 0, lim|x|→∞v(x)= const > 0
is {∫∞
1 r
N−1+α1(p−N)/(p−1)H (r) dr <∞,∫∞
1 r
q−1+β1(p−N)/(p−1)K(r) dr <∞.
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of |x|−λ and |x|−µ, respectively, as |x| →∞ for some λ,µ > 0. Then we can see that a
necessary and sufficient condition for (5.1) to have positive radial entire solutions (u, v)
satisfying (2.5) is{
λ > min{p,N} + α1(p−min{p,N})
p−1 + α2(q−min{q,N})q−1 ,
µ > min{q,N} + β1(p−min{p,N})
p−1 + β2(q−min{q,N})q−1 .
Example 2. Consider the elliptic system{
∆pu= 1(|x|+2)p(log(|x|+2))λ vα,
∆qv = 1(|x|+2)q(log(|x|+2))µ uβ, x ∈RN,
(5.2)
where N > 2, p < N , q < N , α > p − 1, β > q − 1, λ > α + 1, and µ> β + 1. Clearly,
conditions (H1) and (H2) hold.
(i) Let p  2 and q  2. It is found that the conditions of Theorem 2.1 hold for c1 =
c2 = 1. Hence there exist positive radial entire solutions (u, v) of (5.2) such that
lim|x|→∞u(x)= const> 0 and lim|x|→∞v(x)= const > 0.
(ii) Let conversely p > 2 and q > 2. We then find that the conditions of Theorem 2.1
are violated for any choice of p′ ∈ (p,N], q ′ ∈ (q,N], c1 > 0, and c2 > 0. Therefore we
cannot establish existence results directly from Theorem 2.1. However, since
∞∫
1
rp−1 (log r)
α
(r + 2)p(log(r + 2))λ dr <∞
and
∞∫
1
rq−1 (log r)
β
(r + 2)q(log(r + 2))µ dr <∞,
from Theorem 2.2, we can see that (5.2) has positive radial entire solutions.
Example 3. Consider the elliptic system{
∆pu= 1(|x|+2)p log(|x|+2)vα,
∆qv = 1(|x|+2)q log(|x|+2)uβ, x ∈RN,
(5.3)
where N > 2, p <N , q <N , α > p− 1, and β > q − 1.
(i) Let 1 < p < 2 and 1 < q < 2. It is found that the conditions of Theorem 2.1 never
hold for any c1 > 0 and c2 > 0. Therefore we cannot establish existence results directly
from Theorem 2.1. However, since
∞∫ (
r
(r + 2)p log(r + 2)
)1/(p−1)
dr <∞
1
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1
(
r
(r + 2)q log(r + 2)
)1/(q−1)
dr <∞,
from Theorem 2.3, we can see that (5.3) has positive radial entire solutions (u, v) satisfying
lim|x|→∞u(x)= const> 0 and lim|x|→∞v(x)= const > 0.
(ii) Let p  2 and q  2. In this case, we can see that for any c1 > 0 and c2 > 0,
cα2
∞∫
1
rp−1
(r + 2)p log(r + 2) dr =∞
and
c
β
1
∞∫
1
rq−1
(r + 2)q log(r + 2) dr =∞.
From Theorem 2.4, (5.3) has no positive radial entire solutions (u,u) satisfying
lim|x|→∞u(x)= const> 0 and lim|x|→∞v(x)= const > 0.
Furthermore it is found that the conditions of Theorem 2.2 cannot hold. So, in this case,
we do not know whether (5.3) has positive radial entire solutions or not.
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