Abstract-For biomedical researchers it is now possible to measure large numbers of DNA sequence variations across the human genome. Measuring hundreds of thousands of variations is now routine, but single variations which consistently predict an individual's risk of common human disease have proven elusive. Instead of single variants determining the risk of common human diseases, it seems more likely that disease risk is best modeled by interactions between biological components. The evolutionary computing challenge now is to effectively explore interactions in these large datasets and identify combinations of variations which are robust predictors of common human diseases such as bladder cancer. One promising approach to this problem is genetic programming (GP). A GP approach for this problem will use darwinian inspired evolution to evolve programs which find and model attribute interactions which predict an individual's risk of common human diseases. The goal of this study is to develop and evaluate two initializers for this domain. We develop a probabilistic initializer which uses expert knowledge to select attributes and an enumerative initializer which maximizes attribute diversity in the generated population. We compare these initializers to a random initializer which displays no preference for attributes. We show that the expert-knowledge-aware probabilistic initializer significantly outperforms both the random initializer and the enumerative initializer. We discuss implications of these results for the design of GP strategies which are able to detect and characterize predictors of common human diseases.
I. INTRODUCTION
In human genetics it is now technically and economically feasible to measure more than one million DNA sequence variations from across the human genome. This means that biological and biomedical sciences are now capable of generating enormous amounts of data [1] , [2] . Here we focus on the SNP, or single nucleotide polymorphism, which is a single point in a DNA sequence that differs among people. It is anticipated that at least one SNP occurs approximately every 100 nucleotides across the 3 × 10 9 nucleotide human genome. By measuring these SNPs we may measure much of the common genetic variation among humans [3] . This "genome-wide" approach was expected to allow researchers to cast a broad net across many genetic factors and thus revolutionize our understanding of common human disease.
Unfortunately, even with this genome-wide data, determining which SNPs predict an individual's risk of common human disease is not proving to be a trivial exercise. One simple approach which is widely employed is single SNP analysis. In this approach, each individual SNP is tested to determine whether it, acting alone, is able to predict disease risk. Software to perform this analysis is simple to understand, relatively quick to run, and widely available [4] . This approach has not, unfortunately, yielded reliable genetic markers which explain a great deal about an individuals risk of common human diseases [5] . It now seems likely that this approach fails because it ignores underlying complexity we know is present in biological networks and systems.
We know that biological networks are both interconnected [6] and robust [7] . The connectedness and robustness of biological networks suggests that small single-gene changes are unlikely to have far-reaching consequences for human health. Indeed both Moore [8] and Nagel [9] argue that knowledge of epistasis, interactions between genes, is likely to be critical to understanding an individual's risk of suffering from common diseases. Analyses of these data largely avoid epistasis because it presents considerable challenges to machine learning methods. It is thus crucial that we develop strategies for investigating these data in the context of epistasis and develop methods which effectively and rapidly detect and characterize these gene-gene interactions, particularly when they play a role in disease risk.
A. Concept Difficulty
The combined challenges of modeling nonlinear attribute interactions with attribute selection in the context of epistasis yields what Goldberg [10] calls a needle-in-a-haystack problem. That is, there may be a particular combination of SNPs that together with the right nonlinear function are a significant predictor of disease susceptibility, but considered individually they may not look any different than thousands of other SNPs not involved in the disease process. Under these models the learning algorithm must find a genetic needle in a genomic haystack. A report from the International HapMap Consortium [3] suggests that approximately 300,000 carefully selected SNPs may be necessary to capture all relevant variation across the Caucasian human genome. Indeed studies of this size are now being performed [11] , [12] , [13] . With 300,000 attributes we will need to scan 4.5 × 10 10 pairwise combinations of SNPs to find a two-SNP genetic needle. The number of higher order combinations is astronomical.
B. Genetic Programming
Genetic programming (GP) is an automated computational discovery tool inspired by Darwinian evolution and natural selection [14] , [15] , [16] , [17] , [18] , [19] , [20] . The goal of GP is the evolution of programs which solve problems. This is accomplished by first generating computer programs composed of the building blocks needed to solve or approximate a solution to a problem. Each generated program is then evaluated, and good programs are selected, recombined, and mutated to form new computer programs. This process uses recombination and mutation to generate variability and selects successful programs. The process is repeated until a best program or set of programs is identified. Genetic programming and its variations have been successfully applied to a wide range of different problems including data mining, knowledge discovery [21] , and bioinformatics [22] .
Is an evolutionary computing approach such as GP suitable for this problem? Using accuracy as fitness, a classifier with some but not all of attributes making up the epistatic model looks no better than any other classifier. Indeed, we have observed this in our preliminary work [23] , [24] . Subsequent work shows that by integrating expert knowledge into selection and mutation it is possible to develop a GP wrapper that can be successful, even with this high level of concept difficulty [25] , [26] . Work here examines three initializers. Firstly we develop an initializer focused on ensuring attribute diversity in solutions and an initializer which uses expert knowledge to probabilistically select attributes. Secondly we simulate datasets which exhibit complete epistasis. Finally we compare these initializers to each other and also to a standard random initialization operator. In this way we answer whether or not it is possible to develop an initializer which outperforms the standard GP initializer by focusing either on diversity or on expert knowledge.
Given our previous work developing expert-knowledge aware mutation and recombination operators, it now, with an expert knowledge aware initializer, become possible to integrate multiple data sources into a GP framework via different operators. It may be most advantageous to, for example, use biological sources of expert knowledge such as the STRING protein-protein interaction database [27] for mutation and KEGG [28] , a biochemical pathway database, for recombination while still employing statistical pre-processing with Tuned ReliefF for initialization. By effectively integrating multiple sources of expert knowledge, evolutionary computing approaches such as GP may prove critical to the detection and characterization of predictors for common human diseases.
C. Population Initialization
Work on initialization in GP largely centers on the problem of generating diverse and valid tree structures without overwhelming computational complexity [29] , [30] , [31] , [32] . Here we focus specifically on using expert knowledge to choose attributes during the initialization of terminals in a fixed GP tree structure. This choice means that for methods of tree initialization which separate terminal and non-terminal nodes such as Luke's PTC1 algorithm [30] , integrating an initializer from this work should be straightforward.
O'Neill and Ryan [32] discuss the critical importance of initialization and the negative impact of poor initialization due to inadequate diversity on the quality of the final solution. The goal of the present study is to develop and evaluate a GP initialization operator appropriate for genetic analysis of genome-wide data. Here we apply their principles of sensible initialization in two distinct ways.
Firstly, we develop an initializer focused on generating maximal diversity. This initializer insures that the population begins in a highly diverse state and, under many conditions, guarantees that all attributes are represented at least once. This is true in any case where the population size is at least A/T where A is the number of attributes in the dataset and T is the number of terminals per tree. This approach may prove particularly useful by allowing other expert knowledge aware operators to use all attributes. It does have the caveat that when the number of terminals per tree is not predetermined, it becomes unclear whether all attributes will be present but it does still guarantee maximal diversity.
Secondly, we develop an expert knowledge based initializer focused on exploiting knowledge about attribute quality to population initialization. This initializer provides the opportunity to seed good attributes into the population. These attributes may be combined directly in intialization, but are likely most beneficial when combined via other expert knowledge based mechanisms such as selection, mutation, and recombination. The concept here is that while some diversity is lost from the initial population, the greater representation of high quality in the initial population will improve power more than the loss in diversity reduces power. This approach may be successful when the external measure is of high quality. Here we use Tuned ReliefF (Section IV) as our expert knowledge. When these methods are applied with other sources it will be critical that users examine and evaluate sources carefully if the approach is to be successful.
Given the high concept difficulty, we are interested in using expert knowledge to facilitate the inclusion of good building blocks in the GP population. We explore the use of these initializers both in a GP lacking expert knowledge from any other components and in a GP using expert knowledge in its fitness function. The former allows us to compare the expert knowledge aware initializer to random and enumerative initializers in the context of a standard GP, while the latter allows us to compare these initializers in the context of an expert knowledge aware GP. In this way we examine which initializer is most useful for the epistasis problem in human genetics.
II. GENETIC PROGRAMMING METHODS

A. Expression Tree Representation
Here we keep the initial solution representation simple with one function in the root node and two leaves ( Figure  1A ) so that we may evaluate the GP parametrization for solely attribute selection. More complex trees ( Figure 1B ) will be explored once we understand when and how the GP initializer works with the simpler trees. We select the multifactor dimensionality reduction or MDR approach for the root node because it is able to capture interaction information (see Section III). Thus in our approach each tree has two leaves or terminals consisting of attributes. In the case of this study, the terminal set consists of 1000 attributes.
B. Fitness Functions
Two fitness functions are used in this study to explore the success of these initializers with an expert knowledge aware fitness function and without. The first fitness function consists of accuracy estimated using a naïve Bayes classifier. Here, accuracy is defined as how well the values of the chosen attributes predict the case-control status of each individual in the dataset. This fitness function, classification accuracy, is similar to that used by other approaches in this domain [33] .
The second fitness function is a linear combination of the classification accuracy and Z-transformed Tuned ReliefF (TuRF) scores, our source of expert knowledge (see Section IV). Transforming the data in this way distributes around a mean of zero with a standard deviation of one. This forces both measurements to the same scale and allows a linear combination to be meaningful. Measuring performance with this fitness function allows evaluation of the initializer's performance in the context of an expert knowledge aware GP. This fitness function was developed by Moore and White [23] and shown to be useful in this domain. C. An Expert Knowledge Aware Initialization Operator
The goal of this study is to examine whether expert knowledge can be exploited to ensure good building blocks are introduced into the population through initialization. We compare three initializers. All of these initializers create a tree with the MDR function as the root node and two attributes (SNPs) as the leaves. These initializers all differ in how they select attributes from the datasets to be leaves in the GP trees.
The first initializer is a random initializer. The attributes chosen as leaves are selected randomly from the list of available attributes. Once chosen attributes remain in the pool of available attributes and may be selected again at any time. This initialization approach does not place constraints on the parameter settings of the GP run with respect to population size.
The second initializer is an enumerative initializer. All available attributes are stored in a vector. The vector is shuffled and the attributes chosen as leaves are selected successively from the shuffled vector. When the end is reached the vector is reshuffled and the process begins at the beginning again. This approach is analogous to selecting attributes without replacement and then replenishing the pool of attributes once all attributes have been selected. This ensures that, when the population size is equal to or greater than A/T where A is the number of attributes in the dataset and T is the number of terminals per tree, all attributes will be represented. The purpose of this initializer is to provide maximum attribute diversity within the population for selection and recombination.
The third initializer is an expert knowledge aware probabilistic initializer. Attributes are selected as leaves via a roulette wheel approach using Z-transformed TuRF (see Section 4) scores to prepare the roulette wheel. The same attribute is not allowed to be used twice within the same tree, but it may be used any number of times within the generated population. Like the first initializer this approach does not place constraints on the parameter settings of the GP for population size. The purpose of this initializer is to seed the population with good attributes for selection and recombination.
D. Parameter Settings
For this study, we use a population size of 5000 and run the GP for 10 generations as previously used by Moore and White [23] . We use a crossover probability of 0.9 and no mutation. The initial population is generated using either the random, enumerative, or probabilistic initializers. Runs are performed both with and without expert knowledge in the fitness function. When expert knowledge is included in the fitness function it is added in a linear manner such that the fitness is the sum of the Z-scores of MDR accuracy and TuRF scores. Using Z-scores forces both measurements to the same scale. Specifically transforming the data in this way distributes around a mean of zero with a standard deviation of one. This transformation allows the fitness function to be meaningful as a simple linear combination. The size of the search space is approximately 500,000 (1000 choose 2). With a population size of 5000 and 10 generations the GP is exploring at most approximately 10% of the search space. The GP is implemented in C++ using GAlib (http://lancet.mit.edu/ga/). The crossover operator is modified to ensure binary trees of depth one.
III. MULTIFACTOR DIMENSIONALITY REDUCTION (MDR) FOR ATTRIBUTE CONSTRUCTION
Multifactor dimensionality reduction (MDR) has been developed as a nonparametric and genetic model-free data mining strategy for identifying combination of SNPs that are predictive of a discrete clinical endpoint [34] , [35] . The MDR method has been successfully applied to detecting genegene interactions for a variety of common human diseases including adverse drug reactions [36] . At the heart of the MDR approach is an attribute construction algorithm that creates a new attribute by pooling genotypes from multiple SNPs. Constructive induction using the MDR kernel is accomplished in the following way. Given a threshold T, a multilocus genotype combination is considered high-risk if the ratio of cases (subjects with disease) to controls (healthy subjects) exceeds or equals T, otherwise it is considered low-risk. Genotype combinations considered to be high-risk are labeled G1 while those considered low-risk are labeled G0. This process constructs a new one-dimensional attribute with levels G0 and G1. It is this new single variable that is returned by the MDR function in the GP root node. The MDR method is described in more detail by Moore et al. [34] . Open-source MDR software is freely available from www.epistasis.org. We use libmdr 0.2.5 to implement the MDR function in our GP trees.
IV. EXPERT KNOWLEDGE FROM TUNED RELIEFF (TURF)
Our goal is to evaluate how an expert-knowledge aware initializer performs when compared to diversity focused and random initializers. Therefore we must provide an external measure of attribute quality as expert knowledge. There are many statistical and computational methods for determining the quality of attributes. Our goal is to identify a method that is capable of identifying attributes that predict class primarily through dependencies or interactions with other attributes. Kira and Rendell [37] developed an algorithm called Relief that is capable of detecting attribute dependencies. Relief estimates the quality of attributes through a nearest neighbor algorithm that selects a neighbor (instance) from the same class and from the different class based on the vector of values across attributes. Kononenko [38] improved upon Relief by choosing n nearest neighbors instead of just one. This new ReliefF algorithm has been shown to be more robust to noisy attributes and missing data [39] and is widely used in data mining applications.
We have developed a modified ReliefF algorithm for the domain of human genetics called Tuned ReliefF (TuRF). We have previously shown that TuRF is significantly better than ReliefF in this domain [40] . This TuRF algorithm systematically removes attributes that have low quality estimates so that the ReliefF values of the remaining attributes can be reestimated. We apply TuRF as described by Moore and White [40] to each dataset.
V. DATA SIMULATION AND ANALYSIS
The goal of the simulation study is to generate artificial datasets with high concept difficulty to evaluate the power of GP in the domain of human genetics. We first develop 30 different penetrance functions (i.e. genetic models) that define a probabilistic relationship between genotype and phenotype where susceptibility to disease is dependent on genotypes from two SNPs in the absence of any independent effects. The penetrance functions consist of groups of five with heritabilities of 0.025, 0.05, 0.1, 0.2, 0.3, and 0.4. These range from very small to large genetic effect sizes. Table II summarizes the penetrance values to three significant digits for one of the 30 models. The values in parentheses are the genotype frequencies. Each of the 30 models is used to generate 100 replicate datasets with a sample size of 1600. Each dataset consists of an equal number of case (disease) and control (no disease) subjects. Each pair of functional SNPs is combined within a genomewide set of 998 randomly generated SNPs for a total of 1000 attributes. A total of 3,000 datasets are generated and analyzed.
For each set of parameters we count the number of times the correct two functional attributes are selected as the best model by the GP across the 500 datasets. This count, expressed as a percentage, is an estimate of the power of the method. This percentage represents how often the GP finds the answer that we know is present. We compare the significance of power estimates between the methods (e.g. enumerative initializer vs expert knowledge initializer) by performing a chi-square test of independence. Results are considered statistically significant when the p-value for the chi-square test statistic is ≤ 0.05. A significance threshhold of 0.05 is frequently used in medicine and means that only one time out of twenty will we say that an effect exists when, in fact, it does not. Figure 2 summarizes the average power for each method. Each bar represents the power averaged over 500 datasets (5 models with 100 datasets each). Power represents the number of times out of 100 that the GP found the right two attributes. The first character denotes the initializer used (R = random, E = enumerative, P = probabilistic). The second character denotes whether or not expert knowledge was used in the fitness function (N = no, Y = yes). These results show the value of using TuRF scores in the initialization operator.
VI. EXPERIMENTAL RESULTS
Comparing the expert knowledge aware initializer (PY) to the enumerative initializer (EY) shows the usefulness of expert knowledge in initialization. Providing more good building blocks in the initial population the GP allows the GP to more frequently find the right result. In addition results for the expert knowledge aware initializer with and without expert knowledge in the fitness function (PN and PY) show that the benefit from including expert knowledge in the initializer is not redundant with the use of expert knowledge during the GP run in the fitness function.
While it is apparent that there are differences between the initializers we must determine whether or not these differences are meaningful. The difference between the enumerative initializer and the random initializer is not significant (see Section V for statistical details) in most cases (p > 0.05). Across all heritabilities the expert knowledge aware initializer is significantly different than both the enumerative and random initializers (p < 0.05) both when expert knowledge is used in the fitness function and when expert knowledge is not used in the fitness function. This is clear evidence that the expert knowledge initializer provides the rest of the GP operators with a population containing many good building blocks. Thus for this problem exploiting expert knowledge for initialization allows the GP to find better solutions than an initializer guaranteeing maximal diversity and a random initializer.
VII. DISCUSSION AND CONCLUSION There are several conclusions to draw from this study. Firstly, we have shown that expert knowledge can provide building blocks necessary to find the genetic needle in the genome-wide haystack. Secondly, expert knowledge aware initialization performs better than both random initialization and enumerative initialization for this problem. Expertknowledge-guided initialization is only able to affect the results of the GP once during the run, but the initialization method makes a significant difference in the power of the GP confirming O'Neill and Ryan's suggestion [32] that the composition of the initial population has a large impact on the outcome. In addition the results using a simple fitness function which integrates TuRF scores show that the expert knowledge initializer also greatly increases the success when other expert knowledge features are added to the GP. Therefore combining this initializer with other knowledge guided strategies in selection, mutation, and recombination may provide additional benefits.
Previous work has focused on the use of expert knowledge in fitness, selection, and mutation [23] , [25] , [26] . We have focused on sensible initialization for this study. Future work will examine how different operators which integrate expert knowledge may be combined. Does using expert knowledge to guide both mutation, recombination and initialization work better than those methods alone or are some of the methods redundant? In this work the building blocks of outside knowledge are obtained by pre-processing data with TuRF. For the realm of genetic studies, outside knowledge can also be obtained from the numerous public databases available to geneticists. Future work will also focus on integrating these types and sources of expert knowledge.
In fact it may be most advantageous to combine multiple information sources with multiple distinct operators. The best approach may be to initialize a GP population with results judged to be to be statistically good by TuRF. In this way the population consists largely of attributes thought to be useful. Recombination could be handled by an operator using protein-protein interaction scores. This allows the recombination operator to put together building blocks which are believed to interact biologically. Mutation could be driven by yet another measure of attribute quality such as prevalence in the biomedical literature. This approach would allow the GP to start with statistically good attributes, combine them into groups likely to interact, and slowly add in additional attributes which biomedical researchers have previously found important. By integrating diverse expertknowledge-aware operators and sources we may be able to most effectively detect and characterize epistatic interactions in genome-wide association studies. Future work should carefully evaluate how combinations of sources and operators can be best used in conjuction.
In this and previous work we find that, given domain specific building blocks and operators which use these building blocks, it is possible for a GP to perform well even when the concept difficulty is very high. This indicates that GP may be a useful wrapper for genome wide analysis of common human diseases with a complex genetic architecture. Moore et al. have recently shown that Symbolic Discriminant Analysis (SDA), which uses a GP approach to generate models, is able to successfully model predictors of atrial fibrillation in a well characterized dataset which includes a two-way epistatic interaction [41] . This dataset was, however, quite small consisting of only eight genetic markers.
Integrating expert knowledge into GP approachs should increase the efficiency of the search for relevant attributes allowing GP based methods to find higher order nonlinear interactions and allow methods such as SDA to be applied to larger genome-wide datasets. One attractive feature of the probabilistic initializer we examine is that it is easily integrated into already existing approaches. Whenever an attribute will be selected randomly, it is instead selected probabilistically according to expert knowledge. This study brings us one step closer to routine use of genetic programming in the genetic analysis of common human diseases. By improving our power to detect and characterize epistasis we increase the impact these methods can have on understanding human health.
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