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Abstract
In this paper we continue the study of important Banach spaces of
slice hyperholomorphic functions on the quaternionic unit ball by inves-
tigating the BMO- and VMO-spaces of slice hyperholomorphic functions.
We discuss in particular conformal invariance and a refined characteriza-
tion of these spaces in terms of Carleson measures. Finally we show the
relations with the Bloch and Dirichlet space and the duality relation with
the Hardy space H1(D).
The importance of these spaces in the classical theory is well known.
It is therefore worthwhile to study their slice hyperholomorphic counter-
parts, in particular because slice hyperholomorphic functions were found
to have several applications in operator theory and Schur analysis.
1 Introduction
The notion of holomorphicity can be generalized in several ways to functions
that are defined on the skew-field of quaternions. The most studied notion of
generalized holomorphicity in this setting is Fueter regularity, which was intro-
duced by Fueter in 1932 in [22, 23] and which lead to a rich and nowadays well
developed theory. In recent times however, the notion of slice hyperholomor-
phicity introduced in [25] in 2006 has attracted the interest of mathematicians.
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This was in particular due to its applications in the theory of quaternionic lin-
ear operators: the slice hyperholomorphic Cauchy kernel lead to the discovery
of the proper notion of spectrum for quaternionic linear operators [19]. As a
consequence, it was possible to define a generalized Riesz-Dunford functional
calculus for such operators, the so-called S-functional calculus in [19], which is
based on the theory of slice hyperholomorphic functions. Furthermore it was
possible to develop a continuous functional calculus for bounded normal opera-
tors on quaternionic Hilbert spaces in [26] and to prove the spectral theorems
for unitary and for unbounded normal quaternionic linear operators [3,4]. These
methods are fundamental in quaternionic quantum mechanics [1]. Moreover the
higher dimensional version of slice hyperholomorphicity on Clifford algebras in-
troduced in [20] allowed to develop the S-functional calculus also for n-tuples
of non commuting operators [17].
Besides operator theory, slice hyperholomorphic functions also appear in
Schur analysis. (For an overview, we refer to [2].) The theory is in particular
fundamental for the realization of slice hyperholomorphic Schur functions [5–7].
The theory of slice hyperholomorphic functions itself is nowadays developing
rapidly in several directions. For an overview we refer to [19] and [24] as well
as to [8] and [18] and the references therein.
Several Banach spaces of holomorphic functions play an important role in
complex operator theory [31]. Because of the fundamental role that slice hy-
perholomorphic functions play in quaternionic operator theory, the slice hyper-
holomorphic counterparts of these spaces are objects worth to be studied in
detail. The study of these spaces has begun recently. The slice hyperholomor-
phic Hardy spaces H2(D) on the unit ball and H2(H+) on the quaternionic
half space H+, which consists of those quaternions that have positive real part,
were introduced in [6, 7] and Hardy spaces Hp(D) with 0 < p ≤ +∞ on the
unit ball were studied in detail in [29]. Slice hyperholomorphic Bergman spaces
were treated in [13–16] and slice hyperholomorphic Fock spaces in [9]. Further-
more [12] contains a first study on slice hyperholomorphic Bloch, Besov and
weighted Bergman spaces and on the Dirichlet space in this setting.
The aim of this paper is to continue this work by a detailed study of the
spaces of slice hyperholomorphic functions of bounded and vanishing mean os-
cillation. First steps in this direction have been done in [11], where the slice
hyperholomorphic BMO-space appears in connection with quaternionic Hankel
operators.
The plan of the paper is as follows: in Section 2 we give a brief introduction
to the theory of slice hyperholomorphic functions and recall the results that we
need later on. In Section 3 we define Carleson measures, vanishing Carleson
measures, and their slice decompositions and give a detailed discussion of the
relations between these two concepts. Carleson measures and their slice decom-
positions also appeared in the context of Hardy spaces in [28] and were in this
context originally introduced in [11].
In Section 4 we introduce the slice hyperholomorphic BMO-space and show
several of its properties: we discuss the relation between slicewise and global
BMO-norms and show that the space is invariant under i-composition with slice
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hyperholomorphic Mo¨bius transformations. Moreover we show that it is possi-
ble to define a norm that is equivalent to the BMO-norm and invariant under
i-composition with slice hyperholomorphic Mo¨bius transformations generated
by a fixed complex plane. Finally, we give a refined characterization of slice
hyperholomorphic BMO-functions in terms of Carleson measures.
Section 5 studies the slice hyperholomorphic VMO-space and gives several
characterizations of functions in this space. In particular we show that it is—
as in the complex case—the BMO-closure of the set of slice hyperholomorphic
polynomials, which coincides also with the closure of the set of those slice hy-
perholomorphic functions that can be extended continuously to the boundary
of the unit ball. Then we also characterize the functions in this space in terms
of Carleson measures and we discuss power series with Hadamard gaps in this
setting.
Finally, we show in Section 6 that several relations between the BMO-space
resp. the VMO-space and other function spaces also hold true in the slice
hyperholomorphic setting. Precisely, we discuss the Bloch and the Drichlet
space and show that the duality relations with the Hardy space H1(D) hold
true in our setting.
2 Preliminaries
The skew-field of quaternions H consists of the real vector space of elements of
the form x = ξ0+
∑3
ℓ=1 ξℓeℓ with ξℓ ∈ R, which is endowed with a product such
that 1 is the multiplicative unit and the imaginary units e1, e2 and e3 satisfy
e2ℓ = −1 and eℓeκ = −eκeℓ for κ, ℓ ∈ {1, 2, 3} with κ 6= ℓ. The real part of a
quaternion x = ξ0 +
∑3
ℓ=1 ξℓeℓ is defined as Re(x) := ξ0, its imaginary part as
x :=
∑3
ℓ=1 ξℓeℓ and its conjugate as x := Re(x) − x. Each element of the set
S := {x ∈ H : Re(x) = 0, |x| = 1}
is a square-root of −1 and is therefore called an imaginary unit. For any i ∈ S,
the subspace Ci := {x0 + ix1 : x1, x2 ∈ R} is isomorphic to the field of complex
numbers. For i, j ∈ S with i ⊥ j, set k = ij = −ji. Then 1, i, j and k form an
orthonormal basis of H as a real vector space and 1 and j form an orthonormal
basis of H as a left or right vector space over the complex plane Ci, that is
H = Ci + Cij and H = Ci + jCi.
Any quaternion x belongs to such a complex plane: if we set
ix :=
{
x/|x|, if x 6= 0
any i ∈ S, if x = 0,
then x = x0 + ixx1 with x0 = Re(x) and x1 = |x|. The set
[x] := {x0 + ix1 : i ∈ S},
is a 2-sphere, that reduces to a single point if x is real.
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Definition 2.1. A set U ⊂ H is called
(i) axially symmetric if [x] ⊂ U for any x ∈ U and
(ii) a slice domain if U is open, U ∩ R 6= 0 and U ∩ Ci is a domain for any
i ∈ S.
Definition 2.2. Let U ⊂ H be an axially symmetric open set. A real differ-
entiable function f : U → H is called (left) slice hyperholomorphic if it has the
form
f(x) = α(x0, x1) + ixβ(x0, x1), ∀x = x0 + ixx1 ∈ U (1)
and the functions α and β, which take values in H, satisfy the compatibility
condition
α(x0,−x1) = α(x0, x1) β(x0,−x1) = −β(x0, x1) (2)
and the Cauchy-Riemann-system
∂
∂x0
α(x0, x1) =
∂
∂x1
β(x0, x1)
∂
∂x0
β(x0, x1) = − ∂
∂x1
α(x0, x1).
(3)
If in addition the functions α and β take values in R, then f is called intrinsic.
The sets of slice hyperholomorphic and intrinsic functions on U are denoted
by SHL(U) and N (U), respectively.
Remark 2.3. In the literature slice hyperholomorphic functions on H are often
also called slice regular. Moreover, it is also possible to define the notion of right
slice hyperholomorphicity, in which case the functions have the form f(x) =
α(x0, x1) + β(x0, x1)ix, such that the functions α and β satisfy (2) and (3).
This leads to an equivalent theory.
Intrinsic functions play an important role in the theory of slice hyperholomorphic
functions because composition and multiplication with such functions preserve
slice hyperholomorphicity, which is in general not true.
Corollary 2.4. Let U be an axially symmetric open set.
(i) If f ∈ N (U) and g ∈ SHL(U), then fg ∈ SHL(U).
(ii) if g ∈ N (U) and f ∈ SHL(g(U)), then f ◦ g ∈ SHL(U).
An identity principle with a slice wise condition holds true, but only on axially
symmetric slice domains.
Theorem 2.5 (Identity Principle). Let U be an axially symmetric slice domain,
let f ∈ SHL(U) and let Zf be the set of zeros of f . If there exists i ∈ S such
that Zf,i := Zf ∩ Ci has an accumulation point in Ui := U ∩ Ci, then f ≡ 0.
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The most important examples of slice hyperholomorphic functions are polyno-
mials and power series with coefficients on the right, i.e. of the form f(x) =∑+∞
n=0 x
nan with an ∈ H. A power series of this form is intrinsic if and only if
the coefficients are real.
Conversely, any slice hyperholomorphic function can be expanded into a
power series at any real point.
Definition 2.6. Let f ∈ SHL(U). The slice derivative of f is the function
defined by
∂Sf(s) := lim
Cis∋p→s
(p− s)−1(f(p)− f(s)), (4)
where limCis∋p→s g(p) denotes the limit of g(p) as p tends to s in Cis .
Corollary 2.7. If f ∈ SHL(U) then ∂Sf ∈ SHL(U) and ∂Sf(s) = ∂∂s0 f(s).
Remark 2.8. Observe that ∂Sf(s) is well defined: since it coincides with the
derivative with respect to the real part of the variable, it does not depend on
the choice of the imaginary unit is in (4) if s is real.
We also adopt the following notation:
Definition 2.9. Let f be a function defined on a set U ⊂ H and let i ∈ S. We
denote the restriction of f to the complex plane Ci by fi, i.e. fi := f |U∩Ci .
Remark 2.10. In this paper, a subscript i always indicates the restriction of
a function, set or variable to the complex plane Ci that is determined by the
imaginary unit i. In order to avoid confusion, we do not denote indices in sums
etc. by the symbol i (neither by j or k, which also refer to imaginary units).
Moreover, we denote the imaginary unit in the usual complex field by ı in order
to distinguish it from imaginary units in the field of quaternions.
Using the above notation we can formulate the so called Splitting Lemma.
Lemma 2.11 (Splitting Lemma). Let U ⊂ H be axially symmetric and let
i, j ∈ S with i ⊥ j. If f ∈ SHL(U), then there exist holomorphic functions
f1, f2 : U ∩ Ci → Ci such that fi = f1 + f2j.
Another important result is the representation formula, which allows to recon-
struct the function f from its values on a single complex plane.
Theorem 2.12 (Representation Formula). Let U ⊂ H be axially symmetric
and let i ∈ S. For any x = x0 + ixx1 ∈ U set xi := x0 + ix1. If f ∈ SHL(U).
Then
f(x) =
1
2
(1− ixi)f(xi) + 1
2
(1 + ixi)f(xi). (5)
As a consequence of the representation formula, every H-valued holomorphic
function on Ci that is defined on a suitable domain has a slice hyperholomorphic
extension.
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Lemma 2.13 (Extension Lemma). Let O ⊂ Ci be symmetric with respect to
the real axis and let [O] be its axially symmetric hull, i.e.
[O] := {x0 + ixx1 : x0 + ix1 ∈ O, ix ∈ S}.
If f : O→ H satisfies
1
2
(
∂
∂x0
f(x) + i
∂
∂x1
f(x)
)
= 0, (6)
then there exists a unique slice hyperholomorphic extension ext(f) of f to [O].
Remark 2.14. The slice hyperholomorphic extension of a function f is ob-
viously given by (5). If however f is a power series f(z) =
∑+∞
n=0 z
nan with
an ∈ H, then ext(f) is simply obtained by extending the variable from a com-
plex to a quaternionic one, i.e. ext(f)(x) =
∑+∞
n=0 s
nan.
Remark 2.15. Originally, slice hyperholomorphic functions were defined as
functions that satisfied (6) for all i ∈ S. With this definition, the representation
formula holds true only on axially symmetric slice domains, where it implies
that such functions can be represented in the form (1). Most important results
for slice hyperholomorphic functions are however based on the representation
formula such that the theory was often only developed on axially symmetric
slice domains. Definition 2.2 in contrast includes in general less functions, but it
allows to develop the theory also for functions, whose domains are not connected
or do not intersect the real line. This is in particular important in operator
theory. On axially symmetric slice domains both definitions are equivalent.
Finally, we recall some results on Hardy spaces of slice hyperholomorphic func-
tions from [29].
Definition 2.16. Let 0 < p < +∞ and let D denote the unit ball in H. The
Hardy space Hp(D) of slice hyperholomorphic functions on D consists of all
functions f ∈ SHL(D) such that
‖f‖Hp(D) := sup
i∈S
lim
rր1
(
1
2π
∫ 2π
0
∣∣f (reiθ)∣∣p dθ) 1p < +∞. (7)
For 1 ≤ p < +∞, the space Hp(D) is a quaternionic Banach space. Moreover,
due to the representation formula, it is sufficient that
lim
rր1
(
1
2π
∫ 2π
0
∣∣f (reiθ)∣∣p dθ) 1p < +∞
for one i ∈ S in order to have f ∈ Hp(D). Finally, a slice hyperholomorphic
function belongs to this space if and only if its components obtained from the
Splitting Lemma belong to the respective complex hardy space as the following
lemma shows.
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Lemma 2.17. Let f ∈ SHL(D), let i, j ∈ S with i ⊥ j and write fi = f1 + f2j
with holomorphic components f1, f2 according to Lemma 2.11. For 0 < p < +∞,
we have f ∈ Hp(D) if and only if f1, f2 belong to the complex Hardy space
Hp
C
(Di) of holomorphic functions on the unit ball Di in the complex plane Ci.
One moreover has for p ≥ 1 that
‖fℓ‖Hp
C
(Di) ≤ ‖f‖Hp(D) . ‖f1‖HpC(Di) + ‖f1‖HpC(Di). (8)
3 Carleson measures on D
We introduce now the concept of Carleson measures on D and discuss them in
the slice hyperholomorphic setting. These measures were introduced in [11] in
order to study Hankel operators on the Hardy space H2(D). They were also
studied in the context of general Hardy and Bergman spaces on D in [28].
Definition 3.1. For h > 0, θ0 ∈ [0, 2π) and i ∈ S let Si(θ0, h) be the Carleson
box in the plane Ci defined by
Si(θ0, h) :=
{
reiθ ∈ Di : |θ − θ0| ≤ h, 1− h ≤ r ≤ 1
}
.
The set
S(θ0, h) :=
⋃
i∈S
Si(θ0, h)
is called a symmetric box.
Definition 3.2. A nonnegative Radon measure µ on D is called a Carleson
measure if there exists a constant C > 0 such that for all h > 0 and all 0 ≤
θ0 ≤ π
µ(S(θ0, h)) ≤ Ch. (9)
We recall an observations made in [11]: a finite Radon measure µ on the unit
ball D can be decomposed uniquely as µ = µR + µ˜ such that supp(µR) ⊂ D ∩R
and µ˜(D ∩ R) = 0. If ν is the measure on the Borel sets B(S) of the sphere S
that is defined by
ν(E) := µ˜
({x0 + ix1 ∈ D+i : i ∈ E}) ∀E ∈ B(S),
with D+i = {x0 + ix1 ∈ D : x1 > 0}, then the Disintegration Theorem [10,
Theorem 2.28] implies the existence of a family of probability measures (µ+i )i∈S
such that µ+i is defined on D
+
i and such that
dµ˜(x0 + ix1) = dµ
+
i (x0 + ix1)dν(i)
that is ∫
D
f(x) dµ˜(x) =
∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i)
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for all f ∈ L1(D, µ˜). With this notation we have∫
D
f(x) dµ(x) =
∫
R∩D
f(x) dµR(x) +
∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i). (10)
Observe that each of the measures µ+i defines a measure on the entire ball Di,
which is obtained by setting
µ+i (E) := µ
+
i (E ∩ D+i ) ∀E ∈ B(Di).
Definition 3.3. Let µ be a nonnegative Radon measure on D. A slice-decom-
position of µ is a triple
(
µR, ν, (µ
+
i )i∈S
)
consisting of a measure µR on D with
supp(µR) ⊂ R, a measure ν on S and a family of probability measures (µ+i )i∈S
such that µ+i is defined on D
+
i and such that µ can be decomposed as
dµ(x0 + ix1) = dµR(x0 + ix1) + dµ
+
i (x0 + ix1)dν(i)
as in the above discussion.
Remark 3.4. We point out that the measures µi are not unique: if µˆ
+
i is
another family of measures with the above properties, then µ+i = µˆ
+
i only for
ν-allmost all i. Hence, we can replace µ+i by an arbitrary probability measure
on D+i if ν(i) = 0.
Remark 3.5. In [11] the authors do an additional step: they set µi := µ
+
i +µ
+
−i
for each i ∈ S and obtain in this way a measure define on the entire unit ball
Di in Ci. Moreover µi = µ−i. Thus they write (10) as∫
D
f(x) dµ(x) =
∫
R∩D
f(x) dµR(x) +
1
2
∫
S
(∫
Di
f(x) dµi(x)
)
dν(i).
This formula holds if ν is invariant under the transformation i 7→ −i because
then ∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i)
=
1
2
∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i) +
1
2
∫
S
(∫
D
+
−i
f(x) dµ+−i(x)
)
dν(−i)
=
1
2
∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i) +
1
2
∫
S
(∫
D
+
−i
f(x) dµ+−i(x)
)
dν(i)
=
1
2
∫
S
(∫
Di
f(x) dµi(x)
)
dν(i).
If however ν is not invariant under the transformation i 7→ −i this formula does
not hold. An easy counterexample is the measure µ = δa with a ∈ D not real
and δa denoting the Dirac measure at a. A slice decomposition of µ is then
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given by µR = 0, ν(i) = δia and µ
+
i = δa if i = ia and µ
+
i = δbi with bi ∈ D+i
arbitrary if i 6= ia. Then∫
S
(∫
D
+
i
f(x) dµ+i (x)
)
dν(i) =
∫
D
+
ia
f(x) dδa(x) = f(a)
but
1
2
∫
S
(∫
Di
f(x) dµi(x)
)
dν(i)
=
1
2
∫
Dia
f(x)d(δa + δb
−ia
) =
1
2
f(a) +
1
2
f(b−ia).
In this paper, we therefore chose to work directly with (10) in order to obtain
more general statements.
Definition 3.6. A slice-decomposition of a finite Radon measure µ is called a
slice Carleson decomposition if the measures µ+i for i ∈ S and the measure µR
are Carleson measures on Di with a common Carleson bound, that is if there
exists a constant C > 0 such that for all h > 0 and all 0 ≤ θ0 ≤ π and all i ∈ S
µR (Si(θ0, h)) ≤ Ch and µ+i (Si(θ0, h)) ≤ Ch. (11)
Corollary 3.7. If a finite Radon measure µ on D has a slice Carleson decom-
position, then it is a Carleson measure.
Proof. If (µR, ν, (µ
+
i )i∈S) is a slice Carleson decomposition of µ, then we have
for θ0 ∈ [0, π] and h > 0 by (10) and (11) that
µ (S (θ0, h)) = µR(Si0(θ0, h)) +
∫
S
µ+i (Si(θ0, h)) dν(i)
≤ Ch+
∫
S
Chdν(i) = C(1 + ν(S))h,
where i0 is an arbitrary imaginary unit in S. Hence, µ is a Carleson measure.
Example 3.8. Let in ∈ S for n ∈ N such that im 6= in for n 6= m and define
µ :=
+∞∑
n=0
n−
3
2 δan with an =
n− 1
n
in,
where δa denotes the point measure at a point a. Obviously µ is a finite Radon
measure on D with µ(D) =
∑+∞
n=0 n
− 3
2 < +∞. A slice decomposition of µ is
given by µR = 0 and ν =
∑+∞
n=0 n
− 3
2 δin and µ
+
i = δan if i = in for some n ∈ N
and µ+i = δ 1
2
i otherwise.
Each of the measures µ+i is a Carleson measure on Di: for i 6= in, n ∈ N one
can choose C = 2 in (11) and for in the Carleson bound is C = n. This however
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shows that it is not possible to find a global slicewise Carleson bound C such that
(11) holds for all constants i in S. Thus the considered slice decomposition is
not Carleson. (Since the measures µ+in , which create the problems, are uniquely
defined because ν(in) 6= 0, this holds even for any slice decomposition of µ.)
Finally, for h = 1/n, we have
µ
(
S
(
π
2 ,
1
n
))
1
n
=
+∞∑
k=n
k−
3
2n =
+∞∑
ℓ=1
n−1∑
k=0
(ℓn+ k)−
3
2n
≥
+∞∑
ℓ=1
n−1∑
k=0
((ℓ + 1)n)−
3
2n = n
1
2
+∞∑
ℓ=2
ℓ−
3
2 .
Since the last expression tends to infinity as n tends to infinity, it is obviously
not possible to find a bound such that (9) holds true. Thus the measure µ is not
a Carleson measure on D although all of the measures µ+i are Carleson measures
on D+i . We therefore find that the condition of uniformity in (11) cannot be
relaxed without losing the validity of Corollary 3.7.
Example 3.9. Let λ4 denote the Lebesgue measure on H ∼= R4, let ρ ∈
L1(D, λ4) with ρ(s) > 0 almost everywhere and let µ(s) = ρ(s)dλ4(s) be the
measure with density ρ with respect to λ4. If we write the vectorial part of the
variable s in spherical coordinates, we have for any function f ∈ L1(D, µ) that∫
D
f(s) dµ(s) =
∫
D
f(s)ρ(s) dλ4(s)
=
∫ 2π
0
∫ π
0
∫
D
+
i
f(s0 + i(θ, ϕ)s1)ρ(s0 + i(θ, ϕ)s1)s
2
1 sin(θ) dλ2(s0, s1) dθ dϕ,
where i(θ, ϕ) = sin(θ) cos(ϕ)e1 + sin(θ) sin(ϕ)e2 + cos(θ)e3 and λ2 denotes the
two-dimensional Lebesgue measure. Hence,∫
D
f(s) dµ(s) =
∫
S
(∫
D
+
i
f(s0 + is1)ρ(s0 + is1)s
2
1 dλ2(s0, s1)
)
dσ(i), (12)
where σ denotes the surface measure on S. After setting
C(i) =
∫
Di
ρ(s0 + is1)s
2
1 dλ2(s0, s1)
a slice decomposition of µ is therefore given by
µR = 0
dν(i) = C(i) dσ(i)
dµ+i (s) =
1
C(i)
ρ(s)s21 dλ2(s).
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Definition 3.10. We call a Carleson measure µ a vanishing Carleson measure
if uniformly for θ0 ∈ [0, π] we have
lim
h→0
µ(S(θ0, h))
h
= 0. (13)
Definition 3.11. We say that a slice-decomposition (µR, ν, (µ
+
i )i∈S) of a mea-
sure µ is called a vanishing slice Carlson decomposition if the measures µR and
µi are vanishing Carleson measures, that is if one has uniformly in θ0 and i ∈ S
that
lim
h→0
µR(Si(θ0, h))
h
= 0 and lim
h→0
µ+i (Si(θ0, h))
h
= 0.
Corollary 3.12. If a finite Radon measure µ on D has a vanishing slice Car-
leson decomposition, then it is a vanishing Carleson measure.
Proof. If (µR, ν, (µi)i∈S) is a vanishing slice Carleson decomposition of µ, then
there exists a function E(h) such that E(h) ≥ 0 and E(h) → 0 as h → 0 and
such that µR(Si(θ0, h)) ≤ E(h)h and µi(Si(θ0, h)) ≤ E(h)h for any i ∈ S and
any θ0 ∈ [0, π]. Thus, after choosing an arbitrary imaginary unit i0 ∈ S, we
have
µ(S(θ0, h)) = µR(Si0(θ0, h)) +
∫
S
µ+i (Si(θ0, h)) dν(i)
≤ E(h)h+
∫
S
E(h)h dν(i) ≤ (1 + ν(S))E(h)h
for any θ0 ∈ [0, π]. Hence (13) holds true uniformly in θ0 and µ is therefore a
vanishing Carleson measure.
4 The space BMOSH(D)
In the complex setting, the space BMOA(DC) of holomorphic functions of bounded
mean oscillation on the complex unit disc DC consists of all functions in the com-
plex Hardy space H2(DC) such that
‖f‖BMOA(DC) := |f(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f (eıθ)− fI |2 dθ < +∞,
where I = (α, β) ⊂ R denotes an interval, |I| = β − α is length of the interval
and fI :=
1
|I|
∫
I f
(
eıθ
)
dθ. This motivates the following definition.
Definition 4.1. Let f be a function in H2(D). For any interval I = (α, β) ⊂ R
with |I| := β − α ≤ 2π and i ∈ S, we denote by fI,i the average value (of the
radial limit) of f on the arc
(
eαi, eβi
) ⊂ ∂Di, i.e.
fI,i =
1
|I|
∫
I
f
(
eiθ
)
dθ.
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We say that the function f belongs to BMOSH(Di) for some i ∈ S if
|f |2BMOSH(Di) := sup
I⊂R,|I|≤2π
1
|I|
∫
I
∣∣f (eiθ)− fI,i∣∣2 dθ < +∞
and to BMOSH(D) if
|f |BMOSH(D) := sup
i∈S
|f |BMOSH(Di) < +∞.
Arcozzi and Sarfatti studied first properties of these spaces in [11] in order to
investigate Hankel operators in a quaternionic setting. In particular they showed
the following lemma, which is a direct consequence of the representation formula
and as a consequence of which we will only consider the space BMOSH(D) in
the following.
Lemma 4.2. Let i ∈ S. Then f ∈ BMOSH(Di) if and only if f ∈ BMOSH(D)
and
|f |BMOSH(Di) ≤ |f |BMOSH(D) ≤ 2|f |BMOSH(Di).
They also showed in the proof of [11, Theorem 5.3] the following consequence
of the splitting lemma.
Lemma 4.3. Let f ∈ SHL(D), let i, j ∈ S with i ⊥ j and write fi = f1 + f2j
with holomorphic functions fℓ : Di → Ci according to Lemma 2.11. Then
f ∈ BMOSH(D) if and only if f1, f2 ∈ BMOA(Di).
Lemma 4.4. For any i ∈ S, the space BMOSH(D) equipped with the norm
‖f‖BMOSH(Di) = |f(0)|+ |f |BMOSH(Di)
is a quaternionic right Banach space. Similarly, the space BMOSH(D) is a
quaternionic right Banach space, when it is equipped with the norm
‖f‖BMOSH(D) = |f(0)|+ |f |BMOSH(D).
Moreover, these norms are equivalent.
Proof. It is immediate that ‖ · ‖BMOSH(Di) and ‖ · ‖BMOSH(D) define norms on
BMOSH(D). Moreover, these norms are equivalent because of Lemma 4.2.
Let us now discuss the completeness of BMOSH(D) with respect to these
norms: let i, j ∈ S with i ⊥ j and write fi = f1 + f2j for f ∈ BMOSH(D)
according to Lemma 2.11. By Lemma 4.2, f ∈ BMOSH(D) if and only if
f1, f2 ∈ BMOA(Di).
We establish a relation between the norm ‖f‖BMOSH(Di) of f and the norms
‖f1‖BMOA(Di) and ‖f2‖BMOA(Di) of f1 resp. f2. First observe that a ∈ H can be
written as a = a1 + a2j with a1, a2 ∈ Ci and that in this case
|a|2 = |a1|2 + |a2|2 (14)
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and in turn for any interval I ⊂ R with |I| ≤ 2π
1
|I|
∫
I
|f(eiθ)− fI,i|2 dθ
=
1
|I|
∫
I
|f1(eiθ)− fI,1|2 dθ + 1|I|
∫
I
|f2(eiθ)− fI,2|2 dθ,
(15)
where we set
fI,ℓ =
1
|I|
∫
I
fℓ
(
eiθ
)
dθ for ℓ ∈ {1, 2}.
Since for a, b > 0 the inequality
√
a+ b ≤ √a+√b holds true, we deduce from
(14) first that |a| ≤ |a1|+ |a2| for a = a1+ a2j. From this estimate and (15) we
conclude that
‖f‖BMOSH(Di) =|f(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f (eiθ)− fI,i|2 dθ
≤|f1(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f1 (eiθ)− fI,1|2 dθ
+ |f2(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f2 (eiθ)− fI,2|2 dθ
=‖f1‖BMOA(Di) + ‖f2‖BMOA(Di).
On the other hand (14) implies for ℓ ∈ {1, 2} that |a| = |a1 + a2j| ≥ |aℓ| and
hence
‖fℓ‖BMOA(Di) =|fℓ(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f1 (eiθ)− fI,1|2 dθ
≤ |f(0)|+ sup
I⊂R,|I|≤2π
√
1
|I|
∫
I
|f (eiθ)− fI,i|2 dθ
=‖f‖BMOSH(Di).
Altogether we have
‖fℓ‖BMOA(Di) ≤ ‖f‖BMOSH(Di) ≤ ‖f1‖BMOA(Di) + ‖f2‖BMOA(Di). (16)
By the equivalence of the norms, we also obtain
‖fℓ‖BMOA(Di) . ‖f‖BMOSH(D) . ‖f1‖BMOA(Di) + ‖f2‖BMOA(Di). (17)
The completeness of BMOSH(D) follows now from the completeness of the com-
plex space BMOA(Di), cf. [27, Theorem 5.1]. If (fn)n∈N is a Cauchy sequence in
BMOSH(D) w.r.t. ‖ · ‖BMOSH(Di), then (fn,1)n∈N and (fn,2)n∈N are Cauchy se-
quences in BMOA(Di) because of (16). Hence, they converge to two functions f1
and f2 in BMOA(Di). By Lemma 4.2, we have f := ext(f1+f2j) ∈ BMOSH(D)
13
and fn → f w.r.t. ‖ · ‖BMOSH(Di) because of (16). Thus BMOSH(Di) is com-
plete w.r.t. ‖ · ‖BMOSH(Di) and because of the equivalence of the norms also
w.r.t. ‖ · ‖BMOSH(D).
Remark 4.5. The space BMOSH(D) is not separable, which follows easily
from the fact that the classical space BMOA(Di) is not separable. Indeed,
BMOA(Di) can be embedded into BMOSH(D) by mapping f ∈ BMOA(Di)
to its slice hyperholomorphic extension ext(f) ∈ BMOSH(D). In this case,
‖f‖BMOA(Di) = ‖ ext(f)‖BMOSH(Di). The functions
fα,i(z) = log
(
1
1− eiαz
)
α ∈ [0, 2π),
constitute an uncountable family of functions in BMOA(Di) such that the dis-
tances ‖fα,i − fβ,i‖BMOA(Di) are bounded by a positive constant from below,
cf. [27, Corollary 5.4]. Hence, the family (fα)α∈[0,2π) defined by
fα(s) = ext(fα,i)(s)
=
1
2
(1 − isi) log
((
1− eiαsi
)−1)
+
1
2
(1 + isi) log
((
1− eiαsi
)−1)
.
with si = s0 + is1 for s = s0 + iss1 is an uncountable family of functions in
BMOSH(D) with the same property.
As in the classical setting, the space BMOSH(D) is invariant under (appropriate)
Mo¨bius transformations.
Definition 4.6. For a ∈ Di, let Ta denote the slice hyperholomorphic Mo¨bius
transformation
Ta(s) =
(
1− sa0 + s2|a|2
)−1 (
s2a− s (1 + |a|2)− a) . (18)
Remark 4.7. The slice hyperholomorphic Mo¨bius transformation Ta is ob-
tained by extending the complex Mo¨bius transform Ta,C(z) := (z + a)/(1 + az)
via the extension lemma to all of D. In terms of the slice hyperholomorphic
product ∗, which preserves slice hyperholomorphicity, it can be expressed as
Ta(s) = (1 − sa)−∗ ∗ (q + a). For further details, we refer to [30], where slice
hyperholomorphic Mo¨bius transformations were introduced.
Definition 4.8. For f, g ∈ SHL(D) with g(Di) ⊂ Di, we define the i-composition
of f and g as
f ◦i g := ext(fi ◦ gi).
Remark 4.9. If a ∈ Di, then obviously
f ◦i Ta = ext(fi ◦ Ta,C).
The definition of the i-composition is necessary because the usual composi-
tion does not preserve slice hyperholomorphicity. If however g is intrinsic, in
particular if g = Ta with a ∈ R, then the usual composition preserves slice
hyperholomorphicity and it agrees with the i-composition for any i ∈ S.
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Proposition 4.10. Let i ∈ S and a ∈ Di and consider the slice hyperholomor-
phic Mo¨bius transformation Ta. If f ∈ BMOSH(D) then f ◦i Ta ∈ BMOSH(D).
Proof. Let j ∈ S with i ⊥ j and apply Lemma 2.11 in order to write fi =
f1 + f2j with holomorphic functions f1, f2 : Di → Ci. Because of Lemma 4.3,
the functions f1 and f2 belong to BMOA(Di) and the classical theory implies
that f1 ◦ Ta and f2 ◦ Ta belong to BMOA(Di) too, cf. [21, p. 22]. Finally, as
(f ◦i Ta)i = f1 ◦ Ta + f2 ◦ Taj
the desired result follows again from Lemma 4.3.
As in the complex case, it is possible to define a semi-norm on BMOSH(D) that
is invariant under certain Mo¨bius transformations.
Lemma 4.11. For i ∈ S, the function given by
|f |2∗,i = sup
a∈Di
1
2π
∫ π
−π
∣∣f ◦i Ta (eiθ)− f(a)∣∣2 dθ
is a semi-norm on BMOSH(D) that satisfies
|f ◦i Ta|∗,i = |f |∗,i for a ∈ Di. (19)
Moreover, the norm
‖f‖∗,i := |f(0)|+ |f |∗,i
is equivalent to ‖ · ‖BMOSH(D).
Proof. It is immediate that |f |∗,i = 0 if and only if f is constant, that |fa|∗,i =
|f |∗,i|a| and |f + g|∗,i ≤ |f |∗,i + |g|∗,i for a ∈ H and f, g ∈ BMOSH(D) and
that (19) holds true. Moreover, if we choose j ∈ S with i ⊥ j and write
fi = f1 + f2j with holomorphic components according to Lemma 2.11, then
|f |2∗,i ≤ |f1|2∗,C + |f2|2∗,C, where
|fℓ|∗,C = sup
a∈Di
1
2π
∫ π
−π
∣∣fℓ ◦ Ta,C (eiθ)− f(a)∣∣2 dθ
denotes the Mo¨bius invariant semi-norm on BMOA(Di). Hence, |f |∗,i < +∞
for f ∈ BMOSH(D). Moreover, after setting ‖fℓ‖∗,C := |fℓ(0)| + |fℓ|∗,C, the
equivalence of ‖ · ‖∗,C and ‖ · ‖BMOA(Di) in the complex case (cf. Theorem 5.1
in [27]) and (17) imply by computations as in the proof of Lemma 4.4 that
‖f‖∗,i ≤ ‖f1‖∗,C + ‖f2‖∗,C . ‖f1‖BMOA(Di) + ‖f2‖BMOA(Di)
. ‖f‖BMOSH(D) . ‖f1‖BMOA(Di) + ‖f2‖BMOA(Di)
. ‖f1‖∗,C + ‖f2‖∗,C . ‖f‖∗,i,
where all constants are independent of f , f1 and f2. Hence, ‖ · ‖BMOSH(Di) and
‖ · ‖∗,i are equivalent norms.
15
Remark 4.12. It is possible to define a slice-independent semi-norm by setting
|f |∗ := sup
i∈S
|f |∗,i = sup
a∈D
√
1
2π
∫ π
−π
|f ◦i Ta (eiθ)− f(a)|2 dθ.
This semi-norm does however not satisfy any invariance property under Mo¨bius
transformations.
Lemma 4.13. If f ∈ SHL(D), then the following statements are equivalent.
(i) The function f belongs to BMOSH(D).
(ii) The measure µf given by
dµf (s) =
1
s21
(1− |s|2) |∂Sf(s)|2 dλ4(s) (20)
is a Carleson measure.
(iii) The measure νf given by
dνf (s) =
1
s21
log
(
1
|s|
)
|∂Sf(s)|2 dλ4(s)
is a Carleson measure.
Proof. We prove the equivalence (i) and (ii). The equivalence of (i) and (iii)
follows by analogous arguments. Moreover, we assume that f is not constant,
in which case the above statements are obviously all true.
Let i, j ∈ S and write fi = f1+ f2j with holomorphic components according
to Lemma 2.11. By Lemma 4.2, the function f belongs to BMOSH(D) if and
only if f1, f2 ∈ BMOA(Di). By [27, Theorem 6.5], this is equivalent to
dµfℓ(z) = (1− |z|2) |f ′ℓ(z)|2 dλ2(z), ℓ ∈ {1, 2}
being Carleson measures on Di. Now observe that ∂Sf(z) = f
′
1(z) + f
′
2(z)j and
hence |∂Sf(z)|2 = |f ′1(z)|2 + |f ′2(z)|2 for z ∈ Di. Since µfℓ for ℓ ∈ {1, 2} are
positive measures, we find that f ∈ BMOSH(D) if and only if for any i ∈ S the
measure ρi = µf1 + µf2 , which is given by
dρi(z) = (1− |z|2) |∂Sf(z)|2 dλ2(z),
is a Carleson measure on Di.
Observe that the Theorem 2.12 allows us to estimate the measure ρ for any
 ∈ S by the measure ρi: for any E ∈ B(C), we can set
Ei = {z0 + iz1 : z0 + z1 ∈ E}
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and obtain
ρ(E) =
∫
E
(1− |z|2) |∂Sf(z)|2 dz
=
∫
E
(1− |z|2)
∣∣∣∣12(1− i)∂Sf(zi) + 12(1 + i)∂Sf(zi)
∣∣∣∣2 dz
≤ 2
∫
Ei
(1− |z|2) |∂Sf(z)|2 dz + 2
∫
Ei
(1− |z|2) |∂Sf(z)|2 dz
such that
ρ(E) ≤ 2ρi(Ei) + 2ρi(Ei) (21)
We set C(i) := ρi(D
+
i ). Theorem 2.12 implies that the map i 7→ C(i) is
continuous and hence the constants C(i) are bounded uniformly from below by
a constant τ > 0. Otherwise there exists a sequence (in)n∈N of imaginary units
such that C(in) → 0 as n → ∞. If necessary after passing to a subsequence,
we may assume that the in converge to some i0 ∈ S and we obtain C(i0) =
limn→+∞ C(in) = 0. This however implies that ∂Sf ≡ 0 on Di0 and so in turn
Theorem 2.5 implies that ∂Sf ≡ 0 on all of D. Hence, f is constant, but this
case was excluded by the assumption made above.
We define now measures µ+f,i for i ∈ S by setting µ+f,i(E) := 1C(i)ρi(E) for all
E ∈ B(D+i ) and a measure ν on S by dν(i) := C(i) dσ(i), where σ is the surface
measure on S. By Example 3.9, these measures constitute a slice decomposition
of µf .
If now f ∈ BMOSH(D), then the measures µ+f,i are uniformly Carleson:
indeed, if N is the Carleson bound of the measure ρi for some fixed i ∈ S, then
(21) implies for any θ0 ∈ [0, 2π), any h > 0, and any  ∈ S that
µ+f, (S(θ0, h)) =
1
C()
ρj
(
S(θ0, h) ∩C+
)
≤ 2
τ
(ρi (Si(θ0, h)) + ρi (Si(2π − θ0, h))) ≤ 4N
τ
h.
Hence, the slice decomposition of µf is slice Carleson and we deduce from Corol-
lary 3.7 that µf is a Carleson measure.
If on the other hand f /∈ BMOSH(D) and we choose an arbitrary i ∈ S, then
ρi is not Carleson. Hence, we can find two sequences (θn)n∈N and (hn)n∈N such
that after setting Si,n := Si(θn, hn) + Si(θn, hn) we have
4nhn < ρi(Si(θn, hn)) ≤ ρi(Si,n).
If we set S,n = {s0 + s1 : s0 + is1 ∈ Si,n} for arbitrary  ∈ S, then we deduce
from (21) because of S,n = S,n that
4nhn < ρi(Si,n) ≤ 4ρ(S,n)
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and hence nhn ≤ ρ(S,n). Now observe that S,n = S(θn, hn) ∩ C such that
µf (S(θn, hn)) =
∫
S
µ+f,i(S(θn, hn) ∩ D+i )C(i) dσ(i)
=
∫
S
ρi(S(θn, hn) ∩ D+i ) dσ(i)
=
1
2
∫
S
ρi(Si,n) dσ(i) >
σ(S)
2
nhn,
where the third equality follows because σ is invariant under the mapping i 7→ −i
(cf. Remark 3.5). As a consequence µf is not a Carleson measure and the proof
is complete.
Remark 4.14. One could also wonder if a function f ∈ SHL(D) belongs—just
in analogy with the complex case—to BMOSH(D) if and only if the measures
defined by
dµ˜f (s) = (1− |s|)2 |∂Sf(s)|2 dλ4(s)
resp.
dν˜f (s) = log(1/|s|2) |∂Sf(s)|2 dλ4(s)
are Carleson measures. This is however not true. An easy counterexample
is the function f(s) = 1/
√
1 + s, where the square root is defined and slice
hyperholomorphic on H \ (−∞, 0].
Indeed, for i ∈ S, we have∫ π
−π
|f(eiθ)|2 dθ = lim
ε→0+
∫ π−ε
−(π−ε)
1√
2 + 2 cos θ
dθ.
A primitive of the function 1/
√
2 + 2 cos θ on the interval (−π, π) is given by
F (θ) = − log
(
1−tan(θ/4)
1+tan(θ/4)
)
such that∫ π
−π
|f(eiθ)| dθ
= lim
ε→0+
(
− log
(
1− tan (π−ε4 )
1 + tan
(
π−ε
4
))+ log(1− tan (−π+ε4 )
1 + tan
(
−π+ε
4
))) = +∞.
Hence, the restriction of f to Di, which coincides with the holomorphic com-
ponent function f1 obtained from Lemma 2.11, does not belong to the Hardy
space H2
C
(Di) and in turn neither to BMOA(Ci). By Lemma 4.2, we thus have
f /∈ BMOSH(D). Nevertheless, from Example 3.9, we obtain that a slice de-
composition of µ˜f is given by{
dν(i) = C dσ(i)
dµ˜+f,i(z) =
1
C
(1− |z|2)z21 |∂Sf(z)|2 dλ2(z),
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where z = z0 + iz1 and with C = C(i) =
∫
D
+
i
(1 − |z|2)z21 |∂Sf(z)|2 dλ2(z) and
∂Sf(s) = − 12 (1 + s)−
3
2 . Observe that the densities of the measures µ˜+f,i are
uniformly bounded, because the term (1 − |z|2)z21 compensates the singularity
at −1: for z = −1 + reiθ ∈ Di, we have
(1− |z|2)z21 |∂Sf(z)|2 =
(
1− (1− r cos(θ))2 − r2 sin(θ)2) r2 sin(θ)2 1
4
1
r3
=
1
4
(2 cos(θ) − r) sin(θ)2 < K < +∞.
Thus, C < +∞ and the measures µ+i are uniformly Carleson. From Corol-
lary 3.7 we thus deduce that µ˜f is a Carleson measure on D although f /∈
BMOSH(D). Similar computations can be done for ν˜f .
5 The space VMOSH(D)
The space VMOA(DC) of holomorphic functions of vanishing mean oscillation
on the complex unit disc DC is the space of all functions f ∈ BMOA(DC) such
that
lim
I⊂R,|I|→0
∫
I
∣∣f (eıθ)− fI ∣∣2 dθ = 0,
where we use the same notation as in the beginning of Section 4. This motivates
the following definition.
Definition 5.1. The space VMOSH(Di) consists of all those functions f ∈
BMOSH(D) such that
lim
I⊂R,|I|→0
1
|I|
∫
I
∣∣f (eiθ)− fI,i∣∣2 dθ = 0 ∀i ∈ S. (22)
Remark 5.2. Observe that it is sufficient that (22) holds true for one i ∈ S.
The representation formula then implies that it holds true for all i ∈ S, cf. the
proof of [11, Proposition 5.2].
Lemma 5.3. Let i, j ∈ S with i ⊥ j, let f ∈ SHL(D) and write fi = f1 + f2j
according to Lemma 2.11 with holomorphic components f1, f2 : Di → Ci. Then
f ∈ VMOSH(D) if and only if its components f1 and f2 belong to VMOA(Di).
Proof. Recall formula (15), which establishes a relation between the integral in
(22) and the respective integrals for the component functions:
1
|I|
∫
I
|f(eiθ)− fI,i|2 dθ
=
1
|I|
∫
I
|f1(eiθ)− fI,1|2 dθ + 1|I|
∫
I
|f2(eiθ)− fI,2|2 dθ.
Remark 5.2 implies now that f belongs VMOSH(D) if and only if the left-hand
side tends to zero as |I| tends to zero. But this happens obviously if and only
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if both integrals on the right-hand side tend to zero as |I| tends to zero, i.e. if
and only if f1 and f2 belong to the classical VMOA(Di). .
Lemma 5.4. Let f ∈ BMOSH(D). Then the following statements are equiva-
lent.
(i) f ∈ VMOSH(D).
(ii) The functions fr, which are defined for r ∈ [0, 1] as fr(s) := f(rs), tend
to f in BMOSH(D) as r → 1+.
(iii) f belongs to the BMOSH-closure of
A(D) := {f ∈ SHL(D) : f has a continuous extension to D} .
(iv) f belongs to the BMOSH-closure of the set of left slice hyperholomorphic
polynomials.
Consequently, VMOSH(D) is a closed subspace of BMOSH(D).
Proof. Let i, j ∈ S with i ⊥ j and apply Lemma 2.11 in order to write fi =
f1 + f2j with holomorphic functions f1, f2 : Di → Ci. By Lemma 5.3, f ∈
VMOSH(Di) if and only if f1, f2 ∈ VMOA(Di). Moreover, we saw in (17) that
‖fℓ‖BMOA(Di) . ‖f‖BMOSH(D) . ‖f1‖BMOA(Di) + ‖f2‖BMOA(Di). (23)
Thus, fr tends to f in BMOSH(D) if and only if f1,r(z) := f1(rz) and f2,r(z) :=
f2(rz) tend to f1 resp. f2 in BMOA(Di). By [27, Theorem 2.1, Theorem 5.5] this
is equivalent to f1, f2 ∈ VMOA(Di), which is by Lemma 5.3 in turn equivalent
to f ∈ VMOSH(D). Hence, (i)⇔ (ii).
Similarly, we show the equivalence of (i) and (iii): the function f belongs
to VMOSH(D) if and only if f1, f2 ∈ VMOA(Di). By [27, Theorem 5.5], this is
equivalent to the existence of functions f˜n,1, f˜n,2 ∈ AC(Di) such that f˜n,ℓ → fℓ in
BMOA(Di). By Lemma 2.11 and Lemma 2.13 and (23) this is in turn equivalent
to the existence of functions fn ∈ A(D) such that fn → f in BMOSH(D).
Finally, the equivalence of (i) and (iv) follows again by analogous argu-
ments from the respective result in the complex case in [27, Theorem 5.5] and
Remark 2.15.
Remark 5.5. In the classical complex theory, one can choose in item (ii) of
the preceeding lemma r ∈ C with |r| ≤ 1 but not necessarily real. In the
quaternionic case this is not possible because multiplying the argument with a
constant factor does not preserve slice hyperholomorphicity unless this factor is
real.
Lemma 5.6. Let f ∈ SHL(D) and let µf and νf be defined as in Lemma 4.13.
The following statements are equivalent:
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(i) The function f belongs to VMOSH(D).
(ii) The measure µf is a vanishing Carleson measure.
(iii) The measure νf is a vanishing Carleson measure.
Proof. We adopt the notation used in the proof of Lemma 4.13. From the
complex theory, cf. [27, Theorem 6.6], and Lemma 5.3, it follows that f ∈
VMOSH(D) if and only if the measures µf1 and µf2 and in turn also the measure
ρi are vanishing Carleson measures for any choice of i, j ∈ S with i ⊥ j.
If f ∈ VMOSH(D), choose i ∈ S and let b(ε) with limε→0+ b(ε)→ 0 be such
that ρi(Si(θ0, h)) ≤ hb(h). Then (21) implies for any  ∈ S, any θ0 ∈ [0, π], and
any h > 0 that
µ+f,(S(θ0, h)) ≤ ρ(S(θ0, h))
≤ 2ρi(Si(θ0, h)) + 2ρi(Si(2π − θ0, h)) ≤ 4hb(h).
Thus, the measures ν and µ+f,i, which are defined as in the proof of Lemma 4.13,
constitute a vanishing slice Carleson decomposition of µf . We deduce from
Corollary 3.12 that µf is a vanishing Carleson measure.
If on the other hand f /∈ VMOSH(D), then ρi is not a Carleson measure and
hence there exist some ε > 0 and sequences (θn)n∈N and (hn)n∈N with hn → 0
as n→ +∞ such that with the position Si,n = Si(θn, hn) ∪ Si(θn, hn) we have
4ε <
ρi(Si(θn, hn))
hn
≤ ρi(Si,n)
hn
.
If we set S,n = {s0 + js1 : s0 + is1 ∈ Si,n} for j ∈ S, then the estimate (21)
implies because of S,n = S,n that
4ε <
ρi(Si,n)
hn
≤ 4ρ(S,n)
hn
and hence ε < ρ(S,n)/hn for any  ∈ S. Thus, since S,n = S(θn, hn) ∩ C, we
have
µf (S(θn, hn))
hn
=
1
hn
∫
S
µ+f,i(S(θn, hn) ∩D+i )C(i) dσ(i)
=
1
hn
∫
S
ρi(S(θn, hn) ∩ D+i ) dσ(i)
=
1
2hn
∫
S
ρi(Si,n) dσ(i) >
σ(S)
2
ε,
where the third equality follows because σ is invariant under the mapping i 7→
−i. Consequently, µf is not a Carleson measure and hence (i) and (ii) are
equivalent.
The equivalence of (i) and (iii) can be shown with similar arguments.
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We conclude this section with two results, one showing that f ∈ VMOSH(D) if
there exists a suitable majorant of its slice derivative and one concerning power
series with Hadamard gaps in VMOSH(D).
Lemma 5.7. Let f ∈ SHL(D). If there exists a monotone increasing function
φ(r) for 0 < r < 1 such that
(i) |∂Sf(s)| ≤ φ(r) for all s ∈ D with |s| = r and any r ∈ (0, 1) and
(ii)
∫ 1
0
(1− r2)φ2(r)dr < +∞,
then f ∈ VMOSH(D).
Proof. Let i, j ∈ S with j ⊥ i and apply Lemma 2.11 in order to write fi =
f1 + f2j with holomorphic components f1 and f2. As
|∂Sf(z)|2 = |f ′1(z)|2 + |f ′2(z)|2, ∀z ∈ Di,
we have |f ′ℓ(z)| ≤ φ(r) for |z| = r and ℓ = 1, 2. Since (ii) holds, we can apply the
respective complex result, cf. [21, p. 25], to conclude that f1, f2 ∈ VMOA(Di).
This implies by Lemma 5.3 that f ∈ VMOSH(Di) and thus we have finished
the proof.
Lemma 5.8. Let f(s) =
∑+∞
ℓ=1 s
nℓaℓ with aℓ ∈ H and nℓ ∈ N such that
nℓ+1/nℓ ≥ α > 1 for all ℓ ∈ N. Then the following statements are equiva-
lent:
(i) f ∈ BMOSH(D)
(ii) f ∈ VMOSH(D)
(iii) f ∈ H2(D).
Proof. Choose i, j ∈ S with i ⊥ j and write aℓ = aℓ,1+ aℓ,2j with aℓ,1, aℓ,2 ∈ Ci
for ℓ ∈ N. Applying Lemma 2.11 and writing fi = f1 + f2j with holomorphic
components, we find that f1(z) =
∑+∞
ℓ=1 aℓ,1z
nℓ and f2(z) =
∑+∞
ℓ=1 aℓ,2z
nℓ are
complex power series with Hadamard gaps. The lemma follows therefore from
the respective complex result, Theorem 9 in [21], and Lemmas 2.17, 4.2 and 5.3.
6 Relations to other spaces of slice hyperholo-
morphic functions
In the complex theory there exist relations between the spaces of holomorphic
functions with bounded and vanishing mean oscillation and several other spaces
of holomorphic functions. The aim of this last section is to show some of the
respective counterparts in the quaternionic setting.
22
Definition 6.1. The Bloch space B(D) of slice hyperholomorphic functions is
the space of all functions f ∈ SHL(D) such that
‖f‖B = |f(0)|+ sup
s∈D
(1− |s|)2 |∂Sf(s)| < +∞. (24)
The little Bloch space B0(D) of slice hyperholomorphic functions is the space of
all functions f ∈ B(D) such that
lim
|s|ր1
(1− |s|2) |∂Sf(s)| = 0. (25)
Remark 6.2. The Bloch space is a non-separable quaternionic Banach space
with the norm defined in (24) and the little Bloch space is the closure of the set
of slice hyperholomorphic polynomials in B(D) and hence a separable subspace
of B(D). These spaces were studied in [12]. Moreover, as it usually happens in
theory of slice hyperholomorphic functions, if one takes the supremum in (24)
only over one slice Di instead of the entire ball D, then one obtains the norm
‖f‖B(Di), which is equivalent to ‖f‖B(D) as a consequence of the representation
formula. Furthermore, if i, j ∈ S with i ⊥ j and we write fi = f1 + f2j by
applying Lemma 2.11, then f belongs to B(D) resp. B0(D) if and only if the
component functions f1, f2 belong to the respective complex spaces BC(Di) and
BC,0(Di).
Lemma 6.3. For f ∈ BMOSH(D), we have
‖f‖B . ‖f‖BMOSH(D). (26)
Hence BMOSH(D) ⊂ B(D) and VMOSH(D) ⊂ B0(D), where these inclusions
are continuous.
Proof. Choose i, j ∈ S with i ⊥ j and write fi = f1 + f2j with holomorphic
components according to Lemma 2.11. By Corollary 5.2 and Theorem 5.1 in [27],
there exists a constant C such that
‖fℓ‖BC(Di) ≤ C‖fℓ‖BMOA(Di) for ℓ ∈ {1, 2}.
We thus have by Lemma 4.2 and because of |fℓ(z)| ≤ |fi(z)| for ℓ ∈ {1, 2} that
‖f‖B(D) . ‖f‖B(Di) ≤ ‖f1‖BC(Di) + ‖f2‖BC(Di)
≤ C‖f1‖BMOA(Di) + C‖f2‖BMOA(Di) ≤ 2C‖f‖BMOSH(Di) . ‖f‖BMOSH(D)
Consequently BMOSH(D) is continuously embedded into B(D). Furthermore
any function in VMOSH(D) can be approximated by slice hyperholomorphic
polynomials in BMOSH(D) by Lemma 5.4 and thus, because of (26), also in
B(D). Since the little Bloch space is the closure of such polynomials in B(D),
we find VMOSH(D) ⊂ B0(D).
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Definition 6.4. The Dirichlet space D(D) of slice hyperholomorphic functions
is the space of all functions f ∈ SHL(D) such that
sup
i∈S
∫
Di
|∂Sf(s)|2 λ2(s) < +∞
Remark 6.5. The Dirichlet space D(D) is a quaternionic right Hilbert space,
when it is equipped with the scalar product
〈f, g〉 := f(0)g(0) +
∫
Di
∂Sf(s)∂Sg(z) dλ2(s),
where i is some imaginary unit in S. This scalar product is independent of
the choice of i: if we write f and g as Taylor series f(z) =
∑+∞
n=0 s
nan and
g(s) =
∑+∞
n=0 s
nbn, then
〈f, g〉 =f(0)g(0) +
+∞∑
n=0
+∞∑
k=0
(n+ 1)an+1
∫
Di
snsk dλ2(z) (k + 1)bk+1
=f(0)g(0) +
+∞∑
n=0
π(n+ 1)an+1bn+1,
because
∫
Di
sk+1sn+1 dλ2(z) = 0 if k 6= n and
∫
Di
sn+1sn+1 dλ2(z) = π/(n+ 1).
The Dirichlet space was also studied in [12] and, as usually, if we choose i, j ∈ S
with i ⊥ j and write fi = f1 + f2j with holomorphic components according
to Lemma 2.11, then the function f belongs to D(D) if and only if f1 and f2
belong to the complex Dirichlet space DC(Di).
Lemma 6.6. We have D(D) ⊂ VMOSH(D).
Proof. Let f ∈ SHL(D), choose i, j ∈ S and write fi = f1+f2j with holomorphic
components according to Lemma 2.11. If f ∈ D(D), then f1 and f2 belong to the
complex Dirichlet space DD(Di). By [21, Theorem 10], this implies that f1, f2 ∈
VMOA(Di) and hence we conclude from Lemma 5.3 that f ∈ VMOSH(D).
We conclude the paper with a version of Fefferman’s duality theorem. Note that
the identification (H1(D))∗ ∼= BMOSH(D) has already been shown in [11].
Theorem 6.7. We have (VMOSH(D))∗ ∼= H1(D) and (H1(D))∗ ∼= BMOSH(D)
under the integral pairing
〈f, g〉 = 1
2π
∫
∂(Di)
f (eiθ) g
(
eiθ
)
dθ, (27)
where i ∈ S is an arbitrary imaginary unit. The operator norm and the ‖ · ‖H1(D)-
norm are equivalent norms on (VMOSH(D))∗. Similarly, the operator norm and
the ‖ · ‖BMOSH(D)-norm are equivalent norms on (H1(D))∗. Moreover, the iden-
tification is independent of the choice of the imaginary unit i ∈ S.
24
Proof. Let first f ∈ H1(D). We choose i, j ∈ S with i ⊥ j and write fi = f1+f2j
according to Lemma 2.11. By Lemma 5.3, we have f1, f2 ∈ H1(Di) and we
deduce from Theorem 7.1 in [27] that there exist linear maps ϕℓ ∈ (VMOA(Di))∗
for ℓ ∈ {1, 2} such that
ϕℓ(g) =
1
2π
∫
∂Di
fℓ (eiθ) g
(
eiθ
)
dθ for g ∈ VMOA(Di). (28)
Now write gi = g1 + g2j for every g ∈ VMOSH(D) with g1, g2 ∈ VMOA(Di)
according to Lemma 5.3 and set
ϕ(g) :=ϕ1(g1) + ϕ2(g2) + j
(
ϕ1(g2)− ϕ2(g1)
)
.
Then ϕ is a quaternionic linear functional on VMOSH(D) and we have
‖ϕ1‖+ ‖ϕ2‖ . ‖ϕ‖ . ‖ϕ1‖+ ‖ϕ2‖. (29)
Indeed, it is
‖ϕ1‖+ ‖ϕ2‖ ≤ sup
{|ϕ1(g)| : g ∈ VMOA(Di), ‖g‖BMOA(Di) = 1}
+ sup
{|ϕ2(g)| : g ∈ VMOA(Di), ‖g‖BMOA(Di) = 1} .
Since ϕℓ(g) ∈ Ci, we have |ϕℓ(g)| ≤ |ϕ1(g)− jϕ2(g)| = |ϕ(ext(g))| for ℓ ∈ {1, 2}
and in turn
‖ϕ1‖+ ‖ϕ2‖ ≤2 sup
{|ϕ(ext(g))| : g ∈ VMOA(Di), ‖g‖BMOA(Di) = 1}
≤2 sup{|ϕ(g)| : g ∈ VMOSH(D), ‖g‖BMOSH(D) ≤ C} = 2
C
‖ϕ‖,
where C is the constant in (17) such that ‖ ext(g)‖BMOSH(Di) ≤ C‖g‖BMOA(Di).
On the other hand, writing again gi = g1 + g2j according to Lemma 2.11, we
have
‖ϕ‖ ≤ sup

2∑
κ,ℓ=1
|ϕℓ(gκ)| : g ∈ VMOSH(D), ‖g‖BMOSH(Di) ≤ 1

≤2 sup
{
|ϕ1(g)| : g ∈ VMOA(Di), ‖g‖BMOA(Di) ≤ C˜
}
+ 2 sup
{
|ϕ2(g)| : g ∈ VMOA(Di), ‖g‖BMOA(Di) ≤ C˜
}
≤ 2
C˜
(‖ϕ1‖+ ‖ϕ2‖),
where C˜ > 0 is the constant in (17) such that ‖gℓ‖BMOA(Di) ≤ C˜‖g‖BMOSH(Di)
for g ∈ BMOSH(Di).
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Since (29) holds true, ϕ is even continuous on VMOSH(D) and hence ϕ ∈
(VMOSH(D))∗. Moreover
ϕ(g) =ϕ1(g1) + ϕ1(g2)j − jϕ2(g1)− jϕ2(g2)j
=
1
2π
∫
∂Di
f1 (eiθ) g1
(
eiθ
)
dθ +
1
2π
∫
∂Di
f1 (eiθ) g2
(
eiθ
)
dθj
− j 1
2π
∫
∂Di
f2 (eiθ) g1
(
eiθ
)
dθ − j 1
2π
∫
∂Di
f2 (eiθ) g2
(
eiθ
)
dθj
=
1
2π
∫
∂Di
f (eiθ) g
(
eiθ
)
dθ.
(30)
From (29) and (8) it follows that
‖ϕ‖ ≤ ‖ϕ1‖+ ‖ϕ2‖ . ‖f1‖H1
C
(Di) + ‖f2‖H1C(Di) . ‖f‖H1(D)
and
‖f‖H1(D) . ‖f1‖H1
C
(Di) + ‖f2‖H1C(Di) . ‖ϕ1‖+ ‖ϕ2‖ . ‖ϕ‖
such that altogether
‖f‖H1(D) . ‖ϕ‖ . ‖f‖H1(D).
If on the other hand ϕ ∈ (VMOSH(D))∗, then we can choose again i, j ∈ S
with i ⊥ j and write ϕ(g) = ϕ˜1(g) − jϕ˜2(g) with Ci-valued functions ϕ˜1 and
ϕ˜2. These functions are even Ci-linear and hence the maps ϕℓ : g 7→ ϕ˜ℓ(ext(g))
for g ∈ VMOA(Di) with ℓ ∈ {1, 2} are Ci-linear functionals on VMOA(Di).
Since ‖f‖BMOA(Di) and ‖ ext(f)‖BMOSH(D) are equivalent norms on VMOSH(D)
because of (17), these functionals are even continuous and hence belong to
(VMOA(Di))
∗. From [27, Theorem 7.1] we therefore deduce the existence of two
functions f1, f2 ∈ H1C(Di) such that (28) holds true. Setting f := ext(f1+f2j) ∈
H1(Di), we find by a computation as in (30) that (27) holds true. Hence,
(VMOSH(D))∗ ∼= H1(D).
The second identity (H1(D))∗ ∼= BMOSH(D) can be shown by analogous
arguments or as it was done in [11].
Finally, the identifications are independent of the choice of the unit i ∈ S in
the integral pairing: if we write f(s) =
∑+∞
n=0 s
nfn and g(s) =
∑+∞
n=0 sngn as
power series, then
〈f, g〉 =
+∞∑
n,m=0
an
(
1
2π
∫
∂(Di)
einθ eimθ dθ
)
bm =
+∞∑
n=0
anbn
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