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Abstract. This is the first of a series of two papers in which we solve the Clemens
conjecture: there are only finitely many smooth rational curves of each degree in a
generic quintic threefold. In this paper, we deal with a family of smooth Calabi-Yau
threefolds fǫ for a small complex number ǫ. If fǫ contains a smooth rational curve
cǫ, then its normal bundle is Ncǫ (fǫ) = Ocǫ (k) ⊕ Ocǫ (−2− k) for k ≥ −1. In a lot
of examples k = −1, so c is rigid. But in many other examples, k ≥ 0. Then the
question is: can cǫ move in fǫ if k ≥ 0, that is, can cǫ deform in fǫ in this case ? In
this paper we give a geometric obstruction, deviated quasi-regular deformations Bb
of cǫ, to a deformation of the rational curve cǫ in a Calabi-Yau threefold fǫ.
Overview of two papers: part I, part II
1 History of the Clemens conjecture
Let f be a smooth Calabi-Yau threefold and c be a smooth rational curve in f .
Then the first Chern number c1(Nc(f)) of its normal bundle is −2. Thus the rank
2 normal bundle
Nc(f) = Oc(k)⊕Oc(−2− k)
for k ≥ −1. A wishful scenario is that the splitting of this bundle is symmetric, i.e.
k = −1. In this case, c can’t deform in f , i.e there is no one dimensional family
csf (small complex numbers s) of smooth rational curves in f with c
0
f = c. But this
is only a wish. There are many examples in which c can deform.
Twenty years ago, Herb Clemens and Sheldon Katz([C1], [K]) proved in a gen-
eral hypersurface f of degree 5 in CP 4, which is a popular type of Calabi-Yau
threefolds, that smooth rational curves c exist in any degree. At the meantime,
Clemens conjectured c can’t be deformed in f .(Later in the international congress
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of mathematicians in 1986, Clemens added more statements in the conjecture [C2]).
This seemingly accessible conjecture has been outstanding ever since.
Immediately after Clemens made the conjecture, Katz considered it in a stronger
form: the incidence scheme
Id = {c ⊂ f} ⊂ CP
125 ×M
in the Cartitian product of the set CP 125 of all quintic threefolds f and the Hilbert
scheme M of smooth rational curves c of degree d in CP 4, is irreducible and the
normal bundle is
Nc(f) = Oc(−1)⊕Oc(−1).
He proved that the conjecture in this stronger form is true for d 6 7, furthermore
if Id is irreducible, then the Clemens conjecture is true. Ten years later, S. Kleiman
and P. Nijsse improved Katz’s result to establish the irreducibility of Id in degree 8,
9. Jonhsen and Kleiman later in [JK1], [JK2] proved the conjecture for 10 6 d 6 24
assuming a likely condition.
In this series of papers, “Clemens conjecture, part I and part II”, we prove that
a positive dimensional family of rational curves of any degree in a generic quintic
threefold does not exist. In these two papers, the names “part I” and “part II”
refer to part I and part II of these two papers. The following is our main result
Theorem 1.1. For each d > 0, there is no one-parameter family csf ( for a small
complex number s) of smooth rational curves of degree d in a generic quintic three-
fold f . It is the same to say that any irreducible component of the incidence scheme
Id = {c ⊂ f}
which dominates the space CP 125 of quintic threefolds, must have the same dimen-
sion as the space of quintic threefolds.
2 A general description of the proof
The idea of the proof comes from intersection theory. Specifically, we study
the incidence relation of rational curves and surfaces. The method stems from
our interest in the intersection theory of a less dimension (or incidence relation
on algebraic cycles), a lot of which is till a novelty. It can be briefly described as
follows. Let X be a smooth projective variety. Let Bb, b ∈ B be a family of cycles on
X , and Aa, a ∈ ∆ be another family of cycles on X , where B,∆ are quasi-projective
or projective. Let
dim(Aa) + dim(Bb)− dim(X) = N .
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In the classical intersection theory, we require N ≥ 0 in order to have the intersec-
tion
Ab ∩Bb.
Our proposal of the “intersection theory of a less dimension” concentrates on the
rest of missing cases where:
N ≦ −1
(the name “less dimension” comes from the condition N < 0). An extensive re-
search plan on this was stated in our proposal of NSF grant DMS-0070409. Roughly
speaking, we define incidence cycles
R∗(Bb) = {a ∈ ∆ : Aa meets Bb} ⊂ ∆.
Our philosophy in the proposal is that the properties of family of incidence cycles
R∗(Bb)
should reveal deeper information of the underlying families of cycles Aa and Bb.
Here we should not discuss this general case in a detail. However our proof of
Clemens conjecture is exactly developed from this philosophy applied to the case:
N = −1,
which is also called the linking case or the case of codimension 1. One of questions
in this case, proposed by Barry Mazur ([B]), is how to describe the multiplicity of
incidence cycle R∗(Bb) at a singular point γ0 of R
∗(Bb). The question was answered
by the author([W2]). Our original idea of the proof of the conjecture is based on
the study of this multiplicity. Nonetheless, understanding of this multiplicity is
not enough to solve the Clemens conjecture. The conjecture touches upon some
specific behavior of a singular point of R∗(Bb), which is deeper than the ordinary
multiplicity of a singular point. So in this work we went further to construct a
different kind of multiplicity I(b, pi) (which can be reduced to a difference of the
lengths of two local rings, definition (1.5) in part I) at a special singular point γ0 of
incidence cycle R∗(Bb). The Clemens conjecture is finally reduced to the question
: is I(b, pi) a non-constant that depends on the parameter b ?
Overall our proof is within the realm of the study of the incidence cycle R∗(Bb)
(or study of the “intersection theory of a less dimension”), which in return, gives
a strong indication that this incidence approach is important in understanding
algebraic cycles as we proposed in the research plan for NSF grant DMS-0070409.
The above is just a general picture under which our work is carried out. The de-
tailed proof involves more techniques and ideas concerning this multiplicity I(b, pi)
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and the family {Bb}. It can be naturally divided into two steps (part I and part
II). One deals with all calculations in a general setting of a family of Calabi-Yau
threefolds with some suitable assumptions, the other is a concrete construction of
a family of quasi-regular deformations Bb in an universal quintic threefold.
2.1 Step one (part I). Clemens’s conjecture is equivalent to the non-existence
of a certain type of correspondence R. Let’s describe this correspondence in a
more general setting of Calabi-Yau threefolds. Let’s start with a family of smooth
Calabi-Yau threefolds fǫ. Let ∆ be an open set of C that contains 0. Let π be a
smooth morphism:
X
π
−−−−→ ∆,
such that for each ǫ ∈ ∆, π−1(ǫ), denoted by fǫ, is a smooth Calabi-Yau threefold,
i.e. c1(T (fǫ)) = 0. Assume there is a surface C ⊂ X such that the restriction map
πC ,
C
πC−−−−→ ∆
is also smooth and for each ǫ, (πC)
−1(ǫ), denoted by cǫ, is a smooth rational curve.
Furthermore we assume the normal bundle of cǫ in fǫ has the following splitting
(2.2) Ncǫ(fǫ) = Ocǫ(k)⊕Ocǫ(−2− k),
where k ≥ 0. Hence NC(X)|cǫ is also equal to
(2.3) Ocǫ(k)⊕Ocǫ(−2− k).
Suppose a deformation csǫ of the rational curve cǫ exists in each quintic threefold
fǫ (where c
0
ǫ = cǫ). Then we can construct a correspondence R using this family c
s
ǫ
as follows: Choose a small neighborhood ∆ of 0 in C(shrink the previous ∆ if it is
necessary), such that the parameters s, ǫ lie in ∆. Let
R ⊂ ∆×∆×X
R = {(s, ǫ, x) : x ∈ csǫ}.
So R is the universal curve of the family csǫ . Let π1, π2 be the projection from ∆
2×X
to ∆2, X respectively. Let B be a quasi-projective variety. Let Bb ⊂ X, b ∈ B be
the restriction of a family of surfaces B′b in X , to a tubular neighborhood of c0 in
X such that
R∗(Bb) = π1∗
(
R · (∆2 ×Bb)
)
is a curve around the origin O, that contains O. Let A be the specific curve
(2.4) s = ǫr
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in ∆2 such that A meets R∗(Bb) at one point O and Bb meets the surface
R∗(A) = π2∗
(
(A×X) ·R
)
only at the entire rational curve c0, where the power r depends on Bb. In our
setting we always assume that r is 3. Let
(2.5)
δ1(b) = #O(A ·R
∗(Bb)),
δ2(b) = #c0(Bb ·R∗(A)),
where #V denotes the intersection number supported on the set V . We let
I(b) = δ2(b)− δ1(b).
All push-forward and pull-back maps induced from restrictions of π1, π2 are proper
and flat, thus we can use the projection formula. By theorem (6.2), [F],
δ1(b) = δ2(b).
Thus
(2.6) I(b) = 0
for all b ∈ B. For the intersection number δ2(b), it is well-known that there exist
finitely many points pi ∈ c0 such that
(2.7) δ2(b) =
∑
i
δ2(b, pi),
where δ2(b, pi) is the intersection multiplicity. Some pi, which represent the in-
tersection at generic points, may not have a canonical choice of position on c0;
the other pi, which represent the imbedded points of the intersection scheme are
canonically chosen to be the imbedded points. Likewise
δ1(b) = #O(A ·R
∗(Bb))
can also be decomposed as
(2.8) δ1(b) =
∑
j
δ1(b, pj),
for finitely many points pj ∈ c0, where the pj are the points such that
(O, pj) ∈ ∆
2 ×X
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lie in a non trivial component (not equal to {O} × c0) of R ∩ (∆2 × Bb). More
precisely
δ1(b, pj) = #(O,pj)([A×X ] · [R · (∆
2 ×X)]).
Some pj here might coincide with pi from (2.7). Let κ be the collection of all such
pi, pj above. Let
I(b, pi) = δ2(b, pi)− δ1(b, pi).
If pi is not in the local decomposition of δj(b), we take δj(b, pi) = 0. Then overall
we have
(2.9) I(b) =
∑
i∈κ
I(b, pi) = 0.
We call I(b, pi) the multiplicity (it is actually a difference of two multiplicities in
general) of incidence pair (A, Bb) at the point pi. Note the multiplicity I(b, pi)
does not depend on the existence of the global deformation csǫ of c0(or equivalently
R). They are locally determined by Bb around the point pi. They are not zero in
general, but the sum of all of them will be zero if the global deformation csǫ of c0(or
equivalently R) exists.
The formula (2.9) is basic to our set-up. The next step of the proof is based on
our observation on the behavior of each individual multiplicity I(b, pi) as b moves
to a “special” position b0 in B. First we need to have a suitable B: to simplify the
arguments, we assume that the parameter space B is “small” enough so that the
position of each pi on c0 does not move as b varies in a neighborhood of b0 in B.
Since
I(b) =
∑
i∈κ
I(b, pi) = 0,
any change of one of the multiplicities I(b, pi) would cause a change in another.
Thus the local behavior of Bb at one point pi must be related to that at the other
points. This seems to be counter intuitive unless there are global invariants along
the rational curve c0, such as sections of vector bundles, that can relate all points
on c0 by being zeros of these sections. If there exist such sections, then all I(b, pi)
must be constant for a fairly large parameter space B. In intersection theory, if
rings are Cohen-Macaulay each I(b, pi) can be reduced to a difference of lengths
of a pair of local rings, which we call the multiplicity of a pair of local rings. If
one I(b, p0) of I(b, pi) at the point p0 varies with b, but all the other I(b, pi), i 6= 0
remain constant, then the total sum
∑
i∈κ
I(b, pi)
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can’t be maintained as a constant 0. That will give us the proof that the corre-
spondence R, hence the deformation csǫ do not exist. So the key is to understand
such a family {Bb}, b ∈ B which has a fixed multiplicity I(b, pi) for i 6= 0 and b,
but non-constant I(b, p0) at one point p0, i.e., I(b, p0) has a jump at the special
b0. We’ll later call such a point p0 for b0, where I(b, p0) is not a constant, a de-
viated singular point of Bb (part I, definition (1.5)). Everything in our proof is
constructed for and comes down to this deviated singular point p0. In another
word, the existence of this deviated singular point p0 (associated to b0) is the cause
for the rigidity of rational curves in generic quintic threefolds.
Following this idea, we define the family {Bb} to be a family of quasi-regular
deformations of c0, if Bb has certain local behaviors at all the points pi ∈ κ. See
the definition in part I, (1.2). The key point p0 is the point where I(b, p0) varies
with b. A precise equations of Bb at this point can be described as follows. Let
S = ∪ǫ,sc
s
ǫ ⊂ X.
There are local coordinates of X , (t, θ0, θ1, θ2) at this point, such that
c0 = {(t, 0, 0, 0) : t ∈ CP
1},
θ2 = 0 defines the divisor S; and θ1 = θ2 = 0 define the surface C = ∪δcδ. So our
p0 = (0, 0, 0, 0). Then Bb locally is the proper projection of B˜b ⊂ C×X to X in a
neighborhood of (0, 0) ∈ B˜b. If y is the variable for C, then a neighborhood of B˜b
at the point (0, 0) can be defined by the following three equations
(2.10)
a0θ
r1
0 + y(a1t+ a2θ0 + a3y) = 0,
θ1 = y
(
a4t+ a5θ0 + a6y
)
,
θ2 = y
(
a7θ
r2
0 t
r3 + a8ty + a9yθ0 + a10y
2
)
,
where ai are non vanishing polynomials at the origin. In this case p0 does not
move as (ai) moves.
Each set of ai determines a Bb. For the simplicity, we can assume the 0-th and
1-st orders of ai are free with b ∈ B. A special property of this local behavior,
proved in section 4, part I, is that its multiplicity I(b, p0) plus 1 at this point is
equal to the multiplicity L(b) of a pair of local rings Op0,Rb1 ,Op0,Rb2 of families of
non-flat Artinian schemes Rb1,R
b
2 over B (see part I, (1.5)), i.e.,
I(b, p0) + 1 = L(b) = L(Op0,Rb2)− L(Op0,Rb1),
where L of a local ring denotes the length of the local ring.
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The schemes Rbi , which are induced from the local scheme of Bb at p0 in our
calculation of I(b, p0), can be interpreted as schemes in C
3 = {(θ0, t, y)} in the
following. Assume p0 corresponds to the origin 0 in C
3. Let
(2.11)
l1(t, θ0, y) = b1(t, θ0, y)t+ b2(t, θ0, y)θ0,
l2(t, θ0, y) = b3(t, θ0, y)t+ b4(t, θ0, y)θ0,
l3(t, θ0, y) = b5(t, θ0, y)t+ b6(t, θ0, y)θ0,
and let
(2.12)
g1 = θ
r2
0 t
r3 + l1l2,
g2 = θ
r1
0 + l1l3,
g3 = t
r3 l3 − θ
r1−r2 l2,
g4 = y + l1,
where bi(t, θ0, y) are non vanishing polynomials at 0 in the variables t, θ0, y, r1 ≥ r2
and r3 = 0, or 1. Here the set of coefficients bi(t, θ0, y), that involve the ai in
the defining equations (2.10) of Bb, determines b ∈ B. We need that the parameter
space B is large enough to contain all the b with arbitrary values bi(0) and arbitrary
first orders.(Such a large B can be achieved in our proof because this occurs only
at one point p0). Next Rb2 is the scheme defined by
g1 = g2 = g4 = 0
and Rb1 is defined by
g1 = g2 = g3 = g4 = 0.
Thus Rb1 ⊂ R
b
2.
Remark. The ideal of Rb1 has one more equation than the ideal of R
b
2. This is
because of the excess intersection A∩Bb in our proof of Clemens conjecture. Thus
if there were no such an excess intersection, then there would be no such a problem,
i.e. Rb1 would always be the same as R
b
2.
Suppose the origin 0 is an isolated irreducible component of the schemes Rbi for
each i. This 0 corresponds to p0. In our construction of Bb from step 2 below, the
exponents ri in (2.10) fall into three different cases:
1). r1 = r2;
2). r3 = 0; and
3). r2 = r3 = 1, r1 = 2.
Then the following statements for these three cases hold:
(2.13) If r1 = r2 in (2.10), L(b) is the constant r2 that is independent of b.
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(2.14) If r3 = 0 in (2.10), L(b) is the constant r2 that is independent of b.
(2.15) If r2 = r3 = 1 and r1 = 2 in (2.10), then L(b), thus I(b, p0) is not a
constant, i.e. they depend on b.
The proof of (2.13) and (2.14) are very easy, and are not contained in this
paper. We include these two cases to show the importance of the configurations of
exponents ri in determination of I(b, p0) being a non-constant. Also in these two
cases (2.13), (2.14),
I(b) = 0
for all b. Therefore our proof fails with either (2.13) or (2.14). The case (2.15) will
prove Clemens conjecture. The proof of result (2.15) is simple and it is implied by
our definition (1.5) in part I and the proof of claim (3.23) at the end of second paper,
part II. The reason why we put the proof of (2.15) at the very end is because that
(2.15) is an easy consequence in algebra that follows from the fact that coefficients
(bi) = b are free in 0-th and 1st orders. To summarize, in this step, we don’t prove
the existence of Bb, rather we determine sufficient conditions (especially (2.10))
for the family {Bb} to have a constant I(b, pi) for all pi 6= p0 but non-constant
I(b, p0).
Our definition of I(b, pi) in algebra belongs to a general notion of “the multiplicity
of pairs of modules” studied in [G] by Gaffney. A general theorem about the change
of L(b), called multiplicity polar theorem, is stated in [G]. In our case, we need to
know a sufficient condition for L(b) to be non-constant. It seems to be hard to
make a use of Gaffney’s general condition from multiplicity polar theorem for our
purpose. Fortunately we only need to deal with a specific case which occured in
our proof and it can be done without a general theorem.
2.16 Step 2 (part II). In this step, we turn our attention to families of quintic
threefolds. In particular, in the setting of quintic threefolds, we construct this
family of quasi-regular deformations Bb such that all the multiplicities I(b, pi) are
constants, except I(b, p0) or equivalently L(b), the multiplicity of a pair of local
rings, which is not a constant. So the total sum
∑
i
I(b, pi)
is not a constant. This contradicts (2.9). With the result from part I, here we only
need to construct such a Bb that meets all requirements for the local behaviors at
those points pi. The concrete construction is quite involved and uses the geometry
of rational curves in CP 4. A detailed description of this construction is in part
II, section 2. The centerpiece of the construction is the degeneracy locus which is
necessary for the excess intersection
R∗(A) ∩Bb = c0, (set− theoretically).
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To make it short we construct a one parameter family of quintic threefolds X → L,
where dim(X)=4, dim(L)=1. Also we construct a family of surfaces Bb, b ∈ B in X ,
that contains the rational curve c0 as above. Let E be the sub-vector bundle of TX
over c0, which is reduced to Oc0(k) portion in (2.3). Using the local coordinates, we
can easily write down the equations of Bb that meet all local requirements at other
points besides p0. The point p0 is the only important point, where the multiplicity
I(b, p0) being a non-constant is determined by the exponent condition in (2.15):
r2 = r3 = 1 and r1 = 2. This first order condition along c0 is the key to our
proof. The number k1 = 1 is identified with the exponent of γ¯0 in (2.8), part
II, the number k2 = 2 is identified with the exponent of γ¯0 in (2.9), part II, and
n = 1 is identified with the condition (2.13), part II. At p0, to meet this exponent
requirement in (2.15), the geometry of the first orders in general quintic threefold
is somewhat special. Let’s describe this geometry. In our construction there is a
section v(t) of Tc0X⊗Oc0(r), such that the leading term in θ0 for the first equation
in (2.10) is
(2.17)
∂F
∂v(t)
|c0θ
r1
0
and the leading term for the third equation in (2.10) is
(2.18)
∂G
∂v(t)
|c0θ
r1
0 ,
where F = 0 defines X and G = F = 0 define S at generic points. The r is the
order of degeneracy. Note that E is the sub vector bundle of Tc0X and
(2.19) (Tc0X/E)⊗Oc0(r) = Oc0(−2− k + r)
An important observation in this key step is that, if r < k + 2, then the vanishing
of (2.17) along c0 implies the vanishing of (2.18) along c0. In this case exponents
r1 and r2 are always the same, and we can never get the exponents ri as in (2.15),
which must be r1 > r2. To achieve (2.15), we at least need r ≥ k + 2 to overcome
the negativity of −2− k + r. We take r = k + 3 because we need
∂G
∂v(t)
|c0
vanishes at one point t = 0, i.e. Oc0(−2− k+ r) in (16) must be Oc0(1). That will
gives us r3 = 1. This is the key place in part II. In order to fulfill the algebraic
requirement as in (2.15), we need:
(a) The order r of degeneracy is greater than or equal to k+3 (need the genericity
of quintic threefolds). This is proved in part II, Lemmas 4.5, 4.8, 4.9(part(1));
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(b)
∂F
∂v(t)
|c0 = 0
but
∂G
∂v(t)
|c0 6= 0
This is done in part II, lemma 4.17 (It also needs the degeneracy locus in the
incidence variety has codimension at least 3).
Of course (a) is the basis for (b). In the end all we need is (b). Geometrically
it is not trivial to have r ≥ k + 3 and part (b) above. In part II, we show that
part (a), and part (b) can be achieved using the deformations of a generic quintic
threefold.
After the detailed discussions at the deviated singular point p0, one may wonder
that why there is only one such a singular point p0. In a dynamic point of view, we
found that the fascinating things occured on the jumping of these local multiplicities
I(b, pi). The points pi, i ∈ κ can be divided into two different kinds: 1) singular
points of Bb; 2) non-singular points of Bb. Suppose the parameter space B is
“maximal”. Then we found that all points pi are “distinct” and the numbers of
I(b, pi) are completely determined as zeros of some vector bundles (can be expressed
in terms of k). The result is, just as predicted by projection formula:
∑
i∈κ
I(b, pi) = 0.
Then next we notice that while b varies in this big parameter space B, each pi varies
with it. The question is: if more than one distinct points, say p1, · · · , pr become the
same point p1···r as b goes to a special position b0, what happens to the I(b0, p1···r)
? More specifically, is I(b0, p1···r) equal to the sum of the old multiplicities
I(b, p1) + I(b, p2) + · · ·+ I(b, pr)
for b 6= b0 ? (This is equivalent to the question: is L(b) a constant ?). We found
that, in pure algebra, this is not always true if certain exponent condition (2.15)
is satisfied. But this condition could happen only one of p1, p2, · · · , pr is singular.
So in this point of view, the deviated singular point p0 above is just the multiple
point p1···r. But this dynamic process to have a multiple point is just the first step.
Our previous “small” parameter space B exactly contains all such b that has one
multiple point p1···r. If such a special b ∈ B that would have multiple point p1···r is
generic, I(b0, p1···r) is still equal to
I(b, p1) + I(b, p2) + · · ·+ I(b, pr).
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So b0 needs to be more special (needs higher orders) to have inequality
I(b0, p1···r) 6= I(b, p1) + I(b, p2) + · · ·+ I(b, pr).
As we explained above, the existence of this more special, “deviated” b0 is pre-
determined by the condition (2.15).
2.20 Open problems. After this proof of Clemens conjecture, we seem to create
more problems in this direction. The following is a list of problems.
A bound on k.
It seems to be a common understanding that the Clemens conjecture is a higher
order question. In the above discussion on L(b), we see that higher orders, which
are represented by the 0-th and 1st order of coefficients bi, are necessary to have a
non-constant multiplicity L(b), but they are not essential. The essential condition
is the exponent condition in (2.15) which is a first order condition in nature but
determines whether the higher orders bi will take an effect in the multiplicity L(b).
This is the key to our proof. The essence of the proof does not lie in the higher
orders themselves, rather in the first order condition of (2.15) or the condition (2.5)
in part II, that would allow the higher orders to come in to play in a decisive role.
The only serious obstruction to the exponent condition (2.15) is the bound for k
from the normal bundle
Nc(f)| = Oc(k)⊕Oc(−2− k).
Thus we propose
Conjecture 1. For any smooth quintic threefold f and a smooth rational curve
c ⊂ f , if k ≦ d− 3, then c can not deform in f .
This bound is a first order condition.
Singular curves in generic quintic threefolds.
The key step in our proof is the existence of a deviated singular point of Bb on
c0. But this deviated singular point is a generic point of c0. So the singularity of
c0 seems to be irrelevant in the proof. So we propose
Conjecture 2. Our proof in these two papers can be extended to a proof of that
any singular curve in a generic quintic threefold can not deform.
Relation with deformation theory.
Clemens pointed out to us there should be a connection between our incidence
approach and the deformation theory. Unfortunately at current stage our knowledge
of such a connection only stays at a level of speculations. The nature of this
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connection seems to go deeper in the intersection theory of a less dimension which
we proposed for our NSF grant DMS-0070409. It is certainly beyond our proof
of Clemens conjecture. Therefore we should discuss this independently elsewhere.
The following is a simplified version of our speculation. A hint of such a connection
already exists in our proof. Analysis of I(b, pi) for each i does not depend on the
existence of the universal curve R as a whole. The local multiplicity I(b, pi) can
be defined through a local deformation (csǫ)U of cǫ in an affine open covering U (cǫ
is unobstructed locally). Thus if we do not assume the existence of two parameter
family csǫ , I(b, pi) will depend on the chart F = ((c
s
ǫ)U , U). Let’s denote I(b, pi) by
I(b, pi,F).
Our last conjecture is
Conjecture 3. The chart F = ((csǫ)U , U) is derived from a family c
s
ǫ (or universal
cycle R), i.e. (csǫ)U can be pieced together along c0 to have global deformation c
s
ǫ ,
if and only if ∑
p∈c0
I(b, p,F) = 0,
for all families {Bb}, i.e. the obstruction space Obs(cǫ) ([Ko], §2, definition (2.6))
to the deformation of cǫ in fǫ is zero if and only
∑
p∈c0
I(b, p,F) = 0,
for all B.
The direction
F is from global deformation csǫ =⇒
∑
p∈c0
I(b, p,F) = 0
is the known classical projection formula (2.6) above, which is used as the base of
our proof.
3. Organization of the proof
In our first paper, “ Clemens conjecture: part I”, we deal with the first step.
The setting is in a one parameter family fǫ of Calabi-Yau threefolds. We define a
family {Bb}, b ∈ B of quasi-regular deformations of c0, that has certain local
behaviors at all the points pi ∈ κ. See definition (1.2), part I. At p0, which is a
singular point of Bb of index m=1 (higher than all the other singular points of Bb),
we explicitly define two different quasi-regular deformations (see definition (1.5),
part I):
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(3.1) non-deviated Bb,
(3.1) deviated Bb.
Using the explicit definitions (1.2), (1.5) in part I, we then prove I(b, pi) is
always a constant, except for p0 which is a deviated singular point of Bb that
possesses a special type of singularity. For that, we prove I(b, p0) = L(b)− 1 is 0
if Bb is non-deviated, and I(b, p0) = L(b)− 1 is 1 if Bb is deviated, i.e. I(b, p0) or
L(b) is not a constant with respect to the variable b. Thus cǫ can not deform in fǫ,
because the total sum of I(b, pi) including p0 needs to be zero all the time if the
universal cycle R exists.
Here the non-deviated Bb corresponds to the set of generic coefficients in (2.11)
above, and the deviated Bb corresponds to the set of coefficients bi whose 0 −
th and 1st orders satisfy some algebraic equations. As we mentioned before, the
manipulation of the coefficients of bi in (2.11) to have deviated and non-deviated
Bb is less important than the exponent condition in (2.15). This is because that if
we have a type of exponent conditions as in (2.13) or (2.14), then no matter how
we manipulated the higher order coefficients of b, L(b) stays the same.
So part I deals with a rather hypothetical situation where the hypotheses for
deviated and non-deviated quasi-regular deformations Bb are given. In our second
paper, part II we deal with a concrete case in the setting of all quintic threefolds.
We construct an explicit family of quasi-regular deformations Bb in a family of
quintic threefolds, that satisfies all the hypotheses in the definitions (1.2) and (1.5),
part I. Thus its generic member is non-deviated, but some members are deviated.
By the results from part I, the rational curve cǫ can deform in a quintic threefold
fǫ for a generic ǫ.
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Part I: An obstruction to the deformation of
rational curves in general Calabi-Yau threefolds
1. Introduction and Statements
Suppose f is a smooth Calabi-Yau threefold and c is a rational curve that lies
in f . Then the first Chern number c1(Nc(f)) of the normal bundle Nc(f) is −2. If
the normal bundle is
Oc(−1)⊕Oc(−1),
the curve is rigid in f . There are many examples where c is not rigid, but there
are even more examples where it is rigid. So the question is: when is c rigid ?
This question in the case of quintic threefolds is just the Clemens conjecture ([C1],
[C2]): there are only finitely many smooth rational curves of each degree in a generic
quintic threefold.
This is the first of two papers aimed at the study of deformations of rational
curves in a general Calabi-Yau threefold. Our ultimate goal is the proof of Clemens
conjecture for smooth rational curves in a general quintic threefold. The purpose of
this first in the series is to give an obstruction, deviated quasi-regular deformations
Bb, to a deformation of a smooth rational curve c in a general Calabi-Yau threefold
f (see Definition (1.2)).
The following is the set-up. Let X be a smooth variety. Let ∆ be an open set
of C that contains 0. Let π be a smooth morphism
X
π
−−−−→ ∆
such that for each ǫ ∈ ∆, π−1(ǫ), denoted by fǫ, is a smooth Calabi-Yau threefold,
i.e. c1(T (fǫ)) = 0. Assume there is a surface C ⊂ X such that the restriction map
C
πC−−−−→ ∆
is also smooth and for each ǫ, (πC)
−1(ǫ), denoted by cǫ, is a smooth rational curve.
Furthermore we assume the normal bundle of cǫ in fǫ has the following splitting
Ncǫ(fǫ) = Ocǫ(k)⊕Ocǫ(−2− k),
where k ≥ 0. Hence NC(X)|cǫ is also equal to
(1.1) Ocǫ(k)⊕Ocǫ(−2− k).
In the above setting cǫ can deform in the fǫ to the first order. So the question
is when can cǫ deform in the fǫ or when is there a family c
s
ǫ (s a small complex
number in ∆) of rational curves in fǫ for each ǫ such that c
0
ǫ = cǫ ?
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The result of this paper can be viewed as an extention of theorem (4.3) in [W1],
which says that if we fix a rational curve c0 which is in f0, and cǫ can deform, then
there is no surface B in a tubular neighborhood of c0, such that :
(a) B is smooth at each point of c0;
(b) TB/Tc0 is the O(k) in (1.1);
(c) B 6⊂ ∪ǫ,scsǫ( that implies B ∩ C = c0).
This result says that if cǫ can deform, then a smooth surface B as above is
obstructed. In this paper we would like to extend this result to a singular surface
B to show certain types of surfaces B are obstructed if cǫ can deform in fǫ for each
ǫ.
Recall R ⊂ ∆2×X is the universal curves of the csǫ . So we have correspondence
R
π2−−−−→ X
π1
y
∆2.
Let q1, · · · , qk be the points on c0 such that π2∗((
∂
∂s
, 0))(which is a section of the
sub-bundle of Tc0X that corresponds to Oc0(k) portion in (1.1)) at these points,
lies in TC. Let S = ∪ǫ,sc
s
ǫ be the total set of the two parameter family of rational
curves, restricted to a tubular neighborhood of c0. Recall that in the overview we
dealt with a family of such surfaces Bb (smooth or non smooth). If set-theoretically
Bb∩C = c0, then local contributions I(b, pi) to the multiplicity I(b) will come from
five types of points on c0:
(1) the singular points of Bb on c0;
(2) the imbedded points of the intersection scheme Bb ∩ C;
(3) the components of Bb ∩ S that are residual to c0;
(4) the generic points of rational curve c0.
(5) the points qi.
Let H be a generic divisor of X such that in a tubular neighborhood of c0, H ∩S
is the surface C at generic points of c0.
In the following we give a definition of a family {Bb} of quasi-regular deforma-
tions of c0. The definition describes the local behaviors of Bb at all five types of
points above, which are all the points pi in the overview. It is a tedious definition
because of the large number of points pi. But over all they come from the intersec-
tions Bb ∩ S and Bb ∩ C. For the intersection Bb ∩ C, we use Bb ∩H where H is
GENERIC.
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Definition 1.2.
Let B be a quasi-projective variety. Let
B
⊂
−−−−→ X × By
B
be a family of surfaces restricted to a tubular neighborhood of c0 in X. Each fibre in
X over b ∈ B will be denote by Bb. A fibre Bb is called a quasi-regular deformation
of c0 with order (2, 3) if the restriction of Bb to a tubular neighborhood of c0 in X
contains c0 and satisfies the following conditions:
(1)Let (Bb)s be the smooth locus of Bb. We require scheme-theoretically,
(Bb)s ∩ f0 = (Bb)s ∩ c0,
i.e., the intersection (Bb)s ∩ f0 in a neighborhood of a smooth point of Bb is just
c0. Also we let th, h = 1, · · · , j1 + j2 be all the fixed points on c0 such that the
intersection scheme (Bb)s ∩H is equal to
(1.3) (Bb)s ∩H = V0 ∪ {V1 ∪ · · ·Vj1} ∪ {Vj1+1 ∪ · · ·Vj1+j2} ∪ · · ·
where V0 is the component c0 with geometric multiplicity 2; the other components,
Vh, h = 1, · · · , j1 + j2, are smooth curves in a tubular neighborhood of c0 and
transversal to c0 at the points th in the surface Bb where H ∩ S = C. All the
components expressed as the dots in (1.3) meet c0 at the points that varies with H.
Similarly, the intersection scheme (Bb)s ∩ S is equal to
(Bb)s ∩ S = U0 ∪ {U1 ∪ · · ·Ui1} ∪ {Ui1+1 ∪ · · ·Ui1+i2} ∪ {Ui1+i2+1 ∪ · · ·Ui1+i2+k}
where U0 is the component c0 with geometric multiplicity 3; all the other compo-
nents Uh, h = 1, · · · , i1 + i2, are smooth curves in a tubular neighborhood of c0 and
transversal to c0 in the surface Bb and Uh, h > i1 + i2 is singular and meets c0
at qh−(i1+i2). Assume i1 = j1 and Vh = Uh, 0 < h ≦ i1. For the simplicity also
assume Vh, Vh′ for 0 < h 6= h
′ ≦ i1 meets c0 at distinct points. Since H is generic
this just says all curves from the set
{V1, · · · , Vj1} = {U1, · · · , Ui1}
lie in C. We require all the numbers i1, i2, j1, j2 to be independent of the parameter
b.
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(2) (Singularity Control) Let t = 0 on c0 be any singular point of Bb. Assume it
is a smooth point of S. There are local coordinates of X, (t, θ0, θ1, θ2) at this point,
such that c0 = (t, 0, 0, 0), t ∈ CP 1, θ2 = 0, defines the divisor S; and θ1 = θ2 = 0
define the surface C = ∪δcδ. Then Bb locally is the proper projection of B˜b ⊂ C×X
to X in a neighborhood of (0, 0) ∈ B˜b. If y is the variable for C, then a neighborhood
of B˜b at the point (0, 0) can be defined by equations
(1.4)
θ20 + y(a1t+ a2θ0 + a3y) = 0,
θ1 = y
(
a4t
m + a5θ0 + a6y
)
,
θ2 = y
(
a7θ0t
m + a8t
my + a9yθ0 + a10y
2
)
.
where ai are non vanishing polynomials at the origin, and m = 0,or 1. Let’s
call the number m, the m-index associated to this singularity. Let n0 be the number
of the singularities with m = 0 and n1 the number of singular point of Bb of m = 1.
We require n1 = 1 and n0 is independent of b.
(3) At the point qi, i = 1, · · · , k, we set up a similar coordinate system (t, θ0, θ1, θ2)
such that qi is the origin, the equations θi = 0, i = 0, 1, 2 define c0, the equation
θ1 = θ2 = 0 define C, and
∂
∂t
, ∂
∂θ0
, ∂
∂θ1
span the subbundle E along c0.
The defining equations of Bb are
θ20b1 = θ1
θ30b2 = θ2,
where all bi are non-vanishing polynomials at the origin. Note that the change of
coordinates θi only changes the coefficients of bi of higher orders.
Remark. In part (1), the intersection (Bb)s ∩ H could have more components
expressed in the dots, because in general, C may not be a hyperplane section of Bb.
So these components come from the points on c0 where Bb ∩H 6= C for a specific
H. From another point of view, these crossing points th, 1 ≦ h ≦ j1 + j2, in the
intersection Bb ∩ H from part (1), are all imbedded points in the scheme of the
excess intersection (Bb)s ∩ C.
The contribution to the I(b) from the singularity requires a specific description
of the singularity. Analyzing the singularity, especially when m = 1 is a subtle
process. The entire proof of Clemens conjecture comes down to the calculation of
some lengths of modules of local rings at this singular point. See section (4) for
the details. The current expression of the singularity as an image of a projection
comes from the construction of such quasi-regular deformations Bb in the sequel.
Unfortunately, we don’t know how to eliminate the variable y in equations (1.4).
Hence we currently have to leave it as it is.
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We are only interested in a special kind of quasi-regular deformations Bb. Those
coefficients ai at a singularity of m = 1 satisfy some algebraic equations. Because
these equations are rather long, we’ll use a more algebraic description of a source
of these equations. The following is the definition of a deviated Bb versus a non-
deviated Bb.
Definition 1.5 (Deviated and Non-deviated). Let the following polynomials
ai be the coefficients of Bb at the singular point p0 of Bb with m = 1, and we may
assume a6 = a7 = 1 for convenience. We define
a′5 = a5 + a1t+ a2θ0 + a3y.
Let
l1(t, θ0, y) = −(a4t+ a
′
5θ0),
l2(t, θ0, y) = (a8 − a10a4)t+ (a9 − a10a
′
5)θ0,
l3(t, θ0, y) = (a1 − a3a4)t+ (a2 − a3a
′
5)θ0,
and let
g1 = θ0t+ l1l2,
g2 = θ
2
0 + l1l3,
g3 = tl3 − θ0l2,
g4 = y − l1.
Next let Rb2 be the scheme defined by g1, g2, g4 and R
b
1 be defined by g1, g2, g3, g4.
Thus Rb1 ⊂ R
b
2.
(a) The Bb (and the singular point p0) is called deviated if at the singular point
of m = 1, there is a linear change of coordinates
θ′0 = θ
′
0(t, θ0)
t′ = t′(t, θ0),
and u1, u2, u3 which do not vanish at p0, u
2
2 +u1 6= 0 at p0, such that R
b
1 is defined
by
(θ′0)
2 + u1(t
′)4 = θ′0t
′ + u2(t
′)3 = u3(t
′)3 = g4 = 0,
and Rb2 is defined by
(θ′0)
2 + u1(t
′)4 = θ′0t
′ + u2(t
′)3 = g4 = 0.
(b) The fibre Bb (and the singular point p0) is called non-deviated if at the
singular point of m = 1, the homogeneous portions (gi)2, i = 1, 2, 3 of degree 2, of
the non-homogeneous polynomials gi, i = 1, 2, 3 have distinct roots.
(c) Let
L(b) = L(OO,Rb
2
)− L(OO,Rb
1
)
be the multiplicity of the pair of local rings OO,Rb
1
,OO,Rb
2
.
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Theorem 1.6. With the notations and assumptions are as above, if a generic fibre
Bb is non-deviated, but some special fibre is deviated, then cǫ can’t deform in fǫ.
Remark . There exists a wide range of quasi-regular deformations Bb. Basically
they can come from a complete intersection of two hypersurfaces of X or a residue
of such a complete intersection. But it is difficult to construct a family Bb with a
deviated fibre Bb0 .
The idea of the proof is the same as was stated in the overview. That is: we
suppose csǫ exists. Then we construct a correspondence R using this family c
s
ǫ as
follows: Choose a small neighborhood ∆ of 0 in C, such that the parameters s, ǫ lie
in ∆. Let
R ⊂ ∆×∆×X
R = {(s, ǫ, x) : x ∈ csǫ}.
Through this correspondence, we have
(1.8) #0(A ·R
∗(Bb)) = #c0(Bb ·R∗(A)),
i.e. δ1(b) = δ2(b). Let I(b) = δ1(b) − δ2(b). Next we show I(b) jumps by 1 as b
moves from non-deviated to deviated. This contradicts (1.8). Thus cǫ can’t deform
in fǫ.
As before we always let
I(b) =
∑
i
I(b, pi),
where p0 is the deviated singular point of Bb of m = 1. Here is how we organize
the rest of the paper. In section (2), we calculate the divisor R∗(Bb). In section
(3), we show
∑
i6=0 I(b, pi) is a constant. In section (4), we show I(b, p0) is not a
constant by calculating I(b, p0) for the cases where Bb is deviated and where Bb is
not deviated.
Acknowledgment: We would like to thank Herb Clemens for all his advise and
stimulating discussions on this subject during the last five years.
2. The incidence divisor R∗(Bb)
In the rest the paper, to avoid an overwhelming number of notation to account
for higher order terms, we will use small a o(1) to denote a term that does not
vanish at the point, and capital O(n) to denote a term that vanishes at the point
with order (multiplicity) n. Without loss of the generality we can also assume
a6 = 1.
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The incidence divisor R∗(Bb) of dimension 1 at the origin will be a sum of
analytic varieties through origin, which come from proper projections of analytic
varieties in ∆2×X . Next we need to identify these analytic varieties. Suppose the
deformation csǫ exists. As we mentioned before, let
S = ∪ǫ,sc
s
ǫ .
Recall we have the correspondence
R ⊂ ∆×∆×X.
Let π1 be the projection from R to ∆
2 = ∆×∆ and π2 be the projection from R
to X . Then R∗(Bb) is π1∗(R · (∆2 ×Bb)). Note the second projection
π2 : R −−−−→ X
is an imbedding away from the points qi(where
π2∗((
∂
∂s
, 0))
lies in TC). Then R·(∆2×Bb) is isomorphic to the cycle S·Bb under this imbedding.
By the definition of Bb,
(Bb)s ∩ S = U0 ∪ {U1 ∪ · · ·Ui1} ∪ {Ui1+1 ∪ · · ·Ui1+i2} ∪ {Ui1+i2+1 ∪ · · ·Ui1+i2+k}
Let U˜h = π
−1
2 (Uh). Now consider the push-forward π1∗(U˜h). When h = 0, we
know π1(U˜0) is just one point, namely the origin O . When h 6= 0, because Uh
is not contained in c0, π1∗(U˜h) should be an irreducible curve. For h ≦ i1, H is
a generic divisor containing C and Uh is a component of H ∩ Bb, so Uh must be
contained in the surface C which is the correspondence of the divisor D1 = {s = 0}
in ∆2. Hence π1∗(U˜h) is contained in D1. So
(2.1) π1∗(U˜h) = D1,
for h ≦ i1. The degree of π1 restricted to U˜h is 1 because Uh is transversal to c0.
For h ≥ i1 +1, π1∗(U˜h) is a curve outside of D1, but it passes through D1 at the
origin. Let’s denote the curve π1∗(U˜h) by Dh−i1+1 for h ≥ i1 + 1. So
D2 = π1∗(U˜i1+1), · · · , Di2+1 = π1∗(U˜i1+i2).
Next we need to know how Di, i ≥ 2 meets D1 at the origin. Let th be the
intersection point of c0 with Uh+i1−1. As in the definition (1.2) , we let (t, θ0, θ1, θ2)
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be the local coordinates ofX at the point th of c0 such that c0 = (t, 0, 0, 0), t ∈ CP 1,
θ2 = 0 defines the divisor S, and θ1 = θ2 = 0 define the surface C = ∪δcδ. Then
by the definition of Bb, Bb is smooth at this point and locally is defined by
(2.2)
θ2o(1) = θ
3
0
(
(t− th) +O(2)
)
,
θ1o(1) = θ
2
0(o(1)),
where all o(1) terms do not vanish at the point
θ1 = θ2 = θ0 = (t− th) = 0.
Hence Uh+i1−1 is the curve that is defined by
(2.3) θ2 = 0, (t− th) +O(2) = 0, θ1o(1) = θ
2
0(o(1)).
When θ2 = 0, we can identify
s = θ1, ǫ = θ0.
So the projection Dh of Uh+i1−1 in ∆
2 is just
so(1) = ǫ2(o(1)).
(The o(1) term here is different from the o(1) term in (2.3)). Thus Dh has higher
order contact 2 with {s = 0} at the origin.
Now we consider the singular points of Bb. For simplicity, at the point where
R∗(A) is smooth, we’ll identify the (ǫ, s) plane with the (θ0, θ1) plane in the subspace
θ2 = 0 of (θ0, θ1, θ2) space. The following is this identification: for each pair of
values (θ0, θ1), a piece of the curve
{(t, θ0, θ1, 0) : small t}
is exactly the piece of the rational curve cθ1θ0 around the singular point.
Suppose t = 0 is a singular point of Bb of m-index m = 1. Recall Bb is the
projection of B˜b ⊂ C × X to X around the neighborhood of (0, 0) ∈ B˜b. Using
the defining equations of B˜b, we obtain the defining equations of the intersection
B˜b ∩ (C× S):
(2.4)
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4t+ a5θ0 + a6y
)
,
y
(
a7θ0t+ a8yt+ a9yθ0 + a10y
2
)
= 0.
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We are only interested in the non-trivial componentsQ that are not equal to {0}×c0.
Eliminate the factor of y in the third equation. We obtain
(2.5)
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4t+ a5θ0 + a6y
)
,
a7θ0t+ a8yt+ a9yθ0 + a10y
2 = 0.
Without losing generality, we can assume a7 = 1.
Using the first and third equations, we can eliminate the terms θ20 and θ0t. Then
Q will be defined by
(2.6)
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4t+ a5θ0 + a6y
)
,
θ0t+ a8yt+ a9yθ0 + a10y
2 = 0,
a1t
2 + (a2 − a8)θ0t− a9θ
2
0 + y(a3t− a10θ0) = 0.
Let Q˜ be the projection of Q to the (θ0, θ1) plane. The projection is proper of
degree 1, but may not be an isomorphism. Since the (θ0, θ1)-plane is isomorphic
to the s, ǫ parameter-plane, Q˜ has an isomorphic curve in the s, ǫ plane, which is
a component of R∗(Bb). Let’s denote this component (which is a curve) of R
∗(Bb)
by Dh, i2 + 2 ≦ h ≦ i2 + 1 + n1.
Suppose t = 0 on c0 is a singularity of Bb with m = 0. By the same argument
as above, it is easy to see that Q is defined by
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4 + a5θ0 + a6y
)
,
θ0 + a8y + a9yθ0 + a10y
2 = 0.
The third equation has a non-zero linear term in y. Hence we can solve for y
analytically, then solve for t analytically (eliminate the trivial component first as
before). Finally Q˜ should be defined analytically by
θ1 = −
a4
a8
θ0 +O(2)
in the (θ1, θ0) plane. Hence Dh is defined by
(2.7) s = −
a4
a8
ǫ+O(4).
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At the point qi where R∗(∆
2) may be singular, we set-up a similar coordinate
system (t, θ0, θ1, θ2) such that the singular point is the origin, the equations θi =
0, i = 0, 1, 2 define c0, the equations θ1 = θ2 = 0 define C, and
∂
∂t
, ∂
∂θ0
, ∂
∂θ1
span the
subbundle E along c0.
The defining equations as in definition (1.2) for Bb should be
θ20b1 = θ1
θ30b2 = θ2.
Assume the singularity of R∗(∆
2) is caused by π2∗((
∂
∂s
, 0)) being in TC at this
point with multiplicity 1. Then R ∩ (∆2 ×Bb) has local equations
(2.8)
θ20b1 = θ1
θ30b2 = θ2,
ǫ = θ0,
θ1 = s(t+ b3s+ b4θ0),
θ2 = s
rb5,
where bi(t, θ0, s) are non-vanishing polynomials at the origin, r ≥ 2, and
ǫ = θ0,
θ1 = s(t+ b3s+ b4θ0),
θ2 = s
rb5
define R. Next we eliminate the component {0} × c0, because this component is
projected to a point in ∆2. Then we obtain a reduced curve cBb that is defined by
(2.9)
ǫ = θ0,
θ20b1 = θ1,
θ30b2 = θ2,
θ20b1 = s(t+ b3s+ b4θ0),
θ30b2 = s
rb5,
(t+ b3s+ b4θ0)
2 =
b21b5
b2
θ0s
r−2,
θ0(t+ b3s+ b4θ0) =
b1b5
b2
sr−1.
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The projection π1∗([cBb ]), which is proper of degree 1, at this point gives a compo-
nent of R∗([Bb]).
1
To summerize it, the incidence divisor R∗(Bb) = i1D1 +D2+ · · ·Di2+1+n1+n0+k
and the intersection multiplicities of Dh ∩ D1 (1 < h ≦ i2 + 1) at 0 are all equal
to 2; Dh, h ≥ i2 + 2 is singular if m = 1, otherwise it is smooth and is defined by
s = −a4
a8
ǫ+O(4); Dh, h > i2 + 1 + n0 + n1 which is singular and defined to be the
projection of cBb .
3. The contribution that does depend on b
In this section we calculate the intersection multiplicities I(b, pi) at the points
pi which are not the singular points of Bb of m = 1. The singular point of Bb of
m = 1 will be denoted as before by p0.
Proposition 3.1.
∑
i6=0
I(b, pi) = 3(j1 + j2)− 2i1 − 2i2 − n0 − 5k − 4,
which is independent of b.
Recall
I(b, pi) = δ2(b, pi)− δ1(b, pi).
Thus we need to calculate the contribution from both δ1 and δ2.
3.2 Contribution from δ1. First consider the contribution from δ1. We let A be
the curve in ∆2 that is defined by
s = ǫ3.
Proposition 3.3. For the δ1 index, let pi be all the points that contribute to δ1 but
are not equal to the singular point p0 of Bb with m = 1. Then
∑
i6=0
δ1(b, pi) = 2i2 + 3i1 + n0 + 3k,
for all b ∈ B.
1There is a subtle point here for the equation
θ0(t+ b3s+ b4θ0) =
b1b5
b2
sr−1.
Without this equation, the scheme cBb has an imbedded point at the origin. Then we can see the
local ring of cBb at the origin is not Cohen-Macaulay. Thus the intersection multiplicity later will
not be equal to the length of the local ring.
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Proof. It is obvious that
#0(A ·D1)
is 3 and
#0(A ·Dh)
for 1 < h ≦ i2 + 1 is 2.
Now for the singular points of Bb, suppose the singularity has m = 0. By (2.7),
Dh is defined by
s = −
a4
a8
ǫ+O(2).
Thus #0(A ·Dh) is 1.
Next we calculate the #0(A ·Dh) for h > i2 + 1 + n0 + n1. These components
come from the points pi ∈ c0 where π2∗((
∂
∂s
, 0)) lies in TC with multiplicity 1.
Recall in (2.9), the defining equations of cBb are
(3.4)
ǫ = θ0,
θ20b1 = θ1,
θ30b2 = θ2,
θ20b1 = s(t+ b3s+ b4θ0),
θ30b2 = s
rb5,
(t+ b3s+ b4θ0)
2 =
b21b5
b2
θ0s
r−2,
θ0(t+ b3s+ b4θ0) =
b1b5
b2
sr−1.
The projection π1∗([cBb ]) at this point is the same as R
∗([Bb]). By the projection
formula
#0(A ·Dh) = #pi(cBb · (A×X)).
Since the local ring of cBb is a Cohen-Macaulay ring (because t is a non-zero divisor),
we obtain
#pi=0(cBb · (A×X)) = L(OO,cBb∩(A×X)),
where L(OO,cBb∩(A×X)) is the length of the local ring OO,cBb∩(A×X). Plugging the
equation s = ǫ3 into (3.4), we obtain that the local ring OO,cBb∩(A×X) is isomorphic
to the local ring of the scheme in (t, θ0) plane whose ideal is generated by
(3.5)
θ20b1 = θ
3
0(t+ b3θ
3
0 + b4θ0),
(t+ b3θ
3
0 + b4θ0)
2 =
b21b5
b2
θ0θ
3r−6
0 ,
θ0(t+ b3θ
3
0 + b4θ0) =
b1b5
b2
θ3r−30 .
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Thus if r = 2, the ideal of the scheme is generated by
θ0 = b6t
2,
b7t
3 = 0,
where b6, b7 are non-zero at the origin. Therefore a basis for the local ring of this
scheme is
1, t, t2.
It follows that
L(OO,cBb∩(A×X)) = 3.
If r > 2, the ideal of the scheme is generated by
(3.6)
b8θ
2
0,
b9t
2,
b10θ0t,
where b8, · · · , b10 are non-zero at the origin. Therefore a basis for the local ring of
this scheme is
1, t, θ0.
It follows that in this case
L(OO,cBb∩(A×X)) = 3.
Thus it is always true that
(3.7) L(OO,cBb∩(A×X)) = 3.
That completes the proof of proposition (3.3).
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3.8 contribution from δ2
Proposition 3.9. We still assume the family csǫ exists. Then
∑
i6=0
δ2(b, pi) = 3(j1 + j2) + i1 − 4− 2k.
Proof. Let R∗(A) = A. Note that the intersection Bb ∩ A is non proper, because
set-theoretically the intersection is c0. Note also that A is smooth along c0 and
NA(X)|c0 = Oc0(k)⊕Oc0(−2− k),
where Oc0(k) is spanned by the first order of the deformation of c0 in f0. So we
can use a normal cone calculation to calculate this intersection number.
The following is the set-up. Let Q be the quotient bundle of
(3.10) Oc0(k)⊕Oc0(−2− k)
over the projectivization
P(NA(X)|c0).
Note P(NA(X)|c0)→ c0 is CP
1-fibered over c0. Let CA∩Bb(Bb) be the projectivized
normal cone of Bb∩A in Bb. By the formula (6.1.8) in [F], the intersection number
#c0(Bb ·R∗(A))
is the intersection number
c1(Q) · [CA∩Bb(Bb)]
in the smooth surface
P(NA(X)|c0).
The cycle [CA∩Bb(Bb)] has two types of components according to the fibre structure
over c0: the first, Ho is the horizontal cycle that is surjective onto c0, the second,
V e is the vertical cycle that is fibred over finitely many points of c0. The calculation
of the normal cone requires the knowledge of generators for the ideal of the schemes.
So we begin with the defining equations of Bb. Let t ∈ c0 be a generic point of
c0. Then using the coordinates of X above, Bb is defined by
θ2o(1) = θ
3
0
(
o(1))
)
,
θ1o(1) = θ
2
0(o(1)).
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Since A is defined by s = ǫ3, A will be defined by
(3.11) θ2 = 0, θ1 = θ
3
0.
Hence A ∩Bb locally is defined by
θ2 = 0, θ
2
0 = 0.
Over the generic points t, the normal cone CA∩Bb(Bb) should be the projectivization
P(Oc0(k))
of the subbundle Oc0(k) in (3.10), and its multiplicity is 2. Thus the horizontal
cycle Ho is 2[P(Oc0(k))]. Therefore
(3.12) c1(Q) ·Ho = (−2− k) · 2 = −4− 2k.
Next we study the vertical cycles that come from the imbedded points of the
scheme A ∩Bb. Let t = 0 be a point of c0 such that one of Vh, h ≦ j1 crosses c0 at
this point. As in (1.2), part I, the defining equations of Bb should be
θ2o(1) = (φ)θ
3
0
(
o(1))
)
,
θ1o(1) = (φ)θ
2
0(o(1)),
where φ is a function of (θ0, t) that vanishes at t = θi = 0 and
φ = θ1 = 0
define the curve Vh which is transversal to c0.
Hence A ∩Bb is defined by
(3.13)
θ2 = 0,
θ1 = θ
3
0,
θ30o(1)− (φ)θ
2
0(o(1)) = 0,
(φ)θ30 = 0.
The Bb can be projected to a neighborhood U of C
2 with coordinates t, θ0( eliminate
θ1). So the projection of Bb ∩A is defined by
θ30o(1)− (φ)θ
2
0(o(1)) = 0, (φ)θ
3
0 = 0.
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Denote this scheme by W . By the functoriality of blowing-up, the normal cone
CA∩Bb(Bb) will be isomorphic to the exceptional divisor of the blow-up BLW (U)
of U at the scheme W . If
BLW (U) ⊂ U ×CP
1
and z1, z2 are the homogeneous coordinates of CP
1, then
BLW (U)
is defined by
(3.14) z1[(φ)o(1)− θ0o(1)] = z2(φ)θ0.
The intersection of BLW (U) withW is the exceptional divisor. Thus φ = θ0 = 0
is the vertical component. To see the multiplicity of this component, we can solve
for φ for generic zi and plug it into the last equation of (3.13). Then we obtain
around a generic point of CP 1, that the vertical cycle of the normal cone CW (U)
is defined by
θ40 = 0, φ = 0.
That shows in the normal cone CA∩Bb(Bb) that there is one vertical component over
the point t = 0 with multiplicity 4. Thus over all these points Vh ∩ c0, 0 < h ≦ i1,
we have 3j1 + i1 = 4j1 vertical components, counting with multiplicity.
Similarly, we consider the components over the intersection of Vh, h ≥ j1. At
these points Bb is defined by
θ2o(1) = θ
3
0
(
o(1))
)
,
θ1o(1) = (φ)θ
2
0(o(1)),
Over these points, we have 3j2 vertical components(the same calculation as above).
So in total there are
(3.15) 3(j1 + j2) + i1
vertical components over these points.
Now we check the singular points t0 = {t = 0} of Bb. Recall Bb locally is the
proper projection of B˜b ⊂ C × X to X around the neighborhood of (0, 0) ∈ B˜b.
Denote this projection by P . If y is the variable for C, then a neighborhood of B˜b
at the point (0, 0) is defined by equations
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4t
m + a5θ0 + a6y
)
,
θ2 = y
(
θ0t
m + a8t
my + a9yθ0 + a10y
2
)
.
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By the functoriality of the blow-up, there is a morphism P˜ :
BLP−1(A)∩B˜b(B˜b)
P˜
−−−−→ BLA∩BbBb.
Therefore, for the exceptional divisors, we have
(3.16) P˜∗([CP−1(A)∩B˜b(B˜b)]) = [CA∩BbBb].
The cycle [CP−1(A)∩B˜b(B˜b)] is fibred over {0} × c0. We can eliminate the variable
θ1 and θ2 as before, i.e., by taking the projection B
′ of B˜b to the (y, θ0, t)-plane.
Hence we only need to calculate the normal cone CA′(B
′) where A′ is the projection
of P−1(A)∩B˜b to the (y, θ0, t)-plane. We only need to calculate it around the point
t′0 which is the projection of t0. Note locally, B
′ is defined by
(3.17) θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0
Sorting out the defining equations of A′, we find that the ideal of A′ is generated
by
(3.18)
θ20 + y
(
a1t+ a2θ0 + a3y
)
,
y
(
a4t
m + a5θ0 + a6y
)
+ yθ0(a1t+ a2θ0 + a3y),
y
(
θ0t
m + a8t
my + a9yθ0 + a10y
2
)
.
Let [z1, z2] be the homogeneous coordinates for CP
1. Restricted to the open set
U = (B′ − A′)×CP 1,
the blow-up BLA′(B
′) is defined by
(3.19)
z1(θ0t
m + a8t
my + a9yθ0 + a10y
2) =
z2
(
a4t
m + a5θ0 + a6y + θ0(a1t+ a2θ0 + a3y)
)
,
θ20 + y
(
a1t+ a2θ0 + a3y
2
)
= 0.
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Extending to A′ × CP 1, blow-up BLA′(B′) is also defined by these equations. So
the exceptional divisor is defined by
(3.20)
z1(θ0t
m + a8t
my + a9yθ0 + a10y
2) =
z2
(
a4t
m + a5θ0 + a6y + θ0(a1t+ a2θ0 + a3y)
)
,
θ20 + y
(
a1t+ a2θ0 + a3y
2
)
= 0,
y
(
θ0t
m + a8t
my + a9yθ0 + a10y
2
)
= 0
(Another equation y
(
a4t
m+a5θ0+a6y
)
+yθ0(a1t+a2θ0+a3y) = 0 can be generated
from the equations in (3.20) for generic zi. So the three equations in (3.20) define
BLA′(B
′) locally). Clearly the exceptional divisor might have a vertical cycle W
over the point t = y = θ0 = 0. In case that m = 0, the defining equations will be
(3.21)
z1(θ0 + a8y + a9yθ0 + a10y
2)
= z2(a4 + a5θ0 + a6y + θ0(a1t+ a2θ0 + a3y)),
θ20 + y(a1t+ a2θ0 + a3y
2) = 0,
y
(
θ0 + a8y + a9yθ0 + a10y
2
)
= 0
Since a4(0) 6= 0, there is no vertical component at this point. Thus
(3.22) δ2(b, pi) = 0,
for pi a singular point of Bb of m = 0.
Next we calculate the contribution that comes from the points pi ∈ c0 where
π2∗((
∂
∂s
, 0)) lies in TC.
Recall in (2.8), the defining equations of R ∩ (∆2 ×Bb) are
(3.23)
ǫ = θ0,
θ20b1 = θ1,
θ30b2 = θ2,
θ20b1 = s(t+ b3s+ b4θ0),
θ30b2 = s
rb5.
By the projection formula
#(R∗(A) ·Bb) = #([R ∩ (∆
2 ×Bb)] · [A×X ]).
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Note R ∩ (∆2 × Bb) is isomorphic (induced by the projection) to a sub-scheme in
the t, θ0, s plane, which is defined by
(3.24)
θ20b1 = s(t+ b3s+ b4θ0),
θ30b2 = s
rb5.
Under this isomorphism
(R ∩ (∆2 ×Bb)) ∩ (A×X)
is simply defined by
(3.25)
θ20b1 = θ
3
0(t+ b3s+ b4θ0),
θ30b2 = θ
3r
2 b5,
s = θ30.
Clearly, locally, this is the scheme defined by
(3.26) θ20 = 0, s = 0.
(because b1(0) 6= 0). Thus this point is not an imbedded point of the intersection.
There is no vertical cycle in the normal cone over this point. The contribution at
this point is zero. Thus over all
∑
i6=0
(δ2(b, pi)) = 3(j1 + j2) + i1 − 4− 2k,
which completes the proof of (3.9). 
Combining propositions (3.3),(3.9), we have proved proposition (3.1).
4 Contribution at the singular point of Bb of index m = 1
As we mentioned in the overview this is the location where I(b, p0) is not a
constant. This is the key calculation in our proof.
Proposition 4.1.
(a) If Bb is deviated, then I(b, p0) = 1.
(b) If Bb is non-deviated, then I(b, p0) = 0.
Thus I(b, p0) is not a constant.
4.2 contribution from δ1. To do the calculation at the singular points of m = 1,
we introduce a lemma:
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Lemma 4.3. . Let Q be the scheme in C5 = {(t, θ0, θ1, θ0, y)} defined by
θ2 = 0,
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
θ1 = y
(
a4t+ a5θ0 + a6y
)
,
θ0t+ a8yt+ a9yθ0 + a10y
2 = 0,
a1t
2 + (a2 − a8)θ0t− a9θ
2
0 + y(a3t− a10θ0) = 0.
So Q is derived from Bb. Let A′ be the hypersurface in C5 that is defined by
θ1 − θ30 = 0.
(a) If Bb is deviated,
#0(A
′ · Q) = 7.
(b) If Bb is non-deviated,
#0(A
′ · Q) = 6.
Proof. To calculate #0(A
′ · Q), we always have
#0(A
′ · Q) = L(O0(A
′ ∩Q)),
where L(O0(A
′ ∩ Q)) is the length of the local intersection ring
(4.4) A′ ∩ Q.
This is because that Q is Cohen-Macaulay (y is a non-zero divisor in the local ring).
Combining the equations of Q and A′. We see that the generators of the ideal I of
the scheme
A′ ∩ Q,
considered in the (y, θ0, t) plane, are
(4.5)
θ20 + y
(
a1t+ a2θ0 + a3y
)
= 0,
(θ0(a1t+ a2θ0 + a3y) + a4t+ a5θ0 + a6y)y = 0,
θ0t+ a8yt+ a9yθ0 + a10y
2 = 0,
a1t
2 + (a2 − a8)θ0t− a9θ
2
0 + y(a3t− a10θ0) = 0.
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(Note we assume a6 = 1). Thus the local ring O0(A′ ∩ Q) is isomorphic to the
localization
(C[t, y, θ0]/I)0
where 0 is the origin. Note that all ai are all non-zero in its residue field. Next we
calculate this length, using the above generators in (4.5). Let
R = (C[t, y, θ0]/I)0.
Let (y) be the submodule (a sub-linear space over the residue field) which is the
ideal generated by y. Then there is an exact sequence of modules over C,
0 −−−−→ (y) −−−−→ R −−−−→ R/(y) −−−−→ 0.
Thus
L(R) = L(R/(y)) + L((y)).
It is easy to see that the linear space R/(y) is isomorphic to
(C[t, θ0, y]/I1)0
where I1 is generated by the polynomials from (4.5) modulo the ideal (y), i.e.,
θ20 ,
θ0t,
a1t
2 + (a2 − a8)θ0t− a9θ
2
0.
Therefore
C[t, θ0, y]/I1
has a basis
1, t, θ0.
Thus LC(R/(y)) is 3.
To calculate L((y)), note all the elements in (y) can be written as yp(y, θ0, t),
where p is a polynomial in y, θ0, t only. That implies that (y) is isomorphic to
(C[t, θ0, y]/I2)0,
where I2 is the kernel of a surjection
C[t, θ0, y] −−−−→ (y)
p −−−−→ yp.
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All generators in (4.5) and
θ0(a1t+ a2θ0 + a3y) + a4t+ a5θ0 + a6y
will be generators of I2. Thus
I2
is generated by
θ0t+ l1l2,
θ20 + l1l3,
y + (a4t+ a
′
5θ0),
tl3 − θ0l2.
Recall in (1.5),
g1 = θ0t+ l1l2,
g2 = θ
2
0 + l1l3,
g3 = tl3 − θ0l2,
g4 = y + (a4t+ a
′
5θ0).
(obtained by plugging y = −[θ0(a1t+a2θ0+a3y)+a4t+a5θ0] into rest of generators
with a6 = 1). See (1.5) for li. Next there are two cases: (1) Bb is non-deviated, (2)
Bb is deviated.
Case (1): in this case, the homogeneous portion (gi)2 of gi for i = 1, 2, 3 do not
have a common linear factor. Thus the localized ideal (g1, g2, g3) is generated by
t2, θ20, tθ0 ( we have abused notation: these t, θ0 are new variables). Thus the length
of
(C[t, θ0, y]/I2)0
is 3. It follows that
(4.6) L(R) = 3 + 3 = 6.
Case (2): in this case, by the condition on the coefficients ai in (1.5), we can
arrange a coordinate system (to abuse notation, we still use t, θ0 for t
′, θ′0 in (1.5)),
such that the generators of I2 become
g4, θ0t, θ
2
0, t
3
So
(C[t, θ0, y]/I2)0,
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has a basis
1, t, θ0, t
2.
So the length of
(C[t, θ0, y]/I2)0
is 4. Over all L(R) = 4 + 3 = 7. That completes the proof of (4.3).
Note: L(R) jumps from 6 to 7 because of the factor
L((C[t, θ0, y]/I2)0),
which is
L(O0,Rb
1
).
So we have
L(R) = 3 + L(O0,Rb
1
).

Recall Di2+2 is the component of R
∗(Bb) that corresponds to the singular point
p0 of m = 1. Easy to see, by the isomorphism between {(θ0, θ1)} and {(ǫ, s)} and
a projection formula,
δ1(b, p0) = #O(A ·Di2+2) = #0(A
′ · Q).
By the lemma (4.3), δ1(b, p0) is 6 if Bb is non-deviated, and 7 if Bb is deviated.
4.7 Contribution from δ2. This is the casem = 1. We continue our calculation
for this case from the formula (3.20). We can always eliminate y by solving for
y = −(a˜4t + a˜5θ0) in the first equation of (3.20), where a˜4, a˜5 involve z1, z2 and
a˜4(b0) = a4(b0), a˜5(p0) = a5(p0). Note a6 = 1. Then the defining equations for the
vertical cycle W at this point are
(4.8)
θ20 + y
(
a1t+ a2θ0 + a3y
2
)
= 0,
y
(
θ0t+ a8ty + a9yθ0 + a10y
2
)
= 0,
y − (a˜4t+ a˜5θ0) = 0
Note that set-theoretically W is the component Z = {0} × CP 1. We need to
calculate the multiplicity of W at Z. So the localization OZ(W ) is isomorphic to
the local ring
(C[t, θ0, y]/I3)0
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where I3 is generated by three polynomials in (4.8) above with a fixed generic z1, z2.
Using the same calculation as in the proof of (4.3), we can let I4 be generated by
y,
a˜4t+ a˜5θ0,
θ20,
and I5 be generated by
g1,
g2,
y − (a4t+ a
′
5θ0),
where a4, a
′
5 are the same as in definition (1.5), part I. An interesting thing to notice
is that the terms a¯4 and a¯5 become a4, a
′
5 in I5 because all the terms involving zi
disappear due to the fact
g2 = θ0t+ a8ty + a9yθ0 + a10y
2
lies in I5. Easy to see that
L((C[t, θ0, y]/I4)0) = 2.
The local ring (C[t, θ0, y]/I5)0 is identical to the local ring
OO,Rb
2
,
where the Rb2 is defined in (1.5).
Next there are two cases: (1) Bb is non-deviated, (2) Bb is deviated.
Case (1): in this case, by (1.5), the homogeneous of degree 2 portions (g1)2, (g2)2
of g1, g2 do not have a common linear factor. Thus
L((C[t, θ0, y]/I5)0) = 2× 2 = 4.
Thus
L((C[t, θ0, y]/I3)0) = L((C[t, θ0, y]/I4)0) + L((C[t, θ0, y]/I5)0) = 6.
Case 2: by the conditions on ai in (1.5), we can arrange a coordinate system
such that the generators for I5 are
θ0t+ u1t
3, θ20 + u2t
4.
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Thus the local ring
(C[t, θ0, y]/I5)0
has a basis
1, t, θ0, t
2, t3, t4.
(To abuse the notation, we use t, θ0 for t
′, θ′0). Therefore the length
L((C[t, θ0, y]/I4)0)
is 6. Now
L((C[t, θ0, y]/I3)0) = L((C[t, θ0, y]/I4)0) + L((C[t, θ0, y]/I5)0) = 8.
Note: the length of L((C[t, θ0, y]/I3)0) jumps from 6 to 8 because of the factor
L((C[t, θ0, y]/I5)0),
which is equal to
L(OO,Rb
2
).
The geometric multiplicity m(Z,W ) of W along Z is equal to
δ2(b, p0) = 2 + L(OO,Rb
2
).
Note that L(OO,Rb
2
) jumps from 6 to 8 as b moves from non-deviated to deviated.
Now to complete the proof of (4.1), by the discussion in (4.2) and (4.7), we have
I(b, p0) = δ2(b, p0)− δ1(b, p0)
= 2 + L(OO,Rb
2
)− (3 + L(O0,Rb
1
)
= L(b)− 1.
Also we have obtained:
If Bb is non-deviated, I(b, p0) = 6− 6 = 0 or L(b) = 1;
If Bb is deviated, I(b, p0) = 8−7 = 1 or L(b) = 2. Thus I(b, p0) is not a constant
with respect to b. That proves (4.1).
To prove theorem (1.6), we know by proposition (3.1),
∑
i6=0
I(b, pi) = 3(j1 + j2)− 2i1 − 2i2 − n0 − 5k − 4,
is a constant. Combining the fact that I(b, p0) is not a constant, we obtain
I(b) =
∑
i
I(b, pi)
is not a constant. That contradicts (1.8). Thus theorem (1.6) is proved.
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