Abstract. We prove that the average singular value α(d) of a complex valued d × d matrix the recurrence relation involves a connection with the theory of Turán determinants. We also discuss some applications to the problem that originally motivated the conjecture.
Introduction
Let X be a d × d complex random matrix with random i.i. X is denoted by α C (d) and given by
The following is our main result and answers in the positive the complex case of Conjecture 8 in [3] . 
As in [3] , one can explicitly compute
and use the Marchenko-Pastur distribution [5] with density mp(x) = 1 2πx
x(4 − x)1 [0, 4] ,
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which gives the limit distribution of the eigenvalues of a Wishart matrix, in order to obtain
leading to the following optimal global estimates for the singular values. The lower bound provides the optimal estimate for the complex case in [3, Theorem 7] .
Corollary 1. Let α C (d) be the average singular value of a complex valued d×d matrix
The singular values of
X are the square-roots of the eigenvalues of the Wishart matrix
which are known to be distributed according to the Laguerre ensemble of order 0. More precisely, the eigenvalue distribution of such eigenvalues in the bulk of the spectrum is given by the first-order marginal [4] :
n (x) is the Laguerre polynomial, defined, for general parameter α, as
By combining the above definitions, one can write α C (d) explicitly in terms of Laguerre polynomials:
The core of the proof is the following Proposition, which reduces the proof of (1.1) to the estimation of two simple integrals involving Laguerre polynomials. First define the constants
The key ingredient of the proof is the following recurrence relation for the average singular value as a function of dimension, which has independent interest, since it offers a computational method for evaluating α C (d):
The main insight leading to the proof of Proposition 1 is a connection to the theory of Turán determinants of orthogonal polynomials. The Turán determinant of a family of sequences {P n }, of is an expression of the form:
Turán determinants of orthogonal polynomials were first studied by Turán [8] . In [7] Szegö found a manifold of connections with other mathematical areas. Our proof of Proposition 1 starts with an idea of Szász [6] to construct a recurrence relation for such determinants. We will see that the eigenvalues intensity (1.2) can be related to a Turán determinant in terms of the Laguerre polynomials L
Proof of Theorem 1
We rewrite (1.3) as
and define
so that
In view of Proposition 1, (1.1) is equivalent to
To complete the proof, we show that (2.1) holds, resorting to the following Lemma, whose proof is given in the last section.
We already know from the proof of Lemma 19 in [3] 
Combining this estimate with Proposition 1 and Lemma 1, yields: √ π.
Proof of Proposition 1
The key observation is to recognize d
. We start by using the Christoffel-Darboux formula, valid for any sequence of orthogonal polynomials [2, Theorem 5.2.4]:
Setting x = y in (3.1) we obtain
Using the formulas [2, (6.2.16), (6.2.18)]
d (x), the Laguerre polynomials of parameter α = 1:
Then we use the following observation, after Otto Szász [6] : one can use the recurrence formula [2, (6.2.5)]
d+1 from ∆ d+1 (x) and another to eliminate L
then, we remove L (3.4) and using the resulting recurrence formula. This leads to
Subtracting (3.6) from (3.5),
Now recognizing the factor L
taking into account the definitions of the constants δ d , δ d . Then, using (3.2) again, we obtain the desired simple recurrence relation for ∆ d (x):
Finally we use
to see that (3.9) implies the equivalence between (1.1) and (2.1).
Application in combinatorial optimization
Theorem 1 has an immediate application to the little Grothendieck problem over the unitary group U d (U ∈ U d if and only if UU H = U H U = I d×d ), the problem considered in [3] that originally motivated the conjecture: given C ∈ C dn×dn a complex valued semidefinite matrix,
In [3] , an algorithm called Orthogonal-Cut for solving the above problem is presented, together with the following bounds.
Theorem 2.
[3] Let C 0 and complex. If W 1 , ..., W n ∈ U d are the random output of the Unitary version of the Orthogonal-cut algorithm, then
Remark 1. Combining this with Corollary 1 leads to the d-independent inequality
Remark 2. Theorem 1 shows, as suggested in [3] , that the approximation ratio in the algorithm gets worse as the dimension increases.
Proof of Lemma 1
We start with the formula [9, formula (16), p. 330], valid for p, α, β > −1:
We find it more convenient to use the hypergeometric notation (see [2] for general definitions and properties of hypergeometric functions):
Formula (5.1) can be written in terms of a hypergeometric function 3 F 2 as follows
and setting α = β = 1, p = 3/2, n = d and m = d − 1 gives, using
Now, recall the formulas [1, page 255]:
From the second one we have 
