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Abstract
Geometric fitting — parameter estimation for data subject toim-
plicit parametric constraints — is a very common sub-problem in
computer vision, used for curve, surface and 3D model fitting,
matching constraint estimation and 3D reconstruction under con-
straints. Although many algorithms exist for specific cases, the
general problem is by no means ‘solved’ and has recently becom
a subject of considerable debate among researchers in statistical
vision. This paper describes a new, more direct approach to geo-
metric fitting, formulating it as the explicit recovery of a coherent,
statistically optimal set of estimates of the “underlying data points”
that gave rise to the observations, together with the estimated con-
straints which these points exactly verify. The method is imple-
mented using an efficient constrained numerical optimization tech-
nique, and is capable of handling large problems with complex,
constrained parametrizations. As examples of such problems, we
consider the optimal estimation of the fundamental and essential
matrices and the trifocal tensor, subject to their full setsof alge-
braic constraints. We also describe how our approach ‘reducs’ to
existing geometric fitting methods like gradient-weightedorthog-
onal least squares, and give a novel approach to robustness based
on it.
Keywords: geometric fitting, orthogonal regression, statistical es-
timation, constrained optimization, matching tensors.
1 Introduction
Geometric fitting — statistical estimation for data subject
to implicit parametric constraints — is a very common sub-
problem in computer vision. Examples include: (i) curve,
surface and 3D model fitting (e.g.conics [27, 19, 7, 34]);
(ii ) the estimation of homographies, epipolar or trifocal ge-
ometry from matched image tokens [35, 29, 2, 15]; (iii ) 3D
visual reconstruction under various types of calibration con-
straints. Although many algorithms exist for specific cases
and Kanatani [20] has attempted a synthesis, the general
problem is by no means ‘solved’ and has recently become
a subject of considerable debate among statistical vision re-
searchers [27, 18, 20, 29, 7, 34, 28]. Discussion has cen-
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tred on three issues: (i) statistical theory: bias, error mea-
sures, decision rules, the nature of optimality; (ii ) robustifi-
cation; (iii ) efficientnumerical methodsfor frequent, large
or complex problems.
Although theoretical, the research is being driven by
practical problems: (i) the need to improve the precision
and robustness of highly automated vision systems,e.g.
for 3D model building [9, 21, 22, 6, 2]; (ii ) the need to
handle algebraically complex problems arising from multi-
image geometry, with redundant constraints, gauge free-
doms, and/or constrained parametrizations —e.g.match-
ing tensor estimation, self calibration, reconstruction under
constraints.
This paper describes a new approach to geometric fitting,
which directly applies constrained numerical optimization
to the “natural” underlying problem, rather than trying to
“reduce” it to a “simpler” one. The result is easier to use
and more efficient than some of thead hocalgorithms that
have been proposed. It also allows guarantees about things
like rates of convergence, and automatically provides useful
supplementary information — covariances and point posi-
tion estimates — that would often have been needed in any
case. We will also discuss how the method can be ‘reduced’
to existing ones, notably gradient-weighted least squares
[27], a fundamental matrix method considered in [35], and
Kanatani’s ‘optimal parametric fitting’ [20].
As test cases, we give algorithms for the precise estima-
tion of the fundamental matrix, the essential matrix, and the
trifocal tensor from point matches, which exactly take into
account all of the nonlinear constraints involved. (As far as
I know, this is the first such algorithm for the trifocal tensor,
if direct calculation from an intermediate projective recon-
struction is excluded).
Sections 2 and 3 motivate the method by considering
some complex real-world fitting problems, and describe the
abstract framework that we will adopt. Sections 4 and 7
discuss the ‘full’ and ‘reduced’ methods, and relate these to
current approaches. Section 6 considers covariance estima-
tion. Sections 5 and 10 describe the numerical implemen-
tation and apply it to matching tensor estimation. Section
11 briefly describes some preliminary experimental results,
and we finish with a conclusion.
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Notation is introduced as needed, but briefly:u stands
for parameters,x for true underlying data points,y for
observations of these,c(x;u) for the constraints linkingx to u, andk(u) for constraints onu itself. Bold sub-
scripts on functions denote derivatives,e.g.cx andcu are
the dim(c)  dim(x) and dim(c)  dim(u) Jacobeans@c=@x and@c=@u. Bold subscripts on non-functions are
just labels,e.g.x.  and denote covariance and in-
formation (inverse covariance) matrices,e.g.x   1x .
Hat û denotes fitted estimates of true underlying valuesutrue. On 3-vectors,[] denotes the cross product matrix[a]b = a ^ b.
2 Some Typical Fitting Problems
To motivate our method and relate it to existing ones, we
sketch several common geometric fitting problems and the
difficulties they create.‘Geometric’ means that: (i) there
are constraints expressed asimplicit functionsc(xi;u) = 0
of the underlying data pointsxi and parametersu; (ii ) all
coordinates of the data or parameters are on an equal foot-
ing, andall are uncertain. For example, we can not (or
choose not to) take some of the variables as independent,
precisely known ‘explananatory variables’ and describe the
others as functions (regressions) of these.Conic fitting: This well-studied problem [27, 19, 7, 34]
is a prototype for other types of implicit curve and surface
fitting, and also (modulo the difficultdata associationprob-
lem) for fitting object-level “CAD” models to 3D or image
data. Projectively, conics can be parametrized by the 6 inde-
pendent coordinatesu of a 3  3 homogeneous symmetric
matrixA and written implicitly asc(xi;u)  x>i Axi = 0.
Owing to measurement error, these equations will not be
exactly satisfied for observationsyi. Fitting necessarily in-
volves a trade-off between the different error terms.
A key insight is that it isnot sufficient just to take ar-
bitrary algebraic formulaec(yi;u) and minimize theal-
gebraic distance
Pi kc(yi;u)k2, as the resulting implicit
least squares trade-off can lead to very significant bias
[19, 7, 34]. Before attempting any such “algebraic” mini-
mization, it isessentialto balanceor standardize the rel-
ative scales of both the coordinates and the different con-
straint equations. The Jacobeancx  rxc should have
components ofO(1). For example, pixel coordinates should
be standardized toO(1): mixingO(512) pixel coordinates
with O(1) homogenizers can give different terms inc very
different scales, and hence very different weights in the min-
imization.
But evenwith standardization, algebraic distance is just
a heuristic. A statistically more accurate error model
can be obtained by locally linearizing the constraints
(and hence the fitted curve or surface) and minimizing
the Mahalanobis-orthogonal distance of the observations
from the curve or surface. To first order, this is equiva-
lent to minimizing the constraint-covariance-weighted er-
ror measure
Pi c(yi;u)> 1ci c(yi;u), where ci cx(yi;u)>xicx(yi;u) is the predicted covariance of the
constraint functions owing toyi uncertainty, for fixedu.
We will rederive this below, but it is a standard result in
the statistical theory ofweighted orthogonal regression
[10, 4, 3], advocated in vision contexts by (among others)
[27, 20]. For scalar constraints, this reduces togradient
weighted least squaresminuPi jc(yi;x)j2=(c>xxicx). Matching tensors: These are the objects that gener-
ate the algebraic constraints between corresponding tokens
in different images. For two images we have the3  3
fundamental matrix F and its calibrated cousin thees-
sential matrix E [23, 5], while for three images there
are three distinct3  3  3 trifocal tensors G [24, 14].
Besides their use in image matching, matching tensors are
important because they characterize the camera geometry
and generate an implicit 3D scene reconstruction [26, 32].
However they are an over-parametrization. Form images
the camera geometry has6m  7 parameters for calibrated
cameras (i.e. 5; 11 for m = 2; 3), or 11m   15 for uncali-
brated ones (7; 18 for m = 2; 3). In contrastF, E andG
have respectively 8, 8 and 26 components (up to scale), and
hence must be subject to 1, 3, and 8 supplementary con-
straints. ForF the constraint is det(F) = 0, while for E
the constraints can be written in several forms [5], in par-
ticular as a subset of 3 of the 9 cubic Demazure constraints(EE>   12 trace(EE>)  I) E = 0. For the trifocal tensorG there are 10 cubic ‘determinantal’ constraints of which
only 8 are linearly independent for any given tensor (details
below).
To estimate the matching tensors accurately, it is essential
to take these nonlinear constraints into account. For exam-
ple, the “linear” (algebraic distance based) methods for es-
timatingF from at least 8 matched point pairs [23, 5] orG
from 7 matched point triplets [15] are reputed to lose both
accuracy and stability because they ignore the constraints
(not to mention their suboptimal error metrics).
There are basically two ways to incorporate the con-
straints. One is to develop methods capable of fitting mod-
els whose parametersu are subject to arbitrary constraintsk(u) = 0. This is the route we will take below. The
other is to attempt to remove the redundancy by finding a
minimal parametrization that automatically satisfies the
constraints. For example Zhang [35] gives several such
parametrizations for the fundamental matrixF. In theory
this is always possible, but in practice it is often infeasi-
ble or undesirable. For one thing, it essentially amounts
to algebraic elimination of variables using the constraints.
This tends to significantly increase the degree and complex-
ity of the equations involved, leading to complicated code
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and much poorer numerical conditioning. Secondly, the re-
sulting formulae are usually only valid on a limited ‘coor-
dinate patch’ (range of the remaining variables). Often they
have singularities on the patch boundaries and numerical
ill-behaviour extending well into the interior. Restricting
attention to a single patch (assumptions like ‘reconstructed
points will not be near infinity’ or ‘rotations will be much
less than 90’) may exclude the true solution, and often
leads to sluggish or unreliable convergence. To counter this,
several parametrizations must be implemented, along with
code to detect problems and switch between patches when
necessary. This can easily become unmanageable: we take
the view that it is simpler and often faster and more reli-
able to use a redundant parametrization and a formalism de-
signed to handle constraints, than to try to eliminate them.
For the trifocal tensor there is a further complication. Not
only is there no simple minimal parametrization (that I am
aware of), but the constraints themselves are redundant in
that it is not clear how to systematically choose 8 linearly
independent representatives among the 10 available cubic
constraints. So we must deal with a redundant parametriza-
tion subject to redundant constraints. In fact, even the tri-
focal point matching constraints are redundant in that they
give 3  3 = 9 tensorial equations of which only 3 are
linearly independent, although here it is at least possible
to systematically choose 3 independent representatives (see
below). Reconstruction under constraints.Another common
problem isgauge freedom: combinations of parameters
which have no effect at all on the overall fitting error. Ex-
amples include the choice of coordinate frame for 3D recon-
struction, and the choice of scale factors for homogeneous
projective point vectors, projections,etc. (‘Gauge’ means
‘coordinate system’). In theory these redundant degrees of
freedom can always be eliminated, either by a clever choice
of parametrization or by adding explicitgauge fixingcon-
straints. However in practice it is often advisable to leave
non-trivial gauge freedoms such as coordinate frames free,
as this can simplify the formulation and significantly im-
prove numerical conditioning and reliability by giving the
algorithm “more room to manoeuvre”. The idea is that a
redundant method does not have to “crawl along the con-
straint surface” to find the solution, it has the freedom to
move through some “more linear” embedding space, tem-
porarily violating the constraints in return for a more direct
path to the goal. (It is important to realize that since min-
imal parametrizations are often local and highly nonlinear,
the “algebraic” distance they have to “crawl” might be large
or infinite, while the “linear” distance remains small).
For example photogrammetrists often use ‘free’ (Eu-
clidean frame) bundle adjustment [1] because this has
proved more reliable and faster to converge in practice. Pro-
jective reconstruction takes this one step further, gaining
simplicity by licensing even projective deformations. The
point is that nonlinear fitting is hard enough already, with-
out adding complicated supplementary constraints just to fix
a gauge that we do not really care about in the first place.
Allowing unconstrained gauge freedoms does also have
disadvantages: (i) there are more parameters to deal with;
(ii ) the freedom leads to rank deficient matrices, so it is
essential to use stable numerical methods — ‘orthogonal’
methods like QR, SVD, or pseudo-inverses [20], or some
form of regularization like Levenberg-Marquardt — to en-
sure that the resulting ‘randomly chosen’ coordinate frames
are “reasonable” (nonsingular, well centred on the data,
etc.). The net result is that although ‘free’ methods are of-
ten more reliable and may converge in fewer iterations than
minimal ones, each iteration is slower so the overall speed
difference is unclear.
In summary, for precise results it is essential to use
an accurate statistical error model and to take any exist-
ing constraints into account. Real fitting problems often
have various types ofredundancy: gauge freedoms, con-
strained parametrizations, and redundant constraints. Mini-
mal parametrizations are always possible in theory, but of-
ten inadvisable in practice owing to their complexity and/or
poor numerical conditioning.
For serious applications it is seldom enough to estimate
just the model parameterŝu. For one thing error estimates
(e.g.covariances) are often needed. In theory these can be
obtained from the Fisher information (error surface curva-
ture) at the estimated solution using standard ‘covariance
propagation’ techniques [13]. However some sophistication
is needed. Large problems often have a sparse information
but a dense covariance, which it may be impractical to store
or manipulate. Also, with redundant parametrizations, di-
rections of gauge freedom have infinite covariance and zero
information, while constraint-violating directions have zero
covariance and infinite information. Some care is needed to
work numerically with such singular matrices.
Secondly,optimal consistent estimateŝxi of the ‘true
underlying data points’ are often useful,i.e. ones that are
statistically optimal among all those exactly compatible
with the estimated model and constraints. For example
for the epipolar constraint, optimal consistent estimates are
maximum likelihood point pairs where each point lies ex-
actly on its partners estimated epipolar line. These are ‘pre-
triangulated’ in the sense that their matching-constraint-
violating uncertainty has already been optimally resolved:
the corresponding 3D point can be reconstructed exactly
without recourse to further ‘triangulation’ [16]. Similarly,
in 3D modelling, it is often convenient to ‘clamp’ recon-
structed points to the estimated model surface, for example
to allow the accumulation of surface detail or as an aid to
further geometric processing. We will see below that such
‘optimal projection onto the constraints’ is actually the key
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to the whole fitting process: all we have to do is make it
explicit.
Finally, for real applications it is essential to provide
some form ofrobustnessto outliers. Gross outliers are
endemic to the visual correspondence problem. The most
effective remedy seems to be some form ofc nsensus
search, identifying “good” matches by their mutual com-
patibility with a single underlying (set of) model(s). Several
approaches have been developed, notably parameter-space
voting (Hough transform) and random sampling, but con-
sensus remains a difficult global combinatorial optimization
problem, especially in high-dimensions.
A more subtle but perhaps even more ubiquitous problem
is nearoutliers. These are caused by: (i) features that have
been correctly matched but poorly localized (owing to light-
ing variations, shadowing, partial occlusion, large changes
in viewpoint, oversmoothing, vagueness of the underlying
feature,etc.); and (ii ) mismatches that happen to nearly sat-
isfy the constraints (e.g.in cluttered scenes, or when there
is repetitive texture). By definition near outliers are not too
far from consistency so they cause no gross errors, but in
precise work they can significantly degrade the accuracy of
the final parameter estimate, especially if acceptance thresh-
olds have been set generously in an attempt to catch as many
matches as possible.
Handling near outliers is difficult as the outlier decision
requires a fairly accurate estimate of the inlier error distri-
bution. M-estimators potentially give the most accurate re-
sults, but estimating the required scale parameter is prob-
lematic. Rank based estimators like least median squares
have limited scale invariance (they depend on the accep-
tance thresholds for the initial set ofpossibleinliers, which
must reduce outliers to<50%withoutdeleting a significant
proportion of true examples) but they are significantly more
variable and they do not so directly yield parameter covari-
ances or consistent point estimates.
NB: There seems to be some confusion over robust er-
ror measures in the literature, with several authors (e.g.
[35, 29]) preferring least median squares over M-estimators
on the grounds that it “has a higher breakdown point”. For
parameter value (not covariance) estimation with roughly
known covariance scale, this is incorrect. Whatis true is that
thesearch methodof random sampling has a (much!) higher
breakdown point than thesearch methodof gradient descent
starting from a least squares solution — but either of those
search methods could be applied to either estimator. In fact
M-estimators are probably more robust in practice provided
their scale is set correctly, as they make an explicit decision
about what is plausible data rather than blindly “accepting
50%”.
3 Problem Formulation
Our goal is to fit an implicit parametric model to noisy ge-
ometric measurements. Statisticians call thisweighted or-
thogonal regression[4, 3]. We will formalize it with the
following abstract model, which is sufficiently general to
cover most practical vision problems while still allowing ef-
ficient implementation. This is essentially just the standard
orthogonal regression model, also used (with adaptations)
by e.g.[27, 19, 20], but it pays to make the logical status of





We make a series of uncertainobservations yi, i =1; : : : ; n. Each observation relates to some specific under-
lying geometric entityxi, which (for want of a better name)
we call thedata. The data are fixed but unknown ‘ideal’
entities, logically distinct from the observations but in some
sense the sources of them. In curve or surface fitting, they
are the unknown exact positions of the ‘ideal’ underlying
points which fall exactly on the true underlying curve or
surface, while the observations are noisy measurements of
these. In 3D modelling, the data might be ideal points and
lines lying exactly on various facets of the true (but ideal)
underlying 3D object. For epipolar or trifocal geometry they
are pairs or triplets containing the exact image positions of
the true underlying 3D points and lines. The data and obser-
vations might be in different spaces and contain a mixture of
different types (points, lines, conics,etc.), but we will call
them all ‘points’ for convenience.
Whether the observations are direct measurements of
the unknown data points or (for example) measured im-
age projections of 3D pointsxi, we suppose that they are
linked to the data by known probabilistic uncertainty mod-
elspi(yijxi). For fitting, we convert these into measures
of statistical deviationei(xi), e.g.posterior log likelihoodei(xijyi; priors) =   logp(yijxi)   logp(xijpriors). The
observations and prior information onxi enter the fitting
processonly through these penalty functionsei, but we will
not explicitly display them amongei’s arguments as they
are constant during any particular fitting problem.
The data pointsxi are not arbitrary, but are constrained to
lie exactly on some sort of ‘ideal’ geometric model — the
underlying curve, surface, 3D object model, epipolar geom-
etry, etc. The exact model is unknown, but is supposed to
belong to some parametric family governed by parameters
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u. For fixedu and each data pointxi, the model is specified
by a vector ofimplicit constraintsci(xi;u) = 0 whichxi
must satisfy exactly. We will suppose that these are theonly
constraints on thexi, which are otherwise arbitrary and un-
known (modulo any prior information incorporated into theei(), as above).
The parametersumay themselves be constrained by con-
sistency relationsk(u) = 0. For example, the components
of the fundamental matrix satisfy the constraint det(F) = 0.
We will also allow a bias or error penaltyg(u) onu, perhaps
derived from a priorp(ujpriors) summarizing independent
previous measurements ofu. We assume thatg does not
depend on the current dataxi, which are coupled tou only
through the constraintsci, not through eitherg or ei.
Our goal is to find a statistically optimal estimateû of the
parametersutrue describing the true underlying model. We
are mainly interested in point (mode based) estimators like
least squares (LS), maximum likelihood (ML), or maximum
a posteriori (MAP), so for the moment we assume that the
optimality criterion is the minimization of the combined er-
ror metricg(u) +Pi ei(xi). As discussed above, it may
also be useful to find optimal consistent (withû) estimatesx̂i of the true dataxtruei . But whether these are needed or
not, we will see that recovering them is actually the essence
of fitting and must be done implicitly even if it is not made
explicit.
We will assume that the constraint functionsk(u) andci(xi;u) and the error functionsg(u) and ei(xi) are lo-
cally smooth and bounded nearutrue andxtruei , and that we
have initial estimates sufficiently good to allow a local op-
timization method to converge to the globally optimal solu-
tion given the observations. Often the dataxi can be ini-
tialized from the observationsyi, while initialization ofu is
significantly harder. Some sort of consensus search may be
necessary (e.g.Hough voting or random sampling), but if so
we suppose that this has already been done.
To simplify notation and provide insight into the na-
ture of constrained fitting, it is useful to gather the com-
ponents of the all data points into a single bigjoint
data vector x  (x1; : : : ;xn). Similarly, the con-
straintsci are assembled into a bigjoint constraint vec-
tor c(x;u)  (c1(x1;u); : : : ; cn(xn;u)) and the error
functions are summed into ajoint error function e(x) Pi ei(xijyi; priors).
For fixedu, the feasible subspaceSu is the set of allx
consistent with the constraintsc(x;u) = 0. This is just the
Cartesian productS1u  : : :Snu , whereSiu is the subspace
of xi compatible withci(xi;u) = 0. Asu varies (subject tok(u) = 0), the subspacesSu sweep out thetotal feasible
subspaceS  Su Su (see fig. 1). It is this space of all
potentially feasible joint data points that we have to search
to find the optimal estimatêx and its associated̂u.
It is important to realize that even if there are manyu
Sxtrue x̂ r(e+ g)(x̂)Sutrue Sûu
Figure 1: Geometric fitting amounts to minimizing the error over
the total feasible subspaceS in joint data space, and reading off
the correspondingu.
values consistent with any givenxi, Su andS are usually
proper subspaces of the joint data space. Generically,S
locally has codimensiondim(c)  dim(u)+dim(k) and is
regularly foliated bydisjoint subspacesSu of codimensiondim(c). This occurs quite naturally:S is proper whenever
there is too much data to interpolate exactly given this many
parameters, and theSu are generically disjoint whenever
each parameter is generically identifiable given the data (i.e.
locally in (x;u), for each perturbationu! u+ u there is
at least one constraintci for which that perturbation makes
a difference). However, note that if there is a gauge freedom
in u, gauge-equivalentSu will coincide exactly andS will
have fewer dimensions. (In this case,anygauge-equivalentu is equally good as a solution).
A key insight is that the parametersu — the subdivision
of S into SSu — are in a senseirrelevant to the fitting
problem. The error metrice is defined in terms ofx alone.
Theu-penaltyg(u) (if any) can in theory be re-expressed as
an implicit function ofx, which happens to be constant on
eachSu. So maximizing the fit just amounts to minimizing
the combined error(e + g)(x) over thetotal feasible sub-
spaceS (fig. 1). Once this has been done, the correspondingu can simply be read off. The optimality condition is simply
thatrx(e+g) be orthogonal toS, both in theSu directions
(so that the estimateŝxi are locally optimalgivenu) and
transversally in the@@u directions (so that the estimatedû orSû is locally optimal).
Note that if theyi are direct measurements of thextruei
with Gaussian errors and the priorg(u) is negligible, the
error gradient at any pointx is Mahalanobis conjugate
the direction of the joint observationy = (y1; : : : ;yn): ex =  1x (y x). Hence, parametric fitting is equivalent
to Mahalanobis-orthogonal projection ontoS: x̂ lies at the
foot of the Mahalanobis normal toy in S.
In summary, we can reformulate constrained geometric
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fitting as the following abstract optimization problem:
Abstract Geometric Fitting Problem
Given:
– an unknown data vectorx
– an unknown parameter vectoru
– error functionse(x) andg(u)
– vectors of constraint functionsc(x;u) andk(u)
Find (x̂; û) minimizing e(x) + g(u) subject to the
constraintsc(x;u) = 0 andk(u) = 0.
Of course, this is just an instance of the still more abstract
problem of minimizing a function of the combined param-
eters(x;u) subject to the combined constraints(c;k), but
to exploit the special structure of the problem we will work
with the above expanded form.
4 A Fitting Algorithm
The above framework implicitly underlies most current sta-
tistical approaches to constrained fitting, but it is usually
hidden by “reducing” the problem to one that explicitly in-
volves only the parametersu. We will consider reduction
below. In this section we derive an efficient algorithm that
directly solves the “full” fitting problem as it is given above.
Advantages of the full approach include: (i) simplicity
and directness; (ii ) the fact that it exactly solves the underly-
ing estimation problem without linearization assumptions;
and (iii ) the fact that it automatically gives optimal, exactly
consistent estimateŝxi of the underlying data pointsxtruei .
On the other hand, for simple problems the reduced meth-
ods are potentially a little faster, especially if they are hard-
coded and̂xi estimates or covariances are not needed. How-
ever for complex problems with multiple constraintsci, the
most practical way to implement the reduced methods is as
the first pass of the full one, so the speed difference turns
out to be quite small and the full method is recommended.
Our approach is based on the classical constrained opti-
mization technique ofsequential quadratic programming
(SQP) [11, 8]. This is a Newton-like method that requires
second derivatives and provides quadratic asymptotic con-
vergence for smooth non-linear cost functions under smooth
non-linear constraints. The basic idea is to iterate, at each
step approximating the cost and the constraints by their sec-
ond order Taylor series and exactly solving the resulting
subproblem. Suppose we want to extremize a scalar cost
functionf(x) subject to constraintsc(x) = 0, over some
variablesx. Lagrange multipliersz give an implicit solu-
tion1: fx + z>cx = 0 with c(x) = 0
Take second order Taylor approximations based at the cur-
rent estimatex, and look for an update(x; z) that satis-
fies the Lagrange equations to first order. The result is:fxx + z>cxx c>xcx 0  xz+ z =  fxc 
Solve, update(x; z), re-estimate derivatives, and iterate to
convergence.
The coefficient matrix is typically (but not invariably)
nonsingular providedfxx is positive andcx has full row
rank (i.e. the constraints are locally linearly independent).
However it is never positive definite owing to the0 in the
lower right corner, so care is needed when selecting numer-
ical methods. Ifcx is rank deficient there may be no locally
feasible solution (c 6= 0). But if there is, a least-squares
(pseudo-inverse) update is adequate for the above iteration.
At the risk of a reduced rate of asymptotic convergence,
the matrix on the left can be modified without changing the
solution. (As always with Newton-like methods, it is the
vanishing of the right hand side that determines the solu-
tion). The Lagrange termz>cxx corrects for the curva-
ture of the constraint surfaces, and can often be dropped if
this is expected to be much smaller than the curvaturefxx
of the cost isosurfaces (in our case, the point error ellip-
soids). Our implementation below does this by default, as
it significantly reduces the cost per iteration. A Levenberg-
Marquardt-like regularizerI can also be added, “small”
terms dropped,etc. Modifying the lower right hand0 re-
quires care: when factorized, this block naturally becomes
negativedefinite, so any added Levenberg-Marquardt-like
term must also be negative (otherwise it willdestabilize the
system). In any case, the constraints will only be satisfied
to first order at the next step if thecx and0 blocks are pre-
served.
In a practical implementation of SQP, it is also necessary
to monitor the above step prediction and reduce it if nec-
essary, to guard against convergence to non-minimal sta-
tionary points and uncontrolled steps outside the domain of
validity of the Taylor approximation. This is recommended
(but perhaps not absolutely indispensable) even for the rel-
atively benign (by numerical analysts standards) problems
considered in this paper. Inequality constraints can also be
incorporated, although this significantly complicates the al-
gorithm [8, 11].
‘Full’ geometric fitting method: Now we apply SQP to
our abstract geometric fitting problem. See the inset above
1We will use subscripts to denote derivatives,e.g. cx is thedim(c) dim(x) constraint Jacobean[@ci=@xj ] andfxx is the Hessian@2f=@xi@xj.
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  LDL> = 0BB@x c>xcx 0 cuc>u 0u k>uku 0 1CCA   1 = L >D 1L 1 = 0BB@ xcTcx  c symmetric uTux uTuc u kTkx kTkc kTku  k1CCAD  0BB@x  c u  k1CCA L  0BB@ IxTcx Ic Tuc IuTku Ik1CCA L 1 = 0BB@ Ix Tcx Ic Tux Tuc IuTkx  Tkc  Tku Ik1CCAx  exx + z>c cxx k   1k  (ku 1u k>u ) 1 Tcx  cx 1x Tux  TucTcxc  cx 1x c>x u   1u   1u k>ukku 1u Tuc  c>u 1c Tkc  TkuTuc0u  guu + z>c cuu + z>kkuu c   1c   1c cuuc>u 1c Tku  ku 1u Tkx  TkuTucTcxu  0u + c>u 1c cu x   1x   1x c>xccx 1x
for notation. All quantities are evaluated at the current(x;u). Subscriptsx, u on functionse, g, c andk indicate
derivatives. Otherwise they are just labels. The SQP update
equations can be written as a symmetric block tridiagonal
linear system0BB@ xzc + zcuzk + zk1CCA =  0BB@excguk 1CCA (1)
The second and fourth equations say that the updated con-
straint violationsc(x + x;u + u) andk(u + u) van-
ish to first order. The first and third say that the updated
data and parameter errors have been minimized to sec-
ond order (i.e. the updated error gradients are perpendic-
ular to the constraint surfacesex(x + x) + z>c cx  0,gu(u+ u) + z>c cu + z>kku  0).
The coefficient matrix has a block tridiagonal recur-
sive decomposition [12]LDL>, whereL is a blocked lower
band unit matrix andD is block diagonal. The inverse =  1 is dense, but linear algebra can be performed
efficiently using the sparse decomposed forms. For ex-
ample linear equations can be solved by forward propaga-
tion (effectively multiplying byL 1, accumulating compo-
nents downwards), followed by back propagation (multiply-
ing byL >, accumulating components upwards) [12]. Note
thatx andu are usually positive (semi)definite (.g. ifexx andguu + c>uccu dominate the curvature termscxx,cuu, kuu), while the diagonal blocks c and k cor-
responding to the constraintsc andk are typicallynegative
(semi)definite.
5 Implementation Details
The code is packaged as a generic search driver which calls
two user routines to evaluateei, xi, ci, cxi andcui for
each point, andg, gu, guu, k, andku. Only the user rou-
tines are problem specific. We allow for a few special cases
like diagonal or constant, pre-decomposedxi, since this
can significantly increase the overall speed. The rest of this
section gives details of the technical implementation of the
driver, and can be skipped by non-technicians.
Splittingx andc into individual data pointsxi and con-
straintsci and rearranging in terms of(xi; ci) pairs, the co-
efficient matrix takes the form0BBBBBBBBBBBBB@
x1 cx1>cx1 0 0cu1
...
...xn cxn>cxn 0 0cun0 cu1>    0 cun> 0u k>uku 0
1CCCCCCCCCCCCCA
Solving the SQP update equations requires evaluation
and decomposition of this matrix, forward substitution
of the right hand side, then back substitution to find
the update. Whatever the decomposition method, de-
composition and forward substitution treat the diagonal
block for each pair(xi; ci) separately, followed by an
accumulation over thecui terms to give theu ones
and treatment of the(u;k) block. Back substitution
propagates theu solution back up into each individ-
ual (xi; ci) block via thecui. The entire computation
is O  n   (jxj+ jcj)3 + jcjjuj + (juj+ jkj)3 (j  j =
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dim()) — linear in the numbern of data points. Only
the nonzero blocks (including the diagonal zeros) need be
stored, so the memory requirement isO(n) too.
There are several types of matrix decomposition that
could be used, depending on how well conditioned the prob-
lem is. Above we gave the blockLDL> decomposition
which is theoretically convenient but not necessarily the
best for applications. The current implementation uses a
modified form of Choleski decomposition [12, 11]. This is
very fast and has proved effective for all the examples con-
sidered in this paper, but it does not handle rank deficiency
very gracefully. For example, it fails if theci are linearly
dependent rank(cxi) < dim(c). This happens,e.g., in tri-
focal tensor estimation if more than the minimum 3 of the 9
components of the three image point matching constraint
are taken (see below). The problem can be avoided by
choosing a suitable subset or projection of the constraints,
but it would be useful to have a stabler fall-back method for
more difficult problems. Future work will investigate this:
sparse QR and Householder reduction to tridiagonal form
are likely to be the stablest (and slowest) possibilities, while
the Aasen or Partlett-Reid factorizations [12] might prove
useful intermediate solutions. However all of these meth-
ods are 2, 4 or more times slower than Choleski decompo-
sition, which has proved adequate for all of the problems
considered here.
The current implementation ignores the Lagrange (z)
terms in thex andu blocks, as we expect the point un-
certainty to be small on the scale of the constraint (fitted
surface) curvature for most realistic problems. (This does
not change the solution, only the convergence rate). With
this simplification and non-negativeexx and guu, the
matrices are all at least positive semi-definite and the im-
plementation assumes this. Also, with many error models
thex blocks are constant (and even diagonal) and can be
decomposed in advance for speed.
Our Choleski implementation is slightly nonstandard in
that the input matrix is not positive definite. This means
that its decomposition is complex: the decomposedc andk columns are pure imaginary. However all the factors ofi
cancel out in the end, so it is only a matter of bookkeeping to
keep track of where they should be and what signs they pro-
duce. To increase the stability slightly in near rank-deficient
cases, we also use a version of Gill & Murray’s modified
Choleski factorization [11]. This edits (increases the mod-
ulus of) diagonal elements if they would be too small. For
example, in our trivalent tensor routine,k(u) includes all 10
cubic constraints on the tensor, even though only 8 of these
are linearly independent, but the stabilization is sufficient to
handle this without problems.
Finally, note that theLDL> or Choleski decomposition of
non-positive matrices (as here) is usually considered to be
ill-conditioned and hence ill-advised [12, 11]. This is true
in general, but the special structure of the problem helps
us here. Provided there are no rank deficiencies, the diag-
onal0’s give rise to diagonal blocks that are either strictly
positive or strictly negative definite. This is enough to sta-
bilize the problem (barring rank degeneracies!). However if
any sort of regularizer (e.g.Levenberg-Marquardt or modi-
fied Choleski) is used, it is important regularize the negative
blocks negatively, otherwise itdestabilizes the decomposi-
tion.
6 Covariance Estimation
After convergence, the matrix gives a linearized es-
timate of the joint covariance of the estimated solution(x̂; ẑc; û; ẑk). In particular, the joint covariance of(x̂; û)
is given by the submatrix̂xu  xx> xu>ux> uu>   x  T>uxu uTux u 
This is dense as thêxi are coupled to each other viâu. It
is also singular,(cx cu)̂xu = 0, because the constraints
are exactly enforced to first order for all feasible(x; u):c = cxx + cuu = 0. Similarly, kuu = 0. Butx̂ alone has a covarianceacrossthe constraints:cxx 6=0. This is the projection of the constraint-satisfying joint(x;u) variability. However note that the constraint violation
and thexi-xj couplings inx are small, typicallyO(1=n).
If u is frozen at the estimatêu, thex̂i variations are de-
coupled and thex covariance is described not byx but
by the sparse matrixxjû   1x   1x c>x 1c cx 1x (i.e.x with c replaced by 1c , sinceu ! 0). This does
satisfycxxjû = 0, and represents the projection of the
unconstrainedx covariance 1x ontoSû, whereasx rep-
resents the (less singular) projection ontoS.
As always with constrained fitting, the covariances are
rank deficient because variations that violate the active con-
straints are forbidden. The corresponding information ma-
trices do not exist, although pseudo-inverses can some-
times be substituted. If necessary, the results can be trans-
formed into any convenient minimal (unconstrained) local
parametrization by the usual covariance propagation for-
mula x ! JxJ>, whereJ is the (here rectangular)
Jacobean[@x0=@x]. In favourable cases, the results are reg-
ular nonsingular covariance matrices, with well-defined in-
verses. However for most applications it is usually much
more convenient not to calculate the covariances or infor-
mations at all, but rather to store them in some factorized
form that allows easier, more efficient numerical manipula-
tion. (Choleski decomposition is used in our current imple-
mentation).
In contrast, if the parameters have a gauge freedom it is
the information matrices that are rank deficient and the co-
variances that do not exist. Since gauge variations have no
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effect at all on the fit, they have zero information and infi-
nite covariance. Some problems (e.g.estimating projection
matrices by autocalibration) combine both constraints and a
gauge freedom, in which case an orthogonal numerical ap-
proach like QR, SVD or pseudo-inverse seems essential.
7 Reduced Fitting Methods
Now we return to the theory and derive approximate, re-
duced versions of the full method, in which the data vectorx is not explicitly updated, but is represented as an implicit
first order correction about a fixed expansion pointx0. In
the sense that they approximately minimize a “reduced er-
ror metric” very similar to those used by standard first or-
der geometric fitting techniques like gradient-weighted least
squares, these methods can be seen as generalizations (and
indeed derivations) of the standard approach, to allow con-
straintsk(u) on the parametersu. However, we stress that
all reduced methods are first order approximations. It is the
full method evaluating at(x̂; û) that gives the exact optimal
solution, not a reduced one evaluating at(x0; û).
It is convenient to choose the expansion pointx0 to be
an exactunconstrainedminimum ofe, so thatex(x0) = 0.
For example, if the observationsyi are direct measurements
of the data pointsxi and there is no strong prior onxi, tak-
ing x0i  yi should globally minimize any reasonable error
metrice(x). Also, we will ignore thex constraint curva-
ture penaltyz>c cxx throughout this section, as we will not
bother to estimatezc.
The most direct reduced approach is given by propagat-
ing thex andc blocks of (1) intou using a partial block
tridiagonal forward substitution (c.f. row 3 of L 1), to give
the following reduced linear systemu k>uku 0  uzk + zk =  g>u + c>u 1c ~ck  (2)
where~c  c   cx 1x ex. This can be solved foru andzk+zk. In the full method, the results are then back prop-
agated intoc andx to findzc andx =   1x (ex + c>xc(~c+ cuu))=   1x c>xc(c+ cuu) if ex = 0 (3)
The evaluation point is the current(x;u) and the full solu-
tion gives an improved(x+x;u+u) which satisfies the
constraints to first order (2nd if the Lagrange terms are in-
cluded) and minimizes the error to second order. By design,
the solution(u+ u; zk + zk) is independentof the eval-
uation point(x;u), to first order in(x; u). The updated,
minimized value of the error function ise(x+ x) = e  12e>x 1x ex + 12 (~c+ cuu)>c(~c+ cuu)= e+ 12c>cc if ex = 0 andu = 0
The first two terms give the unconstrained minimum, while
the third gives the extra cost for enforcing the constraints.
The overall effect of the update is to minimize thereduced
error metric ereduced(u)  g(u) + 12c>cc (4)
with respect tou, with the convention thatc is held con-
stant in derivatives with respect tou, so that the solution
(u = 0) occurs whenc>ccu + gu = 0. If g  0 we
can also simplifyc to 1c in the above equations2, sincec> 1c cu = 0. In fact, the optimalx update forfixedu
is x =   1x c>x 1c c, which gives the same updated er-
ror e(x + x) = e + 12c 1c c. So minimizingc>cc orc> 1c c amounts to finding theu most compatible withx
in the sense that the estimated residual error for the first-
order-correctedx atu is minimized.
Also, if we allowc orc to enter intou derivatives in
(4) above, the net effect is to slightly increase the accuracy
of the approximation. For example, using the standard iden-
tity (A 1) =  A 1  A A 1 on 1c and thex update
(3) we obtain12ru(c> 1c c) = c> 1c (cu   cux  1x c>x 1c c) c> 1c (cu + cux  x) c> 1c ruc(x+ x) (5)
So the effect of the non-constant denominatorc is to move
the evaluation point ofcu onto the constraint surface to first
order. This ‘straightens’ the constraint direction and par-
tially corrects for the bias we introduced by holdingx fixed.




– an unknown parameter vectoru
– error functionse(x) andg(u)
– a data pointx0 minimizinge(x)
– vectors of constraint functionsc(x;u) andk(u)
Find ûminimizingg+ 12c>cc atx = x0, subject to
the constraintsk(u) = 0. If required, updatex0 byx̂  x0   1x c>xcc. If g = 0, c can be replaced
by 1c .
As familiar examples of reduced error metrics, consider
the case of 2D implicit curve or 3D implicit surface fit-
ting, for which a single scalar constraintci gives a ‘gradient
weighted’ error measure [27]:e(u) = 12Xi j ci(yi;u) j2cxi(yi;u)> xi cxi(yi;u)
2Againc is held constant in derivatives. Similarly, ifg 6 0 we can
minimizeg(u) + 12 (c  cuug>u )> 1c (c  cuug>u ).
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wherexi is the covariance ofyi. For the estimation of
the fundamental matrix from pairs of corresponding image
points(yi;y0i), the reduced error measure becomes:e(u) = 12Xi j y>i F y0i j2y0i>F>xiFy0i + y>i Fx0iF>yi (6)
Note that this is the only one of the error metrics considered
by Zhang [35] that is statistically correct to first order.
For the trifocal tensor, the reduced measurec> 1c c is
too complicated to write out explicitly. The matrixc is3 3 if the constraints are fully projected3. The easiest way
to evaluate 1c is to explicitly calculate and multiplycx
and 1x and invert numerically. In fact, to implement the
reduced method it seems easier to avoid explicitly differ-
entiatingc> 1c c, instead directly using (2), or estimatingcux and using (5).
In fact, although the reduced method is simpler and faster
than the full one for simple problems with scalar constraints,
it has little if any advantage for more complex ones with
multiple constraints. If the constraint covariancec =c>x 1x cx must be calculated and inverted numerically, the
easiest way to implement the reduced method is as the for-
ward propagation phase of the full one. Then — given that
the required matrices have already been factorized — the
extra cost of the back propagation to calculate thex updates
and implement the full method is minimal.
Of course, the reduced method is also less precise than
the full one in that it is based on a first order approximation
to x̂. The suboptimality is perhaps small for most practical
problems, but (5) and the relation to the true problem makes
it clear that thecorrectevaluation point is always the (esti-
mated) underlying point̂xi, not the observationyi orx0i . In
fact, although the full method necessarily costs more per it-
eration, it sometimes turns out to be faster than the reduced
one because its more accurate evaluations give convergence
in fewer iterations.
8 Relation to Other Methods
Our reduced error metrics coincide with those used in
weighted orthogonal regression [4, 3], ‘gradient weighted
least squares’ [27], and Kanatani’s ‘optimal parametric es-
timation’ [20]. This is no accident as the derivations of
all of these essentially amount to first order linearization,
and there is only one statistically correct answer to this or-
der. On the other hand, the associated numerical optimiza-
tion techniques differ widely. Our method allows for ar-
bitrary constraintsk(u) on the parameters, whereas most
of the other approaches assume that the problem can be
3One could also work with the pseudo-inverse of a redundant set of con-
straints — even with all 9 components of the trilinear matching constraints
— but that would be still more complex.
reformulated in terms of an unconstrained minimal local
parametrization.
‘Levenberg-Marquardt’ (Gauss-Newton with a diago-
nal regularizer) is probably the most popular technique.
ODRPACK [4, 3] is a publicly available trust-region im-
plementation designed for large orthogonal regression prob-
lems. Our current reduced implementations also include
L-M regularizers and might be classed as “L-M with con-
straints”, although it should be stressed that this leaves a
wide choice of linear algebra methods, and it is largely these
that determine the speed and stability of the final method.
Renormalization: Kanatani [19, 20] has developed
an orthogonal least squares optimization technique called
renormalization. This is closely related to thetotal least
squaresmethod [17]. It seems to be mainly intended for
problems in which the constraintsc(x;u) are homogeneous
linear inu (or can be made so by embeddingu in a larger
space and either ignoring or linearizing theu-constraints
that arise). In this case — modulo the dependence of the
‘weight matrix’ c on u — the cost function is a homo-
geneous quadratic inu and can be minimized (subject tokuk = 1) by an eigenvector routine. This minimum is
slightly biased as it ignores the variation ofc with u. To
remove the bias, thex evaluation point must effectively be
moved onto the constraint surface, as in (5) above. If we
do this the minimum of the reduced error will be exactly
zero. In renormalization, the correction is done implic-
itly (and slightly mysteriously), by calculating the bias of
the quadratic matrix and subtracting it. The result is akin
to eigenvalue estimation by inverse iteration [12] and con-
verges quite rapidly. (However Kanatani suggests that this
be implemented with a full eigenvector routine at each step,
which seems rather wasteful). It is not clear to me that
renormalization has any significant advantage over direct
nonlinear optimization, but it remains an interesting tech-
nique.
Bayesian approach: All of the above discussion is
within the framework of statistical point estimators (like
maximum likelihood or MAP) on the combined data and
parameter space(x;u). Another more Bayesian approach4
focuses on the posteriormarginallikelihood ofu, i.e. thexi
values are viewed as unwanted ‘nuisance parameters’ and
averaged (integrated) out of the problem. This can seldom
be done exactly, but if we assume that the constraints (and
hence the foliation ofS by feasible subspacesSu — c.f.
fig. 1) are locally approximately linear and that the condi-
tional posterior error distributionsp(xjy;u) in Su are well
localized and have volume roughly independent ofu, the
4Sometimes called “empirical Bayes”. A “pure Bayesian” would a so
hedge over the posterior foru, in the final uses to whichu is put. This
is seldom feasible, but when it is it can significantly increas overall sys-
tem robustness. It can be approximated,.g., by working with confidence
intervals overu.
10
values of theSu integrals can be approximated by the pos-
terior probabilities (i.e. heights) of their modes. Hence, the
ML estimateû still holds, and can be recovered by mini-
mizing the reduced error function12c> 1c c. In particular,
these assumptions hold for normal distributions, which have
constant shape (but not height or position) overanydecom-
position into parallel subspaces5.
9 Robust Formulation
All of the above discussion has been in a non-robust least-
squares-like framework. Now we consider how to robustify
the method against possible outliers. Since this is a local ap-
proach we assume that reasonable initial estimates ofu and
(if necessary)x have already been found,e.g.by a robust
consensus search.
One path to robustness would be to replace the error met-
rics ei(xijyi) with robust M-estimators, perhaps derived
from an outlier-polluted observation distributionp(yi) p(yijxi) + p(yijoutlier). This is possible, but not recom-
mended. For one thing, it gives highly non-convex error
surfaces which make numerical optimization difficult. In
particular, for distant outliersyi, the connection to the cor-
responding estimated data pointxi is ‘switched off’, so thatxi is free to wander anywhere on the constraint surface.
This leads to very poor numerical conditioning, so thexi
need to be ‘frozen’ by some sort of regularization proce-
dure.
More importantly, a robustifiede(xijyi) may not be what
we really wanted in any case. Even gross outliers usually
correspond tosomethingin the image, and it is at least not
completely implausible to hypothesize that whatever that
something is, the coupling of data to observation is roughly
described by the given error model(xijyi). What is in
question about outliers is not so much their error model, as
the fact that they belong to the fitted constraint or surface at
all. In other words, it is the connection ofxi tou that needs
to be ‘robustified’, not that ofxi to yi. For example, for
epipolar geometry estimation the outliers aremismatches—
real image events with presumably correct uncertainty mod-
els that just happen not to be in correspondence. Even for
near outliers resulting from poorly localized image tokens,
it is unclear that a weakened data-observation coupling is
really more appropriate than a weakening of their influence
on the fit. In any case, we will take the view that outliers
are potentially ‘good’ points that just happen not to lie on
the constraint surface, and develop a model with robustx-u
coupling.
The default working hypothesis is that apparent outliers
are potential inliers, but ones that we are not currently pre-
5To see this, work in coordinates aligned with the subspaces.The
modes and heights are given by sectioning with the Mahalanobis-
orthogonal subspace.
pared to trust. Although we want to reduce their influence
on the fitu, we still want the data estimatesxi to track the
evolving constraint surface, as this is useful information un-
der the null hypothesis that they are actually inliers. Hence,
the x-y andx-c couplingse(xijyi) andcxi must be left
at full strength to ensure that thexi stay both on the sur-
face and under the influence of the observationsyi. In fact,
it makes no sense to include a point in the fit unless both
terms remain active, since otherwise it will either converge
to yi or wander uselessly across the surface.
The only remaining candidate for robustification is thec-u couplingcui. We will use a simple probabilistic model,
but many alternatives are possible. Given outlier-polluted
observation distributionsp(yi)  p(yijxi)+p(yijoutlier),
estimate weighting factors (inlier probabilities)i(xi;u) =p(inlierjx̂i;yi)  p(yijxi)=p(yijoutlier), and replace
eachcui with icui. This amounts to using thexpected
coupling strength, since the correct coupling is 1 for inliers
and 0 for outliers. It is as if the constraints varied more
slowly with the parameters for unreliable points.
For diagnostic purposes and convergence testing we also
calculate the weighted fitting error
Pi iei. However
we emphasize that the algorithm actually minimizes the
unweighted error — derivatives ofi(xi) are never needed,
and there is no non-convexity.
For the reduced method, the weight factors can be esti-
mated from the implicitx and the reduced error contribu-
tionscicici  x>i xixi (c.f. (3)). Again, the’s are
weighting factors for use on the right hand side of (2), they
do not enter into derivatives with respect tou.
10 Matching Tensor Estimation
As examples of the full and reduced methods, we consider
the precise estimation of the fundamental matrix, the essen-
tial matrix and the trifocal tensor, in each case taking the
full nonlinear constraints into account. We work in homo-
geneous coordinates and assume basic familiarity with pro-
jective vision (e.g.see [5]).
Fundamental matrix: This case is fairly simple, so we
can use the reduced method with the statistically correct er-
ror metric (6). The parameter vectoru contains all 9 com-
ponents ofF. The constraint det(F) = 0 gives us one
component ofk, but we also include a second constraintkFk2 = PAB0 F2AB0 = 2 to ensure thatF stays well nor-
malized.
Essential matrix: Here the constraintsk are a little more
complicated, but we can continue to use the reduced method
and the full 9-component parametrization with a normaliza-
tion constraint. (Another possibility would be a rotation-
translation parametrization,E  [t]R). The Demazure
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constraint [5]M(E)E = 0 where M(E)  12 trace(EE>) EE>
has 9 components, but we know that only8   5 = 3 of
these are algebraically independent. Using all 9 constraints
would be quite slow as we would have to process (includ-
ing normalization) a10  9 rank 4 Jacobeanku and a10  10 symmetric rank 4 covariance matrixk. Instead,
we heuristically choose a subset of 3 “strong” constraints
and ignore the rest. It is not too important how this is
done, so long as the result has a well-conditioned rank 3
Jacobean. For instance, we can project out the 3 constraintsd>M(E)E along some directiond. An exact essential ma-
trix E  [t]R satisfiesM(E)  tt>, so the “strongest”
direction isd  t in the sense that for orthogonal directionsd>t = 0 and an exactE, the constraints trivially vanish. In
practice, we estimated  t heuristically from the columns
of the approximately rank 1 matrixM(E), and project both
the Demazure constraints and their Jacobean along this. The
Jacobean is lengthy, so we used MAPLE to calculate it.
Trifocal tensor: This case is quite complicated and it is
easiest to use the full method. We assume some knowledge
of tensors and properties of the trifocal tensor, see [25, 14,
31, 30]. We focus on the point matching case (lines are also
possible), and only consider one of the 3 distinct3 3 3
trifocal tensors between the 3 images, sayGA1B2C3 . (The
indices are labelled by the image they come from, and the
summation convention applies,c.f. [31]). ContractingG
with any image 1 pointx = xA1 gives a3  3 matrix, say(G  x)  GA1B2C3xA1 . If x0 andx00 are the image 2 and
3 points corresponding tox, ande0 ande00 are the epipoles
of image 1 in image 2 and 3, aclosure identity[30] shows
that (with a suitable choice of relative scales)(G  x)  x0e00>   e0x00> (7)
This has rank at most two, so det(G  x) = 0. This holds for
anyx, so it amounts to an algebraic constraint onG. There
are 10 such constraints in all, encapsulated in the 10 inde-
pendent components of the symmetric tensorial expression"A2B2C2 "A3B3C3 GA1A2A3 GB1B2B3 GC1C2C3 = 0.
(The"’s are alternating tensors that effectively take a3 3
determinant. The result is automatically symmetric in the
free indicesA1B1C1). These constraints are the trifocal
analogues of det(F) = 0. They are not all linearly indepen-
dent: explicit calculation shows that the rank of their2710
Jacobean is generically 8. Another way to write them is just
to take det(G  xi) = 0 for any 8 sufficiently general vec-
tors xi. For basis vectorsxi (i.e. A1 = B1 = C1) the
constraints are well known,e.g.[25].
On the other hand, the 26 (up to scale) components ofG
characterize the 3 image projective camera geometry, which
has3(34 1)  (44 1) = 18 degrees of freedom (i.e.
three3  4 projection matrices modulo a4  4 choice of
3D projective frame). So the components ofG are subject
to 26   18 = 8 independent algebraic constraints. Since
the above cubic constraints generically have rank 8, they
generically span the complete space of constraints onG.
(There may be exceptional points at which this is not true).
The trifocal point matching constraints[x0](G x)[x00] = 0 can be derived by multiplying (7) on the left
and right by[x0] and [x00]. Only 3 of these3  3 =9 equations are linearly independent for any given point
triplet. Their projections along eitherx0 (on the left) orx00
(on the right) trivially vanish, leaving only the2  2 = 4
orthogonal relations. And even ifx, x0 andx00 do not corre-
spond, (7) guarantees that the simultaneous projection alonge0 ande00 also vanishes, so one more degree of freedom is
lost. Given these facts, suitably “strong” pairs of projec-
tion directionsfd0;x0 ^ d0g andfd00;x00 ^ d00g are easily
found by using[x0](G  x)  (x0 ^ e0)x00> to estimated0  x0 ^ e0, and symmetrically ford00. The resulting three
relations generically span the3  2  3 = 3D space of alge-
braic matching constraints on the3 2 = 6 pixel coordinates
of the image points, modulo the 3 d.o.f. of their parent 3D
point (i.e. the projected3  6 cxi Jacobean generically has
rank 3).
All this gives the following implementation. Each point
triplet is represented by a data vectorxi of 6 pixel coor-
dinates, and the trifocal tensorG is represented by a 27
component vectoru. For each triplet,ci contains the three
projected trilinear constraints. At presentk contains a nor-
malization constraint and all 10 cubic constraints onG, as
we have no insight as to how to reliably choose 8 strong pro-
jection directions (short of an orthogonal projection of the
Jacobeanku, which would probably take longer than using
all 10 constraints). The11  27 Jacobean is complicated
and was evaluated using MAPLE.
The rank deficiency of theku Jacobean seems to cause
no significant numerical difficulties, even though the current
Choleski-based implementation is potentially rather unsta-
ble under rank deficiency. Indeed, deficiency incx (e.g.
including redundant matching constraints for each point
triplet) causes significant instability as it occurs much ear-
lier in the Choleski chain. A slower, more orthogonal nu-
merical method would be needed to handle this, and is cur-
rently under investigation. (However we stress that for the
current implementation this is not a problem).
11 Experiments
The methods described above are implemented and seem
to work well, but at present we only have very preliminary
experimental results. More will be given in the final version
of this paper.
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All of the methods converge quickly (say within 2–5 iter-
ations) if started from a reasonable approximate solution,
e.g. obtained from random sampling or (barring outliers)
a linear method. For the fundamental matrix and trifocal
methods the domain of convergence seems to be quite large.
Preliminary trials suggest that even from a completely ran-
dom initialization, the trifocal method converges reliably
(but takes about 20 iterations) while the fundamental ma-
trix method occasionally (with probability a few percent)
falls into a local minimum. The essential matrix method
seems to be fairly sensitive to errors in the assumed calibra-
tion. We are not yet sure whether this is a problem with the
implementation or a genuine feature of the problem.
Note that ‘residual fitting error’ (i.e. the residual con-
straint violation of fitted observations against the estimated
matching tensor) isnot a suitable performance measure
for the methods presented here. Imposing additional con-
straints on the tensors can onlyincreasethis apparent error,
even though it makes the final estimates more accurate. To
test the performance, we must either validate against ground
truth or independent observations, or examine the residual
3D or reprojection errors of reconstructions based on the es-
timated tensors. Our present results use the latter approach.
We will illustrate the performance on precise data of 133
points obtained from a triplanar calibration grid with 0:02
pixel error. We report the projective 3D and reprojection er-
rors obtained fromclosure basedprojective reconstruction
methods [33], as these directly use the matching tensors for
reconstruction and seem to have error roughly proportional
to their accuracy. (In contrast, factorization based recon-
struction methods [26, 32] are much less sensitive, so are
better for reconstruction but worse for the current test). In
each case, some of the improvement in the results is due to
the use of a more accurate error model, and some to enforc-
ing the nonlinear constraints.
For the fundamental matrix the full and reduced methods
gave very similar results, each decreasing the 3D residual
by about 50% (0.037/0.070%) and the reprojection one by
about 30% (0.018/0.027 pixel) over a well-conditioned lin-
ear method [15]. For the trifocal tensor, the full method im-
proved the 3D residual by about 22% (0.031/0.040%) over
a linear SVD based ‘7 point’ estimator, but changed the re-
projection one by only about 10% (0.018/0.020 pixel). For
the essential matrix we used the same projective reconstruc-
tion and linearF matrix estimator for testing, but assumed
a calibration matrix obtained from a conventional calibra-
tion method. The nonlinear method improved the linear re-
sults by about 25% (0.045/0.060%) for 3D reconstruction
and about 8% (0.13/0.14 pixel) for reprojection, but these
3D results are about 18% worse than the uncalibrated ones
given above so we suspect that our assumed calibration was
not sufficiently accurate.
Run times seem quite reasonable. On the above exam-
ples on a Sun 4, our linearF matrix method takes about
14ms. Improving the results with either the full or reducedFmatrix method takes an extra 18ms (but 28ms for an older,
less efficient reduced implementation). The essential ma-
trix method takes about 20ms, a linear trifocal one about
120ms and the nonlinear trifocal update about 230ms. (In
each case, the nonlinear methods converged in 3 iterations).
12 Discussion & Conclusions
We have introduced a new and general approach to fitting
geometric data under constraints. Its main characteristics
are that it maintains explicit estimates of the positions of
the “true underlying data”, and that it is embedded in an ef-
ficient numerical framework designed to handle redundancy
and constraints, not only between the data and the parame-
ters, but also on the parameters themselves. The method can
be applied to many practical vision problems,e.g.curve,
surface and 3D model fitting, fundamental matrix and trifo-
cal tensor estimation, reconstruction under constraints. In
particular, we have discussed its application to the precise
estimation of the fundamental matrix, the essential matrix
and the trifocal tensor, in each case taking account of all the
nonlinear constraints involved. The method allows an in-
teresting robust formulation, which works well in practice
and seems somewhat more principled than most existing ap-
proaches. We have also shown how our approach ‘reduces’
to a generalization of several existing ones in a linear ap-
proximation.
Future work will improve the numerical implementa-
tion, especially with a view to handling redundancies more
gracefully, and look much more closely at the experimen-
tal performance, including handling of outliers and compar-
isons with alternative approaches.
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