values from 0, 1, 2, 3… , [3] . The computation in this paper shall be restricted to values of n = 1, 2, 3, 4, and 5 respectively and the results shall in no small measure contribute to the knowledge of error control. According to [4] , the Algorithmic method involves the following steps: i.
Number the bits starting from For each parity bit calculates the parity for some of the bits in the code word. The position of the parity bit determines the sequence of bits that it alternately checks and skips: a. Parity position 1: start with 1, check 1 bit, skip 1 bit, etc ( Set a parity bit to '1' if the total number of 1's in the positions it checks is odd. Otherwise, set a parity bit to '0' if the total number of 1's in the position it checks is even. Thus, the parity code is obtained. An encoded data is formed when the parity codes are placed in their respective positions. These encoded data therefore are either transmitted or stored. The comparison between the parity codes of the computed result or transmitted data with that of the received data will indicate whether an error has occurred or not. If the parity codes are found to be the same, that is result all 0's then, no error has occurred but if otherwise, that is any difference, then an error has occurred and practical steps are therefore taken to indentify the erroneous bit and flip it (that is interchange the bit from '0' to '1' or from '1' to '0' as the case may be) to correct it. By the results from this paper therefore, the knowledge of error control by the use of Algorithmic method of Hamming code techniques for detection and correction of errors shall be greatly improved upon.
II. Definition of Terms used
Throughout this paper, the following terms as used are defined as follows: i. Algorithmic method: The algorithmic method is the procedure involving the following steps: (a) number the bits starting from 1 (b) write their respective binary equivalences (c) mark all bit positions that are powers of two (2 n , n = 0, 1, …) as parity bits (d) mark all other bit positions other than the powers of two as data (e) for each parity bit position, calculate the parity code, the position of the parity bit determine the sequence of bits that it alternately checks and skips and (f) set parity bit to '1' if the total numbers of 1's in the positions it checks is odd, otherwise set it to '0' if even. Thus, this gives the parity code. ii. Binary coded data: According to [5] , in most digital and communication systems, information is transmitted in form of binary coded data that is, messages are in the form of the symbols '0' and '1'. Communication is the process of transmitting information [5] . This transmission can either be made between two distinct places, say a telephone call or between two points in time. As an example, the writing of this paper so that it could be read latter is a form of communication. iii. Binary coded decimal: Binary coded decimals are those codes in which error detection and correction is done in binary information (bits). Hence, after the error is detected or located, correction means only flipping the bit found erroneous [5] . E.G: The decimal number in the complete five-bit reverse (that is, parity position) binary code is shown in the iv. Parity operator: This is the process of reversing parity bit set. E.G, the even parity (XOR) operator is the reversing of parity bit sets of the comparison between the parity code of the encoded (sent) data and that of the received (re-calculated) data when detecting an even data error location. While the odd parity (XNOR) operator is the reversing of both the parity bit sets of the received data positions having '1' and the comparison of the encoded (sent) parity code with that of the received (re-calculated) parity code when detecting an odd data error location [4] .
III. Data Presentation and Analysis
The results obtained from the computation of the integer sequence A119626 generated by the formula 3 + 3 n , with n taking values from 1-5, along with their respective binary coded data (binary equivalences), parity codes and encoded data are shown in the table below: 1 1 1 1 1 0 0 1 1 0. 
The Analysis of the Algorithmic method of Hamming code techniques for detection and correction of
computational errors in a binary coded data of an integer sequence A119626 The results obtained from the computation of integer sequence A119626 generated by the formula 3 + 3 n , with n taking values from 1-5, their respective encoded (computed) data, erroneous results (data) obtained instead with their binary coded data (binary equivalences) and the positions of the erroneous data (DEP) are shown in the table below: addition will give the data error location. Thus, 1 + 2 = 3. Therefore, data position 3 is erroneous. To correct it, flip it from '0' to '1'. From the analysis above, the total number of steps (iterations) and their respective total execution time (T) and rate (R), for any given time t, involved in the general analysis of encoding, detection and correction of computational error(s) using the Algorithmic method is summarized in the table below. Where the time of execution (T) and rate (R) are given as follows: T = i x t (that is, number of iteration i multiplied by the time t taken) and R = i / t (that is the number of iteration i divided by the time t taken). Source: Researcher's calculation (Where: AME = algorithmic method of encoding, AMEDC = algorithmic method of error detection and correction, T = total, AMET = algorithmic method of execution time, AMER = algorithmic method of execution rate, t = time given)
IV. Conclusion
From the analysis of the Algorithmic method of Hamming code techniques for encoding, detection and correction of computational error(s) in a binary coded data of an integer sequence A119626 discussed in this paper, the total number of steps (iterations) for values of n = 1-5, was obtained to be forty six (46). The execution time (T) and rate (R) for any given time t, of the analysis would be obtained by multiplying and dividing T and R by t respectively. The results from this paper therefore will help to ascertain the total number of steps (iterations) involved in any given computation, the execution time (T) and rate (R) for any given time t and the efficiency. Although the computation was restricted to values of n = 1-5 of the integer sequence A119626, however, the results obtained can be applied generally on computation involving binary coded data.
