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ABSTRACT
COMPUTATION IN A LOCALIZATION OF THE FREE GROUP ALGEBRA
by Olga Zamoruyeva
The coefficients of a Taylor series expansion of any rational function in one
variable satisfy a linear recurrence relation. Our main result is a generalization of
this statement for rational functions of multiple non-commutative variables. We
show that if such a function is represented in the form of a non-commutative formal
power series via Magnus embedding, then the coefficients of this formal power series
are determined by a finite set of linear homogeneous recurrence relations. This finite
representation of an infinite series allows for efficient computation of operations
(multiplication, addition, and in many cases inversion) on non-commutative rational
functions.
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CHAPTER 1
INTRODUCTION
A real number is rational if and only if it has a recurring decimal
representation. A parallel statement can be made about ordinary rational functions:
a function in one variable is rational if and only if the coefficients of a Taylor series
expansion of this function satisfy a linear recurrence relation.
In this thesis, we prove a generalization of this statement for rational
functions of multiple non-commutative variables, as defined by Farber and Vogel
[FV91]. Following their definition, we understand a non-commutative rational
function to be a non-commutative formal power series whose FV-partial derivatives
generate a finite dimensional vector space. Our main result proves that the
coefficients of such formal power series are defined by a finite set of linear
homogeneous recurrence relations.
This result allows us to represent a non-commutative rational function given
by an infinite series with a finite amount of data, namely, an initial coefficient set
and a set of linear recurrences. This representation in turn allows for efficient
computation of operations (multiplication, addition, and in many cases inversion)
on non-commutative rational functions.
The following is a brief summary of the rest of this thesis. First, in chapter 2,
we offer an overview of basic topics from abstract algebra used in subsequent
chapters, including modules, annihilators, and ideals. In chapter 3, we continue the
theory overview and discuss the free monoid X∗, the free group Fm, and the group
ring R[Fm], where R is a commutative ring with unity. We also define formal power
series (FPS)
∑
α∈X∗ aαα in commutative and non-commutative variables, and the
2rings R[[x1, x2, . . . , xm]] and R〈〈x1, x2, . . . , xm〉〉 of commutative and
non-commutative formal power series respectively, and discuss which elements of
these rings have multiplicative inverses.
To define a rational function in non-commutative variables we also need a
notion of a derivative in non-commutative structures such as R[Fm] and
R〈〈x1, x2, . . . , xm〉〉. In chapter 4 we introduce the Fox derivative [Fox53] Dti defined
on R[Fm], and the FV-derivative [FV91] ∂xi defined on R〈〈x1, x2, . . . , xm〉〉. We
establish the rules that these derivatives follow and prove an analog of Leibniz’s
Rule for both of them. We also establish that R[Fm] is embedded in
R〈〈x1, x2, . . . , xm〉〉 via Magnus embedding (denoted by µ), and show that the
following diagram commutes.
R[Fm] R[Fm]
R〈〈x1, x2, . . . , xm〉〉 R〈〈x1, x2, . . . , xm〉〉
µ
Di
µ
∂i .
In chapter 5 we explore periodicity of the formal power series representation
A(x) of a rational function in one variable. For this purpose, we introduce a
measure of periodicity. To define it, we prove that the following three quantities are
equal: the degrees of freedom of the linear recurrence sequence {ai}, the dimension
of the vector space generated by the FV-derivatives of A, and the degree of the
monic polynomial that generates the annihilator of A. We call this periodicity
measure the depth of A. Also, given the depth of two FPS A and B, we establish
upper bounds for the depth of A+B, AB, and A−1 and give an algorithm to find
their actual depth. Furthermore, given a recurrence relation representation of A and
B, we find the analogous representations for A+B, AB, and A−1.
3In chapter 6, we explore periodicity of the formal power series representation
A(x, y) of a rational function in two non-commuting variables. We prove our main
result that the coefficients of a FPS representation of a rational function in
non-commuting variables satisfy a finite set of linear homogeneous recurrence
relations. We introduce a notion analogous to depth in the one-variable case, and
call it a minimal determining core of A, and investigate cores of of A+B, AB, and
A−1 when cores of A and B are given. Also, as in the one variable case, we describe
a finite set that must contain a minimal determining core of A+B, AB, and A−1,
and give an algorithm to reduce it to an actual minimal determining core.
Furthermore, given a recurrence relation representation of A and B, we provide an
algorithm to find the analogous representations for A+B, AB, and A−1. We
conclude the chapter with a detailed example.
4CHAPTER 2
MODULES AND ANNIHILATORS
In this chapter, we offer a brief overview of modules, ideals, and annihilators.
We assume familiarity with basic concepts from abstract algebra and linear algebra.
Definitions and results cited in this chapter are widely known and can be
found in various books on algebra such as Jacobson [Jac76] and [Jac84]. In
particular, we use Hungerford [Hun96] as a general reference text for this chapter.
Unless otherwise is stated, we assume that the ring R is a commutative ring
with unity.
2.1 Modules
A module over a ring is a generalization of a vector space over a field. In a
module the corresponding scalars are the elements of a ring R (rather then a field).
Definition 2.1.1. Let R be a ring, and 1R be the multiplicative identity of R. A
left R-module M is an additive abelian group (M,+) and a left action
R×M →M
that satisfies the following axioms for all r, s in R and all x, y in M :
(1) r(x+ y) = rx+ ry,
(2) (r + s)x = rx+ sx,
(3) (rs)x = r(sx),
(4) 1Rx = x.
5A right R-module M is defined similarly, except that the ring acts on the right.
Definition 2.1.2. Let R be a ring, and 1R be the multiplicative identity of R. A
right R-module M is an additive abelian group (M,+) and a right action
M ×R→M
that satisfies the following axioms for all r, s in R and all x, y in M :
(1) (x+ y)r = xr + yr,
(2) x(r + s) = xr + xs,
(3) x(rs) = (xr)s,
(4) x1R = x.
Note that all future references to “module” will mean “left R-module”, unless
otherwise noted.
Theorem 2.1.3. If M is a module with additive identity element 0M over a ring R
with additive identity 0R, then the following identities hold for all x in M , r in R,
and n in Z.
(1) r0M = 0M ,
(2) 0Rx = 0M ,
(3) (−r)x = −(rx) = r(−x),
(4) n(rx) = r(nx).
Proof. We prove (2) as an example. We see that
0Rx = (1R − 1R)x = 1Rx− 1Rx = x− x = 0M . (2.1)
6Definition 2.1.4. Let M be a module over a ring R. A subset S = {x1, x2, . . . , xn}
of M is linearly independent if the equation
r1x1 + r2x2 + · · ·+ rnxn = 0M (2.2)
can only be satisfied by r1 = r2 = · · · = rn = 0R. This implies that no element in S
can be represented as a linear combination of the remaining elements in S.
Definition 2.1.5. Let M be a module over a ring R. A subset S = {x1, x2, . . . , xn}
of M is a generating set of M if any element of M can be written as a linear
combination of the elements of S, that is, for every y in M , there exist r1, r2, . . . , rn
in R such that
y = r1x1 + r2x2 + · · ·+ rnxn. (2.3)
Definition 2.1.6. A linearly independent generating set is called a basis of M .
Definition 2.1.7. Given a set X, a free module on X is a module with basis X.
Definition 2.1.8. A left module M over a commutative ring R equipped with an
R-bilinear product is called an algebra over commutative ring R, or R-algebra. By
R-bilinear product we understand a map f : M ×M →M that is linear in each
argument separately, meaning that if we fix the first argument and let the second
vary, or vary the first and fix the second, the resulting map is linear. In other words,
the following properties hold for all x, x′, y, y′ in M , and r in R:
(1) f(x, ry) = f(rx, y) = rf(x, y),
(2) f(x, y) + f(x, y′) = f
(
x, (y + y′)
)
,
(3) f(x, y) + f(x′, y) = f
(
(x+ x′), y
)
.
72.2 Annihilators and Ideals
Definition 2.2.1. Let R be a ring, and let M be a left R-module. Suppose S is a
nonempty subset of M . The annihilator of S, denoted Ann(S), is the set of all
elements r in R such that for each s in S, rs = 0. It can be written in set notation as
Ann(S) =
{
r ∈ R ∣∣ rs = 0, ∀s ∈ S} . (2.4)
Definition 2.2.2. A subring I of a ring R is a right ideal of R if for every r in R
and every x in I, xr is in I. Equivalently, a right ideal of R is a right R-submodule
of R. Similarly a subring I of a ring R is a left ideal of R if for every r in R and
every x in I, rx is in I. Equivalently, a left ideal of R is a left R-submodule of R.
Definition 2.2.3. A subring I of a ring R is a two-sided ideal of R if it is both a
left and a right ideal of R. If R is commutative, any ideal is two-sided, so we call it
simply an ideal.
Example 2.2.4. It is easy to see that the set aR = {ar| r ∈ R} is an ideal in a
commutative ring R. It is said to be generated by the element a and is denoted by
〈a〉. Ideals generated by a single element of R are called principal ideals.
Definition 2.2.5. A nonzero commutative ring in which the product of any two
nonzero elements is nonzero is called an integral domain, and an integral domain in
which every ideal is principal is called a principal ideal domain, or PID.
Theorem 2.2.6. The annihilator of a subset S of a left R-module M is a left ideal
of R.
Proof. Ann(S) contains 0, and is therefore nonempty. Let a and b be in Ann(S),
8and let s be an element of S and r be an element of R. We see that
(a− b)s = as− bs = 0− 0 = 0, so a− b ∈ Ann(S); also, (2.5)
(ra)s = r(as) = r0 = 0, so ra ∈ Ann(S). (2.6)
Therefore, Ann(S) is a left ideal of R.
9CHAPTER 3
GROUP RINGS AND FORMAL POWER SERIES
In this chapter we continue our overview of fundamental concepts and talk
about free monoids and groups, group rings, and formal power series. All
disclaimers from the previous chapter still hold. Unless otherwise stated, we use
Hungerford [Hun96] as our standard reference.
Furthermore, R is assumed to be a commutative ring with unity, and Z≥0 is
the set of nonnegative integers.
3.1 Free Monoids and Groups
Definition 3.1.1. A monoid is a nonempty set M together with a binary operation
that satisfies the following two axioms for all a, b, and c in M :
(1) a(bc) = (ab)c ;
(2) There exists an element called 1M in M such that a1M = 1Ma = a.
Definition 3.1.2. If for every element a in a monoid M there exists an inverse
element a−1 in M such that
a−1a = aa−1 = 1M , (3.1)
then M is called a group.
Definition 3.1.3. If the operation in a monoid (group) M is commutative, i.e., if
for all a, b in M , ab = ba, we call M abelian.
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Definition 3.1.4. Let X be a set that contains no inverses of its elements; i.e. if x
is in X, then x−1 is not in X. The free monoid on a set X, usually denoted X∗, is
the monoid whose elements are all the finite sequences (words or strings) of
elements from X. The identity element, denoted 1X∗ , or simply 1, is the unique
sequence of zero elements (often called the empty string), and the monoid operation
is string concatenation.
Definition 3.1.5. Let X = {t1, t2, . . . , tm} be a set that contains no inverses of its
elements, and let X−1 = {t−11 , . . . , t−1m } be the set of the inverses of elements of X.
The free group on the set X (of size m), denoted Fm, is the free monoid on the set
X ∪X−1 modulo the relation tit−1i = t−1i ti = 1 for i = 1, 2, . . . ,m. The members of
X are called generators of Fm.
Theorem 3.1.6. Concatenation in Definitions 3.1.4 and 3.1.5 is associative, and
the free monoid and free group, therefore, are well defined.
Proof. See Hungerford [Hun96, p. 65, Thm. 9.1].
Remark 3.1.7. Theorem 3.1.6 is straightforward for the free monoid. However, in
case of the free group where internal cancellation is possible, the statement becomes
nontrivial to show.
Example 3.1.8. The additive group of integers, Z, is the free group with a single
generator (F1), and the fundamental group of the figure eight graph is the free
group with two generators (F2).
Definition 3.1.9. We use the definition of a reduced word given in [Fox53]. Let Fm
be the free group generated by {t1, t2, . . . , tm}. An element of Fm is an equivalence
class α of words and is represented by a unique reduced word α = tk1i1 . . . t
kn
in
, where
k = ±1, and kj + kj+1 6= 0 if ij = ij+1.
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Theorem 3.1.10. Every element of Fm has a unique representation as a reduced
word.
Proof. See Hungerford [Hun96, p. 64].
Definition 3.1.11. If α = tk1i1 . . . t
kn
in
is a reduced word in Fm, then its length is
defined by length(α) =
n∑
j=1
|kj|, and the length of the identity element is 0. By the
length of any element of Fm we mean the length of the representative reduced word.
3.2 Group Rings
A group ring is a free module and at the same time a ring, constructed in a
natural way from any given ring R and any given group G. If the given ring is
commutative, a group ring is also referred to as a group algebra.
Definition 3.2.1. Let R be a ring with unity (not necessarily commutative), and G
be a group written multiplicatively. The group ring of G over R, denoted R[G], is
the free R-module with basis G. Elements of R[G] are finite formal sums of the
form
∑
g∈G
rgg, where finitely many rg’s are nonzero. Addition in the group ring R[G]
is given by: ∑
g∈G
rgg +
∑
g∈G
sgg =
∑
g∈G
(rg + sg)g. (3.2)
(By inserting zero coefficients if necessary, we can ensure that the sums involve
exactly the same indices).
Multiplication in R[G] is given by∑
g∈G
rgg
∑
h∈G
shh =
∑
g∈G
∑
h∈G
(rgsh)(gh). (3.3)
This makes sense since there is a product defined in both R and G, and both sums
on the left have only finitely many nonzero coefficients. Therefore, the expression on
the right is a finite formal sum as desired.
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With these operations R[G] is a ring, called the group ring of G over R. The
ring R[G] is commutative if and only if both R and G are commutative. The
identity element of R[G] is 1R1G, which we usually write as 1. More generally, for
r ∈ R, we identify r with r1C .
Theorem 3.2.2. R[G] is a ring.
Proof. This holds since ring axioms hold component-wise, and hence can be
extended to finite sums. As an example we verify that multiplication distributes over
addition; i.e. for any elements u, v, and w of the ring R[G], u(v + w) = uv + uw.
Let u =
∑
g∈G
rgg, v =
∑
h∈G
shh, and w =
∑
h∈G
thh. (Because we can insert terms with
zero coefficients, we can assume that v and w have the same terms.) Then
u(v + w) =
∑
g∈G
rgg
(∑
h∈G
shh+
∑
h∈G
thh
)
(3.4)
=
∑
g∈G
rgg
∑
h∈G
(sh + th)h
=
∑
g,h∈G
(
rg(sh + th)
)
gh
=
∑
g,h∈G
(
rgsh + rgth
)
gh
=
∑
g,h∈G
(rgsh)gh+
∑
g,h∈G
(rgth)gh
=
(∑
g∈G
rgg
∑
h∈G
shh
)
+
(∑
g∈G
rgg
∑
h∈G
thh
)
= uv + uw.
The theorem follows.
Example 3.2.3. Of particular interest to us is the case where the group G is the
free group Fm, and correspondingly the group ring is R[Fm], which we will
sometimes denote by Λ.
13
Let Fm be a free group on the set X = {t1, t2, . . . , tm}. The group ring of Fm
over R, denoted R[Fm], is an R-module with basis Fm. Elements of R[Fm] are sums
of the form
∑
α∈Fm
aαα, where α = t
k1
i1
. . . tknin is a word in Fm, and aα is in R.
Furthermore, only finitely many aα are nonzero.
Addition in the group ring R[Fm] is given by:∑
α∈Fm
aαα +
∑
α∈Fm
a′αα =
∑
α∈Fm
(aα + a
′
α)α, (3.5)
and multiplication in R[Fm] is defined as follows:∑
α∈Fm
aαα
∑
β∈Fm
bββ =
∑
α,β∈Fm
(aαbβ)(αβ) =
∑
γ∈Fm
cγγ, (3.6)
where cγ =
∑
αβ=γ
aαbβ =
∑
α∈Fm
aαbα−1γ.
3.3 Formal Power Series (FPS)
Definition 3.3.1. Let R be a commutative ring with unity and Xm a free abelian
monoid (written multiplicatively) on the set X = {x1, x2, . . . , xm}. A commutative
formal power series is an infinite linear combination of elements of the monoid Xm
with coefficients from the ring R. The set of all such sums is denoted
R[[x1, x2, . . . , xm]] and is called the (commutative) ring of formal power series over
the ring R. The power series in R[[x1, x2, . . . , xm]] is denoted by the formal sum∑
ε∈Zm≥0
rεx
ε1
1 x
ε2
2 . . . x
εm
m , where ε is an m-tuple of non-negative integers.
Addition and multiplication in R[[x1, x2, . . . , xm]] are defined by:∑
ε∈Zm≥0
rεx
ε1
1 . . . x
εm
m +
∑
ε∈Zm≥0
sεx
ε1
1 . . . x
εm
m =
∑
ε∈Zm≥0
(rε + sε)x
ε1
1 . . . x
εm
m , (3.7)
and ∑
ε∈Zm≥0
rεx
ε1
1 . . . x
εm
m
∑
ε∈Zm≥0
sεx
ε1
1 . . . x
εm
m =
∑
ε∈Zm≥0
tεx
ε1
1 . . . x
εm
m , (3.8)
14
where tε =
∑
ε′+ε′′=ε
rε′sε′′ .
We define non-commutative formal power series similarly, except we do not
assume the monoid to be abelian.
Definition 3.3.2. Let R be a commutative ring with unity and X∗ a free monoid
on the set X = {x1, x2, . . . , xm}. The non-commutative formal power series, denoted∑
α∈X∗
aαα, is an “infinite linear combination” of elements of the monoid X
∗ with
coefficients from the ring R.
The set of all such sums is denoted R〈〈x1, x2, . . . , xm〉〉 and is called the
non-commutative ring of formal power series over the ring R. Addition and
multiplication in R〈〈x1, x2, . . . , xm〉〉 are defined by:∑
α∈X∗
aαα +
∑
α∈X∗
a′αα =
∑
α∈X∗
(aα + a
′
α)α, (3.9)
∑
α∈X∗
aαα
∑
β∈X∗
bββ =
∑
α,β∈X∗
(aαbβ)(αβ) =
∑
α,β∈X∗
cγ(αβ), (3.10)
where cγ =
∑
αβ=γ
aαbβ.
Theorem 3.3.3. The sum cγ =
∑
αβ=γ
aαbβ is finite. Therefore, multiplication in
Γ = R〈〈x1, x2, . . . , xm〉〉 is well defined.
Proof. Let α, β, and γ be elements of X∗ such that γ = αβ. Suppose that
length(γ) = n, n ∈ Z. In the free monoid X∗, cancellation is not possible, which
implies that there are at most n+ 1 ways to construct γ from 2 words by
concatenation. Therefore, the sum cγ =
∑
αβ=γ
aαbβ is finite; in fact, it has at most
n+ 1 terms.
Theorem 3.3.4. Multiplication in R[[x1, x2, . . . , xm]] is also well defined since the
sum
∑
ε′+ε′′=ε
rε′sε′′ is finite.
15
Proof. An argument similar to the one given in the proof of Theorem 3.3.3 shows
that the sum
∑
ε′+ε′′=ε
rε′sε′′ has at most
m∏
i=1
(εi + 1) terms.
Corollary 3.3.5. Γ = R〈〈x1, x2, . . . , xm〉〉 and R[[x1, x2, . . . , xm]] are rings.
Proof. After Theorems 3.3.3 and 3.3.4, the remaining details are analogous to proof
of Theorem 3.2.2 and will be omitted.
Theorem 3.3.6. Let A =
∑
α∈X∗
aαα be a formal power series (possibly
non-commutative). A has an inverse if and only if its constant term is a unit in R..
Proof. Suppose A is invertible, that is there exists a formal power series B such that
AB = 1. Then, if AB =
∑
α,β∈X∗
cγ(αβ), where cγ =
∑
αβ=γ
aαbβ,
cγ =
∑
αβ=γ
aαbβ =
 1 if γ = 00 otherwise. (3.11)
In particular, a1b1 = 1, and, hence, a1 is a unit in R.
We will prove the converse by induction on the length of γ. Suppose a1 is a
unit in R, and b1 =
1
a1
, and assume that for any β such that 1 ≤ length(β) ≤ k,
k ∈ Z, bβ’s are defined so that cβ = 0. Let γ0 be a word of length k + 1. We know
that
cγ0 = a1bγ0 +
∑
αβ=γ0, |β|≤k
aαbβ. (3.12)
Therefore, if we define bγ0 to be
bγ0 = −
1
a1
∑
αβ=γ0, α 6=1
aαbβ, (3.13)
then cγ0 = 0.
Remark 3.3.7. The elements of R[Fm] are not invertible in R[Fm] unless the
constant term is a unit in R and all other terms are equal to 0. The elements of
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R[[x1, x2, . . . , xm]] or R〈〈x1, x2, . . . , xm〉〉 are invertible if the constant term is a unit,
which is a much weaker condition. For example 1 + t is not invertible in R[Fm], yet
1 + x is invertible in R[[x1, x2, . . . , xm]] or R〈〈x1, x2, . . . , xm〉〉;
(1 + x)−1 = 1− x+ x2 − x3 + . . . .
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CHAPTER 4
DERIVATIONS
To define a rational function in non-commutative variables we need a notion
of a derivative in non-commutative structures such as R[Fm] and
R〈〈x1, x2, . . . , xm〉〉. In this chapter, we introduce two such derivatives, one due to
Ralph Fox [Fox53], and the other due to M. Farber and P. Vogel [FV91].
Unless otherwise stated, we assume that the ring R is a commutative ring
with unity and Fm is a free group on m generators t1, t2, . . . , tm.
4.1 The Fox Derivative
In the 1950’s, Ralph Fox introduced a derivative over free groups that bears
many similarities to the conventional derivative of calculus. The Fox derivative and
related concepts are often referred to as free differential calculus over free groups.
The Fox derivative was developed in a series of papers by Fox [Fox53], [Fox54],
[Fox56], and [CFL58].
Definition 4.1.1. Let G be a group and R[G] be a group ring. The trivializer (or
augmentation homomorphism) is the map t : R[G]→ R that maps any element of
R[G] to its coefficient sum. It is defined by
t
(∑
g∈G
agg
)
=
∑
g∈G
ag. (4.1)
The sum on the right is finite because only a finite number of ag’s are nonzero by
Definition 3.2.1.
Definition 4.1.2. A derivation in a group ring R[G] is any mapping
D : R[G]→ R[G] which satisfies
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(1) D(u+ v) = Du+Dv and
(2) D(uv) = t(v)Du+ uDv,
where t is the trivializer and u and v are in R[G]. For elements of G, equation (2)
takes the simpler form
(3) D(gh) = Dg + gDh,
where g and h are in G.
Definition 4.1.3. If Fm is a free group with identity element 1 and generators
{t1, . . . , tm}, then the Fox derivative with respect to ti, denoted Di or ∂∂ti , is a
derivation map from the group ring R[Fm] into itself, Di : R[Fm]→ R[Fm], that
satisfies the following axioms:
(1)
∂
∂ti
(1) = 0,
(2)
∂
∂ti
(tj) = δij,
where δij is the Kronecker delta: δij =
 1 if i = j0 if i 6= j , and
(3)
∂
∂ti
(αβ) =
∂
∂ti
(α) + α
∂
∂ti
(β) for any α, β in Fm.
Theorem 4.1.4. To each generator tj of Fm there corresponds a unique Fox
derivative with respect to tj.
Proof. See [Fox53, p. 550].
Theorem 4.1.5. The following hold for all generators of Fm and for all n ∈ Z+:
(1)
∂
∂ti
(t−1j ) = −δijt−1j ,
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(2)
∂
∂ti
(tnj ) = δij
(
1 + tj + t
2
j + · · ·+ tn−1j
)
= δij
(
n−1∑
k=0
tkj
)
,
(3)
∂
∂ti
(t−nj ) = −δij
(
t−1j + t
−2
j + · · ·+ t−nj
)
= −δij
(
n∑
k=1
t−kj
)
.
Proof. (1) It follows from the axioms given in Definition 4.1.3 that
0 =
∂
∂ti
(tjt
−1
j ) =
∂
∂ti
(tj)︸ ︷︷ ︸
δij
+tj
∂
∂ti
(t−1j ). (4.2)
Therefore,
−δij = tj ∂
∂ti
(t−1j ), so− δijt−1j =
∂
∂ti
(t−1j ). (4.3)
(2) The second equation is true for n = 1 by axiom (2) in Definition 4.1.3.
Proceeding by induction, assume
∂
∂ti
(tnj ) = δij
(
1 + tj + t
2
j + · · ·+ tn−1j
)
for
some n ∈ Z+. Then
∂
∂ti
(tn+1j ) =
∂
∂ti
(tnj tj)
=
∂
∂ti
(tnj ) + t
n
j
∂
∂ti
tj (by axiom (3) in 4.1.3)
= δij
(
n−1∑
k=0
tkj
)
+ δijt
n
j
= δij
(
n∑
k=0
tkj
)
. (4.4)
The result follows by induction on n.
The proof of (3) is similar.
Corollary 4.1.6. Suppose v and w are words in Fm that contain no ti or t
−1
i , and
let α1 = vtiw and α2 = vt
−1
i w. Then
∂
∂ti
(α1) =
∂
∂ti
(vti) = v, (4.5)
∂
∂ti
(α2) =
∂
∂ti
(vt−1i ) = −vt−1i . (4.6)
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Remark 4.1.7. More generally, if α is a reduced word in Fm, its Fox derivative
with respect to ti,
∂
∂ti
(α) = Di(α), contains exactly one term for each occurrence of
ti (or t
−1
i ) in α. Suppose w1, w2, . . . , wn are words in Fm that contain no ti or t
−1
i ,
and let α = w1t
k1
i w2t
k2
i . . . wnt
kn
i and kj 6= 0 for any 1 ≤ j ≤ n. (We do not assume
that the kj’s are positive.) Then
∂
∂ti
(α) = [w1]
∂
∂ti
(tk1i ) + [w1t
k1
i w2]
∂
∂ti
(tk2i ) · · ·+ [w1tk1i w2tk2i . . . wn]
∂
∂ti
(tkni ) (4.7)
Note that
∂
∂ti
(α) above has
n∑
j=1
|kj| terms.
Example 4.1.8. Let yx−2y3x3y−4xy5 be an element of F2 = {x, y}. Then,
Dx(yx
−2y3x3y−4xy5) =y (−x−1 − x−2)︸ ︷︷ ︸
Dx(x−2)
+yx−2y3 (1 + x+ x2)︸ ︷︷ ︸
Dx(x3)
+yx−2y3x3y−4
=− yx−1 − yx−2 + yx−2y3 + yx−2y3x+ yx−2y3x2
+ yx−2y3x3y−4
(4.8)
Theorem 4.1.9 (Extended Leibniz’s law). The following equation holds for any λ
and η in R[Fm]:
∂
∂ti
(λη) = t(η)
∂
∂ti
(λ) + λ
∂
∂ti
(η) (4.9)
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Proof. Let λ =
∑
α∈Fm
aαα and η =
∑
β∈Fm
bββ be elements of R[Fm]. Then
∂
∂ti
(λη) =
∂
∂ti
(∑
α∈Fm
aαα
∑
β∈Fm
bββ
)
=
∂
∂ti
(∑
α∈Fm
∑
β∈Fm
(aαbβ)αβ
)
=
∑
α∈Fm
∑
β∈Fm
(aαbβ)
∂
∂ti
(αβ)
=
∑
α∈Fm
∑
β∈Fm
(aαbβ)
(
∂
∂ti
(α) + α
∂
∂ti
(β)
)
=
∑
α∈Fm
∑
β∈Fm
(aαbβ)
∂
∂ti
(α) +
∑
α∈Fm
∑
β∈Fm
(aαbβ)α
∂
∂ti
(β)
=
∑
β∈Fm
bβ︸ ︷︷ ︸
t(η)
∑
α∈Fm
aα
∂
∂ti
(α)︸ ︷︷ ︸
∂
∂ti
(λ)
+
∑
α∈Fm
aαα︸ ︷︷ ︸
λ
∑
β∈Fm
bβ
∂
∂ti
(β)︸ ︷︷ ︸
∂
∂ti
(η)
. (4.10)
The theorem follows.
4.2 The Farber-Vogel (FV) Derivative
This derivative was defined in Farber and Vogel [FV91], though they define it
as a left cancellation, and we define it as a right cancellation, for compatibility with
the Fox derivative.
Definition 4.2.1. The partial FV-derivative in the ring of non-commutative power
series, Γ, with respect to xi, is the (infinitely) R-linear map ∂i : Γ→ Γ, that acts as
a cancellation of xi from the right on monomials containing xi on the right-most
position, and sends all other monomials to zero. That is, for any monomial αxkj in Γ,
∂i(αx
k
j ) = δijαx
k−1
j . (4.11)
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Theorem 4.2.2. Let β be any element of X∗, and A =
∑
α∈X∗
aαα. Then
∂βA =
∑
α∈X∗
aαβα. (4.12)
Proof. We can write β as a product of individual generators β = xi1xi2 . . . xin . Then
∂βA = ∂xi1xi2 ...xinA = ∂xi1∂xi2 . . . ∂xinA (4.13)
We can separate all monomials aγγ of A into two disjoint groups: the ones that do
not end on β, and the ones that do, and therefore, can be written as aγγ = aαβ(αβ).
All monomials that do not end on β are mapped to zero by ∂β for the
following reason: if a monomial γ does not end on β, it can be written as
γ = γ0 xi1xi2 . . .
6=xikon this position of β︷︸︸︷
x∗ik . . . xin︸ ︷︷ ︸
positions corresponding to β
, (4.14)
and it is mapped to zero by ∂xik that corresponds to a letter of β different from that
of γ on the matching position.
On the other hand, if a monomial aγγ can be written as aαβ(αβ),
∂β(aγγ) = ∂β(aαβαβ)
= aαβ∂β(αβ)
= aαβ∂(xi1xi2 ...xin )(α(xi1xi2 . . . xin))
= aαβα.
(4.15)
The theorem follows because ∂i is an R-linear map for any i.
Definition 4.2.3. Let  be the augmentation homomorphism  : Γ→ Γ that maps
a power series to its constant term given by

(∑
α∈X∗
aαα
)
= a1. (4.16)
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Theorem 4.2.4. The product (Leibniz) rule for the partial FV-derivative ∂i is given
by the formula
∂i(AB) =(B)∂i(A) + A∂i(B)
=b1∂i(A) + A∂i(B),
(4.17)
where A and B are in Γ.
Proof. Let A,B be elements of Γ given by
A =
∑
α
aαα, (4.18)
B =
∑
β
bββ = (B) +
∑
β 6=1Λ
bββ. (4.19)
Then
∂i(AB) = ∂i
((∑
α
aαα
) (
(B) +
∑
β 6=1Λ
bββ
))
= ∂i
(
(B)
∑
α
aαα +
∑
α
∑
β 6=1Λ
aαbβ(αβ)
)
= (B)∂i
(∑
α
aαα
)
+ ∂i
(∑
α
∑
β 6=1Λ
aαbβ(αβ)
)
= (B)∂i(A) + A∂i(B),
(4.20)
where ∂i(
∑
α
∑
β 6=1Λ
aαbβ(αβ)) = A∂i(B) because the FV-derivative ∂i of a monomial
ab(αβ), where β is not the identity element, is determined only by the letter
(variable) on the right-most position of β.
Corollary 4.2.5. If A is in Γ, then
∂iA
−1 = − 1
(A)
A−1∂iA. (4.21)
Proof. The proof is similar to the one given in Theorem 4.1.5(1).
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4.3 The Magnus embedding
Definition 4.3.1. Let the multiplicative homomorphism µFm : Fm → Γ be defined
by:
ti 7→ 1 + xi, (4.22)
t−1i 7→ 1− xi + x2i − x3i + . . . . (4.23)
Also, for any finite product of t±1i ’s, we define
µFm
(∏
t±1i
)
=
∏
µFm(t
±1
i ). (4.24)
Theorem 4.3.2. The map µFm : Fm → Γ is a well-defined monoid homomorphism.
Proof. We can see that
µFm(1Fm) =µFm(tit
−1
i )
=µFm(ti)µFm(t
−1
i )
=(1 + xi)(1− xi + x2i − x3i + . . . )
=1− xi + x2i − x3i + . . .
+xi − x2i + x3i − . . .
=1Γ.
(4.25)
This together with (4.24) shows that µFm is a monoid homomorphism.
The monoid homomorphism µFm can be extended in an R-linear manner to
the group ring R[Fm], giving a ring homomorphism µ : R[Fm]→ Γ called the
Magnus embedding.
Theorem 4.3.3. The relationship between the Fox derivative, Di, defined on
R[Fm] = Λ, and the partial FV-derivative ∂i, defined on Γ is given by the equation:
µ(Diλ) = ∂i(µ(λ)), (4.26)
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where µ is the Magnus embedding, and λ is in R[Fm].
Equivalently, the following diagram commutes:
Λ Λ
Γ Γ
µ
Di
µ
∂i .
Proof. Let λ =
∑
α∈Fm
aαα be an element of R[Fm]. Since µ Di, and ∂i are R-linear,
and λ is a finite linear combination,
µ(Diλ) = µ
(
Di
(∑
α∈Fm
aαα
))
=
∑
α∈Fm
aα (µ(Diα)) , (4.27)
∂i(µ(λ)) = ∂i
(
µ
(∑
α∈Fm
aαα
))
=
∑
α∈Fm
aα∂i(µ(α)). (4.28)
Therefore, it is sufficient to show that
µ(Diα) = ∂i[µ(α)] (4.29)
for any α ∈ Fm. We proceed by induction on the length of α.
Suppose α has length 0; i.e. α = a is a constant. Since
µ(Dia) = µ(0) = 0 = ∂ia = ∂i[µ(a)], (4.30)
(4.29) holds for words of length 0.
Suppose (4.29) is true for any word α of length at most k, k ≥ 0 ∈ Z, and
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assume that the word αt±1j is reduced and has length k + 1. We see that
µ(Di(αtj)) =µ(Diα + αDitj)
=µ(Diα + δij α)
=µ(Diα) + δij µ(α)
=∂i(µ(α)) + δij µ(α), (4.31)
∂i(µ(αtj)) =∂i(µ(α)µ(tj))
=∂i(µ(α)(1 + xj))
=∂i(µ(α) + µ(α)xj)
=∂i(µ(α)) + δij µ(α),
and
µ(Di(αt
−1
j )) =µ(Diα + αDi(t
−1
j ))
=µ(Diα− δij αt−1j )
=µ(Diα)− δij µ(αt−1j )
=∂i(µ(α))− δij µ(α)µ(t−1i )
=∂i(µ(α))− δij µ(α)(1− xj + x2j − x3j + · · · ), (4.32)
∂i(µ(αt
−1
j )) =∂i(µ(α)µ(t
−1
j ))
=∂i(µ(α)(1− xj + x2j − x3j + · · · ))
=µ(α) ∂i(1− xj + x2j − · · · )︸ ︷︷ ︸
−δij (1− xj + x2j − x3j + · · · )
+ (1− xj + x2j − · · · )︸ ︷︷ ︸
=1
∂i(µ(α))
=− δij µ(α)(1− xj + x2j − x3j + · · · ) + ∂i(µ(α)). (4.33)
Therefore,
µ(Di(αt
±1
i )) = ∂i(µ(αt
±1
i )), (4.34)
and theorem follows.
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Theorem 4.3.4. The map µ is injective, and, therefore, the ring R[Fm] is embedded
in the ring Γ via the Magnus embedding.
Proof. Beyond the scope of this thesis, see [Fox53].
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CHAPTER 5
ONE VARIABLE
Our ultimate goal is to investigate the periodicity of non-commutative formal
power series. We, however, will start with a simpler problem and examine FPS of a
single variable with complex coefficients. We denote them by capital letters, for
instance, A(x) (or just A). Naturally, any formal power series in a single variable is
commutative (defined in 3.3.1). Furthermore, by ∂x we denote the partial
FV-derivative with respect to x (defined in 4.2.1), and, as before, we assume that
the ring R is a commutative ring with unity and Fm is a free group on m generators.
5.1 Depth
Definition 5.1.1. Let A(x) be a formal power series. By VA we denote the
subspace of C[[x]] generated by all the FV-derivatives of A(x). In set notation,
VA = {p(∂x)A | p(∂x) ∈ C[∂x]}, (5.1)
where p(∂x) = p0 + p1∂x + · · ·+ pd−1∂d−1x + pd∂dx is a polynomial in ∂x with complex
coefficients.
Definition 5.1.2 (Due to [FV91]). A (non-commutative) formal power series A in
Γ represents a rational function if its partial FV-derivatives generate a finite
dimensional vector space VA.
Definition 5.1.3. Let A(x) = a0 + a1x+ a2x
2 + . . . be a formal power series, and k
be a nonnegative integer. We say that the first k coefficients determine A(x) if there
exist r0, . . . , rk−1 ∈ C such that for any n ≥ k,
an =
k−1∑
i=0
rian−k+i. (5.2)
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In other words, the ai’s satisfy an order k linear homogeneous recurrence relation
with constant coefficients ri, i = 0, 1, . . . , k − 1.
Theorem 5.1.4. If A(x) = a0 + a1x+ a2x
2 + . . . is a formal power series such that
the ai’s satisfy an order k linear homogeneous recurrence relation with constant
coefficients ri, i = 0, 1, . . . , k − 1, then A(x) is a rational function.
Proof. We will give a constructive proof of the statement using generating
functions. Suppose the recurrence relation is given by
an+k = rk−1an+k−1 + · · ·+ r1an+1 + r0an, (5.3)
for n = 0, 1, 2, . . . .
We multiply both sides of (5.3) by xn and sum them from n = 0 to infinity.
We obtain:
∞∑
n=0
an+kx
n =
∞∑
n=0
(rk−1an+k−1 + · · ·+ r1an+1 + r0an)xn,
∞∑
n=0
an+kx
n = rk−1
∞∑
n=0
an+k−1xn + · · ·+ r1
∞∑
n=0
an+1x
n + r0
∞∑
n=0
anx
n,
1
xk
∞∑
n=0
an+kx
n+k
︸ ︷︷ ︸
A− a0 − · · · − ak−1xk−1
=
rk−1
xk−1
∞∑
n=0
an+k−1xn+k−1︸ ︷︷ ︸
A− a0 − · · · − ak−2xk−2
+ . . .
· · ·+ r1
x
∞∑
n=0
an+1x
n+1
︸ ︷︷ ︸
A− a0
+r0
∞∑
n=0
anx
n
︸ ︷︷ ︸
A(x)
.
(5.4)
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Therefore,
1
xk
(A− a0 − · · · − ak−1xk−1) = rk−1
xk−1
(A− a0 − · · · − ak−2xk−2) + . . .
· · ·+ r1
x
(A− a0) + r0A,
A− a0 − · · · − ak−1xk−1 = rk−1x(A− a0 − · · · − ak−2xk−2) + . . .
· · ·+ r1xk−1(A− a0) + r0xkA,
A− rk−1xA− · · · − r1xk−1A− r0xkA = a0 + (a1 − rk−1a0)x
+ (a2 − rk−1a1 − rk−2a0)x2 + . . .
. . .+ (ak−1 − rk−1ak−2 − · · · − r1a0)xk−1.
(5.5)
It follows that
A(x) =
a0 + (a1 − rk−1a0)x+ · · ·+ (ak−1 − rk−1ak−2 − · · · − r1a0)xk−1
1− rk−1x− rk−2x2 − · · · − r1xk−1 − r0xk .
(5.6)
Corollary 5.1.5. If A(x) = a0 + a1x+ a2x
2 + . . . is a formal power series such that
the ai’s satisfy (5.3), where r0 6= 0, then A(x) is a rational function with degree of
denominator exactly k and degree of numerator at most k − 1.
Remark 5.1.6. It follows from Theorem 2.2.6 that if A(x) is a formal power series
in C[[x]], then Ann
(
A(x)
)
is an ideal in C[x]. Furthermore, since C[x] is a PID,
Ann
(
A(x)
)
is generated by a single element of C[x], i.e. Ann
(
A(x)
)
= 〈m(x)〉, for
some m(x) in C[x].
Theorem 5.1.7. For A(x) 6= 0, let a monic polynomial p(x) be in Ann (A(x)), and
let deg
(
p(x)
)
= k, for some positive integer k. Then the first k coefficients of A(x)
determine A(x).
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Proof. Let
p(∂x) = ∂
k
x − rk−1∂k−1x − · · · − r1∂x − r0 (5.7)
be in Ann
(
A(x)
)
. Then
∂kxA(x) = rk−1∂
k−1
x A(x) + · · ·+ r1∂xA(x) + r0A(x), (5.8)
where A(x) = a0 + a1x+ a2x
2 + . . . .
We write out ri∂
i
xA(x) for i = 0, 1, . . . , k − 1 and ∂kxA(x), and consider column
sums.
r0A(x) = r0a0+ r0a1x+ r0a2x
2 + . . .
+
r1∂xA(x) = r1a1+ r1a2x+ r1a3x
2 + . . .
+
r2∂
2
xA(x) = r2a2+ r2a3x+ r2a4x
2 + . . .
+
...
...
...
...
+
rk−1∂k−1x A(x) = rk−1ak−1+ rk−1akx+ rk−1ak+1x
2 + . . .
= ∂kxA(x) = ak+ ak+1x+ ak+2x
2 + . . .
Therefore,
ak = r0a0 + r1a1 + · · ·+ rk−1ak−1 =
k−1∑
i=0
riai, (5.9)
and
ak+j = r0aj + r1aj+1 + · · ·+ rk+j−1ak+j−1 =
k+j−1∑
i=0
riai, (5.10)
where j is any nonnegative integer.
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Corollary 5.1.8. If VA is finitely generated, i.e., dimC VA = d for some d ∈ Z≥0,
then there exists a monic polynomial
p(∂x) = r0 + p1∂x + · · ·+ rd−1∂d−1x − ∂dx, (5.11)
such that
∂ dxA = rd−1∂
d−1
x A+ · · ·+ r1∂xA+ r0A. (5.12)
Proof. If dimC VA = d then any set of d+ 1 elements of VA is linearly dependent, i.e.
there are complex numbers h0, . . . , hd, not all zeroes, such that
hd∂
d
xA = hd−1∂
d−1
x A+ · · ·+ h1∂xA+ h0A. (5.13)
Furthermore, by Theorem 5.1.7, if ∂ ixA = hi−1∂
i−1
x A+ · · ·+ h1∂xA+ h0A, then the
set {∂ i−1x A, . . . , ∂xA,A} spans VA. Therefore, hd 6= 0 because otherwise we can find
a spanning set for VA with fewer then d elements. We obtain the desired result by
dividing both sides of (5.13) by hd.
Theorem 5.1.9. Let A(x) be a formal power series whose derivatives generate a
finite-dimensional vector space VA, and let Ann
(
A(x)
)
= 〈m(∂x)〉, where m is
(monic) minimal polynomial of Ann
(
A(x)
)
. If d, n, and k are nonnegative integers
defined by:
d = dimC VA,
n = deg
(
m(∂x)
)
,
k = the smallest positive integer such that the first k coefficients determine A(x),
then d = n = k.
Proof. First we show that d = n.
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(1) Given that dimC VA = d, there exist (by Corollary 5.1.8) complex numbers
r0, . . . , rd−1, not all equal to 0, such that
∂ dxA− rd−1∂ d−1x A− · · · − r1∂xA− r0A = p(∂x)A = 0; (5.14)
i.e. p(∂x) ∈ Ann
(
A(x)
)
, and deg
(
p(∂x)
)
= d.
Therefore, n = deg
(
m(∂x)
) ≤ d.
(2) Now, deg
(
m(∂x)
)
= n, so
m(∂x) = m0 +m1∂x + · · ·+mn−1∂n−1x + ∂nx . (5.15)
Therefore,
0 = m(∂x)A = ∂
n
x A+mn−1∂
n−1
x A+ · · ·+m1∂xA+m0A, (5.16)
so
∂ nx A = −mn−1∂ n−1x A− · · · −m1∂xA−m0A. (5.17)
Higher derivatives are also linear combinations of ∂ n−1x A, . . . , ∂xA,A by
Theorem 5.1.7, and therefore, d = dimC VA ≤ n.
From (1) and (2) we can conclude that d = n.
Now we show that d = k.
(3) We know that k is the smallest positive integer such that there exists a
finite set {r0, . . . , rk−1} ⊆ C such that for any n ≥ k,
an =
k−1∑
i=0
rian−k+i. (5.18)
We write out (5.18) for ak, ak+1, . . . , and obtain
ak = r0a0+ r1a1 + . . . +rk−1ak−1,
ak+1 = r0a1+ r1a2 + . . . +rk−1ak,
...
...
...
.
(5.19)
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Now we multiply equation (k + i) by xi, where i = 0, 1, 2, , . . . , and
(formally) sum the resulting equations column-wise. We obtain the
following result:
ak = r0a0+ r1a1 + . . . +rk−1ak−1
+
ak+1x = r0a1x+ r1a2x+ . . . +rk−1akx
+
ak+2x
2 = r0a2x
2+ r1a3x
2 + . . . +rk−1ak+1x2
+
...
...
...
...
= ∂kxA(x) = r0A(x)+ r1∂xA(x) + . . . +rk−1∂
(k−1)
x A(x)
.
(5.20)
Therefore, d = dimC VA ≤ k.
(4) Since dimC VA = d, we know that
∂ dxA = rd−1∂
d−1
x A+ · · ·+ r1∂xA+ r0A. (5.21)
Consider the xi term on both sides. We see that
ad+i = rd+i−1ad+i−1 + · · ·+ ri+1ai+1 + riai. (5.22)
Therefore, k ≤ d.
Items (3) and (4) imply that d = k, and the theorem follows.
Definition 5.1.10. We call d = n = k from Theorem 5.1.9 the depth of A, and
denote it by depth
(
A(x)
)
, or depth(A).
Corollary 5.1.11. If depth(A) is at most k, and the first k coefficients of A(x) all
are equal to zero, then A(x) = 0.
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Proof. Suppose depth(A) ≤ k. Therefore there exist r0, r1, . . . , rk−1 ∈ C such that
ak+m = r0am + r1am+1 + · · ·+ rk−1am+k−1, for m = 0, 1, 2, . . . . It follows that,
ak = r0a0 + r1a1 + · · ·+ rk−1ak−1 = 0
k−1∑
i=0
ri = 0, so
ak+1 = r0a1 + r1a2 + · · ·+ rk−1ak = 0
k−1∑
i=0
ri = 0.
(5.23)
The result follows by induction.
Remark 5.1.12. Let A(x) =
∞∑
n=0
anx
n be a formal power series of depth k ∈ Z+.
Then there exist complex numbers r0, r1, . . . , rk−1 such that
ak = r0a0 + r1a1 + · · ·+ rk−1ak−1,
ak+1 = r0a1 + r1a2 + · · ·+ rk−1ak,
ak+2 = r0a2 + r1a3 + · · ·+ rk−1ak+1,
...
(5.24)
We can write the above in matrix form:
ak
ak+1
ak+2
...

=

a0 a1 · · · ak−1
a1 a2 · · · ak
a2 a3 · · · ak+1
...
...
...


r0
r1
...
rk−1

. (5.25)
Theorem 5.1.13. The following is in depth version of [FV91, Prop. 1.6]. Let A(x)
and B(x) be formal power series of depth k and ` respectively, and let c be a nonzero
complex number. Then
(1) depth(cA) = k;
(2) depth(∂xA) ≤ k;
(3) depth(A+B) ≤ k + `;
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(4) depth(AB) ≤ k + `; and
(5) If a0 6= 0, depth(A−1) ≤ k + 1.
Proof. Let A(x) and B(x) be formal power series of depth k and ` respectively.
(1) The fact that depth(A) = k implies (5.25). Multiplying both sides of (5.25)
by a nonzero constant shows that depth(cA) ≤ depth(A). By a similar
argument, depth(A) = depth
(
1
c
(cA)
) ≤ depth(cA).
Therefore, depth(cA) = depth(A) = k.
(2) It follows from (5.25) that
ak+1
ak+2
ak+3
...

=

a1 a2 · · · ak
a2 a3 · · · ak+1
a3 a4 · · · ak+2
...
...
...


r0
r1
...
rk−1

. (5.26)
Therefore, depth(∂xA) ≤ k.
(3) We know that A+B is an element of VA + VB, a space closed under ∂x. The
dimension of the vector space VA + VB is at most the sum of the individual
dimensions of VA and VB. That is, dim(VA + VB) ≤ k + l, which implies
depth(A+B) ≤ k + l.
(4) By Theorem 4.2.4,
∂x(AB) = (B)∂xA︸ ︷︷ ︸
∈VA
+A∂xB︸ ︷︷ ︸
∈AVB
. (5.27)
Furthermore, if A0 ∈ VA and B0 ∈ VB, so that A0 + AB0 is an element of
VA + AVB, then
∂x(A0 + AB0) = ∂xA0︸ ︷︷ ︸
∈VA
+ (B0)∂xA︸ ︷︷ ︸
∈VA
+A∂xB0︸ ︷︷ ︸
∈AVB
, (5.28)
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and, therefore, AB and all its FV-derivatives are elements of VA + AVB.
Therefore, depth(AB) ≤ dim(VA + AVB) = k + `.
(5) By Corollary 4.2.5,
∂xA
−1 = − 1
(A)
A−1∂xA︸ ︷︷ ︸
∈A−1VA
. (5.29)
Similarly to (4), if A0 ∈ VA and c ∈ C, so that cA−1 + A−1A0 is an element
of A−1VA, then
∂x(cA
−1 + A−1A0) =c∂xA−1 + (A0)∂xA−1 + A−1∂xA0
=− c+ (A0)
(A)
A−1∂xA︸ ︷︷ ︸
∈A−1VA
+A−1∂xA0︸ ︷︷ ︸
∈A−1VA
.
(5.30)
Therefore, A−1 and all its FV-derivatives are elements of the vector space
W = {cA−1 + A−1A0 |A0 ∈ VA, c ∈ C}. (5.31)
Therefore, depth(A−1) ≤ dim(W ) = 1 + k.
Corollary 5.1.14. It follows from the proof of Theorem 5.1.13 (3) that
dimC V(A+B) ≤ dimC VA + dimC VB; (5.32)
it follows from (5.27) that
dimC VAB ≤ dimC VA + dimC VB; (5.33)
and by (5.30)
dimC VA−1 ≤ dimC VA + 1. (5.34)
Remark 5.1.15. To establish Corollary 5.1.14 we do not need to assume that A
and B are formal power series in a single variable or in commutative variables.
Therefore, it holds for any A and B in R〈〈x1, . . . , xm〉〉. We will use this fact in the
next chapter.
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5.2 Determining sets
Definition 5.2.1. As we saw in the previous section, if a formal power series A(x)
has depth k, then it is uniquely determined by two sets of complex numbers:
namely, the sets a = {a0, a1, . . . , ak−1} and r = {r0, r1, . . . , rk−1}, where a is the set
of the first k coefficients of A(x), and the set r defines a linear relation to
recursively calculate all coefficients of A(x). The recurrence relation is given by
an =
k−1∑
i=0
rian−k+i. (5.35)
We call the set a an initial coefficient set and the set r a determining set.
Given such representations of formal power series A and B we are now
interested in finding the analogous representations of A+B, AB, and A−1.
Example 5.2.2 (Algorithm). Let C(x) be a formal power series such that depth(C)
is at most k. We find a determining set of C(x) by the following algorithm.
(1) Find the first 2k coefficients of C: c0, c1, . . . , c2k−1.
(2) Form a k × k matrix M(C)
k×k
as follows:
M(C)
k×k
=

c0 c1 · · · ck−1
c1 c2 · · · ck
...
...
. . .
...
ck−1 ck · · · c2k−2

. (5.36)
(3) If M(C)
k×k
is singular, we reduce it to a (k − 1)× (k − 1) matrix:
M(C)
(k−1)×(k−1)
=

c0 c1 · · · ck−2
c1 c2 · · · ck−1
...
...
. . .
...
ck−2 ck−1 · · · c2k−4

.
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(4) Repeat the process until we obtain a non-singular matrix M(C)
m×m
.
(5) To find the recurrence set t = {t0, t1, . . . , tm−1}, we solve the system
M(C)
m×m

t0
...
tm−1
 =

cm
...
c2m−1
 . (5.37)
The matrix M(C)
m×m
is non-singular, so it is invertible, and the solution to
system (5.37) is given by
t0
...
tm−1
 = M(C)m×m −1

cm
...
c2m−1
 . (5.38)
Remark 5.2.3. Algorithm 5.2.2 is not computationally efficient. It can be easily
improved by starting from M(C)
1×1
matrix and increasing its size by 1 at a time until
we get the largest possible non-singular matrix M(C)
m)timesm
. We prefer Algorithm 5.2.2
as stated for convenience of proof.
Theorem 5.2.4. The algorithm given in Example 5.2.2 results in a minimal
determining sets t and corresponding minimal initial coefficient set c.
Proof. Suppose we obtain determining sets c and t of size m > 0 using the
algorithm. This implies that the matrix
M(c)
m×m
=

c0 c1 · · · cm−1
c1 c2 · · · cm
...
...
. . .
...
cm−1 cm · · · c2m−2

(5.39)
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is non-singular. However, if there is a pair of determining sets c∗ and u of size at
most m− 1, then we can write
cm−1 = u0c0 + u1c1 + · · ·+ um−2cm−2,
cm = u0c1 + u1c2 + · · ·+ um−2cm−1,
...
c2m−2 = u0cm−1 + u1cm + · · ·+ um−2c2m−3,
(5.40)
and in matrix form:
cm−1
cm
...
c2m−2

=

c0 c1 · · · cm−2
c1 c2 · · · cm−1
...
...
...
cm−1 cm · · · c2m−3


u0
u1
...
um−2

. (5.41)
Hence, the last column of M(c)
m×m
is a linear combination of the other columns with
coefficients ui’s, i = 0, 1, . . . ,m− 2, which contradicts the fact that M(c)
m×m
is
non-singular. Therefore, the sets c and t obtained with the algorithm given in
Example 5.2.2 are the minimal determining set and the corresponding minimal
initial coefficient set.
Corollary 5.2.5. The minimal determining sets c and t obtained by Algorithm
5.2.2 are unique.
Example 5.2.6. Let A(x) and B(x) be formal power series of depth k and `
respectively. Suppose A(x) is determined by sets a = {a0, a1, . . . , ak−1} and
r = {r0, r1, . . . , rk−1}, and B(x) is determined by sets b = {b0, b1, . . . , b`−1} and
s = {s0, s1, . . . , s`−1}, and linear homogeneous recurrence relations are given by
an =
k−1∑
i=0
rian−k+i and bn =
`−1∑
i=0
sibn−`+i respectively.
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Now we want to find determining sets for A+B, AB, and, assuming a0 6= 0,
A−1. We find an initial coefficient set, and then use Theorem 5.1.13 and Algorithm
5.2.2 to estimate an upper bound for the depth and to find a determining set in
each of these cases.
(1) Suppose C(x) = A(x) +B(x), then depth(C) is at most k + `, and
cn = an + bn, (5.42)
where n = 0, 1, . . . , 2k + 2`− 1.
(2) Suppose C(x) = A(x)B(x), then depth(C) is at most k + `, and
cn =
n∑
i=0
an−ibi, (5.43)
where n = 0, 1, . . . , 2k + 2`− 1.
(3) Suppose C(x) = A−1(x). We assume that a0 6= 0, and A−1(x), therefore,
exists. In this case, depth(C) is at most k + 1, and
c0 =
1
a0
, and cn = − 1
a0
n−1∑
i=0
an−ici, (5.44)
where n = 1, 2, . . . , 2k + 1.
Example 5.2.7. Let us work through a straightforward example. Suppose A(x) is
determined by sets a = {1, 1} and r = {1, 1}, and B(x) is determined by sets
b = {3} and s = {1}. We see that the coefficients of A are the Fibonacci numbers
and the coefficients of B are all equal to 3. That is,
A(x) = 1 + x+ 2x2 + 3x3 + 5x4 + 8x5 + 13x6 + . . . , and
B(x) = 3 + 3x+ 3x2 + 3x3 + 3x4 + . . . .
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In this example k = depth(A) = 2 and ` = depth(B) = 1, so we need to
calculate the first 2(k + `) = 6 coefficients of C = A+B. They are
c = {4, 4, 5, 6, 8, 11}. Therefore,
M(c)
3×3
=

4 4 5
4 5 6
5 6 8
 . (5.45)
We see that M(c) is invertible, and now we find the recurrence set t = {t0, t1, t3} by
solving
t0
t1
t2
 =

4 4 5
4 5 6
5 6 8

−1
6
8
11
 = 13

4 −2 −1
−2 7 −4
−1 −4 4


6
8
11
 =

−1
0
2
 . (5.46)
Therefore, C(x) = A(x) +B(x) has depth 3, and is determined by sets
c = {4, 4, 5} and t = {−1, 0, 2}.
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CHAPTER 6
TWO VARIABLES
In this chapter, we explore periodicity of the formal power series
representation A(x, y) of a rational function in two non-commuting variables. We
show that the coefficients of a FPS representation of a rational function in
non-commuting variables satisfy a finite set of linear homogeneous recurrence
relations. We introduce a notion similar to that of depth in the one-variable case,
and call it a core of A, and investigate cores of of A+B, AB, and A−1 when cores
of A and B are given.
6.1 Structure and Definitions
Remark 6.1.1. A non-commutative formal power series A(x, y) ∈ C〈〈x, y〉〉 is given
by
A(x, y) = a1 + axx+ ayy + axxx
2 + ayxyx+ axyxy + ayyy
2 + . . .
=
∑
α∈X∗
aαα,
(6.1)
where α is an element of the non-commutative free monoid with 2 generators x and
y.
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Figure 6.1: Diagram showing the hierarchical rooted binary tree structure (“1” is the
root node) of the free monoid on two generators X∗ = {x, y}. Each node represents
an element of X∗, and each edge represents multiplication by a generator on the left.
Since there is a one to one correspondence between the elements of X∗ and
nodes on the tree shown on Figure 6.1, we will refer to elements of X∗ as nodes
when convenient.
Definition 6.1.2. A rooted tree naturally imposes a notion of levels (distance from
the root); that is, for every node, children are defined as the nodes connected to it a
level below, and the parent as the node connected to it a level above. Every node
has exactly 2 children obtained by left-multiplying the parent node by a generator:
the left child by x and the right child by y.
Definition 6.1.3. Every node α is connected to the root “1” by a unique path. We
call all nodes on this path ancestors of α. Note that we can obtain a list of all
ancestors of α by removing letters on the leftmost position of α one by one. For
example, the ancestors of xyxy are: yxy, xy, y, and 1. The first node obtained by
this removal process is the parent of α.
Definition 6.1.4. A finite nonempty set of nodes I ⊂ X∗, that has the property
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that for any τ in I all ancestors of τ are also in I is called a core, and the elements
of I are called core-nodes or core-elements.
Definition 6.1.5. Given a core I, the set nodes that are children of the nodes in I,
but themselves are not in I is called a cut. We denote this set J or cut(I), and call
its elements cut-nodes or cut-elements.
Figure 6.2: The gray nodes represent a core, and the white nodes represent a cut.
Remark 6.1.6. Any core determines a unique cut, and conversely, any proper cut
determines a unique core. By a “proper cut” we understand a set of nodes, such
that every path down from the root contains exactly one cut-node; i.e. every
downward path is “cut” at some level. If a core contains n elements, then the
matching cut contains n+ 1 elements.
6.2 Core and Periodicity
We start with a straightforward example.
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Figure 6.3: Simple cut. The gray nodes represent a core, and the white nodes repre-
sent a cut.
Example 6.2.1. Let the core I = {1, x, y} and cut J = {xx, yx, xy, yy} be as
shown in Figure 6.3.
Suppose all the partial FV-derivatives with respect to the cut-elements are
linear combinations of the FV-derivatives with respect to the core-elements; i.e.
there exist complex numbers rτ , sτ , tτ , uτ , where τ ∈ I, such that:
∂xxA = r1A+ rx∂xA+ ry∂yA, (6.2)
∂yxA = s1A+ sx∂xA+ sy∂yA, (6.3)
∂xyA = t1A+ tx∂xA+ ty∂yA, (6.4)
∂yyA = u1A+ ux∂xA+ uy∂yA. (6.5)
We can write the above equations in sum notation:
∂xxA =
∑
τ∈I
rτ∂τA,
∂yxA =
∑
τ∈I
sτ∂τA,
∂xyA =
∑
τ∈I
tτ∂τA,
∂yyA =
∑
τ∈I
uτ∂τA,
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where ∂1A = A.
(6.2) implies that:
axx + axxxx+ ayxxy + axxxxxx+ ayxxxyx+ . . .︸ ︷︷ ︸
∂xxA
(6.6)
= r1a1 + r1axx+ r1ayy + r1axxxx+ r1ayxyx+ . . .︸ ︷︷ ︸
r1A
+ rxax + rxaxxx+ rxayxy + rxaxxxxx+ rxayxxyx+ . . .︸ ︷︷ ︸
rx∂xA
+ ryay + ryaxyx+ ryayyy + ryaxxyxx+ ryayxyyx+ . . .︸ ︷︷ ︸
ry∂yA
.
Therefore, by summing the above equation column-wise, we obtain:
axx = r1a1 + rxax + ryay, (6.7)
axxx = r1ax + rxaxx + ryaxy. (6.8)
...
In general, if α is in X∗, then
aαxx = r1aα + rxaαx + ryaαy
=
∑
τ∈I
rτaατ . (6.9)
If we perform similar calculations for ∂yxA, ∂xyA, and ∂yyA, and for any
α ∈ X∗, we obtain the following equations:
aαyx = s1aα + sxaαx + syaαy =
∑
τ∈I
sτaατ , (6.10)
aαxy = t1aα + txaαx + tyaαy =
∑
τ∈I
tτaατ , (6.11)
aαyy = u1aα + uxaαx + uyaαy =
∑
τ∈I
uτaατ . (6.12)
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Every non-core element of X∗ can be written as αpi, where pi is an element of
{xx, yx, xy, yy} = J . Therefore, given sets {aτ} and {rτ , sτ , tτ , uτ}, where τ ∈ I, we
can recursively find all the coefficients aα, α ∈ X∗ of A using equations (6.9), (6.10),
(6.11), and (6.12).
Remark 6.2.2. Note that the set {aτ} corresponds to an initial coefficient set, and
the set {rτ , sτ , tτ , uτ} corresponds to a determining set from Definition 5.2.1. We
will return to this idea after we generalize Example 6.2.1.
Theorem 6.2.3 (Generalization of Example 6.2.1). Let I be a core set and
J = cut(I), and suppose there exist complex numbers r(pi)τ for all τ ∈ I and pi ∈ J
such that
∂piA =
∑
τ∈I
r(pi)τ∂τA, (6.13)
where the r(pi)’s correspond to different letters r, s, t, u from Example 6.2.1. Then
all the non-core coefficients of A(x, y) can be determined recursively for any α in X∗
with the following equation
aαpi =
∑
τ∈I
r(pi)τaατ . (6.14)
Proof. Let r(pi)τ be complex numbers such that (6.13) holds for all τ ∈ I and pi ∈ J .
By Theorem 4.2.2,
∂βA =
∑
α∈X∗
aαβα (6.15)
for every β in X∗. If we apply (6.15) to ∂piA and ∂τA, (6.13) becomes
∑
α∈X∗
aαpiα =
∑
τ∈I
r(pi)τ
∑
α∈X∗
aατα. (6.16)
Consider the coefficient of some fixed α. On the left hand side it is aαpi, and on the
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right hand side it is
∑
τ∈I
r(pi)τaατ . Therefore,
aαpi =
∑
τ∈I
r(pi)τaατ . (6.17)
Since pi is an element of cut(I), any element of X∗ that is not in I can be written as
αpi, and, hence, any non-core coefficient aαpi can be calculated by repeating
(6.17).
Corollary 6.2.4. Given a core set I of A(x, y) and J = cut(I), if there exist
complex numbers r(pi)τ such that (6.13) holds for all τ ∈ I and pi ∈ J . Then the set
a = {aτ |τ ∈ I} (6.18)
is an initial coefficient set, and the set
r = {r(pi)τ |τ ∈ I, pi ∈ J} (6.19)
is a collection of determining sets. That is, aαpi’s satisfy a set of linear homogeneous
recurrence relations with constant coefficients r(pi)τ ’s. There is a linear recurrence
relation for each pi in cut(I).
Definition 6.2.5. If for a core set I and cut(I) of A(x, y), there exist complex
numbers r(pi)τ such that (6.13) holds for all τ ∈ I and pi ∈ cut(I), we call I a
determining core.
Definition 6.2.6. If a core set I is a determining core such that no proper subset
of I is a determining core, we call I a minimal determining core.
Corollary 6.2.7. Given a determining core I of A, {∂τA, τ ∈ I} is a spanning set
for VA; in particular, dimVA ≤ |I|.
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Theorem 6.2.8. Let I be a core set, such that ∂τA, τ ∈ I, form a basis for VA.
Then there is no proper subset K of I such that aκ, κ ∈ K determine A, i.e., I is a
minimal determining core of A.
Proof. Suppose there exists a core set K, a proper subset of I, such that aκ, κ ∈ K
determine A. We can choose a node ω in cut(K) such that that ω is in I.
Since ω is in cut(K), there exist complex numbers rκ, κ ∈ K such that
aαω =
∑
κ∈K
rκaακ. (6.20)
Now,
∂ωA =
∑
α∈X∗
aαwα, (6.21)
so by substituting (6.20) into (6.22), we get:
∂ωA =
∑
α∈X∗
∑
κ∈K
rκaακα
=
∑
κ∈K
∑
α∈X∗
rκaακα
=
∑
κ∈K
rκ
∑
α∈X∗
aακα
=
∑
κ∈K
rκ∂κA
(6.22)
This contradicts the assumption that elements of I form a basis for VA because ω is
in I and K is a subset of I, and K together with ω form a linearly dependent
set.
Corollary 6.2.9. If I is a core set of A, such that ∂τA, τ ∈ I, form a basis for VA,
then I is a minimal determining core of A.
Corollary 6.2.10. Given any determining core set of A, we can reduce it to a
minimal determining core of A.
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Proof. Let I be a determining core of A. By Corollary 6.2.7, S = {∂τA | τ ∈ I} is a
spanning set for VA. Therefore, we can find a basis for VA that is a subset of S, and
obtain the corresponding minimal determining core of A (Theorem 6.2.8).
Figure 6.4: An ordering of elements of X∗: first by length, and then by some alphabet.
To ensure that the basis we find corresponds to a proper core, we execute the
following steps. We start with a would-be basis set W containing only the root node
i.e. ∂1A, and a“candidate for basis list” containing all the other elements of I, call
this set Q. We pick the next (according to the order given in Figure 6.4) node α in
Q, and check if ∂αA can be written as a linear combination of the elements already
in W . If it can, then, by Theorem 6.2.3, all its decedents also can be written as a
linear combination of the elements in W , and we remove α and all its decedents
from Q. If not, we adjoin α to W without damaging its linear independence. We
terminate the process when there is no more nodes in Q. Since we started with a
spanning set, the resulting set W will be a basis for VA, and since we added only the
nodes whose ancestors are already in W , this basis corresponds to a proper core
set.
Theorem 6.2.11. Let α be a word in X∗; α = α1α2 . . . αk, where αi ∈ {x, y}. Then,
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∂αAB =A∂αB + bα2α3...αk∂α1A+ bα3α4...αk∂α1α2A+ . . .
+bαk∂α1α2...αk−1A+ b1 ∂α1α2...αkA︸ ︷︷ ︸
∂αA
. (6.23)
Proof. We proceed by induction on the length k of α. The k = 1 case is the product
rule (4.2.4). Assume the statement is true for α = α1α2 . . . αk−1. Let α0 be a single
letter. Then
∂α0αAB =∂α0(∂αAB)
=∂α0(A∂αB + bα2α3...αk∂α1A+ · · ·+ b1∂αA)
=A∂α0αB + bα∂α0A︸ ︷︷ ︸
product rule (4.2.4)
+bα2α3...αk∂α0α1A+ · · ·+ b1∂α0αA. (6.24)
The theorem holds.
Corollary 6.2.12. The following inclusion holds
VAB ⊆ A(VB) + VA. (6.25)
for any A and B in C〈〈x, y〉〉.
Proof. By Lemma 6.2.11,
∂αAB = A∂αB︸ ︷︷ ︸
∈ A(VB)
+bα2α3...αk ∂α1A︸ ︷︷ ︸
∈ VA
+bα3α4...αk ∂α1α2A︸ ︷︷ ︸
∈ VA
+ · · ·+ b1 ∂αA︸︷︷︸
∈ VA
. (6.26)
The Corollary follows.
Theorem 6.2.13. If we know determining cores (not necessarily minimal) of
formal power series A and B, we can find minimal determining cores of A+B, AB,
and A−1.
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Proof. Suppose determining cores of A and B have k and ` elements respectively.
Recall that by Corollary 5.1.14,
dimC V(A+B) ≤ dimC VA + dimC VB, (6.27)
dimC VAB ≤ dimC VA + dimC VB, and (6.28)
dimC VA−1 ≤ dimC VA + 1. (6.29)
Also, by Corollary 6.2.7, any determining core of A corresponds to a spanning set
for VA. Hence,
dimC VA ≤k, and (6.30)
dimC VB ≤`. (6.31)
Therefore,
dimC V(A+B) ≤k + `, (6.32)
dimC VAB ≤k + `, and (6.33)
dimC VA−1 ≤k + 1. (6.34)
This implies that minimal determining cores of A+B and AB can have at most
k + ` elements, so they can contain elements of length at most k + `− 1.
Furthermore, a minimal determining core of A−1 can have at most k + 1 elements,
so it can contain elements of length at most k. Therefore,
IAB ={τ ∈ X∗ | length(τ) ≤ k + `− 1} and (6.35)
IA−1 ={τ ∈ X∗ | length(τ) ≤ k} (6.36)
are determining cores of A+B, AB, and A−1 respectively.
Now we can reduce them to minimal determining cores using the algorithm
given in the proof of Corollary 6.2.10.
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6.3 Example
In this section we illustrate the results of this chapter by working through a
numeric example. Suppose we have a rational function in 2 non-commutative
variables a and b, given by
γ(a, b) = [2− a(1 + b2)−1a− b(1 + a2)−1b]−1. (6.37)
This expression is a slightly modified example of a rational non-commutative
function given by Farber and Vogel [FV91, p. 437, Exmp. 2.4]. We wish to find the
formal power series representation of γ, call it C(x, y), a minimal determining core
of C, and the set of linear recurrence relations that together with this core
coefficients determine C.
Remark 6.3.1. The expression given by Farber and Vogel [FV91, p. 437,
Exmp. 2.4] (up to renaming the variables) is
γFV (a, b) = [1− a(1− b2)−1a− b(1− a2)−1b]−1. (6.38)
We modified it for the following reasons:
(1) Under the Magnus embedding,
1− a2 7→ −2x− x2,
1− b2 7→ −2y − y2.
(6.39)
We can see that 1− a2 and 1− b2 are not invertible in Γ because their
constant terms are not invertible. To make them invertible, we changed “–”
to “+” in both expressions.
(2) Now,
1− a(1 + b2)−1a− b(1 + a2)−1b 7→ −1
2
x− 1
2
y − 3
4
x2 + yx+ . . . , (6.40)
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which is again not invertible. Hence, we changed “1” to “2” in this
expression.
Example 6.3.2 (Finding the formal power series representation of γ). Recall that
the Magnus embedding µ : R[F2]→ R〈〈x, y〉〉 is given by:
a 7→ 1 + x a−1 7→ 1− x+ x2 − x3 + . . .
b 7→ 1 + y b−1 7→ 1− y + y2 − y3 + . . .
Suppose,
µ
(
(1 + a2)−1
)
= t0 + t1x+ t2x
2 + . . . , (6.41)
for some t0, t1, t2, . . . . Then with some basic algebra we find that
t0 =
1
2
, t1 = −1
2
, and
tk = −tk−1 − 1
2
tk−2.
(6.42)
Therefore,
µ
(
(1 + a2)−1
)
=
1
2
− 1
2
x+
1
4
x2 − 1
8
x4 +
1
8
x5 − 1
16
x6 +
1
32
x8 − 1
32
x9 + . . . (6.43)
It follows that
A(x, y) =µ
(
b(1 + a2)−1b
)
=(1 + y)
(
1
2
− 1
2
x+
1
4
x2 − 1
8
x4 +
1
8
x5 − 1
16
x6 + . . .
)
(1 + y)
=
1
2
+ y +
1
2
y2
− 1
2
x− 1
2
yx− 1
2
xy − 1
2
yxy
+
1
4
x2 +
1
4
yx2 +
1
4
x2y +
1
4
yx2y
− 1
8
x4 − 1
8
yx4 − 1
8
x4y − 1
8
yx4y . . . ,
(6.44)
and if B(x, y) = µ
(
a(1 + b2)−1a
)
, then
B(x, y) = A(y, x). (6.45)
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Therefore, the expression in the outermost parenthesis,
2− a(1 + b2)−1a− b(1 + a2)−1b = 2− A−B has the following the formal power
series representation:
2− A−B =1− 1
2
x− 1
2
y
− 3
4
x2 + yx+ xy − 3
4
y2
− 1
4
yx2 +
1
2
xyx− 1
4
y2x− 1
4
x2y +
1
2
yxy − 1
4
xy2
+
1
8
x4 − 1
4
xy2x− 1
4
yx2y +
1
8
y4
. . . ,
(6.46)
which can in turn be represented by the following tree diagram.
Figure 6.5: [2− a(1 + b2)−1a− b(1 + a2)−1b] The right half of the tree is a reflection
of the left half in the vertical axis. All decedents of the gray 0 nodes are also 0’s.
Let D = 2− A−B, and C = D−1, then (since d0 = 1),
c0 = 1, and cλ = −
∑
λ=αβ
dαcβ. (6.47)
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Now we calculate the coefficients of C with (6.47):
C =1 +
1
2
x+
1
2
y + x2 − 3
4
yx− 3
4
xy + y2 +
7
8
x3 +
1
4
yx2 − 11
8
xyx
+
1
4
y2x+
1
4
x2y − 11
8
yxy +
1
4
xy2 +
7
8
y3 +
17
16
x4 − 7
16
yx3
−9
8
xyx2 + y2x2 − 9
8
x2yx− 3
16
yxyx+
5
4
xy2x− 7
16
y3x− 7
16
x3y
+
5
4
yx2y − 3
16
xyxy − 9
8
y2xy + x2y2 − 9
8
yxy2 − 7
16
xy3 +
17
16
y4 + . . .
(6.48)
[Our special thanks to Boris Zamoruev, who helped writing a JavaScript program
to calculate the coefficients of C. For the program see Appendix 6.3. For a list of
the the first 127 coefficients of C(x, y) (for words of length 0 - 6) see Appendix 6.3.]
Example 6.3.3 (Finding a minimal determining core of C). To find a minimal
determining core of C and the corresponding set of linear recurrences, we follow the
procedure described in Corollary 6.2.10. We form square coefficient matrices, where
each column represents ordered coefficients of the corresponding FV-derivative, and
each row represents the coefficients of the specified monomial across derivatives. We
start with a 2× 2 matrix and increase the number of columns by 1 (keeping the
matrix square):

C ∂xC
1 c1 cx
x cx cxx
,

C ∂xC ∂yC
1 c1 cx cy
x cx cxx cxy
y cy cyx cyy
,

C ∂xC ∂yC ∂xxC
1 c1 cx cy cxx
x cx cxx cxy cxxx
y cy cyx cyy cyxx
xx cxx cxxx cxxy cxxxx

, . . .
(6.49)
We repeat the process until we add a column that can be written as a linear
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combination of the previous columns The first linearly dependent matrix we find is

C ∂xC ∂yC ∂xxC ∂yxC ∂xyC
1 c1 cx cy cxx cyx cxy
x cx cxx cxy cxxx cxyx cxxy
y cy cyx cyy cyxx cyyx cyxy
xx cxx cxxx cxxy cxxxx cxxyx cxxxy
yx cyx cyxx cyxy cyxxx cyxyx cyxxy
xy cxy cxyx cxyy cxyxx cxyyx cxyxy

=

C ∂xC ∂yC ∂xxC ∂yxC ∂xyC
1 1 1/2
1/2 1
−3/4 −3/4
x 1/2 1
−3/4 7/8 −11/8 1/4
y 1/2
−3/4 1 1/4 1/4 −11/8
xx 1 7/8
1/4
17/16
−9/8 −7/16
yx −3/4 1/4 −11/8 −7/16 −3/16 5/4
xy −3/4 −11/8 1/4 −9/8 5/4 −3/16

.
(6.50)
We find its rref (omitted), and write the last column as a linear combination of the
first five linearly independent columns as follows:
∂xyC =
1
2
C + ∂xC − 3
4
∂yC − ∂xxC + 1
2
∂yxC. (6.51)
We repeat the process for ∂yy, ∂xxx, ∂yxx, ∂xyx, and ∂yyx with the new coefficient
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matrix for ∂yy given by

C ∂xC ∂yC ∂xxC ∂yxC ∂yyC
1 c1 cx cy cxx cyx cyy
x cx cxx cxy cxxx cxyx cxyy
y cy cyx cyy cyxx cyyx cyyy
xx cxx cxxx cxxy cxxxx cxxyx cxxyy
yx cyx cyxx cyxy cyxxx cyxyx cyxyy
xy cxy cxyx cxyy cxyxx cxyyx cxyyy

. (6.52)
For the other FV-derivatives we keep the first five linearly independent columns
fixed, and change the last column to one of these:

∂xxxC
1 cxxx
x cxxxx
y cyxxx
xx cxxxxx
yx cyxxxx
xy cxyxxx

,

∂yxxC
1 cyxx
x cxyxx
y cyyxx
xx cxxyxx
yx cyxyxx
xy cxyyxx

,

∂xyxC
1 cxyx
x cxxyx
y cyxyx
xx cxxxyx
yx cyxxyx
xy cxyxyx

, or

∂yyxC
1 cyyx
x cxyyx
y cyyyx
xx cxxyyx
yx cyxyyx
xy cxyyyx

. (6.53)
We find the following equations:
∂yyC =
3
4
C − 1
4
∂xC +
5
8
∂yC − 1
2
∂xxC − 3
4
∂yxC,
∂xxxC = ∂xC +
3
8
∂yC − 1
4
∂yxC,
∂yxxC =
1
4
C +
3
4
∂yC +
1
2
∂yxC,
∂xyxC = −1
4
C − 1
2
∂xC − 3
8
∂yC − 1
2
∂xxC +
1
4
∂yxC, and
∂yyxC =
5
8
C − 3
8
∂xC − 9
16
∂yC − 3
4
∂xxC − 9
8
∂yxC.
(6.54)
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Figure 6.6: Tree diagram of the formal power series representation of
γ = [2 − a(1 + b2)−1a − b(1 + a2)−1b]−1. The gray nodes represent a minimal core,
and the white ones represent the corresponding cut.
It follows from (6.51) and (6.54) that a determining coefficient set for this
non-commutative formal power series is {c1 = 1, cx = 12 , cy = 12 , cxx = 1, cyx = −34},
and the corresponding set of homogeneous linear recurrences is
cαxy =
1
2
cα + cαx − 3
4
cαy − cαxx + 1
2
cαyx, (6.55)
cαyy =
3
4
cα − 1
4
cαx +
5
8
cαy − 1
2
cαxx − 3
4
cαyx, (6.56)
cαxxx = cαx +
3
8
cαy − 1
4
cαyx, (6.57)
cαyxx =
1
4
cα +
3
4
cαy +
1
2
cαyx, (6.58)
cαxyx = −1
4
cα − 1
2
cαx − 3
8
cαy − 1
2
cαxx +
1
4
cαyx, and (6.59)
cαyyx =
5
8
cα − 3
8
cαx − 9
16
cαy − 3
4
cαxx − 9
8
cαyx. (6.60)
This information is sufficient to recursively determine all the coefficients of C. For
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instance, to calculate cxyyxyx = c(xyy)(xyx) we use (6.59) for α = xyy:
cxyyyyx = −1
4
cxyy − 1
2
cxyyx − 3
8
cxyyy − 1
2
cxyyxx +
1
4
cxyyyx
= −1
4
0.25− 1
2
1.25− 3
8
(−0.4375)− 1
2
0.625 +
1
4
(−0.65625)
= −1.
(6.61)
Our result agrees with the coefficient table in Appendix 6.3.
62
BIBLIOGRAPHY
[CFL58] K.-T. Chen, R. H. Fox, and R. C. Lyndon, Free differential calculus. IV.
The quotient groups of the lower central series, Ann. of Math. (2) 68
(1958), 81–95. MR 0102539 (21 #1330)
[Fox53] Ralph H. Fox, Free differential calculus. I. Derivation in the free group
ring, Ann. of Math. (2) 57 (1953), 547–560. MR 0053938 (14,843d)
[Fox54] , Free differential calculus. II. The isomorphism problem of groups,
Ann. of Math. (2) 59 (1954), 196–210. MR 0062125 (15,931e)
[Fox56] , Free differential calculus. III. Subgroups, Ann. of Math. (2) 64
(1956), 407–419. MR 0095876 (20 #2374)
[FV91] M. Farber and P. Vogel, The Cohn localization of the free group ring,
Math. Proc. Camb. Phil. Soc. 111 (1991), 433–443.
[Hun96] Thomas W. Hungerford, Algebra, Springer-Verlag, 1996.
[Jac76] N. Jacobson, Lectures in abstract algebra 1: Basic concepts (graduate texts
in mathematics), Springer, 1976.
[Jac84] , Lectures in abstract algebra 2: Linear algebra (graduate texts in
mathematics), Springer, 1984.
63
APPENDIX
A.1 JavaScript code
This is the JavaScript code used to calculate the coefficients of the formal
power series C in Section 6.3. Our special thanks to Boris Zamoruev, who helped
writing this program.
// Input A
var a = {
"1": 1,
"x": -1/2,
"y": -1/2,
"xx": -3/4,
"yx": 1,
"xy": 1,
"yy": -3/4,
"yxx": -1/4,
"xyx": 1/2,
"yyx": -1/4,
"xxy": -1/4,
"xyy": -1/4,
"yxy": 1/2,
"xxxx": 1/8,
"yyyy": 1/8,
"xyyx": -1/4,
"yxxy": -1/4,
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"xxxxx": -1/8,
"yxxxx": 1/8,
"yyyyx": 1/8,
"xyyyy": 1/8,
"xxxxy": 1/8,
"yyyyy": -1/8,
"xxxxxx": 1/16,
"yxxxxx": -1/8,
"xyyyyx": -1/8,
"xyyyyy": -1/8,
"yxxxxx": -1/8,
"yxxxxy": -1/8,
"xyyyyy": -1/8,
"yyyyyy": 1/16,
};
var st = comp_subs(6);
/************* GENERATE SUBSCRIPTS *************/
var b = {};
b["1"] = 1/a["1"];
function comp_subs(max) {
st = [];
rec(1, "x");
rec(1, "y");
function rec(cur, xy) {
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var r;
if (cur == 1) {
r = xy;
} else {
r = xy + cur;
}
st.push(r);
if (r.length >= max)
return;
rec(r, "x");
rec(r, "y");
}
return st;
}
console.log(st);
/****************** FIND INVERSE ******************/
for (var i in st) {
var sum = 0;
console.log("Computing B" + st[i]);
for (var j = 0; j < st[i].length; ++j) {
Asub = st[i].substring(0, st[i].length - j);
Bsub = st[i].substring(st[i].length - j, st[i].length);
if (Bsub.length == 0)
Bsub = "1";
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sum = sum + (b[Bsub]*(a[Asub] ? a[Asub] : 0));
console.log("Adding: A" + Asub + "B" + Bsub);
}
b[st[i]] = -b["1"]*sum;
console.log("------------------");
}
console.log(b);
/****************** PRINT RESULT ******************/
var res = "";
for (key in b) {
$("#result").append("B<sub>" + key + "</sub> = " + b[key] + "<br>");
}
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A.2 Program Output
Here we list the the first 127 coefficients of C(x, y) (for words of length 0 to 6)
as calculated by the program. We list them in column-wise alphabetical order.
C1 = 1 Cxyxyxx = 0.34375 Cyxyxyy = 0.34375
Cx = 0.5 Cxyxyxy = 1.703125 Cyxyy = −1.125
Cxx = 1 Cxyxyy = −1.3125 Cyxyyx = 0.75
Cxxx = 0.875 Cxyxyyx = −1 Cyxyyxx = −0.8125
Cxxxx = 1.0625 Cxyxyyy = −0.796875 Cyxyyxy = 2.1875
Cxxxxx = 1.25 Cxyy = 0.25 Cyxyyy = −1.59375
Cxxxxxx = 1.296875 Cxyyx = 1.25 Cyxyyyx = −0.015625
Cxxxxxy = −0.28125 Cxyyxx = 0.625 Cyxyyyy = −1.609375
Cxxxxy = −0.21875 Cxyyxxx = 1.25 Cyy = 1
Cxxxxyx = −1.609375 Cxyyxxy = −1.0625 Cyyx = 0.25
Cxxxxyy = 0.90625 Cxyyxy = 0.75 Cyyxx = 1
Cxxxy = −0.4375 Cxyyxyx = −1 Cyyxxx = 0.6875
Cxxxyx = −1.59375 Cxyyxyy = 1.375 Cyyxxxx = 0.90625
Cxxxyxx = −0.90625 Cxyyy = −0.4375 Cyyxxxy = −0.59375
Cxxxyxy = −0.796875 Cxyyyx = −0.65625 Cyyxxy = 0.625
Cxxxyy = 0.6875 Cxyyyxx = −0.59375 Cyyxxyx = −0.8125
Cxxxyyx = 1.25 Cxyyyxy = −0.015625 Cyyxxyy = 1.125
Cxxxyyy = 0.015625 Cxyyyy = −0.21875 Cyyxy = −1.125
Cxxy = 0.25 Cxyyyyx = 0.453125 Cyyxyx = −1.3125
Cxxyx = −1.125 Cxyyyyy = −0.15625 Cyyxyxx = −1.4375
Cxxyxx = −0.125 Cy = 0.5 Cyyxyxy = 0.34375
Cxxyxxx = −0.90625 Cyx = −0.75 Cyyxyy = −0.125
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Cxxyxxy = 1.375 Cyxx = 0.25 Cyyxyyx = 1.375
Cxxyxy = −1.3125 Cyxxx = −0.4375 Cyyxyyy = −0.90625
Cxxyxyx = 0.34375 Cyxxxx = −0.21875 Cyyy = 0.875
Cxxyxyy = −1.4375 Cyxxxxx = −0.15625 Cyyyx = −0.4375
Cxxyy = 1 Cyxxxxy = 0.453125 Cyyyxx = 0.6875
Cxxyyx = 0.625 Cyxxxy = −0.65625 Cyyyxxx = 0.015625
Cxxyyxx = 1.125 Cyxxxyx = −0.015625 Cyyyxxy = 1.25
Cxxyyxy = −0.8125 Cyxxxyy = −0.59375 Cyyyxy = −1.59375
Cxxyyy = 0.6875 Cyxxy = 1.25 Cyyyxyx = −0.796875
Cxxyyyx = −0.59375 Cyxxyx = 0.75 Cyyyxyy = −0.90625
Cxxyyyy = 0.90625 Cyxxyxx = 1.375 Cyyyy = 1.0625
Cxy = −0.75 Cyxxyxy = −1 Cyyyyx = −0.21875
Cxyx = −1.375 Cyxxyy = 0.625 Cyyyyxx = 0.90625
Cxyxx = −1.125 Cyxxyyx = −1.0625 Cyyyyxy = −1.609375
Cxyxxx = −1.59375 Cyxxyyy = 1.25 Cyyyyy = 1.25
Cxyxxxx = −1.609375 Cyxy = −1.375 Cyyyyyx = −0.28125
Cxyxxxy = −0.015625 Cyxyx = −0.1875 Cyyyyyy = 1.296875
Cxyxxy = 0.75 Cyxyxx = −1.3125
Cxyxxyx = 2.1875 Cyxyxxx = −0.796875
Cxyxxyy = −0.8125 Cyxyxxy = −1
Cxyxy = −0.1875 Cyxyxy = 1.65625
Cxyxyx = 1.65625 Cyxyxyx = 1.703125
