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ABSTRACT
We investigate decoherence of an electron in graphene caused by electron-flexural phonon in-
teraction. We find out that the flexural phonons can produce dephasing rate comparable to the
electron-electron one. The problem appears to be quite special because there is a large interval of
temperatures where dephasing rate cannot be obtained using the golden rule. We evaluate this rate
for a wide range of n and T and determine several asymptotic regions with temperature dependence
crossing over from τ−1φ ∼ T 2 to τ−1φ ∼ T when temperature increases. We also find τ−1φ to be a
non-monotonous function of n. These distinctive features of the new contribution can provide an
effective way to identify flexural phonons in graphene through the electronic transport by measuring
the weak localization corrections in magnetoresistance.
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1. INTRODUCTION
Graphene – monolayer of graphite – is a fantastic material that leads the world into the literally
2D material age for the first time[1]. Its ultrahigh mobility even in room temperature and many
other good properties open many opportunities for device application. Graphene is now really
playing a central role in condensed matter physics which connects together various branches of
physics.
Transport properties of graphene attract a lot of attention [2] since the very discovery of this
fascinating material [1]. It is promising for various applications due to its high charge mobility
and unique heat conductivity. Being a real 2D material, graphene has electronic properties that
are closely related to its structural properties. Graphene is a truly crystalline membrane, a subject
that is extensively studied in soft condensed matter physics in 80’s [3]. Due to the famous Mermin–
Wagner theorem, a 2D membrane was considered to be inexistent, but it was later found that
in crystal membranes the freedom to fluctuate in a third direction and the coupling between in-
plane and out of plane strains can stabilize the otherwise unstable membrane [4, 5]. The out of
plane fluctuation mode has a quadratic dispersion and is dubbed with a special name: the flexural
phonon (FP). Theoretically, it has been realized long ago [6–8] that these transport properties of
free-standing (suspended) graphene are strongly influenced by the flexural (out-of-plane) vibrational
mode, which deforms the graphene sheet, see Fig. 1.1. From the experimental point of view, the
effect of the flexural phonons has been clearly observed in the heat transport [9, 10]. However, it is a
more challenging task to identify the effect of the flexural phonons in the electronic transport [11, 12].
This is because the contribution of electron-phonon interaction to the momentum relaxation remains
small even at high temperatures, with the main source of the relaxation being elastic impurities
[13].
Dephasing rate τ−1φ can be a more suitable quantity for studying the FPs, since static impurities
do not cause dephasing. The dephasing rate is usually studied through the phenomenon of the weak
localization correction to conductivity [14], an important topic in field of the quantum transport.
The physics of the weak localization was investigated thoroughly starting from late 70’s [15]. The
key point here is that the probability for the quasiparticle to come back to its origin is doubled
due to the quantum interference between forward and backward trajectories [16]. The experimental
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evidence of this quantum interference comes from the magnetoresistance measurements – a way to
destroy the coherence of the quasiparticle by applying external magnetic field. Thus, the dephasing
time is of crucial importance in the story, beyond which the interference can not be established.
Magnetoresistance measurements are common to detect the dephasing rate in normal disordered
conductors as well as in Graphene [17, 18]. Usually the electron-electron interaction [19–22] is
considered as the primary mechanism for dephasing. In normal metals dephasing due the phonons
are important at a higher temperature. One may expect the same for graphene.
There are two ways [23] for electrons to couple to the ionic degrees of freedom in graphene. First
is through the usual deformation potential coupling which induces a scalar potential. It has been
realized in the Carbon Nanotube research that, there is another form of coupling between electrons
and phonons: vector potential like coupling, which is due to the change in bond length and angle
between carbon atoms and thus, hopping amplitude [23]. This kind of coupling is remarkable and
ubiquitous. Many interesting new physics can be derived from the induced fictitious gauge field
[24]. It even shaped a new subfield in graphene research – the strain engineering [25], for phonons
in the long-wavelength limit can be viewed as elastic strain. Upon proper manipulation of the
strain experimentalists created pseudo-magnetic field (the name ’pseudo’ due to the fact that it
still preserve time reversal symmetry) greater than 300 Tesla [26], which generated a lot of new
possibilities to observe ubiquitous quantum phenomena without external magnetic field and at a
higher temperature, e.g. the zero-field quantum Hall effect [27], Aharonov–Bohm effects from local
deformation [28], and also the novel graphene nonelectronic [29].
In my thesis work, we show that the strain induced fictitious gauge field, though preserving
time reversal symmetry, would still contribute to dephasing. Thermal fluctuations will easily induce
random corrugations or ripples [30] on the graphene sheet and, therefore, random fluctuations of
the pseudo-magnetic field. This reminds us about the situation in early 90’s when the effect of
random static magnetic field in strongly correlated system was heavily investigated [31, 32]. Early
study on weak localization of the graphene has mentioned the possible contribution to dephasing
from those ripples, which is essentially a kind of static fictitious gauge field. Here we will give a
much more quantitative argument on the topic and indicate different effects on various channels.
We will mainly discuss dephasing caused by the electron-flexural phonon (el-FP) interaction
in graphene. It is the softness of the flexural mode and the coupling of an electron to two FPs
simultaneously (see Fig. 1.2 for illustration) that make the contribution of FPs to τ−1φ in a suspended
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Figure 1.1: Deformation of a graphene sheet. The graphene depicted is under the influence of the
out of plane (flexural) vibrational mode.
sample to be significant, and at large enough densities even comparable with the one caused by
the electron-electron interaction. Because of the quadratic spectrum of the FP, ωk = αk
2, FPs
are much more populated as compared with the in-plane ones. In addition, the coupling to two
FPs considerably increases the phase space available for the inelastic processes as compared to
the interaction with a single phonon. The point is that in graphene the Fermi momentum, kF , is
relatively small. As a result, the interaction of a single phonon with electrons is determined by the
Bloch-Gru¨neisen (BG) temperature, TBG ∼ ω2kF , rather than the temperature, when T  TBG
[33]. In such a case, one needs to exploit other scattering mechanisms to overcome the limitations
induced by the smallness of kF . For example, in supercollisions [34] thermal phonons interact
with electrons via impurity scattering which carries away excess momenta. In the case of el-FP
interaction, coupling to two phonons radically changes the situation. Now only the transferred
momentum should be small, while individually a FP may have a momentum much larger than kF ,
up to the thermal momentum qT .
Still, as we shall demonstrate, the problem of dephasing due to the el-FP interaction appears to
be quite special, because the softness of FPs, i.e. unique smallness of TBG, leads to the existence
of a temperature range where dephasing rate cannot be obtained using the golden rule (GR), but
rather both the self-energy and the vertex processes [35] should be treated simultaneously. This
results in a transition from τ−1φ ∼ T 2 to T with increasing temperature for the dephasing rate
induced by FPs.
This thesis is organized as follows: in Sec. 2 we describe the properties flexural phonons, then
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Figure 1.2: Scheme of the el-FP interaction process. On the left, scheme of the el-FP scattering
event, where the solid line represents an electron, and the wavy lines represent FPs. On the right,
relations among the momenta involved in scattering. FPs can have momenta p, q much larger than
the transferred momentum Q. Under the conditions discussed in the paper, the scattering process
is considered as semi-elastic.
in Sec. 3 we review the diagrammatic theory of dephasing and apply it to graphene in Sec. 4,
finally we show the phase diagram of the calculate dephasing rate due to the flexural phonons in
Sec. 5, discuss the peculiar physics involved in the problem in Sec. 6, followed by a summary as
conclusion.
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2. FLEXURAL PHONONS AND THEIR FLUCTUATION
In this section we will discuss the properties of flexural phonons (FPs) and their fluctuations.
2.1 Flexural Phonons
The lattice dynamics of the single-layer graphene can be described in terms of the displacement
vector u = (ux, uy, h) [3]. Here ux,y describe the in-plane modes, while the out-of-plane displacement
h describes the flexural mode. The displacement vector leads to a nonlinear strain tensor of the
form
uij =
1
2
(∂iuj + ∂jui + ∂ih∂jh) , (2.1)
where (i, j) = (x, y) are spatial indices. The free energy of the graphene membrane in the harmonic
approximation can be expressed as
H = 1
2
∫
d2x
(
λu2ii + 2µu
2
ij
)
+
κ
2
∫
d2x
(∇2h)2 ,
where the first term describes the elastic energy and second one is the bending energy. Here
κ ≈ 1eV is the bending rigidity and λ ≈ 3 eV/A˚2, µ ≈ 9eV/A˚2 are the in-plane elastic constants.
However, simple Levanyuk-Ginzburg criteria [36, 37] arguments show that at k < qc (T ), where
qc =
√
T∆c
vF
≈ 0.01√T/A˚, the harmonic approximation for the flexural mode ceases to work due to
anharmonicity. Here ∆c ≈ 18.7eV [8] reflects the energy scale of the anharmonicity. The breakdown
of the Gaussian approximation is related to the h4-vertex, arising as a result of integrating out fast
u-modes, which are coupled to h-mode [4, 38] and entering the free energy quadratically. Then,
one can immediately see the h4-vertex from the effective free energy that can be written as
Heff = κ
2
∫
d2x
(∇2h)2 + 1
8dc
Y2
∫ (
d2x
) (
PTij∂ih∂jh
)2
,
where dc is the codimension [39] and Y2 =
4µ(µ+λ)
2µ+λ = 20eV/A˚
2
is the two-dimensional Young’s
modulus and PTij = δij −∇i∇j/∇2 is the transverse projector [4]. As a result, the low momentum
end of the FP’s spectrum is significantly renormalized. This effect can be described by the self-
consistent screening approximation (SCSA) theory [39], which includes a partial summation of an
infinite series of the h4-vertex diagrams. While the method is exact in the limit of infinite spatial
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dimensions, applying it to a graphene sheet embedded in 3D world is just an extrapolation, where
dc = 1. Nevertheless, one can propose the following form of the renormalized spectrum
ωk = αk
2Θ (k) , Θ (k) =
√
1 + Z−1 (qc/k)
η
, (2.2)
where Θ (k) describes a transition from the bare spectrum at high momentum to the renormalized
spectrum ∼ k2−η/2 in the low momentum limit. It is important that 1/2 < η < 1. For η > 1/2, the
perturbative calculation for the correlation functions is sufficient. For η < 1, the FPs remain soft
and the integrals determining the correlation functions of the potentials, see Eqs. (2.5) and (2.6)
below, converge at small momenta, i.e., q, p qT . The exact Z and η should be extracted from the
experiments. Below we will exploit the value Z ∼ 2, and take η ≈ 0.8 from the numerical solution
of the SCSA [40].
2.2 Electron-Flexural Phonon Coupling
There are two ways [23] for electrons to couple with the ionic degrees of freedom. First is
through the deformation potential coupling between electrons and acoustic phonons, which can be
represented as an effective scalar potential field: ϕ = g1 (uxx + uyy), where g1 = 30eV [23] is the
deformation potential constant. Here uij is the full nonlinear strain tensor. One can then write
down the scalar potential due to flexural phonons
ϕ = g1 (fxx + fyy) /2,
where fij (r, t) ≡ ∂ih∂jh. Another way of coupling is through the changes in bond length and angle
in carbon atoms and this induces an fictitious gauge field: vFA = g2 (uxx − uyy,−2uxy), where
g2 = 7.5eV [23]. Likewise, the fictitious gauge field that is induced by flexural phonons can be
written as
vFA =
g2
2
 fxx − fyy
−2fxy
 .
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2.3 Fluctuation of the Flexural Phonons
Thermal fluctuations of the lattice produce variations in the potentials. Averaging over lattice
vibrations one finds the correlation functions of the potentials as
〈ϕ (Q,Ω)ϕ (−Q,−Ω)〉 = φ (Q,Ω) ,〈
Aαi (Q,Ω)A
β
j (−Q,−Ω)
〉
= sαsβAij (Q,Ω) . (2.3)
where we define the thermal average 〈...〉 ≡ Z−1Tr [... exp (−βHeff )], here β = 1/T is the inverse
temperature. To proceed, we introduce the correlation function for FP
〈h (k, ω)h (−k,−ω)〉 ≡ H (k) 2piδ (ω − ωk) , (2.4)
where H (k) can be found from the action describing the elastic deformation of graphene.
In the harmonic approximation, H (k) = n(ωk)ρωk , where n (ω) is the Planck distribution function
and ρ is the mass density of the graphene sheet.
Combining the equations above, we obtain for the scalar potential correlation function
φ (Q,Ω) =
1
8
g21 (Q)
∫ (
d2p
) (
d2q
)
[p · q]2
×H (p)H (q) δp,q (Ω,Q) , (2.5)
where δp,q (Ω,Q) ≡
∑
± (2pi)
3
δ (Ω± ωp ± ωq)× δ (Q− p− q), and ωp,q are given by Eq. (2.2).
Here the summation includes four different processes of emission/absorption of two FPs by an
electron. Since each time an electron is coupled to two flexural phonons, φ describes a phonon loop
and, therefore, in the momentum-frequency domain φ (Q,Ω) has a extended support rather than
a δ-function peak. Same as the scalar counterpart, we can get for the vector potential correlation
function
Aij (Q,Ω) = nˆinˆj
8
(g2/vF )
2
∫ (
d2p
) (
d2q
)
p2q2
×H (p)H (q) δp,q (Ω,Q) , (2.6)
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where nˆ =
(
cos 2Qˆ,− sin 2Qˆ
)
.
2.4 Screening due to Electrons
We briefly discuss the problem of screening. The deformation potential constant represents the
coupling of ions to electron density, therefore the coupling constant will be screened by the electron-
hole polarization operator as in ordinary metals. It reduces to a Thomas-Fermi like expression
g
′
1 (Q) = g1/ (Q) = g1
Q
Q+ κ
where κ = geNkF , N = 4 is the spin-valley degeneracy in graphene, and ge ∼ 1 describes the
renormalized Coulomb interaction [41]. Moreover, the polarization bubble of the flexural phonons
also suffers from the screening by itself due to the second term in Heff . This effect is included by a
partial summation of infinite amount of vertex renomalization diagrams [39, 42], i.e., by using the
renormalized spectrum employing SCSA, Eq. (2.2).
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3. THE THEORY OF DEPHASING
Main tool to probe electronic coherence is magnetoresistance [43], which gives a direct access to
the weak localization corrections to conductivity, controlled by the dephasing rate τ−1φ . The weak
localization correction to conductivity in graphene can be written as [44, 45]
∆σ = −2e
2D
pi
∑
l
∫
dtCl (−t/2, t/2) , (3.1)
where l sums over four Cooperon channels relevant for the magnetoresistance. Physically, Cl (−t/2, t/2)
represents the interference of a pair of time reversed trajectories in the channel l that start at −t/2
and return to the initial point at t/2. More generally, the Cooperon matrix Cl1l2s1s2 is labeled by two
isospin numbers s1,2 and two pseudospin numbers l1,2. It is diagonal in the pseudospin space even
in the presence of interactions that preserve sublattice and valley indices. The Cooperon channels
relevant for magnetoresistance are the isospin singlets, Cl ≡ Cll00 (l = 0, x, y, z), whose gaps are small
compared with τ−1, the elastic scattering rate due to impurities. Therefore, we restrict ourselves
to this subspace.
3.1 Diagrammatic Calculation of the Decay Function
To include el-FP interaction into the Cooperon, one can write down a Bethe-Salpeter equation
for a particular Cooperon channel Cl. In the following we will not solve the equation exactly, but
instead, we will estimate the upper bound of the Cooperon decay rate [46, 47]. We start by writing
down an ansatz that reads as [35]
Cl (t1, t2) = C
l
0 (t1 − t2) e−F
l(t1,t2). (3.2)
Here Cl0 (t) is the diffusion propagator describing the bare Cooperon, and F
l (t1, t2) is a decay
function characterizing the effect of the el-FP interaction. To the lowest order in the interaction
propagators, the expression for F l can be obtained as
F l (t1, t2) ' − C
l
1 (t1, t2)
Cl0 (t1 − t2)
, (3.3)
9
where Cl1 is the first order correction to the Cooperon in terms of the interactions propagators, see
Fig. 3.1.
Sl
-
-t/2     t/2
Figure 3.1: Diagramatic representation of the decay function F (t). Here Σl = Σ
self
l + Σ
vert
l .
For each channel, the contribution of the el-FP interaction can be separated into the scalar and
vector potential ones. Also, the effect of the interaction is separated into the self-energy and vertex
(vertical) contributions, denoted as Σself/vert; see Fig. 3.2. Thus, one can write F l = F lφ + F
l
A,
and Σl,self/vert = Σ
l,self/vert
φ + Σ
l,self/vert
A . We concentrate first on dephasing caused by the scalar
potential fluctuation φ (Q,Ω). The calculation for the vector potential contribution goes along the
similar lines, and results are presented in the end of this Section.
3.1.1 Scalar Potential Coupling
In Eq. (3.8), the Cooperon variables (q˜, ω˜) are small comparing to the electronic scales de-
termining the el-FP interaction process, i.e., q˜  kF and ω˜  µ. Therefore, one can drop out
(q˜, ω˜) dependences from the interaction propagators Σ. Furthermore, as far as T  TBG, the typi-
cal momentum transfer Q ∼ 2kF  1/vF τ . Therefore, dephasing can be calculated assuming that
electron’s motion during the interaction event is ballistic.
The self-energy and vertex contribution of the channel l are defined in the iso-pseduospin basis
via Σl,self/vert ≡ (ΣyΛyΛl)αβ Σself/vert,αβ;γδ (ΣyΛlΛy)δγ (summation for Greek letters is implied; indices
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φ (A) are omitted). Here, the self-energy contribution, see Fig. 3.2(a), can be written as
τΣself,φαβ;γδ, (q˜, Q, ω˜,Ω) = −
g (Q)
2
piν0τ
∫ (
d2p
)(− i
2
DK (Q,Ω)
)
×
{ [GR (p+, E+)GR (p+ −Q,E+ − Ω)GR (p+, E+)]
αβ
GA
(
p−, E−
)
γδ
+GR
(
p+, E+
)
αβ
[
GA
(
p−, E−
)
GA
(
p− −Q,E− − Ω)GA (p−, E−)]
γδ
}, (3.4)
where E± = µ± ω˜/2, p± = kF ± q˜/2. Note that arguments q˜ and ω˜ are related to the propagation
of the Cooperon, while Q and Ω describe the interactions with FPs causing the dephasing. The
vertex contribution, see Fig. 3.2(b), is
τΣvert,φαβ;γδ (q˜, Q, ω˜,Ω) = −
g (Q)
2
piν0τ
∫ (
d2p
)(− i
2
DK (Q,Ω)
)
×
[
GR
(
p+, ε+ − Ω)GR (p+ +Q, ε+)]
αβ
[
GA
(
p−, ε− + Ω
)
GA
(
p− −Q, ε−)]
γδ
,
(3.5)
where ε± = E± ± Ω/2.
Due to the softness of FPs, the integrals in Eq. (3.8) converge at small frequencies Ω  T .
Therefore, when calculating the effect of interaction on the Cooperon propagators, one may keep
only the classical (Keldysh) component of the interaction, DKφ (Q,Ω) = −2iφ (Q,Ω), and send
n (ωk) in H (k) to its classical limit,
T
ωk
. If the full quantum problem is considered, one needs to use
1
sinh(ωk/T )
, in order to incorporate Pauli principle due the presence of other electrons [47]. This leads
to the same result for T  ωk, but ensures that quantum fluctuations do not lead to dephasing
at zero temperature. Note that the assumption that Ω  T depends crucially on the fact that
τ−1φ  T which has been checked a posteriori. After a simple calculation, one concludes for scalar
potential
Σl,selfφ = −Σl,vertφ = Σφ (Q,Ω) , (3.6)
where Σφ (Q,Ω) ≡ φ (Q,Ω)Bφ (Q). Here,
B (Q) = 2
vFQ
(
1− (Q/2kF )2
)1/2
θ (2kF −Q) , (3.7)
where the Heaviside theta function θ (2kF −Q) restricts the momentum that can be exchanged
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between FPs and electrons. This leads to
Cl1 (t1, t2) =
∫
(dQ) (dΩ) (dq˜) (dω˜) e−iω˜t12 [Cl0 (q˜, ω˜) Σ
l,self
Q,q˜ (ω˜,Ω)C
l
0 (q˜, ω˜)
+ eiΩτ12Cl0 (q˜, ω˜ − Ω) Σl,vertQ,q˜ (ω˜,Ω)Cl0 (q˜, ω˜ + Ω)], (3.8)
where t12 = t1 − t2 and τ12 = t1 + t2.
As a result, the decay function for the scalar potential Fφ (t) is the same for all channels, and it
can be expressed as a convolution of three factors: i) the correlation function φ (Q,Ω), ii) function
B (k), describing the ballistic electron’s motion, and iii) factor Cφ (Ω, t), reflecting the relation
between the self-energy and vertex diagrams:
Fφ (t) = t
∫
(dQ) (dΩ)φ (Q,Ω)B (Q) Cφ (Ω, t) . (3.9)
The factor Cφ (Ω, t) is obtained by performing the (q˜, ω˜) integration in Eq. (3.8), and is equal to
Cφ (Ω, t) = 1− sin Ωt
Ωt
. (3.10)
3.1.2 Vector Potential Coupling
In the case of vector potential coupling, one calculates a diagram similar to that in Fig. 3.2,
and gets
Σl,selfA = slΣ
l,vert
A = Σ
ij
A (Q,Ω) δ
ij
T (Q) , (3.11)
where δijT (Q) = δ
ij −QiQj/Q2 and ΣijA (Q,Ω) = v2FAij (Q,Ω)BA (Q) . Here, Aij (Q,Ω) is defined
in Eq. (2.6), and
BA (Q) = 2
vFQ
(
1− (Q/2kF )2
)−1/2
θ (2kF −Q) . (3.12)
The corresponding decay function can be rendered as (compare with Eq. (3.9))
F lA (t) = t
∫
(dQ) (dΩ) v2FAij (Q,Ω) δijT (Q)BA (Q) CAl (Ω, t) , (3.13)
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=τΣselfαβ;γδ
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γ δ
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R R R
A
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E+ − Ω/2, p+
R
A
R
A
E− +Ω/2, p−
E+ +Ω/2, p+ +Q
E− − Ω/2, p− −Q
α
γ
β
δ
=τΣvertαβ;γδ
E+−Ω , p+−Q
1/piν0τ
=
=
g1(Q)
= −i/2DK(Ω, Q)
R/A = G
R/A
αβ (E, p)
E, pα β
(a)
(b)
(c)
Figure 3.2: Diagrammatic representation of the self-energy and vertex Contributions. (a) The self-
energy contribution, (b) the vertex contribution and, (c) diagrammatic dictionary for the various
objects involved: E± = µ ± ω˜/2 and p± = kF ± q˜/2; ν0 is the density of states at Fermi energy,
and g1 (Q) is the coupling constant with screening included.
where
CAl (Ω, t) = 1 + sl
sin Ωt
Ωt
. (3.14)
The intervalley Cooperons are coupled to the vector potential field of the opposite signs. Thus,
sl = ±1 for intra-/intervalley Cooperons. Further on, one can resolve the transverse delta function
δijT and get
F lA (t) = t
∫
sin3 Qˆ (dQ) (dΩ)A (Q,Ω)BA (Q) CAl (Ω, t) , (3.15)
where
A (Q,Ω) = g
2
2
8
∫ (
d2p
) (
d2q
)
p2q2H (p)H (q) δp,q (Ω,Q) . (3.16)
Here δp,q (Ω,Q) =
∑
± (2pi)
3
δ (Ω± ωp ± ωq) δ (Q− p− q) and the summation includes four dif-
ferent processes of emission/absorption of two FPs by an electron.
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4. DEPHASING RATE DUE TO THE FLEXURAL PHONONS
In this section we will apply the theory discussed in Section 3 to deal with the problem of
dephasing due to the electron-flexural phonon interactions. We will discuss both scalar and vector
potential coupling.
4.1 The Decay Function
4.1.1 Scalar Potential Coupling
The dephasing rate τ−1φ is defined according to Fφ (τφ) = 1. The decay function can be most
conveniently expressed as
Fφ (t) = c
2
φtTf (T , ξ)
T
µ
, (4.1)
where cφ =
g1/ρα
2
2pigeN
∼ 1.2 is dimensionless coupling constant and f is a dimensionless function of
two parameters: T = αk2F t and ξ = Z−1/ηqc/kF . Parameter ξ originates from the renormalization
of the FP spectrum described by Θ in Eq. (2.2); Θ (kF ) =
√
1 + ξη.
Let us now evaluate the integral in Eq. (2.5) explicitly. It is convenient to use the time
representation for the energy delta-function:
∑
±
(2pi) δ (Ω± ωp ± ωq) = 4
∫
dτ cos (ωpτ) cos (ωqτ) exp [−iΩτ ] . (4.2)
After this, one can integrate Eq. (3.9) in frequency Ω, using
∫
(dΩ) e−iΩτ
(
1− sin Ωt
Ωt
)
=
1
t
Ξ− (τ/t) , (4.3)
where
Ξ± (s) ≡ δ (s)± 1
2
θ (1− |s|) . (4.4)
The next step is to make the integral dimensionless by introducing τ = st and dimensionless 2D
vectors x,y, z = p/kF ,q/kF ,Q/kF . Using the expression for H (q) in the classical limit, H (q) =
T
ρω2q
(ωq is defined in Eq. (2.2)), we obtain the decay function as given in Eq. (4.1)
Fφ (t) = c
2
φtTfφ
(
αk2F t, Z
−1/ηqc/kF
) T
µ
. (4.5)
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Here,
fφ (T , ξ) = 4pi2
∫
(2pi)
2
(dz) (dx) (dy) δ (z− x− y)S (z) (x · y)
2
x4y4∫
Ξ− (s) ds
cos
(T sx2Θξ (x)) cos (T sy2Θξ (y))
Θ2ξ (x) Θ
2
ξ (y)
(4.6)
with T = αk2F t, ξ = Z−1/ηqc/kF , Θξ (x) =
√
1 + (x/ξ)
−η
, and
Sφ (z) =
(
z
1 + z/ (geN)
)2√
1− (z/2)2θ (2− z) , (4.7)
which is the product of the screening and chiral factors. Here N = 4 is the spin-valley degeneracy
in graphene, and ge describes the renormalized Coulomb interaction.
To proceed, it is convenient to make some transformations in Eq. (4.6). First, we integrate out
s exactly, using the relation
∫
Ξ± (s) ds cos (sa) cos (sb) = Ξ± (a, b) , (4.8)
with
Ξ± [a, b] = 1± a sin a cos b− b sin b cos a
a2 − b2 . (4.9)
This gives
fφ (T , ξ) = (2pi)4
∫
(dz) (dx) (dy) δ (z− x− y)Sφ (z) (x · y)
2
x4y4
Ξ−
[T Θξ (x)x2s, T Θξ (y) y2s]
Θ2ξ (x) Θ
2
ξ (y)
.
(4.10)
The final step is to resolve the delta-function in the above expression for y which yields
y =
√
z2 + x2 − 2zx cosψ, (4.11)
where ψ is the angle between z and x. As a result, one finally obtains
fφ (T , ξ) =
∫ 2
0
dzSφ (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
(z cosψ − x)2
xy4
Ξ−
[T Θξ (x)x2, T Θξ (y) y2]
Θ2ξ (x) Θ
2
ξ (y)
, (4.12)
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4.1.2 Vector Potential Coupling
We define
F lA (t) ≡ c2AtTf lA
(
αk2F t, Z
−1/ηqc/kF
) T
µ
, (4.13)
where cA is the dimensionless el-FP coupling constant for the vector potential.
4.1.2.1 Intervalley Channels (l = 0, z)
Since sl = −1, the decay function for the intervalley Cooperons is similar with that for the
scalar potential. Without providing further details, we conclude that
f lA (T , ξ) =
∫ 2
0
dzSA (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
1
xy2
Ξ−
[T Θξ (x)x2, T Θξ (y) y2]
Θ2ξ (x) Θ
2
ξ (y)
, (4.14)
where y has been defined by Eq. (4.11), and
SA (z) =
1
2
(
1− (z/2)2
)−1/2
θ (2− z) . (4.15)
Note that SA (z) includes only the chiral factor since screening does not affect the vector potential
coupling constant.
4.1.2.2 Intravalley Channels (l = x, y)
For the intravalley channels, sl = 1. Correspondingly Ξ− has to be changed to Ξ+:
f lA (T , ξ) =
∫ 2
0
dzSA (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
1
xy2
Ξ+
[T Θξ (x)x2, T Θξ (y) y2]
Θ2ξ (x) Θ
2
ξ (y)
. (4.16)
4.2 Asymptotic Properties of the Decay Function
The analytical expressions obtained in the previous sections allow us to determine τφ/A at
arbitrary temperature T and chemical potential µ. (In the end, the dephasing times τφ/A are
defined as solution of the equations Fφ/A
(
τφ/A
)
= 1.) We have developed numerical procedure,
which exploits these equations to calculate corresponding τφ (T, µ) dependencies. Before presenting
general results, let us concentrate on the properties of the functions fφ/A (T , ξ) in the analytically
accessible regimes.
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4.2.1 Scalar Potential Coupling
4.2.1.1 Large ξ
For ξ  1, one may identify three asymptotic regions depending on T . When T  ξ−2,
the integral in fφ (T , ξ) is dominated by the quadratic spectrum where Θξ (x) = 1 (refer to Eq.
(4.12)), while at ξ−2  T  ξ−η/2 the integral is dominated by the part of spectrum where
Θξ (x) = (x/ξ)
−η/2
. Thus, for not too large T (T  ξ−η/2), one may assume that the spectrum is
homogenous, and put Θξ (x) = (x/ξ)
b
. Then the function fφ reads:
fφ (T , ξ) = ξ
4b
2pi
∫ 2
0
dzSφ (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
(z cosψ − x)2
x1+2by4+2b
Ξ−
[
T (x/ξ)b x2, T (y/ξ)b y2
]
. (4.17)
We obtain,
fφ (T , ξ) = c (b) ξ 6b2+b T
2+4b
2+b , (4.18)
with c (b) =
MbNφ
2+b , where Nφ =
∫ 2
0
dzSφ (z) = 0.89 (assuming ge ≈ 1), and
Mb =
∫ ∞
0
u−
5b+4
b+2 Ξ− (u, u) du = 2
3b
b+2 Γ
(
−5b+ 4
b+ 2
)
sin
(5b+ 4)pi
(b+ 2) 2
. (4.19)
More specifically, for b = −η/2, cηI ≡ c (−η/2) = 0.03, when η = 0.8. For b = 0, cII ≡ c (0) = pi8Nφ.
The scaling expression in Eq. (4.18) can be achieved due to the fact that one can neglect all the z
dependences except for Sφ (z) in Eq. (4.17). Then, y ' x, ψ integral gives 2pi, and the remaining
integral over x leads to Eq. (4.18). The obtained asymptotes will describe non-golden rule behavior
for the decay function, in the region I (b = −η/2) and II (b = 0). Note that for b = 0, fφ = cIIT .
Next, for T  ξ−η/2, the golden rule regime holds and the vertex diagram is not important
anymore. In this case, one can put Ξ− → 1, and fφ (T , ξ) becomes independent on T :
fφ (T , ξ) =
∫ 2
0
dzSφ (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
(z cosψ − x)2
xy4
1
Θ2ξ (x) Θ
2
ξ (y)
= cηIV ξ
−2η, (4.20)
where cηIV = ηU
ηW η
∫ 2
0
dzSφ (z) z
2η−2. Here, with Jn (u) being the Bessel function of the first
kind, Uη ≡ ∫∞
0
u−2ηJ1 (u) du =
4−ηΓ(1−η)
Γ(1+η) , and W
η ≡ (∫∞
0
uη−1J0 (u) du
)2
+
(∫∞
0
uη−1J2 (u) du
)2
=
(
2η−1Γ(η/2)
Γ(1−η/2)
)2
+
(
2η−1Γ(1+η/2)
Γ(2−η/2)
)2
. For η = 0.8, this yields Uη = 1.63 and W η = 2.42. Eq. (4.20)
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describes the asymptotic behavior of the function fφ (T , ξ) in region IV.
As a result, we see that the function fφ (T , ξ) for large ξ evolves with growing T as follows
(regions of applicability can be easily read off from these equations):
cIIT → cηI ξ−
3η
2−η/2 T 2−2η2−η/2 → cηIV ξ−2η. (4.21)
As indicated in the main text, the matching of different asymptotes gives us a separation between
different regions of the dephasing rate on the (T − µ) plane: The black line in the Fig. (4m)
corresponds to matching of the first pair of asymptotes. The location of the region IV is related to
matching of the second pair.
4.2.1.2 Small ξ
For small ξ  1, there are two asymptotic regions depending on the value of T . For T  1,
the integral in Eq. (4.17) is always dominated by the quadratic spectrum (b = 0), and function
fφ (T , ξ) acquires the asymptote linear in T (compare with Eq. (4.18) at b = 0):
fφ (T , ξ) = cIIT . (4.22)
At large T  1, the golden rule is applicable. In this region,
fφ (T , ξ) = cIII log 1/ξ, (4.23)
where cIII =
∫ 2
0
Sφ (z) /z
2dz. Note, that cηI , cII , cIII and c
η
IV implicitly depend on ge via Sφ (z),
see Eq. (4.7). Thus, in the case of small ξ, fφ (T , ξ) evolves with growing T as follows
cIIT → cIII log 1/ξ. (4.24)
The blue line in the Fig. (4m) corresponds to matching of the above asymptotes.
Equation (4.12) allows for straightforward numerical evaluation. Here as an illustration, we
present the numerical calculation of the function fφ (T ). From the plot we see an excellent agreement
with theoretical calculation for the region T  1 and T  1, even for an intermediate value of
ξ = 0.52.
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Figure 4.1: Plot of the function fφ (T ). The parameters are taken as follows: η = 0.8, ξ = 0.52, and
Z = 3. The blue dots are numerical calculation and the red lines are the asymptotes for different
region mentioned above.
4.2.2 Vector Potential Coupling
4.2.2.1 Intervalley Channel
The similarity (compare Eq. (4.12) with Eq. (4.14)) with the scalar potential case makes the
calculation of asymptotes for the function f lA (T , ξ) straightforward. The function f lA (T , ξ) evolves
with the growth of T in the following fashion: for ξ  1,
dIIT → dηI ξ−
3η
2−η/2 T 2−2η2−η/2 → dηIV ξ−2η; (4.25)
while for ξ  1,
dIIT → dIIIξ−1. (4.26)
Note that due to the absence of screening, dependence on ξ is stronger than in the case of the scalar
potential, compare Eq. (4.24) with Eq. (4.26).
Let us present some technical details. Here dηI ≡ d (−η/2) , where d (b) = pi4 Mb1+b/2 and Mb is
defined in Eq. (4.19); specifically, for b = 0, dII ≡ d (0) = 1/64. In the GR region, the function
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f lA (T , ξ) is independent on T . Its asymptotic behavior is given as follows:
fA (ξ) =
∫ 2
0
dzSA (z)
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
1
xy2
1
Θ2ξ (x) Θ
2
ξ (y)
≡
 dIIIξ
−1 for ξ  1
dηIV ξ
−2η for ξ  1
. (4.27)
Here, for η > 1/2 (It is important for the convergence of the following integral.),
dIII =
1
2
∫ ∞
0
dz
∫ ∞
0
dx
∫ 2pi
0
dψ
2pi
1
xy2
1
Θ2ξ=1 (x) Θ
2
ξ=1 (y)
, (4.28)
and
dηIV = 2ηU
ηV ηGA, (4.29)
where Uη is the same as in the case of the scalar potential, V η ≡ (∫∞
0
uη−1J0 (u) du
)2
=
(
2η−1Γ(η/2)
Γ(1−η/2)
)2
and GA =
∫ 2
0
dzSA (z) z
2η−2 = 4
η√pi
8
Γ(η−1/2)
Γ(η) . For η = 0.8, this yields V
η = 1.68 and GA = 1.73.
4.2.2.2 Intravalley channel
For the intravalley Cooperon, the function f lA (T , ξ) involves Ξ+ which does not vanish in the
limit of T → 0. Therefore, it evolves with the growth of T (i.e., from T  1 to T  1) as
2fA (ξ)→ fA (ξ) , (4.30)
where fA (ξ) is defined in Eq. (4.27). Note that for the intravalley channels the diffusive limit
(qcl 1) for the calculation of dephasing due to the el-FP interaction can be achieved at higher
temperature as compared to the intervalley channels. For example, for g ∼ 10 and µ ∼ 0.1eV, the
diffusive limit occurs already below T ∼ 0.5K.
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5. PHASE DIAGRAM OF THE DEPHASING RATE
The results are illustrated with the help of Fig. 5.1, where regions I, II and III with a different
dephasing rate behavior are indicated in the (T − µ) plane. The regions are divided in accord
with the importance of the renormalized spectrum of the FP and the relative contributions of the
self-energy and vertex diagrams. In region I, which is on the left of the black line (i.e., at small
densities), the characteristic momenta of p and q in Eq. (2.5) do not exceed qc. Therefore, the
renormalization of the FP spectrum is important, and ωq ∼ q2−η/2 should be used. In region
II, since the characteristic momenta of the FPs are larger than qc, it suffices to use the quadratic
spectrum for FPs. In region III, which is in the bottom part below the blue line, the dephasing
time is long and only the self-energy diagram is important. Hence, the factor Cφ reduces to 1, and
dephasing rate coincides with the out-scattering rate, τ−1out, obtained from the golden rule [8]. (In
this calculation, qc just provides an infrared cut-off.) Above the blue line, in regions I and II, both
the self-energy and vertical diagrams are relevant, and the factor Cφ (t) is important. Due to the
extended structure of the correlation function of the FP pairs participating in the inelastic process,
the influence of this factor on the dephasing rate is rather non-trivial, so that one cannot expand
Cφ (t).
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Figure 5.1: Phase diagram of the dephasing rate due to FPs with the scalar coupling. The blue
and black lines divide the whole (T − µ) plane into three regions, see the text for explainations.
The blue line coincides with the maximum of the dephasing rate as a function of chemical potential
at a fixed temperature, see Fig. (5.2). The red dashed line representing a fragment of ξ = 1 is
shown here for orientation. The inset is a zoom in of the intersection area of the blue and black
lines plotted as a function of the electronic density.
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In Fig. 5.1, the blue and black lines have been found by matching the asymptotic behavior of
the dephasing rates deep in regions I, II and III. The blue line is defined by the criterion ωkF τφ ≈ 3,
where τφ is calculated numerically from Eq. (4.1) with the phonon frequency ωkF taken from Eq.
(2.2). The black line is obtained according to the equation ωqcτφ ≈ 7.
We introduce (µ0, T0) , the values of the crossing point of the blue and black lines as characteristic
scales: µ0 ∼ γc2φ∆c and T0 ∼
γ
c2φ
µ0. Here, we have introduced γ =
α∆c
v2F
∼ 0.02, which is a parameter
describing the adiabaticity of the el-FP interaction. Under a given choice of parameters, it can be
found numerically that µ0 ≈ 0.02eV and T0 ≈ 0.6K. The dephasing rate in different regions can be
expressed as
τ−1φ (T ) = γT ×

0.48 (µ/µ0)
4−η
8−5η I
0.18
√
µ/µ0 II
0.24T/T0µ/µ0 log ξ
−1 III.
(5.1)
These expressions are obtained using asymptotic behavior of the function f in Eq. (4.1) and,
therefore, are only applicable far away from the borderlines. (Note that all the coefficients are
calculated based on the parameters we have chosen.) At low enough temperatures, Cφ (t) = 1 and
the function f (T , ξ) is independent of T . Hence, τ−1φ ∼ T 2 in region III, which is a GR result. At
high temperatures the phonons contributing to the electronic dephasing become quasi-static and,
consequently, the dephasing rate is smaller than the out-scattering rate τ−1out. (For example, region
II starts when τ−1φ /τ
−1
out ∼ (µ/µ0)
3/2
T/T0
< 1.) Unlike region III, in regions I and II the dephasing rate
is determined by a non-GR expression, and is proportional to temperature, irrespective of η. This
is the main result of our paper.
Note that on the (T − µ) plane there exists another asymptotic region (IV), not mentioned in
Eqs. (5.1). It lies at very small densities below the blue line and above the line ξ = 1. In this
region, the dephasing rate is still described by the GR, but contrary to region III, renormalization
of the FP spectrum at low momenta is essential. In this situation, the dephasing rate equals
τ−1φ ∼ γT (µ/µ0)2η−1 (T/T0)1−η. However, the relevant densities are so small, that this region does
not fit into the scale of Fig. 5.1.
By comparing the rates in regions II and III, one may conclude that there should be a maximum
in the dephasing rate as a function of µ. Indeed, as it is illustrated by Fig. 5.2 such a maximum
exists. The line indicating the maximum essentially overlaps with the borderline between the regions
I, II and the region III, which is illustrated by the blue line in Fig. 5.1.
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Figure 5.2: The dephasing rate as a function of the chemical potential. The lines are calculated at
different temperatures, from top to buttom: T=15K, 10K, 5K.
The fluctuations of the vector potential are described by Eq. (2.6). Unlike the scalar potential,
the dephasing rates induced by vector potential fluctuations are different for different channels
owing to the factor CAl (Ω, t) = 1 + sl sinωtωt , where sl = −1 for the intervalley Cooperons (l = 0, z)
and sl = 1 for the intravalley Cooperons (l = x, y). In the static limit, the time reversal symmetry
protects the intervalley channels from being dephased. On the contrary, for the intravalley channels,
the static deformations produce dephasing. This happens because the electrons on the interfering
trajectories are coupled to the vector potential of the same sign. The situation is similar to that
for a particle in the random magnetic field [48, 49]. Unfortunately, the observation of this effect is
obscured by the gaps inevitably produced in these channels by disorder scattering.
For the intervalley channels, the dephasing rate produced by the vector potential coupling is
quite similar to its scalar counterpart, Eq. (5.1), with obvious modifications due to the change
in the coupling constant and absence of screening for the vector potential. By contrast, for the
intravalley channels (their rate is indicated by ∗), the rate changes from 2τ−1∗,A to τ−1∗,A with increasing
temperature, where
τ−1∗,A = γT
 2.6 (µ/µ
′
0)
2η−1
(T/T ′0)
1−η
for ξ  1
1.9
√
T/T ′0 for ξ  1
. (5.2)
Here µ′0 = (cφ/cA)
2
µ0 and T
′
0 = (cφ/cA)
4
T0, where cA =
g2
2piρα2 ∼ 1.2 is the dimensionless el-
FPs coupling constant with vector potential fluctuations. Note that for ξ  1, the characteristic
momentum transfer is ∼ qc instead of kF . As a result, the rate is independent of the chemical
potential.
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6. DISCUSSION
Here we discuss some perculiar physics invovled in the problem. The turn to the linear behavior
in T is related to the fact that at high temperatures phonons become slow on the timescale of τφ.
It is instructive to compare this situation with the one for ordinary phonons in semiconductors ,
where the dephasing process can be viewed as coming from the energy diffusion via low-energy (i.e.,
quasi-elastic) collisions [44]. Under these conditions, the dephasing rate τ−1φ ∼
√
(τφ/τout) δ2,
where δ denotes the characteristic energy transfer during a single scattering event. Thus, the
accumulation of phase in the course of the energy diffusion yields τ−1φ ∼
(
δ2/τout
)1/3
. The specific
point of our problem, compared to dephasing via usual phonons, is that an electron is coupled to
two flexural phonons, and dephasing cannot be described by the energy diffusion process. Because
of this two-phonon interaction, the support of the correlation function of the fluctuations is not
characterized by any typical frequency Ω, and frequency transfer occurs in such a way that typical
energy transfer is of the order of τ−1φ (T ). In particular, this allows for an energy transfer exceeding
TBG, although the momentum transfer is limited by 2kF . As a result, the decay function Fφ(t)
at short times (i.e., in the non-GR regime) is proportional to t2, rather than t3 as for the case
of the energy diffusion. Note that the energy diffusion corresponds to the expansion of the factor
Cφ(t) ∼ (Ωt)2 which leads to the t3-dependence of Fφ(t). As we have already mentioned, in the
case of FPs one cannot expand Cφ(t).
For completeness, let us discuss the dephasing due to the in-plane phonons [50] in graphene.
For in-plane phonons, the Bloch-Gru¨neisen temperature T inBG ≈ 40
√
nK. Below T inBG, the in-plane
dephasing rate is ∼ T 4 if the screening is taken into consideration, and ∼ T 2 if the screening is
irrelevant. For T > T inBG, the in-plane dephasing rate ∼ T, and it is comparable with the dephasing
rate due to the FPs [13, 51, 52]. For in-plane phonons, a region of non-GR dephasing rate, analogue
to region II, develops at temperatures & µ that is too high to be relevant.
The measured dephasing rate in graphene is usually compared to the contribution induced
by the electron-electron interaction, τ−1ee , which is linear in T for T < 1/τtr [19]. However, the
observed rate [20–22], when it is linear in T , always exceeds the theoretical estimation. Unlike
other materials, in the case of graphene extrinsic sources for dephasing are limited. It is, therefore,
important to analyze intrinsic mechanisms such as the interaction with the FPs. In view of the linear
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dependence on T of the FP’s contribution to dehpasing, it is reasonable to compare its value with
τ−1ee . In principle, it is a competition between the two small parameters: the adiabatic parameter γ
versus sheet resistance ρ measured in units of the quantum resistance. We compare the dephasing
rates at density n = 1012cm−2 when the sheet resistance ≈ 0.5kΩ. Under these conditions, both
parameters γ and ρ are of the same value. Combining the contributions arising from the scalar and
vector potentials, we obtain that τ−1FP /τ
−1
ee ≈ 0.2. Next, the in-plane phonons generate a dephasing
τ−1in that at T < T
in
BG is negligible compared with τ
−1
FP , while at T > T
in
BG they are comparable.
It is important that each of the three rates: τ−1ee , τ
−1
FP , and τ
−1
in , has a distinct dependence on the
chemical potential. While τ−1ee decreases with density, τ
−1
FP ∝ µ1/2 and τ−1in ∝ µ. This opens a
way to identify each of these mechanisms by studying the magnetoresistance as a function of the
chemical potential. Furthermore, the sensitivity of the flexural phonons to a substrate can provide
an additional possibility to identify τ−1FP in graphene through the electronic transport.
In our discussion, we always had in mind suspended graphene. However, our result may also be
relevant even for supported samples when they are coupled to the substrate weakly enough by the
Van der Waals forces [53]. One may expect that such a weak coupling does not provide an essential
change in the phonon spectrum. Indeed, it is known that the phonon spectrum in graphene [54]
and graphite [55] are practically identical for the corresponding branches. The Raman spectroscopy
[56] also shows no change in the phonon spectrum due to the substrate. The FPs in the supported
samples has been discussed recently in connection with the heat transport measurements in Refs.
[9, 10].
Until now flexural phonons have been a delicate object to detect in electronic transport. We
propose here to observe them through weak-localization measurements.
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7. SUMMARY
We have analyzed a non-trivial contribution to the dephasing rate induced by the flexrual
phonons in graphene. The softness of the spectrum, the smallness of the Bloch-Gru¨neisen tem-
peature for FPs and the simutanous coupling of two phonons with electrons all contribute to the
non-trivial dephasing rate. We have evaluated the dephasing rate for a wide range of n and T , see
Fig. 5.1 for the phase diagram. The dephasing rate τ−1φ can be separted into two parts in accord
with the different coupling forms: scalar and vector potential coupling. In either coupling forms
τ−1φ can be grouped into a scaling form, see Eq. (4.1) and Eq. (4.13). We also determined several
asymptotic expressions for τ−1φ , see, for example, Eq. (5.1), which is our main result here. For scalar
potential couplings, the calcuated τ−1φ shows a temperature dependence evolving from τ
−1
φ ∼ T 2
to τ−1φ ∼ T when temperature increases. We also find τ−1φ to be a non-monotonous function of
n. For vector potential couplings, the contribution should be further divided into two groups: in-
tervalley and intravalley channels. The former one is similar to the scalar counterpart while the
latter one has more peculiar density and temperature dependense, see Eq. (5.2). The estimated
dephasing rate is smaller but still compartive to the contribution from the electron-electron inter-
action. These distinctive features of the new contribution can provide an effective way to identify
flexural phonons in graphene through the electronic transport by measuring the weak localization
corrections in magnetoresistance.
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