Abstract. We study the action of the orthogonal group on the little n-disks operads. As an application we provide small models (over the reals) for the framed little n-disks operads. It follows in particular that the framed little n-disks operads are formal (over the reals) for n even and coformal for all n.
Introduction
The framed little n-disks operads D fr n are operads of embeddings of "small" n-dimensional disks in the ndimensional unit disk. These operads are of fundamental importance in algebraic topology and homological algebra. In particular, in recent years they saw a surging interest due to applications in the manifold calculus of Goodwillie-Weiss [13, 14] , and, relatedly, in the study of factorization algebras in homotopy theory [1] . Surprisingly, the rational homotopy type of the operads D fr n is currently not understood very well. This is in sharp contrast to the rational homotopy type of the non-framed sub-operads D n ⊂ D fr n , which is well understood due to work of Kontsevich [21] , Tamarkin (for n = 2) [33] , Lambrechts-Volić [25] and Fresse-Willwacher [9] . Furthermore, it is known that the operad D fr 2 is rationally formal [29, 12] . The goal of this paper is to study the real homotopy type of the topological operads D fr n for n ≥ 3. To this end we will study the real homotopy type of the the action of the orthogonal groups on the operads D n , from which the framed version may be deduced. Generally, we show that the real homotopy type of the O(n)-action on D n is described by a certain Maurer-Cartan element in the Kontsevich graph complex (dg Lie algebra) with coefficients in the cohomology H(BSO(n)) Theorem 
Let n ≥ 2. The O(n)-framed and SO(n)-framed little n-disks operads are formal over R if n is even, in the sense that the homotopy dg Hopf cooperads of differential forms on these operads can be connected to their cohomologies by zigzags of quasi-isomorphisms.
The case n = 2 is well known and has been shown in [29, 12] . For n odd the situation is more complicated as the following result shows.
Theorem 1.2. The operads of real chains of the SO(n)-framed little n-disks operads are not formal for n ≥ 3 odd.
While this work was under preparation, the case n ≥ 5 has also been shown in [28] by an explicit obstruction computation.
To describe our explicit model for D fr n for odd n we need some more notation. Let us sketch here the construction, leaving a more careful discussion to the forthcoming sections.
Theorem 1.3. For n ≥ 3 odd the Maurer-Cartan element m ∈ GC n⊗ H(BSO(n)) Z 2 governing the action of O(n)
on D n has, up to gauge equivalence, the following explicit form:
(1) Now the graph complex GC n is a dg Lie algebra acting on a dg Hopf cooperad model * Graphs n of D n . The Maurer-Cartan element m above hence directly encodes a homotopy co-action of the Hopf algebra H
• (SO(n)) on the dg Hopf cooperad * Graphs n , given by an explicit combinatorial formula. We may replace H • (SO(n)) by a slightly larger quasi-isomorphic dg Hopf algebra A which lifts this homotopy action to an honest action. Then our dg Hopf cooperad model for D fr n has the form of a framing (or semi-direct) product * Graphs n • A.
As a corollary one can deduce the following result. Overview and structure of the paper. The paper is roughly divided into two parts. In the first part (sections 2-5) we discuss generalities of group actions on operads, and in particular outline a theory of homotopy operads following [25] , elements of which we use to define the notion of real model for a topological operad.
The main technical goal of the first part is to show the following statement: Suppose we are given a topological operad T with a group action of a compact Lie group G. We may form the G-framed operad T • G, which is again a topological operad. The goal is then (roughly) to show that a real model for T • G can be computed from knowledge of the homotopy type of the G-equivariant differential forms Ω G (T ). Ignoring certain technicalities, this goes as follows, at least for connected G. The G-equivariant differential forms Ω G (T ) are a sequence of dg commutative algebras and come equipped with a map from H(BG). Furthermore, from the operad structure on T they inherit a (homotopy) cooperad structure over the ground ring H(BG). Now, the equivariant forms on a G-space X model the homotopy quotient X //G, and from this homotopy quotient the original G-space may be recovered as a homotopy pullback X EG X//G BG .
Dually, the real model for the G-space may be given as a pushout. More concretely, the Koszul complex K =
H(G) ⊗ H(BG) (with a natural differential) is a Hopf comodule over H(G) and a model for EG. A model for T as an operad in G-spaces may then be computed as B := K ⊗ H(BG) A,
where A is quasi-isomorphic to Ω G (T ). The model B is a cooperad in dg Hopf H(G)-comodules. Finally, the (or rather one) desired real (dg Hopf operad-)model for the topological operad T • G may then obtained by an algebraic version of the framing construction B • H(G). Let us however warn the reader that there are various technical problems that partially require comparatively elaborate workarounds, and hence the first part of the paper is not quite as straightforward as one might expect from the above exposition.
In the second part of this paper (sections 6-8) we specialize to the little disks operads T = D n , with an action of G = SO(n) or G = O(n). The goal of the second part is to construct a model A for the equivariant forms on D n . (Concretely, the A will appear below as A = * Graphs n ⊗ H(BG).) This should be seen as the main novel contribution of the present paper.
Finally, in section 9 we plug this model A into the general machinery of the first part, to obtain our desired real models for the framed little disks operads. Our formality and coformality claims are then easily verified, given the explicit combinatorial models.
The appendix contains a few auxiliary technical results, computations and "side stories" that might be of interest to the reader.
We emphasize that our discussion of the framed little disks operads can be considered somewhat ad hoc, in that we only provide quasi-isomorphic models for the homotopy dg Hopf cooperad of differential forms on them. A full understanding of the real homotopy type would also require the development of a rational or real homotopy theory for operads, for example by providing suitable Quillen adjunctions between the categories of topological operads and that of homotopy dg Hopf cooperads. For operads with contractible spaces of unary operations such a program has been realized in [8] . However, the treatment there is not directly applicable here since the spaces of unary operations in the framed little disks operads are not contractible.
Acknowledgements. We are very grateful for discussions with Benoit Fresse and Victor Turchin. Victor Turchin in particular contributed to parts of section 8.
Basic notation
2.1. Homotopy theory. In this paper we will do homotopy theory mostly in the (∞, 1)-categorical setting. Concretely, we will work with homotopical categories instead of full model categories, cf. [30] .
Definition 2.1. A homotopical category is a category C together with a class of distinguished morphisms W (the weak equivalences) such that the 2-out-of-6 property holds: If f, g, h are three composable morphisms such that h • g ∈ W and g • f ∈ W then f, g, h, h • g • f ∈ W.
A
homotopical functor between homotopical categories is a functor which preserves the class of weak equivalences.
One may define the homotopy category and the simplicial localization for homotopical categories [30, 5, 6] . For many of the categories we treat the homotopical structure will come from a closed model structure. However, we will not work in the model categorial framework. The main reason is that for dg Hopf cooperads with arbitrary operations of arities ≤ 1 the model structure has not yet been constructed (cf. [8] for the case without such operations), and we do not attempt to fill this gap in the theory here.
2.2.
Vector spaces, complexes, dgcas. We generally work over the ground field K of characteristic zero. Our algebraic constructions work for K = Q. To show the main results we will however use transcendental methods (integrals) and eventually restrict to K = R.
As usual, we abbreviate the phrase differential graded by dg. We denote the category of unbounded, cochain graded dg vector spaces by dgVect. We equip it with the standard homotopical structure, i.e., the class of weak equivalences are the quasi-isomorphisms. We also introduce the category dgVect of filtered complete dg vector spaces as follows:
• Objects of dgVect are dg vector spaces V equipped with a descending complete filtration
such that the associated spectral sequence abuts on the first page, i.e
., H(grV) H(V).
In particular, V is quasi-isomorphic to its associated graded. 1 • Morphisms in dgVect are morphisms of filtered dg vector spaces.
• We equip dgVect with the structure of a homotopical category by declaring the weak equivalences to be the quasi-isomorphisms.
• We define a monoidal structure on dgVect by the completed tensor product. Concretely, for V, W in dgVect, the ordinary tensor product V ⊗ W comes with a filtration such that
and we define the completed tensor product to be the completion
The completed tensor product preserves weak equivalences, i.e., it is a homotopical bifunctor. (This statement uses the assumption about the associated graded above.) We shall denote by Dgca the category of dg commutative algebras, with quasi-isomorphisms as weak equivalences. Similarly to the category dgVect of filtered complete vector spaces above, we define the category Dgca of filtered complete dg commutative algebras. Concretely, objects of Dgca are dg commutative algebras equipped with a descending complete filtration
of algebras, such that the underlying filtered vector space A is an object of dgVect. The tensor product is defined on Dgca by inheriting the (completed) tensor product from dgVect. Note that we merely require that each F p A is a subalgebra, and not necessarily that (F p A)(F q A) ⊂ F p+q A. In other words, objects of Dgca are filtered algebras, not algebras in filtered vector spaces.
For a dg vector space V we will denote its cohomology by H(V). For X a topological space we will denote the cohomology by H(X) or H
• (X), and the homology by H • (X).
Monoidal structures.
For us the term monoidal functor shall always mean strong monoidal functor. On the other hand, a lax monoidal functor F : C → D is a functor between monoidal categories together with a morphism 1 D → F(1 C ) and a natural transformation
satisfying natural coherence relations. We say that F is oplax monoidal if the functor F op : C op → D op is lax monoidal, i.e., the arrow (2) above points in the opposite direction. Now suppose that C and D are homotopical categories such that the monoidal products are homotopical functors. Then we call call a lax monoidal homotopical functor F as above a homotopically monoidal functor if (2) is a weak equivalence, and similarly we define the notion of homotopically comonoidal functor for an oplax monoidal F.
If F is a contravariant functor, we say that F is (lax or oplax) monoidal if the functor F : C op → D is. In particular, we use the convention that for a lax monoidal functor we always have a natural transformation as in (2) , without reversing arrows in the target category. (This might not be the standard convention, but seems more natural to the authors.) 2.4. Simplicial sets, spaces and rational (and real) models. We denote by Top the category of topological spaces of finite real cohomological type. In other words we require throughout that all our spaces have finite dimensional real cohomology in each degree. We equip the category Top with a homotopical structure by declaring the weak equivalences to be the weak homotopy equivalences. The symmetric monoidal structure on Top is given by the cartesian product as usual. Similarly, we equip the category of simplicial sets sSet with the standard homotopical structure such that the weak homotopy equivalences are the weak equivalences, and consider it symmetric monoidal with the cartesian product. In general we denote the category of simplicial objects in a category C by sC, and dually cosimplical objects by cC. Of particular importance is the cosimplicial space formed by the simplices
One has the the following functors
where Ω poly (∆ • ) is the simplicial dgca of polynomial differential forms on simplices. We define a dgca model for a space X to be an object of Dgca weakly equivalent to the dgca
The functor Ω PL is homotopically (symmetric) monoidal, i.e., we have a weak equivalence of functors
Remark 2.2. Below we shall work with two subcategories of Top, namely manifolds and semi-algebraic manifolds. In these cases (and restricting to K = R) the functor Ω PL may be replaced by the weakly equivalent functors Ω(−) (smooth forms), or respectively Ω PA (PA forms, cf. [16] ). Both of these functors share the same monoidality properties.
Remark 2.3. Note that we apply our notion of dgca model also to non-simply connected X. This is a "naive" notion of model, the standard (in some respects better) notion would be a dgca model for the universal coverX, together with a (homotopy) action of π 1 (X) on this model.
We shall use the following result, which can be subsumed under the slogan "the model of the pullback is the pushout of the models". 
Remark 2.5. The simple connectivity assumption on B can in general not be dropped, for example consider the following case relevant for us:
The fibration E → B is the obvious one. We have the following pullback diagram
On the other hand the homotopy pushout
.) The example also shows that for a non-connected group G acting on a space Y the rational model of the homotopy quotient Y //G does not encode a rational model for Y with G-action. That is why we will have to treat specially the equivariant cohomology for non-connected G.
2.5. Our convention regarding "Hopf". It has become more or less standard in the operadic community to call a cooperad in the category Dgca a Hopf cooperad. Dually, one also calls an operad in cocommutative coalgebras a Hopf operad. More generally, a (something)-object in Dgca is often called a "Hopf-(something)". In this paper we shall follow this naming pattern. There is a certain notational conflict present, since a "Hopf algebra" is, in the standard sense, not necessarily cocommutative or commutative. Fortunately, in this paper all occurring Hopf algebras are commutative, and we shall adopt the notation "Hopf coalgebra" for such objects, which is a coalgebra object in Dgca. Mind that we ignore throughout the presence of an antipode.
2.6. Semi algebraic sets and PA forms. Following [21] and [25] we will study the real homotopy type of the (framed or unframed) little cubes operads by considering the dgca of PA forms on (a version of) this operad. The construction of the dgca of PA forms Ω PA (X) on a semi-algebraic set X was sketched in the appendix of [24] , and worked out in detail in [16] . For the purposes of this paper, we will use the following properties of PA forms shown in [16] .
• The functor Ω PA is a contravariant, homotopically monoidal functor from the category of semi-algebraic sets to the category of dgcas.
• It is weakly equivalent to Sullivan's functor Ω PL .
• There is a dg subalgebra Ω min (X) ⊂ Ω PA (X) containing the semi-algebraic functions, and for π : X → Y an SA bundle (see [16] ) there there is a push-forward ("fiber integral") operation
satisfying the Stokes Theorem. We shall also denote the pushforward with a "fiber integral" sign π * = f if no confusion arises. We note in particular that the forgetful maps π : FM m (r + s) → FM n (r) of the Fulton-MacPherson compactification of the configuration spaces of points satisfy the hypothesis, and hence give rise to pushforward operations. We shall treat the functor Ω PA mostly as a "blackbox", using only the above formal properties, and refer the reader to loc. cit. for more information on the construction of Ω PA .
A foreword for sections 3-5. In sections 3-5 we will outline some elements of (rational or real) homotopy theory for operads in G-spaces. We want to emphasize however, that our sole goal in the constructions below is to provide a rigorous version of the statement (Theorem 5.5) that from a model for the equivariant forms on an operad in G-spaces T one can recover a dg Hopf cooperad model for the framed operad T • G. Although no expert would probably doubt that statement, it is more or less impossible to extract from the existing literature, at least to our knowledge. It should hence be kept in mind that sections 3-5 are not an adequate treatment of the homotopy theory of operads (in G-spaces, and/or possibly with operations in arity 1). Important questions like the equivalence of (∞, 1)-categories or recoverability of (the rationalization of) an operad from its model remain unanswered and will be left for a more thorough treatment elsewhere.
3. Homotopy (co)operads, W construction, and dgca models for operads 3.1. Motivation. One of the main problems for the algebraic models of topological operads is that the all known functors Ω : Top → Dgca (including de Rham differential forms, Sullivan PL forms Ω PL and semialgebraic forms Ω PA ) which construct a dgca model for a space have the wrong monoidality properties, in that they are lax monoidal rather than oplax monoidal. In particular, the collection of dgcas ΩP(n) associated to a topological operad P does not form a cooperad; instead of a cocomposition one (only) has the following zigzag:
In order to go around this defect we will introduce an intermediate category of homotopy (co)operads with a functor W to the category of ordinary (co)operads, in completed dg vector spaces. In the most relevant example, we hence have the following functors
Operads in T op
Homotopy Cooperads in Dgca complete Cooperads in Dgca.
Ω W
The composition of these functors can be understood as a version of differential forms on the Boardman-Vogt W-construction ( [3] , see also [2] ) of a topological operad.
3.2.
Homotopy operads and cooperads. Let P be an operad in a symmetric monoidal category C. If F : C → D is a lax symmetric monoidal functor into another symmetric monoidal category D, then F(P) is naturally an operad in D. Similarly, if G : C op → D is an oplax symmetric monoidal functor, then G(P) is a cooperad in D. However, if F : C → D is oplax monoidal (or respectively G lax monoidal) then F(P) is not a priori an operad (and G(P) not naturally a cooperad). One can however go around this "defect" by introducing a notion of homotopy operad, as proposed by Lambrechts and Volić [25, section 3] as follows. Let Tree be the symmetric monoidal category whose objects are forests of rooted trees, and whose morphisms are generated by (i) isomorphisms of forests of trees, (ii) edge contractions and (iii) cutting of an internal edge, thus splitting a tree into two. The monoidal product is the disjoint union of trees. Definition 3.1 (variant of [25] ). Let C be a homotopical category with monoidal structure such that the product ⊗ is a homotopical functor. A (non-unital) homotopy operad in the category C is a symmetric monoidal functor Tree → C such that the images of all edge cutting morphisms are weak equivalences. A (non-unital) homotopy cooperad is a symmetric monoidal functor Tree → C op such that the images of all edge cutting morphisms are weak equivalences.
We denote the category of homotopy operads in C by HOp C , and that of homotopy cooperads by HOp c C . Example 3.2. Let P denote an (ordinary) operad in C. Then there is natural symmetric monoidal functor Tree → C T → ⊗ T P assigning to a forest T the tree-(or forest-)like tensor product of P, and assigning the edge contraction morphisms the respective composition morphisms in the operad P. Hence any operad may be considered as a homotopy operad. Furthermore, the functor thus defined is clearly homotopical. 6 Example 3.3. Suppose that C is a cooperad in dgVect, or similarly a complete Hopf cooperad, i.e., a cooperad in Dgca. Then the assignment T →⊗ T P defines a homotopy cooperad in dgVect, or, respectively, Dgca. In other words, a complete (Hopf) cooperad becomes a (non-complete) homotopy cooperad, so that we have functors These functors are homotopical since so is the completed tensor product functor.
It is furthermore clear from the definition that composition with a symmetric homotopically comonoidal functor F : C → D takes homotopy operads in C to homotopy operads in D, and composition with a symmetric homotopically comonoidal functor G : C op → D takes homotopy operads in C to homotopy cooperads in D. The notion of morphism between homotopy operads is defined in the obvious manner as a natural transformation of functors. We make the categories HOp C and HOp c C into homotopical categories by declaring the weak equivalences to be the morphisms that are objectwise weak equivalences (i.e., the weak equivalences of functors).
Example 3.2 demonstrates the existence of a "forgetful" functor
As a special case of the notion of homotopy operad we introduce the notion of homotopy C-algebra. Remark 3.5 (Relation to other notions of homotopy operad). There are various notions of homotopy operad in the literature. The notion we use here is closely related to dendroidal objects in C [27] and also the notion used in [18] . Loosely speaking, the difference is that for dendroidal objects one does not have the cutting morphisms in the category Tree, but rather forgetful morphisms which remove vertices instead. In this way one obtains a map from the image of a tree into the (categorial) product of its corollas. While our approach is essentially equivalent, we note that in our case we may choose the tensor product on C to differ from the categorial one.
3.3. Dgca model for topological operads. In particular note that the functor Ω PL is homotopically monoidal. Hence, given a topological operad T it gives rise to a dg Hopf homotopy cooperad, i.e., a homotopy cooperad in the category Dgca. We denote this homotopy cooperad by
Definition 3.6. Let T be a topological operad. Then we define a dg Hopf cooperad model or short dgca model for T to be any homotopy dg Hopf cooperad quasi-isomorphic to Ω PL (T ).
In particular, for T an operad in smooth manifolds or semi-algebraic sets, we will use the models given by the smooth or PA forms Ω(T ), Ω PA (T ) below. Note that the notation is slightly abusive since Ω PA (T ) is not just the collection of dgcas Ω PA (T (r)) indexed by natural numbers, but a collection of dgcas, one for each forest, with suitable maps between them.
3.4. Unital variant. Presently we have been considering a notion of homotopy operad without operadic units. There is a unital version as well. Define the category Tree 1 to have the same objects as Tree, but the morphisms are larger in that one adds the additional generating morphism of creating a univalent (i.e., one input, one output) vertex anwhere in a forest. This includes adding one new tree to a (possibly empty) forest, composed of just that one vertex. A unital homotopy operad is then defined as a monoidal functor from Tree 1 , such that all cutting morphisms are sent to weak equivalences.
Homotopy modules.
There is an extension of the notion of homotopy operad to operadic modules. Let Tree * be the category defined similarly to Tree, but such that at most one root of one tree can be marked (or carry a different color, say). The morphisms are defined as before, with the mark preserved. Let P be a homotopy operad in C. Then we define a homotopy operadic right module as an extension of the corresponding symmetric monoidal functor P : Tree → C to a symmetric monoidal functor P * : Tree * → C, such that all cutting morphisms are sent to weak equivalences. We similarly define the notion of homotopy operadic right comodule. Again, if the functors are trivial on trees with vertices of valence ≥ 2 this notion reduces to that of a homotopy (co)algebra and a homotopy (co)module. If C = Dgca we will often use the alternative name homotopy Hopf (co)algebra and homotopy Hopf (co)module for these notions.
We impose the structure of a homotopical category on the homotopy (right) modules by declaring a natural transformation a weak equivalence if it is a weak equivalence objectwise.
Remark 3.7. Note that there is potential notational clash as one calls the objects above operadic right modules, while in the algebra setting we want to think of left modules rather than right modules. The "convention" here is hence that for algebras we think of the (linear) trees as extending from right (root) to the left (leaves).
3.6. A model for G-spaces (comodule model). A topological group (or monoid) G is in particular a homotopy algebra in Top as discussed above. Similarly, any G-space X gives rise to a homotopy module over this homotopy algebra. Applying the functor Ω PL we obtain a homotopy Hopf coalgebra which we denote by Ω PL (G), and a homotopy Hopf comodule over Ω PL (G) which we denote by Ω PL (X). Note that again this notation is slightly abusive, since a homotopy coalgebra or homotopy comodule is not only one vector space, but a collection of such, one for each "string-like" tree.
3.7. W construction. Now assume that C is a symmetric monoidal homotopical category. Let * ∈ obC be the monoidal unit. . Concretely, for a (nonunital) homotopy operad P the operad W(P) is defined as follows. For S a finite set let T S be the category whose objects are trees with leafs (bijectively) labelled by S , and with some subset of internal edges distinguished. The distinguished internal edges we will call "cut edges". The morphisms are generated by the operation of contracting a non-cut edge, and of adding a non-cut edge to the set of cut edges, pictorially, marking a cut edge by a dashed line:
Clearly, cutting the tree along all cut edges produces a forest, and thus a homotopy operad P induces a functor
by restriction. Furthermore, we may define a functor
where the tensor product is over non-cut edges. The functor E I sends the contraction morphism contracting an edge e to the "initial endpoint" * 0 − → I, applied to the factor I corresponding ot e, and the cutting morphism to the "terminal endpoint" * 1 − → I. Finally, we define the functor W to send the homotopy operad P to the operad W(P) given by the collection of coends
Remark 3.11. Let us describe the above coend also in more concrete terms, assuming that the underlying category C is concrete, as is always the case for the examples of interest here. The above coend can then be understood as a space of decorated trees. A tree (with some cut edges) is decorated as follows:
• Cutting the tree T along the cut edges produces a forest of sub-trees T 1 , . . . , T n , each "decorated" by an element of P(T 1 ), . . . , P(T n ).
• Additionally each non-cut edge is decorated by an element of I. The coend construction enforces the following relations on these data.
• Suppose that the tree T ′ is obtained from the tree T by contracting the non-marked edge e. Then a decoration of T in which e is decorated by the "left" endpoint * ∈ I is considered equivalent to the decoration of T ′ obtained by applying a contraction morphism to the decoration in P(T j ) of the subtree in which e lies.
• Similarly, suppose e is a non-cut edge in subtree T j of T , decorated by the "right" endpoint * ∈ I. Then the decorated tree is considered the same as the tree T ′′ with edge e cut, with the decoration obtained by applying the "splitting" morphism to the decoration in P(T j ). The following picture shall illustrate the various decorations, with elements of I on non-cut edges and the subtree decorations.
In any case, note that W(P) is a free operad.
The operadic composition in W(P) is just the grafting of trees, with the newly added edge being part of the set of cut edges.
In the unital case the construction is similar except for the following modification: One enlarges the category T S by allowing for the insertion of a vertex with one input and out put, similarly to the extension of our category Tree to Tree 1 . Call the category generated T 1 S . Assuming that P is a unital homotopy operad, i.e., a monoidal functor P : Tree 1 → C, it readily induces a functor P : T 1 S → C, which we abusively denote by the same symbol. Furthermore, we extend the functor E I : T S → C op from above by sending the additional morphism of inserting a vertex to the product map (3). (It is only in the unital case that the map ∨ is used.)
In particular, this means that there is a natural transformation (and, under good conditions weak equivalence) W • F → id, where we denote by F the forgetful functor.
3.8. W construction for homotopy cooperads. We note that the W construction of the previous section does not readily dualize to the case of homotopy cooperads. The reason is that while one can impose a natural operad structure on the coend appearing there, one cannot readily impose a cooperad structure on the corresponding end, due to completion issues. Our solution is to resort to a completed version. We do not know how to do the construction in full generality. However, in all cases relevant to this paper the category C in which our cooperads take values is an enriched version of the category of cochain complexes dgVect. We will then define their W construction to be an operad in the corresponding category of complete objectsĈ. For example, to a homotopy cooperad in C = dgVect we will assign a cooperad in the complete filtered cochain complexes dgVect.
So assume now that C is either of the category dgVect or Dgca and define the filtered complete versionĈ as dgVect or Dgca accordingly.
For our cosegment object I we take the polynomial forms on the interval Ω poly ([0, 1]) if C = Dgca or the 3-dimensional sub-complex of forms at most linear in the coordinate if C = dgVect.
As above we define a functor E I : T S → C sending a tree T to the tensor product over edges
Now define for a homotopy cooperad C the symmetric sequence
and equip it with the descending complete filtration by the number of vertices in trees. More concretely, the space W(C)(S ) may be interpreted as a space of functions on the set of trees, assigning to every tree T a decoration in C(T ) ⊗ E I (T ), that satisfy certain coherence relations. The filtration is such that F p W(C)(S ) consists of all functions supported on trees with at least p nodes.
Note that due to the filtration we may now define the cooperadic cocomposition dually to the operadic composition in the previous section by de-grafting trees. Due to the completion, and since there are only finitely many trees with given sets of leaves and number of vertices, the result takes values in the completed tensor product space.
Furthermore, the functor W has good homotopical properties, as detailed in the following result.
Theorem 3.14. Let C be one of the categories above (i.e., dgVect, Dgca), andĈ its completed version as above (i.e., dgVect, Dgca). Proof. We will conduct the proof for the case C = Dgca, which is most relevant for this paper. The case C = dgVect is simpler and can be treated in the same way.
(1) For the first item, we fix some arity r consider the spectral sequence associated to the filtration by number of vertices in trees as introduced above. The original complex W(C)(r) can be seen as a space of forms on metric trees: For each tree T we assign a form depending on the length of edges, with values in C(T ), with conditions on the boundary values as edge length go to 0 or 1. Concretely, when the edge length of edge e is zero, the decoration agrees with the one obtained from the decoration on T/e via the contraction morphism, and is the edge length becomes 1, the decoration factors into decorations of the two components of T obtained by cutting e. The associated graded complex then can again be understood as forms on metric trees, with the condition that the decoration vanishes upon the edge length approaching zero, and a(n unaltered) factorization condition when the length approaches 1. Consider first a tree T with a single egde splitting T into T 1 and T 2 . Then the relevant complex (call it V) is the pullback
where ev 1 is the evaluation of the form at the endpoint of the interval, and Ω poly ([0, 1], 0) are the polynomial forms on the unit interval vanishing at the starting point of the interval. The right-hand arrow is a quasi-isomorphism by the axioms for homotopy cooperads. The complex in the lower left is acyclic since Ω poly ([0, 1], 0) is. Since pullbacks along fibrations preserve quasi-isomorphisms we conclude that V is acyclic as well.
For a more complicated tree T with > 1 edges we proceed similar (iterating on edges)to show that the corresponding piece of the associated graded complex is acyclic. We conclude that all cohomology is concentrated in gr 1 (WC), thus showing item (1). (2) We are given a map of homotopy cooperads f : C → D and we have to show that the induced map F : WC → WD is a quasi-isomorphism. Clearly F is compatible with the filtrations (by number of vertices) on both sides, so may consider the spectral sequences associated to those filtrations on both sides. As we have just seen, the E 1 is concentrated in degree 1, corresponding to trees T with one vertex. The map (induced by) F there just agrees with the map f T :
given by f , which is an isomorphism by assumption. Hence the statement (2) follows.
(4) Given a homotopy cooperad C, note that the homotopy cooperad FWC is a functor which assigns to a tree T a space which can be understood as forms on the metrized refinements of T , with suitable boundary conditions. In particular one can evaluate such a form on the tree T (i.e., the trivial refinement of T ). This gives an element of the space ⊗ T C (a tensor product of spaces C(T j ) for T j running over corollas in T ). In fact this evaluation is a quasi-isomorphism, as one quickly shows by using statement (1)above. However, the space ⊗ T C comes equipped with a natural quasiisomorphism into C(T ) which is part of the data of a homotopy cooperad. This map then gives our desired quasi-isomorphism of homotopy cooperads FWC → C.
The argument for the third assertion is slightly more complicated as it invlolves a non-trivial zigzag of functors rather than a direct map. Concretely, the quasi-isomorphism is realized by the zigzag
whereŴ(C) is defined as the following functor T → Dgca. Given a tree T in T with k vertices we define a category Fo T of refinements of the tree T . A refinement is a tree T ′ with a surjective morphism T ′ → T by contracting some subset S T ′ of the edges. Additionally, we consider as the data of such tree a subset S
There are natural maps (4) that are easily checked to be quasi-isomorphisms under the strong-ness condition.
To be more precise:
• F(W(C)) can be understood as a space of decorated 3-level trees. We have decorations on the innermost edges by elements of I, and we decorate each of the innermost trees T ′′ by an element of C(T ′′ ).
• SimilarlyŴ(C) may be understood as a space of decorated 3-level trees. We still decorate the innermost edges by I, but in contrast to F(W(C)) we decorate the whole ("flattened") tree T ′ by one element of C(T ′ ).
• There is a natural map F(W(C)) →Ŵ(C) by merging the decorations on the innermost trees into one decoration of T ′ by using the "gluing" maps of C.
• The map C →Ŵ(C) is defined by using the "splitting" maps of C to obtain from a decoration in C(T ) of the outermost tree a decoration of the flattened (refined) tree T ′ .
G-spaces and equivariant cohomology
4.1. A notational remark. In this section we shall introduce several pieces of notation related to G-spaces, the classifying space, the homotopy quotient and dgca models thereof. These objects are more or less standard, and may be constructed or defined in one of several ways. For example, the equivariant forms on a G-space X may be defined as the dgca Ω PL (X //G). Alternatively (and equivalently) in the smooth and compact setting, we may consider instead the Cartan model, or (still equivalently) the Cartan model of a compact subgroup of G. To complicate matters further (notationally at least), in the semi-algebraic (resp. smooth) category, we may make sense of Ω PA (X //G) (resp. the smooth forms on X //G). Overall we have for one object (e.g., forms on X //G) several explicit models and realizations, that we will have to keep track of and introduce notation for. We will use the following guidelines:
• We will use the notation B G to refer to some model of forms on Ω(BG). We use the superscript to distinguish several concrete models we introduce below: For example B s G shall denote the forms on a simplicial construction of BG.
• We use the notation Ω G (X) to denote some version of equivariant forms on X (i.e., forms on X//G). Again, via the superscript we shall distinguish several explicit models.
• We use an additional superscript PL, PA or sm if we want to designate the PL, PA or smooth version of our model. We realize that the notation is thus somewhat cumbersome. However, most of the objects thus denoted will be used only for intermediate steps.
G-spaces.
Let G be a topological group. We denote the category of G-spaces by GTop. It comes with an obvious forgetful functor GTop → Top. We equip GTop with the homotopical structure from Top, i.e., a morphism is a weak equivalence if it induces a weak homotopy equivalence on spaces. (This is sometimes called the coarse homotopical structure.) The monoidal product is again the cartesian product, equipped with the diagonal action.
The homotopy quotient of the G-space X is the space
It comes with a natural map X //G → BG and hence defines a functor into the over-category Top/BG. We equip the over-category with the homotopical structure induced from the forgetful functor to Top, i.e., a morphism is a weak equivalences if the underlying morphism in Top is a weak homotopy equivalence. Conversely, given an element (X → BG) of Top/BG we can assign a G-space P(X) as the pullback
We have the following Lemma. Proof. To see that the first functor preserves weak equivalences we apply the five Lemma to the long exact sequences associated to the fiber sequences
To see the corresponding statement for the second functor one similarly applies the five Lemma to the long exact sequences from the fiber sequences G → P(X) →X. Furthermore, we have the natural weak equivalences
Finally note that Top/BG admits a monoidal structure by the homotopy fiber product over BG, (−× BG −). Mostly we will work within the subcategory of fibrations over BG, for which the homotopy fiber product may be replaced by the ordinary fiber product, which is then also symmetric.
A model for G-spaces (equivariant model).
Suppose that G is connected. We define our second notion of dgca model of the G-space X to be the morphism
or any weakly equivalent morphism.
More generally, suppose G is possibly not connected, with G 0 ⊂ G the connected component of the identity. Let X be a G-space. Note that X //G 0 and BG 0 = * //G 0 carry natural actions of π 0 (G) = G/G 0 . We define a dgca model for the G-space X to be the morphism
of dgcas with a π 0 (G)-action, or a weakly equivalent morphism.
We call a model as above for the G-space X an equivariant model or equivariant forms model.
4.4.
Concrete (simplicial) models for BG and the homotopy quotient. Let G be a topological group. The standard way to construct (or even define) BG is as the fat geometric realization of the topological nerve
A dgca model of the classifying space BG may then be constructed as the "fat totalization" thereof, i.e., as the end
(Here ∆ + is the semi-simplicial category. In other words the object is akin to forms on the fat geometric realization of the nerve of G.) Let X be a G-space. Then a model for the homotopy quotient ("equivariant differential forms") is
It comes equipped with a natural map
The category of dgcas under B G comes equipped with a natural monoidal structure, the derived tensor product ⊗ B G over B G . Unfortunately, this monoidal structure is not symmetric, or more precisely, symmetric only up to homotopy. Since we do not want to deal with monoidal structures up to homotopy, we will merely work with the category of dgcas under B G , free as B G modules. Then we can equip this sub-category with the symmetric monoidal product the (non-derived) tensor product ⊗ B G over B G . To land in this subcategory we replace our functor
Here we take for the derived tensor product the "bar complex"-realization, explicitly: For A a commutative algebra, M and N modules we set
with the usual differential. The functor⊗ A is symmetric monoidal through the shuffle product. Hence our mod G (X) above in particular retains a commutative algebra structure. Clearly, we also have the explicit map Remark 4.3. In case X is a smooth manifold acted upon by a Lie group G, we may replace PL forms Ω PL (−) by smooth forms Ω(−) above to obtain an explicit equivariant model. Similarly, in case X is a semi-algebraic space acted upon by the (semi-)algebraic group G, we may replace the PL forms Ω PL (−) by PA forms Ω PA (−). If we have to distinguish these variants, we will use the notation Ω Next, denote the connected component of the identity of G by G 0 . We will be interested not in the G-equivariant forms, but in the G 0 -equivariant forms, with an action of G/G 0 . Note that for X a G-space Ω s G 0 (X) carries an action of G, acting on all factors G 0 by the adjoint action and on X from the left. This action factors unfortunately does not factor readily through G/G 0 . On remedy is to consider the G 0 -invariant subspace (cf. the next section). This subspace is quasi-isomorphic in the smooth setting. However, we cannot show the corresponding quasiisomorphism statement inb the PA setting, due to the pushforward not being defined on all PA forms, cf. section 2.6. To work around, we will assume that we can pick a one-sided inverse G/G 0 → G to the projection G → G/G 0 . 13 Then an action of G/G 0 on Ω s G 0 (X) is defined. More concretely, The (only) example we are interested in here is G = O(n). Then the map Z 2 G/G 0 → G can be easily realized by assigning the non-trivial element of Z 2 a coordinate reflection.
Invariant variant.
Let us also define the sub-dgca invariant under the G-actions "between the factors".
It comes with a map from the "invariant" version of B G :
As above, to ensure freeness, we then define
, by the adjoint action on each G and by simultaneously on X. We define the invariant subspace
In fact, the G-action clearly factors through π 0 (G) = G/G 0 and we could replace G above by G/G 0 if desired. Again, we denote the smooth or PA variants of the above construction by a superscript "PA" or "sm".
Recollections for compact Lie groups G. Now suppose that G is a compact Lie group. For a compact Lie group G we have that H
• (G) is a (strict) Hopf coalgebra, and furthermore
where G 0 is the connected component of the identity, the product is the standard commutative ("pointwise") product of functions, and the coproduct is induced from the map
is a free commutative and cocommutative Hopf algebra in generators p 1 , . . . , p r , of odd degrees determined by the exponents of the Lie algebra of G, and r is the rank. The group π 0 acts on H(G 0 ) (by conjugation with arbitrary representatives), and the Hopf structure on (7) is such that the coproduct is "twisted" by this action. Note also that p 1 , . . . , p r can be identified with the (dual of the) generators of the rational homotopy groups of G 0 . An alternative characterization of the Hopf algebra H(G) is that
Example 4.4. The most relevant case for our present paper is G = SO(n) or G = O(n). For n = 2k + 1 odd the rational homotopy groups of SO(n) are generated by the Pontryagin classes
where p 4 j are generators of degree 4 j, which we also refer to as Pontryagin classes. The action of π 0 (O(n)) = Z 2 
on H(BSO(n)) is trivial so that in particular H(BSO(n)) = H(BO(n)).
For n = 2k the rational homotopy groups of SO(n) are generated by the Pontryagin classes p 4 j−1 in degree 4 j − 1, for j = 1, 2, . . . , k − 1, and the Euler class e in degree n − 1. We have
. Finally, we have maps SO(n − 1) → SO(n). The induced maps H(BSO(n)) → H(BSO(n − 1)) are such that for even n the Pontryagin classes are mapped to Pontryagin classes and the Euler class to 0. For odd n the non-top Pontryagin classes are mapped to Pontryagin classes, while the the top Pontryagin class is mapped to the square of the Euler class, p 2n−2 → E 2 .
4.6. Recollection: Cartan model for equivariant forms. Note that the space Ω PL (X//G) is the cochain complex computing the G-equivariant cohomology of X. Now suppose that we are working over K = R, G is a compact (possibly not connected) Lie group with Lie algebra g, and X = M is a smooth manifold. In this case it is known by a Theorem of H. Cartan that Ω PL (X//G) is quasi-isomorphic to the Cartan model
where d is the de Rham differential, e j range over a basis of g with dual basis u j ∈ t * , and the last operator in the formula is the contraction with the corresponding vector field generating the action, cf. [26, Theorem 21] . Furthermore, if K ⊂ G is a compact subgroup with Lie algebra k, then the inclusion into the K-invariants and restriction to k ⊂ g induces a map
This map is a quasi-isomorphism if K is the normalizer of a maximal torus T ⊂ G, giving us a second model for the complex of equivariant differential forms. We furthermore note that the above models of equivariant differential forms are functorial in M, and in particular from the map M → * we get maps
modeling the maps M//G → BG. Finally, note that using the notation here we can identify
where W is the Weyl group and r is the rank of G.
In each of these cases, replacing G by the connected component of the identity G 0 the dgcas carry natural actions of G/G 0 . Hence in the case of a compact Lie group G and a manifold M, we can simplify the (real) dgca models for the G-space M as discussed in section 4.3.
4.7.
Cartan model and PA setting: An unsatisfying "hack". In the relevant situation for this paper G is a compact Lie (algebraic) group, namely G = O(n) or G = SO(n). We would hence much prefer to work with the small Cartan models of the previous subsection, rather than the unwieldy simplicial models of subsection 4.4. However, for technical reasons apparent later we are forced to work in the semi-algebraic setting, with PA forms instead of smooth [16] . Unfortunately, for such forms the definition of the Cartan model does not readily carry over since the contraction operators ι e j of (8) are a priori not defined on the PA forms. 3 We will hence resort to a workaround, that will allow us to work with small "models" in practice nevertheless, but is somewhat unsatisfying conceptually.
To this end, suppose that A ⊂ Ω PA (M) is a sub-dgca of smooth forms closed under the action of K and under the contraction with the vector fields generating the T -action. Then we define the dgca
The claim is that there is a map of dgcas
, using the notation of the previous subsection. In fact, we will construct a map into the subspace
3 There is, in fact, a candidate replacement for the contraction operator. Consider a semi algebraic action
The operator ι t of "contraction with the generating vector field" may then be defined on S 1 -invariant PA forms Ω PA (M) S 1 as the pullbackpushforward along ρ,
Note in particular that this reduces to the standard contraction operator on the (S 1 -invariant) smooth forms. The obvious generalization from S 1 to the torus could be used to define an equivariant Cartan model in the PA setting. However, first the pushforward is a priori not well defined on general PA forms according to [16] . Secondly, verifying that this definition of the contraction operator satisfies the required properties is itself not trivial. Hence we leave the study of this approach to future work.
Pick a t-valued K-invariant smooth connection η on ET . Denote the components of η by η 1 , . . . , η r and consider them as degree 1 elements of
by trivial extension to M. Then the 2-forms u (
is T -basic and hence descends to (or is) a form on the quotient, and is furthermore K-invariant so that we obtain a form in Ω s,PA T,K (M) as desired. Furthermore, note that picking M = * (and A = R) the above prescription realizes explicitly a quasi-isomorphism
4.8. Strictifying: A model for the Hopf algebra associated to a topological group. Let G be a topological group (or monoid). Morally, the dg commutative algebra Ω PL (G) is (or "wants to be") a Hopf algebra, the coproduct being given by the pullback of the composition G × G → G. However, because the functor Ω PL is not monoidal, Ω PL (G) is a dg Hopf algebra only up to homotopy.
To make this precise we apply the construction of section 3 to G, considered as a topological operad with only unary operations. Hence G gives rise to a homotopy cooperad Ω PL (G) in the category of dgcas, with only unary cooperations. We will consider the complete bialgebra
or any dg commutative bialgebra quasi-isomorphic to A G , as an algebraic model of the topological group 4 G.
4.9.
Hopf Formality for compact Lie groups. Let us also note the following fact.
Proposition 4.5. Let G be a compact Lie group. Then the Hopf algebra A G is formal, i.e., it is weakly equivalent to the Hopf algebra H(G).
Proof sketch. We will show the result by an obstruction theoretic argument. As recalled in section 4.5 the Hopf algebra H(G) in this case is a semidirect product of the dual of the group ring of π 0 (G) with the commutative and cocommutative polynomial algebra H(G 0 ) = K[p 1 , . . . , p r ]. Put differently, suppose that the cardinality of π 0 (G) is n, and that the elements have been numbered. Then H(G) can be identified as a graded commutative algebra
Here p i, j is represented by forms supported on the j-th connected component of G. Let us construct a quasiisomorphism H(G) → A G . Note first that A G also naturally splits into a direct sum of n isomorphic dg vector spaces, according to the n connected components of W-construction of G. We construct the desired map f : H(G) → A G by specifying the images of each p i, j , such that it lands in the j-th such component. For any such choice of f (p i, j ) the resulting map f will be a map of dgcas. Now we construct f (p i, j ) inductively, using the filtration on A G . I.e., in the first step of the induction we determine f (p i, j ) up to F 2 A G by picking arbitrary closed representatives in
At the p-th step of the induction we extend our choice of f (p i, j ) up to F p A G to a choice up to F p+1 A G , such that (i) the elements are closed and (ii) the cocompositions agree modulo elements in F p+1 A G . Concretely, the problem to be solved at the p-th induction step translates into the following: We have to prescribe the value of f (p i, j ) on a (p − 1)-cube, with values in Ω(G p ), i.e., we have to provide an element of
. By previous induction steps the value on the various boundary faces is given, by forms closed on those boundary faces, such that the top components in Ω(G p ) represent the same cohomology class, namely the p − 1-fold coproduct of p i, j . Our task is to extend the form to the interior. The obstruction for this to be possible lives in
. 4 Or rather, for the topological monoid, since we disregard here the inverse of the group. 16 At each stage of the induction we have choices parametrized by the same space, in one less degree (up to exact forms). Looking at how the choices affect potential obstructions at a one later stage, we find that the obstructions can be removed, except for those taking values in
where here B is the bar construction of coassociative coalgebras. But now H(BH(G)) = H(BG) is concentrated in even degrees, while |p i, j | is odd, so no obstruction remains.
4.10. The comodule model revisited: Monoidality. Recall the notion of comodule model for a G-space from section 3.6. It is a homotopy comodule over the homotopy Hopf coalgebra Ω PL (G). Unfortunately, we presently do not know a good symmetric monoidal structure on the category of such comodules. 5 Hence, in the context operads, we will mostly work with the strictified version of the comodule model. We apply the W construction to obtain from the homotopy
We remind the reader again that this comodule lives in a category of complete vector spaces with completed tensor product as the monoidal structure. Fortunately, A G is commutative and hence the A G comodules naturally form a symmetric monoidal category. Proof. Given spaces X and Y we have to produce a quasi-isomorphism (12) mod
The elements of each dg vector space mod A G (Z) are collections of forms in
for j = 0, 1, 2, . . . , satisfying suitable boundary conditions on the boundaries of the cube I j . The map (12) is then induced by the obvious (multiplication) map
One checks easily that the required boundary conditions for the image hold if they hold for the factors on the left. Since multiplication is commutative the symmetry in X and Y is preserved. Finally, the induced map in cohomology is the multiplication
and is an isomorphism.
4.11.
Recovering the space from the quotient and passing between the equivariant and comodule models. The homotopy type of the G-space X may be recovered from the homotopy quotient X//G and the map X//G → BG via the homotopy pullback square.
X EG X//G BG .
Using Theorem 2.4 one sees that one may dually recover the model for X from the model for X//G by a homotopy pushout, if BG is simply connected, i.e., if G is connected. Assume first that G is indeed connected. We introduce the "Koszul complex dgca"
It is an A G Hopf comodule which models EG, and in particular comes with a natural map B G → K G . It can be used to recover the model of X from the equivariant model as follows. 
We note that here we may use the ordinary tensor product instead of the derived one because we defined the equivariant forms already including a resolution, see section 4.4.
Proof. We will construct a zigzag between the two functors mod A G (−) and
Then via the mapX → X we have a quasi-isomorphism
Furthermore, note that K G is (essentially)the space of forms on mod A G ( * ). Hence, via the map X → * we obtain a map
Next, using the map G × j+1 → * one can construct the morphism
. The latter two morphisms are compatible with the maps from B s G , and hence we obtain the desired zigzag
All dgcas here have cohomology H(X), and one checks that the morphisms induce the identity map on cohomology. Furthermore, the construction is evidently functorial in X. Proof. The monoidal structure is given by the natural morphism
for M, N objects in B G /Dgca, using the commutative product on K.
Next consider the second statement, and recall the zigzag in the proof of Proposition 4.7. Note that the functor (−) is oplax symmetric monoidal, via the map X × Y →X ×Ŷ (using the diagonal on G). It follows that the functor mod A G ((−)) is lax symmetric monoidal. Furthermore, the natural transformation mod A G ((−)) ← mod A G ((−)) respects the symmetric monoidal structures.
Finally, we claim that the natural transformation (
) respects the symmetric monoidal structures. Indeed, unpacking the definitions one verifies that the diagram
commutes. We define the version of the "Koszul complex"
It comes with an A G -coaction, a map from B inv G 0
and an action of G/G 0 . Topologically this models G //G 0 which comes with an action of G a map (fibration) to BG 0 , and an action of G/G 0 . 6 We may now recover the comodule model from the equivariant model in this setting as follows.
Proposition 4.9. Let X be a G-space with G a compact Lie group with connected component of the identity G 0 ⊂ G. Then the A G Hopf comodules mod A G (X) and
Proof. One replaces the functors in the proof of Proposition 4.7 by their "invariant" counterparts to construct a zigzag.
Finally let us note:
is homotopically monoidal. Furthermore, the quasi-isomorphism of functors leading to Proposition 4.9 respects the symmetric monoidal structures.
Proof. Again replace all objects in the proof of Lemma 4.8 by their invariant versions.
Simplification for compact Lie groups.
Let now G be a compact Lie group and G 0 ⊂ G be the connected component of the identity. We define the H(G) Hopf comodulẽ
and endow it with the Koszul differential. Concretely, using Sweedler notation for the coproduct on H(G) and denoting by π : H(G) → π R (G) * the projection to cogenerators, and by ι : π R (G)
By standard Koszul duality theory we have
Furthermore,K comes equipped with an action of G/G 0 induced by the action of G on G by right multiplication, and that on G 0 through the adjoint action.
Proposition 4.11. The quasi-isomorphism of (homotopy) Hopf algebras H(G) → A G from Proposition 4.5 may be extended to a quasi-isomorphism f :K → K compatible with all algebraic structures, i.e.:
• f is a map of dg commutative algebras. 6 To exhibit the G/G 0 -action, realize G//G 0 as
On this space h ∈ G acts as
The action evidently factors through G/G 0 . The G/G 0 action is free and the quotient is G.
•
There is a quasi-isomorphism of dgcas H(G) → B G such that the diagram
(13) H(G)K B G K f commutes. Furthermore,
the maps can be chosen compatibly with the G actions (factoring through G/G 0 in the top row) on all objects. • f intertwines the H(G) coaction on the left and the A G coaction on the right (using the map H(G) → A G from Proposition 4.5).
Proof. This follows from an obstruction theoretic argument akin to the proof of Proposition 4.5.
5. Dgca models for operads in G-spaces, and the framed operad 
Definition 5.1. An equivariant model for the operad in G-spaces T is a pair consisting of (i) a dgca B with an action of G/G 0 and (ii) a homotopy cooperad in the category of dgcas under B, with a compatible action of G/G 0 , quasi-isomorphic to the pair (B
Again, we will also call an honest cooperad in the aforementioned category a model, if it satisfies the above condition, considered as a homotopy cooperad.
Secondly, we consider comodule models for operads. Here a further technical complication arises: We would like to say that a comodule model for T is a pair consisting of a homotopy Hopf coalgebra A quasi-isomorphic to Ω PL (G), and a homotopy cooperad C in homotopy A-comodules quasi-isomorphic to Ω PL (T ). Unfortunately, this definition is invalid since the category of homotopy A-comodules is not (strictly) symmetric monoidal. There are ways to repair this defect. However, for the sake of simplicity we adopt here a somewhat crude solution and strictify the Hopf algebra and module. As above, the strictification comes at the cost of having to work with filtered complete vector spaces and completed tensor products as before.
Definition 5.2. A comodule model for the operad in G-spaces T is a pair consisting of (i) a dg Hopf coalgebra A (i.e., a coalgebra object in Dgca) and (ii) a homotopy operad in dg Hopf A-comodules, which is quasi-isomorphic to the pair (A G , mod A G (T )).
Here we use that A G is commutative and hence the A G comodules form a symmetric monoidal category, and furthermore that mod A G is a lax symmetric monoidal functor.
5.2.
Strictifying by the W construction. We have defined homotopy cooperad models for an operad in G-spaces T . We may strictify these models using the W construction of section 3. As before this comes at the cost of having to work with filtered complete vector spaces and completed tensor products.
In principle, we have to treat two versions of the W construction: one for the equivariant model and one for the comodule model. However, below we will need only the W construction for the comodule model, which we shall hence consider exclusively.
As the interval object occurring in the W construction we will again use Ω poly ([0, 1]), considered as a Hopf comodule with the trivial coaction, with the trivial filtration. The W construction produces a cooperad in filtered complete A-comodules (with A a dg Hopf coalgebra quasi-isomorphic to Ω(G)). In particular, the cooperations in the resulting cooperad carry two compatible complete filtrations: One arises because the A-comodules had a filtration to start with. The other arises because of the W construction, and is induced by the number of vertices in trees. We shall need below that the W construction is an exact functor, more concretely:
Theorem 5.3. Let A be a dg Hopf coalgebra, i.e., a coalgebra in Dgca. Let C be the category of A-comodules. LetĈ be the category of A-comodules with an additional filtration satisfying the conditions of section 2.2. Then the statement of Theorem 3.14 is valid for these categories C,Ĉ.
Proof. The proof of Theorem 3.14 carries over one-to-one to this setting. 20 
5.3.
Framed operads and the framing product. Let T be a topological operad with an action of a topological group (or monoid) G. Then one may build the corresponding framed operad T • G such that
with the natural composition structure defined using the G-action. Concretely, the composition is such that for t ∈ T (r),
. . , g r ).
We call the operation "•" which associates to an operad in G-spaces the corresponding framed operad the framing product. On the underlying symmetric sequences of spaces it is the same as the plethysm, hence we use the same symbol. Mind however that we understand T • G to come quipped with the strutcure of a topological operad.
Similarly, let C be a Hopf cooperad with a Hopf coaction of the Hopf algebra A. Then we may build the corresponding framed cooperad C • A such that
with the cocomposition naturally defined using the Hopf coaction of A on C. Mind that for our application (e.g., A = A G ) the tensor product here is a completed tensor product, in order for the cocomposition to make sense. If C is only a homotopy cooperad in A comodules we do not know how to define the framing product "directly" in the category of homotopy cooperads. Rather, we will first strictify C using the W construction as in the previous subsection to a cooperad WC in Hopf A-comodules. Then we may apply the framing construction (WC) • A. The result is a cooperad in Dgca, which we may of course interpret as a homotopy cooperad in Dgca.
The main result is that the topological and algebraic framing constructions above are related to each other via our model functor.
Proposition 5.4. Let T be a topological operad acted upon by the topological group G. Then the homotopy Hopf cooperads Ω PL (T • G) and W(mod A G (T )) • A G are quasi-isomorphic.

Proof. We will connect the homotopy Hopf cooperads Ω PL (T • G) and mod A G (T )
• A G by a zigzag of quasiisomorphisms. To describe the intermediate objects, we need some items of notation. First, for a topological operad T we denote by W op T its W construction in the sense of section 3.7, which agrees with the usual Boardman-Vogt W-construction. As a group is in particular an operad, we may also consider the resolution WG of G. Since G acts on T and on W op T , the same is true for WG.
However, we may as well consider T as an operad in G-spaces. Hence we may consider the homotopy operad T , and then apply the W construction for G-modules. The result is a homotopy operad in WG-spaces which we denote by W G (T ). Concretely, for a tree T the space (W G T )(T ) looks like the bar resolution of the G-space × T T . Next, we may apply the W construction again to such a homotopy operad in WG-spaces, yielding an operad in WG-spaces, which we call W G−op (W G (T )). Finally we may take the framing product with WG. We note that we have a direct map of topological operads
by contracting the various W resolutions. The chain of quasi-isomorphisms of homotopy Hopf cooperads is then
Here the first map is induced by W op (T ) → T . The second comes from (14). The last is the natural inclusion, noting that the construction W G−op (W G (T )) • W(G) is the topological version of mod A G (T )
• A G .
5.4.
Remark: Semi-algebraic variant. In the above generality we were using the Sullivan functor Ω PL to define our models for topological objects. However, if, for some sub-category of topological spaces there is a quasiisomorphic functor Ω ≃ Ω PL , we may equivalently use Ω instead of Ω PL in all constructions above, obtaining quasi-isomorphic dgca models. For the concrete problem we are considering in this paper, i.e., to study the SO(n) action on FM n all objects are semi-algebraic manifolds, and hence we may consider PA instead of PL forms on them, cf. [16] . Below this point we will tacitly (and abusively) replace the functor Ω PL in the above constructions by Ω PA .
5.5.
Models for framed operads from equivariant models. The only result of this section we will need below is summarized in the following Theorem. In fact, we will strictly speaking only need the second statement: We will be able to produce a small equivariant model for the little n-disks operad with the O(n)-action, and we want to use the following Theorem to produce from that equivariant model a dgca model for the framed little n-disks operad. (1) The cooperad in H(G)-comodules 
where dashed arrows denote a coaction. This shows the first statement. Next, to show the second statement, we proceed in the following steps. First note that due to Theorem 5.3
Due to the exactness of the framing product, we then have that
Again using both exactness statements the zigzag 15 then provides us with a zigzag of quasi-isomorphisms
Finally, using (the PA variant of) Proposition 5.4, we conclude that the latter object provides indeed a dgca model for the framed operad T • G.
Graph operads and graph complexes
The goal of this section is to construct an equivariant model for the little disks operads, using diagrams. The construction is essentially merely the equivariant version of a construction employed by Kontsevich [21] in order to show the real formality of these operads. 6.1. Definitions. We recall here the definition of M. Kontsevich's graph complexes and graph operads. The original definitions may be found in [21, 22] , whereas we follow the approach of [34] .
We denote by gra N,k the set of directed graphs with vertex set [N] = {1, . . . , N} and edge set k. It carries an action of the group S N × S k ⋉ S k 2 by permuting the vertex and edge labels and changing the edge directions. The graphs operads Gra n are defined such that
where the action of S k is with sign if n is even and the action of S k 2 is with sign if n is odd. For all n one has a map of operads
In particular, one obtains maps hoLie n → Lie n → Gra n .
We define the full graph complex as the deformation dg Lie algebra as the operadic deformation complex fGC n := Def Op (hoLie n → Gra n ).
One may consider two interesting dg Lie subalgebras:
• The connected graphs with at least bivalent vertices form the dg Lie subalgebra GC 2 n .
• The connected graphs with at least trivalent vertices form the dg Lie subalgebra GC n .
One can check that (see [22] or [34, Proposition XX])
KL r where L r denotes the "loop" class of degree r − n, represented by a "loop" graph consisting of r bivalent vertices.
L r = · · · (r vertices and r edges)
We may use the formalism of operadic twisting [4] to twist the operad Gra n to an operad fGraphs n . Elements of fGraphs n (N) are series of graphs with two sorts of vertices, external vertices labelled 1, . . . , N and internal unlabeled vertices. We again identify two useful suboperads
• The graphs with at least bivalent internal vertices and no connected components entirely internal vertices form the sub-operad Graphs 2 n .
• The graphs with at least bivalent internal vertices and no connected components entirely internal vertices form the sub-operad Graphs n . The formalism of operadic twisting furthermore ensures that there is an action of the dg Lie algebra fGC n on fGraphs n . One easily checks that the action restricts to an action of GC 2 n on Graphs 2 n and of GC n on Graphs n . Furthermore, the multiplicative group K × ∋ λ acts on Graphs 2 n and Graphs n by multiplying a graph Γ by the number λ #(internal vertices)−#(edges) .
There is a natural map Poiss n → Graphs n given by the same formulas as the map Poiss n → Gra n above. We will use the following well known result: [25] , [34] ). The maps
Finally, there is a natural topology and a continuous Hopf operad structure on Graphs n and Graphs 2 n and the above maps and actions are compatible with that structure.
By (pre-)duality one can define dg Hopf Λ cooperads * Graphs n and * Graphs 2 n such that
Concretely, elements of * Graphs n (r) are linear combinations of graphs with r numbered "external" vertices and an arbitrary number of internal vertices, of the same form as those generating Graphs n (r). (The difference is that elements of Graphs n (r) are formal series of graphs instead of (finite) linear combinations.) The dg Hopf Λ cooperad structure is determined by duality. We have quasi-isomorphisms of dg Hopf Λ cooperads * Graphs 2 n → * Graphs n → Poiss n and the graph complex GC n (resp. GC 2 n ) acts on * Graphs n (resp. * Graphs 2 n ), respecting all structures.
6.2.
Kontsevich's proof of real formality of D n . M. Kontsevich showed in [21] that the operads of real chains on the little disks operads are formal. Some of the steps and underlying technicalities where however only sketched in his paper and later developed more carefully by Hardt, Lambrechts, Volić, and Turchin [25, 16] . The main step of the proof is to construct a quasi-isomorphism
between the graphical cooperad * Graphs n introduced above and the PA forms [16] on the Fulton-MacPhersonAxelrod-Singer compactification of the moduli space of points on R n introduced in [11] . Before recalling the definition of the map above, let us recall some details on the topological operad FM n . Let Conf N (R n ) be the space of configurations of N distinguishable points on R n . It is acted upon freely by the group R >0 ⋉ R n by scaling and translation. The spaces FM n (N) are compactifications (iterated real bordifications) of the quotient space under this action.
Concretely, the compactification is defined such that the FM n as an operad in sets rather than spaces is the free operad generated by Conf N (R n )/R >0 ⋉ R n ). From this description the definition of the operadic composition in FM n is also obvious. The topological operad FM n is homotopic to the little n-disks operad D n . For more details on the definition we refer the reader to the original reference [11] or [32] . Now let us turn to the definition of Kontsevich's map (16) . For a graph Γ ∈ * Graphs n (N) with k internal vertices the map is defined by the formula
where
is the forgetful map forgetting all vertices in a configuration except for the i-th and j-th, and the integral is over the fiber of the SA bundle FM n (N + k) → FM n (N), see also section 2.6. The fiber integral does in general not produce a smooth differential form, and that is the reason why one has to work with PA forms instead of smooth forms. It can be checked by using Stokes' Theorem that the map (16) respects the differentials and is compatible with the cooperad structure on * Graphs n and the operadic composition on FM n in a natural way. It is furthermore a quasi-isomorphism. By dualizing the map (16) one obtains a quasi-isomorphism of operads
where C(FM n ) is the operad of semi-algebraic chains (see again [16] ) on FM n , and the sum is over a set of graphs forming a basis of * Graphs n . We use the notation c α to denote the pairing of a semi-algebraic chain c and a PA form α.
The desired real formality morphism linking C(FM n ) to its homology operad Poiss n is hence realized by the zigzag of quasi-isomorphism of operads
The purpose of the rest of this section is to construct an equivariant version of the Kontsevich map (16) . Naively speaking this may be done by simply replacing PA forms by equivariant PA forms, while essentially retaining the formula (17) , which, in its equivariant form, will re-appear as (21) below. However, in practice various steps of the proof that the map (16) is compatible the differential and cooperad structure will (at least naively) fail in the equivariant setting, the "defects" accounting exactly for the rational nontriviality of the action of SO(n) on FM n . Remark 6.2. Note that a priori the formula (17) is defined without restrictions on the arity of vertices in the graph Γ. In particular, it in fact defines a map (and a quasi-isomorphism) * Graphs 2 n → Ω PA (FM n ). As part of Kontsevich's construction of (16) one then has to check that this map indeed factors through the quotient cooperad * Graphs n ← * Graphs 2 n . In other words, one has to check that the integrals corresponding to graphs with bivalent internal vertices vanish. In fact, it turns out to be sufficient to check that for the graph Γ = 24 we obtain ω Γ = 0, which was shown by Kontsevich, cf. also Lemma D.1 in the Appendix.
6.3. Equivariant forms on FM n . Before we discuss the equivariant version of Kontsevich's construction, let us set up the model of equivariant forms on FM n . We consider the action on FM n of the group G = O(n). We denote by G 0 = SO(n) the connected component of the identity. We pick a maximal torus T ⊂ G 0 with Lie algebra t. Denote by K ⊂ G 0 the normalizer of T , and by W = K/T the Weyl group. We would like to use the toric Cartan model for the equivariant forms. However, due to technical difficulties with the PA version of that model discussed in section 4.7, we have to resort to the workaround described in that section. To this end let us define the subalgebras A r ⊂ Ω PA (FM n (r)) consisting of smooth algebraic forms. Clearly, the contraction with a generating vector field is then again algebraic and smooth. Then we define the "pseudo"-Cartan differential forms (
with differential (8) . As in (9) these smooth algebraic equivariant forms come equipped with a map Φ into the PA equivariant PA differential forms on FM n . (Note that we explicitly not claim that the map Φ is a quasiisomorphism.)
6.4. A propagator. We choose a smooth algebraic K-equivariant differential form Ω sm ∈ A 2,K on the (n − 1)-sphere such that
. In practice, this means that for n even d u Ω sm = E is the Euler class in H(BSO(n)), and
n Ω sm . (5) Note that by being in A 2,K the form Ω sm is required to be invariant under the action of K. Furthermore, let us require that it is (anti-)invariant under the action of π 0 (G) Z 2 . We will call this form the (equivariant) propagator. An explicit formula for Ω sm is given in Appendix A.
We will also define the element
where Φ is the map (9). 6.5. Equivariant cohomology of FM n . Let us pause here and evaluate the G 0 = SO(n)-equivariant cohomology of FM n (r). For the moment, we disregard the operad structure, we care only about the cohomology of the dg vector space of equivariant forms. This cohomology is easily computed using the smooth Cartan model. There is an evident spectral sequence whose E 1 page reads
Recall that by results of F. Cohen the cohomology of FM n (r) is described as a commutative algebra by generators and relations as follows: The generators are (classes represented by) forms
, where 1 ≤ i j ≤ r and Ω S n−1 is a form on S n−1 generating H(S n.1 ). The relations are the following
Now, if n is odd, all the α i j may in fact be extended to equivariantly closed forms, for example we can take for the extension π * i j Ω sm , where Ω sm is our propagator from the preceding subsection. Hence we conclude that for odd n the spectral sequence abuts at this stage.
For even n we may proceed similarly using our propagator to extend the forms, but since d u Ω sm = E the spectral sequence does not abut here. Rather, defining the operator T : H(FM n (r)) → H(FM n (r)) as
Hence the next (distinct) page in the spectral sequence reads
It is known that
is a quasi-isomorphism. (In fact, Grav is the gravity operad.) Since we now have closed representatives for all remaining classes on the present page our spectral sequence, the spectral sequence abuts here. Let us summarize our finding.
Note also that the explicit representatives we constructed are algebraic, by our choice of Ω sm as an algebraic form. The corresponding representatives in Ω s,PA K (FM n (r)) may be obtained by just replacing Ω sm by Ω = Φ(Ω sm ).
6.6. A Maurer-Cartan element. Fix some choice of propagator Ω sm as in the last section. We denote E := d u Ω sm ∈ H(BG 0 ). Concretely, E is either the Euler class or 0, depending on n. We define a Maurer-Cartan element m ∈ GC n⊗ H(BG 0 ) by the sum-of-graphs-formula
where the sum is over graphs γ forming a basis of * GC n , while γ * are the dual basis elements in GC n . The projection π i j : FM n (|Vγ|) → FM n (2) = S n−1 is the forgetful map, forgetting the locations of all points in a configuration except for the i-th and j-th.
Proposition 6.4. The element m is indeed a Maurer-Cartan element.
Proof. It follows from applying Stokes' Theorem.
We claim that the gauge equivalence class of m completely characterizes the (real) homotopy type of the action of G on FM n . To see this, we will use m to build a model for the G-equivariant differential forms in the next section.
Before we do this, let us however define the similar (in fact, identical) Maurer-Cartan elementm ∈ GC n⊗ Ω(BG)
Of course, this element is defined in the same way as m before, except that one uses the propagator Ω instead of Ω sm . However, one checks that the two elements m,m are in fact identical.
Lemma 6.5. The elementm is a Maurer-Cartan element. It is the image of m under the map of dg Lie algebras GC n⊗ H(BG) → GC n⊗ Ω(BG) induced by the map (11).
Proof. The first statement clearly follows from the second and Proposition 6.4. To see the second statement, denote by I sm and I the two integrands appearing in (19) and (20) . Then by (10) the integrands differ only by contractions with vector fields on FM n , i.e., I = Φ(I sm ) is the same as r j=1 (1 + η j ⊗ ι ξ j ) I sm up to an identification of basic forms with forms on the quotient. In particular, the contractions necessarily produce forms that are not of top degree along FM n , and hence do not contribute to the integral. Hence the only surviving terms in the integrals in (20) are those already present in (19) . Remark 6.6. The good way to interpret the Maurer-Cartan element m ∈ GC n⊗ H(BG 0 ) above is as follows. The action of G 0 = SO(n) on FM n may be modelled by a a homotopy action of the Hopf algebra H • (G 0 ) on a real model E R n for FM n . Since H • (G 0 ) may be understood as the universal enevolping algebra of g := π R (G 0 ), with the trivial Lie bracket, such an action can be modelled by an L ∞ map from g into the homotopy derivations of E R n . However, the graph complex GC n (essentially) models those homotopy derivations [10] . And indeed, one way to interpret a Maurer-Cartan element m ∈ GC n⊗ H(BG 0 ) is as an L ∞ map g → GC n . (Mind that, at this point we have not seen yet that our m is really "the correct one" for the purpose of describing the G 0 -action.) Furthermore, one can see that the correct way to extend this interpretation to the non-simply connected O(n) is to require that the L ∞ morphism is π 0 (O(n)) = Z 2 -equivariant. Concretely, this means that m is Z 2 -invariant, with Z 2 acting on H(BSO(n)) by flipping the sign of the Euler class, and on graphs in GC n by multiplying with (−1) loop order . Indeed, a quick calculation shows that, choosing an (anti-)symmetric propagator, m is indeed Z 2 invariant. 6.7. A model for the equivariant forms on FM n . Recall from section 6 that the dg Lie algebra GC n acts on the Hopf cooperad * Graphs n . It follows that the dg Lie algebra
acts on the Hopf cooperad * BGraphs n := * Graphs n ⊗ H(BG 0 )
in such a way that the images of the natural commutative algebra maps H(BG) → * BGraphs n (r) are preserved. Given a Maurer-Cartan element m ∈ BGC n as above, and using the action we may hence twist * BGraphs n to a Hopf cooperad * BGraphs m n under H(BG). We claim that this is a an equivariant model for FM n in the sense of Definition 5.1. Indeed, there is a map
given by Feynman rules. Concretely, to a graph Γ ∈ * Graphs n (N) with k internal vertices we associate the (semialgebraic) differential form
where Ω is the propagator from above, the product is over edges and the integral is the fiber integral along
We note that this map is well defined, in the sense that it vanishes on graphs with bivalent internal vertices by Lemma D.1. Furthermore, we let Z 2 = π 0 (G) act on * BGraphs n by multiplying a graph Γ with k internal vertices and e edges by (−1)
l−e . This action readily extends to * BGraphs n , and it is elementary to check that the map ω is Z 2 -equivariant, given that our propagator is reflection anti-invariant. Proof. The proof the same as Kontsevich's proof of the corresponding non-equivariant statement, except for three points.
First, In checking that the map ω commutes with the differentials one proceeds as follows. As in Kontsevich's proof, one applies Stokes' Theorem for PA forms.
where the first integral is over the fiberwise boundary. Again as in Kontsevich's proof the fiberwise boundary consists of several strata corresponding to bunches of points colliding. Now, however, the integrals associated to these strata do not vanish. Rather, they produce precisely the terms of the Maurer-Cartan elementm, except for the term m 0 := E . Using Lemma 6.5 these terms are accounted for by taking the twist with m − m 0 in
Next, the second term of (22) can be simplified as follows:
In the last lines we sum over edges e = (p, q) in our graph Γ, and we set (−1) e to be 1 for the first edge in the ordering −1 for the second etc. For the last simplification we furthermore used that d u Ω sm = E by construction of the propagator. Inserting back into (22) , the second term of that equation may be identified with
Hence this term reproduces precisely the twist by m 0 in (23). 27 Finally we claim that the map ω is a quasi-isomorphism. Indeed, recall the computation of the equivariant cohomology of FM n from Proposition 6.3. On the other hand, we may compute the cohomology of * BGraphs m n by using the spectral sequence on the "number of u's". The first convergent is
H(BSO(n)) ⊗ H(Graphs n ).
Using that H(Graphs n ) H(FM n ) this agrees with (18) . Furthermore, one immediately checks that the further pages of the spectral sequence agree, so that indeed H( * BGraphs m n ) H G (FM n ). Finally, it is clear from looking at the representatives of the cohomology of both sides that ω induces an isomorphism on cohomology. Of course, if one wants to preserve also the Z 2 -module structure on * BGraphs m n , one has to restrict to the Z 2 -invariant dg Lie subalgebra
Remark 6.9. We will see later that for n even the Mauer-Cartan element m is gauge equivalent to m 0 . It follows that * BGraphs m n is quasi-isomorphic to * BGraphs m 0 n . Furthermore, there is a direct map (and quasi-isomorphism) * BGraphs
where Grav is the gravity cooperad as in Proposition 6.3. This then shows that FM n is equivariantly formal for n odd.
The Maurer-Cartan element m
Above we have seen that the study of the real homotopy type of the O(n)-action boils down to understanding the Maurer-Cartan element m ∈ BGC n . This section is hence devoted to studying the gauge equivalence class of m. In fact, we will see that m is gauge equivalent to a quite trivial graphical Maurer-Cartan element.
Theorem 7.1.
• Proof. The result may be obtained from Theorem 7.1 by just restricting the coefficient ring from H(BSO(n)) to its quotient H(BSO(m)), m < n.
For n even and G = O(n), the Maurer-Cartan element m is gauge equivalent to E , where E ∈ H(BSO(n)) is the Euler class. • For n odd and G = O(n), the Maurer-Cartan element m is gauge equivalent to
We will prove Theorem 7.1 in several steps. Proof. The integral weight is the integral appearing in (19) . In our case this integral takes the form
It is an integral of an equivariantly closed form over a manifold without boundary. Hence we may use the BerlineVergne equivariant localization formula (see [26, Theorem 46] ) to evaluate the integral. The fixed point set of the torus action consists of two points, the north and south pole of the sphere. By symmetry, both points contribute the same value in the localization formula. Denoting the north pole by N temporarily, the integral hence evaluates to
where the 2 accounts for the contribution of the south pole and the remaining prefactor comes from the localization formula. Using now Lemma A.3 in the Appendix, we evaluate the expression to
where we defined the top Pontryagin class as
This immediately yields the coeffient of that graph in the formula for m, which differs only by a conventional combinatorial prefactor, which is the size of the symmetry group of the graph.
Remark 7.4. Let us quickly comment on the somewhat "strange" combinatorial prefactor occurring in the Lemma. Note that in sum-of-graphs formulas such as (19) there appears over basis elements γ of a space of graphs, and the corresponding dual elements γ * in the dual graph space. Now, spaces of linear combinations of graphs come with a natural basis, given by (individual) graphs, and hence so do their dual spaces. However, conventionally, in the identification of a graph as an element of the primal space, or as an element of the dual space, one often introduces a conventional combinatorial prefactor of size the order of the symmetry group of the graph. This makes formulas for the differential and bracket in the dual complex more pretty. We note however that this prefactor is purely conventional and could be absorbed in different conventions.
7.2.
Proof of Theorem 7.1 for n = 2 and n = 3. Proposition 7.5. Theorem 7.1 holds for n = 2 and n = 3.
Proof. It is well known for n = 2 [29, 12] . In this case all integrals vanish by the Kontsevich vanishing Lemma [20, Lemma 6.4] .
For n = 3 we will see below that the Maurer-Cartan element m is a deformation of the conjectured one (say • Z n G ∈ GC n ⊗ H(BG) is the Maurer-Cartan element describing the G action on E n , for G a compact Lie group. Say G is connected here for simplicity, if it is not, there is a slight adaptation. The tensor product here and below is a completed tensor product.
• We abbreviate Z ×SO(l) for k + l ≤ n.
• We denote the Maurer-Cartan elements appearing in 7.1 by
for n even and Note that on GC n we have a grading by loop order. Then, for k even, we have a map of dg Lie algebras
Furthermore, restricting the group SO(n) to the subgroup SO(k) × SO(l) with k + l = n we obtain dgca maps
) and hence (restriction) maps of dg Lie algebras
In particular we have 
Here ∼ E k means "gauge equivalent after formally inverting E k ". In other words this is gauge equivalence in the graph complex GC n ⊗ H(B(SO(k) × SO(l))) E k with coefficients in the localized ring. Theorem 7.7 will be proven in section 8 below. For now, let us believe the statement and use it to derive our main Theorem 7.1. The derivation is slightly, so let us first sketch the argument. We proceed by induction on n. We suppose that we already know that Z n n ∼ Z n con j and we desire to show that (27) Z n+2 n+2 ∼ Z n+2 con j . Using the induction hypothesis and the above theorem one can the check that
). From this statement one can then show the desired statement (27) . The argument is sketched in the following diagram: Although not strictly speaking necessary, let us give an independent proof of Corollary 7.6 from Theorem 7.7. Let us also proceed in unnecessary detail to prepare for the similar but more complicated proof of the general case. To this end, use the case of Theorem 7.7 for l = 0 and k = n − 2 (n even) or k = n − 3 (n odd). We find that in each of these cases
using that by the standard Lemmas Z n 0 = 0 for n ≥ 2. Our remaining task is hence to get rid of the localization in E k . In other words we want to show that the localized gauge equivalence implies the non-localized.
To this end we use the filtration on GC n by the number of vertices and proceed by induction. Evidently, or by explicit computation of the integrals, Z n k does not contain terms with 1 or 2 vertices. Assume inductively that, possibly after some gauge transformation we can bring Z n k into a form without graphs with < r vertices. To simplify the notation, we will then assume that Z and this will satisfy δν = γ as desired. So we can continue the induction and hence show the Corollary, except for one small issue: When n is even, we have shown that Z n n−2 ∼ 0, while we want Z n n−1 ∼ 0. However, the only difference is that H(BSO(n − 1)) = H(BSO(n − 2)) Z 2 , and picking the ν above Z 2 invariantly (say by averaging) we can run the same proof working with Z 2 -invariant elements only.
For later use, let us also remark that the main ingredient in the above proof was showing the following Lemma.
Lemma 7.8. The map
induces an injective map in cohomology. We proceed by induction on n. For n = 2 and n = 3 Theorem 7.1 is known, see Proposition 7.5. Now we invoke Theorem 7.7 for k = 2, l = n − 2, assuming n ≥ 4.
n−2 ), where we abbreviate the orthogonal Euler class by u (it has degree +2). Now by our induction hypothesis Z n−2 n−2 ∼ Z n−2 con j , and hence, using (26) we find that (28) Z n 2,n−2 ∼ u R 2,n−2 (Z n con j ). Where R 2,n−2 is as in (25) . Note also that clearly Z n 2,n−2 = R 2,n−2 (Z n n ). Let us be explicit how the underlying map of the coefficient rings looks like. For n even we have
In the above and in the formulas for n odd below, we assume P 0 = 1. For n odd we have
Now localize the rings on the right hand side over u. We can then exchange the generator E n−2 by E n := uE n−2 , respectively P 2n−6 by P 2n−2 := u 2 P 2n−6 . This will make uniform the formula for the differential for both left-and right-hand sides. The maps above then change in that for n even
and for n odd
Now we want to use (28), or equivalently R 2,n−2 (Z n n ) ∼ u R 2,n−2 (Z n con j ), to show that Z n n ∼ Z n con j by a similar but slightly more complicated argument than in the preceding subsection. We have to make a case distinction according to whether n is even or odd.
Suppose first that n is even. Then we perform an induction on the number of vertices in graphs, plus the power of E n in the coefficient. Let us call the corresponding grading Euler-vertex degree. Assume that Z n n ∼ Z n con j + (. . . ), where (. . . ) are terms of Euler-vertex (EV-)degree ≥ r. To simplify the notation we will in fact assume that Z n n = Z n con j + (. . . ) (i.e., change the gauge so that the equation holds before proceeding). We denote the terms of EV-degree exactly r in Z n n by γ. We write γ = j e j γ j where now the e j range over a basis of H(BSO(n − 1)) while
Note that this sum is finite essentially because for even n graphs with multiple edges do not appear. The Maurer-Cartan equation implies that Dγ = 0, where
Our task is to show that γ is D-exact. Since D does not involve any polynomial in the Pontryagin classes we in fact have Dγ j = 0 for each j separately, and our goal is equivalent to showing that each γ j is separately D-exact.
Now by (28) we know that the image of γ in (GC n ⊗ R[u, u −1 , P 4 , . . . , P 2n−8 , E n ], D) is exact. We have hence reached our goal of showing exactness of γ if we can show the following: 7 In fact, the case n = 3 may also be tackled in this way, giving a second proof of the conjecture for n = 3. However, in the interest of uniformity of notation, let us assume n ≥ 4.
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Lemma 7.9. The map of complexes (29) (GC n ⊗ R[P 4 , . . . ,
by mapping the coefficient ring according to the above prescription induces an injective map in cohomology.
Proof. To see this one proceeds as follows:
• As complexes, both sides have the form (.
Here the tensor product is the completed one. One should be a little bit careful: we have that the left-hand side is a direct product of complexes isomorphic to (GC n ⊗ R[E n ], D) labeled by the basis of monomials of R[P 4 , . . . , P 2n−4 ] and shifted respectively in their degree; while the right-hand side is something in between a direct sum and a direct product (labeled by monomials of R[u, u −1 , P 4 , . . . , P 2n−8 ]) as a coefficient in front of any graph in GC n ⊗ R[u, u −1 , P 4 , . . . , P 2n−8 , E n ] is a finite sum of monomials. But at the end it won't matter. In our argument showing that a non-zero homology class is sent to non-zero, we will be projecting to one of such factors/summands in the target. And it will be clear that the image of the projection is non-zero.
• Pick the obvious monomial bases of R[P 4 , . . . , P 2n−4 ] and R[u, u −1 , P 4 , . . . , P 2n−8 ]. Impose the lexicographic ordering on these bases, with the ordering of the generating symbols such that P i > P j if i > j and P i > u > u −1 for all i.
• Consider any cocycle in the source that is not exact. Let r be the smallest Euler-vertex degree in which this cocycle is non-trivial.
• Note that the map (29) respects the Euler-vertex degree only as a filtration. Thus we will be looking below only at the factors/summands in the target that contribute non-trivially to the Euler-vertex degree r.
• Checking the formulas, the lexicographic leading order piece (landing in the Euler-vertex degree r) is given by the assignment
It is clear that this induces an injective map on basis elements. Hence it is enough to project to the factor/summand corresponding to the leading order piece to see that the image homology class is nonzero.
Thus we have shown Theorem 7.1 in the case of even n. Next consider the case of odd n. Here we proceed similarly, but we pick the initial filtration on graphs on the number of vertices. The number of vertices will be referred as vertex grading. Assume that Z n n ∼ Z n con j + (. . . ), where (. . . ) are terms with graphs with ≥ r vertices. To simplify the notation we will in fact assume again that Z n n = Z n con j + (. . . ). We call the term with exactly r vertices γ again. We write γ = j e j γ j where now the e j range over a basis of H(BSO(n − 2)) wile
However, the difference with the previous case is that this sum might be infinite (because graphs with multiple edges are allowed compensating to the degree arising from products of Pontryagin classes). Now the Maurer-Cartan equation implies that Dγ = 0, where
Our task is to show that γ is D-exact. Since D does not involve any polynomial in the lower Pontryagin classes we in fact have Dγ j = 0 for each j and our goal is equivalent to showing that each γ j is separately D-exact.
Using (28) and proceeding as for even n before, we end up with having to show the following result:
Lemma 7.10. The map
induces an injective map on cohomology.
Proof. As for the case of even n, we get that both the source and the target have the form (.
Notice also that the vertex degree is preserved by the map (30) . Thus it is enough to prove injectivity for any cocycle concentrated in a given vertex degree of the source. However, we can not proceed similarly to the case of even n as one can now have coefficient monomials of arbitrary length, hence a top down induction is not permitted. To repair, we use the descending filtration in (GC n ⊗ R[P 2n−2 ], D) by loop order. We will need the following. The number ℓ corresponding to a cocylce α given by the lemma above, will be called the loop order of a cocycle.
We finish the proof of Lemma 7.10 by contradiction: Pick a cocycle x in (GC n ⊗ R[P 4 , . . . , P 2n−2 ], D) of vertex degree r which is not exact, but is sent to an exact element under the above map. The complex (GC n ⊗ R[P 4 , . . . , P 2n−2 ], D) is a product of complexes isomorphic to (GC n ⊗ R[P 2n−2 ], D) and labeled by monomials P j of R[P 4 , . . . , P 2n−6 ]. Thus x is an infinite sum of cocycles x P j corresponding to each such factor. Now we look only at those factors for which x P j has the minimal loop order. By dimensional reasons there will be only finitely many such factors. Among them we choose the one corresponding to the lexicographically maximal monomial M. Finally, we project the image of x in the target complex to the factor/summand labeled by the monomial obtained from M by replacing
The result is a cocycle y that might be non-homologous to x M , but still such that y − x M has a higher loop order than x M . Thus y is not exact, which brings in a contradiction.
This then also shows Theorem 7.1 for odd n.
Proof of Sublemma 7.11 . This follows from the standard fact that if
is a complete and Hausdorff filtration in a (co)chain complex, such that all the terms F n C/F n+1 C are of finite type, then the induced filtration F • H(C) in the (co)homology is also complete and Hausdorff. In fact we need only Hausdorffness, meaning n F n H(C) = 0. Given a (co)cycle x ∈ F 0 C, assume that it's possible to subtract (co)boundaries ∂y 0 , ∂y 1 , etc, so that (x − ∂y 0 ) ∈ F 1 C, (x − ∂y 0 − ∂y 1 ) ∈ F 2 C, etc. We want to show that x is exact. Let us each time instead of y i choose z i so that ∂z i = ∂y i and z i lies in the maximal possible filtration term. Notice that the fact that it's possible to choose such y i means that the differential in the spectral sequence associated to this filtration is non-trivial. And moreover the filtration order of z i is responsible for the place from where this differential is sent. Since each term F n C/F n+1 C is of finite type, there will be finitely many non-trivial arrows in this spectral sequence from any given cell. Thus for any n there will be only finitely many z i 's not lying in F n C. As a result, the sum z 0 + z 1 + z 2 + . . . is well defined (also by completeness).
8. Equivariant localization and proof of Theorem 7.7 8.1. A relative version of configuration space. Consider R m as a fixed subset of R n by embedding it as a coordinate hyperplane for the first m coordinates. We define the space • The operations with output in color 2 are FM 2 m,n (r, s) = FM m,n (r, s) for r ≥ 0 and s ≥ 1. The operadic compositions are inherited from those on FM n , i.e., defined by gluing one configuration into another. Remark 8.1. There is also a variant of the above colored operad in which one allows for operations with output in color 2 but no input in color 2. The definition of the appropriate compactification in that case is slightly more intricate, however. In this paper we only need to work with the version above. with the operadic compositions inherited from P. Dually, given a cooperad C, we define a two colored cooperad C 2−col by the analogous construction.
8.2.
A complex of graphs. Recall the cooperad * Gra n from section 6.1. Set G = SO(m) × SO(n − m), fix a maximal torus T and compact subgroup K W ⋉ T , with W the Weyl group as before. First let us define a two colored cooperad * Gra m,n = * Gra 2−col n from * Gra n using Construction 8.2. More concretely, we define a family of graded vector spaces * Gra m,n (r, s) = * Gra n (r + s) consisting of graphs in r "type I" and s "type II" vertices, with the same sign and degree conventions as for * Gra n . In pictures, we shall distinguish the type II vertices by drawing them on a "baseline", which shall be thought of representing R m , as follows 1 2
2
The pair * Gra n (−) and * Gra m,n (−, −) is naturally a two colored Hopf cooperad, which we call * Gra m,n . There is a map of Hopf cooperads (31) * Gra m,n ⊗ H(BG) → Ω s,PA K ( FM m,n ) sending an edge between vertices i and j to the form π * i j Ω, where π i j is the forgetful map forgetting all but points i and j from a configuration, and Ω is the "propagator", the G-equivariant form on S n−1 as in section 6.4. We also define the dual two colored operad hGra m,n . We consider the graded Lie algebras of invariants of those colored operads. To describe them correctly including signs and degrees, consider the two colored operad Lie m,n governing a Lie m algebra acted upon by a Lie n algebra. Concretely, we have Note in particular that there is no operation with output in color 2, but no input in color 2. We denote the minimal resolution by hoLie m,n . Concretely, hoLie m,n is generated by the following operations:
• Operations µ k with k ≥ 2 inputs in color 1 and the output in color one, spanning a one-dimensional representation of S k in degree 1 − (k − 1)n. The operations generate hoLie n .
• Operations µ k,l with k inputs in color one, l inputs in color 2 and output in color 2, where k ≥ 0, l ≥ 1, k + l ≥ 2. The operation µ k,l has degree 1 − kn − (l − 1)m, and spans a one-dimensional subspace under the action of the group S k × S l . The µ 0,l generate a copy of hoLie m inside hoLie m,n . Then the invariant Lie algebra can be defined as the deformation complex 
interpreting the left-hand side in each case as a colored operad concentrated in color 2 (respectively, color 1).
Next, suppose that R is any graded commutative ring containing an element λ of degree n − m. Recall that we require n − m to be even. Then there is a colored operad map (cf. also Construction 8.2) ( 
34)
Lie m,n → Lie
This map is defined on generators as follows: Proof. Suppose Γ = Γ 1 ⊔ Γ 2 is a non-connected graph, with the pieces Γ 1 , Γ 2 non-empty and not connected to each other. Then the corresponding weight form ω Γ = ω Γ 1 ∧ ω Γ 2 is basic under rescaling and translation of the points contributing to Γ 1 and Γ 2 separately. Hence the form can not have a top form component on configuration space, which is obtained by quotienting out (only) the diagonal scaling and translation action.
Remark 8.6. For cosmetic reasons one could introduce the following further valence conditions: (i) Every type I vertex has valence ≥ 2 (respectively ≥ 3) and (ii) every type II vertex that is not connected to a type I vertex has valence ≥ 2 (resp. ≥ 3). One can easily check that these conditions describe a Lie subalgebra GC ≥2 m,n ⊂ GC m,n (resp. GC Proof. Consider a graph with a univalent vertex v. We distinguish several cases. First, suppose v is of type I, and the graph has at least 2 other vertices. The the vanishing of the configuration space integral is purely due to degree reasons: Consider the points in the configuration other than that (say x) corresponding to v fixed. Then x traces out an n-dimensional space, but there are at most n − 1 form degrees along x, hence the integral is zero. The same argument works for the case that there is one other type I vertex (and the graph is of the type with a baseline). This settles the case of v of type I. Next suppose v is of type II, with the single edge connecting it to another type II vertex. If there is at least one more vertex in the graph, the integral vanishes by analogous reasoning as before, just in lower dimension. If not, we have a graph occurring in (32) .
