Abstract: The problems of n-gram models for the OCR and speech recognition for the Slavic languages are investigated. The paper proposes methods applicable for most Slavic languages. Two approaches are tested: filtering of the n-gram model and the alternative ways of carrying out the smoothing. The filtering relies on heuristics based on frequencies and morphological features of words. The smoothing uses classes based on morphological features in combinations with new discounting formula. The smoothing can also be combined with inner filtering. The numerical experiments for the Ukrainian language show that both approaches produce interesting results. However, smoothing is more promising while being more complex and requiring further investigation of development of proper classes based on morphological information in order to outperform standard smoothing techniques. Keywords: language models, OCR, speech recognition, Slavic languages, n-gram language models.
Introduction
A significant increase in the volume of information in the form of digital audio recordings and texts images requires effective means for transferring data in the text form for further processing. De-facto standard is the use of statistical models based on n-grams, and algorithms that deal with it. This model as a whole is well-developed, but when used for Slavic languages, especially for Ukrainian, it manifests several disadvantages associated with the properties of the Slavic languages comparing to the Romance-Germanic languages.
Wittaker and Woodland (1998) in detail described major problem of conventional n-gram model applied to the Russian language. Syntactical structure of Russian language is described first of all with word forms and order of words is relaxed compared to English. According to Wittaker and Woodland (1998) , it gives perplexity of 407.2 for Russian where for English perplexity reaches only 240.8 on the corpuses they studied. Also, the number of unique words (actually word forms) in the Russian training set was 1,018,858 items comparing to 406,635 in English training set.
The same problem holds for most Slavic languages, for Ukrainian as well. Moreover such a huge difference in number of unique words leads to significant increase in model size subsequently greatly reducing observed frequencies of meaningful elements and increasing effect of noise given the same size of training data.
There already exist several approaches of different effectiveness to deal with the problem. Wittaker and Woodland (1998) tested class-based models and interpolation in order to improve the perplexity of the models. The classes were obtained by clustering. The test showed that class-based models and interpolation produced more improvement in Russian than in English. Yet the improvement was not very convincing. The most interesting result was that clustering tends to group words with the same morphological behavior into the same class.
Babyn, Mazurenko and Holodenko (2004, p. 65) tested two approaches: the free-order n-grams and decomposition of a standard model into two models. The test performed for free-order n-grams showed no improvements. The decomposition means creating two n-gram models. The model for morphology (or the categorical model) was meant to describe syntactic properties of the words in utterances. The model for canonic forms mostly describes semantic connections between the words in utterances. Despite their assumption that their approach is useful «as is», their own numerical test showed a sizable increase in perplexity value. It means that further research is required to make a working method out of plain idea. Kipyatkova (2011) suggested using a syntactical parser to extend the n-gram collection by gathering not only n-grams presented in a text, but also n-grams obtained from the analysis of syntactical connections in sentences. It provided both an n-gram base extension and an improvement in the recognition rate. Ostrogonac, Popović, Sečujski, et al (2013) used entropy-based and threshold based methods to optimize the language model size and discard the noise. The test performed on the lemma-based model (i.e. model based on canonic word forms) is of particular interest as a possible component of methods to improve n-gram based models for Slavic languages.
There are several reasons to investigate the development of n-gram models for the Slavic languages. First, the research in this area is rather scarce. Second, all described approaches do not look very convincing either due to their incompleteness or due to extensive usage of sophisticated NL tools which can input their own errors into models. Third, the number of Slavic speakers exceeds 350 million, so a properly developed method will be of great use.
There are several approaches that need to be tested for the Ukrainian language: filtering of the n-gram model and the alternative ways of doing smoothing. The results of the test will show the way for further research aimed to improve the OCR and speech recognition for the Slavic languages.
Method
The idea was to test several approaches including filtering and some sophisticated smoothing techniques that will draw on moderate usage of linguistic knowledge.
Let us introduce a formal description.
The sequence of words w 1 ... w n language is called an n-gram of length n. It is denoted as n w 1 . Then, a sequence of words can be represented as a sequence of n-grams, and the probability of sequence of words estimated by the formula )
. It is possible to construct a probability estimation, based on the frequency of the corresponding n-grams 
N-gram model decomposition and recomposition
The suggested modification of the classical model is based on lexical and grammatical classes instead of using only one set of classes and using clustering or any other algorithm of machine learning. Lexical classes correspond to partition where one class contains all word forms of a certain word. Lemmas are correct markers for those classes.
Grammatical classes correspond to partition where one class contains all word forms with same sets of grammatical features. Combinations of grammatical features observed in the language are correct markers for such classes.
After the two partial models based on a common model are constructed, they can be used in several ways. First of all, it is filtering and it will be covered in the according chapter. A second way is to predict or estimate frequencies of all events possible within the covered set of lemmas and sets of grammatical features.
Given the homonymy which is not uncommon in the Ukrainian language, let us introduce the following notation: 
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It is very intriguing to test if it is possible to recombine data and estimate frequency of
This is definitely produces pseudocounts unsuitable for some smoothing techniques, yet the nature of estimation makes it worth trying.
To ensure the accuracy of the combined model it was claimed: the sum of frequencies of lemmas and the sum of frequencies of grammatical classes should stay constant after redistribution. Namely,
where |V| -vocabulary size, and the corresponding frequency ) ( 1 k w C can be zero, if k w 1 do not exist in the corpus for which a model is built. If (2) holds, it will significantly optimize computing (1). The same formula (1) is functioning as partial smoothing for the whole mass of n-grams collected on corpus.
Data
For experiments were prepared n-grams of order ≤ 3 collected from transcripts of the Verkhovna Rada of Ukraine. The corpus was formed from transcripts collected from the site http://rada.gov.ua/meeting/stenogr . It is relatively small -only 112.5 MB and 17.506 million words.
Basic dictionary of 10,000 most frequent word forms was selected; all other word forms were replaced by stop-symbol #. The basic dictionary was processed with lexical analysis system to get lemmas and grammatical classes. Two additional dictionaries were formed: the dictionary of lemmas and dictionary of grammatical classes.
Certain restrictions were imposed on all dictionaries: function words were not replaced with lemmas or grammatical classes, nor were the nouns of genitive case. These words are considered as lemmas and grammatical classes in their own right. Moreover, due to incompletes of grammatical features in lexical analysis system this approach were extended to some more words were it was necessary.
The first pair of dictionaries has the following parameters: volume of dictionary of lemmas comprises 7012 units and volume of dictionary of grammatical classes numbers 5409 units. The transformation is not performed for verbs due to the assumption that transitive and intransitive verbs require a subject in different cases. Transitive verb in Ukrainian denotes an action which goes to a specific object, presented by the noun or pronoun in the accusative without a preposition. If the predicate in a sentence is used with the negative particle «not», the according noun is put in genitive case. Intransitive verb means action or condition that is not transferred on the subject and does not require the accusative case without a preposition.
The second pair of dictionaries has the following parameters: the volume of dictionary of lemmas is 6044 units, and the volume of dictionary of grammatical classes is 3770 units. The transformation is performed for all verb forms except for infinitive.
The large size of the second pair of additional dictionaries (over 50% of volume for the lemmas, and over 35% of volume for grammatical classes) is attributed to the addition of a significant proportion of the infinitives in the dictionary and to including a large number of words with a small actual set of word forms. I.e. a certain lemma can have many forms yet actually a few of them are met in basic dictionary.
The corpus was divided into training and test sets in proportion 75% to 25%. To ensure correct coverage the utterances were selected uniformly over whole corpus to cover all speakers and topics.
Results
Two groups of experiments were conducted. First group was test for pruning effects based on different heuristics for Katz back-off model with Good-Turing estimation and Witten-Bell model also used in back-off form. Data for heuristics were taken from second pair of partial dictionaries (i.e. with 6044 lemmas and 3770 grammatical classes). There were the following tests. The results of the first group of experiments were published in Taranukha (2013) . The second group was to test feasibility and usefulness of partial smoothing formula. As expected, formula (2) does not hold for received n-gram sets.
The further tests were performed only for Witten-Bell model due to the nature of discount formula. They were the following.
-With estimation of frequencies by formula (1) for both pairs of class dictionaries.
-With partial filtering of grammar based and lemma based n-gram sets. The n-grams with counts equal to 1 are removed. First attempt brought some strange results, and experiments were redone in order to make results of the second group of experiments correspond with results of the first group. Line for Basic corresponds to baseline value -calculations of entropy end perplexity for basic dictionary without any filtering.
Discussion
As can be seen from Table 1 , any kind of filtering definitely reduces quality of model. Due to the structure of discounting formula Katz back-off method is much less vulnerable to the loss of low count ngrams. Both of the discounting methods show that filtering based on linguistical heuristics have the best performance out of all tests for filtering. Also filtering attempts based on inverted heuristics show worst performance of all tests. It is sufficient proof for hypothesis that heuristics based on two-part model is good method for filtering.
As for second group of experiments applying formula (1) results in scores worse than the baseline. It can be explained with the fact that formula (2) does not hold.
However there are some interesting results. First, filtering applied to n-grams used in (1) does not reduce quality so drastically as in first group of tests. Second, dictionary with transformed verbs (all but infinitive) always performs better, so further research should be performed on such dictionaries. Third, the results received for formula (1) with filtering produces entropy very close to the baseline.
So one can hope to produce even better entropy rate if dictionary used for constructing of language model will allow formula (2) to hold.
The method of partial smoothing that does not rely on complex syntactical analyzers for natural language is proposed. The method avoids strong influence from syntactical analyzer internal rules which are used to filters proper possible n-grams from improper. The only source of natural language data required is dictionary. It gives a good chance to develop robust smoothing methods designed specially for Slavic languages.
