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Изучаются некоторые задачи управления пучками траекторий управляемой системы. Та-
кого рода задачи возникают, например, если начальное состояние управляемой системы
известно неточно. Эта неточность существенно усложняет управление системой. Анало-
гичные задачи возникают также при моделировании динамики пучков заряженных ча-
стиц. В статье получены достаточные условия существования оптимального управления
в некоторых задачах управления пучками траекторий. Библиогр. 6 назв.
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In the paper, some control problems by bundles of trajectories for controlled system are
considered. For example, such problems arise if initial point of system is not exactly known. Such
inaccuracy essentially complicates control of system. Analogous problems arise in modeling of
dynamics for bundles of charged particles. In the paper, some suﬃcient conditions for existence
of optimal control in some problems of control by bundles of trajectories were obtained. Refs 6.
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В настоящей работе рассматриваются некоторые задачи управления пучками
траекторий управляемых систем. Обычно в задачах управления фиксируется началь-
ное состояние системы. В задачах же управления пучками траекторий (см., напри-
мер, [1]) начальное состояние системы считается принадлежащим заданному компак-
ту положительной лебеговой меры. Таким образом, за счет неединственности началь-
ного состояния соответствующему допустимому управлению отвечает пучок траекто-
рий. Отметим, что неоднозначность начального состояния может физически означать
неполноту информации о начальном состоянии системы. Такого рода ситуация харак-
терна также для моделей, описывающих динамику пучков заряженных частиц (см.
[1]). Качество управления пучком траекторий можно оценивать различными функ-
ционалами. Описываются функционалы интегрального типа и типа Больца [1]. При
весьма общих предположениях об управляемой системе и подынтегральных функ-
циях будут доказаны теоремы существования оптимального управления в классе из-
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меримых по Лебегу управлений, на которые накладываются мгновенные геометриче-
ские ограничения типа выпуклый компакт. При этом используются функциональный
анализ и аппарат математической теории управляемых систем.
Задача 1. Рассмотрим управляемый объект, динамика которого в фазовом про-
странстве  n описывается дифференциальным уравнением вида (см., например, [2–4]
и др.)
x˙ = f(x) + B(x)u, x(0) = x0, t ∈ [0, T ], (1)
где t — время; константа T > 0; x ∈  n — фазовый вектор; u ∈  r — управляющий
вектор; f(x) ∈  n; B(x) — матрица размерности n× r, n  1, r  1.
Здесь и далее под  k (k  1) понимается действительное евклидово арифмети-
ческое пространство, образуемое k-мерными вектор-столбцами со стандартным ска-
лярным произведением векторов, которое будем обозначать 〈·, ·〉, и длиной вектора
|x| =√〈x, x〉.
Под множеством допустимых управлений U будем понимать множество измери-
мых по Лебегу на [0,T] функций u(t) ∈ U ⊂  r, где U — выпуклый компакт. Элементы
множества U будем обозначать u(·).
Через x(t, x0, u(·)), t ∈ [0, T ], будем обозначать абсолютно непрерывное решение
задачи Коши (1), соответствующее управлению u(·) ∈ U .
Пусть M0 — некоторый компакт из  n, имеющий положительную меру Лебега.
Пучком траекторий (или просто пучком), соответствующим управлению
u(·) ∈ U , будем называть семейство решений x(t) = x(t, x0, u(·)) уравнения (1), где
t ∈ [0, T ], x0 ∈ M0.
Предположим, что функции f(x) и B(x) непрерывно дифференцируемы и лип-
шицевы на  n, т. е. существуют такие константыL1, L2 > 0, что для любых x1, x2 ∈  n
|f(x1)− f(x2)|  L1|x1 − x2|, (2)
‖B(x1)−B(x2)‖  L2|x1 − x2|, (3)
где ‖ · ‖ означает операторную норму матрицы.
С помощью неравенств (2), (3) нетрудно обосновать при x ∈  n, u ∈ U неравен-
ство вида
|F (x, u)|  c1(1 + |x|), (4)
здесь
F (x, u) = f(x) + B(x)u, (5)
c1 > 0 — достаточно большая эффективно вычислимая константа. С помощью (4),
(5) и теории дифференциальных неравенств (см., например, [5]) можно обосновать
неравенство
|x(t, x0, u(·))|  exp(c1t) · (c1T + |x0|), (6)
в котором t ∈ [0, T ], exp(α) обозначает экспоненту с показателем α ∈  1. Из
этой априорной оценки вытекает продолжимость абсолютно непрерывного решения
x(t, x0, u(·)) на весь отрезок [0, T ] при произвольных x0 ∈  n, u(·) ∈ U .
Отметим также единственность решения x(t, x0, u(·)) при данных x0 ∈  n, u(·) ∈
U (см. [3, с. 66, 67, теоремa IA]).
Сечение пучка решений при t ∈ [0, T ], u(·) ∈ U определим формулой
Mt,u(·) = {x(t, x0, u(·)) : x0 ∈M0}. (7)
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Пусть φ(t, x) — некоторая скалярная функция, определенная и непрерывная, на







сначала выполнив интегрирование в смысле Лебега по dx, а потом интегрирование
по Лебегу по dt.
Отметим, что множество Mt,u(·) (см. (7)) является компактом при произвольных
t ∈ [0, T ] и u(·) ∈ U . Этот факт можно обосновать с помощью теоремы IA из [3] (см.






существует при произвольных t ∈ [0, T ], u(·) ∈ U .
Произведем в (9) замену переменных вида
x = x(t, x0, u(·)), (10)
где t ∈ [0, T ], x0 ∈ M0. Тогда, согласно теории интеграла Лебега ([6] и др.), приходим




φ(t, x(t, x0, u(·)))
∣∣∣∣det ∂x(t, x0, u(·))∂x0
∣∣∣∣ dx0, (11)
здесь det означает детерминант матрицы.
Для оправдания формулы (11) желательно иметь непрерывность функций
x(t, x0, u(·)), ∂x(t,x0,u(·))∂x0 по (t, x0) на [0, T ]×M0 при фиксированном u(·) ∈ U .
При непрерывной дифференцируемости f(x), B(x) нужная непрерывность
x(t, x0, u(·)) имеет место (см. [3, с. 66, 67, теоремa IA]). Для обоснования нужной
непрерывности ∂x(t,x0,u(·))∂x0 можно использовать непрерывность x(t, x0, u(·)) по (t, x0),
систему уравнений в вариациях (см. [3])
y˙ =
∂F (x(t, x0, u(·)), u(t))
∂x
y, i = 1, . . . , n,
в которых функция F (x, u) определяется формулой (5), а также применять инте-
гральное неравенство Гронуолла (см. [4]). Отметим, что при t = 0 матрица ∂x(t,x0,u(·))∂x0
совпадает с единичной матрицей E порядка n.
Итак, в силу сказанного, функция G(t, u(·)) (см. (9), (11)) является непрерывной






φ(t, x(t, x0, u(·)))
∣∣∣∣det ∂x(t, x0, u(·))∂x0
∣∣∣∣ dx0dt (12)
определен корректно.
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На основании теоремы Фубини (см., например, [6]) интеграл I(u(·)) можно рас-
сматривать как интеграл Лебега от непрерывной функции переменных (t, x0) по мно-
жеству [0, T ]×M0. Таким образом, I(u(·)) (см. (12)) можно записать в виде интеграла




L(t, x0, u(·))dy, (13)
где y = (t, x0) ∈M,
L(t, x0, u(·)) = φ(t, x(t, x0, u(·)))
∣∣∣∣det ∂x(t, x0, u(·))∂x0
∣∣∣∣ . (14)














в которой sp означает след матрицы.




























= α(x) + 〈β(x), u〉 , (16)
где α(x) — непрерывная скалярная функция; β(x) — непрерывная r-мерная векторная
функция.
Рассмотрим задачу минимизации функционала I(u(·)) (см. (12), (13)) по u(·) ∈ U .
Нашей целью является обоснование существования оптимального управления в этой
задаче.
Используя гладкость функций f(x), B(x) и непрерывность функции φ(t, x), а так-
же ограниченность множеств M0, U , неравенство (6) и формулы (12)–(15), нетрудно






Рассмотрим некоторую минимизирующую последовательность uk(·) ∈ U , k =
1, 2, . . . , для описываемой задачи минимизации. Тогда последовательность I(uk(·))
при k → ∞ стремится к инфимуму γ. Минимизирующие последовательности су-
ществуют на основе определения инфимума. Известно (см., например, [4]), что из
нее можно выделить слабо сходящуюся подпоследовательность в смысле гильбертова
пространства L2r(0, T ) к некоторой функции u∗(·) ∈ U . Производя, если надо, соот-
ветствующую перенумерацию, можно считать, что uk(·) при k →∞ сходится слабо в
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L2r(0, T ) к u∗(·) ∈ U . Отметим далее (см. теорему 2.1 в [4]), что при фиксированном
x0 ∈ M0 для решений x(t, x0, uk(·)) при k →∞ имеет место сходимость в равномерной
метрике Cn(0, T ) к решению x(t, x0, u∗(·)).
Из сказанного выше, формул (12)–(16) и свойств слабой сходимости в простран-
стве L2r(0, T ) вытекает, что при фиксированных t ∈ [0, T ], x0 ∈ M0 и k → ∞ по-
следовательность чисел L(t, x0, uk(·)) стремится к числу L(t, x0, u∗(·)). Отметим, что
(см. (4), (6), (14), (15)) для достаточно большой константы C > 0 равномерно по
t ∈ [0, T ], x0 ∈M0, u(·) ∈ U имеет место оценка
|L(t, x0, uk(·))|  C.
Применяя теорему Лебега о предельном переходе под знаком интеграла (см. тео-
рему на с. 348 в [6]), получаем, что инфимум интегрального функционала (13) дости-
гается на u∗(·) ∈ U . Итак, из вышесказанного вытекает
Теорема 1. При сделанных предположениях в экстремальной задаче 1 суще-
ствует оптимальное управление.
Задача 2. Кратко рассмотрим более общую задачу управления пучками траек-
торий для управляемого объекта (1).
Все предположения относительного управляемого объекта (1) и начального мно-
жества M0, которые мы сделали для задачи 1, сохраняются. Отличие состоит в том,
что вместо минимизируемого функционала I(u(·)) (см. (8)) теперь рассматривается
интегральный функционал более общего вида
I1(u(·)) = I(u(·)) + I2(u(·)), (17)





здесь g(x) — непрерывная скалярная функция на  n, интеграл понимается в смысле
Лебега. Функция φ(t, x) в формуле (8) по-прежнему предполагается непрерывной на
[0, T ] ×  n. Для доказательства существования минимума функционала I1(u(·)) по
u(·) можно провести в (18) замену переменных (ср. с (10))
x = x(T, x0, u(·))




g (x (T, x0, u(·)))
∣∣∣∣det ∂x(T, x0, u(·))∂x0
∣∣∣∣ dx0. (19)
Обоснование существования интеграла Лебега (19) производится по схеме, пред-
ставленной для задачи 1, с очевидными изменениями. Используя гладкость функций
f(x), B(x) и непрерывность функций φ(t, x), g(x), а также ограниченность множества
M0, неравенство (6) и формулы (12)–(15), (17), (18), нетрудно показать, что функцио-
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Рассмотрим некоторую минимизирующую последовательность uk(·) ∈ U , k =
1, 2, . . . , для рассматриваемой задачи минимизации. Тогда последовательность
I1(uk(·)) при k → ∞ стремится к инфимуму γ1. Дальнейшие рассуждения для дока-
зательства существования минимума в задаче 2 производятся по схеме для задачи 1
с очевидными изменениями. Из сказанного вытекает
Теорема 2. При сделанных предположениях в экстремальной задаче 2 суще-
ствует оптимальное управление.
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