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ALGEBRAIC RELATIONS AMONG PERIODS AND LOGARITHMS OF
RANK 2 DRINFELD MODULES
CHIEH-YU CHANG AND MATTHEW A. PAPANIKOLAS
Abstract. For any rank 2 Drinfeld module ρ defined over an algebraic function field, we
consider its period matrix Pρ, which is analogous to the period matrix of an elliptic curve
defined over a number field. Suppose that the characteristic of Fq is odd and ρ is without
complex multiplication. We show that the transcendence degree of the field generated by
the entries of Pρ over Fq(θ) is 4. As a consequence, we show also the algebraic independence
of Drinfeld logarithms of algebraic functions which are linearly independent over Fq(θ).
1. Introduction
This paper focuses on the algebraic independence of periods, quasi-periods, and logarithms
of Drinfeld modules of rank 2, without complex multiplication, that are defined over the
algebraic closure of Fq(θ). By the main theorem of [11], which itself builds on results in [2], the
proofs break into two parts. The first is to relate the quantities in question to special values
of solutions of certain Frobenius difference equations. For periods and quasi-periods these
problems are solved using Anderson generating functions together with methods inspired
by [12]. For logarithms we solve difference equations related to extensions of the trivial
t-motive by the t-motive associated to the Drinfeld module. The second part is to show that
the Galois group of the system of difference equations has maximal dimension. The difficulty
here is that these quantities can have many linear relations, and characterizing these linear
relations in terms of the dimension of the Galois group is quite complicated.
Yu [18, 19] proved that all linear relations among periods and logarithms of Drinfeld
modules of arbitrary rank are the ones that are expected, ultimately relying on the Sub-
t-module Theorem of [19]. Using Yu’s methods, Brownawell [4] extended these results to
values of quasi-periodic functions. Later David and Denis [6] used Yu’s theorem to show
there are no quadratic relations among periods of rank 2 Drinfeld modules without complex
multiplication.
1.1. Periods and Quasi-periods of Drinfeld modules. Let Fq be the finite field of q
elements, where q is a power of a prime p. Let k := Fq(θ) be the rational function field in a
variable θ over Fq. Let C∞ be the completion of an algebraic closure of Fq((1θ )) with respect
to the non-archimedean absolute value of k for which |θ|∞ = q. Let C∞[τ ] be the twisted
polynomial ring in τ over C∞ subject to the relation τc = cqτ for c ∈ C∞.
Now let t be an independent variable from θ. A Drinfeld Fq[t]-module ρ (with generic
characteristic) is an Fq-algebra homomorphism ρ : Fq[t]→ C∞[τ ] such that for all a ∈ Fq[t],
the constant term of ρa, as a polynomial in τ , is a(θ). Given a subfield L of C∞ containing k,
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we say that ρ is defined over L if all the coefficients of ρt fall in L. The degree of ρt in τ is
called the rank of ρ.
The period lattice of a rank r Drinfeld Fq[t]-module ρ is defined as follows. The exponential
function of ρ is the function expρ(z) = z +
∑∞
i=1 αiz
qi , with αi ∈ C∞, such that expρ(θz) =
ρt(expρ(z)). It can be shown that expρ is entire, Fq-linear, and surjective. Let Λρ be the
kernel of expρ. One finds that Λρ is a discrete, free Fq[θ]-module of rank r inside C∞. We
call Λρ the period lattice of ρ, and any element of Λρ is called a period of ρ. In 1986,
Yu [17] established a fundamental theorem which asserts that any non-zero period of ρ is
transcendental over k if ρ is defined over k.
In analogy with de Rham cohomology for elliptic curves, in the late 1980’s Anderson,
Deligne, Gekeler, and Yu developed a de Rham cohomology theory for Drinfeld modules (for
more details, see [5, 8, 14, 18]). Fix a rank r Drinfeld Fq[t]-module ρ. An Fq-linear map
δ : Fq[t] → C∞[τ ]τ is called a biderivation if δab = a(θ)δb + δaρb for any a, b ∈ Fq[t]. A
biderivation δ is uniquely determined by δt, and hence the set of all biderivations, denoted
by D(ρ), is a C∞-vector space. Moreover, for m ∈ C∞[τ ] the map δ(m) : a 7→ a(θ)m−mρa is
also a biderivation. The biderivation δ(m) is called an inner biderivation, and we denote by
Di(ρ) the set of all inner biderivations. In the case that m ∈ C∞[τ ]τ , δ(m) is called strictly
inner, and the set of all strictly inner biderivations is denoted by Dsi(ρ). The de Rham
cohomology of ρ is defined to be the C∞-vector space HDR(ρ) := D(ρ)/Dsi(ρ).
Given δ ∈ D(ρ), there is a unique entire function Fδ of the form Fδ(z) =
∑∞
i=1 ciz
qi
satisfying the functional equation
(1) Fδ(a(θ)z)− a(θ)Fδ(z) = δa(expρ(z)),
for every non-constant a ∈ Fq[t]. We call Fδ the quasi-periodic function of ρ associated to δ.
It is Fq-linear, and furthermore Fδ|Λρ : Λρ → C∞ is Fq[θ]-linear.
For the inner biderivation δ(1) : a 7→ a(θ) − ρa, one has Fδ(1) = z − expρ(z) and hence
Fδ(1)(λ) = λ for λ ∈ Λρ. We think of scalar multiples of δ(1) as differentials of the first kind.
If δ /∈ Di(ρ), the values Fδ(λ) for λ ∈ Λρ are called quasi-periods of ρ. For any δ ∈ Dsi(ρ)
one has Fδ(λ) = 0 for λ ∈ Λρ. Thus there is a well-defined map of C∞-vector spaces,
HDR(ρ)→ HomFq[θ](Λρ,C∞)
δ 7→ (λ 7→ Fδ(λ)).
which is an isomorphism by Gekeler [8]. In particular, dimC∞ HDR(ρ) = r.
In 1990, Yu [18] established a fundamental theorem concerning the transcendence of quasi-
periods. The theorem asserts that if ρ is defined over k, then for any δ ∈ D(ρ) \Dsi(ρ) and
0 6= λ ∈ Λρ, Fδ(λ) is transcendental over k. When we think of δ ∈ D(ρ) \ Di(ρ) as a
differential of the second kind, Yu’s theorem parallels the classical work of Schneider on
elliptic integrals of the second kind.
The set End(ρ) := {z ∈ C∞ : zΛρ ⊆ Λρ} is the endomorphism ring of ρ, and if End(ρ) )
Fq[θ], then ρ is said to have complex multiplication. We let Kρ denote the fraction field of
End(ρ).
We now fix a rank 2 Drinfeld Fq[t]-module ρ defined over k and fix a basis {ω1, ω2} of Λρ
over Fq[θ]. We denote by Fτ the quasi-periodic function of ρ associated to the biderivation
given by t 7→ τ . The matrix
(2) Pρ :=
[
ω1 −Fτ (ω1)
ω2 −Fτ (ω2)
]
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is called the period matrix of ρ. As in [5, 14, 18], it is possible to identify the columns of Pρ
tr
as generators of the period lattice of the 2-dimensional t-module that is the extension of ρ
by the additive group Ga and which is associated to the biderivation t 7→ τ . However, we do
not pursue this further in this paper. Anderson proved an analogue of Legendre’s relation
for periods and quasi-periods of elliptic curves over C, namely
ω1Fτ (ω2)− ω2Fτ (ω1) = π˜
ξ
,
for some ξ ∈ Fq× satisfying ξ
1
q = −ξ (cf. [14, Thm. 6.4.6]). Here π˜ is a generator of the
period lattice of the Carlitz Fq[t]-module C given by Ct = θ + τ .
Now let k(Pρ) be the field generated by the entries of Pρ. Thiery [15] has shown that
tr. degk k(Pρ) = 2 if ρ has complex multiplication. For the case that ρ does not have complex
multiplication, based on Yu’s Sub-t-module theorem [19], Brownawell [4] proved an analogue
of Masser’s work on linear independence of periods and quasi-periods for elliptic curves
without complex multiplication: the 6 quantities
1, π˜, ω1, ω2, Fτ (ω1), Fτ (ω2)
are linearly independent over k. The first main result of the present paper is as follows (later
stated as Theorem 3.4.1).
Theorem 1.1.1. Suppose that p is odd. Let ρ be a rank 2 Drinfeld Fq[t]-module defined
over k without complex multiplication. Then the 4 quantities
ω1, ω2, Fτ (ω1), Fτ (ω2)
are algebraically independent over k.
The omitted case of p = 2 provides some added difficulties, which require further investi-
gation (see Remark 3.3.2).
1.2. Algebraic independence of Drinfeld logarithms. In [19], Yu proved the full ana-
logue of the qualitative form of Baker’s theorem on logarithms of algebraic numbers for
Drinfeld modules. Using Yu’s Sub-t-module Theorem, Brownawell [4] proved linear indepen-
dence of quasi-periods as well.
Theorem 1.2.1 (Brownawell [4, Prop. 2]; Yu [19, Thm. 4.3]). Let ρ be a Drinfeld Fq[t]-
module defined over k. Suppose Fδ1 , . . . , Fδs are quasi-periodic functions for C∞-linearly
independent biderivations δ1, . . . , δs in D(ρ)/Di(ρ), which are defined over k.
Let λ1, . . . , λm be elements of C∞ such that expρ(λi) ∈ k for i = 1, . . . , m. If λ1, . . . , λm are
linearly independent over Kρ, then the 1+m(s+1) quantities 1, λ1, . . . , λm, ∪sj=1{Fδj (λ1), . . . ,
Fδj (λm)}, are linearly independent over k.
In analogy with a classical conjecture concerning the algebraic independence of logarithms
of algebraic numbers, among the Drinfeld logarithms of algebraic functions one expects
conjecturally that linear relations over the multiplication ring of the Drinfeld module in
question are the only algebraic relations.
Conjecture 1.2.2 (Brownawell-Yu; see [3, p. 323]). Under the hypotheses of Theorem 1.2.1,
the m(s+1) quantities λ1, . . . , λm, ∪sj=1{Fδj (λ1), . . . , Fδj (λm)} are algebraically independent
over k.
The second author has shown that the conjecture holds for the Carlitz module (since
D(C)/Di(C) = 0).
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Theorem 1.2.3 (Papanikolas [11, Thm. 1.2.6]). Let C be the Carlitz Fq[t]-module defined
by Ct := θ + τ . Let λ1, . . . , λm be elements of C∞ so that expC(λi) ∈ k for i = 1, . . . , m. If
λ1, . . . , λm are linearly independent over k, then they are algebraically independent over k.
In the case of odd characteristic, using Theorem 1.1.1 we prove the above conjecture for
logarithms of certain rank 2 Drinfeld modules (later stated as Theorem 4.3.3).
Theorem 1.2.4. Suppose that p is odd. Let ρ be a rank 2 Drinfeld Fq[t]-module defined over k
without complex multiplication. Let λ1, . . . , λm be elements of C∞ such that expρ(λi) ∈ k for
i = 1, . . . , m. If λ1, . . . , λm are linearly independent over k, then the 2m quantities,
λ1, . . . , λm, Fτ (λ1), . . . , Fτ (λm),
are algebraically independent over k.
It should be noted that Denis [7, Thm. 2] has shown that at least 2 of the 2m quantities
in the theorem are algebraically independent over k.
1.3. Periods of elliptic curves and elliptic logarithms. One can compare these results
to classical conjectures about elliptic curves. Specifically, let E be an elliptic curve over
Q. Let Λ := Zω1 + Zω2 be its period lattice in C, and let ℘ be the Weierstrass ℘-function
associated to Λ. One has the Weierstrass ζ-function satisfying ζ ′(z) = −℘(z). Then each
ηi := 2ζ(
1
2
ωi), for i = 1, 2, is called a quasi-period of E. The matrix
PE :=
[
ω1 η1
ω2 η2
]
is the called period matrix of E and the Legendre relation says that detPE = ±2π
√−1.
Conjecturally, one expects
tr. degQQ(PE) =
{
4 if End(E) = Z,
2 if End(E) 6= Z.
This conjecture is known, by work of Chudnovsky, if E has complex multiplication, but in
the non-CM case, one only knows, by work of Masser, that the periods and quasi-periods
are linearly independent over Q.
Furthermore, one can conjecture results on elliptic logarithms. That is, suppose λ1, . . . , λm ∈
C satisfy ℘(λi) ∈ Q. If λ1, . . . , λm are linearly independent over the multiplication ring of
E, then one expects that the 2m quantities,
λ1, . . . , λm, ζ(λ1), . . . , ζ(λm),
are algebraically independent over Q. However, the best known results involve only linear
independence over Q, due to Masser (elliptic logarithms in the CM case), Bertrand-Masser
(elliptic logarithms in the non-CM case), and Wu¨stholz (elliptic integrals of both the first
and second kind). See [16, §4] for more details.
1.4. Outline of the paper. Out main tool for proving algebraic independence is rooted in
a linear independence criterion of Anderson, Brownawell, and the second author [2]. This
criterion is key for proving an algebraic independence theorem of the second author [11],
which relates Galois groups of difference equations with algebraic relations among their
specializations at t = θ. The basic structure in this theory is the notion of a t-motive
introduced by Anderson [1]. Therefore, we review the related background in §2. We use
Anderson generating functions to give explicit solutions of the difference equations associated
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to a given Drinfeld module, following a method of Pellarin [12]. By unpublished work of
Anderson, such solutions are necessarily connected to the period matrix of the Drinfeld
module, and we observe this relationship in this situation. Hence by the main theorem of
[11], Theorem 1.1.1 is reduced to calculating the dimension of the Galois group in question.
The proof of Theorem 1.1.1 is in §3. First we consider the t-motive of any rank 2 Drinfeld
module, and then assuming the characteristic is odd, we establish that the tautological rep-
resentation of its Galois group is semisimple. We also establish a t-motivic version of Tate’s
conjecture. With these properties in hand, we are able to show that if the given Drinfeld
module is without complex multiplication, then its tautological Galois representation is ab-
solutely irreducible. It follows that the motivic Galois group in question can be calculated
to be GL2, and hence Theorem 1.1.1 is proved.
Finally, the proof of Theorem 1.2.4 occupies §4. We construct a suitable t-motive such that
its period matrix is related to the logarithms of the algebraic functions in question. Using
the results for Theorem 1.1.1, we show that the Galois group in the case of logarithms is an
extension of GL2 by a vector group. By calculating its dimension, we prove Theorem 1.2.4.
Acknowledgements. We thank G. Anderson, D. Thakur, and J. Yu for many helpful
discussions during the preparation of this manuscript. We particularly thank G. Anderson
for sharing his unpublished notes with us. We further thank W.-T. Kuo for his technical
advice. The first author thanks NSC, National Tsing-Hua University, and NCTS for financial
support, and he thanks Texas A&M University for its hospitality.
2. Periods and t-motives
2.1. Notation and Preliminaries.
Fq = the finite field of q elements, where q is a power of a prime number p.
k = Fq(θ) = the rational function field in a variable θ over Fq.
k∞ = Fq((1θ )), the completion of k with respect to the place at infinity.
k∞ = a fixed algebraic closure of k∞.
k = the algebraic closure of k in k∞.
C∞ = the completion of k∞ with respect to the canonical extension of the
place at infinity.
| · | = a fixed absolute value for the completed field C∞ with |θ| = q.
T = {f ∈ C∞[[t]] : f converges on |t| ≤ 1} (the Tate algebra of C∞).
L = the fraction field of T.
Ga = the additive group.
GLr/F = for a field F , the F -group scheme of invertible r × r matrices.
Gm = GL1 = the multiplicative group.
For n ∈ Z, given a Laurent series f = ∑i aiti ∈ C∞((t)) we define the n-fold twist of
f by the rule f (n) :=
∑
i a
qn
i t
i. For each n, the twisting operation is an automorphism of
the Laurent series field C∞((t)) stabilizing several subrings, e.g., k[[t]], k[t] and T. More
generally, for any matrix B with entries in C∞((t)) we define B(n) by the rule B(n)ij := B
(n)
ij .
A power series f =
∑∞
i=0 ait
i ∈ C∞[[t]] that satisfies
lim
i→∞
i
√
|ai|∞ = 0 and [k∞(a0, a1, a2, · · · ) : k∞] <∞
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is called an entire power series. As a function of t, such a power series f converges on all
of C∞ and, when restricted to k∞, f takes values in k∞. The ring of entire power series is
denoted by E.
2.2. Tannakian category of t-motives. In this section we follow [11] for background and
terminology of t-motives. Let k(t)[σ, σ−1] be the noncommutative ring of Laurent polyno-
mials in σ with coefficients in k(t), subject to the relation
σf = f (−1)σ, ∀ f ∈ k(t).
Let k[t, σ] be the noncommutative subring of k(t)[σ, σ−1] generated by t and σ over k. An
Anderson t-motive is a left k[t, σ]-module M which is free and finitely generated both as a
left k[t]-module and a left k[σ]-module and which satisfies, for integers N sufficiently large,
(3) (t− θ)NM⊆ σM.
Given an Anderson t-motive M, let m ∈ Matr×1(M) comprise a k[t]-basis. Then multipli-
cation by σ on M is represented by σm = Φm for some matrix Φ ∈ Matr(k[t]). Note that
(3) implies that det Φ = c(t− θ)s for some c ∈ k×, s ≥ 0, and hence Φ ∈ GLr(k(t)). We say
thatM is rigid analytically trivial if there exists Ψ ∈ GLr(T) so that Ψ(−1) = ΦΨ. We note
that Ψ is in fact in Matr(E) by [2, Prop. 3.1.3].
We say that a left k(t)[σ, σ−1]-module is a pre-t-motive if it is finite dimensional over
k(t). Let P be the category of pre-t-motives. Morphisms in P are left k(t)[σ, σ−1]-module
homomorphisms. Then P forms an abelian category.
Given a pre-t-motive P of dimension r over k(t), let p ∈ Matr×1(P ) be a k(t)-basis of P .
Multiplication by σ on P is given by σp = Φp for some matrix Φ ∈ GLr(k(t)). We say that
P is rigid analytically trivial if there exists Ψ ∈ GLr(L) so that Ψ(−1) = ΦΨ. The matrix
Ψ is called a rigid analytic trivialization for Φ. It is unique up to right multiplication by a
matrix in GLr(Fq(t)) [11, §4.1.6].
The Laurent series field C∞((t)) carries the natural structure of a left k(t)[σ, σ−1]-module
by setting σ(f) = f (−1). As such, the subfields L and k(t) are k(t)[σ, σ−1]-submodules.
Similarly C∞[[t]] ⊇ T ⊇ k[t] have natural left k[t, σ]-module structures. For any σ-invariant
subring F of C∞((t)), we denote by F σ the subring of elements in F fixed by σ. Then we
have
Tσ = k[t]σ = Fq[t], L
σ = k(t)σ = Fq(t).
See [11, Lem. 3.3.2] for more details.
Now consider P † := L ⊗k(t) P , where we give P † a left k(t)[σ, σ−1]-module structure by
letting σ act diagonally:
σ(f ⊗m) := f (−1) ⊗ σm, ∀ f ∈ k(t), m ∈ P.
Let
PB := (P †)σ := {µ ∈ P † : σµ = µ}.
Then PB is a vector space over Fq(t). The natural map L⊗Fq(t) PB → P † is an isomorphism
if and only if P is rigid analytically trivial [11, §3.3]. In this situation, Ψ−1p is a canonical
Fq(t)-basis of PB, where Ψ is a rigid analytic trivialization for Φ.
Given an Anderson t-motive M, we obtain a pre-t-motive M by setting
M := k(t)⊗k[t]M
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and extending the action of σ in the natural way. Thus, M 7→ M is a functor from the
category of Anderson t-motives to the category of pre-t-motives P. Moreover, one has that
the natural map
(4) Homk[t,σ](M,N )⊗Fq [t] Fq(t)→ Homk(t)[σ,σ−1 ](M,N)
is an isomorphism of Fq(t)-vector spaces for any Anderson t-motives M and N .
We define the category AI of Anderson t-motives up to isogeny to be the category whose
objects are Anderson t-motives and whose morphisms, for Anderson t-motives M and N ,
are HomAI (M,N ) := Homk[t,σ](M,N )⊗Fq [t] Fq(t). We define the full subcategory ARI of
rigid analytically trivial Anderson t-motives up to isogeny by restriction. Letting R be the
category of rigid analytically trivial pre-t-motives, R forms a neutral Tannakian category
over Fq(t) with the fiber functor P 7→ PB. The functorM 7→M : ARI →R is fully faithful.
We define the category T of t-motives to be the strictly full Tannakian subcategory of R
generated by the essential image of the functor M 7→ M : ARI →R.
For any t-motive M , let TM be the strictly full Tannakian subcategory of T generated
by M . As TM is a neutral Tannakian category over Fq(t), there is an affine algebraic group
scheme ΓM over Fq(t) so that TM is equivalent to the category of finite dimensional repre-
sentations of ΓM over Fq(t). We call ΓM the Galois group of M . The main theorem of [11]
can be stated as follows.
Theorem 2.2.1 (Papanikolas [11, Thm. 1.1.7]). Let M be a t-motive and let ΓM be its
Galois group. Suppose that Φ ∈ GLr(k(t)) ∩ Matr(k[t]) represents multiplication by σ on
M and that det Φ = c(t − θ)s, c ∈ k×. Let Ψ be a rigid analytic trivialization of Φ in
GLr(T) ∩Matr(E). Finally, let L be the subfield of k∞ generated by all the entries of Ψ(θ)
over k. Then
dimΓM = tr. degk L.
2.3. Difference Galois groups. Let M be a t-motive. Let Φ ∈ GLr(k(t)) represent mul-
tiplication by σ on M and let Ψ ∈ GLr(L) be a rigid analytic trivialization for Φ. One can
develop a Galois theory for such systems of difference equations, Ψ(−1) = ΦΨ, and in turn
relate its difference Galois group to ΓM (see [11, §4]). We describe this construction below.
We define a k(t)-algebra homomorphism νΨ : k(t)[X, 1/ detX ]→ L by setting νΨ(Xij) =
Ψij, where X = (Xij) is an r × r matrix of independent variables. We let
pΨ := Ker νΨ, ΣΨ := Im νΨ ⊆ L, ΛΨ := fraction field of ΣΨ in L.
We set ZΨ := SpecΣΨ. In this way, ZΨ is the smallest closed subscheme of GLr/k(t) so that
Ψ ∈ ZΨ(L).
Now set Ψ1, Ψ2 ∈ GLr(L⊗k(t)L) to be the matrices such that (Ψ1)ij = Ψij⊗1 and (Ψ2)ij =
1 ⊗ Ψij, and let Ψ˜ := Ψ−11 Ψ2 ∈ GLr(L ⊗k(t) L). We define an Fq(t)-algebra homomorphism
µΨ : Fq(t)[X, 1/ detX ]→ L⊗k(t) L by setting µ(Xij) = Ψ˜ij. We let ∆Ψ := ImµΨ and set
(5) ΓΨ := Spec∆Ψ.
Thus ΓΨ is the smallest closed subscheme of GLr/Fq(t) such that Ψ˜ ∈ ΓΨ(L⊗k(t) L).
Theorem 2.3.1 (Papanikolas [11, §4]). Let M be a t-motive. Let Φ ∈ GLr(k(t)) represent
multiplication by σ on M and let Ψ ∈ GLr(L) satisfy Ψ(−1) = ΦΨ.
(a) ΓΨ is a closed Fq(t)-subgroup scheme of GLr/Fq(t).
(b) ΓΨ is absolutely irreducible and smooth over Fq(t).
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(c) ZΨ is stable under right-multiplication by ΓΨ×Fq(t)k(t) and is a torsor for ΓΨ×Fq(t)k(t)
over k(t).
(d) dimΓΨ = tr. degk(t) ΛΨ.
(e) ΓΨ is isomorphic to ΓM over Fq(t).
Remark 2.3.2. Theorem 2.3.1 implies that ΓΨ can be regarded as a linear algebraic group
over Fq(t).
2.4. Rank 2 Drinfeld modules and t-motives. Let ρ be a rank 2 Drinfeld Fq[t]-module
defined over k given by ρt = θ + κτ + uτ
2, κ, u ∈ k. Put
Φρ :=
[
0 1
(t− θ)/u(−2) −κ(−1)/u(−2)
]
∈ Mat2(k[t]).
Let Mρ be a left k[t]-module which is free of rank 2 over k[t] with a basis m = [m1, m2]tr ∈
Mat2×1(Mρ). We give Mρ the structure of a left k[t, σ]-module by defining σm = Φm.
Lemma 2.4.1. The left k[t, σ]-module Mρ is an Anderson t-motive.
Proof. We claim that Mρ = k[σ]m1, whence Mρ is free over k[σ] since σ : Mρ → Mρ
is injective. Note that since m2 = σm1, we have m2 ∈ k[σ]m1. Thus, tm1 ∈ k[σ]m1
also. Using that σtm1 = tσm1 ∈ k[σ]m1, we have that tm2 lies in k[σ]m1. Similarly,
σtm2 = tσm2 ∈ k[σ]m1 shows that t2m1 ∈ k[σ]m1. Continuing this argument we see that
tnm1, t
nm2 ∈ k[σ]m1 for all n ≥ 0. This proves our claim. On the other hand, we find easily
that (t− θ)Mρ ⊆ σMρ, and hence Mρ is an Anderson t-motive. 
Following unpublished work of Anderson, we will show that the assignment ρ 7→ Mρ is a
covariant functor from the category of Drinfeld modules of rank 2 over k to the category of
Anderson t-motives. First we recall Ore’s τ -adjoint operation [9, §1.7],
f 7→ f ∗ : k[τ ]→ k[σ],
where if f =
∑
aiτ
i, then
f ∗ :=
∑
a
(−i)
i σ
i.
One has that (fg)∗ = g∗f ∗ for all f , g ∈ k[τ ], and moreover f 7→ f ∗ defines an anti-
isomorphism of rings k[τ ]→ k[σ].
Suppose ρ, ρ′ : Fq[t] → k[t] are Drinfeld modules of rank 2 over k, and assign κ′, u′,
{m′1, m′2}, Φ′, and Mρ′ as in the beginning of the section. Now e ∈ k[τ ] defines a morphism
e : ρ→ ρ′ if
eρa = ρ
′
ae, ∀ a ∈ Fq[t].
As we observed in the proof of Lemma 2.4.1, Mρ = k[σ]m1 and Mρ′ = k[σ]m′1. Define a
k[σ]-linear function
ε :Mρ →Mρ′
such that ε(m1) = e
∗m′1.
Lemma 2.4.2. The map ε :Mρ →Mρ′ is a morphism of Anderson t-motives.
Proof. By definition ε is k[σ]-linear, so it suffices to show that it commutes with t. We check
easily that
(6) tm1 = (ρt)
∗m1, tm
′
1 = (ρ
′
t)
∗m′1.
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Therefore,
ε(tm1) = (ρt)
∗ε(m1) = (ρt)
∗e∗m′1 = e
∗(ρ′t)
∗m′1 = e
∗tm′1 = te
∗m′1 = tε(m1),
and so ε is k[t]-linear. 
It is simple to check that the construction of ε behaves well under composition of mor-
phisms, and thus we have defined a functor ρ 7→ Mρ as desired.
Proposition 2.4.3. The functor ρ 7→ Mρ from rank 2 Drinfeld modules over k to the
category of Anderson t-motives is fully faithful.
Proof. We continue with the notation as above for two rank 2 Drinfeld modules ρ, ρ′.
Certainly ε = 0 if and only if e = 0, and so faithfulness is immediate. Now suppose
h : Mρ → Mρ′ is a morphism. Then for some e ∈ k[τ ], h(m1) = e∗m′1. Immediately from
(6) we see that
(ρt)
∗e∗m′1 = h((ρt)
∗m1) = h(tm1) = th(m1) = te
∗m′1 = e
∗(ρ′t)
∗m′1.
Thus eρt = ρ
′
te, and e : ρ → ρ′ is a morphism of Drinfeld modules. Moreover, h is the
morphism Mρ →Mρ′ associated to e. 
Remark 2.4.4. By Proposition 2.4.3, we see for a rank 2 Drinfeld module ρ that the ring
End(ρ) is isomorphic to Endk[t,σ](Mρ). In particular, when ρ does not have complex multi-
plication, by (4) we have Endk(t)[σ,σ−1 ](Mρ) = Fq(t), where Mρ := k(t)⊗k[t]Mρ.
2.5. Rigid analytic trivializations of rank 2 Drinfeld modules. We now review how
to create a rigid analytic trivialization Ψρ ∈ GLr(T) ∩Mat2(E) for Φρ and connect it with
the period matrix of ρ (for more details, see [12, §4.2]). For simplicity we assume that
ρ : Fq[t]→ k[τ ] satisfies
ρt = θ + κτ + τ
2, κ ∈ k.
For applications we do not lose any generality (see Remark 3.4.2).
Let expρ(z) := z+
∑∞
i=1 αiz
qi be the exponential function of ρ. Given u ∈ C∞ we consider
the Anderson generating function
(7) fu(t) :=
∞∑
i=0
expρ
(
u
θi+1
)
ti =
∞∑
i=0
αiu
qi
θqi − t ∈ T
and note that fu(t) is a meromorphic function on C∞. It has simple poles at θ, θq, . . . with
residues −u, −α1uq, . . . respectively. Using that ρt(expρ( uθi+1 )) = expρ( uθi ), we have
(8) κf (1)u (t) + f
(2)
u = (t− θ)fu(t) + expρ(u).
Since f
(m)
u (t) converges away from {θqm, θqm+1 , . . .} and Rest=θ fu(t) = −u, we have
(9) κf (1)u (θ) + f
(2)
u (θ) = −u+ expρ(u)
by specializing (8) at t = θ.
Fixing an Fq[θ]-basis {ω1, ω2} of Λρ := Ker expρ, we set fi := fωi(t) for i = 1, 2. Recall
the analogue of the Legendre relation proved by Anderson,
(10) ω1Fτ (ω2)− ω2Fτ (ω1) = π˜/ξ,
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where ξ ∈ Fq× satisfies ξ(−1) = −ξ and π˜ is a generator of the period lattice of the Carlitz
module C. We pick a suitable choice (−θ) 1q−1 of the (q− 1)-st root of −θ so that Ω(θ) = −1
epi
,
where
Ω(t) := (−θ) −qq−1
∞∏
i=1
(
1− t
θqi
)
∈ E,
(see [2, Cor. 5.1.4]). Now put
Ψρ := ξΩ
[
−f (1)2 f (1)1
κf
(1)
2 + f
(2)
2 −κf (1)1 − f (2)1
]
.
By (8) we have Ψ
(−1)
ρ = ΦρΨρ, and thus det(Ψρ) is a constant multiple of Ω. This implies
that Ψρ ∈ GL2(T) and that Mρ is rigid analytically trivial. Hence Mρ := k(t)⊗k[t]Mρ is a
t-motive. Since
Fτ (ωi) =
∞∑
j=0
expρ
(
ωi
θj+1
)q
θj , i = 1, 2,
(cf. [14, §6.4]), by evaluating Ψρ at t = θ we obtain
(11) Ψρ(θ) =
ξ
π˜
[
Fτ (ω2) −Fτ (ω1)
ω2 −ω1
]
.
Hence Ψ−1ρ (θ) = Pρ (cf. (2)) and k(Ψρ(θ)) = k(ω1, ω2, Fτ (ω1), Fτ (ω2)). Therefore by Theo-
rem 2.2.1 we have the following equivalence
(12) ΓMρ = GL2 ⇔ tr. degk k(ω1, ω2, Fτ (ω1), Fτ (ω2)) = 4.
3. Algebraic independence of periods and quasi-periods
3.1. The structure of the motivic Galois group ΓM . From now on, we fix a rank 2
Drinfeld Fq[t]-module ρ over k, given by ρt := θ + κτ + τ 2, κ ∈ k. As in §2.4, we put
Φ := Φρ :=
[
0 1
(t− θ) −κ(−1)
]
,
and let M := Mρ be its associated t-motive, with k(t)-basis m := [m1, m2]
tr ∈ Mat2×1(M).
Lemma 3.1.1. Let ρ and (M,m,Φ) be defined as above. Then M is simple as a left
k(t)[σ, σ−1]-module.
Proof. Let N be a non-zero proper left k(t)[σ, σ−1]-submodule of M . Since N is invariant
under the σ-action, it is spanned over k(t) by fm1 +m2 for some f ∈ k(t)×. Because
σ(fm1 +m2) = β(fm1 +m2)
for some β ∈ k(t)×, we have the equalities in k(t),
f (−1) − κ(−1) = β, (t− θ) = βf.
If degt(f) > 0, the first equality implies that degt f = degt β, and therefore by the second
equality we have 1 = 2 · degt f , which is a contradiction. If degt(f) ≤ 0, then degt(β) ≤ 0,
which also contradicts the second equality. 
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We now describe the tautological representation of the Galois group ΓM . Since TM is a
neutral Tannakian category over Fq(t), we have a canonically defined faithful representation
ϕ : ΓM →֒ GL(MB).
Throughout this paper, we always identify ΓΨ with ΓM (cf. Theorem 2.3.1). The entries of
Ψ−1m form a canonical Fq(t)-basis ofMB (cf. [11, Prop. 3.3.8(b)]), and so by [11, Thm. 4.5.3],
the representation ϕ can be described as follows: for any Fq(t)-algebra R,
(13)
ϕ : ΓΨ(R) →֒ GL(R⊗Fq(t) MB)
γ 7→ ((1⊗Ψ−1m) 7→ (γ−1 ⊗ 1)(1⊗Ψ−1m)),
The representation ϕ is called the tautological representation of ΓM .
Proposition 3.1.2. Let ρ and (M,m,Φ) be defined as above. Then the determinant map
det : ΓM → Gm is surjective.
Proof. We consider the tensor product of M⊗2 := M ⊗k(t) M , on which σ acts diagonally.
Note that m ⊗ m defines a canonical k(t)-basis of M⊗2 and that the Kronecker product
matrix Φ⊗ Φ represents multiplication by σ on M⊗2 with respect to m⊗m. Furthermore,
Ψ⊗Ψ provides a rigid analytic trivialization of Φ⊗ Φ.
LetN :=
∧2M be the space k(t)·n, where n := m1⊗m2−m2⊗m1. By direct computation,
σn = detΦ · n. Hence N is a sub-t-motive of M⊗2, since
(detΨ)(−1) = (det Φ)(det Ψ).
One checks that detΨ
ξΩ
is fixed by σ, and hence detΨ
ξΩ
∈ Fq(t)×. Since Ω has infinitely many
zeros, detΨ is transcendental over k(t). Thus, by Theorem 2.3.1 we see that the algebraic
group ΓN is isomorphic to Gm. Since N is a sub-t-motive of M⊗2, we have a surjection
ΓM⊗2 ։ ΓN ∼= Gm. As M⊗2 is an object in the Tannakian category TM , we also have a
surjective map ΓM ։ ΓM⊗2. Composing these two surjective maps, we have a surjection
ΓM ։ Gm.
Let TM⊗2 and TN be the Tannakian subcategories of TM generated by M⊗2 and N respec-
tively. Note that the fiber functor of TM⊗2 is the restriction of the fiber functor of TM to
TM⊗2 , and the fiber functor of TN is the restriction of the fiber functor of TM⊗2 to TN . Using
this property and (13), we see that, for any Fq(t)-algebra R, the restriction of the action of
any γ ∈ ΓM(R) to the R-basis 1⊗ (detΨ)−1n of R⊗Fq(t) NB is equal to the action of det γ.
Hence, the composition map ΓM ։ Gm is equal to the determinant map. 
Corollary 3.1.3. Let ρ and (M,m,Φ) be as above. If dimΓM ≤ 3, then ΓM is solvable.
Proof. By Proposition 3.1.2, we consider the following short exact sequence of linear algebraic
groups
1→ K → ΓM
det
։ Gm → 1.
Let K0 be the identity component of K. Since K is normal in ΓM , for any g ∈ ΓM we have
g−1Kg = K and hence g−1K0g = K0. We note that K0 is solvable since dimK0 ≤ 2 (see
[10, p. 137]), and ΓM/K
0 is abelian since it is a one-dimensional connected algebraic group
(see [10, p. 126]). It follows that ΓM is solvable. 
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3.2. An analogue of the motivic version of Tate’s conjecture. We let End(M) denote
the endomorphisms of M as a left k(t)[σ, σ−1]-module. Given f ∈ End(M), we have f(m) =
Fm for some F ∈ Mat2(k(t)). Since fσ = σf , we have
ΦF = F (−1)Φ.
From this equation we see that the matrix Ψ−1FΨ ∈ Mat2(L) is fixed by σ, and hence
Ψ−1FΨ ∈ Mat2(Fq(t)). Thus, we have the following injective map:
End(M) →֒ End(MB) = Mat2(Fq(t)),
f 7→ fB := Ψ−1FΨ.
Since the representation ϕ : ΓΨ → GL(MB) is functorial in M (cf. [11, Thm. 4.5.3]), it
follows that for any γ ∈ ΓΨ(Fq(t)) we have the commutative diagram
Fq(t)⊗Fq(t) MB
ϕ(γ)
//
1⊗fB

Fq(t)⊗Fq(t) MB
1⊗fB

Fq(t)⊗Fq(t) MB
ϕ(γ)
// Fq(t)⊗Fq(t) MB .
Thus, we have defined an injective map
End(M) →֒ CentMat2(Fq(t))(ΓΨ(Fq(t))),
f 7→ fB := Ψ−1FΨ.
Theorem 3.2.1. The natural map
f 7→ fB : End(M)→ CentMat2(Fq(t))(ΓΨ(Fq(t))),
as defined above, is an isomorphism.
Proof. Given D ∈ CentMat2(Fq(t))(ΓΨ(Fq(t))), we set F := ΨDΨ−1 ∈ Mat2(ΛΨ). We claim
that F is in fact in Mat2(k(t)). By [11, Thm. 4.4.6(b)], we need only show that the entries
of F are fixed by the action of every γ ∈ ΓΨ(Fq(t)).
For any γ ∈ ΓΨ(Fq(t)), the action of γ on h(Ψ), h ∈ k(t)[X, 1/ detX ], is given by
γ ∗ h(Ψ) := h(Ψγ)
(cf. [11, §4.4.3, §4.4.4]). Thus the action of γ on entries of F is given as follows:
γ ∗ Fij =
(
(Ψγ)D(Ψγ)−1
)
ij
= (ΨDΨ−1)ij = Fij ,
since by definition D commutes with γ. Thus F ∈ Mat2(k(t)), and therefore F induces a
k(t)-linear map on M .
To show that F ∈ End(M), it is equivalent to show that F (−1)Φ = ΦF . The calculation,
F (−1)Φ = ΦΨDΨ−1Φ−1Φ = ΦF,
then completes the proof. 
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3.3. Motivic Galois representations. In odd characteristic we see in the following theo-
rem that the tautological representation ϕ is semisimple.
Theorem 3.3.1. Suppose that p is odd. Let ρ be a rank 2 Drinfeld Fq[t]-module over k with
ρt := θ + κτ + τ
2, κ ∈ k.
Let M be the t-motive associated to ρ (as in §3.1). Then the faithful representation
ϕ : ΓM →֒ GL
(
MB
)
is semisimple.
Remark 3.3.2. This theorem is false when p = 2. Notably, for the Drinfeld F2[t]-module ρ
defined by ρt = θ + (
√
θ + θ)τ + τ 2, the above representation of ΓMρ is not semisimple.
To prove Theorem 3.3.1, we need the following reduction Lemma.
Lemma 3.3.3. Let F be the separable closure of Fq(t) in Fq(t). Then the group representation
ϕF : ΓM(F) →֒ GL(F⊗Fq(t) MB) is semisimple.
Proof. Let (m,Φ,Ψ) be defined as in §3.1. Suppose that there exists a one-dimensional F-
vector space V ⊆ F⊗Fq(t)MB, which is invariant under ΓΨ(F). Let [u, v]Ψ−1m, for u, v ∈ F,
be an F-basis of V .
Step 1: We claim that u 6= 0 and v 6= 0. On the contrary, suppose that u = 0 or v = 0.
Without loss of generality, we may assume that u = 1, v = 0. Let B be the Borel group
consisting of all lower triangular matrices in GL2. Since V is invariant under ΓΨ(F), we see
that ΓΨ(F) ⊆ B(F). Moreover, since B is a closed subgroup of GL2 and ΓΨ(F) is dense in
ΓΨ (see [13, Lem. 11.2.5]), we see that
ΓΨ ⊆ B.
Thus [1, 0]Ψ−1m ∈ MB generates a sub-representation of ϕ. This sub-representation cor-
responds to a nontrivial proper sub-t-motive of M by [11, Prop. 4.5.8], which contradicts
Lemma 3.1.1. Thus we may assume that V is spanned by
[e, 1]Ψ−1m, e ∈ F×.
Step 2: We claim that e ∈ F× \ Fq(t)×. If e ∈ Fq(t)×, then having [e, 1]Ψ−1m ∈ MB
implies that there is a conjugation embedding over Fq(t),
ΓΨ(F) →֒ B(F).
Taking the Zariski closure of ΓΨ(F) inside GL2, we see that ΓΨ is embedded via conjugation
into B over Fq(t). This provides a sub-representation of ϕ. Using the argument in Step 1,
we obtain a contradiction. Thus e ∈ F× \ Fq(t)×.
Now since e ∈ F× \ Fq(t)×, we can choose an automorphism η of the field F over Fq(t) so
that
η(e) 6= e.
Step 3: We claim that [η(e), 1]Ψ−1m spans an F-invariant subspace of ΓΨ(F). Since
[e, 1]Ψ−1m spans an invariant subspace of ΓΨ(F), for any γ ∈ ΓΨ(F) we have
ϕ(γ)[e, 1]Ψ−1m := [e, 1]γ−1Ψ−1m = βγ [e, 1]Ψ
−1m,
for some βγ ∈ F×. Thus we have
[e, 1]γ−1 = βγ [e, 1], for all γ ∈ ΓΨ(F).
14 CHIEH-YU CHANG AND MATTHEW A. PAPANIKOLAS
Since ΓΨ is defined over Fq(t), the action of η on both sides of the above equation implies
that [η(e), 1]Ψ−1m is a common eigenvector for all γ ∈ ΓΨ(F), which proves the claim.
Since η(e) 6= e, [e, 1]Ψ−1m and [η(e), 1]Ψ−1m are linearly independent over F, and hence
the group representation ϕF is semisimple. 
Proof of Theorem 3.3.1. Suppose there exist u, v ∈ Fq(t) so that [u, v]Ψ−1m spans a one-
dimensional Fq(t)-vector space V that is invariant under ΓΨ(Fq(t)). Using the argument in
Step 1 of the proof of the lemma, we see that uv 6= 0 and hence V is spanned by [e, 1]Ψ−1m,
e := u/v. Using the argument in Step 2 of the lemma, we see that
e ∈ Fq(t)× \ Fq(t)×.
We claim that the separable degree of e over Fq(t) is strictly larger than 1. Then the proof
of Theorem 3.3.1 will be completed by using the argument in Step 3 of the lemma.
Since [e, 1]Ψ−1m is a common eigenvector for ΓΨ(Fq(t)), we find in particular that for any
γ =
[
x y
z w
]−1
∈ ΓΨ(F),
we have [e, 1]γ−1Ψ−1m = βγ[e, 1]Ψ
−1m, for some βγ ∈ Fq(t)×. Thus, we have the equality
[e, 1]
[
x y
z w
]
= βγ [e, 1]
which induces the quadratic relation
ye2 + (w − x)e− z = 0.
If there exists some γ =
[
x y
z w
]−1 ∈ ΓΨ(F) with y 6= 0, then e must be separable over Fq(t)
since the characteristic p is odd and x, y, z, w ∈ F. Hence in that case the claim above is
proved. Thus we need only consider the other case that ΓΨ(F) ⊆ B. But in this case, the
argument of Step 1 above gives a contradiction, and hence the proof is completed. 
3.4. Algebraic independence of periods and quasi-periods. We continue with the
notation of the previous sections, but from now on we assume that ρ does not have complex
multiplication. That is, we assume End(M) = Fq(t) (cf. Remark 2.4.4). Our main goal of
this section is to prove the following theorem.
Theorem 3.4.1. Suppose that p is odd. Let ρ be a rank 2 Drinfeld Fq[t]-module over k with
ρt := θ + κτ + τ
2, κ ∈ k,
without complex multiplication. Let M be the t-motive associated to ρ, as in §3.1. Then
ΓM = GL2 .
In particular, the 4 quantities,
ω1, ω2, Fτ (ω1), Fτ(ω2),
are algebraically independent over k.
Remark 3.4.2. The above theorem still holds for an arbitrary rank 2 Drinfeld module ρ over
k without complex multiplication, still under the assumption p 6= 2. This can be explained
as follows. Let u ∈ k× be the coefficient of τ 2 in ρt. We pick x ∈ k× so that xq2−1 = 1u ,
and we define ν to be the Drinfeld Fq[t]-module over k given by νt := x−1ρtx. That is, ρ is
PERIODS AND LOGARITHMS OF DRINFELD MODULES 15
isomorphic to ν over k (see [9, 14]). Note that the coefficient of τ 2 in νt is 1. It is not hard
to see that
(14) expρ = x ◦ expν ◦ x−1, Λρ = xΛν ,
and hence ν also does not have complex multiplication. We let Fτ be the quasi-periodic
function of ν associated to the biderivation defined by t 7→ τ . Using (14), one checks that
(15) Fτ (z) = x
qFτ(x−1z).
More generally, given λ1, . . . , λm ∈ C∞ such that expρ(λi) ∈ k for i = 1, . . . , m, we note that
by (14) we have expν(x
−1λi) ∈ k for each i. Moreover, from (15) we see that
K := k
(∪mi=1{λi, Fτ (λi)}) = k(∪mi=1{x−1λi,Fτ (x−1λi)}).
This property will be used in the proof of the main theorem of the last section.
The proof of Theorem 3.4.1 relies on the following lemma that shows that, when ρ does
not have complex multiplication, the representation ϕ is absolutely irreducible.
Lemma 3.4.3. Continuing with the notation of Theorem 3.4.1, the representation ϕ : ΓM →֒
GL(MB) is absolutely irreducible.
Proof. Suppose that ϕ is not absolutely irreducible. Then by Theorem 3.3.1, we have an
embedding by conjugation over Fq(t),
ΓΨ →֒
{[∗ 0
0 ∗
]
∈ GL2
}
,
and hence ΓΨ is a (non-split) torus over Fq(t). Since ΓΨ is a torus over Fq(t), we see that
ΓΨ(Fq(t)) ⊆ C := CentMat2(Fq(t))
(
ΓΨ(Fq(t))
)
.
Suppose there exists γ ∈ ΓΨ(Fq(t)) so that γ is not an Fq(t)×-scalar multiple of the identity
matrix Id2. Then Id2, γ ∈ C are linearly independent over Fq(t). Hence, dimFq(t)C ≥ 2,
which contradicts Theorem 3.2.1.
Thus, ΓΨ(Fq(t)) is contained in the one-dimensional torus G consisting of all a Id2, a ∈
Fq(t)
×
. Note that, by [13, Lem. 13.2.7(ii)], ΓΨ(Fq(t)) is dense in ΓΨ. Taking the Zariski
closure of ΓΨ(Fq(t)) inside GL2, we see that ΓΨ ⊆ G and hence MB splits. The splitting of
MB implies that M is not simple by [11, Prop. 4.5.8], which contradicts Lemma 3.1.1. 
Proof of Theorem 3.4.1. Suppose ΓM ( GL2. Then dimΓM ≤ 3, since ΓM is connected. By
Corollary 3.1.3, we see that ΓM is solvable, which contradicts the absolute irreducibility of the
representation ϕ from the lemma. Thus, ΓM = GL2. Moreover, the algebraic independence
of ω1, ω2, Fτ (ω1), Fτ (ω2) over k follows from (12). 
4. Algebraic independence of Drinfeld logarithms
4.1. Some linear algebraic groups. For each n ≥ 0, we denote by G[n] the (4 + 2n)-
dimensional linear algebraic subgroup of GL2+n over Fq(t):
G[n] :=


∗ ∗ 0 · · · 0
∗ ∗ 0 · · · 0
∗ ∗ 1 · · · 0
...
...
...
. . .
...
∗ ∗ 0 · · · 1
 ∈ GL2+n

.
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We let
Xn :=

X11 X12 0 · · · 0
X21 X22 0 · · · 0
X1 Y1 1 · · · 0
...
...
...
. . .
...
Xn Yn 0 · · · 1

be the coordinates of G[n]. Throughout this section, we fix a positive integer m and consider
a sequence of linear algebraic groups {Γ[n]}0≤n≤m over Fq(t) with the following properties:
• Γ[0] = GL2;
• for each 1 ≤ n ≤ m, Γ[n] ⊆ G[n];
• Γ[n] is absolutely irreducible;
• we have a surjective morphism πn : Γ[n] ։ Γ[n−1], which coincides with the projection
map on the upper left (n+ 1)× (n + 1) square of elements in Γ[n].
In §4.3 we will specify the particular groups Γ[n] that we have in mind, but for now we need
only that they satisfy the above properties.
Definition. For each Γ[n] as above, Γ[n] is said to have full dimension if dimΓ[n] = 4 + 2n.
Lemma 4.1.1. Suppose {Γ[n]}0≤n≤m is defined as above. For 1 ≤ n ≤ m, if Γ[n−1] has full
dimension, then
dimΓ[n] = dimΓ[n−1] or dimΓ[n] = dimΓ[n−1] + 2.
Proof. We consider the short exact sequence of linear algebraic groups
1→ V → Γ[n]
pin
։ Γ[n−1] → 1.
We note that
V ⊆


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
∗ ∗ 0 · · · 1


⊆ GL2+n
and hence V has the natural structure of an additive group. Moreover, since Γ[n−1] has full
dimension, for any a ∈ Fq(t)× we can pick γ ∈ Γ[n](Fq(t)) so that πn(γ) is the block diagonal
matrix
πn(γ) =
[
a 0
0 a
]
⊕ Idn−1 ∈ Γ[n−1](Fq(t)).
Direct calculation shows that γ−1vγ ∈ V (Fq(t)) for v ∈ V (Fq(t)) and that V is a vector
group.
We need only consider the case that dimV = 1. We claim that
V ⊆


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
∗ 0 0 · · · 1


⊆ GL2+n or V ⊆


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 ∗ 0 · · · 1


⊆ GL2+n .
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If the claim does not hold, then there exists v ∈ V (Fq(t)) with both the (n + 2, 1) and
(n + 2, 2) entries non-zero. Take a ∈ Fq(t), a 6= 0, 1, and pick any δ ∈ Γ[n](Fq(t)) so that
πn(δ) is the block diagonal matrix
πn(δ) =
[
a 0
0 1
]
⊕ Idn−1 ∈ Γ[n−1](Fq(t)).
Then we see that δ−1vδ and v are Fq(t)-linearly independent vectors in V (Fq(t)), which
contradicts dimV = 1.
Now we pick η ∈ Γ[n](Fq(t)) so that πn is the block diagonal matrix
πn(η) =
[
0 1
1 0
]
⊕ Idn−1 ∈ Γ[n−1](Fq(t)).
Then the inclusion η−1V (Fq(t))η ⊆ V (Fq(t)) shows that
V *


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
∗ 0 0 · · · 1


and V *


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 ∗ 0 · · · 1


.
Hence, the dimension of V is either 0 or 2. The proof is completed from the equality
dimΓ[n] = dimΓ[n−1] + dimV . 
Now suppose that Γ[n−1] has full dimension for some 1 ≤ n ≤ m. We define the following
one-dimensional subgroups of Γ[n−1] ⊆ GLn+1:
T1 :=


∗ 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


, T2 :=


1 0 0 · · · 0
0 ∗ 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


,
U1 :=


1 0 0 · · · 0
∗ 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


, U2 :=


1 ∗ 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


,
G1 :=


1 0 0 · · · 0
0 1 0 · · · 0
∗ 0 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


, H1 :=


1 0 0 · · · 0
0 1 0 · · · 0
0 ∗ 1 · · · 0
...
...
...
. . . 0
0 0 0 · · · 1


,
...
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Gn−1 :=


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
∗ 0 0 · · · 1


, Hn−1 :=


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 ∗ 0 · · · 1


.
If n = 1, we define only Ti, Ui for i = 1, 2, without Gj , Hj .
Proposition 4.1.2. Suppose {Γ[n]}0≤n≤m are defined as above, and suppose that Γ[n−1] has
full dimension for some 1 ≤ n ≤ m. If Γ[n] does not have full dimension, then πn induces
an isomorphism on Fq(t)-rational points πn : Γ[n](Fq(t))
∼→ Γ[n−1](Fq(t)).
Proof. If we show that the induced tangent map
dπn : Lie Γ[n] → Lie Γ[n−1]
is a surjective Lie algebra homomorphism, then we have that Kerπn is defined over Fq(t) (see
[13, Cor. 12.1.3]). Furthermore, by Lemma 4.1.1, Kerπn is a zero-dimensional linear space
over Fq(t) and hence [13, Prop. 12.3.4] implies the isomorphism Γ[n](Fq(t)) ∼= Γ[n−1](Fq(t))
induced by πn.
Let Ti, Ui, Gj, Hj be defined as above for i = 1, 2, j = 1, . . . , n− 1, and note that the Lie
algebras of these 2n+ 2 algebraic groups span Lie Γ[n−1]. To show the surjection of dπn, we
need only construct one-dimensional algebraic subgroups T ′i , U
′
i , G
′
j , H
′
j, of Γ[n] so that
T ′i
∼= Ti, U ′i ∼= Ui, G′j ∼= Gj , H ′j ∼= Hj via πn
for i = 1, 2, j = 1, . . . , n − 1. Then dπn : Lie Γ[n] ։ Lie Γ[n−1] is surjective since Lie(·) is a
left exact functor of algebraic groups.
Since Ker πn is a zero-dimensional vector group, πn is injective on points. Using this
property, one checks directly that
• the Yn-coordinates of π−1n (T1), π−1n (U1), π−1n (G1), . . . , π−1n (Gn−1), are zero;
• the Xn-coordinates of π−1n (T2), π−1n (U2), π−1n (H1), . . . , π−1n (Hn−1) are zero.
To construct T ′1, T
′
2, we let a, b ∈ Fq(t)
× \ Fq× and pick γ1, γ2 ∈ Γ[n](Fq(t)) so that
πn(γ1) =

a 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 and πn(γ2) =

1 0 · · · 0
0 b · · · 0
...
...
. . .
...
0 0 · · · 1
 .
We let T ′i be the Zariski closure of the cyclic subgroup of Γ[n] generated by γi (inside Γ[n])
for i = 1, 2. Then one checks directly that T ′i is a one-dimensional torus in Γ[n], and the
restriction of πn to T
′
i induces an isomorphism T
′
i
∼= Ti for i = 1, 2, (cf. [11, §6.2.4]). More
precisely, the defining equations of T ′1, T
′
2 can be written as follows:
(16) T ′1 :

(a− 1)Xn − c(X11 − 1) = 0, X12 = 0
X21 = 0, X22 − 1 = 0
X1 = 0, Y1 = 0
...
...
Xn−1 = 0, Yn = 0

,
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(17) T ′2 :

X11 − 1 = 0, X12 = 0
X21 = 0, (b− 1)Yn − d(X22 − 1) = 0
X1 = 0, Y1 = 0
...
...
Xn = 0, Yn−1 = 0

,
where c is the (n + 2, 1)-entry of γ1 and d is the (n+ 2, 2)-entry of γ2.
For the constructions of U ′1, U
′
2, we let ui ∈ U(Fq(t)) be an Fq(t)-rational basis for the
one-dimensional vector group Ui and pick u
′
i ∈ Γ[n](Fq(t)) so that πn(u′i) = ui for i = 1, 2.
We define U ′i to be the one-dimensional vector group in Γ[n] via the conjugations
η−11 u1η1, η
−1
2 u2η2, for ηi ∈ T ′i , i = 1, 2.
Then we see that U ′i
∼= Ui via πn for i = 1, 2.
Finally we use the method above as well as conjugations to construct the desired G′j , H
′
j
so that G′j
∼= Gj and H ′j ∼= Hj via πn, for j = 1, . . . , n − 1. The arguments are essentially
the same as the constructions of T ′i and U
′
i , and we omit the details. 
4.2. Defining equations for Γ[n]. We continue with the notation of the previous section,
and we assume that Γ[n−1] has full dimension for some 1 ≤ n ≤ m. Furthermore, we assume
that Γ[n] does not have full dimension, and so by Lemma 4.1.1, dimΓ[n] = dimΓ[n−1]. Since
we have shown that πn : Γ[n](Fq(t))
∼→ Γ[n−1](Fq(t)), for any a, b ∈ Fq(t)× \ F×q we can pick
γ1, γ2 ∈ Γ[n](Fq(t)) so that
πn(γ1) =

a 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 and πn(γ2) =

1 0 · · · 0
0 b · · · 0
...
...
. . .
...
0 0 · · · 1
 .
If we let T ′i be the Zariski closure of the cyclic group generated by γi (inside Γ[n]), then the
defining equations of T ′i are given as in (16) and (17) for i = 1, 2. We shall note that c and
d in (16) and (17) are in Fq(t).
Let V1 be the n-dimensional vector group over Fq(t) in Γ[n−1] spanned by U1, G1, . . . , Gn−1
given as above. Let U ′1, G
′
1, . . . , G
′
n−1 be the one-dimensional vector groups in Γ[n] given as
in the proof of Proposition 4.1.2. Since we have shown that πn : Γ[n](Fq(t))
∼→ Γ[n−1](Fq(t)),
we see that these one-dimensional vector groups are defined over Fq(t), and since dπn is
surjective they are defined by linear equations. Let V ′1 be the n-dimensional vector group
over Fq(t) in Γ[n] spanned by U ′1, G
′
1, . . . , G
′
n−1.
Similar to the constructions above, we let V2 be the n-dimensional vector group over Fq(t)
in Γ[n−1] spanned by U2, H1, . . . , Hn−1. Let U
′
2, H
′
1, . . . , H
′
n−1 be the one-dimensional vector
groups in Γ[n] given as in the proof of Proposition 4.1.2. We define V
′
2 to be the n-dimensional
vector group over Fq(t) in Γ[n] spanned by U ′2, H
′
1, . . . , H
′
n−1 and note that V
′
i is isomorphic
to Vi via πn for i = 1, 2.
Note that the defining equations of V ′1 , V
′
2 are given as follows:
V ′1 :
{
X11 − 1 = 0, r21X21 + r1X1 + · · ·+ rnXn = 0
X12 = 0, X22 − 1 = 0, Y1 = 0, . . . , Yn = 0
}
,
V ′2 :
{
X11 − 1 = 0, X21 = 0, X1 = 0, . . . , Xn = 0
X22 − 1 = 0, s12X12 + s1Y1 + · · ·+ snYn = 0
}
,
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for some r21, r1, . . . , rn, s12, s1, . . . , sn ∈ Fq(t). Note that, since V ′i is isomorphic to Vi via πn
for i = 1, 2, we have that rn 6= 0, sn 6= 0.
We define P ′i to be the Zariski closure of the subgroup generated by T
′
i and V
′
i inside
Γ[n] for i = 1, 2. Then we see that for each i = 1, 2, P
′
i is the (n + 1)-dimensional affine
linear space containing T ′i and V
′
i (cf. [11, §6.2.4]), and hence their defining equations can
be described as follows:
(18)
P ′1 :
{
φ1 := (a− 1)(r21X21 + r1X1 + · · ·+ rnXn)− crn(X11 − 1) = 0,
X12 = 0, X22 − 1 = 0, Y1 = 0, . . . , Yn = 0
}
P ′2 :
{
X11 − 1 = 0, X21 = 0, X1 = 0, . . . , Xn = 0,
φ2 := (b− 1)(s12X12 + s1Y1 + · · ·+ snYn)− dsn(X22 − 1) = 0
}
.
Note that dimP ′i = n + 1 for i = 1, 2. Consider now the morphism defined by the product
of matrices,
P ′1 × P ′2 → Γ[n].
Its image is denoted by P ′1 · P ′2. We claim that the Zariski closure P ′1 · P ′2 of P ′1 · P ′2 inside
Γ[n] is all of Γ[n].
To prove this claim, we define Pi to be the Zariski closure of the subgroup of Γ[n−1]
generated by Ti and Vi for i = 1, 2. That is, since Γ[n−1] has full dimension,
P1 :=


∗ 0 0 · · · 0
∗ 1 0 · · · 0
∗ 0 1 · · · 0
...
...
...
. . . 0
∗ 0 0 · · · 1


⊆ G[n−1], P2 :=


1 ∗ 0 · · · 0
0 ∗ 0 · · · 0
0 ∗ 1 · · · 0
...
...
...
. . . 0
0 ∗ 0 · · · 1


⊆ G[n−1].
Direct calculation shows that
G[n−1] = P1 · P2 ∪ V (X11),
where V (X11) is the closed subvariety of G[n−1] given by X11 = 0. Hence, Γ[n−1] = P1 · P2
since Γ[n−1] ⊆ G[n−1] is assumed to be irreducible of maximal dimension.
Furthermore, since we have a surjective map P ′i ։ Pi induced by πn for i = 1, 2, the
restriction of πn to P ′1 · P ′2 is dominant and hence dimP ′1 · P ′2 ≥ 2+2n. From the assumptions
that dimΓ[n] = dimΓ[n−1] = 2 + 2n and that Γ[n] is irreducible, we see that P ′1 · P ′2 = Γ[n].
On the other hand, one can similarly show that P ′2 · P ′1 = Γ[n]. We omit the details.
Now, we claim that φ1, φ2, as defined in (18), give rise to defining equations for Γ[n]. For
polynomials g1, . . . , gm ∈ Fq(t)[Xn], we let V (g1, . . . , gm) be the closed subvariety of G[n]
given by g1 = · · · = gm = 0. Given any
(19) p1 =

x11 0 0 · · · 0
x21 1 0 · · · 0
x1 0 1 · · · 0
...
...
...
. . . 0
xn 0 0 · · · 1
 ∈ P ′1 and p2 =

1 x12 0 · · · 0
0 x22 0 · · · 0
0 y1 1 · · · 0
...
...
...
. . . 0
0 y2 0 · · · 1
 ∈ P ′2,
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from the matrix product,
p1p2 =

x11 ∗ 0 · · · 0
x21 ∗ 0 · · · 0
x1 ∗ 1 · · · 0
...
...
...
. . . 0
xn ∗ 0 · · · 1
 ∈ P ′1 · P ′2,
we see that V (φ1) ⊇ P ′1 · P ′2, and hence V (φ1) ⊇ Γ[n]. A similar calculation using the matrix
product p2p1 ∈ P ′2 · P ′1 shows that V (φ2) ⊇ P ′2 · P ′1. Furthermore, because φ1, φ2 are degree
one polynomials, V (φ1, φ2) is irreducible, and therefore V (φ1, φ2) = Γ[n], as claimed.
Let φ1 := ℓ11X11 + ℓ21X21 + ℓ1X1 + · · ·+ ℓnXn − ℓ11, where
ℓ11 = −crn, ℓ21 = (a− 1)r21, ℓi = (a− 1)ri, i = 1, . . . , n.
Note that all coefficients of φ1 are in Fq(t) and ℓn 6= 0. Finally we claim that, without loss
of generality, φ2 can be written as
φ2 = ℓ11X12 + ℓ21X22 + ℓ1Y1 + · · ·+ ℓnYn − ℓ21.
To verify the claim, we note that, modulo (b − 1), without loss of generality we may write
φ2 as φ2 = s12X12 + s22X22 +
∑n
i=1 siYi − s22, where s22 := −dsnb−1 . Choose an element of the
form
p2 =

1 1 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . . 0
0 yn 0 · · · 1
 ∈ P ′2(Fq(t)), i.e., φ2(p2) = 0.
We choose an arbitrary p1 ∈ P ′1(Fq(t)) as in (19), and because φ1(p1) = 0 and p1p2 ∈
V (φ1, φ2), a direct calculation shows that
s12x11 + s22x21 +
n∑
i=1
sixi − s12 = 0.
Namely, P ′1 is contained in the (n+ 1)-dimensional affine linear space given by
V
(
s12X11 + s22X21 +
n∑
i=1
siXi − s12, X12, X22 − 1, Y1, . . . , Yn
)
.
Since P ′1 is also an affine linear space of dimension n+ 1, we see that the two vectors
(ℓ11, ℓ21, ℓ1, . . . , ℓn), (s12, s22, s1, · · · , sn)
are parallel, which completes the claim. We summarize the investigations of this section in
the following lemma.
Lemma 4.2.1. Let {Γ[n]}0≤n≤m be a sequence of groups defined as in §4.1. Suppose that
Γ[n−1] has full dimension for some 1 ≤ n ≤ m but that dimΓ[n] = dimΓ[n−1]. Then there
exist ℓ11, ℓ21, ℓ1, · · · , ℓn ∈ Fq(t) with ℓn 6= 0 so that
φ1 := ℓ11X11 + ℓ21X21 + ℓ1X1 + · · ·+ ℓnXn − ℓ11,
φ2 := ℓ11X12 + ℓ21X22 + ℓ1Y1 + · · ·+ ℓnYn − ℓ21
are defining polynomials for Γ[n].
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4.3. Application to Drinfeld logarithms. We fix a rank 2 Drinfeld Fq[t]-module ρ over
k with ρt := θ + κτ + τ
2, κ ∈ k, and we fix a Fq[θ]-basis {ω1, ω2} of the period lattice
Λρ := Ker expρ. We let Φ := Φρ, Ψ := Ψρ, ξ, and Ω be defined as in §2.4.
Given λ ∈ C∞ with expρ(λ) =: α ∈ k, let fλ be the Anderson generating function
associated to λ as in (7). We define
g :=
[
g1
g2
]
:=
[
−κf (1)λ − f (2)λ
−f (1)λ
]
∈ Mat2×1(T).
By (8) and (9) we see that
(20) Φtrg(−1) = g +
[
α
0
]
, g1(θ) = λ− α, g2(θ) = −Fτ (λ).
Given λ1, . . . , λm ∈ C∞ with expρ(λi) =: αi ∈ k for i = 1, . . . , m, for each 1 ≤ n ≤ m let
gn :=
[
gn1
gn2
]
:=
[
−κf (1)λn − f
(2)
λn
−f (1)λn
]
and hn :=
[
αn
0
]
.
We further define
Φn :=

Φ 0 · · · 0
htr1 1 · · · 0
...
...
. . .
...
htrn 0 · · · 1
 ∈ Mat2+n(k[t]), Ψn :=

Ψ 0 · · · 0
gtr1 Ψ 1 · · · 0
...
...
. . .
...
gtrnΨ 0 · · · 1
 ∈ GL2+n(T).
Using (20) we have Ψ
(−1)
n = ΦnΨn and thus
(21) k(Ψn(θ)) = k(ω1, ω2, λ1, . . . , λn, Fτ (ω1), Fτ (ω2), Fτ (λ1), . . . , Fτ (λn)).
Proposition 4.3.1. For each 1 ≤ n ≤ m, let Φn be defined as above. Then Φn defines a
t-motive Mn.
Proof. By Lemma 2.4.1, Φ itself defines an Anderson t-motive Mρ. Using this the proof is
then essentially the same as the proof of [11, Prop. 6.1.3]. We omit the details. 
Suppose that ρ does not have complex multiplication. Let M0 := Mρ be the t-motive
associated to ρ (see §2.4), and let Γ[0] := ΓM0 = GL2 be its Galois group (see Theorem
3.4.1). For each 1 ≤ n ≤ m, let Γ[n] be the Galois group of Mn. By (5), we see that
Γ[n] ⊆ G[n]. Moreover, since Mn−1 is a sub-t-motive of Mn, we have a surjective map
πn : Γ[n] ։ Γ[n−1]
(cf. proof of Proposition 3.1.2). More precisely, for any Fq(t)-algebra R the restriction of
the action of any γ ∈ Γ[n](R) to R ⊗Fq(t) MBn−1 is the same as the action of the upper left
(n+1)× (n+1) square of γ. Thus we see that the map πn coincides with the projection map
on the upper left (n+1)× (n+1) square of elements in Γ[n]. Thus, the sequence {Γ[n]}0≤n≤m
satisfies the defining conditions of §4.1, and the results of §4.1 and §4.2 apply.
Finally, by Theorem 2.2.1 we note that dimΓ[n] = tr. degk k(Ψn(θ)) for each 0 ≤ n ≤ m.
Combining Theorem 3.4.1, Lemma 4.1.1, and (21), we now prove a lemma that is the heart
of Theorem 4.3.3 which follows.
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Lemma 4.3.2. Suppose that p is odd. Let ρ be a Drinfeld Fq[t]-module without complex
multiplication with ρt = θ + κτ + τ
2, κ ∈ k. Let Λρ := Fq[θ]ω1 + Fq[θ]ω2 be the period
lattice of ρ. Suppose that λ1, . . . , λm ∈ C∞ satisfy expρ(λi) =: αi ∈ k for i = 1, . . . , m and
that ω1, ω2, λ1, . . . , λm are linearly independent over k. Finally, let {Γ[n]}0≤n≤m be defined as
above. If Γ[n−1] has full dimension for some 1 ≤ n ≤ m, then so does Γ[n]. In particular, the
4 + 2m elements
ω1, ω2, λ1, . . . , λm, Fτ (ω1), Fτ (ω2), Fτ (λ1), . . . , Fτ (λm)
are algebraically independent over k.
Proof. Since Γ[0] = GL2, we see that Γ[n−1] has full dimension when n = 1. Thus we assume
for arbitrary n that Γ[n−1] has full dimension but that Γ[n] does not. Then by Lemma 4.1.1 we
have dimΓ[n] = dimΓ[n−1]. Moreover, by Lemma 4.2.1 there exist ℓ11, ℓ21, ℓ1, . . . , ℓn ∈ Fq(t)
with ℓn 6= 0 so that
φ1 := ℓ11X11 + ℓ21X21 + ℓ1X1 + · · ·+ ℓnXn − ℓ11,
φ2 := ℓ11X12 + ℓ21X22 + ℓ1Y1 + · · ·+ ℓnYn − ℓ21,
are defining polynomials for Γ[n].
By Theorem 2.3.1, ZΨn is a torsor for Γ[n]×Fq(t) k(t) over k(t). Since Γ[n] is an affine linear
space over Fq(t), ZΨn is also an affine linear space over k(t). Hence ZΨn(k(t)) is non-empty.
Choosing δ ∈ ZΨn(k(t)), we see that ZΨn(k(t)) = δ · ΓΨn(k(t)), which implies that
AX11 +BX21 + ℓ1X1 + · · ·+ ℓnXn − ℓ11, AX12 +BX22 + ℓ1Y1 + · · ·+ ℓnYn − ℓ21,
are defining polynomials for ZΨn, where
[A,B, ℓ1, . . . , ℓn] := [ℓ11, ℓ21, ℓ1, . . . , ℓn]δ
−1.
We claim that A, A(−1), B, B(−1) ∈ k(t) are regular at t = θ. Let [Fi, Gi] := gtri Ψ for
i = 1, . . . , n. Then by the definition of ZΨ in §2.3 we have two equations
AΨ11 +BΨ21 + ℓ1F1 + · · ·+ ℓnFn − ℓ11 = 0,(22)
AΨ12 +BΨ22 + ℓ1G1 + · · ·+ ℓnGn − ℓ21 = 0.(23)
Using the σ-action on (22) and then subtracting it from itself, we have:(
A− B(−1)(t− θ)−
n∑
i=1
αiℓi
)
Ψ11 +
(
B −A(−1) + κ(−1)B(−1))Ψ21 = 0.
Since Γ[0] = ΓΨ = GL2, Theorem 2.3.1 implies that the four functions {Ψij : i = 1, 2, j =
1, 2} are algebraically independent over k(t). Hence
(24) A−B(−1)(t− θ)−
n∑
i=1
αiℓi = 0, B −A(−1) + κ(−1)B(−1) = 0,
and thus,
B + κ(−1)B(−1) − (t− θ(−1))B(−2) =
n∑
i=1
α
(−1)
i ℓi.
Note that the right hand side of this equation is regular at t = θq
i
for all i ∈ Z. Indeed if B
has a pole at t = θ, then either B(−1) or B(−2) has pole at t = θ. That is, either B has pole
at t = θq or B has pole at t = θq
2
. Continuing this argument, we see that B has infinitely
many poles among {t = θqi}∞i=1, which contradicts that B ∈ k(t). Using a similar argument,
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we see that B(−1) is also regular at t = θ. By (24), we thus see that A and A(−1) are regular
at t = θ and that
(25) A(θ) =
n∑
i=1
αiℓi(θ).
Recall that Ψ(θ) is given explicitly in (11). By specializing (22) and (23) at t = θ and
using (25), we have( n∑
i=1
ℓi(θ)λi
)
ξFτ (ω2) +
(
B(θ)−
n∑
i=1
ℓi(θ)Fτ (λi)
)
ξω2 − ℓ11(θ)π˜ = 0,(26)
−
( n∑
i=1
ℓi(θ)λi
)
ξFτ (ω1)−
(
B(θ)−
n∑
i=1
ℓi(θ)Fτ (λi)
)
ξω1 − ℓ21(θ)π˜ = 0.(27)
Using the analogue of Legandre’s relation (10), then (26)× ω1 + (27)× ω2 = 0 implies
ℓ1(θ)λ1 + · · ·+ ℓn(θ)λn − ℓ11(θ)ω1 − ℓ21(θ)ω2 = 0.
Since ℓn(θ) 6= 0, we obtain a non-trivial k-linear dependence among ω1, ω2, λ1, . . . , λn, which
is a contradiction. 
Theorem 4.3.3. Suppose that p is odd. Let ρ be any rank 2 Drinfeld Fq[t]-module defined
over k without complex multiplication. Let λ1, . . . , λm ∈ C∞ such that expρ(λi) ∈ k for
i = 1, . . . , m. If λ1, . . . , λm are linearly independent over k, then the 2m elements
λ1, . . . , λm, Fτ (λ1), . . . , Fτ (λm)
are algebraically independent over k.
Proof. By Remark 3.4.2 we may assume without loss of generality that the coefficient of τ 2
in ρt is 1. Let Λρ := Fq[θ]ω1+Fq[θ]ω2 be the period lattice of ρ. Let Λρ be the k-vector space
spanned by ω1 and ω2, and let {v1, v2} be any k-basis of Λρ. Given any z1, . . . , zn ∈ C∞ such
that expρ(zi) ∈ k for i = 1, . . . , n, we observe that
k-Span{ω1, ω2, z1, . . . , zn} = k-Span{v1, v2, z1, . . . , zn};(28)
k
(∪nj=1 ∪2i=1 {ωi, Fτ (ωi), zj, Fτ (zj)}) = k(∪nj=1 ∪2i=1 {vi, Fτ (vi), zj, Fτ (zj)}).(29)
Note that (29) follows from the fact that the quasi-periodic function Fτ is Fq[θ]-linear on Λρ
and satisfies difference equations as in (1).
We define N := k-Span{ω1, ω2, λ1, . . . , λm}. By Lemma 4.3.2, the theorem is immediately
true if dimkN = m+ 2. If dimkN = m+ 1, then without loss of generality we can assume
that ω2 = b0ω1 +
∑m
j=1 bjλj, bj ∈ k, with b1 6= 0. In that case, {ω1,
∑
bjλj} is a k-basis of
Λρ and {ω1,
∑
bjλj, λ2, . . . λm} is a k-basis of N . The result then follows from Lemma 4.3.2
combined with (28) and (29). If dimkN = m, then in a similar manner, we can find bj ,
cj ∈ k so that {
∑
j bjλj ,
∑
j cjλj} is a k-basis of Λρ and {
∑
j bjλj ,
∑
j cjλj , λ3, . . . , λm} is a
k-basis of N . Again the result follows from Lemma 4.3.2 combined with (28) and (29). 
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