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Abstract
In this work, we study the reproducing kernel (RK) collocation method for
the peridynamic Navier equation. We first apply a linear RK approximation
on both displacements and dilatation, then back-substitute dilatation, and
solve the peridynamic Navier equation in a pure displacement form. The RK
collocation scheme converges to the nonlocal limit and also to the local limit
as nonlocal interactions vanish. The stability is shown by comparing the col-
location scheme with the standard Galerkin scheme using Fourier analysis.
We then apply the RK collocation to the quasi-discrete peridynamic Navier
equation and show its convergence to the correct local limit when the ra-
tio between the nonlocal length scale and the discretization parameter is
fixed. The analysis is carried out on a special family of rectilinear Cartesian
grids for the RK collocation method with a designated kernel with finite
support. We assume the Lame´ parameters satisfy λ ≥ µ to avoid adding
extra constraints on the nonlocal kernel. Finally, numerical experiments are
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conducted to validate the theoretical results.
Keywords: Peridynamic Navier equation, reproducing kernel collocation,
convergence analysis, quasi-discrete nonlocal operator, meshfree
integration, asymptotically compatible schemes
1. Introduction
Peridynamics is a nonlocal theory of continuum mechanics introduced by
Silling in [30, 32]. Peridynamic models avoid the use of spatial differentiation
and they have attracted interest among researchers, especially for treating
problems with fractures and material failure [4, 15, 25]. Mathematical anal-
ysis of the peridynamics models have been carried out in [8, 9, 10, 23, 24]
and it is well understood that the linear peridynamic Naiver equation is
well-posed. Many numerical methods have been developed to solve the peri-
dynamic Naiver equation [3, 11, 22, 26, 28, 29, 31, 36, 38] and this is the
main focus of our work. Other than [36] which is a variational method,
the rest solve the nonlocal governing equation in the strong form but fail to
show rigorous analysis. To our knowledge, this is the first work that provides
convergence analysis for solving the strong form of the peridynamic Navier
equation.
Nonlocal models introduce a length scale δ, called the horizon in peridy-
namics, which takes into account interactions over finite distances. As δ → 0,
the nonlocal interactions vanish and the nonlocal model recovers its local
limit, i.e., a partial differential equation. Numerical methods that preserve
this limiting behaviour in discrete form are called asymptotically compati-
ble (AC) schemes [35, 36]; many numerical methods for nonlocal models are
not AC and may converge to the wrong local limit [35]. It is a challenge
to design AC numerical schemes for nonlocal models. Another difficulty is
accurate evaluation of the nonlocal integral, which can be computationally
prohibitive especially when the nonlocal kernels are singular, and it is often
necessary to use a high-order Guassian quadrature rule [6, 26]. Many works
have been done to address these two challenges [12, 27, 29, 36, 38, 39].
The Finite Element Method (FEM) [36] with linear basis functions is AC
but the evaluation of the double integral [6] (in one-dimension) discourages
the use of the variational formulation for nonlocal models. Many mesh-free
methods [27, 29, 31] for peridynamics, which use the volume of the par-
ticles as integration weights, are easy to implement but these methods do
not converge to the correct local limit as the nonlocal length scale vanishes.
A mesh-free integration scheme for the peridynamic Navier equation is in-
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troduced in [38], however, it lacks convergence analysis. The quadrature
weights are calculated using the generalized moving least square technique
and this mesh-free integration scheme converges to the correct local limit for
nonlocal diffusion [18]. An important consequence of the mesh-free integra-
tion scheme is that it is straightforward to include “bond breaking” which
provides a way to simulate fractures or material failure [38].
We have developed an AC RK collocation scheme for nonlocal diffusion
models and introduced a quasi-discrete nonlocal diffusion operator using a
mesh-free integration technique [18] to avoid using high-order Gauss quadra-
ture rules and save the computational costs. RK collocation on this quasi-
discrete nonlocal diffusion operator converges to the correct local limit. The
purpose of this work is to extend the methodology to the peridynamic Navier
equation.
First, we show RK collocation on the peridynamic Navier equation is
AC. We use a similar strategy as in [18] to show the stability and consis-
tency of the RK collocation method. The key idea for stability analysis is
to compare the Fourier representation of the collocation scheme with the
Galerkin scheme [7, 18]; this idea has also appeared in [1, 2]. Since the
Fourier symbol of the peridynamic Navier operator is a matrix instead of
a scalar, the stability analysis is more involved for the peridynamic Navier
equation than that of the nonlocal diffusion. Indeed, in order to simplify
the discussion, we need to assume that the two Lame´ parameters, λ and µ,
satisfy the constraint λ ≥ µ. The uniform consistency, which is crucial to
show that the scheme is AC, is established using the synchronized conver-
gence of the linear RK approximation [5, 19, 20]. Then, to obviate the need
to use high-order Gaussian quadrature rules, we introduce the quasi-discrete
peridyanmic Navier equation. Convergence analysis of the RK collocation
scheme on the quasi-discrete peridynamic Navier operator is presented when
the ratio between horizon δ and the grid size hmax is fixed.
This paper is organized as follows. In section 2, we introduce the peri-
dynamic Navier equation with Dirichlet boundary conditions and also the
quasi-discrete counterparts using finite summation of symmetric quadrature
points to replace the integral. In section 3, we present the RK collocation
method with special choices of the RK support size. Section 4 discusses
the convergence analysis of the RK collocation method for the peridynamic
Naiver equation and shows that this RK collocation scheme is AC. Then the
convergence analysis of the collocation method on the quasi-discrete peridy-
namic Navier equation is presented in section 5. Section 6 gives numerical
examples to complement our theoretical analysis. Finally, we provide con-
clusions in section 7.
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2. Peridynamic Navier equation
In this section, we first introduce some notations that are used through-
out the paper. The spatial dimension is denoted as d (2 or 3). An ar-
bitrary point x ∈ Rd is expressed as x = (x1, . . . , xd). A multi-index,
α = (α1, . . . , αd), is a collection of d non-negative integers and its length
is |α| = ∑di=1 αi. As a consequence, we write xα = xα11 . . . xαdd for a given
α. We let Ω ⊂ Rd be an open bounded domain and then the corresponding
interaction domain is defined as
ΩI = {x ∈ Rd\Ω : dist(x,Ω) ≤ 2δ} ,
where δ is the nonlocal length scale and we denote Ωδ = Ω ∪ ΩI .
Next, we present the state-based linearized peridynamic Navier equa-
tion introduced in [32, 34], then use the quasi-discrete nonlocal operators
proposed in [18] to formulate the quasi-discrete counterparts. We differ in
convention of the notations from nonlocal vector calculus [11] which is more
suited for variational formulation [9], but use instead the notations for the
bond-based peridynamics operator together with the nonlocal divergence
and gradient operators as defined in [13, 14, 16]. These notations will al-
leviate the presentation for collocation method which will be introduced in
the next section.
2.1. Nonlocal operators
The linearized state-based peridynamic Navier operator consists of two
parts; one is the bond-based peridynamic operator and the other is the
composition of the nonlocal gradient and divergence operators. The bond-
based peridynamic operator is defined, for a given vector-valued function
u(x) : Ωδ → Rd, as
LBδ u(x) =
∫
Ωδ
ρδ(|y−x|) y − x|y − x| ⊗
y − x
|y − x|(u(y)−u(x))dy, ∀x ∈ Ω, (1)
where ρδ(|y − x|) is the nonlocal kernel. We assume the nonlocal kernel is
non-negative and symmetric, and has the following scaling,
ρδ(|s|) = 1
δd+2
ρ
( |s|
δ
)
, (2)
where ρ(|s|) is a non-negative and non-increasing function with compact
support in B1 (for the rest of the paper, we denote Bδ as Bδ(0), a ball of
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radius δ about 0), and it has a bounded second order moment, i.e.,∫
B1
ρ(|s|)|s|2ds = d . (3)
The weighted volume m(x) is defined as
m(x) =
∫
Ωδ
ρδ(|y − x|)|y − x|2dy, ∀x ∈ Ω. (4)
From eqs. (2) to (4), it is easy to see that m(x) = d. We remark that the
weighted volume defined here as eq. (4) is a scaled form of the definition in
[30, 32, 33]. Next, the nonlocal divergence operator Dδ is defined as [13, 14],
Dδu(x) =
∫
Ωδ
ρδ(|y − x|)(y − x) · (u(y) + u(x))dy, ∀x ∈ Ω,
and in the sense of principle value, Dδ can also be written as
Dδu(x) =
∫
Ωδ
ρδ(|y − x|)(y − x) · (u(y)− u(x))dy, ∀x ∈ Ω. (5)
Then, nonlocal dilatation θ(x) is defined from the nonlocal divergence op-
erator,
θ(x) =
d
m(x)
Dδu(x), ∀x ∈ Ω. (6)
Then, the nonlocal gradient operator Gδ is defined by
Gδθ(x) =
∫
Ωδ
ρδ(|y − x|)(y − x)(θ(y)− θ(x))dy, ∀x ∈ Ω. (7)
Finally, we have the linearized state-based peridynamic Navier operator,
LSδ u(x) =
Cα µ
m(x)
LBδ u(x) +
Cβ d(λ− µ)
(m(x))2
GδDδu(x), ∀x ∈ Ω, (8)
where Cα and Cβ are scaling parameters which will be given shortly, and λ
and µ are Lame´ parameters which are assumed to be constants in this work.
The static peridynamic Navier equation with Dirichlet boundary condition
can be formulated as {
−LSδ u = f , in Ω,
u = 0, on ΩI .
(9)
5
By introducing p = (λ−µ)θ, we can write eq. (9) in a mixed form, as follows,
− Cα µ
m(x)
LBδ u(x)−
Cβ
m(x)
Gδp(x) = f(x), x ∈ Ω,
d (λ− µ)
m(x)
Dδu(x)− p(x) = 0, x ∈ Ω,
u(x) = 0, x ∈ ΩI .
(10)
The local limit of LSδ is denoted as LS0 when δ → 0 [23]. We select
Cα = 30, Cβ = 3 for three-dimensional linear elasticity and Cα = 16, Cβ = 2
for two-dimensional plane strain, then
LS0u(x) = µdiv(∇u(x)) + (µ+ λ)∇divu(x), ∀x ∈ Ω,
and eq. (9) becomes {
−LS0u = f0, in Ω,
u = 0, on ∂Ω.
(11)
We define a space on Ωδ with zero volumetric constraint on ΩI ,
L2c(Ωδ) := {u ∈ L2(Ωδ) | u = 0 on ΩI}.
The natural energy space associated with eq. (9) is given in [24] as
Sδ :=
{
u ∈ L2c(Ωδ) :
∫
Ωδ
∫
Ωδ
ρδ(|y − x|)(Tr(D∗u)(y,x))2dydx <∞
}
,
where Tr(D∗u) is the trace of the operator D∗ defined in [10, 24] as
D∗u(y,x) := (u(y)− u(x))⊗ y − x|y − x| .
The static peridynamic Navier equation (eq. (9)) is well-posed and uniformly
stable as given in the following theorem [24].
Theorem 2.1. Assume δ ∈ (0, δ0] for some δ0 > 0. The bilinear form
(−LSδ u,u) is an inner product and there exists a constant C > 0 which
depends on δ0, such that
|(−LSδ u,u)| ≥ C‖u‖2L2(Ωδ;Rd) , ∀u ∈ Sδ.
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2.2. Quasi-discrete nonlocal operators
As introduced in [18], we use a finite number of symmetric quadrature
points s in the horizon to evaluate the integral such that the weighted volume
defined in eq. (4) is exact,
m(x) =
∑
s∈Bδ(0)
ωδ(s)ρδ(|s|)|s|2 = d, ∀x ∈ Ω, (12)
where ωδ(s) is the quadrature weight at the quadrature point s and B

δ(0)
is a finite collection of symmetric quadrature points s in the ball of radius δ
about 0. The notation  can be seen as the discretization parameter of the
ball Bδ and we assume 1 := /δ is a fixed number. We use B

δ to denote
Bδ(0) for the rest of the paper. An example of quadrature points in the
horizon of an arbitrary point x ∈ Ω is shown in fig. 1.
x1
x2
δ

h1
h2
x
s
Ω
Figure 1: Quadrature points (black dots) are shown in the horizon of an arbitrary point
x ∈ Ω. The dashed lines form the RK collocation grid which will be introduced in section 3.
Due to the scaling of the nonlocal kernel ρδ(|s|), see eq. (2), we also have
the scaling of the quadrature weights ωδ(|s|) as
ωδ(s) = δ
dω
(s
δ
)
,
where ω(s) is the quadrature weight at s ∈ B11 and 1 = /δ is the dis-
cretization parameter of the unit ball. As a consequence, we have a discrete
version of eq. (3) as, ∑
s∈B11
ω(s)ρ(|s|)|s|2 = d. (13)
However, unlike the nonlocal diffusion in [18], eq. (13) is not sufficient for
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the peridynamic Navier equation and we will revisit the construction of
quadrature weights at the end of this section.
For u(x) ∈ C0(Rd; Rd), we can formulate the quasi-discrete counterpart
of the nonlocal operators defined in the previous subsection. The quasi-
discrete bond-based peridynamic operator LBδ, is defined as
LBδ,u(x) =
∑
s∈Bδ
ωδ(s)ρδ(|s|) s|s| ⊗
s
|s|(u(x+ s)− u(x)), ∀x ∈ Ω. (14)
Similarly, the quasi-discrete nonlocal divergence operator Dδ is formulated
as ,
Dδu(x) =
∑
s∈Bδ
ωδ(s)ρδ(|s|) s · (u(x+ s)− u(x)), ∀x ∈ Ω. (15)
A direct consequence of the quasi-discrete nonlocal divergence operator is
the nonlocal dilatation,
θ(x) =
d
m(x)
Dδu(x), ∀x ∈ Ω. (16)
We want to emphasize that θ is a continuous function with respect to x and
its definition differs from eq. (6). We also have the quasi-discrete nonlocal
gradient operator,
Gδθ(x) =
∑
s∈Bδ
ωδ(s)ρδ(|s|) s (θ(x+ s)− θ(x)), ∀x ∈ Ω. (17)
Finally, we arrive at the linearized state-based quasi-discrete peridy-
namic Navier operator,
LSδ,u(x) =
Cαµ
m(x)
LBδ,u(x) +
Cβd(λ− µ)
(m(x))2
GδDδu(x), ∀x ∈ Ω, (18)
and the static peridynamic Navier equation can be reformulated as{
−LSδ,u = f , in Ω,
u = 0, on ΩI .
(19)
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Similar to eq. (10), if we let p = (λ− µ)θ, we can write eq. (19) as
− Cα µ
m(x)
LBδ,u(x)−
Cβ
m(x)
Gδp(x) = f(x), x ∈ Ω,
d (λ− µ)
m(x)
Dδu(x)− p(x) = 0, x ∈ Ω,
u(x) = 0, x ∈ ΩI .
(20)
If, for u being any quadratic polynomials,
LSδ,u = LSδ u, (21)
the quasi-discrete peridynamic Navier operator LSδ, converges to LS0 as δ
goes to 0 and  is fixed. Equation (21) is not guaranteed by eq. (13) but is
fulfilled if the following is satisfied, i.e.,
∑
s∈B11
ω(|s|)ρ(|s|)s
2
i s
2
j
|s|2 =
∫
s∈B1
ρ(|s|)s
2
i s
2
j
|s|2 ds, (22)
for i, j = 1, . . . ,d. It is easy to see that eq. (22) is bounded because of eq. (3)
and it is a reformulation of eq. (12) by adding more constraints.
3. RK collocation method
In this section, we discuss the RK collocation method and formulate
the collocation equation on the peridynamic Navier equation and its quasi-
discrete counterpart. First, we introduce the collocation grid and let  be
a rectilinear Cartesian grid on Rd,
 := {xk := k  h | k ∈ Zd},
where  denotes component-wise multiplication, i.e.,
k  h = (k1h1, . . . , kdhd),
k = (k1, . . . , kd), and h = (h1, . . . , hd) where hj is the discretization param-
eter in j-th dimension; component-wise division is then denoted as :
k  h =
(
k1
h1
, . . . ,
kd
hd
)
.
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We remark that the grid size hj can vary for different j and we let hmax =
maxdj=1 hj and hmin = min
d
j=1 hj . For instance, in two dimension, rectangu-
lar grids are allowed. In addition, the grid  is quasi-uniform such that h
can be rewritten as
h = hmaxhˆ , (23)
where hˆ is a fixed vector with the maximum component being 1 and the
minimum component being bounded below.
Next, we let S() be the trial space equipped with RK basis on , i.e.,
S() = span{Ψk(x) | k ∈ Zd}. The RK basis function Ψk(x) is given as
Ψk(x) =
d∏
j=1
φ
( |xj − xkj |
2hj
)
, (24)
where xkj = kjhj is the j-th component of xk, 2hj is the RK support in the
j-th dimension, and φ(x) is the cubic B-spline function
φ(x) =

2
3 − 4x2 + 4x3, 0 ≤ x ≤ 12 ,
4
3(1− x)3, 12 ≤ x ≤ 1,
0, otherwise.
(25)
Remark 3.1. For the simplicity of presentation, we choose the RK support
size a = a0h where a0 = 2 in the paper but the analysis works for general
even number a0 [17, 18].
Thus, the RK basis function can reproduce linear polynomials [17, 19,
21], i.e., ∑
k∈Zd
Ψk(x)x
α
k = x
α, for |α| = 1. (26)
For u ∈ C0(R), we define the restriction to  by
rhu := (u(xk))k∈Zd ,
and the restriction to ( ∩ Ω) as
rhΩu := (u(xk)), xk ∈ ( ∩ Ω).
For a sequence (uk)k∈Zd on R, the RK interpolant operator is defined by
ih(uk) :=
∑
k∈Zd
Ψk(x)uk.
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For j = 1, . . . ,d, we denote uj(x) : Rd → R the j-th component of a vector
field u(x) = [u1(x), . . . , ud(x)]
T and denote (uj,k) the j-th component of
the vector sequence
(uk) = [(u1,k)k∈Zd , . . . , (ud,k)k∈Zd ]
T .
Then we let
Πh := ihrh
be the interpolation projector mapping from C0(Rd) to S(). Therefore,
we can write
Πhu := [Πhu1, . . . ,Π
hud]
T ,
where Πhuj(x) is the RK approximation of uj(x),
Πhuj(x) =
∑
k∈Zd
Ψk(x)uj(xk).
Finally, we apply RK approximation on both u and θ, back-substitute θ
into the first equation of eq. (10) and obtain
LSδ Πhu =
Cα µ
m(x)
LBδ Πhu+
Cβd (λ− µ)
(m(x))2
GδΠh(DδΠhu).
Following a similar procedure, we arrive at
LSδ,Πhu =
Cα µ
m(x)
LBδ,Πhu+
Cβd (λ− µ)
(m(x))2
GδΠh(DδΠhu).
Therefore the RK collocation scheme of eqs. (9) and (19) can be written in
the following forms. Find a function u ∈ S( ∩ Ω;Rd), such that
− rhΩLSδ u = rhΩf , (27)
and
− rhΩLSδ, u = rhΩf , (28)
where for u coming from the trial space, we have abused the notations and
let LSδ u and LSδ,u represent,
LSδ u =
Cα µ
m(x)
LBδ u+
Cβd (λ− µ)
(m(x))2
GδΠh(Dδu),
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and
LSδ,u =
Cα µ
m(x)
LBδ,u+
Cβd (λ− µ)
(m(x))2
GδΠh(Dδu).
The main contribution of this paper is to show the convergence analysis of
the two collocation schemes.
4. Convergence analysis of RK collocation method
In this section, we show the convergence analysis of the RK collocation
scheme eq. (27), which is used in [26] without any analysis. A convergence
proof for nonlocal diffusion problems is provided in [18], and the analysis
is extended to the peridynamic Navier equation in this work. The main
objective is to show that the solution of the numerical scheme converges to
the nonlocal problem for a fixed δ and hmax vanishes, and to the correct
local problem as δ and grid size hmax both go to zero.
4.1. Stability analysis of the RK collocation method
In this subsection, we show the stability analysis of the RK collocation
method. We first define a norm in the space of vector-valued sequences by
|(uk)k∈Zd |h := ‖ih(uk)‖L2(Rd;Rd) . (29)
For a sequence (uk) only defined for k being in a subset of Zd, we can always
extend (uk) by zero to k ∈ Zd. Then without further explanation, |(uk)|h
is always understood as (29) with zero extension. We next borrow the idea
from [7, 18] and compare the RK collocation scheme with the Galerkin
scheme using Fourier analysis.
Theorem 4.1. For any δ ∈ (0, δ0], there exists a constant C that depends
on Ω and δ0, such that for u ∈ S( ∩ Ω;Rd),
|rhΩ(−LSδ u)|h ≥ C‖u‖L2(Rd;Rd).
We need some intermediate results before proving theorem 4.1. We define
a scalar product in l2(Zd;Cd),
((uk), (vk))l2 :=
∑
k∈Zd
u1,kv1,k + . . .+
∑
k∈Zd
ud,kvd,k
=
d∑
j=1
∑
k∈Zd
uj,kvj,k.
12
The Fourier series of a vector-valued sequence (uk) is defined as
u˜(ξ) = [u˜1(ξ), . . . , u˜d(ξ)]
T
and the j-th component of u˜(ξ) is
u˜j(ξ) :=
∑
k∈Zd
e−ik·ξuj,k,
where
uj,k = (2pi)
−d
∫
Q
eik·ξu˜j(ξ)dξ,
for Q := (−pi, pi)d.
We present the Fourier symbol of the peridynamic Navier operator −LSδ
in the next lemma. The Fourier transform of u ∈ Sδ is defined by
û(ξ) :=
∫
Rd
e−ix·ξu(x)dx.
The proof of the following lemma can be found in appendix A.1.
Lemma 4.2. The Fourier symbol of the peridynamic Navier operator LSδ is
given by
− L̂Sδ u(ξ) = MSδ (ξ)û(ξ), (30)
where the Fourier symbol MSδ (ξ) is a d×d matrix and consists of two parts,
MSδ (ξ) = M
B
δ (ξ) +M
D
δ (ξ), (31)
where
MBδ (ξ) =
Cµ
δ2
p1(δ|ξ|)
(
Id − ~ξ~ξ T
)
+
Cµ
δ2
q1(δ|ξ|)~ξ~ξ T , (32)
and
MDδ (ξ) =
Cλ,µ
δ2
(b1(δ|ξ|))2 ~ξ~ξ T , (33)
where Id is the d-dimensional identity matrix, ~ξ =
ξ
|ξ| is the unit vector in
the direction of ξ, Cµ = Cαµ/d and Cλ,µ = Cβ(λ−µ) are material dependent
constants, the scalars p1(|ξ|), q1(|ξ|) and b1(|ξ|) are given by
p1(|ξ|) =
∫
B1
ρ(|s|) s
2
1
|s|2 (1− cos(|ξ|sd))ds, (34)
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q1(|ξ|) =
∫
B1
ρ(|s|) s
2
d
|s|2 (1− cos(|ξ|sd))ds, (35)
b1(|ξ|) =
∫
B1
ρ(|s|)sd sin(|ξ|sd)ds. (36)
From eq. (31), if Cλ,µ ≥ 0 we can immediately see that the Fourier
symbol MSδ (ξ) is positive definite.
Lemma 4.3. Assume λ ≥ µ, the Fourier symbol MSδ (ξ) is positive definite
for any ξ 6= 0.
Proof. By observation, MSδ (ξ) is a real matrix. Moreover, from eqs. (34)
and (35) we know that
p1(δ|ξ|), q1(δ|ξ|) > 0, for δ|ξ| 6= 0.
Without loss of generality, we let v be a unit vector so |vT ~ξ | ≤ |v| because
|~ξ | = 1. Then, we have
δ2vTMSδ (ξ)v ≥ Cµp1(δ|ξ|)vT
(
Id − ~ξ~ξ T
)
v
+
[
Cµq1(δ|ξ|) + Cλ,µ (b1(δ|ξ|))2
]
vT ~ξ~ξ Tv,
= Cµp1(δ|ξ|)
(
|v|2 − |vT ~ξ |2
)
+
[
Cµq1(δ|ξ|) + Cλ,µ (b1(δ|ξ|))2
]
|vT ~ξ |2,
> 0,
where we have used the assumption that Cλ,µ = λ− µ ≥ 0.
Remark 4.4. In order to show the positive definiteness of MSδ for more
general λ and µ, we need more details on the nonlocal kernel (ρ(|s|)) which is
beyond the scope of this paper and we assume λ ≥ µ to avoid such discussion.
For materials that satisfy such constraint, their Poisson ratio ν have to be
in [0.25, 0.5). However, the well-posedness of eq. (9) proved in [24] infers
that MSδ is positive definite even without this assumption.
The peridynamic Navier operator LSδ defines two discrete sesquilinear
forms:(
ih(uk),−LSδ ih(vk)
)
=
d∑
j, j′=1
∑
k,k′∈Zd
uj,k
(
(Ψk),−LSδ (Ψk′)
)
vj′,k′ , (37)
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and(
(uk),−rhLSδ ih(vk)
)
l2
=
d∏
j=1
hj
d∑
j, j′=1
∑
k,k′∈Zd
uj,k
(−LSδ (Ψk′)) (xk)vj′,k′ .
(38)
Equation (37) defines a quadratic form corresponding to the Galerkin method,
meanwhile, eq. (38) corresponds to the collocation method. The two quadratic
forms eqs. (37) and (38) are compared as follows. The proof is similar to
[18, Lemma 4.2] so we provide it in appendix A.2.
Lemma 4.5. Let u˜(ξ) and v˜(ξ) be the Fourier series of the sequences
(uk), (vk) ∈ l1(Zd;Cd) respectively and the RK interpolation of two se-
quences are expressed as ih(uk) = [i
h(u1,k), . . . , i
h(ud,k)]
T and ih(vk) =
[ih(v1,k), . . . , i
h(vd,k)]
T . Then
(i)
(
ih(uk),−LSδ ih(vk)
)
= (2pi)−d
∫
Q
u˜(ξ) ·MG(δ,h, ξ)v˜(ξ)dξ,
(ii)
(
(uk),−rhLSδ ih(vk)
)
l2
= (2pi)−d
∫
Q
u˜(ξ) ·MC(δ,h, ξ)v˜(ξ)dξ,
(iii) There exists a constant C > 0 independent of δ,h and ξ such that
MC(δ,h, ξ)− CMG(δ,h, ξ) is positive definite for any ξ 6= 0,
where MG and MC are defined as
MG(δ,h, ξ) = 2
8d
∑
r∈Zd
MBδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)8
+ 28d+4
∑
r∈Zd
MDδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)12
,
(39)
MC(δ,h, ξ) = 2
4d
∑
r∈Zd
MBδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
+ 24d+4
∑
r∈Zd
MDδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)8
.
(40)
Finally, we are ready to prove theorem 4.1 using lemma 4.5.
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Proof of theorem 4.1. For u = ih(uk) ∈ S( ∩ Ω; Rd), we have
|(uk)|h · |rhΩ(−LSδ u)|h ≥ C|((uk), rhΩ(−LSδ u))l2 |,
= C|((uk), rh(−LSδ ih(uk)))l2 |,
≥ C|(ih(uk), (−LSδ ih(uk)))|,
≥ C‖u‖2L2(Rd;Rd).
The first line comes from the Cauchy-Schwartz inequality and the third line
is an adaption of [18, lemma 4.4].
4.2. Consistency analysis of the RK collocation
In this subsection, we first show the consistency of the RK collocation
method and then present the convergence result using the stability (sec-
tion 4.1) and consistency analysis. The RK collocation scheme converges
to the nonlocal solution as grid size hmax goes to zero with a fixed δ and
to the corresponding local limit as δ and hmax both vanish. The major
ingredient for proving the asymptotic compatibility is the synchronized con-
vergence property of the RK approximation and it is a well established result
when the RK support size is selected carefully. Therefore we skip the proof
and present the result in the following lemma, and we refer the readers to
[5, 18, 19, 20] for more details. For the rest of the paper, we adopt the
following notations for a vector-valued function u ∈ Cn(Rd;Rd),
|u|∞ = sup
1≤j≤d
sup
x∈Rd
|uj(x)|, and
|u(l)|∞ = sup
1≤j≤d
sup
|β|=l
sup
y∈Rd
|Dβuj(y)|, 1 ≤ l ≤ n.
Lemma 4.6. (Synchronized Convergence) Assume a scalar valued func-
tion u ∈ C4(Rd) and Πhu is the RK interpolation with the shape function
given by eq. (24). Πhu has synchronized convergence, namely∣∣∣Dα(Πhu− u)∣∣∣
∞
≤ C|u(|α|+2)|∞h2max, for |α| = 0, 1, 2,
where C is a generic constant independent of hmax .
Next, we study the truncation error of the RK collocation method on
the peridynamic Navier operator.
Lemma 4.7. (Uniform consistency) Assume u ∈ C4(Rd;Rd), then
|rhLSδ Πhu− rhLSδ u|h ≤ Ch2max|u(4)|∞,
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where C is independent of hmax and δ.
Proof. We first define the interpolation error of uj(x), for x ∈ Rd, and
j = 1, . . . ,d, as
Ej(x) = Π
huj(x)− uj(x),
then
E(x) = [E1(x), . . . , Ed(x)]
T . (41)
By restricting on the the grid point xk, for i = 1, . . . ,d, the truncation error
of LBδ is given as∣∣∣[LBδ (Πhu− u)]
i
(xk)
∣∣∣ = ∣∣[LBδ E]i (xk)∣∣ ,
=
∣∣∣∣∣∣
d∑
j=1
∫
Bδ
ρδ(|s|)sisj|s|2 (Ej(xk + s)− Ej(xk)) ds
∣∣∣∣∣∣ .
(42)
Next, using lemma 4.6, we can bound the interpolation error as
|Ej(xk + s) + Ej(xk − s)− 2Ej(xk)| ≤ C|s|2 max|α|=2 |D
αEj(x)|∞ ,
≤ C|s|2|u(4)j |∞h2max .
(43)
Combining eqs. (42) and (43), we have
∣∣∣[LBδ (Πhu− u) (xk)]i∣∣∣ ≤ Ch2max d∑
j=1
|u(4)j |∞
∫
Bδ
ρδ(|s|)|si||sj | ds,
≤ Ch2max
∣∣∣u(4)∣∣∣
∞
,
(44)
where we have used eq. (3) and C > 0 is a generic constant depending the
dimension, d.
Next, we define the interpolation error of the nonlocal dilatation as
Eθ = Π
hDδΠhu−Dδu,
= Πh(DδΠhu−Dδu) + ΠhDδu−Dδu,
= ΠhDδE + (Πhθ − θ),
(45)
where we have used the definition of the nonlocal dilatation eq. (6). There
are two RK interpolation projectors (Πh) in the first line of eq. (45) because
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we apply RK interpolation to u and θ, then back-substitute θ to get a pure
displacement form. The nonlocal gradient operator acting on Eθ can be
bounded by
|[GδEθ(xk)]i| =
∣∣∣∣∫
Bδ
ρδ(|t|)ti (Eθ(xk + t)− Eθ(xk)) dt
∣∣∣∣ ,
≤ max
|β|=1
∣∣∣DβEθ∣∣∣∞
∫
Bδ
ρδ(|t|)|ti||t| dt ,
≤ C max
|β|=1
∣∣∣DβEθ∣∣∣∞ ,
≤ C max
|β|=1
∣∣∣DβΠhDδE∣∣∣∞ + C max|β|=1 ∣∣∣Dβ(Πhθ − θ)∣∣∣∞ ,
(46)
for i = 1, . . . ,d. We can bound the first term in the last line of eq. (46) by
max
|β|=1
∣∣∣DβΠhDδE∣∣∣∞ = max|β|=1
∣∣∣∣∣∣
d∑
j=1
DβΠh
∫
Bδ
ρδ(|s|)sj (Ej(x+ s)− Ej(x)) ds
∣∣∣∣∣∣
∞
,
≤
d∑
j=1
∫
Bδ
ρδ(|s|)|sj ||s|ds max|α|=|β|=1
∣∣∣DβΠhDαEj(x)∣∣∣∞ ,
≤ Ch2max
∣∣∣u(4)∣∣∣
∞
,
(47)
where the derivation of the second line to the last can be obtained by similar
expansion of [20, eq.(36)] and the results of [17, Lemma 4.1], and we have
used lemma 4.6. Next, we have the bound of the second term in the last
line of eq. (46) as
max
|β|=1
∣∣∣Dβ(Πhθ − θ)∣∣∣
∞
≤ C
∣∣∣θ(3)∣∣∣
∞
h2max , (48)
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and
∣∣θ(3)∣∣∞ is bounded by
∣∣∣θ(3)∣∣∣
∞
=
d
m(x)
max
|β|=3
∣∣∣∣∣∣
d∑
j=1
Dβ
∫
Bδ
ρδ(|s|)sj (uj(x+ s)− uj(x)) ds
∣∣∣∣∣∣
∞
,
≤ C
d∑
j=1
∫
Bδ
ρδ(|s|)|sj ||s|dsmax|α|=4 |D
αuj(x)|∞ ,
≤ C
∣∣∣u(4)∣∣∣
∞
.
(49)
By collecting eqs. (46) to (49), the truncation error of the composition of
the nonlocal gradient and divergence operators is bounded by∣∣∣[(GδΠhDδΠhu− GδDδu)(xk)]i∣∣∣ ≤ Ch2max ∣∣∣u(4)∣∣∣∞ . (50)
Finally, the proof is finished by combing eqs. (44) and (50).
With stability theorem 4.1 and consistency lemma 4.7 of the RK collo-
cation method, we can immediately show the convergence to the nonlocal
solution.
Theorem 4.8. (Uniform Convergence to nonlocal solution) For a
fixed δ ∈ (0, δ0], assume the nonlocal exact solution uδ is sufficiently smooth,
i.e., uδ ∈ C4(Ωδ; Rd). Moreover, assume |uδ(4)|∞ is uniformly bounded for
every δ. Let uδ,h be the numerical solution of the collocation scheme eq. (27),
then,
‖uδ − uδ,h‖L2(Ω;Rd) ≤ Ch2max,
where C is independent of hmax and δ.
Proof. First, we can extend uδ to Rd by zero such that uδ ∈ C4(Rd; Rd)
because uδ = 0 on ΩI . Recall the nonlocal model eq. (9) and the collocation
scheme eq. (27),
−rhΩLSδ uδ,h = rhΩf = −rhΩLSδ uδ .
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Then, gathering theorem 4.1, lemma 4.7 and the above equation, we have
‖Πhuδ − uδ,h‖L2(Ω;Rd) ≤ C
∣∣∣rhΩLSδ (Πhuδ − uδ,h)∣∣∣
h
,
≤ C
∣∣∣rhΩLSδ Πhuδ − rhΩLSδ uδ,h∣∣∣
h
,
≤ C
∣∣∣rhΩLSδ Πhuδ − rhΩLSδ uδ∣∣∣
h
,
≤ Ch2max .
We finish the proof by applying the triangle inequality
‖uδ − uδ,h‖L2(Ω;Rd) ≤ ‖uδ −Πhuδ‖L2(Ω;Rd) + ‖Πhuδ − uδ,h‖L2(Ω;Rd)
≤ Ch2max.
Before showing that the convergence of the RK collocation scheme to
the local limit is independent of δ, we need the bound of truncation error
between the collocation scheme and the local limit of the peridyanmic Navier
model.
Lemma 4.9. (Asymptotic consistency I) Assume u ∈ C4(Rd; Rd), then
|rhLSδ Πhu− rhLS0u|h ≤ C|u(4)|∞(h2max + δ2),
where C is independent of hmax and δ.
Proof. From lemma 4.7 and the continuous property of the nonlocal opera-
tors, we have∣∣∣rhLSδ Πhu− rhLS0u∣∣∣
h
≤
∣∣∣rhLSδ Πhu− rhLSδ u∣∣∣
h
+
∣∣∣rhLSδ u− rhLS0u∣∣∣
h
,
≤ C
∣∣∣u(4)∣∣∣
∞
(h2max + δ
2).
Combining theorem 4.1 and lemma 4.9, we have the uniform convergence
(asymptotic compatibility) to the local limit. We leave out the proof of the
next theorem for conciseness because it is similar to the proof of theorem 4.8.
Theorem 4.10. (Asymptotic compatibility) Assume the local exact so-
lution u0 is sufficiently smooth, i.e., u0 ∈ C4(Ωδ; Rd). For any δ ∈ (0, δ0],
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uδ,h is the numerical solution of the collocation scheme eq. (27), then,
‖u0 − uδ,h‖L2(Ω;Rd) ≤ C(h2max + δ2).
5. Convergence analysis of the RK collocation on the quasi-discrete
peridynamic Navier equation
In practice, accurate evaluation of the integral in nonlocal models is com-
putationally prohibitive especially if the nonlocal kernel is singular. This
motivates us to use the quasi-discrete nonlocal models as introduced in sec-
tion 2.2. It is practical to couple δ with grid size hmax because this results
in a banded linear system. In this section, we assume δ = M0hmax where
M0 > 0. As hmax goes to zero, so does δ, and the quasi-discrete nonlocal
operator converges to its local limit. We provide convergence analysis of the
collocation scheme eq. (28) to its local limit.
5.1. Stability of the RK collocation on the quasi-discrete peridynamic Navier
equation
We start with the stability of the collocation scheme eq. (28).
Theorem 5.1. For any δ ∈ (0, δ0], there exists a generic constant C which
depends on Ω, δ0 and M0, such that for u ∈ S( ∩ Ω;Rd),
|rhΩ(−LSδ,u)|h ≥ C‖u‖L2(Rd;Rd).
To prove theorem 5.1, we need the Fourier symbol of the quasi-discrete
peridynamic Navier operator LSδ,, shown in lemma 5.2. We present the
lemma without proof because the proof follows similarly as lemma 4.2 us-
ing the fact that the quadrature points are symmetric and the quadrature
weights are positive [18].
Lemma 5.2. The Fourier symbol of the quasi-discrete peridynamic Navier
operator LSδ, is given by
− L̂Sδ,u(ξ) = MSδ,(ξ)û(ξ), (51)
where the Fourier symbol MSδ,(ξ) is a d× d matrix and can be written as
MSδ,(ξ) = M
B
δ,(ξ) +M
D
δ,(ξ), (52)
where
MBδ,(ξ) =
Cµ
δ2
p11 (δ|ξ|)
(
Id − ~ξ~ξ T
)
+
Cµ
δ2
q11 (δ|ξ|)~ξ~ξ T , (53)
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and
MDδ,(ξ) =
Cλ,µ
δ2
(b11 (δ|ξ|))2 ~ξ~ξ T , (54)
where the scalars p11 (|ξ|), q11 (|ξ|) and b11 (|ξ|) are given as follows
p11 (|ξ|) =
∑
s∈B11
ω(|s|)ρ(|s|) s
2
1
|s|2 (1− cos(|ξ|sd)), (55)
q11 (|ξ|) =
∑
s∈B11
ω(|s|)ρ(|s|) s
2
d
|s|2 (1− cos(|ξ|sd)), (56)
b11 (|ξ|) =
∑
s∈B11
ω(|s|)ρ(|s|)sd sin(|ξ|sd). (57)
From lemma 5.2, we have the Fourier representation of the collocation
scheme on the quasi-discrete peridynamic Navier operator as follows.
Lemma 5.3. Let u˜(ξ) and v˜(ξ) be the Fourier series of the sequences
(uk), (vk) ∈ l1(Zd;Cd) respectively. Then
((uk),−rhLSδ,ih(vk))l2 = (2pi)−d
∫
Q
u˜(ξ) ·M C(δ,h, ξ)v˜(ξ)dξ, (58)
where λC are defined as
M C(δ,h, ξ) = 2
4d
∑
r∈Zd
MBδ, ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
+ 24d+4
∑
r∈Zd
MDδ, ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)8
.
(59)
Moreover, there exists C > 0, independent of δ and h such that,
M C(δ,h, ξ)− CMC(δ,h, ξ) (60)
is positive definite for any ξ 6= 0.
Proof. The derivation of eq. (59) is similar to eq. (40), we can simply replace
MSδ (ξ + 2pir) with M
S
δ,(ξ + 2pir). The challenge is to show that eq. (60)
is positive definite. First, we decompose the set Q = (−pi, pi)d into Q1 and
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Q2, i.e.,
Q1 := {ξ ∈ Q : δ|ξ|
hmin
≤ pi} and Q2 = Q\Q1,
thus for ξ ∈ Q1,
|δsd(ξ  h)| ≤ δ|ξ|
hmin
≤ pi.
We recall that
p11 (δ|ξ  h|) =
∑
s∈B11
ω(|s|)ρ(|s|) s
2
1
|s|2
(
1− cos
(
δsd
hmax
|ξ  hˆ|
))
,
and for x ∈ (−pi, pi), there is C > 0 such that
1− cos(x) ≥ Cx2;
so for ξ ∈ Q1, we obtain
p11 (δ|ξ  h|) ≥ C
(
δ|ξ|
hmax
)2 ∑
s∈B11
ω(|s|)ρ(|s|)s
2
1s
2
d
|s|2 ≥ C
1
p |ξ|2,
where we have used the fact that h is quasi-uniform (hmax/hmin is bounded
above and below), ∑
s∈B11
ω(|s|)ρ(|s|)s
2
1s
2
d
|s|2 > 0,
is bounded below by eq. (22), and C1p only depends on M0, d and B
1
1 . It is
easy to notice that if p11 (δ|ξh|) = 0, then we must have M0sd|ξhˆ| = 2kpi
for all s ∈ B11 for some k ∈ Z+. If this happens, we can always add more
points s˜ to B11 such that for a certain point s in the original set B
1
1 , |sd|/|s˜d|
is an irrational number and thus M0s˜d|ξ  hˆ| 6= 2kpi for any k ∈ Z+. As a
consequence, we can choose the set B11 such that p
1
1 (δ|ξ  h|) is nonzero
and p11 (δ|ξ  h|) ≥ C ≥ |ξ|2 for ξ ∈ Q2 because Q2 is compact. Moreover,
for ξ ∈ Q, it is true that
C1 <
(
sin(ξj/2)
ξj
)4
< C2,
where C1, C2 > 0 are generic constants. Therefore, we have for ξ ∈ Q,
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p11 (δ |ξ  h|)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
≥ C1p |ξ|2
d∏
j=1
hj . (61)
Similarly, we can obtain
q11 (δ|ξ  h|)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
≥ C1q |ξ|2
d∏
j=1
hj , (62)
where C1q > 0 is a generic constant. Combining eqs. (61) and (62), we have
the following bound, for ξ ∈ Q,
M C(δ,h, ξ) ≥ Cµ
( |ξ|
δ
)2 {
C1p
(
Id − ~ξh~ξ Th
)
+ C1q
~ξh~ξ
T
h
} d∏
j=1
hj
≥ min{C1p , C1q }Cµ
( |ξ|
δ
)2 d∏
j=1
hj Id ≥ C
( |ξ|
δ
)2 d∏
j=1
hj Id,
(63)
where ξh = ξh and we have ignored the terms for r 6= 0 because they are
non-negative and positive definite.
Next, we use the fact that
1− cos(x) ≤ x2 and sin(x) ≤ x, for x ≥ 0,
to obtain, for any r ∈ Zd,
p1 (δ| (ξ + 2pir) h|) ≤
(
δ|ξ + 2pir|
hmax
)2 ∫
B1
ρ(|s|)s
2
1s
2
d
|s|2 ds ≤ C|ξ + 2pir|
2,
and
q1 (δ| (ξ + 2pir) h|) ≤ C|ξ + 2pir|2, b1 (δ| (ξ + 2pir) h|) ≤ C|ξ + 2pir|,
where we have used eq. (3). Hence we obtain
p1 (δ| (ξ + 2pir) h|)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
≤ C|ξ + 2pir)|2
(
sin(ξ/2)
ξ + 2pir
)4 d∏
j=1
hj ≤ Cp |ξ|
2
|ξr|2
d∏
j=1
hj ,
(64)
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where ξr = ξ + 2pir and Cp is a generic constant. Similarly,
q1 (δ| (ξ + 2pir) h|)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
≤ Cq |ξ|
2
|ξr|2
d∏
j=1
hj (65)
and
[b1 (δ| (ξ + 2pir) h|)]2
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)8
≤ Cb |ξ|
2
|ξr|2
d∏
j=1
hj , (66)
where Cq, Cb > 0. By gathering eqs. (64) to (66), we have
MC(δ,h, ξ)
≤
( |ξ|
δ
)2 ∑
r∈Zd
CpCµ
(
Id − ~ξh,r~ξ Th,r
)
+ CqCµ~ξh,r~ξ
T
h,r + CbCλ,µ
~ξh,r~ξ
T
h,r
|ξr|2
d∏
j=1
hj ,
≤ C
( |ξ|
δ
)2 d∏
j=1
hj Id,
(67)
where ξh,r = (ξ + 2pir) h.
Finally, eq. (60) is shown by combing eqs. (63) and (67).
Proof of theorem 5.1. By applying lemma 5.3, the proof follows similarly to
the proof of theorem 4.1.
5.2. Consistency of the RK collocation on the quasi-discrete peridynamic
Navier equation
Before showing the discrete model error between LSδ, and LS0 , we need
the truncation error between LSδ and LSδ,.
Lemma 5.4. Assume u ∈ C4(Rd;Rd), then for i = 1, . . . ,d,∣∣∣[LSδ,u− LSδ u]i∣∣∣ ≤ Cδ2 ∣∣∣u(4)∣∣∣∞ .
Proof. Using Taylor’s theorem, for x ∈ Rd, j = 1, . . . ,d, and s ∈ Bδ we
have
uj(x+ s)− uj(x) =
∑
|α|=1,2
sα
Dαuj(x)
α!
+
∑
|β|=3
sβ
Rβj (y)
β!
. (68)
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and
uj(x+s)+uj(x−s)−2uj(x) = 2
∑
|α|=2
sα
Dαuj(x)
α!
+
∑
|β|=4
sβ
Rβj (y)
β!
, (69)
where |Rβj (y)| ≤ C|u(4)j |∞ and y depends on x and s. First, we study the
truncation error between LBδ u and LBδ,u, for i = 1, . . . ,d,
∣∣[LBδ,u(x)− LBδ u(x)]i∣∣
=
∣∣∣∣∣
d∑
j=1
∑
|α|=2
Dαuj(x)
α!
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sisj|s|2 s
α −
∫
Bδ
ρδ(|s|)sisj|s|2 s
αds

+
∑
|β|=4
1
2β!
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sisj|s|2 s
βRβj (y)−
∫
Bδ
ρδ(|s|)sisj|s|2 s
βRβj (y)ds
∣∣∣∣∣
≤ 0 +
∣∣∣u(4)∣∣∣
∞
d∑
j=1
∑
|β|=4
∑
s∈Bδ
ωδ(|s|)ρδ(|s|) |sisj ||s|2 |s|
β +
∫
Bδ
ρδ(|s|) |sisj ||s|2 |s|
βds
 ,
≤ Cδ2
∣∣∣u(4)∣∣∣
∞
,
(70)
where we have used eqs. (4), (13), (22) and (69).
Next, via eq. (68), the quasi-discrete nonlocal divergence operator Dδ
acting on u can be written as
Dδu(x) =
d∑
j=1
∑
|α|=1,2
Dαuj(x)
α!
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sjsα
+
d∑
j=1
∑
|β|=3
1
β!
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sjsβRβj (y),
=
d∑
j=1
u′j(x) +
d∑
j=1
∑
|β|=3
1
β!
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sjsβRβj (y),
(71)
where we denote u′j(x) =
duj(x)
dxj
and we have used eq. (12). We immediately
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have a similar result for Dδ,
Dδu(x) =
d∑
j=1
u′j(x) +
d∑
j=1
∑
|β|=3
1
β!
∫
Bδ
ρδ(|s|)sjsβRβj (y)ds. (72)
Then, the truncation error between GδDδu and GδDδu is given by
|[GδDδu− GδDδu]i(x)|
=
∣∣∣∣∣
d∑
j=1
∑
|α|=1,2
Dα(u′j)(x)
α!
∑
t∈Bδ
ωδ(|t|)ρδ(|t|)titα −
∫
Bδ
ρδ(|t|)titαdt

+
d∑
j=1
∑
|γ|=3
1
γ!
∑
t∈Bδ
ωδ(|t|)ρδ(|t|)titγR˜γj (z)−
∫
Bδ
ρδ(|t|)titγR˜γj (z)dt

+
d∑
j=1
∑
|β|=3
1
β!
∑
t∈Bδ
ωδ(|t|)ρδ(|t|)ti
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)sjsβ
(
Rβj (y + t)−Rβj (y)
)
−
d∑
j=1
∑
|β|=3
1
β!
∫
Bδ
ρδ(|t|)ti
∫
Bδ
ρδ(|s|)sjsβ
(
Rβj (y + t)−Rβj (y)
)
dsdt
∣∣∣∣∣,
≤ 0 + C
 d∑
j=1
∑
|γ|=3
∣∣u(4)∣∣∞
γ!
∑
t∈Bδ
ωδ(|t|)ρδ(|t|)|ti||tγ |+
∫
Bδ
ρδ(|t|)|ti||tγ |dt

+
d∑
j=1
∑
|β|=3
∣∣u(4)∣∣∞
β!
∑
|α|=1
∑
t∈Bδ
ωδ(|t|)ρδ(|t|)|ti||tα|
∑
s∈Bδ
ωδ(|s|)ρδ(|s|)|sj |
∣∣∣sβ∣∣∣
+
d∑
j=1
∑
|β|=3
∣∣u(4)∣∣∞
β!
∑
|α|=1
∫
Bδ
ωδ(|t|)ρδ(|t|)|ti||tα|dt
∫
Bδ
ωδ(|s|)ρδ(|s|)|sj |
∣∣∣sβ∣∣∣ ds
≤ Cδ2
∣∣∣u(4)∣∣∣
∞
.
(73)
where R˜j is the remainder by expanding u
′
j as eq. (68) and we have used
eqs. (71) and (72).
Equations (70) and (73) together complete the proof.
Now, we present the discrete model error between the quasi-discrete
nonlocal peridynamic Navier equation and its local limit.
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Lemma 5.5. (Asymptotic consistency II) Assume u ∈ C4(Rd;Rd),
then
|rhΩLSδ,Πhu− rhΩLS0u0|h ≤ C
∣∣∣u(4)∣∣∣
∞
(h2max + δ
2).
Proof. In order to prove this lemma, we need the following intermediate
result ∣∣∣rhLSδ,Πhu− rhLSδ,u∣∣∣
h
≤ Ch2max
∣∣∣u(4)∣∣∣
∞
. (74)
The proof of eq. (74) is similar to lemma 4.7, following the replacement of
the nonlocal operators with their quasi-discrete counterparts. By collect-
ing eq. (74) and lemma 5.4, the discrete model error of collocation scheme
eq. (28) is given as∣∣∣rhLSδ,Πhu− rhLS0u∣∣∣
h
≤
∣∣∣rhLSδ,Πhu− rhLSδ,u∣∣∣
h
+
∣∣∣rhLSδ,u− rhLSδ u∣∣∣
h
+
∣∣∣rhLSδ u− rhLS0u∣∣∣
h
,
≤ C
∣∣∣u(4)∣∣∣
∞
(h2max + δ
2 + δ2).
Combining theorem 5.1 and lemma 5.5, we follow similar procedure as
the proof theorem 4.8 and show that the numerical solution of eq. (28)
converges to its local limit.
Theorem 5.6. Assume the local exact solution u0 is sufficiently smooth,
i.e., u0 ∈ C4(Ω;Rd). For any δ ∈ (0, δ0], let uδ,,h be the numerical solution
of the collocation scheme eq. (28) and fix the ratio between δ and hmax.
Then,
‖u0 − uδ,,h‖L2(Ω;Rd) ≤ C(h2max + δ2).
6. Numerical example
In this section, we validate the convergence analysis in the previous sec-
tions by considering a numerical example in two dimension. We let the
discretization parameter be h1 = 2h2 so the collocation grid has hmax = h1.
Choosing the manufactured solution u(x1, x2) = [x
2
1(1− x1)2 + x22(1− x2)2,
0]T , we obtain the right-hand side of eqs. (9) and (11) as
fδ(x) = f0(x)−
[
18λ
5
δ2, 0
]T
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where
f0(x) = −
[
2λ(1− 6x1 + 6x22) + 6µ(1− 4x1 + 4x21 − 2x2 + 2x22), 0
]T
.
We impose the corresponding values of u(x) on ΩI such that the exact
value to the local limit matches on ∂Ω. The nonlocal kernel is chosen as
ρδ(|s|) = 3
2piδ3|s| , and let Ω = (0, 1)
2, E = 1 and ν = 0.4. Therefore, the
Lame´ parameters λ = Eν/((1+ν)(1−2ν)) and µ = E/(2(1+ν)) satisfy the
assumption in lemma 4.3. For a fixed δ, we solve the following peridynamic
Navier equation{
−LSδ u(x) = fδ(x), x ∈ Ω,
u(x) =
[
x21(1− x21) + x22(1− x22), 0
]T
, x ∈ ΩI .
(75)
When δ goes to zero, we substitute fδ with f0 in eq. (75), and solve the
following nonlocal problem{
−LSδ u(x) = f0(x), x ∈ Ω,
u(x) =
[
x21(1− x21) + x22(1− x22), 0
]T
, x ∈ ΩI ,
(76)
which converges to the local limit{
−LS0u(x) = f0(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω.
We apply the two collocation schemes as eqs. (27) and (28) and investigate
their convergence properties.
6.1. RK collocation
We first use the scheme as described in eq. (27) to solve eq. (75) for
a fixed δ and investigate the convergence property to the nonlocal limit.
Then we study the convergence of the numerical solution to the local limit
by solving eq. (76) and letting δ go to zero.
Figure 2 shows the convergence profiles. When δ is fixed, the numerical
solution converges to the nonlocal solution at a second-order convergence
rate. Then we couple δ with hmax by letting both δ and hmax go to zero but
at different rates, numerical solutions converge to the local limit. Second-
order convergence rates are observed when δ goes to zero faster (δ = h2max)
and at the same rate as hmax (δ = hmax). We only obtain a first-order
convergence rate when δ =
√
hmax. The convergence behaviour agrees with
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theorem 4.8 and theorem 4.10 and the numerical examples have verified that
the RK collocation method is an AC scheme.
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δ = 0.1, r = 2.03
Figure 2: Convergence profiles using the RK collocation method.
6.2. RK collocation on quasi-discrete peridynamic Navier equation
To avoid the need of using high-order Gauss quadrature rules, we have
reformulated the peridynamic Navier equation in section 2.2, using quasi-
discrete nonlocal operators. It is also more practical to couple the horizon
with grid size as δ = M0hmax because this leads to banded linear systems
amenable to traditional preconditioning techniques. Now, we use the RK
collocation method on the quasi-discrete peridynamic Navier equation as
discussed in eq. (28) to solve eq. (76) and study the convergence to the local
limit because δ and hmax approach to 0 at the same rate. Figure 3 presents
the convergence profiles and second-order convergence rates are observed.
The numerical findings agree with our analysis in theorem 5.6 and verify that
the RK collocation on quasi-discrete peridynamic Navier equation converges
to the correct local limit.
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Figure 3: Convergence profiles using the RK collocation on quasi-discrete peridynamic
Navier equation.
7. Conclusion
In this work, we have extended a previously developed linear RK collo-
cation method to the peridynamic Navier equation. We first apply linear
RK approximation to both the displacements and dilatation, then back-
substitute dilatation into the equation, and solve it in a pure displacement
form. Numerical solutions of the method converge to both the nonlocal
solution when δ is fixed and its local limit when δ vanishes; convergence
analysis of this scheme is presented in the case of Cartesian grids with vary-
ing resolution in each dimension. Because the standard Galerkin scheme
has been proven to be stable, the key idea of analyzing the stability of the
collocation scheme was to establish a relationship between the two schemes.
When proving stability, in order to avoid constraining the nonlocal kernel,
we also assume the material parameters satisfy λ ≥ µ, and our analysis is
applicable for materials with Poisson ratio between [0.25, 0.5).
Then, we formulated the quasi-discrete version of the peridynamics Navier
equation using the quasi-discrete nonlocal operators which were proposed in
[18]. The key was to replace the integral with a finite number of symmet-
ric quadrature points in the horizon with carefully designated quadrature
weights satisfying polynomial reproducing conditions for a given nonlocal
(even singular) kernel. Under the assumption that the quadrature points
are symmetrically distributed and that the quadrature weights are positive,
we have shown the stability of the RK collocation method on the quasi-
discrete peridynamics Navier equation. The numerical solution of the RK
collocation method applied to the quasi-discrete peridynamic Navier equa-
tion converges to the correct local limit.
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We have faced two main challenges in this work, comparing to the previ-
ous work in [18]. The first challenge is the derivation of the Fourier symbol.
The Fourier symbol of the peridynamic Navier operator is a matrix and
consists of two parts, while the Fourier symbol of the nonlocal diffusion is a
scalar; more involved derivations are done for the Fourier representations of
the collocation schemes of the peridynamic Navier operator and its quasi-
discrete counterpart. The other challenge is the design of the quadrature
weights for the quasi-discrete nonlocal operators. A reformulation of the
bounded second-order moment condition is required to guarantee consis-
tency.
In addition, we have conducted numerical examples in two dimension
to complement our mathematical analysis and observed the same order of
convergence as in our theoretical results. That is, for the RK collocation
method, the numerical solution converges to the nonlocal solution for a
fixed δ and its local limit independent of the coupling of δ and discretization
parameter hmax; for the RK collocation method on the quasi-discrete peri-
dynamic Navier equation, the numerical solution converges to the correct
local limit when the ratio δ/hmax is fixed.
Finally, we remark that this is the second work of meshfree methods
for nonlocal models. Some interesting topics remain to be addressed. For
classical (local) linear elasticity, FEM solution obtained from the pure dis-
placement form often deteriorates and becomes unstable when ν is close to
0.5. For the peridynamic Navier equation, however, numerical results in
[37] show that the meshfree discretization converges to the local limit with
a second-order convergence rate even for ν = 0.495. It is a challenging ques-
tion to answer, but nevertheless worthwhile, to ask why the peridynamic
Navier equation does not have an instability? Moreover, our analysis is lim-
ited on rectilinear Cartesian grids but rigorous analysis on a more general
grid, such as quasi-uniform grid, should also be studied in the near future.
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Appendix A.
Appendix A.1. Proof of lemma 4.2
We need to calculate the Fourier symbol of the nonlocal operators first.
Lemma A.1. The Fourier symbol of the operators LBδ ,Gδ,Dδ are given by
− L̂Bδ u(ξ) = MBδ (ξ)û(ξ), (A.1)
Ĝδθ(ξ) = ibδ(ξ)θ̂(ξ), (A.2)
D̂δu(ξ) = ibTδ (ξ)û(ξ), (A.3)
where λδ(ξ) is a d× d matrix and bδ(ξ) is a vector. They are expressed as
MBδ (ξ) =
∫
Bδ
ρδ(|s|)s⊗ s|s|2 (1− cos(s · ξ))ds,
= pδ(|ξ|)
(
Id − ~ξ~ξ T
)
+ qδ(|ξ|)~ξ~ξ T ,
(A.4)
and
bδ(ξ) =
∫
Bδ
ρδ(|s|)s sin(s · ξ)ds = bδ(|ξ|)~ξ , (A.5)
where ~ξ =
ξ
|ξ| is the unit vector in the direction of ξ and the scalars
pδ(|ξ|), qδ(|ξ|) and bδ(|ξ|) are given by
pδ(|ξ|) =
∫
Bδ
ρδ(|s|) s
2
1
|s|2 (1− cos(|ξ|sd))ds, (A.6)
qδ(|ξ|) =
∫
Bδ
ρδ(|s|) s
2
d
|s|2 (1− cos(|ξ|sd))ds, (A.7)
bδ(|ξ|) =
∫
Bδ
ρδ(|s|)sd sin(|ξ|sd)ds. (A.8)
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Proof. The derivations of eqs. (A.1) to (A.3) follow directly from the defi-
nition of these nonlocal operators. The derivation of bδ(ξ) can be found in
[14], and we follow the same strategy to show MBδ (ξ),
−L̂Bδ u(ξ) = −
∫
R3
e−ix·ξ
∫
Bδ
ρδ(|s|)s⊗ s|s|2 (u(x+ s)− u(x))dsdx,
= −
∫
Bδ
∫
R3
ρδ(|s|)s⊗ s|s|2 (u(x+ s)− u(x))e
−ix·ξdxds,
=
∫
Bδ
ρδ(|s|)s⊗ s|s|2 (1− e
is·ξ)û(ξ)ds,
= MBδ (ξ)û(ξ),
where MBδ (ξ) is given by the first line of eq. (A.4) and we have used the
symmetry of the nonlocal kernel ρδ(|s|).
We proceed to show the second line of eq. (A.4) only for d = 3 because
the case d = 2 is similar. For any orthogonal matrix R, we have
MBδ (ξ) = RTMBδ (Rξ)R.
We let R be the orthogonal matrix which rotates ξ to be aligned with e,
(e = (0, 0, 1)T ), as
Rξ = |ξ|e.
Then Rξ · s = |ξ|s3 and we have
MBδ (ξ) =
∫
Bδ
ρδ(|s|)1− cos(|ξ|s3)|s|2 R
Ts(RTs)Tds,
R is the rotation matrix that rotates ξ by an angle of
arccos
(
e · ξ|ξ|
)
= arccos
(
ξ3
|ξ|
)
,
around the axis in the direction of
ξ × e
|ξ × e| =
1√
ξ21 + ξ
2
2
(ξ2,−ξ1, 0).
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R can be explicitly constructed as
R =

ξ3
|ξ| +
ξ22
ξ21 + ξ
2
2
(
1− ξ3|ξ|
) −ξ1ξ2
ξ21 + ξ
2
2
(
1− ξ3|ξ|
)
− ξ1|ξ|
−ξ1ξ2
ξ21 + ξ
2
2
(
1− ξ3|ξ|
)
ξ3
|ξ| +
ξ21
ξ21 + ξ
2
2
(
1− ξ3|ξ|
)
− ξ2|ξ|
ξ1
|ξ|
ξ2
|ξ|
ξ3
|ξ|

. (A.9)
Hence each component of Mδ(ξ) is written as
[MBδ (ξ)]ik =
∫
Bδ
ρδ(|s|)1− cos(|ξ|s3)|s|2
3∑
j=1
Rjisj
3∑
l=1
Rlksl ds,
=
∫
Bδ
ρδ(|s|)1− cos(|ξ|s3)|s|2
3∑
j=1
RjiRjks2j ds, for i, k = 1, 2, 3,
where Rij is the component of R. We can rewrite the Fourier symbol
MBδ (ξ) as
MBδ (ξ) =
∫
Bδ(0)
ρδ(|s|)1− cos(|ξ|s3)|s|2 M(ξ, s) ds, (A.10)
where each component of M(ξ, s) is given by
Mik =
3∑
j=1
RjiRjks
2
j .
From eq. (A.9), we arrive at
M(ξ, s) =
1
|ξ|2

(ξ22 + ξ
2
3)s
2
1 + ξ
2
1s
2
3 ξ1ξ2(s
2
3 − s21) ξ1ξ3(s23 − s21)
ξ2ξ1(s
2
3 − s21) (ξ21 + ξ23)s21 + ξ22s23 ξ2ξ3(s23 − s21)
ξ3ξ1(s
2
3 − s21) ξ3ξ2(s23 − s21) (ξ21 + ξ22)s21 + ξ23s23
 ,
= s21
(
I3 − ~ξ~ξ T
)
+ s23
~ξ~ξ T ,
(A.11)
where we have used the symmetry of the ball and the equivalence of s1
and s2 in the integrand. Substitute eq. (A.11) into eq. (A.10), we obtain
the second line of eq. (A.4), and pδ(|ξ|) and qδ(|ξ|) as given in eqs. (A.6)
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and (A.7).
With the establishment of the previous lemma, we now can prove lemma 4.2.
Proof of lemma 4.2. Due to the scaling of the nonlocal kernel eq. (2), we
can rewrite pδ(|ξ|), qδ(|ξ|) and bδ(|ξ|) as the following
pδ(|ξ|) = p1(δ|ξ|)
δ2
, (A.12)
qδ(|ξ|) = q1(δ|ξ|)
δ2
, (A.13)
bδ(|ξ|) = b1(δ|ξ|)
δ
, (A.14)
where p1(δ|ξ|), q1(δ|ξ|) and b1(δ|ξ|) are given as in eqs. (34) to (36) respec-
tively. Combing eqs. (A.1) to (A.3), we arrive at eq. (30). Substituting
eqs. (A.12) and (A.13) into eq. (A.4), eq. (A.14) into eq. (A.5), we obtain
eq. (31).
Appendix A.2. Proof of lemma 4.5
The inverse Fourier transform of L̂Sδ u(ξ) gives
−LSδ u(x) = (2pi)−d
∫
Rd
eix·ξMSδ (ξ)û(ξ)dξ,
From Parseval’s identity, we have
((Ψk),−LSδ (Ψk′)) = (2pi)−d
∫
Rd
(
Ψ̂k(ξ)
)
MSδ (ξ)
(
Ψ̂k′(ξ)
)
dξ,
= (2pi)−d
d∑
j, j′=1
∫
Rd
ei((xk′)−(xk))·ξ
[
MSδ (ξ)
]
jj′ Ψ̂0
2
(ξ)dξ,
= (2pi)−d
d∑
j, j′=1
∫
Q
ei(k
′−k)·ξ [MG(δ,h, ξ)]jj′ dξ,
where we have used eq. (24) and the Fourier transform of the RK shape
function
Ψ̂0(ξ) =
d∏
j=1
̂
φ
(
xj
2hj
)
(ξj) =
d∏
j=1
hj
(
sin(hjξj/2)
hjξj/2
)4
,
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where the Fourier transform of the cubic B-spline function is given as
φ̂(ξ) =
1
2
(
sin(ξ/4)
ξ/4
)4
.
Hence, the Galerkin form eq. (37) can be written as
(ih(uk),−LSδ ih(vk))
= (2pi)−d
d∑
j,j′=1
∑
k,k′∈Zd
uj,k vj′,k′
∫
Q
ei(k
′−k)·ξ [MG(δ, h, ξ)]jj′ dξ,
= (2pi)−d
d∑
j,j′=1
∫
Q
u˜j(ξ)v˜j′(ξ) [MG(δ,h, ξ)]jj′ dξ,
and we have proved (i).
Next, we use the same strategy to express the collocation matrix as
− [LSδ (Ψk′)]j (xk) = (2pi)−d
∫
Rd
eixk·ξMSδ (ξ)
(
Ψ̂k′(ξ)
)
dξ,
= (2pi)−d
∫
Rd
ei(xk−xk′ )·ξMSδ (ξ)
(
Ψ̂0(ξ)
)
dξ,
= (2pi)−d
d∑
j′=1
∫
Q
ei(k−k
′)·ξ [MC(δ,h, ξ)]jj′ dξ,
then we arrive at the collocation form eq. (38) as(
(uk),−rhLSδ ih(vk′)(xk)
)
l2
= (2pi)−d
d∑
j,j′=1
∑
k,k′∈Zd
uj,k vj′,k′
∫
Q
ei(k
′−k)·ξ [MC(δ,h, ξ)]jj′ dξ,
= (2pi)−d
d∑
j,j′=1
∫
Q
u˜j(ξ)v˜j′(ξ) [MC(δ,h, ξ)]jj′ dξ.
This finishes the proof of (ii). In addition, there exists C > 0, such that,
p1 (δ|(ξ + 2pir) h|)
d∏
j=1
(
sin(ξj)
(ξj + 2pirj)
)4(
1− C
(
sin(ξj)
ξj + 2pirj
)4)
> 0,
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for ξ ∈ Q\{0}, and r ∈ Zd; we can also obtain similar estimates for q1(δ|(ξ+
2pir)h|) and b1(δ|(ξ+2pir)h|). Following the procedure as in lemma 4.3,
we can see (iii) immediately.
References
[1] Arnold, D. N., Saranen, J., 1984. On the asymptotic convergence of
spline collocation methods for partial differential equations. SIAM Jour-
nal on Numerical Analysis 21 (3), 459–472.
[2] Arnold, D. N., Wendland, W. L., 1983. On the asymptotic convergence
of collocation methods. Mathematics of Computation 41 (164), 349–
381.
[3] Bobaru, F., Foster, J. T., Geubelle, P. H., Silling, S. A., 2016. Handbook
of peridynamic modeling. CRC press.
[4] Bobaru, F., Ha, Y. D., Hu, W., 2012. Damage progression from impact
in layered glass modeled with peridynamics. Central European Journal
of Engineering 2 (4), 551–561.
[5] Chen, J. S., Hillman, M., Chi, S. W., 2017. Meshfree methods:
progress made after 20 years. Journal of Engineering Mechanics 143 (4),
04017001.
[6] Chen, X., Gunzburger, M., 2011. Continuous and discontinuous finite
element methods for a peridynamics model of mechanics. Computer
Methods in Applied Mechanics and Engineering 200 (9-12), 1237–1250.
[7] Costabel, M., Penzel, F., Schneider, R., 1992. Error analysis of a bound-
ary element collocation method for a screen problem in R3. Mathemat-
ics of computation 58 (198), 575–586.
[8] D’Elia, M., Du, Q., Gunzburger, M., 2017. Recent progress in mathe-
matical and computational aspects of peridynamics. In: Voyiadjis, G. Z.
(Ed.), Handbook of Nonlocal Continuum Mechanics for Materials and
Structures. Springer International Publishing, pp. 1–26.
[9] Du, Q., Gunzburger, M., Lehoucq, R. B., Zhou, K., Oct 2013. Anal-
ysis of the volume-constrained peridynamic navier equation of linear
elasticity. Journal of Elasticity 113 (2), 193–217.
38
[10] Du, Q., Gunzburger, M., Lehoucq, R. B., Zhou, K., 2013. A nonlocal
vector calculus, nonlocal volume-constrained problems, and nonlocal
balance laws. Mathematical Models and Methods in Applied Sciences
23 (03), 493–540.
[11] Du, Q., Ju, L., Tian, L., Zhou, K., 2013. A posteriori error analysis
of finite element method for linear nonlocal diffusion and peridynamic
models. Mathematics of computation 82 (284), 1889–1922.
[12] Du, Q., Tao, Y., Tian, X., Yang, J., 2018. Asymptotically compat-
ible discretization of multidimensional nonlocal diffusion models and
approximation of nonlocal greens functions. IMA Journal of Numerical
Analysis 39 (2), 607–625.
[13] Du, Q., Tian, X., 2018. Stability of nonlocal dirichlet integrals and
implications for peridynamic correspondence material modeling. SIAM
Journal on Applied Mathematics 78 (3), 1536–1552.
[14] Du, Q., Tian, X., 2019. Mathematics of smoothed particle hydrody-
namics: A study via nonlocal stokes equations. Foundations of Compu-
tational Mathematics, 1–26.
[15] Ha, Y. D., Bobaru, F., 2010. Studies of dynamic crack propagation and
crack branching with peridynamics. International Journal of Fracture
162 (1-2), 229–244.
[16] Lee, H., Du, Q., 2019. Nonlocal gradient operators with a nonspherical
interaction neighborhood and their applications. To appear in ESAIM:
Mathematical Modelling and Numerical Analysis.
[17] Leng, Y., Tian, X., Foster, J. T., 2019. Super-convergence of reproduc-
ing kernel approximation. Computer Methods in Applied Mechanics
and Engineering 352, 488–507.
[18] Leng, Y., Tian, X., Trask, N., Foster, J. T., 2019. Asymptotically com-
patible reproducing kernel collocation and meshfree integration for non-
local diffusion. arXiv preprint arXiv:1907.12031.
[19] Li, S., Liu, W. K., 1996. Moving least-square reproducing kernel method
part ii: Fourier analysis. Computer Methods in Applied Mechanics and
Engineering 139 (1-4), 159–193.
39
[20] Li, S., Liu, W. K., 1998. Synchronized reproducing kernel interpolant
via multiple wavelet expansion. Computational Mechanics 21 (1), 28–
47.
[21] Liu, W. K., Jun, S., Zhang, Y. F., 1995. Reproducing kernel particle
methods. International journal for numerical methods in fluids 20 (8-9),
1081–1106.
[22] Macek, R. W., Silling, S. A., 2007. Peridynamics via finite element
analysis. Finite Elements in Analysis and Design 43 (15), 1169–1178.
[23] Mengesha, T., Du, Q., 2014. The bond-based peridynamic system with
dirichlet-type volume constraint. Proceedings of the Royal Society of
Edinburgh Section A: Mathematics 144 (1), 161–186.
[24] Mengesha, T., Du, Q., 2014. Nonlocal constrained value problems for a
linear peridynamic navier equation. Journal of Elasticity 116 (1), 27–51.
[25] Ouchi, H., Katiyar, A., Foster, J. T., Sharma, M. M., et al., 2017.
A peridynamics model for the propagation of hydraulic fractures in
naturally fractured reservoirs. SPE Journal 22 (04), 1–082.
[26] Pasetto, M., Leng, Y., Chen, J.-S., Foster, J. T., Seleson, P., 2018. A
reproducing kernel enhanced approach for peridynamic solutions. Com-
puter Methods in Applied Mechanics and Engineering 340, 1044–1078.
[27] Seleson, P., 2014. Improved one-point quadrature algorithms for two-
dimensional peridynamic models based on analytical calculations. Com-
puter Methods in Applied Mechanics and Engineering 282, 184–217.
[28] Seleson, P., Du, Q., Parks, M. L., 2016. On the consistency between
nearest-neighbor peridynamic discretizations and discretized classical
elasticity models. Computer Methods in Applied Mechanics and Engi-
neering 311, 698–722.
[29] Seleson, P., Littlewood, D. J., 2016. Convergence studies in meshfree
peridynamic simulations. Computers & Mathematics with Applications
71 (11), 2432–2448.
[30] Silling, S. A., 2000. Reformulation of elasticity theory for discontinuities
and long-range forces. Journal of the Mechanics and Physics of Solids
48 (1), 175–209.
40
[31] Silling, S. A., Askari, E., 2005. A meshfree method based on the peri-
dynamic model of solid mechanics. Computers & structures 83 (17-18),
1526–1535.
[32] Silling, S. A., Epton, M., Weckner, O., Xu, J., Askari, E., 2007. Peri-
dynamic states and constitutive modeling. Journal of Elasticity 88 (2),
151–184.
[33] Silling, S. A., Lehoucq, R. B., 2008. Convergence of peridynamics to
classical elasticity theory. Journal of Elasticity 93 (1), 13.
[34] Silling, S. A., Lehoucq, R. B., 2010. Peridynamic theory of solid me-
chanics. In: Advances in applied mechanics. Vol. 44. Elsevier, pp. 73–
168.
[35] Tian, X., Du, Q., 2013. Analysis and comparison of different approxi-
mations to nonlocal diffusion and linear peridynamic equations. SIAM
Journal on Numerical Analysis 51 (6), 3458–3482.
[36] Tian, X., Du, Q., 2014. Asymptotically compatible schemes and appli-
cations to robust discretization of nonlocal models. SIAM Journal on
Numerical Analysis 52 (4), 1641–1665.
[37] Trask, N., Huntington, B., Littlewood, D., 2019. Asymptotically com-
patible meshfree discretization of state-based peridynamics for linearly
elastic composite materials. arXiv preprint arXiv:1903.00383.
[38] Trask, N., You, H., Yu, Y., Parks, M. L., 2019. An asymptotically
compatible meshfree quadrature rule for nonlocal problems with appli-
cations to peridynamics. Computer Methods in Applied Mechanics and
Engineering 343, 151–165.
[39] Yu, K., Xin, X., Lease, K., 2011. A new adaptive integration method for
the peridynamic theory. Modelling and Simulation in Materials Science
and Engineering 19 (4), 045003.
41
