The presence of outliers appears as an unavoidable main problem in experimental studies. Outliers can greatly distort parameter estimates and subsequent standard errors. Consequently, inferences about the parameters are misleading. In this case, applying outlier robust statistical procedures should be considered. Robust estimation often relies on a dispersion function that is more slowly varying at large values than the square function. However, the choice of tuning constant in dispersion functions may impact the estimation efficiency to a great extent. The data used in this paper is part of a concentration-response study that shows the contraction of corpus cavernosum induced by phenylephrine in the organ bath. Because of the existence of an outlier to achieve robust estimations, M-estimation method and Huber function as a dispersion function are used. Three different measures for tuning constant were considered. (0.1, 1.5, 4). Based on the negative log likelihood, robust model had the best fit when c=1.5. In addition, because of the presence outlier, the Population Average (PA) in common model considerably underestimates the mean response in the upper asymptote. As result, using Huber function when c=1.5 in the robust model to apply the data was led to these results, cumulative administration of phenylephrine (0.1µM -300µM) caused concentration-dependent contractions in strips of rat corpus cavernosum (-Log EC50 was 5 ± 0.31, 95% CI= 5.92 to 4.21). To estimate parameters of the model because of existence of an outlier in dataset, M-estimation method and Huber function as a dispersion function has been applied. The appropriate choice of tuning constant can be led to accurate results.
Introduction
In experimental studies, the existence of outliers appears as an unavoidable main problem.
Thus, in order to reduce the disadvantages of outliers on statistical analysis, outliers must be ORIGINAL ARTICLE identified and treated (1) . Outlier diagnosis methods are classified in two main categories, first of which is titled as intuitive method, where outliers are diagnosed using graphs. In the second category, analyzing the residuals can be led for diagnosing outliers. The later approach is entitled as inferential method (2) . Outliers can greatly distort parameter estimates and subsequent standard errors. Consequently, inferences about the parameters are misleading. In this case, applying outlier robust statistical procedures should be considered. In these methods, the influence of outliers in estimating the model parameters is adjusted (3) . As a result, the parameters estimates are more accurate. One of the robust approaches is the so-called Mestimation approach, which relies on minimizing a dispersion function that is slowly varying instead of the squared residuals. Therefore, efficient estimation is possible only if a dispersion function with an appropriate resistance level is chosen(4). Little work has been done on how to choose such a dispersion function for a given dataset. From a likelihood perspective, the "best" loss function would be the negative log-likelihood function(5). The most widely used dispersion function is the Huber function. However, the choice of tuning constant in Huber function may impact the estimation efficiency to a great extent. Wang in his article, suggested obtaining the "best" tuning constant from the data so that the asymptotic efficiency is maximized (4).
The four-parameter logistic (4pl) regression with a random term is a common model to fit the concentration-response curve to the data (6) . A concentration-response curve describes the relationship between response to drug treatment and drug dose or concentration. Sensitivity to a drug acting at a specific, saturable receptor typically spans a large concentration range, so dose-response curves are usually semilogarithmic; the amount of drug is plotted as the log of drug concentration, giving them their familiar sigmoidal shape (6, 7) .
The aim of this article is considering the effect of different choices of tuning constant in Huber function on robust parameters estimate. To do this, the concentration-response data examining the effect of phenylephrine in rat corpus cavernosum, has been used.
Materials and Methods
The data used in this paper is part of a concentration-response study showing the contraction of corpus cavernosum induced by phenylephrine in the organ bath. Eight different doses of phenylephrine were used. Three experimental groups were used in this study; each group consisted of eight rats. The concentration-response curves to phenylephrine (0.1µM to 300µM) were obtained by the cumulative addition of phenylephrine to the chamber.
The 4pl regression model with a random term can be written as follows: (1) Where yij is the jth measured response of the subject exposed to Xij dose, A is the upper asymptote parameter, D is the lower asymptote parameter, C is the ED50 parameter (the dose is required to elicit 50% response), and B is the rate parameter. Since the A, B, C, and D parameters are fixed effects, and the parameter α is a random term, model1 is a nonlinear mixed model.
In order to diagnose the outliers, a plot of the response against the log dose was used. Because of the existence of an outlier, M-estimation method and Huber function as a dispersion function are used to achieve robust estimations(3).
Huber function can be written as follows:
The constant c must be pre-specified. In fact, the constant c regulates the amount of robustness. The choice of c can have a great impact on the estimation efficiency. The choice of c should reflect the possible proportion of outliers in the data. It is therefore sensible to adjust the c value accordingly based on the distribution of the data (4).
Results
Eight different doses of phenylephrine in three clusters were used in this study. 24 observations were measured. A plot of the response (the contraction of corpus cavernosum) against the logdose for each cluster is given in Figure1. As can be seen when c=1.5, the model has better fit than the other two values for c. in addition, for comparing these three robust models with different measures of C, the Negative Log Likelihood was obtained. The Negative Log Likelihood statistic is 164.5 and 84.409 and 163.84 for the first robust model (c=0.1) and for the second robust model (c=1.5) and for the third robust model (c =4), which means the second robust model had better fit than the others. The parameters estimates of these three models were given in table1. Consequently, considering c=1.5, the 4pl with a random term parameters estimates, in columns (2) and (3) and the robust model parameters estimates in columns (4) and (5) have been displayed in table1.
For comparing the robust model and the common model, the Akaike Information Criterion (AIC) was obtained. The AIC statistic is 180.818 and 255.2 for robust model and common model which means robust model had better fit than the common model. According to the results of robust model in table1 the contraction of corpus cavernosum induced by phenylephrine in the organ bath. Cumulative administration of phenylephrine (0.1µM -300µM) caused concentration-dependent contractions in strips of rat corpus cavernosum (-Log EC50 was 5 ± 0.31, 95% CI= 5.92 to 4.21). The contraction of corpus cavernosum started in the concentration of 0.3μM and then gradually increased in a dosedependent manner till it reached a plateau in 100μM.
As displayed in figure3, the parameter A estimate in the common model is much lower than this in robust model. This underestimating 
Discussion
In this paper, the effect of choosing the best tuning constant in Huber function on the outlier robust nonlinear mixed model estimation was examined. To show the significant effect of choosing c in parameter estimates, the real data was used.
In real data, the presence of outliers is unavoidable. In this case, to estimate the parameters, the outlier robust procedure must be used (3) . In outlier robust statistical procedures the influence of outliers in estimating parameters are adjusted. There are several approaches in robust statistic. Mancini et al. (8) and Muler and Yohia (9) proposed a robust M-estimator that assigns a much lower weight to the outliers than the Gaussian maximum likelihood estimators does. Pinheiro et al. (10) and Staudenmayer et al. (11) introduced robust estimation techniques in which both random effects and errors have multivariate Student-t distributions. Yeap and Davidian (12) proposed a two-stage approach for robust estimation in nonlinear mixed effects when outliers are present within and between individuals. Finally the procedure used in this article was proposed by Williams in 2015. He introduced a one-step approach by utilizing a robust version of the linearized Gaussian likelihood for the nonlinear mixed model(3). As pointed out by Huber (13) , "The constant c regulates the amount of robustness; good choices are in the range between 1 and 2, say, c = 1.5." Other values are also used in the literature, for example, c = 1.2 (14) , c = 1.25 (15) . The default value of c in R package (rlm function) is 1.345 to achieve about 90% efficiency when the data are normally distributed (4) .
As displayed in table 2, the parameter A estimate based on two models is different. The outlier made a considerable difference in the estimations . Robust estimations are reliable because the robust model is not affected by outliers. The robust parameter estimations do not systematically underestimate the PA near the upper asymptote area. It is clear from figure3, that the outlier has not influenced the estimates of the robust model as significantly as the estimates of the common model. Most researchers find that in the existence of the outliers, the Gaussian quasimaximum likelihood estimators are very inaccurate. Accordingly In the presence of the outliers four parameter logistic regression with a random term need to be robust using appropriate technique.
Conclusion
In this paper, in order to consider the clustering feature of dose-response data, the 4pl regression with a random term has been used. To estimate parameters of the model because of existence of an outlier in dataset, M-estimation method and Huber function as a dispersion function has been applied. The appropriate choice of tuning constant can be led to accurate results.
