Randomized dimensionality reduction has been recognized as one of the fundamental techniques in handling high-dimensional data. Starting with the celebrated Johnson-Lindenstrauss Lemma, such reductions have been studied in depth for the Euclidean (ℓ2) metric and, much less, for the Manhattan (ℓ1) metric.
Introduction
Proximity search is a fundamental computational problem with several applications in Computer Science and beyond. Proximity problems in metric spaces of low dimension have been typically handled by methods which discretize the space and therefore are affected by the curse of dimensionality, making them unfit for high-dimensional spaces. In the past two decades, the increasing need for analyzing highdimensional data led the researchers to devise approximate and randomized algorithms with polynomial dependence on the dimension.
A fundamental proximity problem is Approximate Nearest Neighbor search. By known reductions, one can (up to polylogarithmic factors) focus on the decision version with witness: the (c, r)-Approximate Near Neighbor problem.
Definition 1 ((c, r)-Approximate Near Neighbor). Let (X, d X ) be a metric space. Given P ⊆ X and reals r > 0, c ≥ 1, build a data structure S that, given a query point q ∈ X, performs as follows:
• If the nearest neighbor of q lies in distance at most r, then S is allowed to report any point p * ∈ P such that d X (q, p * ) ≤ cr.
• If all points lie at distance more than cr from q, then S should return ⊥.
S is allowed to return either a point at distance ≤ cr or ⊥.
1 . Our definition is essentially a modified version of the nearest neighbor preserving embedding from [16] .
Definition 2 (Near neighbor-preserving embedding). Let (Y, d Y ), (Z, d Z ) be metric spaces and X ⊆ Y .
A distribution over mappings f : Y → Z is a near-neighbor preserving embedding with range r, distortion D ≥ 1 and probability of correctness P ∈ [0, 1] if, ∀ε ≥ 0 and ∀q ∈ Y , with probability at least P , when x ∈ X is such that d Z (f (x), f (q)) ≤ (1 + ε)r in f (X), then d Y (x, q) ≤ D · (1 + ε)r.
Our approach is to represent the point set with a carefully chosen covering set, and then apply a random projectionà la [14] to that covering set. We study two cases of covering sets: c-approximate r-nets and randomly shifted grids. Our results concern ℓ k 1 as the target space, where k depends on the doubling dimension, and on some trade-off parameter which affects the preprocessing time needed in order to embed the dataset. On the low-preprocessing-time extreme, one can embed the dataset in linear time, but the target dimension is polynomial in log log n. To compare with, the analogous result of Indyk [14] provides with target dimension which is polynomial in log n, without any assumption for the doubling dimension of the dataset. On the other hand, one can obtain preprocessing time of n 1+δ for any constant δ > 0, and target dimension which depends solely on the doubling dimension.
Preliminaries
In this section, we define basic notions about doubling metrics, and we present useful previous results.
Definition 3. Consider any metric space
The doubling constant of X, denoted λ X , is the smallest integer λ X such that for any p ∈ X and r > 0, the ball B(p, r) can be covered by at most λ X balls of radius r/2 centered at points in X.
The doubling dimension of (X, d X ) is defined to be equal to log λ X . Nets play an important role in the study of embeddings, as well as in designing efficient data structures for doubling metrics. Proof. We employ basic ideas from [11] . An analogous result in ℓ 2 is stated in [10] . First, we assume r = 1, since we are able to re-scale the point set. Now, we consider a randomly shifted grid with sidelength 2. The probability that two points p, q ∈ P fall into the same grid cell, is at least 1 − p − q 1 /2. For each non-empty grid cell we snap points to a grid: each coordinate is rounded to the nearest multiple of δ = 1/10dc. Then, coordinates are multiplied by 1/δ and each point x = (x 1 , . . . ,
2d/δ by a function G as follows:
is a binary string of z ones followed by 2/δ − z zeros. For any two points p, q in the same grid cell, let f (p),f (q) be the two binary strings which are obtained by the above mapping. Notice that,
Hence,
Now, we employ the LSH family of [11] , for the Hamming space. After standard concatenation, we can assume that the family is (ρ, c ′ ρ, n
′ and β = n −1 . Notice that for the above two-level hashing table we obtain the following guarantees. Any two points p, q ∈ P , such that p − q 1 ≤ 1, fall into the same bucket with probability ≥ α/2. Any two points p, q ∈ P , such that p − q 1 ≥ c, fall into the same bucket with probability ≤ β.
Finally, we independently build k = Θ(n 1/c ′ log n) hashtables as above, where the random hash function is defined as a concatenation of the function which maps points to their grid cell id and one LSH function. We pick an arbitrary ordering p 1 , . . . , p n ∈ P . We follow a greedy strategy in order to compute the approximate net. We start with point p 1 , and we add it to the net. We mark all (unmarked) points which fall at the same bucket with p 1 , in one of the k hashtables, and are at distance ≤ cr. Then, we proceed with point p 2 . If p 2 is unmarked, then we repeat the above. Otherwise, we proceed with p 3 . The above iteration stops when all points have been marked. Throughout the procedure, we are able to store one pointer for each point, indicating the center which covered it.
Correctness. The probability that a good pair p, q does not fall into the same bucket for any of the k hashtables is ≤ (1 − α/2) k ≤ n −10 . Hence, with high probability, the packing property holds, and the covering property holds because the above algorithm stops when all points are marked.
Running time. The time to build the k hashtables is k · n =Õ(n 1+1/c ′ ). Then, at most n queries are performed: for each query, we investigate k buckets and the expected number of false positives is
. Hence, if we stop after having seen a sufficient amount of false positives, we obtain time complexityÕ(n 1+1/c ′ ) and the covering property holds with constant probability. We can repeat the above procedure O(log n) times to obtain high probability of success.
The main result in the context of randomized embeddings for dimension reduction in ℓ d 1 is the following theorem, which exploits the 1-stability property of Cauchy random variables and provides with an asymmetric guarantee: The probability of non-contraction is high, but the probability of non-expansion is constant. Nevertheless, this asymmetric property is sufficient for proximity search.
Theorem 6 (Theorem 5, [14] ). For any ε ≤ 1/2, δ > 0, ε > γ > 0 there is a probability space over linear mappings f : ℓ
, for a function ζ(γ) > 0 depending only on γ, such that for any pair of points p, q ∈ ℓ 
Note that the embedding is defined as f (u) = Au/T , where A is a k×d matrix with each element being an i.i.d. Cauchy random variable. In addition, T is a scaling factor defined as the expectation of a sum of truncated Cauchy variables, such that T = Θ(k log (k/ε)) (see Lemma 5 in [14] ).
The key observation here is that given a c-approximate r-net in a space X of bounded diameter ∆, one can directly employ Theorem 6. The number of net points can be upper bounded by a function of λ X , r, c, and ∆, and hence the new dimension depends only on these parameters. Finally, by setting
The main contribution of this paper is to prove better bounds than the ones of Theorem 6 for doubling subsets of ℓ d 1 , without any assumption on the diameter, by representing the pointset with a suitable covering set and randomly projecting this set.
Concentration bounds for Cauchy variables
In this section, we present basic properties of the Cauchy distribution, which serves as our main embedding tool.
Let C D denote the Cauchy distribution with density c(x) = (1/π)/(1 + x 2 ). One key property of the Cauchy distribution is the so-called 1-stability property:
The Cauchy distribution has undefined mean. However, for 0 < q < 1, the mean of the qth power of a Cauchy random variable can be defined. More specifically, for some X ∼ C D we have
The following lemma provides a bound for the moment-generating function of |X| 1/2 .
Then for any β > 1:
Proof. For any constant β,
Then, for any β > 1,
Let S := k j=1 |X j | where each X j is an i.i.d. Cauchy variable. To prove concentration bounds for S, we study the sumS := k j=1 |X j | 1/2 . By known bounds, S ≤S 2 ≤ k · S, which for any t > 0 yields
We use the bound on the moment-generating function, to prove a Chernoff-type concentration bound forS, which by (1) translates into a concentration bound for S.
Proof. Since X j 's are independent, E[S] = √ 2k. Then, by Lemma 7 and Markov's inequality, for any β > 1,
Setting β = D completes the proof.
Net-based dimension reduction
In this section we describe the dimension reduction mapping for the ℓ 1 norm via r-nets. Let P ⊂ ℓ d 1 be a set of n points with doubling constant λ P . For some point x ∈ R d and r > 0, we denote with B 1 (x, r) the ℓ 1 -ball of radius r around x. The embedding is non-linear and is carried out in two steps.
First, we compute a c-approximate (ε/c)-net of P with the algorithm of Theorem 5. Let N be the output of the algorithm. In every iteration, a subset P s ⊆ P is covered by some point s ∈ N . Let g : P → N be the function that maps every point of P s to s. In the second step, for every s ∈ N and any query point q ∈ ℓ We define the embedding to be h = f • g. We apply h for every point in P , and only f for any query q. It is clear from the properties of the net that g incurs an additive error of ε on the distances between q and P , so it is sufficient to consider the distortion of f .
Our analysis consists of studying separately the following disjoint subsets of N : Points that lie at distance at most D 0 from the query and points that lie at distance at least D 0 , for some D 0 > 1 chosen appropriately. For the former set, we can directly apply Theorem 6, as it has bounded diameter.
The next lemma guarantees the low distortion for the points of the latter set, i.e. those that are sufficiently far from the query. We consider the sum of the square roots of each |Y j |, i.e.,S = j |Y j | 1/2 , in order to utilize the tools of section 3.
Lemma 9. Fix a query point
such that for k = Θ log 2 λ P · log(c/ε) + log(1/δ) , with probability at least 1 − δ,
Proof. Assume wlog that the query point lies at 0 d . For some D 0 > 1, we define the following subsets of N :
By the definition of doubling constant and the fact that two points of N lie at distance at least ε, |N i | is at most λ log(2cDi/ε) P . Therefore, by the union bound, and (1)
By Lemma 8, for D 0 = ⌈800T /k⌉ = Θ(log(k/ε)) and k > log λ P · log(2cD 0 /ε) + 2 log(2λ P /δ):
Finally, for some large enough constant C, we demand k > C (log λ P · log(c log k/ε) + log(1/δ)) > log λ P · log(2cD 0 /ε) + 2 log(2λ P /δ) which is satisfied for k = Θ log 2 λ P · log(c/ε) + log(1/δ) .
The set P can be embedded in timeÕ(dn 1+1/c ), and any query q ∈ ℓ
Proof. Let f, g be the mappings defined in the beginning of the section and D 0 = Θ(log(k/ε)). Assume wlog for simplicity that q = 0 d . Then, by Lemma 9 for k = Θ log 2 λ P · log(c/ε) , with probability at least 1 − ε/5 ∀p ∈ P :
By Theorem 6 for γ = ε/10 and δ = ε/(5λ 2 log (2cD0/ε) P ), with probability at least 1 − ε/5
Moreover,
The target dimension then needs to satisfy
Hence, for k = (log λ P · log(c/ε)) Θ(1/ε) /ζ(ε) we achieve total probability of success Ω(ε), which completes the proof.
Dimension reduction based on randomly shifted grids
In this section, we explore basic properties of randomly shifted grids, and we present a simplified embedding which consists of a first level of snapping points to a grid and a second level of randomly projecting grid points.
Let w > 0 and t be chosen uniformly at random from the interval [0, w]. The function
induces a random partition of the real line into segments of length w. Hence, the function
for t 1 , . . . , t d independent uniform random variables in the interval [0, w], induces a randomly shifted grid in R d . For a set X ⊆ R d , we denote by g w (X), the image of X on the randomly shifted grid points defined by g w . For some x ∈ R d and r > 0, the number of grid cells of g w (ℓ d 1 ) that B 1 (x, r) intersects per axis is independent, and in expectation is 1 + 2r/w. Then, the expected total number of grid cells that B 1 (p, r) intersects is (1 + 2r/w) d . Now let P ⊂ ℓ d 1 be a set of n points with doubling constant λ P and q ∈ ℓ d 1 a query point. For w = ε/d, the ℓ 1 -diameter of each cell is ε and therefore g w (P ) is an ε-covering set of P .
Lemma 11. Let R > 1 and
Proof. By the doubling constant, there exists a set of balls of radius ε/d 2 centered at points in P ′ , of cardinality at most λ 2 log(dR/ε) P which covers P ′ . For each ball, the expected number of intersecting grid cells is ( 
Hence, the proof follows by linearity of expectation.
The next lemma shows that with constant probability, the growth on the number of representatives, as we move away from q, is bounded.
Lemma 12.
Let {D i } i∈N be a sequence of radii such that for any i: D i+1 = 4 · D i , and let A i be the points of g w (P ) within distance D i+1 = 2 2(i+1) D 0 from q. Then, with probability at least 1/3,
2 log(dDi+1/ε) P for every i ∈ {−1, 0, . . .}. Then, a union bound followed by Markov's inequality yields
In addition,
, for a function ζ(ε) > 0 depending only on ε, such that for any q ∈ ℓ d 1 , if there exists p * ∈ P such that p * − q 1 ≤ 1, then with probability Ω(ε),
Any point can be embedded in time O(dk).
Proof. We follow the same reasoning as in the proof of Theorem 10. The embedding is
, where f is the randomized linear map defined in section 4. As before, we apply h ′ for every point in P , and only f for queries. Note that the randomly shifted grid incurs an additive error of ε in the distances between q and P .
Assume wlog that q = 0 d and let A i be the points of g ε/d (P ) within distance D i+1 = 2 2(i+1) D 0 from q. Hence, by Lemma 12,
As in Lemma 9, for D 0 = ⌈800T /k⌉ = Θ(log (k/ε)), k ≥ 20 log λ P · log dD0 εδ and δ = ε/5,
Hence, for k = Ω (log 2 λ P · log(d/ε) , with probability at least 1 − ε/5
Now, we are able to use Theorem 6 for points which are at distance at most D 0 + ε from q, and the near neighbor. By Lemma 12, with constant probability, the number of grid points at distance ≤ D 0 + ε, is at most 32 · λ 4 log(dD0/ε) P . Hence, by Theorem 6 for γ = ε/10 and δ = ε/(160λ 4 log (dD0/ε) P ), with probability at least 1 − ε/5
Moreover, with probability at least ε/2 h ′ (p * ) − f (q) 1 ≤ (1 + 3ε).
As in Theorem 10, the target dimension needs to satisfy k ≥ ln (160λ 4 log (dD0/ε) P /ε) 2/ε ζ(ε) .
Hence, for k = (log λ P · log(d/ε)) Θ(1/ε) /ζ(ε) we achieve total probability of success Ω(ε).
Conclusion
Theorem 10 provides with a trade-off between the preprocessing time required and the target dimension.
On the other hand, Theorem 13 has the advantage of fast preprocessing: any point can be embedded in O(dk) time, and the embedding is oblivious to the pointset. In the near-linear preprocessing time, the two results are comparable, since the dimension in Theorem 13 can be substituted by the target dimension of Theorem 6. Notice that any potential improvements to Theorem 6 could lead to improvements of Theorems 10 and 13. The target dimension in those theorems, derives from a direct application of Theorem 6 to the representative data points which lie inside a bounding ball centered at the query.
Algorithmic implications. Our embedding can be combined with the bucketing method of [11] for the (1+ε)-ANN problem in ℓ 2 ) query time (see also [5] ). However, for subsets of ℓ 1 of fixed doubling dimension, one can combine this data structure with the embedding of Theorem 10, improving space and query time. For instance, for c = log n, we obtain preprocessing timeÕ(dn 1+o(1) ), space n 1+o(1) and query time O(d)×(log log n) Θ(1/ε) .
