The oscillatory or Apollonian packing in two dimensions is well known and is described for example in [13] . Recently we investigated the three dimensional osculatory packing of a sphere [4] However, the results of that paper indicate that, for N > 3, ΛΓ-dimensional osculatory packings are irregular and not invariant under inversion as is the case for N = 2 and 3. In this paper we introduce a class of packings which we call discrete packings, and produce some examples. This class is analogous to the class of lattice packings which appear in the theory of packings of equal spheres.
We shall use the systems of polyspherical coordinates developed in [4] . Section 2 contains a description of these as well as the proofs of some additional results needed here. The idea of the separation Δ{X, Y) between two spheres X and Y will again play an important role.
In § 3 we consider inversively generated configurations obviously generalizing the construction used in [4] . That is, we begin with a 'cluster' of (N + 2) disjoint spheres and by successive inversions replace the spheres one at a time with new spheres in such a way that the separations between the spheres in the new cluster are the same as for the initial cluster. In terms of polyspherical coordinates the necessary inversions are represented by matrices which preserve a certain indefinite quadratic form. Repetition of the process leads to a configuration of spheres in E N which may or may not be a packing, depending on the initial cluster.
In § 4 we give sufficient conditions under which an inversively generated configuration is a packing. The conditions force the separations between the spheres in the configuration to lie in a discrete subset of the rational numbers, hence the name 'discrete packing'. In addition to the two and three dimensional osculatory packings, we give examples of discrete packings for dimensions 2, 3, 4, 5, and 9. We do not know yet whether such packings exist in all dimensions. The examples we have found are given in § 6.
The packings described in § 4 are not in general osculatory; that is, the largest possible sphere is not generated at each step. However, 383 384 D. W. BOYD they are if-osculatory, a natural generalization of oscillatory, which we introduce in § 5. We prove in that section that Z-osculatory packings are complete and that they have exponents strictly less than N. We then prove that all inversively generated configurations which are infinite packings are in fact if-osculatory.
In § 6, we give thirteen examples of discrete packings and discuss their exponents and cross sections. The cross sections arise when one chooses two of the spheres in the cluster to have zero curvature. The centers of the spheres in the cross section form a lattice in E N _ λ which is invariant under a group generated by N reflections. Since Coxeter [6] has determined all such groups, it would appear that there is a possibility of classifying all discrete packings but that is not attempted here.
We gratefully acknowledge a letter from Professor J. B. Wilker in which he pointed out that the matrices B t of [4] represent inversions. He also proposed a study of the groups generated by these inversions.
2* Polyspherical coordinates* We shall use the word sphere to mean an iV-sphere or ΛΓ-ball. If f, ae E N and r Φ 0 we write
Thus we specifically allow spheres with negative radius. The curvature ε(X) of a sphere X is the reciprocal of its radius. We consider a half-space to be a sphere with zero curvature. If hεE N and n is a unit vector in E N we write Π (δ, n) = {ξ (f -b) n < 0}, and consider Π (b, Ίk) to be the limit as r -> oo of S (b -rn, r) 
2 )/2rs, and by the limit of this expression if r or s is infinite. By inversion in a sphere X, we mean inversion in its boundary. The quantity Δ(X, Y) is invariant under inversions.
Given any N + 2 spheres X l9 •••, X N+2 , let A denote the matrix (Δ(X i9 Xj)). We call A a separation matrix. If Δ is nonsingular then, as shown in [4] , these spheres can be used as a basis for a system of polyspherical coordinates as follows: For any sphere Y we let
The polyspherical coordinates of Y with respect to X l9 •••, X N+2 are defined by a(Y) = A~ιc{Y). Let e t be the curvature of X { and ε = (e lf , e N+2 ) τ .
Then the curvature of Y satisfies (1) The vector ε satisfies the generalized Descartes formula: For any two spheres Y and Z we have , x N+2 and B has columns -x 2f -(l/2)ε, x 3 , , x N+2 . The fact that the diagonal elements of A are all -1 then shows that the rows of A are of the form u(X) for real spheres X. Note that there is a nonsingular P so that Proof. We seek a vector ε with ε ί < 0 and s* > 0 for i > 1 which satisfies (2). We shall further require that if /c = Δ~ιε then κ t > 0 for all i. This ensures that the center of X t is in the convex hull of the centers of X lf ••-, X N+2 *, for, if Z 3 is a half-space orthogonal to all Xi except X 3 and X x and if Z 3 contains the center of X 3 , then by (l),
Equation (5) shows that the signs of A(Z ά , XJ and A{Z h X 3 ) are opposite and thus the centers of X 1 and X 3 both lie in Z 3 . This being true for all j proves our claim.
We thus now seek K with all /^ > 0 so that /c τ Δ/c = 0. Since A + 21 has entries all exceeding 1, the Perron-Frobenius theorem [10, p. 49] shows that A has an eigenvalue p ^ N, and a corresponding positive eigenvector ξ. Let fc = ξ + ae 1 where e γ is the usual unit vector and a is to be chosen. A direct computation shows that there is a positive a which makes κ τ Δtt = 0, and that for i = 2, , N + 2,
(βi < 0 since κ τ ε = 0.) The inequalities (6) and Δ(X if X 3 )^l for i=^j" imply that X { and X, are disjoint for i Φ j. Given any i Φ j let k be different from both i and i Then Yâ nd Y 3 are orthogonal to X k and hence must intersect or at least touch each other.
Thus
In terms of the biorthogonal spheres Y { obtained in Lemma 2.3, the ith coordinate of a sphere X is given by
According to the proof of Lemma 2.3, Ω {j = -cos Θ, where θ is the angle between the outward normals to Yi and Yj at a point of intersection or contact. There is of course a simple relation between Ω" 1 = {p i5 ) and Δ which is given by
• 3* Inversively generated configurations* In this section we describe a process for generating configurations of spheres depending on a fixed separation matrix Δ. In the next section we will give conditions on under which such a configuration is a packing. The process is a generalization of the process defined in [4] when A = J -2 I, J being the matrix with all entries equal to 1.
From now on we consider only those A which satisfy the conditions of Lemma 2.2. We call a disjoint collection of spheres
Clusters exist by Lemma 2.2. A solution ε of (2) clearly corresponds to a cluster if and only if either all ε, are nonnegative, or else one ε i9 say ε k is negetive and \ε k \ < ε t for i Φ k. In fact, any two clusters are inversively equivalent. This is easily seen by inverting the cluster into a standard configuration in which X x and X 2 are parallel half-spaces at distance 1 apart (if A 12 = 1) or else concentric spheres with ε(Xj) = -1, and ε(X 2 ) the smaller of the two possible values (if A 12 > 1). Then the curvatures and the distances between the centers of the other spheres are uniquely determined.
The sphere generating process is as follows: We begin with a cluster
, Y N+2 we obtain N + 2 new clusters. We repeat this procedure with the new clusters obtaining (N + 2) 2 clusters X x (i 9 j), , X N+i (ί, j) . Proceeding in this way, at the mth stage we will have (N + 2) m clusters which we can index by a parameter a - (ί l9 , i m ) where each i k takes values in the set {1, 2, , N + 2} and m = 1, 2, . We include a single vector a with no components when m = 0. We denote by G the collection of all such a, and by &(Δ) the collection of all spheres Xi(a), aeG, i = 1, •••, N + 2. We call &(Δ) an inversively generated configuration. 
for some integer k {j . Thus the lemma follows by (c). Proof. Writing (8) as {-2lq i% )E i = ΔBi -A, we see that (-2/ff«) is an integer, and computing modulo 2 we have (10) (-2/q^E, = JB< -J = kJ(mod 2)
for some integer k. The left member of (10) has at most one nonzero entry while the right member has all entries equal. Thus -2jq u = 0(mod2 
Then &(Δ) is a packing.
Proof. We will assume that gf (J) is not a packing and obtain a contradiction. As in the proof of Theorem 5 of [4] , by choosing a minimal counterexample, we may assume that there are two clusters (X,) = (-Xi(α)) and (W,) = (XM) such that X 1 g W j and each X k , k Φ 1 is either equal to a W m or disjoint from them all, and reciprocally for the W k , k Φ j. If (d) holds then two of the X k , say X 2 and X 3 touch Xi in two distinct points. However, X ι is inside W 3 and has at most one point of contact with the boundary of Wj, while X 2 and X 3 are outside of W 3 , & contradiction.
If (e) holds, then say Δ 12 = 1 so X 1 and X 2 are tangent. This point of tangency lies on the boundary of Wj, since X γ is inside Wj and X 2 is outside. Thus Δ(W h X 1 ) = -1 and Δ{W jy X 2 ) = 1. From (9) 
which is a contradiction. DEFINITION 4.1. We shall call a packing which satisfies the conditions of Lemma 4.1 a discrete packing. (Theorem 4.4 shows such packings exist.) 5* i£-osculatory packings* In this section we introduce a class of packings which we call Z-osculatory packings, and observe that these are complete and that there is an upper bound on the exponents of such packings which is strictly less that N. The proofs follow those of [2] so are not given in great detail. Next we show that if &(A) is an infinite packing, then it is iΓ-osculatory. The proof is similar to the proof of Theorem 9 of [4].
We recall from [1] that a complete packing of an open set U in E N is a packing ^ -{S n } of U by spheres S n such that U\\J S n has measure zero. If U has finite measure, the exponent of <Sf is defined by e(^f U) = infit'.Σri < oo}, where r n is the radius of S n . We define R n = U\(SΓ U U SΓ), and for each δ > 0, write , N + 1 be disjoint spheres with finite radii. The cell P = P(Xi, , X N +ι) is defined in the following way: If all r< > 0, then P is the convex hull of «i, * -, Gtf +1 ; if one r< < 0 (so r, > 0 for j Φ Ϊ), then P is the closure of the set difference K\H, where K is the polyhedral cone with vertex at a { generated by a lf •••, a { _ ly a i+lj •••, a N+1 , and H is the convex hull of α lf •• ,α iV+1 . We call a l9 •• ,α ΛΓ+1 the vertices of P and X 1? , X^+ 1 the corners of P. Proof. We treat only the case in which all radii are positive. The proof is by induction on N. We first note that T is star like with respect to the center of X. We next show that T contains the boundary of P and this will complete the proof since a starlike set containing the boundary of a bounded convex set must contain the whole set. Let Z be a plane face of P, say the face through a l9 , a N . Let X' be the perpendicular projection of X onto Z, and let X[ = X { Π Z for i = l y ... 9 JV. Then X' intersects X/ since X/ is also the projection of Xi onto Z, and thus by induction, P(X/, , X^r) c U ί^fe, r t + r):ί = 1, >--,N)czT. Thus all faces of P are in Γ so that PcΓ, The proof when one r { < 0 uses similar ideas and we refer the reader to Lemma 8 of [4] . Proof. Let S* = X i+1 for i = 1, , N + 1. We shall show that there is a sequence of spheres {S n }, S n e 5f(A) so that {S n } is l£-osculatory with K! = K + (K 2 -1) 1/2 . Then S n is complete hence is all of gf (J). We select S n inductively for n ^ N + 2 and at the same time subdivide U by cells so that we can verify the conditions of Definition 5.1 using Lemmas 5.3 and 5.4.
To begin with, let P { be the cell P(X lf , X if , X N+2 ), where the symbol Λ means omit X t . Then ^cPiU U P N +% since α L is in the interior of P 1 by assumption. With each P^ is associated a unique next sphere ^r(P<) = X t (i)e &(Δ). Let S N+2 be the ~/f~(P<) with largest radius, say r N+2 . Using Lemma 5.4, for each i there is a sphere of radius Kr N+2 , or K'r N+2 concentric with ^V(P^ which intersects the corners of P ίβ Thus Lemma 5.3 guarantees the conditions of Definition 5.1 for xeR n Pi, and hence for xeR n since B n a\J P i9 (where here n -N + 2). Now, if S N+2 = ^4^{P^, we replace P 4 by iV + 1 cells, each having one corner S N+2 and the remaining corners being N of the corners of P 4 . This is done for each ΐ for which S N+2 = ^A^(Pi). We renumber the new cells P l9 •••, P w . These may overlap but they still cover E N . Furthermore, the corners of each P k are of the form X^i), •• ,-X J (ΐ), --,X N+2 {i) for some j and i. Thus there is a unique t yΓ(P k ) e ^{Δ) defined for each k.
The induction now proceeds in an obvious way except at some point we might find that each Λ^{P^ is among the S n already chosen. However, this would imply that &(Δ) is finite contrary to our assumption. 6* Examples* In this section we exhibit and investigate thirteen Δ for which &(Δ) is a packing. These are discrete packings satisfying the conditions of Lemma 4.1 and Theorem 4.4. Briefly, we seek symmetric matrices A which satisfy the following conditions, where Δ~ι - If A is symmetric we must have a { = a m^ for all i. If Δ is a circulant then the diagonal entries q i{ of Δ~γ are all equal to -c say, so Ω = c" 1 //" 1 . Thus the entries of β are restricted to the set {0, ±1/2, ±1} by (iv).
In addition to circulants, we use matrices of the following block form: 
List of examples.
We begin by listing the examples we have found so far. The reader should check that the conditions (i) to (vi) and the conditions of Theorem 4.4 are satisfied. We will discuss the examples in more detail later. Both A~ι and Ω are given in case one is not a multiple of the other. We abbreviate a = 1/2 1/2 and β = 3 1/2 /2. 1, 1, 1) , Af = 8 . 
J 3X2 circ (-1,5) . J 6X6 circ (-l, 1, 1, 1, 1, 1) .
Discussion of the examples. The examples (2.1) to (2.5) are all possible 4x4 circulants satisfying conditions (i) to (vi), constructed by starting with Ω. The examples (2.6), (3.2), (3.3), (5.1), and (5.2) are all possible matrices of the form (14) in which A and B have the form bJ -(6 + 1)1, with b an integer. We have eliminated those trivially equivalent to a circulant (by renumbering rows and columns). All of (2.1) to (2.5) can be put into form (14) by interchange of rows 2 and 3 and columns 2 and 3. The example (9.1) is the only example which is of the block form (14) where A = circ ( -1, 3, 1, 1, 3) and B -J -21. The reason for this choice of A is that it is the only circulant of the form circ ( -1, 6, 1, , 1, b) with 6^3 which has all eigenvalues negative except for λ 0 .
Note that it is possible to have A Φ A' and yet &{A) = & (//'). In this case we say that A and A' are equivalent and write A ~ Δ f . We can often settle the question of equivalence by looking at the set of real numbers {Δ(X 9 Y): X, Ye &{A)} and using (9) . In this way we find that no two of (2.1) through (2.6) are equivalent, and that Δ ZΛ 90 J 32 . It fact Δ 3Λ ~ z/ 3 3 , and we believe also that Δ δΛ ~ Δ 5Λ .
Cross sections: If we have a packing in which two spheres, say X l9 X 2 , are tangent, then we may invert so these become half-spaces and the spheres in tne packing which touch both X 1 and X 2 become equal spheres all orthogonal to a plane half way between X x and X 2 . The cross section of these spheres with this plane produces a packing (possibly empty) of E N _ X by equal spheres. This is effective for studying gf(J) if two rows of all off-diagonal entries equal to 1. More generally, if we only have Δ i3 -= 1 for a single (ί, j), say (i 9 j) = (N + 1, N + 2), then choosing X N+1 and X N+2 as half-spaces, we see that X l9 , X N become spheres whose curvatures can be chosen to be
The biorthogonal spheres Y l9 , Y N become half-spaces orthogonal to X N+1 and X N+2 and thus the matrices By using a similar device we can often check that ^(Δ) is infinite. For &(Δ) is infinite if and only if the group Γ(Δ) generated by B lt •••, B N+2 is infinite, since the columns of an element of Γ(Δ) consist of coordinates of spheres in Sf(^). An examination of Ω will often reveal infinite subgroups of Γ{Δ). For example, if Ω i3 = 1 for some i 9 j, then BiB 5 is of infinite order. This is the case for our examples with N = 2. In the other examples Ω contains a 3 x 3 submatrix with off-diagonal entries all ±1/2 hence Γ(Δ) contains an infinite subgroup generated by the three corresponding B iy (see Table  11 of [12, p. 142] ).
In the examples with N = 3, making ε 1 = ε 2 = 0, the cross section of the packings (3.1) and (3.3) is the closest packing of circles. The cross section of (3.2) is the packing with circles centered at the points of a square lattice. In example (4.1), taking ε 5 = ε 6 = 0, the cross section half way between X 5 and X 6 is a packing of E 3 by equal spheres centered at the points of the body-centered cubic lattice. This is not the densest packing which has centers at the points of the face-centered cubic lattice. For (5.1) and (5.2), take ε λ = e 2 = 0. It is easily seen from Δ that the lattice of centers of the cross section is such that the points closest to (0, 0, 0, 0) are the 24 vertices of the 24-cell, which is known to give the densest packing. For example (9.1) the cross section is the densest lattice packing of E 8 .
Exponents. Since the exponent of &(Δ) is unchanged by an inversion which leaves one of the spheres with negative curvature, it is reasonable to speak of the exponent of &(A), which we denote by e{Δ). Example (2.1) is the ordinary two dimensional osculatory packing discussed in [3] , [9] , [13] , for example. The exponent S of this packing is known to satisfy [3]:
1. 300197 < S < 1. 314534 .
In this packing, if one takes X lf X 2 , X 3 to have positive curvature then they enclose a curvilinear triangle T. If one lets X 4 be the smaller disk touching these three, then the removal of X 4 from T leaves four curvilinear triangles, suggesting an iterative procedure. The packing (2.6) is quite similar to this. Again one can take X l9 X 29 and X 3 to enclose T but now X 4 touches only X γ and X 2 . However, the three disks X 4 , Xi(l), X 2 (2) are mutually tangent and the removal of these from T leaves seven new triangles. The methods of [3] should now be applicable to give rigorous bounds on the exponent of this packing.
The packing (3.1) is the three dimensional osculatory packing to which [4] was devoted. We described in [5] an algorithm for generating the coordinates of the spheres in this packing without duplication. By counting the number of spheres W(K) of curvature K for each K ^ 300 in the 'Soddy packing' of the unit sphere, which begins with spheres of curvatures ( -1, 2, 2, 3, 3) , all mutually tangent, we obtained the heuristic result: (15) e(z/ 3 .i) -2. 42009 .
The packing (3.2) is quite similar. We again can start with curvatures (-1, 2, 2, 3, 3), but now the four spheres X 4 , X δ , X 4 (4), X 5 (5) all have curvature 3 and their centers are at the vertices of a square. Using a similar algorithm to that of [5] we generated the 667062 spheres of curvature ^ 400 for this packing, obtaining the estimate: This is not very different from (15) but we believe in fact that e(J 3 . 2 ) is strictly greater than e(J 3Λ ). Of course, the estimates (15) and (16) are not rigorous. The only rigorous estimates available for exponents other than S are those given by Theorem 5.1 combined with Theorem 5.4, which gives upper bounds, and the lower bound (N -1) + .03
of Larman [11] . The value of K given in Theorem 5.4 can often be improved by simple arguments. For example, we can show that (3.2) and (5.2) are 2-osculatory, but for reasons of space we will not expand on this here.
