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Re´sume´
L’objectif principal de ces travaux de the`se a e´te´ la mise en place d’un algorithme de de´tection
de cibles sous-re´solues pour des images infra-rouges de ciel. Pour cela, nous avons d’abord cherche´
a` mode´liser les images re´elles dont nous disposions. Apre`s une e´tude de ces images, nous avons
propose´ plusieurs mode`les gaussiens prenant en compte la covariance spatiale. Dans ces mode`les,
nous avons suppose´ que les images pouvaient eˆtre segmente´es en zones stationnaires. Dans chaque
zone, nous avons suppose´ une structure forte sur la matrice de covariance (comme les mode`les
auto-re´gressifs en deux dimensions par exemple).
Il a ensuite fallu choisir entre ces mode`les. Pour cela, nous avons applique´ une me´thode de se´lection
de mode`les par crite`re de vraisemblance pe´nalise´e introduite par Birge´ et Massart. Nous avons
obtenu comme re´sultats the´oriques une ine´galite´ oracle qui a permis de de´montrer les proprie´te´s
statistiques du mode`le choisi.
Une fois le mode`le se´lectionne´, nous avons pu baˆtir un test de de´tection. Nous nous sommes
inspire´s de la the´orie de Neyman-Pearson et du test du rapport de vraisemblance ge´ne´ralise´. Notre
contrainte principale a e´te´ le respect du taux de fausses alarmes par image. Pour le garantir, nous
avons appris le comportement du test sur les images re´elles pour en de´duire le seuil a` appliquer.
Nous avons ensuite remarque´ que le comportement de ce test variait fortement selon la texture de
l’image : image de ciel bleu uniforme, image de nuage tre`s texture´, etc. Apre`s avoir caracte´rise´ les
diffe´rentes textures rencontre´es avec les coefficients de scattering de Ste´phane Mallat, nous avons
de´cide´ de classer ces textures. Le seuil applique´ lors de la de´tection a alors e´te´ adapte´ a` la texture
locale du fond.
Nous avons finalement mesure´ les performances de cet algorithme sur des images re´elles et nous
les avons compare´es a` d’autres me´thodes de de´tection.
Mots-cle´s : De´tection, Covariance spatiale, Se´lection de mode`les, Apprentissage, Classification
non supervise´e.
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Introduction
Motivations
Le proble`me ge´ne´ral pose´ lors de cette the`se est le suivant : nous souhaitons de´tecter dans des
images re´elles des cibles de petite taille. Actuellement, Thales Optronique (TOSA) dispose d’un
algorithme de de´tection ayant de bonnes performances de de´tection sur fond de ciel uniforme. Nous
souhaitons proposer un algorithme qui permette d’ame´liorer ces performances lorsque le fond est
plus complexe, en pre´sence de nuages par exemple.
Les images re´elles sur lesquelles nous avons travaille´ sont des images de ciel en infra-rouges acquises
par TOSA a` l’aide de syste`mes passifs comme des capteurs infrarouges. Elles sont de diffe´rentes
natures : ciel bleu uniforme, ciel bleu et nuages, nuages e´pais, nuages directionnels, etc. Dans le
manuscrit, nous noterons B la variable ale´atoire mode´lisant le fond.
Nous souhaitons de´tecter les cibles au plus toˆt, c’est-a`-dire quand elles sont encore loin du capteur
et que leur taille ne de´passe pas celle d’un pixel.
La contrainte principale lors de ces travaux a e´te´ d’effectuer cette de´tection a` taux de fausses
alarmes constant (TFAC), c’est-a`-dire de pouvoir controˆler le nombre de fois ou` le test se trompe.
Pour des images de ciel bleu uniforme, les travaux de the`se d’Emilie Vasquez [Vas11] ont donne´ des
re´sultats tre`s satisfaisants et nous nous en sommes d’ailleurs inspire´s pour proposer un nouvel al-
gorithme. Le mode`le qu’elle propose fait l’hypothe`se que les pixels sont des re´alisations gaussiennes
inde´pendantes. Cette hypothe`se d’inde´pendance est tout a fait acceptable dans le cas d’images de
ciel bleu uniforme. En revanche, pour des images de nuages, la covariance spatiale entre les pixels
est assez forte et on ne peut donc pas la supposer nulle. L’objectif principal a donc e´te´ de prendre
en compte cette covariance spatiale pour proposer un nouveau mode`le statistique pour le contenu
de ces images. Une fois le mode`le fixe´, nous avons pu mettre en place un test de de´tection base´ sur
ce mode`le et inspire´ du test du rapport de vraisemblance. Dans ce test, une statistique calcule´e
sur une image I est compare´e a` un seuil s. C’est le comportement de cette statistique en l’absence
de cibles qui va mener au re´glage du seuil s. La compre´hension de ce comportement et le re´glage
du seuil ont e´te´ des axes principaux lors de nos travaux.
Dans la suite du manuscrit, chaque image I est vue comme une re´alisation d’un champ spatial X
sur une grille S. En l’absence de cibles, la loi de X est la meˆme que celle de B, le mode`le pour le
fond.
Mode`les
La connaissance de la densite´ de la loi de probabilite´ f du champ B en l’absence de cibles nous
permettrait de mettre en place un test de de´tection. Cette loi e´tant cependant inconnue, nous allons
devoir l’estimer. Pour cela, nous allons construire une collection de mode`les pour le champ B. Nous
utiliserons ensuite un outil de se´lection de mode`les pour choisir parmi ces mode`les. Nous sommes
partis d’un mode`le tre`s ge´ne´ral et re´pandu en statistiques spatiales : le mode`le gaussien. Des travaux
de de´tection en milieu non gaussien ont e´te´ mene´s par Pascal [Pas06]. Dans ce mode`le, la loi du
champ B est entie`rement de´termine´e par son vecteur moyenne mo et sa matrice de covariance
Σ. La collection de mode`les sera donc une collection de couples ♣mo,Σ!. Il nous arrivera aussi de
caracte´riser un mode`le par le couple ♣mo,Σ✁1! ou` Σ✁1, l’inverse de la matrice de covariance, sera
appele´ matrice de pre´cision. Apre`s avoir remarque´ que la moyenne pouvait eˆtre supprime´e par un
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simple filtre, notre attention s’est ensuite porte´e sur la structure de covariance.
Nous nous inte´resserons a` deux familles de mode`les gaussiens :
— les mode`les directs : ceux de´finis via la matrice Σ.
— les mode`les indirects : ceux de´finis via la matrice Σ✁1.
Parmi les mode`les indirects, nous avons porte´ un inte´reˆt particulier a` deux mode`les auto-re´gressifs
spatiaux [Guy07] : les mode`les auto-re´gressifs simultane´s (note´s SAR) et les mode`les auto-re´gressifs
conditionnels (note´s CAR). Le mode`le SAR est une extension naturelle en deux dimensions du
mode`le AR en dimension 1. Le mode`le CAR est une version plus complexe du mode`le SAR. Si
nous notons ε un champ spatial de´corre´le´ du champ X, les e´quations suivantes de´finissent un
mode`le CAR stationnaire sur Z2.
❅♣i, j" # Z2 , Xi,j ✏ a✁10Xi✁1,j % a10Xi!1,j % a0✁1Xi,j✁1 % a01Xi,j!1 % εi,j (1)
Ces mode`les sont bien des mode`les caracte´rise´s par leur matrice de pre´cision puisque la position des
0 dans celle-ci est directement lie´e aux pixels pre´sents dans la de´finition sous forme de re´gression
(1).
Concernant les mode`les directs, nous nous sommes surtout inte´resse´s a` des mode`les dans lesquels
la matrice de covariance est tre`s structure´e et parcimonieuse. Nous avons impose´, par exemple, que
la seule covariance non nulle soit celle avec les 4, 8 ou 12 plus proches voisins spatiaux. La matrice
de covariance a alors la forme suivante :
Σ ✏
☎
✝
✝
✆
. . .
. . .
. . .
. . .
0 a
✁10 0 a0✁1 0 a01 0 a10 0
. . .
. . .
. . .
. . .
☞
✍
✍
✌
Pour chacun de ces mode`les, une e´tude empirique sur images re´elles nous a amene´ a` re´futer l’hy-
pothe`se de stationnarite´ globale du champ B et a` plutoˆt supposer une stationnarite´ locale : le
champ B n’est pas stationnaire mais il existe une partition de l’image I pour laquelle les restric-
tions des champs B et X a` chacune des zones peuvent eˆtre suppose´es stationnaires. De plus, nous
pouvons supposer que ces restrictions sont inde´pendantes entre elles.
Le mode`le final est donc un mode`le par morceaux de´fini par
— une partition de la grille S,
— un choix de structure parcimonieuse (sur Σ ou Σ✁1) dans chacune des zones de cette par-
tition.
Pour chacun de ces mode`les, nous estimerons les parame`tres par maximum de vraisemblance.
Se´lection de mode`les
En faisant varier la partition de la grille S ainsi que le choix de structure parcimonieuse dans
chacune des zones de la partition, nous de´finissons alors une collection de mode`les parame´triques,
gaussiens et par morceaux que l’on note M. Notre objectif est de se´lectionner dans cette collection
M le mode`le dont la loi est la plus proche de la loi f inconnue. Pour cela, nous proce´dons d’une
fac¸on classique en se´lection de mode`les [Mas03] : pour chacun des mode`les m # M, nous supposons
que la loi inconnue f appartient au mode`le m et nous fabriquons a` partir de I un estimateur de la
loi de X, note´ ♣fm. Cet estimateur est par exemple obtenu par maximum de vraisemblance. Nous
disposons ainsi d’une collection d’estimateurs
✦
♣fm , m # M
✮
. A chacun de ces estimateurs, nous
associons un risque, c’est-a`-dire une distance a` la loi inconnue f , note´e d♣f, ♣fm".
Ide´alement, nous souhaiterions se´lectionner le mode`lem✝ dit oracle dont l’estimateur ♣fm✝ minimise
ce risque
m✝ # argmin
m#M
d♣f, ♣fm". (2)
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La loi f du champ X e´tant inconnue, nous ne pouvons pas identifier le mode`le oracle. Nous
avons cependant acce`s a` I qui est une re´alisation de la loi f . Nous allons donc utiliser le contenu
de l’image I pour se´lectionner un mode`le ♣m dont le comportement the´orique sera proche de celui
du mode`le oracle m✝. Pour cela, nous remplac¸ons le risque non calculable par un crite`re de log-
vraisemblance pe´nalise´e calculable directement a` partir de l’image I. Le mode`le ♣m se´lectionne´ est
alors de´fini par
♣m  argmin
m!M
!✁ log♣ ♣fm♣I$$ % pen♣m$& (3)
ou` pen est une fonction positive ne de´pendant que du mode`le m. L’estimateur de f retenu est
donne´ par ♣f ✏ ♣f
①m.
En appliquant un the´ore`me de Massart [Mas03], nous avons pu de´montrer une ine´galite´ oracle
pour cette proce´dure de se´lection de mode`les. Elle compare le comportement de l’estimateur oracle
♣fm✝ a` celui de l’estimateur constructible ♣f .
Malgre´ ses bons aspects the´oriques, la proce´dure propose´e (en particulier la recherche de maximum
dans l’e´quation (3)) est trop couˆteuse en temps de calcul pour les applications vise´es par TOSA.
Nous avons donc limite´ la recherche du maximum a` deux collections de partitions bien choisies
[LPC13] : la collection des partitions dyadiques re´cursives et la collection des partitions re´cursives
split. Graˆce a` la forme particulie`re de ces collections, pre´sente´es dans le chapitre 3, nous avons
pu appliquer un algorithme de recherche de maximum, base´ sur l’algorithme CART [BFSO84],
plus rapide et plus efficace qu’un parcours de toutes les partitions de la collection. Le temps de
calcul ne´cessaire est devenu correct pour une e´tude the´orique mais reste encore trop e´leve´ pour les
applications en temps re´el souhaite´es par TOSA. Nous avons alors inverse´ le proble`me : au lieu
de se´lectionner pour chaque image un nouveau mode`le, nous avons mene´ une e´tude empirique sur
une large base d’images pour se´lectionner un mode`le que nous appliquerons ensuite a` toutes les
images. En d’autres termes, au lieu de faire la se´lection de mode`le dans le cœur de l’algorithme,
nous avons fait la se´lection de mode`les en amont de l’algorithme.
Pour les applications pratiques, nous avons se´lectionne´ la partition en rectangles de taille 16✂ 16
(appele´s patchs dans la suite du manuscrit) et nous avons choisi comme structure parcimonieuse
une structure aux 4 plus proches voisins. Les matrices de covariance Σ ou matrices de pre´cision
Σ✁1 seront donc parcimonieuses avec au plus 5 coefficients non nuls par ligne.
De´tection
L’objectif de la de´tection est double : nous voulons a` la fois dire s’il y a ou non une cible dans
l’image I mais aussi pouvoir situer cette cible. Nous effectuons donc un test par pixel ♣i, j". Meˆme
s’il est localise´, ce test ne´cessitera quand meˆme la valeur de l’image I pour l’ensemble (ou une
partie) des pixels.
Tout au long de nos travaux, les cibles sont suppose´es sous-re´solues et additives, c’est-a`-dire que
leur taille ne de´passe pas un pixel et que dans un pixel contenant une cible nous observons la valeur
du fond (ciel) auquel s’ajoute la valeur de la cible (que l’on appellera intensite´ dans la suite).
Pour tester le pixel ♣i, j", les hypothe`ses mises en jeu sont les suivantes :
H
i,j
0 (hypothe`se nulle) :✦ Absence de cibles dans le pixel ♣i, j" ✧
H
i,j
1 (hypothe`se alternative) :✦ Pre´sence d’une cible d’intensite´ c → 0 inconnue dans le pixel ♣i, j" ✧
A l’aide d’une statistique de test calcule´e sur l’image I, nous allons faire un choix entre ces deux
hypothe`ses. Nous appelons test le choix d’une statistique de test ∆♣i, j" ainsi que la fonction qui
a` ∆♣I, i, j" associe une de´cision (Hi,j0 ou H
i,j
1 ). Un test peut eˆtre faux de 2 fac¸ons : soit il de´cide
H
i,j
1 alors qu’il n’y a pas de cibles dans le pixel ♣i, j" (erreur de premie`re espe`ce), soit il de´cide
H
i,j
0 alors qu’il y a une cible dans le pixel ♣i, j" (erreur de seconde espe`ce). Il n’est pas possible de
minimiser ces deux erreurs simultane´ment. Selon l’importance qu’on leur associe, la strate´gie de
test, et donc le choix de la statistique ∆♣I, i, j", ne seront pas les meˆmes.
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Pour TOSA, le risque de rejeter l’hypothe`se nulle alors qu’elle est vraie est beaucoup plus couˆteux
que celui de la conserver a` tort. La strate´gie adopte´e consiste donc a` imposer l’erreur de premie`re
espe`ce. Plusieurs tests le permettent. Toutefois, nous savons, graˆce a` la the´orie Neyman-Pearson
[Le´73], que le test dit du rapport de vraisemblance est le test qui a le plus faible taux d’erreur de
seconde espe`ce parmi tous les tests ayant le meˆme taux d’erreur de premie`re espe`ce. Nous nous en
sommes donc inspire´s.
Notre mode`le ♣m est donne´ par une partition R ✏ ♣R1, ..., RP " de la grille S. Les pixels appartenant
a` des zones diffe´rentes sont suppose´s inde´pendants. La pre´sence d’une cible dans le pixel ♣i, j" ne
modifie donc pas le comportement des pixels dans les autres zones que celle contenant le pixel
♣i, j". Elles ne sont donc pas discriminantes pour les hypothe`ses Hi,j0 et H
i,j
1 . Pour tenir compte
de cette remarque, nous allons modifier un peu notre test. Les hypothe`ses ne portent plus que sur
la zone de la partition de l’image I contenant le pixel ♣i, j".
Si nous notons Ri,j cette zone et fi,j,0 (resp. fi,j,1) la densite´ du champ X restreint a` la zone Ri,j
sous l’hypothe`se Hi,j0 (resp. H
i,j
1 ), le test du rapport de vraisemblance est alors de la forme
Tα♣i, j" ✏ 1
♣fi,j,1♣I
⑤Ri,j
"
♣fi,j,0♣I
⑤Ri,j
"
➙s
ou` s est de´fini par P
✂
♣fi,j,1♣I
⑤Ri,j "
♣fi,j,0♣I
⑤Ri,j "
➙ s⑤H0
✡
✏ α.
La de´finition pre´ce´dente du seuil s est une de´finition the´orique qui garantit la probabilite´ de fausses
alarmes. Cependant, nous ne sommes pas capables d’exprimer explicitement la loi de la variable
ale´atoire
♣fi,j,1♣I
⑤Ri,j
#
♣fi,j,0♣I
⑤Ri,j
#
et donc incapables de connaˆıtre la valeur the´orique de s. La valeur de ce seuil
est cependant indispensable pour la mise en place de l’algorithme au complet.
Apprentissage des seuils
Il a donc fallu estimer la valeur de ce seuil s. Sur un e´chantillon d’apprentissage compose´
d’images de textures diffe´rentes, nous avons estime´ ce seuil s comme quantile empirique de la
statistique de test ∆♣I, i, j". Cependant, ce choix de seuil ne donne pas les re´sultats souhaite´s. En
effet, les fausses alarmes sont concentre´es dans les zones de nuages et certaines cibles pre´sentes
dans les zones de ciel bleu ne sont pas de´tecte´es. La figure 1 permet de comprendre pourquoi. Elle
repre´sente les valeurs maximum de la statistique de test selon la texture dans le cas d’absence de
cibles.
max(∆♣I, i, j")
Ciel bleu Nuage
mc
mn
qα
max(∆♣I, i, j")
Ciel bleu Nuage
mc
mn
qα
qcielα
qnuageα
Figure 1 – Inte´reˆt d’un apprentissage par texture
Supposons que l’on se fixe un niveau α et que l’on estime un seuil, note´ qα, sur tout l’e´chantillon. La
probabilite´ de fausses alarmes sera garantie sur tout l’e´chantillon. En pratique, les fausses alarmes
seront localise´es dans les zones de nuages. De plus, ce seuil sera bien au dessus de la valeur maxi-
male de la statistique de test dans les zones de ciel bleu et ainsi les cibles pour lesquelles la valeur de
la statistique de test sera entre mc et qα ne seront pas de´tecte´es. En revanche, si nous estimons un
seuil par texture, qzoneα , la probabilite´ de fausses alarmes sera maitrise´e dans chacune des textures
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et le taux de de´tection dans les zones de ciel sera augmente´.
Ainsi, nous avons souhaite´ estimer un seuil s par texture. Nous avons d’abord caracte´rise´ le contenu
d’un patch pour en de´duire sa texture. Pour cela, nous avons calcule´ sur les patchs d’un e´chantillon
d’apprentissage des descripteurs propose´s dans la litte´rature pour des applications de classification.
Nous avons ensuite fait appel a` des outils de classification non supervise´e par mode`les de me´langes
de lois gaussiennes pour pouvoir de´composer notre e´chantillon d’apprentissage en diffe´rents sous-
e´chantillons, chacun correspondant a` une texture. Puis, nous avons estime´ les seuils comme quan-
tiles empiriques des diffe´rentes classes pour diffe´rentes probabilite´s de fausses alarmes souhaite´es.
A la fin de cette e´tape d’apprentissage, nous disposons d’une matrice de seuils : chaque ligne cor-
respond a` une classe et chaque colonne a` une probabilite´ de fausses alarmes souhaite´e.
Il est important de remarquer que cette e´tape d’apprentissage des seuils par classe est une e´tape
qui se fait en amont de l’algorithme final et une seule fois. La matrice de seuils alors obtenue sera
une donne´e fixe de notre algorithme.
Principe de l’algorithme
Le sche´ma de la figure 2 permet de comprendre l’algorithme dans son inte´gralite´.
Plusieurs donne´es de fonctionnement sont ne´cessaires a` l’algorithme : la de´finition des textures
ainsi que l’outil de classification associe´ ; la matrice de seuils obtenue lors d’une phase d’apprentis-
sage.
P ∆♣P !
Filtrage
seuil s♣α✝, c!
Plots
Seuillage
α✝
Texture
✦ Classification ✧
HORS-LIGNE
Figure 2 – Sche´ma final de l’algorithme
A l’entre´e de l’algorithme se trouve un patch P de taille 16✂ 16 ainsi que la probabilite´ de fausses
alarmes souhaite´e α✝. Nous calculons pour chacun des pixels ♣i, j# du patch P la statistique de
test correspondant au couple d’hypothe`ses Hi,j0 , H
i,j
1 , ce qui de´finit un nouveau patch ∆♣P #. En
paralle`le, le patch P est classe´ dans une des textures (classe k) graˆce a` l’outil de classification. A
l’aide de la matrice de seuils, nous associons a` la probabilite´ de fausses alarmes α✝ et a` la classe
k un seuil s♣α✝, k#. Les pixels ♣i, j# pour lesquels la valeur ∆♣I, i, j# de´passe le seuil s♣α✝, k# sont
conside´re´s comme des pixels contenant une cible. Nous parlons alors de plots.
La partie entre pointille´s du sche´ma de la figure 2 correspond a` l’e´tape hors ligne de notre algo-
rithme. La de´finition des classes ainsi que l’estimation des seuils sont des ope´rations effectue´es une
seule fois et en amont de la de´tection au sens strict. Ces ope´rations pourront bien suˆr eˆtre relance´es
lorsque la base d’apprentissage augmentera ou si l’utilisateur souhaite effectuer la de´tection dans
un milieu particulier. Il sera alors pertinent de construire une base d’apprentissage avec des images
correspondant a` ce milieu.
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Contributions
Nos contributions lors de cette the`se sont aussi bien d’aspect the´oriques que pratiques.
Nous avons construit une collection de mode`les gaussiens stationnaires par morceaux dans le but
de segmenter les images re´elles en zones stationnaires. Dans ces zones, nous avons propose´ une
mode´lisation base´e sur une matrice de covariance structure´e et parcimonieuse. D’un point de vue
pratique, nous avons e´galement imple´mente´ une proce´dure d’estimation des parame`tres par maxi-
mum de vraisemblance pour ces mode`les a` partir des travaux de Burg et coauteurs [BLW82].
Afin de choisir entre ces mode`les le plus adapte´ a` nos donne´es, nous avons traduit les hypothe`ses
d’un the´ore`me de se´lection de mode`les [Mas03] dans le cadre de nos mode`les. Nous avons alors pu
en de´duire une ine´galite´ oracle pour la proce´dure de se´lection de mode`les propose´e. En paralle`le,
et assure´s de la pertinence de notre approche par le re´sultat the´orique obtenu, nous avons pro-
gramme´ un algorithme de segmentation d’images en zones rectangulaires a` partir d’un crite`re de
vraisemblance pe´nalise´e et de l’algorithme CART [BFSO84].
Pour re´pondre aux attentes plus industrielle de ces travaux, nous avons mis en commun tous ces
outils pour de´velopper un algorithme de de´tection. Nous avons de´fini la statistique de test puis
nous avons duˆ choisir a` quel seuil elle serait compare´e. Pour choisir ce seuil, nous avons de´fini
une me´thode d’apprentissage associant la classification de textures. Pour un e´chantillon d’images
re´elles de TOSA, nous avons classe´ des patchs de taille 16✂ 16 en K classes graˆce a` des outils de
classification non supervise´e. Nous avons ensuite appris des quantiles empiriques pour chacune de
ces classes.
Enfin, sur un e´chantillon de test, nous avons applique´ cette chaˆıne de de´tection afin d’en mesurer
les performances. Ces dernie`res ont e´te´ compare´es a` l’e´tat de l’art chez TOSA.
Organisation du manuscrit
Ce manuscrit est compose´ de quatre chapitres. Les chapitres 1 et 4 sont des chapitres d’applications.
Les chapitre 2 et 3 contiennent les re´sultats the´oriques sur lesquels nous nous sommes appuye´s pour
construire un nouvel algorithme de de´tection.
Dans le chapitre 1, nous rappelons les notions lie´es a` la the´orie des tests statistiques. Nous
de´veloppons ensuite la the´orie de la de´tection. Puis, nous de´taillons le test du rapport de vraisem-
blance qui nous a servi d’heuristique pour la construction d’un nouveau test. Enfin, nous pre´sentons
les outils pour mesurer les performances d’un algorithme de de´tection de cibles sous-re´solues.
Le chapitre 2 est consacre´ a` la pre´sentation des mode`les stationnaires et non stationnaires que
nous proposons pour les fonds. Nous e´tudierons deux mode`les indirects en particulier puis quelques
mode`les directs. Enfin, nous introduirons la de´finition de mode`le stationnaire par morceaux. Nous
verrons comment re´soudre les proble`mes lie´s a` cette de´finition.
Dans le chapitre 3, nous pre´sentons le cadre the´orique de la se´lection de mode`les par un crite`re
de log-vraisemblance pe´nalise´e. Nous appliquerons ensuite ces outils aux mode`les de´finis dans le
chapitre 2 pour mode´liser au mieux les images re´elles dont nous disposons. Enfin, nous verrons un
crite`re alternatif plus rapide a` calculer mais pour lequel nous n’avons pas de re´sultat the´orique.
Le chapitre 4 est de´die´ a` la pre´sentation de l’algorithme de de´tection que nous avons de´veloppe´.
Nous de´taillons tout d’abord les diffe´rentes e´tapes de la construction de la statistique de test. Nous
pre´sentons ensuite les outils d’apprentissage et de classification utilise´s lors de l’e´tape hors-ligne
de notre de´marche. Nous terminons ce chapitre par la pre´sentation des performances de de´tection
de l’algorithme propose´ ainsi qu’une comparaison a` un autre algorithme.
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Nous concluons ce manuscrit en de´gageant les ame´liorations apporte´es par cette me´thode ainsi que
les perspectives qu’elle offre.
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Chapitre 1
The´orie de la de´tection
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Introduction
Thales Optronique (TOSA) est une socie´te´ du groupe Thales qui produit, entre autres, des
came´ras infra-rouges. Ces came´ras peuvent eˆtre utilise´es au sol ou embarque´es a` bord d’avions
ou de bateaux. Elles permettent de re´cupe´rer une mesure du rayonnement infrarouge des sce`nes
observe´es.
TOSA de´veloppe e´galement des algorithmes pour ✦ voir ✧ de possibles menaces pre´sentes dans ces
sce`nes. Ces algorithmes fonctionnent en plusieurs e´tapes :
— De´tection : l’utilisateur (ou l’algorithme) repe`re l’objet quand il est encore loin de la
came´ra. Cette e´tape peut aussi eˆtre divise´e en plusieurs e´tapes.
— de´tection de plots : Image par image, l’utilisateur localise un objet (un plot).
— de´tection de cibles : En prenant en compte l’aspect temporel, plusieurs plots sont iden-
tifie´s comme correspondant a` la meˆme cible. A l’inverse, lors ce cette e´tape, certains
plots sont identifie´s comme des fausses de´tections et l’utilisateur ne s’y inte´resse plus.
— Reconnaissance : l’utilisateur est maintenant capable de de´finir la nature de l’objet. Est-ce
un oiseau, un he´licopte`re, un avion, ... ?
— Identification : dans un contexte militaire par exemple, l’utilisateur est capable de dire si
l’objet est ami ou ennemi.
Ces algorithmes sont base´s sur des de´tections d’anomalie. Les images contenant des cibles sont
conside´re´es comme des ✦ erreurs de comportement ✧ du fond. Cette approche est beaucoup utilise´e
en de´tection [MDC10]. Elle est e´galement utilise´e chez TOSA et nous l’appliquerons nous aussi.
Les travaux pre´sente´s dans ce manuscrit s’inscrivent dans l’e´tape de de´tection de plots, lorsque
l’objet est encore loin de la came´ra. Chaque de´tection va entraˆıner une e´tape de reconnaissance puis
d’identification. Ces e´tapes sont couˆteuses. Il est donc indispensable que le de´tecteur ne de´clenche
pas trop de fausses alarmes, c’est-a`-dire qu’il de´tecte un objet alors qu’il n’y en a pas.
Apre`s avoir positionne´ la the´orie de la de´tection dans un cadre plus ge´ne´ral de test statistique
([Le´73], [Mic06]), nous verrons quelle est la strate´gie qui permet de maˆıtriser au mieux ce nombre
de fausses alarmes. Enfin, nous de´finirons les outils permettant de mesurer les performances d’un
test de de´tection.
1.1 Tests et strate´gies
Pour une image I, nous souhaitons re´pondre a` la question suivante
Q : Y a-t-il une cible dans l’image I ?
Le proble`me de la de´tection est une application de la notion plus ge´ne´rale de tests statistiques.
Dans la suite, nous allons rappeler quelques de´finitions lie´es a` la notion de tests avant de voir plus
en de´tail l’application a` la de´tection.
1.1.1 Rappels sur les tests
Nous disposons d’une observation I pour laquelle nous souhaitons re´pondre a` une question
comme Q par exemple. Pour cette observation I, un test permet de faire un choix entre une
hypothe`se dite nulle, note´e H0, et une hypothe`se dite alternative, note´e H1. Dans le cas de la
question Q, les deux hypothe`ses mises en jeu sont les suivantes
H0 (hypothe`se nulle) : ✦ Absence de cible dans l’image I ✧
H1 (hypothe`se alternative) : ✦ Pre´sence d’une cible dans l’image I ✧
Nous appelons test de l’hypothe`se H0 contre l’hypothe`se H1 toute fonction T qui a` une observation
I associe une de´cision. La fonction T est donc a` valeurs dans l’ensemble  H0, H1✉. Pour simplifier
les e´critures, nous supposons que la fonction T est a` valeur dans l’ensemble  0, 1✉ en associant
naturellement la valeur 0 a` l’hypothe`se H0 et la valeur 1 a` l’hypothe`se H1. Finalement, la fonction
T est une indicatrice T ✏ 1∆ et pour de´finir un test T il faut de´finir l’e´ve´nement ∆.
1.1. TESTS ET STRATE´GIES 31
L’ensemble de toutes les observations possibles est alors se´pare´ en deux zones par le test : la zone
d’acceptation pour les observations I telles que T ♣I! ✏ 0 et la zone de rejet si T ♣I! ✏ 1.
Les deux hypothe`ses H0 et H1 ne jouent pas des roˆles syme´triques. Le test de H0 contre H1
n’est pas le meˆme que le test de H1 contre H0. D’ailleurs, si un test T de´cide H0, on dit qu’il
accepte l’hypothe`se H0. S’il de´cide H1, on ne dit pas qu’il accepte l’hypothe`se H1 mais qu’il rejette
l’hypothe`se H0. L’hypothe`se nulle doit eˆtre formule´e dans le but d’eˆtre rejete´e.
Il peut arriver que nous ne disposions pas d’a priori pour formuler correctement l’hypothe`se
alternative. Baraud et coauteurs [BHL03] ont alors propose´ de remplacer l’hypothe`se alternative
H1 par une collection d’hypothe`ses #H1,m , m $ M✉. L’hypothe`se H0 est rejete´e si un des tests de
H0 contre H1,m la rejette.
A partir de la`, il existe deux me´thodes statistiques assez e´loigne´es pour mettre en place le test de
l’hypothe`se H0 contre l’hypothe`se H1.
Dans une approche mode`le statistique, nous pouvons supposer que l’observation I est la re´alisation
d’une variable ale´atoire X. La connaissance ou l’estimation de la loi du champ X sous chacune des
deux hypothe`ses permettent de choisir entre les deux hypothe`ses H0 ou H1.
Dans une approche apprentissage statistique, le test est envisage´ comme une classification. L’image
I appartient soit a` la re´gion d’acceptation soit a` la re´gion de rejet de l’hypothe`seH0. Cette me´thode
est tre`s bien pre´sente´e et sche´matise´e dans l’article de Theiler [The14].
Dans nos travaux, nous avons utilise´ la premie`re approche. C’est celle employe´e chez TOSA. Nous
verrons dans la dernie`re section de ce chapitre que cette me´thode permet, en plus, de mesurer les
performances the´oriques des tests propose´s.
D’un point de vue statistique, nous supposons donc que l’observation I est la re´alisation d’une
variable ale´atoire que nous noteronsX dans la suite du manuscrit. Cette variable ale´atoire n’a pas la
meˆme loi sous chacune des deux hypothe`ses. C’est justement cette diffe´rence de comportement que
le test va essayer de discerner. Nous notons fX♣.⑤H0! la densite´ de la variableX sous l’hypothe`se H0
et fX♣.⑤H1! sa densite´ sous l’hypothe`se H1. La quantite´ fX♣I⑤Hk! repre´sente alors la vraisemblance
de l’observation I sous l’hypothe`se Hk. La quantite´ T ♣X! est elle aussi une variable ale´atoire, a`
valeurs dans #0, 1✉.
Lorsque nous effectuons un test de l’hypothe`se H0 contre l’hypothe`se H1, nous ne savons pas sous
quelle hypothe`se nous nous trouvons. Quatre cas sont alors possibles.
— Nous sommes dans la situation H0 et le test de´cide H0.
— Nous sommes dans la situation H1 et le test de´cide H1.
— Nous sommes dans la situation H0 et le test de´cide H1. Dans ce cas, nous parlons d’erreurs
de premie`re espe`ce et on note α, le taux d’erreurs de premie`re espe`ce
α ✏ P♣T ♣X! ✏ 1⑤H0!
Ce taux correspond a` la probabilite´ de rejeter a` tort l’hypothe`se H0.
— Nous sommes dans la situation H1 et le test de´cide H0. Dans ce cas, nous parlons d’erreurs
de seconde espe`ce et on note β, le taux d’erreurs de seconde espe`ce
β ✏ P♣T ♣X! ✏ 0⑤H1!.
Ce taux correspond a` la probabilite´ d’accepter a` tort l’hypothe`se H0.
Les deux premiers sont des cas de bon fonctionnement du test T . Dans les deux derniers cas, le
test T se trompe. Ide´alement, nous souhaiterions de´finir un test T✝ qui minimise simultane´ment
ces deux taux d’erreurs. Cependant, il n’existe pas de lien direct entre les deux taux d’erreurs.
Nous ne pouvons les minimiser simultane´ment. Nous allons donc devoir faire un compromis entre
ces deux sources d’erreurs.
Nous pouvons alors de´finir diffe´rentes strate´gies de tests selon l’importance associe´e a` chacune de
ces erreurs. Dans la suite, nous allons pre´senter trois strate´gies classiques : celle de Bayes, celle du
maximum a posteriori et celle de Neyman-Pearson [Le´73].
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1.1.2 Diffe´rentes strate´gies
Les deux premie`res strate´gies pre´sente´es vont ne´cessiter un a priori sur les hypothe`ses H0 et
H1. Plus pre´cise´ment, si nous notons q ✏ P♣H0" et p ✏ P♣H1" ✏ 1 ✁ q, nous avons besoin de
connaˆıtre les valeurs de p et de q pour mettre en place la strate´gie de Bayes et celle du maximum
a posteriori.
Dans le cas de la question Q, q repre´sente la probabilite´ qu’il n’y ait pas de cible dans l’image
I et p la probabilite´ qu’il y ait une cible dans l’image I.
Strate´gie de Bayes
Dans cette strate´gie, nous affectons un couˆt a` chacune des de´cisions prises par le test. Nous notons
Πk,l pour k ✏ 0, 1 et l ✏ 0, 1 le couˆt associe´ a` la situation ou` T ♣I" de´cide Hl et ou` l’hypothe`se Hk
est vraie. Il y alors un couˆt r0 associe´ a` la de´cision H0 et un couˆt r1 associe´ a` la de´cision H1.
ro ✏ Π00P♣T ♣I" ✏ 0⑤H0" % Π01P♣T ♣I" ✏ 1⑤H0" ✏ Π00♣1✁ α" % Π01α
r1 ✏ Π10P♣T ♣I" ✏ 0⑤H1" % Π11P♣T ♣I" ✏ 1⑤H1" ✏ Π10β %Π11♣1✁ β"
La strate´gie de Bayes consiste a` minimiser le couˆt moyen R ✏ qr0 % pr1. Pour une observation
I, le test de Bayes TBayes peut s’exprimer de la fac¸on suivante [Le´vine]
Si
pfX♣I⑤H1"
qfX♣I⑤H0"
↕
Π01 ✁Π00
Π10 ✁Π11
' on de´cide H0.
Si
pfX♣I⑤H1"
qfX♣I⑤H0"
➙
Π01 ✁Π00
Π10 ✁Π11
' on de´cide H1.
Nous pouvons l’e´crire sous forme d’indicatrice
TBayes ✏ 1 fX♣I⑤H1"
fX♣I⑤H0"
➙
q♣Π01✁Π00"
p♣Π10✁Π11"
Finalement, le test de Bayes consiste a` calculer la quantite´ fX♣I⑤H1#
fX♣I⑤H0#
, que nous appelons statis-
tique de test puis a` la comparer a` un seuil. Nous verrons que toutes les strate´gies pre´sente´es sont
base´es sur ce meˆme principe.
Strate´gie du Maximum A Posteriori
Dans cette strate´gie, nous nous inte´ressons plutoˆt a` la loi a posteriori de chacune des hypothe`ses.
Pour une observation I et une hypothe`se Hk, la vraisemblance a posteriori est de´finie par
fX♣Hk⑤I" ✏
P♣Hk"fX♣I⑤Hk"
qfX♣I⑤H0" % pfX♣I⑤H1"
.
Le test du maximum a posteriori TMAP de´cide l’hypothe`seHk qui a la vraisemblance a posteriori
fX♣Hk⑤I" la plus grande. Il est de´fini de la fac¸on suivante
Si
pfX♣I⑤H1"
qfX♣I⑤H0"
↕ 1 ' on de´cide H0.
Si
pfX♣I⑤H1"
qfX♣I⑤H0"
➙ 1 ' on de´cide H1.
Sous forme d’indicatrice, nous obtenons
TMAP ✏ 1 fX♣I⑤H1"
fX♣I⑤H0"
➙
q
p
Nous pouvons de´ja` faire une remarque importante. Dans les deux strate´gies pre´sente´es, la
statistique de test a` calculer dans les diffe´rents tests est la meˆme : fX♣I⑤H1#
fX♣I⑤H0#
. Le seuil auquel elle
est compare´e n’est pas de´fini de la meˆme fac¸on dans chacune des strate´gies. Toutefois, si nous
imposons un couˆt nul pour les deux situations de bon fonctionnement du test, Π00 ✏ Π11 ✏ 0, et
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si nous supposons que les couˆts associe´s aux deux types d’erreurs sont les meˆmes, Π01 ✏ Π10, alors
les deux strate´gies sont identiques.
Ces deux strate´gies ont le de´savantage de ne´cessiter un a priori sur les re´alisations des hypothe`ses
H0 et H1. Au contraire, la strate´gie de Neyman-Pearson, pre´sente´e ci-dessous, n’utilise aucun a
priori sur les probabilite´s de re´alisation des hypothe`ses H0 ou H1.
Strate´gie de Neyman-Pearson
Pour un test T , nous ne pouvons pas minimiser simultane´ment le taux d’erreurs de premie`re
espe`ce, α♣T ", et le taux d’erreurs de seconde espe`ce, β♣T ". Plus pre´cise´ment, nous verrons dans
le paragraphe 1.3 qu’une volonte´ de diminuer le taux d’erreur de premie`re espe`ce va entraˆıner
une augmentation du taux d’erreurs de seconde espe`ce. La strate´gie de Neyman-Pearson date des
anne´es 1930 et propose de fixer la valeur du taux de premie`re espe`ce et de minimiser le taux
d’erreur de seconde espe`ce. Contrairement aux pre´ce´dentes strate´gies qui ne´cessitent des a priori
sur les probabilite´s de re´alisations des hypothe`ses H0 et H1, l’a priori est ici sur le taux d’erreurs
de premie`re espe`ce.
Ainsi, pour un re´el donne´ α✝ # $0, 1%, le test de Neyman-Pearson de niveau α✝, note´ TNP ♣α
✝
",
est de´fini comme le test ayant une erreur de seconde espe`ce β♣T " la plus faible possible parmi tous
les test ayant une erreur de premie`re espe`ce α♣T " e´gale a` α✝. Nous pouvons donc le de´finir de la
fac¸on suivante
TNP ♣α
✝
" ✏ argmin
T , α♣T "✏α✝
β♣T ".
La puissance d’un test T est de´finie par la quantite´ 1 ✁ β♣T ". Son niveau correspond a` son taux
d’erreurs de premie`re espe`ce α♣T ". Avec ce nouveau vocabulaire, nous pouvons dire que le test de
Neyman-Pearson de niveau α✝ est de´fini comme le test le plus puissant parmi tous les tests de
niveau α✝.
Nous pouvons montrer que le test construit de la fac¸on suivante
T ♣α✝" ✏ 1 fX♣I⑤H1#
fX♣I⑤H0#
➙s
ou` P
✂
fX♣I⑤H1"
fX♣I⑤H0"
→ s⑤H0
✡
✏ α✝
est le test le plus puissant parmi tous les test de niveau α✝. Il s’agit donc du test de Neyman-Pearson
de niveau α✝.
TNP ♣α
✝
" ✏ 1 fX♣I⑤H1#
fX♣I⑤H0#
➙s
ou` P
✂
fX♣I⑤H1"
fX♣I⑤H0"
→ s⑤H0
✡
✏ α✝
Comme pour les strate´gies pre´ce´dentes, la statistique de test fX♣I⑤H1"
fX♣I⑤H0"
est compare´e a` un seuil.
Toutefois, dans cette strate´gie, le seuil de´pend de la loi de la statistique de test sous l’hypothe`se
H0. Plus pre´cise´ment, le seuil s correspond au quantile de niveau 1 ✁ α
✝ de la loi de la variable
fX♣X⑤H1"
fX♣X⑤H0"
sous l’hypothe`se H0.
De ces trois strate´gies, aucune n’est meilleure que les autres. Tout de´pend du cadre dans lequel
nous travaillons. Nous allons voir que la strate´gie de Neyman-Pearson est la plus approprie´e a` nos
travaux de de´tection.
1.1.3 Dans un cadre de de´tection
Dans nos travaux, l’objectif principal est de de´tecter la pre´sence d’une cible dans l’image I.
Nous souhaitons e´galement localiser cette cible dans l’image.
Nous travaillons avec des images I de taille M ✂M que l’on sche´matise par des matrices de taille
M ✂M . Chaque case de ces matrices est constitue´e d’un pixel . Dans la suite du manuscrit, nous
n’allons plus conside´rer I comme un e´le´ment de MM ♣R" mais comme un e´le´ment de R
M2 . La
matrice de pixels est re´arrange´e pour former un vecteur de taille M2 comme explique´ sur la figure
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1.1. La valeur pre´sente dans le pixel ♣s, t! se retrouve a` la position ♣s✁1!M # t du vecteur colonne.
La notation I de´signera aussi bien la matrice que le vecteur colonne e´quivalent. Enfin, puisque
nous souhaitons conserver l’aspect spatial, pour les notations, nous utiliserons la notation Is,t pour
faire re´fe´rence a` I
♣s✁1"M#t.
I=
. . .
. Is,t .
. . .
$ MM ♣R! % I ✏
☎
✝
✝
✝
✝
✆
.
.
I
♣s✁1"M#t
.
.
☞
✍
✍
✍
✍
✌
$ R
M2
Figure 1.1 – Transformation de l’observation matricielle en observation vectorielle
La localisation de la cible se traduit par un test portant sur un pixel pre´cis. Pour chaque pixel
♣i, j! de l’image I, nous allons tenter de re´pondre a` la question suivante.
Q’ : Y a-t-il une cible dans le pixel ♣i, j! ?
Les deux hypothe`ses mises en jeu par le test vont alors eˆtre plus locales que celles pre´sente´es
avant. Elles deviennent
H
i,j
0 : ✦ Absence de cible dans le pixel ♣i, j! ✧
H
i,j
1 : ✦ Pre´sence d’une cible dans le pixel ♣i, j! ✧
Avec ce test, nous ne de´cidons de la pre´sence ou de l’absence d’une cible que dans le pixel ♣i, j!. Bien
que la re´ponse du test ne concerne que le pixel ♣i, j!, la statistique de test ne sera pas seulement
calcule´e a` partir de la variable Xi,j mais sur l’ensemble (ou un sous-ensemble) des pixels de l’image
I. Pour effectuer la de´tection dans toute l’image I, nous lancerons ce test pour chacun de ses
pixels.
Dans la suite, nous fixons un pixel ♣i, j! et nous noterons H1 ou H0 au lieu de H
i,j
1 et H
i,j
0 pour
ne pas surcharger l’e´criture.
Vocabulaire
Pour un test de de´tection T , nous parlons de fausses alarmes plutoˆt que d’erreurs de premie`re
espe`ce et de non de´tections plutoˆt que d’erreurs de seconde espe`ce. Dans la suite, nous appellerons
probabilite´ de fausses alarmes le taux d’erreurs de premie`re espe`ce du test T
pfa♣T ! ✏ α ✏ P♣T ♣X! ✏ 1⑤H0!
et probabilite´ de de´tection la puissance du test T
pd♣T ! ✏ 1✁ β ✏ 1✁ P♣T ♣X! ✏ 1⑤H0! ✏ P♣T ♣X! ✏ 1⑤H1!
Ainsi, le test de Neyman-Pearson de niveau α✝ est celui qui a le meilleur taux de de´tection parmi
tous les tests ayant un taux de fausses alarmes fixe´ a` la valeur α✝.
Strate´gie retenue
Les came´ras produites par TOSA peuvent eˆtre utilise´es dans un cadre de veille. Le syste`me de
surveillance est autonome et ne dispose pas toujours d’a priori sur la pre´sence ou non d’une cible.
Lorsqu’il en dispose, pour ne pas risquer d’accroˆıtre les erreurs, nous pre´fe´rons ne pas utiliser ces
informations comme des a priori. Pour ces raisons ope´rationnelles, les strate´gies de Bayes et du
maximum de vraisemblance ne sont pas les plus adapte´es.
D’autre part, comme pre´sente´ au de´but de ce chapitre, chaque de´tection va entraˆıner une
re´action d’un utilisateur humain ou d’un syste`me d’armes pour obtenir plus d’informations sur
la cible de´tecte´e, comme sa nature par exemple. Le nombre de fausses alarmes ne doit donc pas
eˆtre trop e´leve´. Ide´alement, ce nombre devrait eˆtre nul mais cela entraˆınerait alors un nombre de
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de´tection e´galement nul. Nous devons donc trouver un compromis acceptable pour l’utilisateur
entre la probabilite´ de fausses alarmes et la probabilite´ de de´tection. En pratique, l’utilisateur
autorise une probabilite´ de fausses alarmes limite, par exemple cinq fausses alarmes par image a`
la sortie de l’e´tape de de´tection de plots. Ce nombre sera fortement diminue´ graˆce a` l’e´tape de
de´tection de cibles. Nous souhaitons alors avoir la meilleure probabilite´ de de´tection pour cette
probabilite´ de fausses alarmes fixe´e par l’utilisateur.
Avec ces deux arguments, la strate´gie de Neyman-Pearson nous paraˆıt donc la strate´gie la plus
approprie´e pour nos travaux parmi les trois pre´sente´es.
Hypothe`ses sur le fond et les cibles
Dans un cadre de de´tection, nous souhaitons, pour l’image I, baˆtir un test ayant pour hypothe`se
nulle
H0 : ✦ Absence de cible dans le pixel ♣i, j! ✧
Le fond de ciel vu a` travers une feneˆtre de taille M ✂M est mode´lise´ en l’absence de cibles par
un champ gaussien sur RM
2
, note´ B, de moyenne mo et de matrice de covariance Σ.
B ✒ N♣mo,Σ!
Sous l’hypothe`se H0, l’image I ne contient que le fond de ciel
Sous H0, ❅♣k, l! % &&1,M ''
2 , I♣k, l! ✏ B♣k, l!.
Puisque nous souhaitons de´tecter les objets lorsqu’ils sont encore loin de la came´ra (a` grande
porte´e), nous avons suppose´ les cibles ponctuelles. En imagerie, nous les qualifions de subpixel-
liques : leur taille ne de´passe pas un pixel. D’autre part, nous supposons que la contribution de la
cible vient s’ajouter a` celle du fond. Les cibles ont donc aussi e´te´ suppose´es additives.
Nous appelons intensite´ de la cible, que nous notons c, la quantite´ qui vient s’ajouter a` la valeur
du fond dans le pixel ♣i, j! contenant une cible. L’hypothe`se alternative est alors la suivante
H1,c : ✦ Pre´sence d’une cible d’intensite´ c → 0 dans le pixel ♣i, j! ✧
Sous cette hypothe`ses, l’image est la somme du fond de ciel et de la cible.
Sous H1,c, ❅♣k, l! % &&1,M ''
2 , I♣k, l! ✏ B♣k, l! * cδi,j .
ou` δi,j est un vecteur de taille M
2 avec un 1 a` la position correspondant au pixel ♣i, j! et des 0
partout ailleurs.
1.2 Test du rapport de vraisemblance pour la de´tection
Dans cette partie, nous allons pre´senter plus en de´tail la the´orie de Neyman-Pearson ainsi que
la construction du test associe´.
Nous disposons d’un e´chantillon I ✏ ♣I1, ..., In! de n images re´elles que nous supposons eˆtre des
re´alisations inde´pendantes d’un champ gaussien note´ X. Pour un niveau α✝, le test de Neyman-
Pearson est de´fini de la fac¸on suivante
TNP ♣α
✝
! ✏ 1 fX♣I⑤H1$
fX♣I⑤H0$
➙s
ou` P
✂
fX♣I⑤H1!
fX♣I⑤H0!
→ s⑤H0
✡
✏ α✝.
1.2.1 Expression du test du rapport de vraisemblance
La statistique de test utilise´e dans le test de Neyman-Pearson est le rapport des vraisemblances
de l’e´chantillon I ✏ ♣I1, ..., In! sous chacune des hypothe`ses H0 et H1. Pour cette raison, il est aussi
appele´ Test du Rapport de Vraisemblance. Il a e´te´ utilise´ par Vasquez [Vas11] et Genin [Gen13]
lors de leurs travaux sur la de´tection. Scharf et Firendlander [SF94] l’ont e´galement e´tudie´. Nous
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le noterons TRV dans la suite du manuscrit. Nous notons e´galement ∆♣I, i, j! la statistique de test
associe´e
∆♣I, i, j! ✏
fX♣I1, ..., In⑤H1!
fX♣I1, ..., In⑤H0!
Puisque les observations ♣I1, ..., In! sont des re´alisations inde´pendantes de la meˆme variable
ale´atoire X, la vraisemblance de l’e´chantillon sous chacune des hypothe`ses est le produit de la
vraisemblance de chacune des re´alisations ♣I1, ..., In!.
∆♣I, i, j! ✏
fX♣I1, ..., In⑤H1!
fX♣I1, ..., In⑤H0!
✏
n
➵
k✏1
fX♣Ik⑤H1!
fX♣Ik⑤H0!
.
Pour calculer cette statistique, nous avons alors besoin de connaˆıtre la loi du champ X sous
chacune des deux hypothe`ses.
Hypothe`se H0
Sous l’hypothe`se H0, il n’y a pas de cible et les observations ne contiennent que du fond de ciel.
La loi du champ X est donc la meˆme que celle du champ B
H0 : X ✒ N♣mo,Σ!
Sa densite´ est fX♣X⑤H0! ✏
1
♣2pi"
M2
2 det♣Σ"
1
2
exp
✂
✁
1
2
t
♣X✁mo!Σ✁1♣X✁mo!
✡
.
La vraisemblance de l’e´chantillon est alors
fX♣I1, ..., In⑤H0! ✏
1
♣2π!
nM2
2 det♣Σ!
n
2
exp
✂
✁
1
2
n
➳
k✏1
t
♣Ik ✁mo!Σ
✁1
♣Ik ✁mo!
✡
.
Hypothe`se H1
Sous l’hypothe`se H1, il faut prendre en compte la pre´sence de la cible au pixel ♣i, j!. Nous avons
suppose´ les cibles subpixelliques et additives. L’ajout d’une cible d’intensite´ c dans le pixel ♣i, j! ne
va donc modifier la valeur de l’image qu’au niveau du pixel ♣i, j!. Ainsi, pour une cible d’intensite´
c pre´sente dans le pixel ♣i, j!, le mode`le suivi par le champ X devient alors
H1,c : X ✒ N♣mo& cδi,j ,Σ!
ou` δi,j est un vecteur de taille M
2 avec un 1 a` la position correspondant au pixel ♣i, j! et des 0
partout ailleurs.
La densite´ de l’e´chantillon est alors
fX♣I1, ..., In⑤H1! ✏
1
♣2π!
nM2
2 det♣Σ!
n
2
exp
✂
✁
1
2
n
➳
k✏1
t
♣Ik ✁mo✁ cδi,j!Σ
✁1
♣Ik ✁mo✁ cδi,j!
✡
.
Nous pouvons maintenant construire la statistique de test du rapport de vraisemblance pour
une intensite´ c.
∆♣I, i, j! ✏
fX♣I1, ..., In⑤H1!
fX♣I1, ..., 1n⑤H0!
✏ exp
✂
ctδi,jΣ
✁1
✂ n
➳
k✏1
♣Ik ✁mo!
✡
✁
nc2
2
tδi,jΣ
✁1δi,j
✡
De´termination du seuil de de´tection
Cette quantite´ doit ensuite eˆtre compare´e a` un seuil. Si elle de´passe le seuil, on rejette l’hypothe`se
H0. Sinon, on l’accepte. Pour un niveau α
✝, ce seuil est de´fini comme le quantile de niveau 1✁α✝
de la loi de la variable ∆♣I, i, j! sous l’hypothe`se H0. Nous avons besoin de connaˆıtre la loi de cette
statistique de test sous l’hypothe`se H0.
Puisque la fonction x '( exp♣cx✁ nc
2
2
tδi,jΣ
✁1δi,j! est strictement croissante, nous allons seule-
ment nous inte´resser a` la loi de la variable tδi,jΣ
✁1
♣
n
➦
k✏1
♣Ik ✁mo!!. Il est important de noter que
cela n’est vrai que parce que nous avons suppose´ l’intensite´ de la cible c positive.
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Sous l’hypothe`se H0,
❅k ! ""1, n## , Ik ✒ N♣mo,Σ&
n
➳
k✏1
♣Ik ✁mo& ✒ N♣0, nΣ&
tδi,jΣ
✁1
✂ n
➳
k✏1
♣Ik ✁mo&
✡
✒ N♣0, ntδi,jΣ
✁1δi,j&
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo&
✡
❛
ntδi,jΣ✁1δi,j
✒ N♣0, 1&
Finalement, pour un niveau α✝ ! "0, 1#, si qα✝ est le quantile de niveau 1✁α
✝ de la loi normale
centre´e re´duite N♣0, 1&, le test est de´fini de la fac¸on suivante
TNP ♣α
✝
& ✏ 1∆˜♣I,i,j$→s ou` ∆˜♣I, i, j& ✏
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo&
✡
❛
ntδi,jΣ✁1δi,j
et s ✏ qα✝ .
Une remarque importante a` faire est que ce test ne de´pend finalement pas de l’intensite´ c de la
cible que l’on veut de´tecter lorsque celle-ci est connue. Une autre remarque importante a` faire est
que ceci est duˆ a` l’hypothe`se gaussienne e´mise pour le champ X. Pour une autre loi (un me´lange
de lois gaussiennes par exemple), nous n’aboutirions pas aux meˆmes conclusions.
1.2.2 Test du rapport de vraisemblance ge´ne´ralise´
Dans la partie pre´ce´dente, nous avons vu comment construire le test du rapport de vraisem-
blance lorsque tous les parame`tres du mode`le sont connus. Dans cette partie, nous allons voir
comment se modifie ce test lorsque certains ou tous les parame`tres sont inconnus [Kel86]. Nous
parlons alors du Test du Rapport de Vraisemblance Ge´ne´ralise´. Il est note´ TRVG.
Intensite´ de la cible inconnue
Lorsque l’intensite´ de la cible est inconnue, nous devons l’estimer avant de pouvoir construire le
test. Nous l’estimons par maximum de vraisemblance, ce qui nous conduit a` utiliser le test du
rapport de vraisemblance ge´ne´ralise´ de´fini par
max
c→0
f1♣I1, ..., In, c&
f0♣I1, ..., In&
✏
f1♣I1, ..., In,♣cEMV &
f0♣I1, ..., In&
H0
➸
H1
s.
ou` ♣cEMV est l’estimateur du maximum de vraisemblance de l’intensite´ de la cible. Nous avons une
formule exacte pour cet estimateur.
Puisque la fonction x *+ 1
♣2pi 
nM2
2 det♣Σ 
n
2
exp♣✁x" est strictement de´croissante, le maximum
de la vraisemblance est aussi le minimisateur de la fonction c #$
n
➦
k✏1
t
♣Ik ✁mo ✁ cδi,j"Σ
✁1
♣Ik ✁
mo✁cδi,j". En cherchant un annulateur de la de´rive´e de cette fonction, nous obtenons une formule
exacte pour cet estimateur
♣cEMV ✏
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo"
✡
ntδi,jΣ✁1δi,j
La vraisemblance devient alors
f1♣I,♣cEMV " ✏
1
♣2π"
nM2
2 det♣Σ"
n
2
exp
✂
✁
1
2
n
➳
k✏1
t
♣Ik ✁mo"Σ
✁1
♣Ik ✁mo" &
✒
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo"
✡✚2
2ntδi,jΣ✁1δi,j
✡
.
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Finalement, la statistique de test est la suivante
∆♣I, i, j! ✏
f1♣I1, ..., In,♣cEMV !
f0♣I1, ..., In!
✏ exp
✂
✒
tδi,jΣ
✁1
#
n
➦
k✏1
♣Ik ✁mo!
✡✚2
2ntδi,jΣ✁1δi,j
✡
.
Cette quantite´ doit eˆtre compare´e a` un seuil qui de´pend de la loi de cette variable sous l’hypothe`se
H0. Toujours par croissance de la fonction x %& exp♣
x
2
!, nous ne nous inte´ressons qu’a` la variable
✒
tδi,jΣ
✁1
♣
n
➦
k✏1
✂
Ik ✁mo!
✡✚2
tδi,jΣ✁1δi,j
.
Sous l’hypothe`se H0,
tδi,jΣ
✁1
✂ n
➳
k✏1
♣Ik ✁mo!
✡
✒ N♣0, ntδi,jΣ
✁1δi,j!
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo!
✡
❛
ntδi,jΣ✁1δi,j
✒ N♣0, 1!
✒
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo!
✡✚2
ntδi,jΣ✁1δi,j
✒ χ2♣1!
Finalement, pour un niveau α✝ ( #0, 1), si qcα✝ est le quantile de niveau 1✁α
✝ de la loi du Chi-deux
a` un degre´ de liberte´ χ2♣1!, le test est de´fini de la fac¸on suivante
TNP ♣α
✝
! ✏ 1
♣∆♣I,i,j$→s
ou` ♣∆♣I, i, j! ✏
✒
tδi,jΣ
✁1
✂
n
➦
k✏1
♣Ik ✁mo!
✡✚2
ntδi,jΣ✁1δi,j
et s ✏ qcα✝ .
Tous les parame`tres inconnus
Cette fois-ci, tous les parame`tres sont inconnus. Lorsque nous avons acce`s a` plusieurs images sous
les hypothe`ses Hi,j0 ou H
i,j
1 , nous pouvons les estimer par maximum de vraisemblance [MRG85].
Le test est alors le suivant
max
mo,Σ,c→0
f1♣I1, ..., In,mo,Σ, c!
max
mo,Σ
f0♣I1, ..., In,mo,Σ!
✏
f1♣I1, ..., In,②mo1, ♣Σ1,♣c1!
f0♣I1, ..., In,②mo0, ♣Σ0!
H0
➸
H1
s.
ou` ♣②mo1, ♣Σ1,♣c1! sont les estimateurs par maximum de vraisemblance des parame`tres sous l’hy-
pothe`se H1 et ♣②mo0, ♣Σ0! ceux sous l’hypothe`se H0. En utilisant les de´rive´es des vraisemblances
sous chacune des hypothe`ses, nous obtenons les deux syste`mes suivants
H0 :
✩
✬
✬
✫
✬
✬
✪
②mo0 ✏
1
n
n
➦
k✏1
Ik
♣Σ0 ✏
1
n
n
➦
k✏1
t
♣Ik ✁②mo0!♣Ik ✁②mo0!
H1 :
✩
✬
✬
✬
✬
✬
✬
✬
✫
✬
✬
✬
✬
✬
✬
✬
✪
♣c1 ✏
tδi,j ♣Σ
✁1
1
✂
n
➦
k✏1
♣Ik✁②mo1$
✡
ntδi,j ♣Σ
✁1
1 δi,j
②mo1 ✏
1
n
n
➦
k✏1
♣Ik ✁ ♣c1δi,j!
♣Σ1 ✏
1
n
n
➦
k✏1
t
♣Ik ✁②mo1 ✁ ♣c1δi,j!♣Ik ✁②mo1 ✁ ♣c1δi,j!
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Il faut ensuite connaˆıtre la loi du rapport f1♣I1,...,In,②mo1,
♣Σ1,♣c1!
f0♣I1,...,In,②mo0,♣Σ0!
sous l’hypothe`se H0 pour pouvoir
choisir le seuil s.
Plusieurs remarques sont alors a` faire pour replacer la the´orie de Neyman-Pearson dans notre cadre
de travail. Tout d’abord, nous ne travaillons qu’avec une seule image I, c’est-a`-dire que n ✏ 1.
Cela a pour conse´quence, par exemple, que ②mo0 ✏ I et que ♣Σ0 ✏ 0. D’autre part, la loi de cette
statistique f1♣I1,...,In,②mo1,
♣Σ1,♣c1!
f0♣I1,...,In,②mo0,♣Σ0!
n’est pas connue sous l’hypothe`se H0 et nous ne pouvons donc pas
choisir le seuil s comme un de ces quantiles.
Dans la suite, nous n’appliquerons donc pas directement le test du rapport de vraisemblance
ge´ne´ralise´. En revanche, la the´orie de Neyman-Pearson va nous servir d’heuristique pour construire
un test de de´tection. Nous allons de´finir une statistique de test ∆♣I, i, j" plus simple que celle
propose´e par le test de vraisemblance ge´ne´ralise´. Nous ne connaˆıtrons pas non plus sa loi sous
l’hypothe`se H0 mais nous l’apprendrons. Nous pre´senterons dans le chapitre 4 la statistique du
test ∆♣I, i, j" que nous avons utilise´e ainsi que les me´thodes d’apprentissage mises en œuvre.
1.3 Mesures des performances d’un test de de´tection
Supposons maintenant que nous ayons construit un test de de´tection T . Pour une observation I,
nous notons ∆♣I, i, j" la statistique de test et s le seuil auquel elle sera compare´e. Si ∆♣I, i, j" ➔ s,
on accepte l’hypothe`se H0. Sinon, on la rejette.
∆♣I, i, j"
H0
➸
H1
s.
Nous allons pre´senter plusieurs grandeurs utilise´es dans un cadre de de´tection pour e´valuer
les performances de notre de´tecteur T . Ces grandeurs the´oriques ne´cessitent pour leur calcul de
connaˆıtre par exemple des lois statistiques, qui sont justement inconnues dans nos applications.
Nous verrons, par la suite, comment les estimer. Ces grandeurs empiriques, mesure´es sur notre
de´tecteur T , permettront dans le chapitre 4 de le positionner vis-a`-vis d’autres de´tecteurs de´ja`
pre´sents chez TOSA.
1.3.1 Probabilite´ de fausses alarmes
Nous avons vu que, pour re´pondre aux demandes de l’utilisateur, nous souhaitions construire un
de´tecteur qui respecte la probabilite´ de fausses alarmes fixe´e par l’utilisateur. Le premie`re grandeur
caracte´ristique de notre de´tecteur est donc sa probabilite´ de fausses alarmes.
La probabilite´ de fausses alarmes, note´e pfa dans la suite, est de´finie comme la probabilite´ que
le test de´cide de rejeter l’hypothe`se H0 alors que l’hypothe`se H0 est vraie. Si X est une variable
ale´atoire dont l’observation I est une re´alisation,
pfa♣T, s" ✏ P♣∆♣X" → s⑤H0" ✏
➺
"✽
s
f0♣t"dt ✏ 1✁ F0♣s"
ou` f0 est la densite´ de la variable ∆♣X" sous l’hypothe`se H0 et F0 sa fonction de re´partition.
Il est important de noter que cette quantite´ est un parame`tre intrinse`que du test et ne de´pend
pas de l’observation I mais seulement de la loi de la statistique de test ∆♣X" sous l’hypothe`se H0
et du seuil s.
La fonction F0 est croissante en tant que fonction de re´partition. Ainsi, lorsque le seuil s
diminue, la probabilite´ de fausses alarmes augmente.
Dans le cadre de nos travaux, nous souhaitons imposer a` cette grandeur la valeur consigne α✝
de´cide´e par l’utilisateur.
pfa♣T, s" ✏ 1✁ F0♣s" ✏ α
✝.
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Cette contrainte impose alors la valeur du seuil s a` utiliser lors du test
s ✏ F✁10 ♣1✁ α
✝
#.
Les tests ainsi construits sont dits a` taux de fausses alarmes constants et note´s TFAC [BF92]. C’est
le cas du test de Neyman-Pearson de niveau α✝, TNP ♣α
✝
#, de´crit pre´ce´demment.
1.3.2 Probabilite´ de de´tection
L’objectif principal d’un test de de´tection e´tant de de´tecter des cibles de diffe´rentes intensite´s,
une des grandeurs caracte´ristiques d’un test est sa probabilite´ de de´tection.
La probabilite´ de de´tection, note´e pd dans la suite du manuscrit, est de´finie comme la probabilite´
que le test de´cide de rejeter l’hypothe`se H0 quand H0 est fausse. Elle de´pend de l’intensite´ de la
cible que l’on souhaite de´tecter.
pd♣T, s, c# ✏ P♣∆♣X# → s⑤H1# ✏
➺
"✽
s
f1,c♣t#dt ✏ 1✁ F1,c♣s#
ou` f1,c est la densite´ de la variable ∆♣X# sous l’hypothe`se H1,c pour une cible d’intensite´ c et F1,c
sa fonction de re´partition.
La` encore, il est a` remarquer que cette quantite´ est un parame`tre intrinse`que au test et ne
de´pend que de la loi de la statistique de test ∆♣X# sous l’hypothe`se H1,c et du seuil s. La figure 1.2
permet de visualiser graphiquement les probabilite´s de fausses alarmes et de de´tection associe´es a`
un seuil s. Puisque nous avons suppose´ les cibles additives, la densite´ sous l’hypothe`se H1,c pour
une intensite´ c est une translation de la densite´ sous l’hypothe`se H0.
Figure 1.2 – Loi de la statistique de test sous chacune des hypothe`ses
Lorsque le seuil s est fixe´, la quantite´ pd(T, s, c) est croissante avec c : si l’intensite´ de la cible
augmente, sa probabilite´ de de´tection aussi. A l’inverse, lorsque l’intensite´ c de la cible est fixe´e,
la quantite´ pd(T, s, c) est de´croissante avec s : si le seuil augmente, la cible d’intensite´ c a une
probabilite´ plus faible d’eˆtre de´tecte´e.
Si pd(T, s, c# ✏ 0, les cibles d’intensite´ c ne seront pas de´tecte´es par le test T . Cela signifie que
le seuil s est trop e´leve´. Pour de´tecter des cibles d’intensite´ c avec une probabilite´ de de´tection
valant pd, il faudra alors abaisser le seuil
s ✏ F✁11,c ♣1✁ pd#
Cette diminution du seuil va entrainer une augmentation de la probabilite´ de fausses alarmes. Nous
voyons alors qu’il n’est pas possible de re´gler le seuil s pour obtenir une probabilite´ de de´tection de
1 ainsi qu’une probabilite´ de fausses alarmes de 0. Il faudra re´aliser un compromis entre ces deux
grandeurs. La notion suivante va justement permettre de visualiser ce compromis.
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1.3.3 Courbes COR
Lorsque la fonction F0 est inversible, nous pouvons lier la probabilite´ de de´tection a` la proba-
bilite´ de fausses alarmes par l’interme´diaire du seuil s. Pour une intensite´ c, nous obtenons
pd♣T, c! ✏ 1✁ F1,c
✂
F✁10 ♣1✁ pfa♣T !!
✡
Courbes COR a` intensite´ fixe´e
Pour une intensite´ c fixe´e, la courbe ainsi obtenue en trac¸ant la probabilite´ de de´tection en fonction
de la probabilite´ de fausses alarmes est appele´e courbe COR du test T ( COR pour Caracte´ristique
Ope´rationnelle de Re´ception). Il y a une courbe COR pour chaque intensite´. La figure 1.3 issue du
manuscrit de Genin [Gen13] pre´sente la forme ge´ne´rale d’une courbe COR.
Figure 1.3 – Exemple de courbe COR a` intensite´ fixe´e
Plusieurs remarques sont a` faire sur les courbes COR :
— toutes les courbes commencent par le point (0,0), qui correspond en pratique a` un seuil s
qui tend vers $✽. Il n’y a alors aucune fausse alarme mais aussi aucune de´tection.
— toutes les courbes finissent au point (1,1), qui correspond a` un seuil s qui tend vers ✁✽. La
probabilite´ de de´tection vaut alors 1 mais la probabilite´ de fausses alarmes aussi.
— ces courbes sont croissantes. En effet, si la probabilite´ de fausses alarmes augmente alors le
seuil diminue. Ainsi, le taux de de´tection augmente.
Chaque point de la courbe est obtenu pour un seuil particulier et correspond a` un couple (pfa,pd)
atteignable par le test de de´tection. Le test T ne pourra jamais atteindre un couple (pfa,pd)
qui n’est pas sur la courbe (comme le couple (0,1) par exemple). Nous voyons alors que pour
augmenter la probabilite´ de de´tection, l’utilisateur devra eˆtre preˆt a` augmenter la probabilite´ de
fausses alarmes e´galement.
Lorsque l’on veut comparer les performances de deux tests, nous pouvons comparer leur courbe
COR pour diffe´rentes valeurs de l’intensite´ des cibles. Celui dont la courbe COR est supe´rieure
a de meilleures performances de de´tection. La figure 1.4 issue du manuscrit de the`se de Vasquez
[Vas11] donne un exemple d’une telle comparaison.
Si l’utilisateur souhaite atteindre une probabilite´ de de´tection de 0.8 (segment horizontal rouge),
il devra accepter une probabilite´ de fausses alarmes de presque 0.01 avec le test en trait plein et
une probabilite´ de fausses alarmes de 0.4 avec le test en trait pointille´s. De meˆme, si l’utilisateur
souhaite imposer une probabilite´ de fausses alarmes de 0.001 (segment vertical bleu), il devra se
contenter d’une probabilite´ de de´tection infe´rieur a` 0.01 avec le test en trait pointille´ et pourra
atteindre une probabilite´ de de´tection supe´rieure a` 0.5 avec le test en trait plein. Le test en trait
plein a donc de meilleures performances que celui en trait pointille´.
Si les courbes se coupent, nous pourrons simplement dire que tel test est meilleur que tel autre
pour une probabilite´ de fausses alarmes fixe´e et pas qu’il est meilleur pour toutes les probabilite´s
de fausses alarmes.
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Figure 1.4 – Comparaison des courbes COR de deux tests
Le test le plus simple (le plus na¨ıf) consiste a` choisir au hasard entre les deux hypothe`ses. Pour
ce test, les lois sous les deux hypothe`ses sont les meˆmes. Ainsi, pd(T )=pfa(T ). La courbe COR
de ce test est donc l’identite´. Un test que l’on espe`re plus e´labore´ devra donc avoir une courbe
COR au-dessus de l’identite´. Sinon, il serait plus performant de choisir au hasard entre les deux
hypothe`ses.
Courbes COR a` pfa fixe´e
Dans le cadre de nos travaux, nous souhaitons travailler avec des tests TFAC, c’est-a`-dire des tests
a` probabilite´ de fausses alarmes constante. Il peut eˆtre inte´ressant de tracer, pour une probabilite´
de fausses alarmes fixe´e, l’e´volution de la probabilite´ de de´tection en fonction de l’intensite´ de la
cible. Pour une probabilite´ de fausses alarmes fixe´e, pfa=10 4 par exemple, le seuil correspondant
est spfa F
1
0 1 pfa . La courbe qui nous inte´resse est la suivante
pd c 1 F1,c spfa
La figure 1.5 issue du manuscrit de the`se de Vasquez [Vas11] donne un exemple d’une telle courbe
pour une probabilite´ de fausses alarmes fixe´e a` 10 4. Cette courbe permet de lire la probabilite´
de de´tection que l’on peut atteindre pour diffe´rentes intensite´s lorsque la probabilite´ de fausses
alarmes est fixe´e par l’utilisateur. Par exemple, pour une cible d’intensite´ c 8, le de´tecteur en
trait plein atteint une probabilite´ de de´tection de presque 0.9.
Figure 1.5 – Exemple de courbe COR a` pfa fixe´e a` 10 4
Cette courbe permet aussi de mesurer quantitativement les diffe´rences entre deux algorithmes.
Par exemple, nous lisons sur ce graphique de la figure 1.5 qu’au point de fonctionnement (pfa=10 4,
pd=0.5), le de´tecteur en trait plein de´tecte une cible a` partir d’une intensite´ c 4 alors que pour
le de´tecteur en trait pointille´, il faut une cible d’intensite´ au moins c 10. Le de´tecteur en trait
plein est donc plus performant a` ce point de fonctionnement.
1.3.4 Estimation des grandeurs
Dans nos travaux, nous avons utilise´ des images re´elles de TOSA. Ces images sont enregistre´es
lors de campagnes d’acquisition. Il n’y a pas toujours de champ spatial X sous-jacent ou, lorsqu’il
y en a un, nous ne connaissons pas sa loi.
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Or, les trois grandeurs pre´sente´es dans le paragraphe pre´ce´dent se calculent a` partir de la loi
du champ X sous chacune des hypothe`ses H0 ou H1. Dans les applications, nous allons donc avoir
besoin d’estimer ces grandeurs pour mesurer les performances de notre test T .
Taille ne´cessaire de l’e´chantillon
Nous allons, dans un cadre plus ge´ne´ral d’estimation de proportion, donner une formule permettant
de connaitre la taille de l’e´chantillon ne´cessaire a` une bonne estimation.
Soit p la probabilite´ d’apparition d’un phe´nome`ne. Sur un e´chantillon de tailleN , nous calculons
f la fre´quence d’apparition de ce phe´nome`ne. Si N ➙ 30, Np ➙ 5 et Np♣1✁p# ➙ 5, l’approximation
de la loi binomiale par la loi gaussienne nous permet d’obtenir un intervalle de confiance de risque
r pour la grandeur f
P
✂
p✁ qr
p♣1✁ p#
Np
↕ f ↕ p% qr
p♣1✁ p#
N
✡
✏ r
ou` qr est le quantile de niveau 1 ✁ r de la loi gaussienne centre´e re´duite. Pour que f soit une
estimation de p avec une pre´cision e et un risque r, il faut alors que la taille de l’e´chantillon ve´rifie
la condition
qr
p♣1✁ p#
N
↕ e' N ➙
q2rp♣1✁ p#
e2
.
Nous utiliserons ce re´sultat dans le chapitre 4 lorsque nous aurons besoin de baˆtir un e´chantillon
de test.
Taux de fausses alarmes
Puisque nous ne connaissons pas la densite´ f0 du champ X sous l’hypothe`se H0, nous ne pouvons
pas calculer la probabilite´ de fausses alarmes du test T . Nous ne pouvons que l’estimer empiri-
quement a` partir des observations. Si nous avons acce`s a` un e´chantillon ♣I1, ..., In# d’images re´elles
ne contenant pas de cibles, nous de´finissons la probabilite´ de fausses alarmes empirique de
l’e´chantillon par
①pfan♣I, T, s# ✏
1
n
# (1 ↕ k ↕ n ⑤ ∆♣Ik, i, j# → s✉ .
C’est la proportion d’images de l’e´chantillon pour lesquelles le test a de´cide´ de rejeter l’hypothe`se
H0 bien que H0 soit vraie.
Lorsque n ✏ 1, c’est-a`-dire lorsqu’on ne travaille qu’avec une seule image, cette probabilite´
empirique vaut alors soit 0 soit 1. Nous souhaitons pouvoir atteindre des probabilite´s comprises
entre 10✁5 et 10✁4. Nous allons donc en donner une autre de´finition pour n ✏ 1. Au lieu d’avoir
acce`s a` un e´chantillon ♣I1, ..., In# pour lesquels on ne teste que le pixel ♣i, j#, nous allons tester tous
les pixels de l’image I. Pour une image I de taille M ✂M , sa probabilite´ de fausses alarmes est
de´fini comme la proportion de pixels pour lequel le test a de´cide´ de rejeter l’hypothe`se H0.
①pfa1♣I, T, s# ✏
1
M2
# (1 ↕ k, l ↕M ⑤ ∆♣I, k, l# → s✉ .
Contrairement a` la probabilite´ de fausses alarmes the´orique, la version empirique de´pend de l’image
sur laquelle elle est calcule´e. Nous parlerons alors du taux de fausses alarmes de l’image I plutoˆt
que de sa probabilite´ de fausses alarmes.
Pour un test T TFAC, nous souhaitons que le taux de fausses alarmes de chaque image soit proche
de la probabilite´ de fausses alarmes consigne impose´e par l’utilisateur. Un graphique que nous
utiliserons plusieurs fois dans le chapitre 4 sera donc celui du taux de fausses alarmes d’une image
en fonction de la probabilite´ de fausses alarmes consigne de l’utilisateur. Nous ve´rifierons que cette
courbe soit proche de l’identite´. Un exemple en est donne´e a` la figure 1.6.
44 CHAPITRE 1. THE´ORIE DE LA DE´TECTION
Figure 1.6 – Trace´ du taux de fausses alarmes en fonction de la probabilite´ de fausses alarmes
Taux de de´tection
De meˆme, lorsque la densite´ f1 du champ X sous l’hypothe`se H1 est inconnue, nous pouvons seule-
ment estimer empiriquement la probabilite´ de de´tection a` partir des donne´es. Pour une intensite´
de la cible c, soit ♣Ic,1, ..., Ic,n! un e´chantillon contenant une cible d’intensite´ c au pixel ♣i, j!.
Le taux de de´tection pour une intensite´ c de l’e´chantillon I est de´fini par
①pdn♣I, T, s, c! ✏
1
n
# #1 ↕ k ↕ n ⑤ ∆♣Ic,k, i, j! → s✉ .
C’est la proportion d’images de l’e´chantillon pour lesquelles le test a de´cide´ de rejeter l’hypothe`se
H0 lorsque H0 e´tait fausse. C’est, la`-aussi, un estimateur sans biais de pd(T, c).
Lorsque n ✏ 1, c’est-a`-dire lorsqu’on ne travaille qu’avec une seule image I, ce taux ne prend
lui aussi que deux valeurs : 0 ou 1. Nous allons alors utiliser l’image I pour fabriquer un e´chantillon
d’images ♣J1, ..., JM2! contenant chacune une cible d’intensite´ c.
Nous avons suppose´ les cibles subpixelliques et additives. La contribution de la cible n’est donc
visible que dans le pixel ou` elle est ajoute´e. Soit I une image ne contenant pas de cibles. Pour
♣k, l! ( ))1,M **2, si nous notons Jk,l l’image obtenue apre`s l’ajout d’une cible d’intensite´ c dans le
pixel ♣k, l!, elle est donc de´finie de la fac¸on suivante
✧
❅♣u, v! ✘ ♣k, l! , Jk,l♣u, v! ✏ I♣s, t!,
Jk,l♣k, l! ✏ I♣k, l! - c;
(1.1)
En incrustant dans chacun des pixels de l’image I une cible d’intensite´ c, nous obtenons un
e´chantillon ♣J1, ..., JM2! utile pour estimer la probabilite´ de de´tection du test T pour une intensite´
c. Pour l’image Jk,l, nous testons le pixel ♣k, l!.
①pd1♣I, T, c, s! ✏
1
M2
# #1 ↕ k, l ↕M ⑤ ∆♣Jk,l, k, l! → s✉ .
Mode`le pour les cibles
Le mode`le subpixellique et additif suppose´ pour les cibles est tre`s, meˆme trop, simple. D’autres
mode`les ont e´te´ envisage´s dans la litte´rature. La cible, meˆme en e´tant suppose´e plus petite qu’un
pixel, est rarement comprise dans un seul pixel. Elle est plutoˆt contenue dans plusieurs pixels.
La figure 1.7 pre´sente diffe´rents mode`les rencontre´s dans la litte´rature pour des cibles de taille
infe´rieure a` un pixel.
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Figure 1.7 – Exemples de signatures de cibles
Ces diffe´rents mode`les sont plus re´alistes pour les cibles que les algorithmes de TOSA cherche
a` de´tecter. Nous avons toutefois utilise´ dans nos expe´riences le mode`le subpixellique et additif.
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Les performances que nous obtiendrons seront donc un peu optimistes. Pour se confronter a` la
re´alite´, nous appliquerons dans le chapitre 4 notre de´tecteur sur des cibles re´elles, c’est-a`-dire de´ja`
pre´sentes dans les images re´elles de TOSA.
Courbes COR
Maintenant que nous savons estimer les probabilite´s de fausses alarmes et de de´tection pour un
test T , nous allons pouvoir tracer des courbes COR empiriques pour chaque intensite´ c de la cible.
En re´alite´, ce n’est pas simplement l’intensite´ de la cible qui indique si elle est difficile a` de´tecter
ou non. C’est surtout son contraste vis-a`-vis du fond. Nous de´finissons une grandeur que nous
appelons rapport signal sur bruit , note´e RSB dans la suite du manuscrit, et qui va mesurer le
contraste de la cible vis-a`-vis du fond.
RSB♣c, i, j! ✏
c
♣σi,j
ou` ♣σi,j est la variance empirique du fond estime´e sur une feneˆtre de taille 11✂ 11 autour du pixel
♣i, j!. Nous reviendrons sur cette grandeur dans le chapitre 4.
Finalement, plutoˆt que de tracer des courbes COR pour une intensite´ fixe´e, nous allons tracer
des courbes COR pour un rapport signal sur bruit fixe´.
Nous disposons d’une image re´elle I ne contenant pas de cibles. Pour chaque pixel ♣k, l! de cette
image, nous calculons la statistique de test associe´ au test T : ∆♣I, 1, 1!, ...,∆♣I,M,M!. Nous
pouvons alors calculer le taux de fausses alarmes associe´ a` cette image pour un seuil s
①pfa1♣I, T, s! ✏
1
n
# $1 ↕ k, l ↕M ⑤ ∆♣I, k, l! → s✉ .
Nous souhaitons ensuite calculer le taux de de´tection de cette image pour un rapport signal bruit
r fixe´. Nous fabriquons comme pre´ce´demment, a` partir de l’image I, un e´chantillon ♣J1,1, ..., JM,M !
de M2 images contenant chacune une cible pour laquelle la valeur du rapport signal sur bruit vaut
r. Nous pouvons alors calculer le taux de de´tection de cette image pour un rapport signal sur bruit
r et un seuil s
①pd1♣I, T, r, s! ✏
1
M2
# $1 ↕ k, l ↕M ⑤ ∆♣Jk,l, k, l! → s✉ .
En faisant varier la valeur du seuil s, nous obtenons alors diffe´rents couples (①pfa1♣I, T, s!,
①pd1♣I, T, r, s!) qui correspondent a` des points de fonctionnement du de´tecteur T . En trac¸ant ces
diffe´rents couples, nous obtenons ainsi une courbe COR empirique associe´e a` la valeur r du rapport
signal sur bruit. La figure 1.8 pre´sente deux exemples de courbes COR empiriques pour le meˆme
de´tecteur T mais pour des rapports signal sur bruit diffe´rents.
Figure 1.8 – Exemples de courbes COR empiriques pour diffe´rents rapports signal sur bruit
Les courbes COR empiriques ont bien le meˆme aspect que la courbe COR the´orique pre´sente´e sur
la figure 1.3. Celle en bleu correspond a` un rapport signal sur bruit de 3 tandis que celle en rouge,
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a` un rapport signal sur bruit de 10. Le de´tecteur est plus performant pour les cibles ayant un
rapport signal sur bruit plus e´leve´, ce qui est le comportement attendu.
Nous pouvons aussi tracer la courbe COR a` probabilite´ de fausses alarmes fixe´e. Cette courbe
empirique repre´sente le taux de de´tection d’un e´chantillon I en fonction du rapport signal sur bruit
que l’on cherche a` de´tecter. Un exemple est pre´sente´e sur la figure 1.9.
Comme explique´ pre´ce´demment, cette courbe va permettre de mesurer un gain de de´tection en
terme de rapport signal sur bruit lorsque nous comparerons deux algorithmes.
Il est important de se rappeler que toutes ces courbes ont e´te´ obtenues a` partir de l’image I. Ce
sont des estimations des courbes COR the´oriques et elles de´pendent donc de l’image I sur laquelle
elles ont e´te´ calcule´es.
Pour comparer les performances de deux algorithmes, nous allons utiliser les courbes COR em-
piriques obtenues par la me´thode pre´sente´e ci-dessus. Nous ne pourrons comparer leurs courbes
COR que si elles ont e´te´ obtenues a` partir de la meˆme image I. Les lectures des performances sur
les courbes empiriques se feront comme explique´ au paragraphe 1.3.3.
Figure 1.9 – Courbe COR pour une probabilite´ de fausses alarmes fixe´e
1.3.5 Echantillon d’images re´elles
Les performances pre´sente´es au-dessus vont eˆtre mesure´es sur diffe´rents e´chantillons d’images
re´elles fournies par TOSA. Ces images sont toutes des images infrarouges de taille 640 416.
La grande majorite´ ne contient pas de cibles. Quand des cibles sont pre´sentes, nous parlons de
cibles d’opportunite´s. Elles ont e´te´ labellise´es par TOSA et nous pouvons ainsi faire tourner notre
de´tecteur sur des cibles re´elles. Les images ne contenant pas de cibles d’opportunite´s serviront a`
estimer les courbes COR empiriques.
La figure 4.8 repre´sente quelques images re´elles fournies par TOSA. Nous remarquons qu’elles
sont de plusieurs natures : ciel bleu, nuages e´pais, nuages directionnels, ...
Ceci nous permettra de mesurer les performances de plusieurs de´tecteurs sur diffe´rents types
de fond .
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Figure 1.10 – Exemples d’images re´elles de TOSA
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Conclusion
Dans ce chapitre, nous avons pre´sente´ la strate´gie de Neyman-Pearson. Cette strate´gie a servi
d’heuristique au de´veloppement du de´tecteur que nous proposons au chapitre 4.
Nous avons e´galement propose´ des grandeurs permettant de mesurer les performances d’un test
de de´tection. Tous ces outils seront re´utilise´s dans le chapitre 4 lorsque nous comparerons notre
de´tecteur a` l’existant chez TOSA.
Pour mettre en place un test de de´tection, nous avons vu qu’il e´tait tre`s important de connaˆıtre
le comportement des images re´elles en absence et en pre´sence de cibles. Puisque les cibles sont
suppose´es additives, le comportement en pre´sence de cibles se de´duit de celui en absence de cibles.
Dans le prochain chapitre, nous allons e´tudier le comportement des images en l’absence de cibles.
Pour cela, nous allons de´finir plusieurs mode`les statistiques qui permettront de les caracte´riser au
mieux.
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Chapitre 2
Mode`les pour les textures
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Introduction
Le but principal de nos travaux est de proposer un algorithme de de´tection de cibles sous
re´solues dans des images de ciel. La connaissance (ou au moins l’estimation) d’un mode`le pour
repre´senter les images est indispensable a` la mise en place d’un tel algorithme. Des expe´riences
nume´riques ont montre´ qu’en l’absence de cibles, les images infra-rouges pouvaient eˆtre localement
mode´lise´es par des champs gaussiens stationnaires.
Nous allons, dans ce chapitre, pre´senter les mode`les que nous avons choisi d’utiliser.
Nous observons une image I de tailleM✂M . Cette image est vue comme la re´alisation d’un champ
gaussien spatial X ✏ ♣Xi,j , i # $$1,M %%, j # $$1,M %%& de densite´ f devant la mesure de Lebesgue sur
$$1,M %%2 inconnues. Nous souhaitons estimer la densite´ f du champ X.
Comme dans le chapitre pre´ce´dent, nous n’allons plus conside´rer I comme un e´le´ment deMM ♣R&
mais comme un e´le´ment de RM
2
. Nous allons de meˆme supposer que le champ X est un champ
gaussien sur RM
2
. Sa loi est donc entie`rement caracte´rise´e par un vecteur de moyenne mo # RM
2
et sa matrice de covariance Σ # MM2♣R&.
Pour les notations, nous continuerons a` utiliser la notation Xi,j meˆme s’il s’agit en re´alite´ de
la variable re´elle X
♣i✁1"M#j . De meˆme, pour une matrice A de taille M
2
✂M2, nous noterons
A♣♣i, j&, ♣k, l&& au lieu de A♣♣i✁ 1&M ( j, ♣k ✁ 1&M ( l&.
2.1 Premie`res mode´lisations
2.1.1 Estimation du vecteur moyenne
Selon la nature de l’image I, plusieurs hypothe`ses ont e´te´ propose´es pour mode´liser le vecteur
mo. Par exemple, lorsque I est une image ne contenant que du ciel bleu, Vasquez [Vas11] a propose´
de mode´liser le champ X par la somme d’un plan et d’un bruit blanc gaussien.
X ✏mo( σE ou`
✧
❅♣i, j& # $$1,M %%2 , moi,j ✏ ai( bj ( c
E ✒ N♣0, Id&
(2.1)
Plus pre´cise´ment, elle a suppose´ que cette hypothe`se ✦ plan + bruit blanc ✧ e´tait vraie localement.
Pour tout pixel ♣i, j&, il existe une zone Ωr♣i,j", centre´e en ♣i, j&, telle que sur cette zone, le mode`le
✦ plan+bruit blanc ✧ soit ve´rifie´.
Les parame`tres a, b, c et σ sont estime´s sur chacune des zones par maximisation de la vrai-
semblance. La figure 2.1a pre´sente une image re´elle de ciel bleu. La figure 2.1b pre´sente le vecteur
moyenne obtenu lorsqu’il est estime´ localement par une fonction line´aire des coordonne´es. L’histo-
gramme de la figure 2.1c et la corre´lation empirique de la figure 2.1d sont ceux du re´sidu E obtenu
comme diffe´rence entre l’image I et le vecteur moyenne estime´ ①mo.
Nous voyons que pour ce type d’images, le mode`le propose´ par Vasquez est tout a` fait adapte´.
Les re´sidus ont une corre´lation proche de l’identite´ et leur histogramme est bien celui d’un champ
gaussien. Essayons maintenant ce mode`le sur une image re´elle contenant a` la fois du ciel bleu et
des nuages.
Les re´sultats sont pre´sente´s par la figure 2.2. Sur cet exemple, l’histogramme des re´sidus est loin
d’un histogramme gaussien. D’autre part, la matrice de covariance ne peut pas eˆtre suppose´e dia-
gonale, de la forme σ2 Id. Les re´sidus sont corre´le´s. Cela signifie que meˆme localement, l’hypothe`se
✦ plan + bruit blanc ✧ n’est plus vraie.
Dans un objectif d’estimation du vecteur moyenne, nous n’avons pas besoin de supposer un mode`le
pour le vecteur mo. Une autre approche fre´quemment utilise´e et qui ne ne´cessite pas d’hypothe`ses
sur le vecteur mo est d’estimer les coordonne´es ♣moi,j&1↕i,j↕M par une combinaison linaire des
valeurs du champ aux pixels voisins du pixel ♣i, j&.
❅♣i, j& # $$1,M %%2 , ①moi,j ✏
➳
♣k,l"%&&1,M''2
θ♣i, j, k, l&Xk,l. (2.2)
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(a) (b)
(c) (d)
Figure 2.1 – Exemple de mode´lisation de mo par une fonction line´aire des coordonne´es : (a) image
re´elle, (b) vecteur mo estime´, (c) histogramme des re´sidus et (d) Corre´lation empirique des re´sidus
Les coefficients θ♣i, j, k, l! mesurent la pertinence du pixel ♣k, l! dans l’estimation de l’espe´rance
du pixel Xi,j : E♣Xi,j! ✏ moi,j . Dans une approche locale, ils sont souvent nuls lorsque le pixel
♣k, l! est loin du pixel ♣i, j!, les seuls coefficients non nuls sont ceux correspondant aux 4 plus
proches voisins.
❅♣i, j! $ %%1,M &&2 , ①moi,j ✏ θ0,1Xi,j 1 ' θ0,✁1Xi,j✁1 ' θ1,0Xi 1,j ' θ✁1,0Xi✁1,j (2.3)
Cette formule pour de´finir l’estimateur entraine imme´diatement des proble`mes de bords. Nous
verrons au paragraphe 2.2.1 comment les re´soudre.
Dans une approche non locale comme celle des non-local means (NL-means) propose´e par Buades
[BCM05], le coefficient θ♣i, j, k, l! est nul lorsque le comportement du champ autour du pixel ♣k, l!
est diffe´rent du comportement du champ autour du pixel ♣i, j!. Cette approche est base´e sur le fait
que dans une image, nous savons qu’il existe des zones similaires. Par exemple, lors de ses travaux
de the`se, Genin [Gen13] a utilise´ comme poids
θ♣i, j, k, l! ✏ exp
✂
✁
d2♣Pi,j , Pk,l!
h
✡
ou` Pi,j est le patch carre´ centre´ en ♣i, j! et de taille N ✏ 5 et d est une distance qui mesure la
similarite´ entre les deux patchs. Ce ne sont plus les pixels voisins du pixel ♣i, j! qui sont utilise´s
pour l’estimation de moi,j mais plutoˆt les pixels dont le comportement est semblable a` celui du
pixel ♣i, j!, meˆme s’ils sont loin.
Comme rappele´ dans l’introduction, nous souhaitons travailler localement. Nous avons donc de´cide´
de travailler avec la formule (2.3). Apre`s plusieurs expe´riences sur les images re´elles de TOSA, nous
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(a) (b)
(c) (d)
Figure 2.2 – Exemple de mode´lisation de mo par une fonction line´aire des coordonne´es : (a) image
re´elle, (b) vecteur mo estime´, (c) histogramme des re´sidus et (d) Corre´lation empirique des re´sidus
avons de´cide´ de supposer les coefficients θ♣i, j, k, l! nuls lorsque le pixel ♣k, l! n’e´tait pas un des
quatre plus proches voisins du pixel ♣i, j!. Nous avons alors estime´ le vecteur mo par la moyenne
des valeurs des pixels pour les quatre plus proches voisins
❅♣i, j! # $$1,M %%2 , ①moi,j ✏
Xi✁1,j 'Xi!1,j 'Xi,j✁1 'Xi,j!1
4
(2.4)
Cet estimateur ne suppose pas de mode`le sur le vecteur mo. De plus, si le champ X suit le mode`le
suppose´ par Vasquez et rappele´ en (2.1), nous obtenons un estimateur sans biais de l’espe´rance de
Xi,j .
E♣①moi,j! ✏
a♣i✁ 1! ' bj ' c' a♣i' 1! ' bj ' c' ai' b♣j ✁ 1! ' c' ai' b♣j ' 1! ' c
4
✏ ai' bj ' c.
C’est donc un estimateur plus ge´ne´ral que celui que nous pourrions construire en supposant le
mode`le propose´ par Vasquez.
La figure 2.3 pre´sente l’estimation de mo obtenue par la formule (2.4) ainsi que l’histogramme
et la corre´lation empirique des re´sidus pour l’image re´elle de la figure 2.2. Nous pouvons alors faire
plusieurs remarques. Tout d’abord, l’estimation de la moyenne visible sur la figure est visuellement
bonne. D’autre part, l’histogramme des re´sidus est plus proche de l’histogramme gaussien que celui
de la figure 2.2c. Enfin, la corre´lation spatiale des re´sidus est plus faible que celle de la figure 2.2d.
les re´sidus sont moins corre´le´s que dans le cas de l’estimation propose´e par Vasquez.
Il reste toutefois de la de´pendance locale et nous allons essayer dans la suite du chapitre de la
mode´liser.
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(c) (d)
Figure 2.3 – Exemple de mode´lisation de mo par une fonction line´aire des coordonne´es : (a) image
re´elle, (b) vecteur mo estime´, (c) histogramme des re´sidus et (d) Corre´lation empirique des re´sidus
2.1.2 Hypothe`ses sur la matrice de covariance
Maintenant que nous avons estime´ le vecteur moyenne, nous pouvons travailler avec le champ
centre´ Y
Yi,j ✏ Xi,j ✁
Xi,j✁1 "Xi,j!1 "Xi✁1,j "Xi!1,j
4
Pour connaˆıtre entie`rement la loi de Y (et donc celle de X), il reste a` estimer la matrice de
covariance de ce champ centre´ Y ou, de manie`re e´quivalente, sa matrice de pre´cision Q ✏ Σ✁1.
Ces matrices sont syme´triques et de taille M2✂M2. Sans aucune hypothe`se sur les matrices Σ ou
Q, il y a M
2
♣M2!1#
2
coefficients a` estimer. Or, nous ne travaillons qu’avec une image. Nous avons
donc M2 donne´es pour estimer M
2
♣M2!1#
2
coefficients.
Nous allons donc faire des hypothe`ses assez fortes sur la matrice Σ (ou sur la matrice Q) afin de
re´duire le nombre de parame`tres a` estimer. Chaque jeu d’hypothe`ses de´finira un mode`le pour la
structure de la matrice Σ (ou pour la matrice Q). L’ide´e ge´ne´rale est de supposer que la matrice
Σ (ou la matrice Q) ne de´pend que d’un petit nombre de parame`tres.
✧
Σ ✏ Σ♣θ%
Q ✏ Q♣θ%
ou` θ & Rd et d ✦
M2♣M2 " 1%
2
d est alors la dimension du mode`le.
La premie`re hypothe`se que nous pouvons faire pour re´duire la dimension du mode`le pour Σ est
de supposer le champ Y stationnaire .
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De´finition 1 (Stationnarite´) On dit qu’un champ Y sur Z2 centre´ est stationnaire si
❅♣i, j, k, l" # Z4 Cov♣Yi,j , Yk,l" ✏ C♣i✁ k, j ✁ l"
ou` C est une fonction de´finie sur Z2.
Cela signifie que la covariance entre le champ Y au pixel ♣i, j" et le champ Y au pixel ♣k, l" ne
de´pend que de la position relative du pixel ♣i, j" par rapport au pixel ♣k, l". La matrice de covariance
devient alors une matrice de Toeplitz syme´trique. Le nombre de coefficients a` estimer a fortement
diminue´ : il passe de M
2
♣M2!1"
2
a` M2. C’est un gain majeur pour des situations comme la notre
ou` le nombre de donne´es est assez faible.
Pour mode´liser le champ Y, nous pourrions nous inte´resser a` la fonction C directement ou au
variogramme associe´
❅h # Z2 , γ♣h" ✏ C♣0" ✁ C♣h".
Plusieurs mode`les sont utilise´s dans la litte´rature [Guy07] ou [Cre93]. Nous allons plutoˆt travailler
avec la matrice Σ.
Dans la suite, nous allons pre´senter les diffe´rents mode`les parame´triques stationnaires utilise´s pour
la matrice Σ ou pour la matrice Q. Nous appellerons mode`les directs les mode`les de´finis par la
matrice de covariance Σ et mode`les indirects ceux de´finis par la matrice de pre´cision Q ✏ Σ✁1.
2.2 Mode`les indirects
Les mode`les que nous allons pre´senter dans cette partie sont des mode`les de´finis a` travers la
matrice de pre´cision Q. Cette matrice a donc une structure particulie`re et connue. De plus, puisque
nous souhaitons re´duire le nombre de parame`tres, cette structure sera souvent parcimonieuse. Nous
en avons e´tudie´s deux en particulier. Ce sont des mode`les inspire´s des mode`les auto-re´gressifs en
dimension un. Ils ont de´ja` e´te´ utilise´s pour mode´liser des fonds gaussiens dans un objectif de
de´tection. Nous pouvons citer Denney et Figueiredo [DF00], Goldman et Cohen [GC05] ou encore
Vezzosi [Vez78].
2.2.1 Mode`les auto-re´gressifs simultane´s
Le premier mode`le indirect qui nous a inte´resse´s est le mode`le Auto-Re´gressif Simultane´, note´
SAR en abre´ge´.
De´finition 2 (SAR stationnaire) Soit N une partie finie de Z2. On dit qu’un champ Y gaus-
sien sur Z2 est un champ SAR stationnaire pour le voisinage N si
❅♣i, j" # Z2 , Yi,j ✏
➳
♣k,l"$N
ak,lYi✁k,j✁l & σεi,j (2.5)
ou`
➦
♣k,l"$N
⑤ak,l⑤ ➔ 1 et ε est un bruit blanc gaussien.
Ces mode`les ont e´te´ introduits par Whittle en 1954 [Whi54] et rede´finis par Guyon [Guy07] .
Ils sont dits simultane´s car toutes les e´quations sont ne´cessaires pour connaˆıtre les lois jointes,
marginales ou conditionnelles associe´es.
Un des voisinages les plus souvent utilise´s est le voisinage des quatre plus proches voisins
N4 ✏ )♣✁1, 0", ♣1, 0", ♣0,✁1", ♣0, 1"✉. Nous verrons plus en de´tails au chapitre suivant des travaux
de Verzelen [Ver09] ou de Kashyap et Challapa [KC83] permettant de choisir pour une image
donne´e le voisinage le plus adapte´.
Si nous supposons de plus que les coefficients ak,l sont tous e´gaux a` a avec ⑤a⑤ ➔
1
4
, nous obtenons
alors un mode`le SAR isotrope aux quatre plus proches voisins
❅♣i, j" # Z2 , Yi,j ✏ a♣Yi✁1,j & Yi!1,j & Yi,j✁1 & Yi,j!1" & σεi,j . (2.6)
2.2. MODE`LES INDIRECTS 57
Nous avons beaucoup utilise´ ce mode`le dans la suite de nos travaux.
Un autre mode`le SAR souvent rencontre´ est le mode`le qui pourrait eˆtre appele´ mode`le SAR
stationnaire directionnel. Pour tout pixel ♣i, j!, les coefficients devant les voisins horizontaux ♣i, j✁
1! et ♣i, j # 1! ont la meˆme valeur. De meˆme, les coefficients devant les voisins verticaux ♣i✁ 1, j!
et ♣i# 1, j! ont la meˆme valeur.
❅♣i, j! % Z2 Yi,j ✏ a1♣Yi✁1,j # Yi!1,j! # a2♣Yi,j✁1 # Yi,j!1! # σεi,j . (2.7)
La de´finition et les deux exemples vus pre´ce´demment supposent que le champ Y est de´fini sur
Z
2. Pour obtenir des re´alisations de taille finie de tels champs gaussiens stationnaires, nous devons
d’abord traiter les proble`mes de bords lie´s au passage de la grille infinie Z2 a` une grille finie. Que
devient la de´finition pre´ce´dente si nous restreignons le champ X a` une grille ''1,M ((2 ? La question
concerne surtout la de´finition du voisinage N pour les pixels aux bords de la grille. Par exemple,
quels sont les quatre plus proches voisins du pixel ♣1, 1! ? Deux re´ponses sont possibles.
Voisinage pe´riodise´ : le champ est suppose´ pe´riodique et il en est de meˆme pour le voisinage.
Le voisinage du pixel (1,1) est donc compose´ de quatre pixels : (1,2), (2,1), (1,M) et (M,1).
Un exemple est donne´ par le pixel et les croix bleus sur la figure 2.4.
Voisinage non pe´riodise´ : le champ n’est pas pe´riodique. Le voisinage est limite´ aux pixels
spatialement voisins. Le voisinage du pixel (1,1) est donc compose´ de deux pixels : (1,2) et
(2,1). Un exemple est donne´ par le pixel et les croix noirs sur la figure 2.4.
x x
x
x
x
x
Figure 2.4 – Choix de voisinage pour des champs de taille finie
Il est important de noter que dans le cas d’un voisinage non pe´riodise´, le champ Y n’est plus
stationnaire au sens de la de´finition 1. C’est toutefois cette de´finition du voisinage que nous allons
conserver. En effet, pour des images re´elles, il n’y a pas de raison de penser que la relation entre des
pixels e´loigne´s comme (1,1) et (1,M) soit la meˆme que celle entre des pixels proches comme (1,1)
et (1,2). Les proble`mes de bords ont e´te´ e´tudie´s par Dalhaus et Ku¨nsch [DK87]. Ce passage d’une
grille infinie Z2 a` une grille finie ''1,M ((2 a aussi des conse´quences sur l’estimation des parame`tres
[Guy07]. Dans la suite, nous utiliserons la de´finition 2 lorsque le champ sera de´fini sur Z2. Pour
une taille finie, nous utiliserons le voisinage non pe´riodise´.
Dans la suite de nos travaux, nous avons suppose´ que le champ ε e´tait un champ gaussien. Il est
toutefois possible de supposer une autre loi pour le champ ε. La figure 2.5 pre´sente deux simulations
de champs SAR pour des bruits de lois diffe´rentes. A gauche, le champ ε suit une loi gaussienne
tandis qu’a` droite, il suit une loi de me´lange de gaussiennes.
Dans la suite, nous supposons que le champ ε est un champ gaussien.
Pour voir que le mode`le SAR gaussien stationnaire est bien un mode`le indirect, il faut s’inte´resser a`
la matrice de pre´cision du champ Y. Pour un mode`le de´fini par les parame`tres a ✏ ♣ak,l, ♣k, l! % N!
et σ, nous notons Qs♣a, σ! cette matrice de pre´cision. Alors, on a la relation
Qs♣a, σ! ✏
1
σ2
t
♣I ✁Aa!♣I ✁Aa!
ou` Aa est la matrice de´finie par
Aa♣♣i, j!, ♣i✁ k, j ✁ l!! ✏
✧
ak,l si ♣k, l! % N
0 sinon.
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Figure 2.5 – Simulations de champs SAR pour diffe´rents bruits
Cette matrice est bien syme´trique. La condition sur les coefficients ♣ak,l, ♣k, l! " N! assure qu’elle
est de´finie positive [RH05].
Dans le cas d’un champ SAR isotrope aux quatre plus proches voisins (2.6), la condition sur a
devient ⑤a⑤ ➔ 1
4
et la matrice Aa a la forme suivante
Aa ✏ aW4 ou` W4 ✏
☎
✝
✝
✆
. . .
. . .
. . .
. . .
0 1 0 1 0 1 0 1 0
. . .
. . .
. . .
. . .
☞
✍
✍
✌
(2.8)
Chaque ligne n’a que quatre coefficients non nuls.
Bien qu’il n’ait que deux parame`tres, ce mode`le permet une grande variabilite´. La figure 2.6 montre
deux re´alisations de mode`les SAR isotrope aux 4 plus proches voisins avec a` gauche a ✏ 0 et a`
droite a ✏ 0.249. Ce sont des re´alisations comme celle de droite qui nous ont motive´s a` utiliser les
mode`les SAR pour repre´senter les images de nuages.
Figure 2.6 – Exemples de re´alisations de mode`les SAR isotropes : a` gauche avec a ✏ 0 et a` droite
avec a ✏ 0.249
Dans le cas d’un mode`le SAR stationnaire directionnel (2.7), la condition sur les coefficients
♣a, b! est alors ⑤a⑤ & ⑤b⑤ ➔ 1
2
et la matrice Aa est de la forme
Aa ✏ a1W2,h & a2W2,v ou`
W2,h ✏
☎
✝
✝
✆
. . .
. . .
0 0 0 1 0 1 0 0 0
. . .
. . .
☞
✍
✍
✌
et W2,v ✏
☎
✝
✝
✆
. . .
. . .
0 1 0 0 0 0 0 1 0
. . .
. . .
☞
✍
✍
✌
La figure 2.7 pre´sente deux re´alisations de mode`les SAR stationnaires directionnels. Dans
l’image de gauche, les coefficients valent a1 ✏ 0 et a2 ✏ 0.48. Pour l’image de droite, nous avons
a1 ✏ 0.48 et a2 ✏ 0. L’aspect directionnel est tre`s visible. Ainsi, en faisant varier la valeur des
parame`tres, nous pensons pouvoir mode´liser aussi les nuages directionnels par exemple.
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Figure 2.7 – Exemples de re´alisations de mode`les SAR stationnaire directionnels
2.2.2 Mode`les auto-re´gressifs conditionnels
Le second mode`le indirect qui nous a inte´resse´s est le mode`le Auto-Re´gressif Conditionnel, note´
CAR.
De´finition 3 (CAR stationnaire) Soit N une partie syme´trique finie de Z2. On dit qu’un champ
Y gaussien sur Z2 est un champ CAR stationnaire pour le voisinage N si
❅♣i, j" # Z2 , L♣Yi,j ⑤Yk,l , ♣k, l" ✘ ♣i, j"" ✏ N♣
➳
♣k,l!"N
ak,lYi✁k,j✁l, σ
2
" (2.9)
ou`, pour tout couple ♣k, l" , ak,l ✏ a✁k,✁l et
➦
♣k,l!"N
⑤ak,l⑤ ➔ 1.
La notation L♣X⑤Y" repre´sente la loi conditionnelle de X sachant Y.
Ce mode`le a e´te´ introduit par Besag en 1974 [Bes74] et la de´finition est issue de Rue et Held
[RH05]. Il est dit conditionnel car chaque ligne permet de connaˆıtre la loi conditionnelle d’une
variable. Il y d’autres informations donne´es par ces lignes. Par exemple, pour un pixel ♣i, j", la
quantite´
➦
♣k,l!"N ak,lYi✁k,j✁l est la meilleure pre´diction au sens L
2 de Yi,j .
Ce mode`le est en fait tre`s proche du mode`le SAR pre´sente´ pre´ce´demment. Pour le voir, nous
allons donner une de´finition e´quivalente des mode`les CAR introduite par Guyon [Guy07].
De´finition 4 Soit N une partie syme´trique finie de Z2. On dit qu’un champ Y gaussien sur Z2
est un champ CAR stationnaire pour le voisinage N si
❅♣i, j" # Z2 , Yi,j ✏
➳
♣k,l!"N
ak,lYi✁k,j✁l ( σεi,j (2.10)
ou` pour tout couple ♣k, l" , ak,l ✏ a✁k,✁l,
➦
♣k,l!"N
⑤ak,l⑤ ➔ 1 et pour tout couple ♣i, j", εi,j est
de´corre´le´ des variables Yk,l lorsque ♣k, l" ✘ ♣i, j".
Avec cette de´finition, la ressemblance avec le mode`le SAR est plus marque´e. Il y a toutefois
des diffe´rences importantes a` noter. Tout d’abord, le voisinage N d’un champ CAR doit eˆtre
syme´trique. D’autre part, le bruit ε est de´corre´le´ pour un mode`le SAR alors qu’il ne l’est pas
pour un mode`le CAR. Dans un mode`le CAR, la matrice de covariance du champ ε est donne´e par
♣I✁Aa". Ces diffe´rences se traduisent sur la matrice de pre´cision du champ Y. Si on note Qc♣a, σ"
la matrice de pre´cision d’un champ CAR stationnaire, nous avons
Qc♣a, σ" ✏
1
σ2
♣I ✁Aa"
ou` Aa est la matrice de´finie en (2.8). Malgre´ ces diffe´rences, il existe un lien important entre les
mode`les SAR et les mode`les CAR. C’est l’objet du re´sultat suivant e´nonce´ par Guyon [Guy07].
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Proposition 1 (Liens mode`les SAR-mode`les CAR)
1) Soit Y un champ SAR stationnaire pour un voisinage N . Alors, Y est aussi un champ CAR
stationnaire pour un voisinage N ✶.
2) En dimension 2, la classe des champs CAR stationnaires est plus grande que la classe des
champs SAR stationnaires.
Ce re´sultat se de´montre en utilisant la densite´ spectrale du champ Y. Reprenons l’exemple du
champ SAR isotrope aux quatre plus proches voisins
❅♣i, j" # Z2 , Yi,j ✏ a♣Yi✁1,j % Yi"1,j % Yi,j✁1 % Yi,j"1" % σεi,j .
En identifiant les densite´s spectrales, nous pouvons re´e´crire ce champ sous forme de champ CAR
stationnaire
❅♣i, j" # &&1,M ''2 , Yi,j ✏
2a
1 4a2
♣Yi✁1,j  Yi!1,j  Yi,j✁1  Yi,j!1"
✁
a2
1 4a2
♣Yi✁2,j  Yi!2,j  Yi,j!2  Yi,j✁2" (2.11)
✁
2a2
1 4a2
♣Yi✁1,j!1  Yi!1,j!1  Yi!1,j✁1  Yi✁1,j✁1"  
σ2
1 4a2
ei,j
Nous en concluons qu’un champ SAR isotrope aux 4 plus proches voisins est aussi un champ CAR
stationnaire mais pour le voisinage forme´ des 12 plus proches voisins. La figure 2.8 pre´sente les
deux voisinages mis en jeu.
x
x x
x
x
x x x
x x x x
x x x
x
Figure 2.8 – Voisinages des 4 et des 12 plus proches voisins
Nous remarquons alors que le voisinage du champ CAR est une convolution du voisinage du
champ SAR. Or, le voisinage est caracte´rise´ par la position des coefficients non nuls dans la matrice
de pre´cision Q. Nous aurions donc pu faire cette remarque de`s l’e´tude des matrices de pre´cision
de chacun des deux mode`les. Pour un mode`le SAR, cette matrice est de la forme Qs ✏
1
σ2
t
♣I ✁
Aa"♣I✁Aa" ou` chaque ligne de la matrice Aa a seulement quatre coefficients non nuls correspondant
aux quatre plus proches voisins. Le produit matriciel t♣I ✁ Aa"♣I ✁ Aa" donne donc une matrice
Qs dans laquelle chaque ligne posse`de douze coefficients non nuls correspondant aux douze plus
proches voisins. La repre´sentation e´quivalente sous forme de mode`le CAR correspond a` la meˆme
matrice de covariance. La matrice Qc est donc une matrice de la forme Qc♣a
✶, σ✶" ✏ 1
σ✶
♣I ✁ Aa✶"
qui correspond a` un voisinage forme´ des douze plus proches voisins.
2.2.3 Inte´reˆts des mode`les SAR et CAR
Maintenant que nous savons que tout mode`le SAR stationnaire peut eˆtre aussi repre´sente´ par
un mode`le CAR stationnaire, nous pouvons nous demander quel est l’inte´reˆt d’utiliser l’une plutoˆt
que l’autre des deux repre´sentations pour un champ Y sur Z2.
En analysant des de´finitions de chacun des deux mode`les, il semble que le mode`le SAR soit
de´fini plus simplement. En effet, dans le cas d’un mode`le SAR, le bruit ε est un bruit gaussien blanc
et la parame´trisation est plus simple. Nous allons voir qu’en terme de synthe`se aussi, le mode`le
SAR est plus approprie´ que le mode`le CAR. En revanche, en terme d’estimation ou de de´finition
du voisinage, c’est le mode`le CAR qui est le plus utile.
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Me´thodes de synthe`se.
Contrairement aux mode`les auto-re´gressifs en une dimension comme les champs ARMA par exemple,
il n’y a pas toujours de repre´sentation causale possible pour les mode`les SAR-CAR. La synthe`se
d’un champ SAR stationnaire ou d’un champ CAR stationnaire ne peut donc pas se faire indice
par indice comme c’est le cas en une dimension. D’autres me´thodes sont toutefois disponibles. La
premie`re utilise la transforme´e de Fourier du champ. Elle convient lorsque le voisinage du champ
est pe´riodise´.
Repartons d’un champ SAR stationnaire pe´riodise´.
❅♣i, j" # $$1,M %%2 , Yi,j ✏
➳
♣k,l!"N
ak,lYi✁k,j✁l ' σεi,j
Nous pouvons calculer la transforme´e de Fourier de cette expression. En notant ♣Yi,j la transforme´e
de Fourier du champ Y au point ♣i, j", nous obtenons
❅♣i, j" # $$1,M %%2 , ♣Yi,j ✏
➳
♣k,l!"N
ak,l ♣Yi✁k,j✁l ' σ♣εi,j
✏
➳
♣k,l!"N
ak,l ♣Yi,je
✁2ipi k
M e✁2ipi
l
M
' σ♣εi,j
Nous obtenons alors une expression pour la transforme´e de Fourier pour tous les points de la grille
$$1,M %%2
❅♣i, j" # $$1,M %%2 , ♣Yi,j ✏
σ♣εi,j
1✁
➦
♣k,l!"N ak,l exp♣✁2iπ
k
M
" exp♣✁2iπ l
M
"
(2.12)
En pratique, cela permet de synthe´tiser une re´alisation d’un champ SAR stationnaire de parame`tres
♣a, σ".
— On synthe´tise le bruit blanc ε
— On calcule sa transforme´e de Fourier discre`te ♣ε
— On calcule ♣Y par la formule (2.12)
— On lui applique la transforme´e de Fourier inverse pour obtenir un re´alisation d’un mode`le
SAR de parame`tres a et σ.
Dans le cas d’un champ de voisinage non pe´riodise´, il faut appliquer une autre me´thode de synthe`se,
une synthe`se matricielle. Pour un champ SAR stationnaire de parame`tres a et σ,
— Calcul de la matrice de covariance Σ♣a, σ" ✏ Q✁1s ♣a, σ".
— Calcul de Z♣a, σ" la de´composition de Cholesky de la matrice Σ♣a, σ".
— Simulation d’un bruit blanc ε.
— Y ✏ Z♣a, σ".ε est alors une re´alisation d’un champ SAR stationnaire de parame`tres a et σ.
Ces deux me´thodes de synthe`se sont plus adapte´es aux champs SAR qu’aux champs CAR. En
effet, dans le cas d’un mode`le CAR, il faut alors remplacer la synthe`se d’un bruit blanc par la
synthe`se d’un bruit de matrice de covariance ♣I ✁Aa".
Ainsi, en terme de simulation, le mode`le SAR semble plus pertinent que le mode`le CAR.
Estimation des parame`tres
Dans le cadre de la re´gression line´aire, la me´thode la plus couramment utilise´e est la me´thode des
moindres carre´s ordinaires.
Applique´e aux mode`les SAR et CAR stationnaires, cette me´thode consiste a` minimiser la
quantite´ suivante
S♣a" ✏
M
➳
i,j✏1
✂
Yi,j ✁
➳
♣k,l!"N
ak,lYi✁k,j✁l
✡2
.
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En de´rivant par rapport a` chacune des variables ak,l pour ♣k, l! " N , nous obtenons un syste`me
de card(N) e´quations a` card(N) inconnues. Nous pouvons donc le re´soudre et ainsi obtenir l’esti-
mateur des moindres carre´s ordinaires.
Par exemple, dans le cas d’un mode`le SAR isotrope aux 4 plus proches voisins de´fini en (2.6),
l’estimateur par moindre carre´ ordinaire du coefficient a est donne´ par [Guy07]
♣aMCO ✏
➦M
i,j✏1♣Yi✁1,j $ Yi"1,j $ Yi,j✁1 $ Yi,j"1!Yi,j
➦M
i,j✏1♣Yi✁1,j $ Yi"1,j $ Yi,j✁1 $ Yi,j"1!
2
Si nous utilisons le mode`le CAR associe´ de´fini en (2.11), la quantite´ a` minimiser est alors
C♣a! ✏
M
➳
i,j✏1
✂
Yi,j ✁
2a
1$ 4a2
♣Yi✁1,j $ Yi"1,j $ Yi,j✁1 $ Yi,j"1!
✁
a2
1$ 4a2
♣Yi✁2,j $ Yi"2,j $ Yi,j"2 $ Yi,j✁2!
✁
2a2
1$ 4a2
♣Yi✁1,j"1 $ Yi"1,j"1 $ Yi"1,j✁1 $ Yi✁1,j✁1!
✡2
.
Son expression est plus complique´e que celle de S♣a!. Toutefois, l’estimateur des moindres carre´s
ordinaires est consistant dans le cas d’un mode`le CAR mais il ne l’est pas dans le cas d’un
mode`le SAR [Guy07]. Ce re´sultat est duˆ a` l’inde´pendance (ou non) de chacun des re´sidus Yi,j ✁
➦
♣k,l$%N ♣ak,lYi✁k,j✁l avec les variables Ys,t pour ♣s, t! ✘ ♣i, j!.
Ainsi, dans le cas d’un mode`le SAR isotrope aux quatre plus proches voisins, il vaudra mieux
utiliser comme estimateur celui associe´ au mode`le CAR.
Pour l’estimation des parame`tres, la repre´sentation sous forme de mode`le CAR est donc plus
approprie´e.
Repre´sentation sous forme de champs de Markov
Il existe une dernie`re raison qui justifie l’utilisation de la repre´sentation CAR plutoˆt que la
repre´sentation SAR pour un champ Y. Pour la comprendre, nous avons besoin de la notion de
champ de Markov gaussien stationnaire.
De´finition 5 (Champ de Markov gaussien stationnaire) Un champ gaussien Y sur Z2 est
un champ de Markov gaussien stationnaire pour le voisinage N si
❅♣i, j! " Z2 , L♣Yi,j ⑤Yk,l, ♣k, l! ✘ ♣i, j!! ✏ L♣Yi,j ⑤Y
♣k,l$, ♣k, l! " ♣i, j! $N!
ou` L♣A⑤B! repre´sente la loi conditionnelle de A sachant B.
Cela signifie que, sachant la valeur du champ Y a` tous les pixels autres que ♣i, j!, la loi du champ
Y au pixel ♣i, j! ne de´pend en fait que d’un ensemble restreint de pixels. Cet ensemble est appele´
le voisinage du champ. On dit alors que deux pixels ♣i, j! et ♣k, l! sont voisins si ♣i✁ k, j ✁ l! " N .
Ces champs markoviens sont tre`s souvent utilise´s pour mode´liser le contenu des images I [CJ83].
Pour Y un champ de Markov gaussien stationnaire, le voisinage N se lit directement sur la
matrice de pre´cision. Deux pixels ♣i, j! et ♣k, l! seront voisins si, et seulement si, Σ✁1♣♣i, j!, ♣k, l!! ✘
0.
Pour un mode`le CAR de voisinage N , la matrice de pre´cision est de la forme Q ✏ 1
σ2
♣I ✁ Aa!
ou` la matrice Aa est telle que Aa♣♣i, j!, ♣i ✁ k, j ✁ l!! ✏ 0 si, et seulement si, ♣k, l! " N . Ainsi,
pour les mode`les CAR aussi, le voisinage se lit sur la matrice de pre´cision. Les ressemblances entre
les mode`les CAR et les mode`les de Markov ne s’arreˆtent pas la` puisqu’en fait, un champ CAR de
voisinage N est un champ de Markov pour ce meˆme voisinage N .
Puisque tous les mode`les SAR sont des mode`les CAR, nous en de´duisons que les mode`les
SAR sont, eux aussi, des champs de Markov. Toutefois, le voisinage n’est pas celui associe´ a` la
repre´sentation sous forme de mode`le SAR mais celui associe´ a` la repre´sentation sous forme de
mode`le CAR. Par exemple, le mode`le SAR isotrope aux quatre plus proches voisins est un champ
de Markov. Son voisinage n’est pas celui forme´ des quatre plus proches voisins mais celui forme´
des douze plus proches voisins.
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La repre´sentation sous forme de mode`le CAR est donc celle qui permet de de´finir le plus
simplement le champ de Markov associe´.
Dans les paragraphes pre´ce´dents, nous avons e´tudie´s des mode`les indirects particuliers. Ces mode`les
sont tous parame´triques et nous allons nous inte´resser a` l’estimation de leurs parame`tres.
2.2.4 Estimation des parame`tres par maximum de vraisemblance
Soit S un mode`le parame´trique indirect, comme le mode`le SAR ou le mode`le CAR par exemple.
Nous supposons que l’image I suit le mode`le S. Nous notons θS les parame`tres a` estimer. Le mode`le
S est alors un mode`le gaussien de moyenne nulle et de matrice de pre´cision Q♣θS!.
Dans nos applications, nous souhaitons estimer les parame`tres par maximum de vraisemblance
♣θS♣I! ✏ argmax
θS
❛
det♣Q♣θS!!
❄
2π
M2
exp
✂
✁
1
2
tIQ♣θS!I
✡
.
Cet estimateur est non biaise´ et consistant. Meˆme si nous travaillons avec peu de donne´es, il est
inte´ressant de travailler avec un estimateur consistant.
Il n’y a pas de formule ge´ne´rale pour l’estimateur du maximum de vraisemblance ♣θS . Cela
de´pend bien suˆr du mode`le S. En re´alite´, meˆme une fois fixe´ le mode`le S, il n’existe pas toujours
de formule exacte pour ♣θS . Prenons l’exemple d’un mode`le SAR isotrope aux quatre plus proches
voisins comme en (2.6). Dans ce cas, θS ✏ ♣a, σ! et la densite´ fS♣x⑤θS! a la forme suivante
fS♣x⑤a, σ! ✏
det♣Id✁Aa!
♣
❄
2πσ!M2
exp
✂
✁
1
2σ2
tx♣Id✁Aa!
2x
✡
La pre´sence du de´terminant det♣Id ✁ Aa! nous empeˆche de de´duire une formule exacte pour
♣θS . Dans le cas d’images multispectrales, Bennett et Khotanzad [BK99] ont propose´ un algorithme
d’estimation du maximum de vraisemblance. Dans nos travaux, nous ne travaillons qu’avec des
images en niveau de gris et nous allons proposer une estimation adapte´e aux mode`les indirects
e´tudie´s.
Revenons a` notre mode`le S initial. La recherche de l’estimateur du maximum de vraisemblance
♣θS se fait alors de fac¸on ite´rative. Nous partons d’une valeur initiale θ
0
S . A chaque ite´ration i, nous
cherchons une valeur θi 1S , proche de θ
i
S telle que fS♣I⑤θ
i 1
S ! → fS♣I⑤θ
i
S!. La recherche s’arreˆte
soit lorsqu’on a atteint le nombre initial d’ite´rations souhaite´es soit lorsque l’e´cart fS♣X, θ
i 1
S ! ✁
fS♣X, θ
i
S! a atteint un seuil initialement fixe´. Cette recherche ite´rative est couˆteuse en temps de
calcul puisqu’il faut e´valuer souvent les quantite´s det♣QS♣θ!! et
tXQS♣θ!X. Nous essayons alors,
mode`le par mode`le, d’acce´le´rer ces e´valuations. Par exemple, si nous reprenons le mode`le SAR
isotrope aux quatre plus proche voisins, nous pouvons exprimer autrement le de´terminant. Pour ce
mode`le, nous avons vu que la matrice Aa est de la forme Aa ✏ aW4. Si nous notons ♣ei!1↕i↕M2 les
valeurs propres de la matrice W4, nous pouvons alors exprimer autrement la vraisemblance d’une
image I sous la forme suivante
fS♣I⑤a, σ! ✏
1
♣
❄
2π!M2
M2
➵
i✏1
♣1✁ aei! exp
✂
✁
1
2σ2
♣
tI.I ' 2atIW4I ✁ a
2tIW 24 I!
✡
Les valeurs propres ♣ei!1↕i↕M2 ainsi les quantite´s
tI.I,tIW4I et
tIW 24 I sont calcule´es une seule
fois au de´but de la recherche du maximum de vraisemblance. Nous avons alors pu programmer
la recherche ite´rative de l’estimateur du maximum de vraisemblance en un temps qui est devenu
raisonnable. Toutefois, ce temps est encore trop long pour les applications en temps re´el vise´es par
TOSA.
Nous avons vu pre´ce´demment que pour des mode`les S de´finis line´airement, comme les mode`les
SAR ou CAR, il pouvait eˆtre naturel d’utiliser l’estimateur des moindres carre´s ordinaires.
θ˜S ✏ argmin
θ
tIQS♣θ!I.
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Dans ce cas, l’e´valuation du de´terminant det♣Q♣θ!! ne pose plus de proble`me et le temps de calcul
est tre`s rapide. Nous allons alors comparer les valeurs obtenues par l’estimateur des moindres carre´s
ordinaires et par l’estimateur du maximum de vraisemblance pour un mode`le SAR isotrope aux
quatre plus proches voisins. Pour l’estimateur des moindres carre´s ordinaires, nous avons utilise´ le
mode`le CAR e´quivalent afin d’obtenir un estimateur consistant.
La figure 2.9 compare l’estimateur des moindres carre´s ordinaires et celui du maximum de
vraisemblance dans le cas d’un mode`le SAR isotrope aux quatre plus proches voisins lorsque la
taille de l’e´chantillon augmente. Pour ce mode`le, nous avons une formule exacte pour l’estimateur
des moindres carre´s ordinaires et la recherche ite´rative du maximum de vraisemblance est assez
rapide.
Figure 2.9 – Comparaison des estimateurs du maximum de vraisemblance et des moindres carre´s
ordinaires pour a ✏ 0.1 et a ✏ 0.249.
Nous retrouvons bien le caracte`re biaise´ de l’estimateur des moindres carre´s ordinaires. Ce biais
de´pend du parame`tre a qui est inconnu. Nous avons donc de´cide´ de travailler dans la suite de nos
travaux avec l’estimation ite´rative du maximum de vraisemblance.
Les mode`les SAR et CAR pre´sente´s sont deux cas particuliers de mode`les indirects, c’est-a`-dire pour
lesquels la structure de covariance est impose´e sur la matrice de pre´cision. Cette matrice de pre´cision
est souvent parcimonieuse comme pour le mode`le SAR isotrope aux quatre plus proches voisins par
exemple. La matrice de covariance correspondante, comme inverse d’une matrice parcimonieuse, a
donc tre`s peu de coefficients nuls. On dit que le champ Y a une covariance a` longue porte´e.
2.3 Mode`les directs
Nous avons introduit ensuite les mode`les directs dans le but de mode´liser les situations oppose´es,
c’est-a`-dire lorsque la matrice de covariance a beaucoup de coefficients nuls.
2.3.1 Exemples de mode`les directs
De´finition 6 (Mode`le directs) Soit Y un champ gaussien sur une grille ##1,M $$2. On dit que
Y suit un mode`le gaussien direct si sa matrice de covariance est de la forme suivante
Σ % R ✏
✧
σ2.Id&
d✁1
➦
i✏1
ciTi
✯
ou` les matrices Ti sont des matrices ne posse´dant que deux diago-
nales de 1, c’est-a`-dire de la forme
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Ti ✏
☎
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✆
1 0
1
1
1 1
1 0 1
1 1
1
1
0 1
☞
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✌
Les coefficients σ et ♣ci"1↕i↕d✁1 sont les parame`tres du mode`le a` estimer. Anderson [And73] a
propose´ des travaux asymptotiques sur l’estimation de matrices de covariance ayant une structure
line´aire comme celle propose´e. Dans notre cas, nous ne travaillerons qu’avec une image.
Exemple. Nous appelons champ direct aux quatre plus proches voisins un champ spatial Y dont
la matrice de covariance est de la forme suivante
Σ ✏
☎
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✆
σ2 γ α
γ σ2 γ α
γ σ2 γ α 0
α γ σ2 γ 0 α
α γ σ2 γ α
α 0 γ σ2 γ α
0 α γ σ2 γ
α γ σ2 γ
α γ σ2
☞
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✌
✏ σ2Id# αT1 # βT2. (2.13)
Le mode`le est donc de dimension 3. Chaque ligne de la matrice Σ a, au plus, cinq coefficients non
nuls. Cela signifie que chaque pixel a une covariance non nulle avec au plus ses quatre plus proches
voisins. Nous pouvons mettre ce mode`le en paralle`le avec le mode`le indirect SAR directionnel.
Pour le mode`le indirect, c’est la matrice Q qui a la structure repre´sente´e en (2.13). Dans le cas du
mode`le direct, c’est la matrice Σ qui a la structure (2.13).
Ainsi, en choisissant correctement les matrices ♣Ti"1↕i↕d✁1, nous pouvons imposer la structure
de covariance du champY. Nous appelons mode`le, note´m, tout choix de famille $Ti , 1 ↕ i ↕ d✁ 1✉
et Rm la structure associe´e.
2.3.2 Estimation du maximum de vraisemblance sous contraintes
Pour les mode`les directs aussi, nous avons besoin d’estimer les parame`tres par maximum de
vraisemblance. Cette fois-ci, il faut tenir compte de la structure de la matrice Σ associe´e au mode`le
m. Cette structure est parcimonieuse. Plusieurs me´thodes ont e´te´ propose´es pour estimer une
matrice de covariance posse´dant beaucoup de ze´ros ([CC09], [CDR07], [BT11]). L’estimateur du
maximum de vraisemblance pour un mode`le m est alors de´fini de la fac¸on suivante
♣Σm♣I" ✏ argmax
Σ"Rm
1
♣
❄
2π"M2 det♣Σ"
1
2
exp
✂
✁
1
2
tIΣ✁1I
✡
Il s’agit d’une maximisation sous contraintes. Pour calculer l’estimateur du maximum de vraisem-
blance, nous avons utilise´ un algorithme propose´ par [BLW82]. Cet algorithme est ite´ratif.
Tout d’abord, cet algorithme cherche a` maximiser la log-vraisemblance a` laquelle on a retire´ le
terme constant
g♣I,Σ" ✏ ✁ log♣det♣Σ"" ✁
1
2
tIΣ✁1I.
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En utilisant la commutativite´ de la trace, nous pouvons re´e´crire le deuxie`me terme
tIΣ✁1I ✏ tr♣tIΣ✁1I" ✏ tr♣Σ✁1ItI" ✏ tr♣Σ✁1Se"
ou` Se est la matrice de covariance empirique Se ✏ I
tI. La fonction que nous cherchons a` maximiser
s’e´crit donc
g♣Se,Σ" ✏ ✁ log♣det♣Σ"" ✁
1
2
tr♣Σ✁1Se".
Comme c’est souvent le cas dans les me´thodes du maximum de vraisemblance, nous avons cherche´
un ze´ro de la diffe´rentielle de la fonction a` maximiser.
❅R % GLn♣R" , ❅H % Rm , DR♣log♣det""♣H" ✏ tr♣R
✁1H"
DR♣inv"♣H" ✏ tr♣R
✁1HR✁1"
Par line´arite´ de la trace, nous obtenons alors
❅H % Rm , DΣ♣g♣Se, .""♣H" ✏ tr&♣Σ
✁1SeΣ
✁1
✁ Σ✁1"H'
et l’estimateur du maximum de vraisemblance est alors un ze´ro de la diffe´rentielle sur Rm. Enfin,
puisque la structure Rm est une structure line´aire, il suffit alors de re´soudre le syste`me suivant
♣Σm % Rm et ❅i % &&1, d'' , tr&♣♣Σ
✁1
m Se
♣Σ✁1m ✁
♣Σ✁1m "Ti' ✏ 0.
ou` Td ✏Id. Toutefois, il n’existe pas de formule exacte pour re´soudre ce syste`me et nous allons
proce´der de manie`re ite´rative.
Pour l’initialisation, nous pouvons utiliser la matrice ♣Σm,0 ✏ Se. Cette matrice n’a pas la
structure Rm souhaite´e mais elle ve´rifie les d e´galite´s pre´ce´dentes.
Notons ensuite ♣Σm,p la matrice obtenue apre`s la p
e`me ite´ration. Nous construisons la matrice
♣Σm,p!1 en re´solvant le syste`me suivant
❅i % &&1, d'' , tr&♣♣Σ✁1m,pS
♣Σ✁1m,p ✁
♣Σ✁1m,p
♣Σm,p!1♣Σ
✁1
m,p"Ti' ✏ 0.
Une ide´e de preuve pour justifier cette construction est pre´sente´e dans l’appendice A. Ce n’est pas
une de´finition explicite de la matrice ♣Σm,p!1 en fonction de la matrice ♣Σm,p mais ce syste`me est
lui solvable.
La matrice ♣Σm,p!1 doit appartenir a` la structure Rm. Elle est donc de la forme
♣Σm,p!1 ✏
d
➳
j✏1
cj,p!1Tj
En substituant cette e´criture dans le syste`me pre´ce´dent, nous obtenons
❅i % &&1, d'' ,
d
➳
j✏1
cj,p!1tr&♣Σ
✁1
m,pTj
♣Σ✁1m,pTi' ✏ tr&
♣Σ✁1m,pS
♣Σ✁1m,pTi' (2.14)
Cela devient alors un syste`me line´aire de d e´quations a` d inconnues que l’on peut re´soudre. Le
vecteur solution ♣♣ci,p!1"1↕i↕d permet d’obtenir la matrice ♣Σm,p!1 ✏
d
➦
i✏1
♣ci,p!1Ti. Nous sommes
alors suˆrs que la matrice estime´e a bien la structure souhaite´e. Rien ne nous garantit en revanche
qu’elle soit bien de´finie positive (ce qui est indispensable pour une matrice de covariance) et nous
devons donc nous en assurer lors de la mise en place de l’algorithme. Finalement, la proce´dure
ge´ne´rale est donc la suivante
1. A l’initialisation, ♣Σm,0 ✏ Se.
2. Pour chaque ite´ration p, le syste`me (2.14) permet de de´finir ♣Σm,p!1 a` partir de ♣Σm,p.
(a) Si g♣S, ♣Σm,p!1" → g♣S, ♣Σm,p" et si ♣Σm,p!1 est une matrice de´finie positive, on retourne
a` l’e´tape 2 pour l’ite´ration p) 1.
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(b) Si une des deux conditions n’est pas ve´rifie´e, on pose R✶ ✏ ♣Σm,p ! q♣♣Σm,p ✁ ♣Σm,p!1$
avec q ✏ 1
2
. On divise par 2 la valeur de q jusqu’a` obtenir une matrice R✶ qui ve´rifie les
deux conditions de l’e´tape 2. On retourne ensuite a` l’e´tape 2 avec ♣Σm,p!1 ✏ R
✶.
Nous arreˆtons l’algorithme apre`s N ite´rations. Cet algorithme permet d’obtenir une estimation
de la matrice de covariance qui soit de´finie positive et qui ait la structure souhaite´e. Nous l’avons
utilise´ sur quelques exemples.
Exemple. Reprenons une matrice Σ qui a la meˆme structure que celle pre´sente´e en (2.13) avec
comme coefficients σ2 ✏ 20.3, γ ✏ ✁7 et α ✏ ✁3.3. Ces valeurs garantissent que la matrice soit
bien de´finie positive. Soit Y un champ gaussien sur la grille %%1, 16&&2 de matrice de covariance Σ. La
figure 2.10 pre´sente les valeurs obtenues pour les estimations des trois coefficients aux diffe´rentes
ite´rations de l’algorithme.
N ♣σ2 ♣γ ♣α
20.3 -7 -3.3
1 21.9636 -6.8290 -1.9274
2 22.1618 -7.0112 -3.7022
3 22.2583 -6.9826 -3.9593
4 22.2747 -6.9540 -4.0198
5 22.2815 -6.9542 -4.0285
6 22.2823 -6.9531 -4.0309
7 22.2826 -6.9531 -4.0312
8 22.2826 -6.9531 -4.0313
9 22.2826 -6.9531 -4.0313
10 22.2826 -6.9531 -4.0313
Figure 2.10 – Estimation des parame`tres σ2, γ et α aux diffe´rentes ite´rations.
Nous pouvons d’abord remarquer que les valeurs obtenues ne sont pas tre`s bonnes. Il faut
cependant noter que nous n’avons utilise´ qu’un e´chantillon de taille 1 pour estimer ces coefficients
et que finalement, les re´sultats sont corrects pour les applications souhaite´es.
L’autre remarque importante a` faire est qu’il semble y avoir une convergence des valeurs a` partir
de N ✏ 5. Nous avons note´ le meˆme comportement pour d’autres structures. Dans toute la suite,
nous avons donc choisi de n’effectuer que N ✏ 5 ite´rations lors de l’utilisation de l’algorithme.
Dans les deux paragraphes pre´ce´dents, nous avons pre´sente´ deux classes de mode`les stationnaires
ainsi que des outils pour estimer leurs parame`tres par maximum de vraisemblance. Ces mode`les
ont e´te´ introduits pour mode´liser les images re´elles fournies par TOSA.
Toutefois, l’image re´elle visible sur la figure 2.2 est loin de ressembler globalement a` la re´alisation
d’un champ SAR aux quatre plus proches voisins pre´sente´e a` la figure 2.6. Les mode`les propose´s
semblent mieux adapte´s pour mode´liser localement le comportement des images re´elles. Nous avons
donc e´tendu les notions pre´ce´dentes pour de´finir des mode`les non plus stationnaires mais simple-
ment stationnaires par morceaux.
2.4 Mode`les stationnaires par morceaux
Dans l’image pre´sente´e a` la figure 2.2, c’est en re´alite´ l’hypothe`se de stationnarite´ globale qui est
mise en de´faut. En effet, le comportement du pixel (5,5) vis-a`-vis de ses voisins n’est pas le meˆme que
celui du pixel (155,400) vis-a`-vis des siens. En revanche, le champ Y peut eˆtre suppose´ localement
stationnaire. Dahlhaus [Dah12] a e´tudie´ les processus de dimension 1 localement stationnaires.
Nous souhaitons segmenter l’image I en zones dans lesquelles nous pourrons supposer le champ
stationnaire. En dimension un, ce proble`me a de´ja` e´te´ aborde´ par Chambaz [Cha02] pour de´tecter
des changements dans la moyenne du signal, par Lavielle [Lav98], Lavielle et Ludena [LL00] ou
encore Basseville et Nikiforov [BN93] lorsqu’il s’agit de changements de loi. Ils cherchent a` de´tecter
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de possibles ruptures dans la valeur des parame`tres d’un signal en une dimension. En dimension
deux, [Lee98] a propose´ un algorithme pour segmenter des images. Galland et coauteurs [GBR03]
ont e´galement propose´ un algorithme ite´ratif pour segmenter des images de nuages. Dans tous les
cas, les mode`les sous-jacents sont des mode`les non stationnaires. Kleiber et Nychka [KN12] ont
propose´ d’utiliser des mode`les de Matern pour la matrice de covariance. Dans nos travaux, pour
effectuer la segmentation de nos images en zones stationnaires, nous allons e´tendre les mode`les
stationnaires pre´sente´s pre´ce´demment a` des mode`les stationnaires par morceaux.
2.4.1 Mode`les SAR non stationnaires
Reprenons les mode`les SAR stationnaires de´finis au paragraphe 2.2.1. Il existe plusieurs fac¸ons
d’e´tendre cette de´finition pour obtenir un mode`le non stationnaire. Tout d’abord, nous pouvons
supposer que le voisinage N n’est plus le meˆme pour tous les pixels de la grille   1,M !!2. La notation
N♣i, j# repre´sente le voisinage du pixel ♣i, j#.
❅♣i, j# %   1,M !!2 , Yi,j ✏
➳
♣k,l!"N(i,j)
ak,lYi✁k,j✁l ' σεi,j
Nous pouvons aussi supposer que le voisinage est toujours le meˆme pour chaque pixel mais qu’en
revanche la valeur des coefficients ♣ak,l , ♣k, l# % N# de´pend du pixel ♣i, j#. Nous les notons alors
♣a
i,j
k,l , ♣k, l# % N#.
❅♣i, j# %   1,M !!2 , Yi,j ✏
➳
♣k,l!"N
a
i,j
k,lYi✁k,j✁l ' σεi,j
Enfin, en faisant varier a` la fois le voisinage et la valeur des coefficients, nous obtenons la
de´finition d’un mode`le SAR non stationnaire. Nous donnons la de´finition pour un champ de´fini sur
Z
2 [Guy07]. Elle s’adapte comme pre´ce´demment au cas d’un champ de taille finie.
De´finition 7 (SAR non stationnaire) Soit N ✏ ♣N♣i, j# , ♣i, j# % Z2# une famille de parties
finies de Z2. On dit qu’un champ Y gaussien sur Z2 est un champ SAR pour la famille de voisinage
N si
❅♣i, j# % Z2 , Yi,j ✏
➳
♣k,l!"N♣i,j!
a
i,j
k,lYi✁k,j✁l ' σεi,j
ou` ❅♣i, j# % Z2 ,
➦
♣k,l!"N♣i,j!
⑤a
i,j
k,l⑤ ➔ 1 et ε est un bruit blanc gaussien.
Dans le cas d’un mode`le fini de taille M , le nombre de parame`tres a` estimer est alors majore´ par
M
➦
i,j✏1
N♣i, j#. Puisque nous travaillons avec une seule image, cela fait beaucoup trop de parame`tres
a` estimer pour peu de donne´es.
Nous nous sommes donc inte´resse´s a` des mode`les non stationnaires particuliers, ayant moins de
parame`tres a` estimer. Pour cela, nous avons e´tudie´ plus en de´tails les images re´elles fournies par
TOSA. La figure 2.2 est repre´sentative de la base d’images re´elles de TOSA. Elles sont compose´es
de zones qui sont de diffe´rentes textures : ciel bleu, nuages e´pais, nuages directionnels, ... Dans
chacune des ces textures, l’hypothe`se de stationnarite´ est raisonnable.
Nous avons donc suppose´ que les images e´taient stationnaires par morceaux : la restriction de
l’image I a` chacune des zones (des textures) est la re´alisation d’un champ spatial stationnaire.
Ce mode`le a de´ja` e´te´ propose´ et utilise´ par Kim, Mallick et Holmes [KMH05] dans un cadre de
segmentation de cartes de sols pour en e´tudier la perme´abilite´.
2.4.2 De´finition des mode`les gaussiens finis stationnaires par morceaux
Dans ce paragraphe, I repre´sente toujours une image finie de taille M . Une fois recentre´e, c’est
une re´alisation d’un champ gaussienY sur la grille   1,M !!2. Avant de donner une de´finition exacte,
nous allons expliquer ce que nous entendons par finis stationnaires par morceaux.
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Par morceaux : Soit R ✏ ♣R1, ..., RP " une partition de taille P de la grille ##1,M $$
2. Nous
nous inte´ressons aux restrictions du champ Y a` chacune des zone Ri pour i % &1, ..., P ✉.
Nous notons ces diffe´rentes restrictions YR1 , ...,YRP . S’il n’y a aucune ambigu¨ıte´ sur la
partition R utilise´e, nous les noterons plus simplement Y1, ...,YP .
Yi est alors un champ gaussien sur la zone Ri.
Stationnaire fini : Soit S un mode`le stationnaire de´fini pour un champ Y sur Z2. Soit R une
zone de la grille ##1,M $$2. La notation #♣R" repre´sente le nombre de pixels contenus dans
la zone R. Nous notons S♣R" la restriction du mode`le S a` la zone R. Cela signifie que nous
avons re´gle´ les proble`mes de bords lie´s au passage de l’espace Z2 a` la zone R. Par exemple,
pour le cas du mode`le SAR stationnaire, nous avons choisi de ne pas pe´riodiser le voisinage
lors de la restriction a` une zone de taille finie.
Pour caracte´riser ce mode`le fini S♣R", nous aurons besoin de connaˆıtre sa matrice de cova-
riance Σ de taille #♣R" ✂#♣R".
Nous pouvons maintenant donner la de´finition d’un mode`le fini stationnaire par morceaux.
De´finition 8 (Mode`le stationnaire fini par morceaux) SoitY un champ gaussien centre´ sur
la grille ##1,M $$2. On dit que Y suit un mode`le fini stationnaire par morceaux s’il existe une par-
tition R ✏ ♣R1, ..., RP " de ##1,M $$
2 et une liste de mode`les ♣S1, ..., SP " stationnaires sur Z
2 telles
que
❅i % ##1, P $$ , la restriction du champ Y a` la zone Ri, note´e YRi , suit le mode`le stationnaire fini
Si♣Ri".
Puisque Y est un vecteur gaussien centre´ , nous pouvons caracte´riser sa loi par une matrice Σ.
Cette matrice a pour blocs diagonaux les diffe´rentes matrices Σi, matrice de covariance du champ
YRi .
La figure 2.11 pre´sente un exemple de mode`le stationnaire fini par morceaux pour une partition
en quatre rectangles et pour des mode`les stationnaires sur Z2 note´s ♣S1, ..., S4". La matrice de
covariance correspondante y est aussi repre´sente´e.
S1
S2
S3 S4
Σ ✏
☎
✝
✝
✆
Σ1 ✝ ✝ ✝
✝ Σ2 ✝ ✝
✝ ✝ Σ3 ✝
✝ ✝ ✝ Σ4
☞
✍
✍
✌
Figure 2.11 – Mode`le SAR fini stationnaire par morceaux et sa matrice de covariance
Nous voyons alors que la de´finition 8 ne permet pas de de´finir entie`rement la matrice Σ et donc
pas non plus la loi de Y. En effet, nous devons comple´ter les blocs non diagonaux. La matrice Σ
est une matrice de covariance, elle doit donc eˆtre inversible et de´finie positive. Ce sont les seules
contraintes pour remplir les blocs non diagonaux.
Le choix le plus naturel consiste a` comple´ter les blocs * par des blocs de 0. Σ sera toujours
inversible et de´finie positive et diagonale par blocs.
Ainsi, nous avons de´cide´ d’imposer la comple´tion de la matrice par des blocs de 0, ce qui nous
conduit a` une de´finition comple`te d’un champ gaussien fini stationnaire par morceaux.
De´finition 9 (Mode`le fini strictement stationnaire par morceaux) SoitY un champ gaus-
sien centre´ sur la grille ##1,M $$2. On dit que Y suit un mode`le fini strictement stationnaire par
morceaux s’il existe une partition R ✏ ♣R1, ..., RP " de ##1,M $$
2 et une liste de mode`les S1, ..., SP
stationnaires sur Z2 telles que
❅i % ##1, P $$ , la restriction du champ Y a` la zone Ri, note´e YRi , suit le mode`le stationnaire fini
Si♣Ri".
Les restrictions ♣YR1 , ...,YRP " sont des champs inde´pendants, c’est-a`-dire que les blocs non
diagonaux de Σ sont des blocs de 0.
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La partitionR appartient a` l’ensemble des partitions de la grille   1,M !!2. Les mode`les ♣S1, ..., SP #
sont tous des mode`les stationnaires. Ils peuvent eˆtre directs ou indirects comme pre´sente´s pre´ce´demment.
Les situations souvent rencontre´es sont les suivantes
— C’est le meˆme mode`le S dans chacune des zones : ❅i %   1, P !! , Si ✏ S.
— Chaque mode`le Si est un mode`le SAR stationnaire mais leur voisinage ♣Ni, i %   1, P !!# sont
diffe´rents.
La figure 2.12 repre´sente plusieurs re´alisations de mode`les SAR finis et stationnaires par mor-
ceaux.
Figure 2.12 – Re´alisations de mode`les SAR finis et stationnaires par morceaux
Le mode`le que nous retrouverons lors de la construction de l’algorithme de de´tection dans le
chapitre 4 est celui pour lequel la partition R correspond a` une segmentation de l’image en carre´
de taille 16 ✂ 16. Dans chacune des zones, le mode`le suppose´ est un mode`le direct aux quatre
plus proches voisins comme en (2.13). Ce mode`le est bien un mode`le gaussien fini strictement
stationnaire par morceaux.
Le choix de blocs de 0 pour comple´ter la matrice Σ entraˆıne l’inde´pendance des restrictions du
champ Y dans chaque zone de la partition. Dans le cas d’une image de ciel bleu et de nuages,
des conside´rations physiques tendent a` appuyer l’hypothe`se d’inde´pendance entre la zone de ciel
et la zone de nuages. Ce choix permet aussi de re´soudre les proble`mes de frontie`re apparus suite a`
l’hypothe`se de stationnarite´ par morceaux. Reprenons l’exemple d’un mode`le SAR par morceaux
avec dans chacune des zones le voisinage forme´ des quatre plus proches voisins.
SAR1
SAR2
SAR3 SAR4
x
x
x
Le pixel repre´sente´ par un carre´ bleu n’est pas aux bords de l’image. Ses quatre plus proches
voisins sont donc bien de´finis. Pourtant, suite a` l’hypothe`se d’inde´pendance entre les restrictions,
son voisinage ne sera compose´ que des trois voisins appartenant a` la meˆme zone que lui (croix
bleues).
Exemple de comple´tion pour un mode`le SAR fini stationnaire par morceaux
Ce mode`le est un mode`le indirect et nous allons donc comple´ter la matrice de pre´cision Q ✏ Σ✁1
plutoˆt que la matrice Σ directement. Le matrice Q a la forme suivante
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Nous allons proposer une autre comple´tion que celle avec des
blocs de ze´ros. Pour l’expliquer, nous allons utiliser l’exemple
d’un mode`le SAR par morceaux avec deux zones se´pare´es par une
frontie`re horizontale. Dans la zone supe´rieure, l’image est consti-
titue´e de nuages et le mode`le est un mode`le SAR isotrope aux
quatre plus proches voisins avec comme parame`tres a1 et σ1. Dans
la zone infe´rieure, il s’agit de ciel et d’un mode`le SAR isotrope aux
quatre plus proches voisins avec comme coefficients a2 et σ2.
Q
1 a a
a
. . .
. . .
. . .
. . . a *
a a 1
1 b b
b
. . .
. . .
* . . . . . . b
b b 1
ou` les deux blocs non diagonaux sont a` de´finir. Dans la de´finition 9, ces blocs sont des blocs de
0. Les deux zones de l’image sont alors inde´pendantes.
Nous proposons de comple´ter la matrice Q de la fac¸on suivante
Q
1 a1 a1 0 . . . . . . 0
a1
. . .
. . . a1 a2
2
. . .
...
. . .
. . . a1 0
. . .
. . .
...
a1 a1 1 0 0
a1 a2
2
0
0 a1 a2
2
0 0 1 a2 a2
...
. . .
. . . 0 a2
. . .
. . .
...
. . . a1 a2
2
. . .
. . . a2
0 . . . . . . 0 a2 a2 1
Avec ce choix de comple´tion, les zones ne sont plus suppose´es inde´pendantes. Nous faisons l’hy-
pothe`se qu’il y a des interactions entre la zone de ciel et la zone de nuages. Plus pre´cise´ment, nous
supposons que pour les pixels qui sont le long de la frontie`re horizontale, la covariance avec les
voisins appartenant a` l’autre zone est non nulle.
Cette comple´tion est peut-eˆtre plus re´aliste. Toutefois, l’estimation des parame`tres a1 et a2 va
devenir plus couˆteuse. Nous allons voir dans le prochain paragraphe pourquoi et comment essayer
d’y reme´dier.
Nous aurions aussi pu la comple´ter en remplac¸ant a1 a2
2
par toute autre combinaison line´aire de
a1 et de a2 tant que la matrice reste inversible et de´finie positive.
Finalement, pour chaque partition R R1, ..., RP de la grille 1,M
2 et pour chaque famille finie
de mode`les stationnaires S1, ..., SP , nous pouvons de´finir un mode`le fini strictement stationnaire
par morceaux. Nous verrons dans le chapitre suivant comment choisir le meilleur mode`le pour
repre´senter l’image I une fois centre´e.
2.4.3 Estimation des parame`tres par maximum de vraisemblance
Soit I une image de tailleM M de densite´ inconnue f . Nous avons propose´ diffe´rents mode`les
non stationnaires pour mode´liser f . Nous allons voir comment estimer les parame`tres sous chacun
de ces mode`les.
72 CHAPITRE 2. MODE`LES POUR LES TEXTURES
Mode`les finis stationnaires par morceaux
Soitm un mode`le stationnaire par morceaux de´fini par un partition R ✏ ♣R1, ..., RP " et une liste de
mode`les stationnaires ♣S1, ..., SP ". La matrice de covariance Σ est donc comple´te´e par des blocs de
0. Les parame`tres a` estimer, note´s θm, sont ceux des mode`les finis stationnaires S1♣R1", ..., SP ♣RP ".
Suite a` l’hypothe`se d’inde´pendance entre les restrictions du champ, le mode`le S1♣R1" ne porte que
sur la restriction de l’image I a` la zone R1. L’estimation de ses parame`tres ne se fait donc qu’a`
partir de la zone R1. Ainsi, l’estimation de l’ensemble des parame`tres du mode`le par morceaux m
se fait inde´pendamment dans chacune des zones. De plus, nous appliquons dans chacune des zones
la me´thode d’estimation la plus adapte´e : celle pre´sente´e au paragraphe 2.2.4 pour les mode`les
indirects ou celle du paragraphe 2.3.2 pour les mode`les directs.
En notant ♣θi les parame`tres estime´s a` partir de la zone Ri, nous avons donc ♣θm ✏ ♣♣θ1, ..., ♣θP ". De
meˆme, si nous notons ♣fi la densite´ estime´e du mode`le stationnaire Si♣Ri", nous avons
♣fm♣I, ♣θm" ✏
P
➵
i✏1
♣fi♣I
⑤Ri ,
♣θi".
Mode`les non stationnaires
Dans le cas ou` nous n’aurions pas comple´te´ la matrice Σ par des blocs de 0, les restrictions du champ
Y a` chacune des zones ne seraient plus suppose´es inde´pendantes et l’estimation des parame`tres
ne peut plus se faire zone par zone. Nous devons donc revenir a` la me´thode initiale qui consiste a`
chercher le maximum de vraisemblance de manie`re ite´rative a` partir de la vraisemblance globale
♣θm ✏ argmax
θ
fm♣I, θ".
L’interaction entre les zones rend le temps de calcul ne´cessaire a` cette estimation tre`s long.
Certains auteurs ont alors propose´ de remplacer la vraisemblance par une pseudo-vraisemblance.
L’estimation des parame`tres par maximum de cette pseudo vraisemblance est plus rapide que par
maximisation de la vraisemblance. De plus, les estimateurs obtenus ont un comportement proche
du maximum de vraisemblance.
Par exemple, Guyon [Guy82] propose d’utiliser la pseudo-vraisemblance conditionnelle de´finie pour
un vecteur ale´atoire Y # Rn par
PVC♣Y" ✏
n
➵
i✏1
L♣Yi⑤Yk , k ✘ i".
ou` L♣Y ⑤Z" est la loi conditionnelle de Y sachant Z. Cette pseudo-vraisemblance est le produit de
n vraisemblances gaussiennes en dimension 1. Elle s’affranchit du terme det♣Σ" que l’on retrouve
dans une densite´ gaussienne en dimension n. C’est pour cette raison que la recherche du maximum
de pseudo vraisemblance est rapide, comme pour l’estimateur des moindres carre´s ordinaires.
Toutefois, des travaux mene´s par Xavier Guyon [Guy07] ont montre´ que le comportement de l’esti-
mateur de pseudo-vraisemblance s’e´cartait de celui de l’estimateur du maximum de vraisemblance
lorsque que la corre´lation du fond augmentait. Or, nous souhaitons justement nous en servir dans
un cadre d’images corre´le´es. Nous utiliserons cet estimateur plus en de´tail dans le chapitre suivant.
Nous pourrons alors le comparer a` l’estimateur du maximum de vraisemblance.
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Conclusion
Dans ce chapitre, nous avons pre´sente´ des mode`les stationnaires directs ou indirects. Nous avons
porte´ une attention particulie`re aux mode`les SAR et aux mode`les CAR. Nous avons e´galement
pre´sente´ l’algorithme que nous avons imple´mente´ pour l’estimation par maximum de vraisemblance
des parame`tres de ces mode`les.
Nous avons ensuite e´tendu la de´finition de mode`les stationnaires pour de´finir des mode`les
stationnaires par morceaux en supposant l’inde´pendance entre les diffe´rentes zones du champ. Un
mode`le m est donc entie`rement de´fini par une partition R ✏ ♣R1, ..., RP " de la grille ##1,M $$
2 ainsi
qu’une liste de mode`les stationnaires ♣S1, ..., SP ".
Nous disposons alors d’une collection de mode`les (de segmentation) pour repre´senter une image
re´elle I. Dans le prochain chapitre, nous allons appliquer des outils de se´lection de mode`les pour
choisir le plus adapte´ pour repre´senter le contenu de I.
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Introduction
Dans le chapitre pre´ce´dent, nous avons construit une collection de mode`les gaussiens par mor-
ceaux pour repre´senter une image infra-rouge I. Chaque mode`le correspond a` une segmentation
de l’image I en zones rectangulaires non recouvrantes. Ces mode`les sont tous parame´triques et la
collection est grande. Nous souhaitons se´lectionner parmi cette collection exhaustive le mode`le le
plus adapte´ pour mode´liser l’image I. Une approche de segmentation d’images par se´lection de
mode`les a de´ja` e´te´ envisage´e dans les travaux de Galland et coauteurs [GBR03] ou de Vasquez
[Vas11]. Le crite`re utilise´ e´tait la complexite´ stochastique [Ris86]. Dans ce chapitre, nous allons
pre´senter le principe de se´lection de mode`les a` partir du crite`re de log-vraisemblance pe´nalise´e.
Puis, nous appliquerons ce principe a` la collection de´finie dans le chapitre pre´ce´dent. Nous verrons
que ces me´thodes sont lourdes en temps de calcul et nous proposerons une alternative base´e sur la
pseudo log-vraisemblance.
3.1 Cadre ge´ne´ral de la se´lection de mode`les
Dans un cadre tre`s ge´ne´ral, nous disposons d’un e´chantillon de taille n note´ x ✏ ♣x1, ...,xn"
de re´alisations inde´pendantes d’un vecteur ale´atoire X de Rd de loi inconnue (pas ne´cessairement
gaussienne) de densite´ f par rapport a` la mesure de Lebesgue sur Rd. Nous cherchons alors a`
estimer f .
Si nous disposons d’un a priori sur la loi du vecteur X comme par exemple que c’est une
loi gaussienne alors, pour estimer f il suffit d’estimer son vecteur moyenne mo et sa matrice
de covariance Σ. On le fait par exemple par maximum de vraisemblance ce qui donne ♣f comme
estimateur de s
♣f♣x" ✏
1
♣2π"
M2
2 det♣♣Σ"
1
2
exp
✂
✁
1
2
t
♣x✁②mo"♣Σ✁1♣x✁②mo"
✡
ou`
②mo ✏
1
n
n
➳
i✏1
xi et ♣Σ ✏
1
n
n
➳
i✏1
txixi.
En pratique, nous disposons plutoˆt d’une collection d’a priori portant par exemple sur la struc-
ture de mo ou de Σ. Chacun de ces a priori correspond a` un mode`le statistique sous lequel la
densite´ f est a` estimer. Nous disposons ainsi d’une collection M de mode`les et nous allons choisir
dans cette collection celui qui est le plus adapte´ pour estimer f .
Pour chacun des mode`lesm $M, nous pouvons supposer que la densite´ f appartient a` ce mode`le
et fabriquer un estimateur ♣fm de f . Dans nos travaux, nous avons construit ♣fm par maximum de
vraisemblance. Nous disposons alors d’une collection d’estimateurs
✦
♣fm , m $M
✮
.
3.1.1 Mode`les oracles
Pour choisir un mode`le dans la collection M, nous voulons ensuite comparer ces estimateurs
entre eux. Pour cela, nous leur associons un risque. Nous prenons comme fonction de risque la
divergence de Kullback-Leibler de´finie, pour deux densite´s f et g par rapport a` la mesure de
Lebesgue, par
KL♣f, g" ✏
✩
✫
✪
➩
log
✂
f
g
✡
fdλ si fdλ ✦ gdλ.
&✽ sinon .
ou` P ✦ Q signifie que la mesure P est absolument continue devant la mesure Q. Nous parlons
aussi bien du risque de l’estimateur ♣sm que du risque du mode`le m directement.
Nous souhaitons minimiser cette fonction de risque et nous de´finissons les mode`les dits oracle par
m✝ $ argmin
m#M
KL♣f, ♣fm".
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Il n’y a pas unicite´ du mode`le oracle. En revanche, ils ont tous la meˆme valeur de risque (que
l’on appellera risque oracle) et cette valeur est une re´fe´rence puisqu’elle correspond au plus petit
risque possible. Malheureusement, f est inconnue et la recherche de mode`les oracles comme de´finie
ci-dessus est impossible.
Massart [Mas09] a alors propose´ une proce´dure de se´lection de mode`les base´e seulement sur les
donne´es x ✏ ♣x1, ...,xn". Cette proce´dure se´lectionne un mode`le ♣m dont le risque est proche du
risque oracle.
3.1.2 Se´lection pratique
Puisque f est inaccessible, nous allons remplacer le risque KL(f ,.) par un risque empirique ne
de´pendant que de l’e´chantillon ♣x1, ...,xn". Le but est de se´lectionner un mode`le dont le risque est
proche du risque oracle. Nous choisissons donc un crite`re empirique, note´ kln♣x, .", tel que pour
tout estimateur ♣fm , Ef ♣kln♣X, ♣fm"" ✏KL(f, ♣fm). Le choix le plus naturel est alors
kln♣x, ♣fm" ✏ ✁
1
n
n
➳
i✏1
log
✂
♣fm♣xi"
f♣xi"
✡
✏ ✁
1
n
n
➳
i✏1
log♣ ♣fm♣xi"" $
1
n
n
➳
i✏1
log♣f♣xi""
Cependant, f ne doit pas intervenir dans ce crite`re empirique et nous aurions envie de choisir
comme risque empirique
γn♣x, ♣fm" ✏ ✁
1
n
n
➳
i✏1
log♣ ♣fm♣xi"".
Toutefois, nous pouvons montrer que Ef ♣γn♣X, ♣fm"" ➔KL♣f, ♣fm". Le risque empirique γn♣x, ♣fm" est
donc un estimateur biaise´ du risque KL♣f, ♣fm". Si nous voulions utiliser un estimateur non biaise´,
la formule ferait force´ment intervenir f . Massart [Mas09] a alors propose´ de pe´naliser γn♣x, ♣fm"
par une quantite´ ne de´pendant pas de f mais de la complexite´ du mode`le m
♣m ✏ argmin
m!M
&γn♣x, ♣fm" $ pen♣m"'
ou` pen : M ( R
"
mesure la complexite´ du mode`le. L’estimateur retenu pour f est alors ♣f ✏ ♣f
①m.
La fonction de pe´nalite´ est souvent proportionnelle a` la dimension du mode`le , c’est-a`-dire au
nombre de parame`tres a` estimer dans ce mode`le (pen(m)=λ dim(m)). Le coefficient de proportion-
nalite´ de´pend de l’e´chantillon x ✏ ♣x1, ...,xn" ([BM07],[Arl07]). Nous verrons plus loin comment
le choisir.
3.1.3 Comparaison des estimateurs
Une fois construit l’estimateur ♣f ✏ ♣f
①m, nous souhaitons comparer son risque a` celui de l’es-
timateur oracle ♣fm✝ . Dans les applications suivantes, nous travaillerons avec une seule image,
c’est-a`-dire n ✏ 1. Nous avons donc envie de comparer les risques de fac¸on non asymptotique.
Ide´alement, nous voudrions montrer que E&KL♣f, ♣f"' ✏ E&KL♣f, ♣fm✝"'. En toute ge´ne´ralite´, cette
e´galite´ n’est pas vraie. Le the´ore`me suivant de Pascal Massart [Mas03] permet de donner des
conditions sur la fonction de pe´nalite´ pour obtenir un re´sultat de la forme
E&h2♣f, ♣f
①m"' ↕ C
✂
inf
m!M
&KL♣f,m" $ pen♣m"'
✡
$
Γ
n
(3.1)
ou` h2♣f, g" ✏ ⑤⑤
❄
f✁
❄
g⑤⑤22 est la distance d’Hellinger entre deux densite´s et KL♣f,m" ✏ inf
t!m
KL♣f, t".
Apre`s l’e´nonce´ du the´ore`me, nous expliquerons comment ce re´sultat peut donner des renseigne-
ments sur le risque de l’estimateur ♣f
①m.
Le the´ore`me que nous souhaitons appliquer ne´cessite des hypothe`ses sur la collection M ainsi que
sur chacun des mode`les m , M. Plus particulie`rement, ces hypothe`ses portent sur l’entropie a`
crochet des mode`les m. Nous rappelons d’abord la de´finition.
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De´finition 10 (Entropie a` crochets) Un crochet de taille ε est un couple de fonctions  t✁, t!!
tel que t✁ ↕ t! et h2♣t✁, t!$ ↕ ε2.
Soit m un mode`le statistique et ε → 0. On appelle entropie a` crochet de taille ε du mode`le m,
et l’on note H
"#
♣ε,m$, le logarithme du nombre minimum de crochets de taille ε ne´cessaires pour
recouvrir tout le mode`le m.
H
"#
♣ε,m$ ✏ log♣N
"#
♣ε,m$$.
Nous pouvons maintenant e´noncer les hypothe`ses ne´cessaires ainsi que le the´ore`me.
Hypothe`se (Hm) Il existe une fonction croissante φm telle que la fonction x '(
φm♣x%
x
est
de´croissante et
❅σ * R
!
,
➺ σ
0
❜
H
"#
♣ε,m$ ↕ φm♣σ$
Hypothe`se (HM) Il existe ♣ρm,m *M$ une famille de nombres positifs telle que
➳
m&M
exp♣✁ρm$ ✏ Γ ➔ ✽
The´ore`me 1 Soit (x1, ...,xn) un e´chantillon de meˆme densite´ inconnue f . Soit M une collection
de´nombrable de mode`les. On conside`re la collection d’estimateurs du maximum de vraisemblance
associe´ a` chacun des mode`les
✦
♣fm , m *M
✮
.
On suppose que l’hypothe`se (HM) est ve´rifie´e. On suppose aussi que pour tout mode`le m *M,
l’hypothe`se (Hm) est ve´rifie´e et on note σm l’unique solution positive de φm♣y$ ✏
❄
ny2.
Alors, il existe des constantes K et C telles que pour toutes fonctions pen de la forme
❅m *M pen♣m$ ➙ K
✂
σ2m 0
ρm
n
✡
on obtient
E h2♣f, ♣f
①m$! ↕ C
✂
inf
m&M
 KL♣f,m$ 0 pen♣m$! 0
Γ
n
✡
Dans la preuve, l’hypothe`se ♣Hm$ permet d’obtenir pour chacun des estimateurs ♣fm une ine´galite´
oracle de la forme
E h2♣f, ♣fm$! ↕ C
✂
inf
m&M
 KL♣f,m$ 0 pen♣m$! 0
Γ
n
✡
L’hypothe`se ♣HM$ permet de ge´ne´raliser cette ine´galite´ a` l’estimateur ♣f
①m.
Remarque. La premie`re remarque a` faire concernant ce re´sultat est qu’il n’est pas asymptotique.
Il est vrai quelque soit la taille n de l’e´chantillon utilise´. Ce n’est pas le cas du crite`re AIC par
exemple qui s’appuie sur le comportement asymptotique de la log-vraisemblance d’un e´chantillon.
La deuxie`me remarque a` faire est que cette ine´galite´ ne ressemble pas tout a` fait a` l’e´galite´ sou-
haite´e E KL♣f, ♣f
①m$! ✏ E KL♣f, ♣fm✝$!. Concernant le membre de gauche, nous n’avons pas le risque
de l’estimateur ♣f
①m mais seulement la distance d’Hellinger h
2
♣f, ♣f
①m$. Sous certaines hypothe`ses un
peu plus fortes, nous pouvons appliquer le lemme 7.23 de [Mas03] qui minimise h2♣f, ♣f
①m$ par
KL♣f, ♣f
①m$ et ainsi obtenir
E KL♣f, ♣f
①m$! ↕ C˜
✂
inf
m&M
 KL♣f,m$ 0 pen♣m$! 0
Γ
n
✡
Concernant le membre de droite, la de´monstration permet de montrer que pen(m) est en fait un
majorant de E♣KL♣f, ♣fm$$ ✁KL♣f, fm$. Ainsi,
E♣KL♣f, ♣fm$$ ✏ KL♣f, fm$ 0 E♣KL♣f, ♣fm$$ ✁KL♣f, fm$ ↕ KL♣f, fm$ 0 pen♣m$
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Le re´sultat de Massart ne permet pas d’obtenir directement dans le terme de droite le risque oracle
inf
m M
KL♣f, fm! mais un majorant de ce risque.
Ce re´sultat a e´te´ utilise´ dans beaucoup de domaines. Nous pouvons citer, par exemple, Maugis et
Michel [MM11] dans un cadre de se´lection de variables et de classification non supervise´e. Citons
e´galement Le Pennec et Cohen [LPC13] dans un cadre d’estimation de densite´ conditionnelle.
Gendre, dans [Gen09] ou [Gen14], a utilise´ ces outils dans un cadre de re´gression he´te´rosce´dastique.
Baraud et coauteurs [BHL03] ont applique´ ces re´sultats dans un cadre de tests statistiques. Parmi
une collection de tests "Tm , m # M✉, ils se´lectionnent celui qui minimise un crite`re pe´nalise´e.
Enfin, Verzelen [Ver09] a utilise´ ses re´sultats avec comme collection M une liste de mode`les CAR
pour diffe´rents voisinages comme de´finis en 2.2.2. Pour un champ gaussien X, il se´lectionne le
mode`le CAR le plus adapte´ pour repre´senter les donne´es.
3.2 Reformulation du the´ore`me pour les mode`les station-
naires par morceaux
Nous avons applique´ cette proce´dure d’estimation de densite´s via la se´lection de mode`les afin
d’estimer la densite´ inconnue f d’une image infra-rouge I de taille M ✂M .
Comme pre´sente´ dans le chapitre 1, nous avons travaille´ avec des mode`les (gaussiens) station-
naires par morceaux, c’est-a`-dire que nous avons suppose´ que la densite´ f pouvait s’e´crire comme le
produit des densite´s des restrictions du champ a` chacune des zones. Un mode`le m est entie`rement
de´fini par une partition R ✏ ♣R1, ..., RP ! appartenant a` une collection de partitions P de la grille
''1,M ((2 ainsi que P restrictions (aux zones Ri) de mode`les stationnaires de l’ensemble S. On
note ces restrictions ♣Si1 , ..., SiP ! au lieu de ♣Si1♣R1!, ..., SiP ♣RP !! s’il n’y a aucune ambigu¨ıte´ sur
la partition R utilise´e pour de´finir le mode`le m. On note M♣P,S! la collection de mode`les par
morceaux fabrique´s a` partir des partitions de P et des mode`les stationnaires de S.
Nume´riquement, la recherche du minimum pour de´finir ♣m est tre`s couˆteuse en temps de calcul.
Nous souhaitons donc restreindre la collection M♣P,S! sur laquelle se fait la recherche du mini-
mum. D’un point de vue the´orique, nous devons toutefois nous assurer que l’hypothe`se ♣HM♣P,S"!
est ve´rifie´e.
3.2.1 Autre expression de l’hypothe`se ♣HM♣P,S!!
Comme chacun des mode`les m est de´fini par une partition R ainsi qu’une liste de mode`les
stationnaires Si1 , .., SiP , nous avons cherche´ les coefficients ρm sous la forme
ρm ✏ ρR ) ρi1 ) ...) ρiP
ou` chaque indice ij correspond a` un mode`le de l’ensemble S. Alors,
➳
m M♣P,S"
exp♣✁ρm! ✏
➳
R P
➳
i1,...,iP  SP
exp♣✁ρR ✁ ρi1 ✁ ...✁ ρiP !
✏
➳
R P
e✁ρR
✂
⑤S⑤
➳
j✏1
e✁ρj
✡P
Ainsi, si pour tout j # S, on pose ρj ✏ log♣⑤S⑤!, l’hypothe`se a` ve´rifier n’est plus ♣HM! mais
seulement ♣HP!.
Hypothe`se (HP) Il existe une famille de nombres positifs ♣ρR, R # P! telle que
➳
R P
exp♣✁ρR! ↕ 1
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3.2.2 Autre expression des hypothe`ses ♣Hm!
Pour appliquer le the´ore`me 1 a` une collection de mode`lesM♣P,S!, nous avons besoin d’exhiber
pour chaque mode`le m une fonction φm ve´rifiant l’hypothe`se ♣Hm! et un re´el σm solution de
φm♣y! ✏
❄
ny2.
Le lemme suivant permet de donner une expression de φm dans le cas particulier d’un mode`le
stationnaire par morceaux.
Lemme 1 Soit m ✏ ♣R,Si1 , ..., SiP ! un mode`le de la collection M♣P,S!. Si pour tout j $ %%1, P &&
❅ε → 0 , H
 !
♣ε, Sij ! ↕ dim♣Sij !
✂
C * log
#♣Rj!
ε
✡
alors la fonction φm de´finie par
φm♣σ! ✏ σ
❛
dim♣m!
✂
❛
C * log♣M2! *
❄
π *
❝
log
1
σ ❫ e✁1④2
✡
ve´rifie l’hypothe`se ♣Hm!.
Ce lemme est de´montre´ dans l’appendice B.2.3 a` partir d’un re´sultat e´nonce´ et de´montre´ par Le
Pennec et Cohen dans [LPC13].
Dans la suite de nos travaux, nous avons donc remplace´ l’hypothe`se ♣Hm! par l’hypothe`se ♣H
✶
m!
suivante :
Hypothe`se (H ✶m) Soitm ✏ ♣R1, ..., RP , Si1 , ..., SiP ! un mode`le deM♣P,S!, il existe une constante
C → 0 telle que
❅ε → 0 ❅j $ %%1, P && , H
 !
♣ε, Sij ! ↕ dim♣Sij !
✂
C * log
#♣Rj!
ε
✡
Les hypothe`ses ♣H ✶m! comme les hypothe`ses ♣Hm! ne sont pas des hypothe`ses faciles a` lire ni a`
ve´rifier. Dans les applications pre´sente´es dans les chapitres suivants, l’ensemble S est un ensemble
compose´ de mode`les gaussiens parame´triques. Cela signifie que pour une partition donne´e R ✏
♣R1, ..., RP !, les restrictions ♣Sij !j✏1...P sont entie`rement caracte´rise´es par leur vecteur moyen
moij et leur matrice de covariance Σij .
Nous avons alors de´montre´ la proposition suivante qui permet de traduire l’hypothe`se ♣H ✶m!
dans le cas particulier d’un mode`le m gaussien fini stationnaire par morceaux.
Proposition 2 Soit m ✒ N♣0,Σ! un mode`le gaussien parame´trique (dim(m! ✏ d) sur Rp tel que
θ -. log♣det♣Σ♣θ!!! est k.p-lipschitz pour la norme infinie sur Rd et la norme L1 sur R.
θ -. Σ♣θ! est k-lipschitz pour la norme infinie sur Rd et la norme triple sur Mp♣R!.
alors on peut majorer l’entropie a` crochet du mode`le m
❅ε → 0 , H
 !
♣ε,m! ↕ dim♣m!
✂
C * log
p
ε
✡
.
La de´monstration est pre´sente´e en appendice B.2. Ce re´sultat nous permet, pour un mode`le m
gaussien stationnaire par morceaux de remplacer l’hypothe`se ♣H ✶m! par l’hypothe`se ♣Gm! suivante
Hypothe`se (Gm) Soit m ✏ ♣R1, ..., RP , Si1 , ..., SiP ! tel que ❅j $ %%1, P && , Sij ✒ N♣mij ,Σij !.
❅j $ %%1, P && , θ -. log♣det♣Σij ♣θ!!! est k.#♣Rj!-lipschitz
θ -. Σij ♣θ! est k-lipschitz
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3.2.3 Ine´galite´ oracle pour les mode`les gaussiens stationnaires par mor-
ceaux
Maintenant que nous avons reformule´ les hypothe`ses ♣Hm! et ♣HM!, nous pouvons e´noncer le
the´ore`me de Massart pour les mode`les gaussiens stationnaires par morceaux.
The´ore`me 2 Soit (x1, ...,xn) un e´chantillon de meˆme densite´ inconnue f . Soit P une collection de
partitions pour laquelle l’hypothe`se ♣HP! est ve´rifie´e. Soit S un ensemble fini de mode`les gaussiens
stationnaires tel que pour tout m ✏ ♣R,Si1 , ..., SiP ! #M♣P,S!, l’hypothe`se ♣Gm! soit ve´rifie´e.
Pour chaque mode`le m, on note ♣fm l’estimateur du maximum de vraisemblance. soit pen :
M♣P,S! $% R
 
et conside´rons le crite`re de log-vraisemblance pe´nalise´e
crit♣m! ✏
n
➳
i✏1
✁ log♣ ♣fm♣xi!! ' pen♣m!
Alors il existe des constantes K et C telles que si pour tous les mode`les m #M♣P,S!
pen♣m! ➙ K
dim♣m!
n
✒
❛
C ' log♣M2! '
❄
π '
❣
❢
❢
❢
❡
log
1
❜
dim♣m#
n
✂
❛
C ' log♣M2! '
❄
π
✡
❫ e✁1④2
✚2
alors le mode`le ♣m qui minimise le crite`re pe´nalise´ sur M♣P,S! est tel que
E+KL♣f, ♣f
①m!, ↕ C˜ inf
m&M
✂
E+KL♣f, fm! ' pen♣m!
✡
'
1
n
.
La de´monstration de ce the´ore`me est pre´sente´e en appendice B. Plusieurs remarques sont a` faire.
Tout d’abord, ce re´sultat valide l’utilisation en pratique d’une fonction de pe´nalite´ proportionnelle
a` la dimension de chacun des mode`les. Il montre aussi que le risque de l’estimateur ♣f
①m est proche
du risque oracle. Toutefois, la de´monstration ne donne pas la valeur exacte des constantes K et
C et le coefficient de proportionnalite´ entre la pe´nalite´ et la dimension (pen(m)=λ dim(m)) du
mode`le m est a` de´finir empiriquement [Arl07]. Nous verrons dans le paragraphe de´die´ a` l’e´tude
empirique la valeur choisie pour ce coefficient.
3.3 Applications aux images re´elles
Dans la partie pre´ce´dente, nous avons e´tudie´ les proprie´te´s the´oriques de la proce´dure propose´e.
Dans cette partie, nous allons appliquer cette proce´dure de se´lection de mode`les a` des images
simule´es puis re´elles.
Nous re´glerons en paralle`le le choix des constantes apparues dans le the´ore`me 2.
3.3.1 Collections particulie`res de partitions
Pour des raisons de temps de calcul, nous allons restreindre la collection de mode`les M♣P,S!
a` deux collections de mode`les par morceaux de´finis pour des collections de partitions particulie`res.
Apre`s les avoir de´finies, nous montrerons qu’elles ve´rifient bien l’hypothe`se ♣HP!.
Partitions re´cursives dyadiques
Pour cette collection de partitions, les images doivent eˆtre de taille une puissance de 2, c’est a` dire
que M ✏ 2k.
Soit R ✏ ♣R1, ..., RP ! une partition re´cursive dyadique. Alors, toutes les zones Ri sont des
carre´s de coˆte´ de longueur 2k✁j et les frontie`res entre les diffe´rentes zones Ri sont a` des lignes ou
a` des colonnes dont le nume´ro est la forme c.2k✁l. Nous pouvons nous re´fe´rer a` Sart [Sar14] ou a`
Le Pennec et Cohen [LPC13] pour une autre de´finition. La figure 3.1 pre´sente deux exemples de
partitions re´cursives dyadiques. On note P1 l’ensemble de toutes les partitions re´cursives dyadiques.
Cette collection de partitions posse`de une forte structure hie´rarchique. En effet, chacune des
partitions de la collection P1 est obtenue a` partir de la partition R0 ne contenant qu’une seule
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2k2k✁1
2k✁2
2k2k✁1
3.2k✁2
7.2k✁3
Figure 3.1 – Deux exemples de partitions re´cursives dyadiques
zone : a` chaque e´tape, chacun des carre´s d’une partition peut eˆtre divise´ en 4 carre´s de meˆme taille.
Graˆce a` cette structure hie´rarchique, nous pouvons repre´senter une partition de la collection P1
par un arbre dans lequel chaque nœud a 0 ou 4 branches. Chaque feuille de l’arbre correspond a`
une zone de la partition. La figure 3.2 pre´sente les arbres correspondants aux partitions de la figure
3.1. Le nombre de feuilles de ce sous-arbre correspond au nombre de zones dans la partition. Cet
arbre peut ensuite eˆtre code´ en binaire ou` un 0 repre´sente un nœud sans enfant et 1 un nœud avec
4 enfants. Les codes pour chacune des partitions de la figure 3.1 sont donne´s dans la figure 3.2.
000100000
011000000000
Figure 3.2 – Arbres dyadiques et codes associe´s pour les partitions de la figure 3.1
Deux arbres diffe´rents ne peuvent pas eˆtre code´s par la meˆme se´quence binaire. On dit alors
que ce codage est de´codable. Une proprie´te´ importante d’un codage de´codable est qu’il ve´rifie
l’ine´galite´ de Kraft-Milman [McM56].
Proposition 3 (Ine´galite´ de Kraft-Milman) Soit c un code de´codable sur un alphabet a` D
e´le´ments. Alors, les longueurs des mots ♣ln!n➙0 doivent ve´rifier
➳
n➙0
D✁ln ↕ 1.
Re´fe´rences
Pour coder les partitions dyadiques, nous avons utilise´ l’alphabet binaire donc D ✏ 2. On note
l♣R! la longueur du code pour la partition R. Alors,
➳
R"P1
2✁l♣R$ ↕ 1$
➳
R"P1
e✁ log♣2$l♣R$ ↕ 1 (3.2)
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Nous n’avons utilise´ qu’un symbole par nœud donc l♣R! est aussi le nombre total de nœuds dans
l’arbre. Essayons aussi de relier la longueur du code l♣R! au nombre de zones dans la partition R,
que l’on note ⑤R⑤. Il y a deux sortes de nœuds dans l’arbre : ceux n’ayant pas d’enfants, dont le
cardinal est ⑤R⑤, et ceux ayant des enfants, de cardinal l♣R! ✁ ⑤R⑤. Excepte´e la racine, les autres
nœuds sont tous l’enfant d’un nœud donc
4♣l♣R! ✁ ⑤R⑤! ✏ l♣R! ✁ 1
l♣R! ✏
4⑤R⑤ ✁ 1
3
➙ ⑤R⑤
En utilisant l’ine´galite´ (3.2), on obtient alors
➳
R P1
e✁ log♣2#⑤R⑤ ↕
➳
R P1
e✁ log♣2#l♣R# ↕ 1.
La collection des partitions re´cursives dyadiques ve´rifie donc bien l’hypothe`se ♣HP1! pour la famille
de poids ρR ✏ log♣2!⑤R⑤. Elle permet ainsi de fabriquer une collection de mode`les a` laquelle on
pourra appliquer le the´ore`me 2. En particulier, le risque de l’estimateur obtenu sera proche du
risque oracle. Toutefois, en utilisant les partitions re´cursives dyadiques, l’image sera segmente´e en
zones carre´es. Cette contrainte est trop forte et nous avons alors opte´ pour une autre collection de
partitions.
Partitions re´cursives split
Pour cette collection, l’image n’est plus ne´cessairement de taille une puissance de 2. On trouve
dans cette collection toutes les partitions de la grille ''1,M ((2 en rectangles. La figure 3.3 donne
deux exemples de telles partitions. On note P2 la collection des partitions re´cursives dyadiques
split. On peut tout de suite remarquer que les partitions re´cursives dyadiques sont une sous-famille
des partitions re´cursives split.
Figure 3.3 – Deux exemples de partitions re´cursives split
Pour cette collection aussi, il existe une structure hie´rarchique : a` chaque e´tape, un rectangle
peut eˆtre de´coupe´ en deux rectangles pas ne´cessairement de meˆme taille. De plus, ce de´coupage
peut se faire paralle`lement a` la longueur ou a` la largeur du rectangle initial. On peut encore coder
ces partitions en binaire. Le codage de chaque nœud sera toutefois plus complexe que pour une
partition re´cursive dyadique. En effet, en plus de coder si le rectangle est de´coupe´ ou non, le
code doit aussi de´finir les nouveaux rectangles obtenus en donnant la direction (horizontale ou
verticale) ainsi que la position de la de´coupe. Le codage de chaque nœud est donc de longueur
1 ) 1 ) 'log2♣M!(. Pour une partition re´cursive dyadique split R dont l’arbre dyadique a N♣R!
nœuds, on a donc l♣R! ✏ N♣R!♣2)'log2♣M!(!. En utilisant de nouveau l’ine´galite´ de Kraft-Milman
[McM56] pour les codes de´codables, nous obtenons
➳
R P2
2✁N♣R#♣2%&log2♣M#'# ↕ 1*
➳
R P2
e✁N♣R# log♣2#♣2%&log2♣M#'# ↕ 1.
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Comme dans le cas des partitions re´cursives dyadiques, nous pouvons montrer que N♣R! ➙ ⑤R⑤.
L’hypothe`se ♣HP! est donc bien ve´rifie´e pour la collection des partitions re´cursives dyadiques split
avec la famille de poids ρR ✏ ⑤R⑤ log♣2!♣2% &log2♣M!'!.
3.3.2 Ensemble S particulier
Les mode`les stationnaires de l’ensemble S correspondent aux mode`les suivis par les restrictions
du champ X a` chacune des zones de la partition R. Il peut s’agir de mode`les directs ou indirects
comme pre´sente´s au chapitre 2.
Dans nos travaux, nous supposons que dans chacune des zones d’une partition R, la restriction
du champ suit un mode`le gaussien SAR isotrope aux 4 plus proches voisins de´fini en 2.6 :
❅♣i, j! ) P , Xi,j ✏ aP ♣Xi✁1,j %Xi!1,j %Xi,j✁1 %Xi,j!1! % σP εi,j .
ou` ε est un champ gaussien centre´ et re´duit. Seuls les parame`tres aP et σP varient d’une zone a`
l’autre.
Cette situation correspond donc a` un ensemble S re´duit a` un seul e´le´ment : le mode`le SAR aux
4 plus proches voisins. Nous avons appele´ cet ensemble S1.
Ve´rification des hypothe`ses ♣Gm!
Nous voulons ve´rifier que les mode`les des collections M♣P1,S1! et M♣P2,S1! ve´rifient bien les
hypothe`ses ♣Hm! pour pouvoir ensuite appliquer le the´ore`me 2. Puisque ce sont des mode`les gaus-
siens, nous allons plutoˆt ve´rifier l’hypothe`se ♣Gm!.
Soit m ) M♣P1,S1!. Le mode`le m est donc de´fini par une partition R ✏ ♣R1, ..., RP ! ) P1 et
des mode`les locaux ♣Si1 , ..., SiP ! avec
❅j ) &&1, P '' , Sij ✏ N♣0,Σij ! ou`
Σij ✏ σij ♣I ✁ aijWij !
✁2
ou` Wij est la matrice des 4 plus proches voisins adapte´e a` la taille de la zone Rij . La proposition
suivante permet de montrer que le mode`le m ve´rifie bien l’hypothe`se ♣Gm!.
Proposition 4 Soit P une zone de la grille &&1,M ''2. Alors,
♣aP , σP ! +, log♣det♣σP ♣I ✁ aPWP !
✁2
!! est k.#♣P !-lipschitz
♣aP , σP ! +, σP ♣I ✁ aPWP !
✁2 est k-lipschitz
Nous avons de´montre´ cette proposition dans l’appendice C.1 en utilisant le fait que la densite´
d’un mode`le SAR isotrope a une forme particulie`re.
L’application du the´ore`me 2 permet d’affirmer, qu’en the´orie au moins, l’estimateur obtenu par la
proce´dure de Massart pour les collections M♣P1,S1! ou M♣P2,S1! a un comportement proche de
l’estimateur oracle.
Ceci nous motive pour l’utiliser en pratique.
3.3.3 Parcours des ensembles M♣P1,S1! et M♣P2,S1!
Une fois fixe´ l’ensemble M♣P,S! sur lequel se fera la recherche du minimum
♣m ✏ argmin
m"M♣P,S$
✂
log♣ ♣fm♣I!! % pen♣m!
✡
nous devons programmer cette recherche.
L’approche la plus naturelle consiste a` calculer le crite`re crit(m! ✏ log♣ ♣fm♣I!! % pen♣m! pour
chacun des mode`les m puis a` se´lectionner celui qui le minimise. Cette me´thode couˆte cher en
temps de calcul. Graˆce a` la structure par morceaux de nos mode`les, nous allons pouvoir appliquer
une me´thode par arbre de tri pour estimer ♣m.
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Un mode`le m est de la forme m ✏ ♣R1, ..., RP , Si1 , ..., SiP ". Puisque nous avons suppose´
l’inde´pendance du champ dans chacune des zones, nous avons ♣fm ✏ ♣fR1✂ ...✂
♣fRP ou`
♣fRi est l’esti-
mateur de la densite´ de la restriction du champ a` la zone Ri sous le mode`lem. La log-vraisemblance
globale s’e´crit comme la somme des log-vraisemblances de chacune des zones.
log♣ ♣fm♣I"" ✏
P
➳
i✏1
log♣ ♣fRi♣Ii"".
De meˆme, la dimension du mode`le m, de´finie comme le nombre de parame`tres a` estimer, est la
somme de la dimension des mode`les dans chacune des zones. Puisqu’on utilise comme seul mode`le
local le mode`le SAR aux 4 plus proches voisins, il y a deux parame`tres a` estimer dans chacune des
zones.
Enfin, la pe´nalite´ est choisie proportionnelle a` la dimension avec un coefficient de proportionnalite´
λ. Ainsi, le calcul du crite`re pour le mode`le m se de´compose en calculs inde´pendants portant
chacun sur une zone de la partition R.
crit♣m" ✏ log♣ ♣fm♣I"" $ λdim♣m"
✏
P
➳
i✏1
✂
log♣ ♣fRi♣Ii"" $ 2λ
✡
Nous appelons couˆt de la zone Ri la quantite´ log♣ ♣fRi♣Ii""$ 2λ. La conse´quence principale de cette
de´composition est que pour comparer deux mode`les, il suffira de comparer la somme des couˆts des
zones non communes a` ces deux mode`les.
R11
R21 R
2
2
R23 R
2
4
Figure 3.4 – Deux exemples de partitions de la collection P1.
La figure 3.4 pre´sente deux partitions de la collection P1 qui ont des zones en commun. Elles
de´finissent deux mode`les m1 et m2. Pour choisir entre ces deux mode`les, nous devrons seulement
comparer le couˆt de la zone R11 sous le mode`le m1 donne´ par log♣
♣fR11♣I
1
1 "" $ λ et la somme des
couˆts des quatre zones R2i sous le mode`le m2 donne´e par
4
➦
i✏1
log♣ ♣fR2i ♣Ii"" $ 4λ.
C’est sur ce principe qu’est base´ l’algorithme CART (pour Classification And Regression Trees)
[BFSO84]. Il fonctionne en deux e´tapes :
— Fabrication d’un arbre dit maximum de profondeur k pour une image de taille M ✏ 2k.
Chaque feuille de cet arbre correspond a` un pixel de l’image.
— Se´lection du sous-arbre de l’arbre maximum pour lequel le crite`re crit est le minimum.
Arbre maximum
La racine de l’arbre maximum correspond a` l’image toute entie`re. Nous associons a` ce nœud la
valeur de log♣♣sR0♣I"" $ 2λ ou` R0 correspond a` la partition ne contenant qu’une seule zone.
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✌
R0 R0
✌
R
✌
R1
✌
R2
✌
R3
✌
R4
R4R3
R2R1
Ensuite, pour la collection P1, ce nœud donne 4 nœuds enfants, chacun repre´sentant un des
carre´s obtenus apre`s le de´coupage en quatre de la partition initiale R0. Pour la collection P2, ce
nœud ne donnera que 2 enfants.
On associe au nœud (ou a` la partition) Ri la valeur log♣♣sRi♣Ii""#2λ. Nous continuons a` associer
a` chaque nœud 2 ou 4 enfants jusqu’a` obtenir un arbre de profondeur k. Il y a alors autant de
feuilles que de pixels.
Chaque partition R de la collection P1 (ou P2) est repre´sente´e par un sous-arbre de l’arbre
maximum. Pour obtenir la valeur du crite`re pour le mode`le m de´fini par cette partition R, il faut
additionner les valeurs des nœuds correspondants aux zones de la partition R.
Sous-arbre de crite`re minimum
Pour obtenir l’arbre pour lequel le couˆt est minimum, nous partons des feuilles de l’arbre. On de´cide
de fusionner les quatre (ou les deux) nœuds ✦ fre`res ✧ si la somme de leur couˆt est plus e´leve´e que
le couˆt de leur ✦ pe`re ✧. Dans ce cas, les feuilles enfants disparaissent. Si la somme des couˆts est
plus faible, on ne les fusionne pas. Les branches restent donc dans l’arbre. En revanche, le couˆt
associe´ au pe`re change : on remplace son couˆt par la somme des couˆts de ses nœuds ✦ enfants ✧.
La figure 3.5 pre´sente un exemple de recherche de sous-arbre de crite`re minimum. Dans cet
exemple, la somme des couˆts des enfants est plus e´leve´e pour le nœud 1 (c1 ➔ c11# c12# c13# c14)
et le nœud 4 (c4 ➔ c41 # c42 # c43 # c44). Les quatre enfants des nœuds 1 et 4 sont donc fusionne´s.
Pour les nœuds 2 et 3, la sommes des couˆts de leurs enfants est plus faible. Il n’y a pas de fusion
mais le couˆt associe´ aux nœuds 2 et 4 sont remplace´s respectivement par c˜2 ✏ c21# c22# c23# c24
et c˜3 ✏ c31# c32# c33# c34. Enfin, puisque la somme des couˆts c1# c˜2# c˜3# c4 est plus faible que
le couˆt c, il n’y a pas de nouvelle fusion. Le mode`le se´lectionne´ contient alors 10 zones qui forment
la partition de droite de la figure 3.4.
✌
c
✌
c1
✌
c13
✌✌✌
✌
c2
✌ ✌✌✌
c21
✌
c3
✌
c32
✌✌✌
✌
c4
✌ ✌✌
c42
✌
&
✌
c
✌
c1
✌
c˜2
✌ ✌✌✌
✌
c˜3
✌ ✌✌✌
✌
c4
&
✌
c
✌
c1
✌
c˜2
✌ ✌✌✌
✌
c˜3
✌ ✌✌✌
✌
c4
Figure 3.5 – Exemple de fusion possible
Pour les partitions de la collection P2, nous appliquons le meˆme algorithme mais cette fois les
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nœuds ont 0 ou 2 enfants.
Cette me´thode de recherche de minimum permet de diminuer le temps de calcul puisqu’elle e´vite
de calculer plusieurs fois les meˆmes couˆts.
3.3.4 Re´glage de la pe´nalite´
Nous avons pre´sente´ dans le paragraphe pre´ce´dent comment se´lectionner, en pratique et assez
rapidement, le mode`le m qui minimise le crite`re crit(m γn x, fm λdim(m).
Nous allons maintenant voir comment choisir la valeur de λ. Cette valeur doit permettre de
pe´naliser les mode`les complexes et ainsi de choisir un mode`le qui re´alise un bon compromis entre
l’explication des donne´es (le biais) et la complexite´ du mode`le (sa variance). Une des me´thodes
tre`s souvent utilise´es est celle de l’heuristique de pente ([Arl07], [BMM11]). Elle est base´e sur le
fait que le biais se stabilise avec l’augmentation de la dimension du mode`le et qu’a` partir d’une
certaine dimension, seule la variance compte.
Heuristique de pente
1. On trace la courbe qui fait correspondre a` la dimension de chaque mode`le m sa log-
vraisemblance γn x, fm .
2. On estime ensuite la pente de la courbe pour les grandes dimensions. On note cette pente
a.
3. On utilise comme constante λ 2a. Le mode`le se´lectionne´ est alors donne´ par
m argmin
m M
γn x, fm 2a.dim m .
Il est important de noter que la valeur de la pente a ne de´pend que de l’e´chantillon conside´re´. Le
choix de la pe´nalite´ et le calcul du crite`re sont donc entie`rement base´s sur les donne´es. Dans la
litte´rature, on parle de pe´nalite´ data-driven ([Ver09], [AM09]).
Malheureusement, avec les mode`les par morceaux que nous utilisons, le biais ne se stabilise pas
pour des mode`les de grandes dimensions. Nous ne pouvons donc pas appliquer l’heuristique de
pente. Nous avons toutefois besoin de pe´naliser la log-vraisemblance. Le choix de la valeur de λ se
fait donc de manie`re empirique, c’est-a`-dire en testant plusieurs valeurs et en conservant celle qui
permettait de se´lectionner un mode`le pas trop complexe. Apre`s une e´tude sur les images re´elles,
nous avons de´cide´ d’utiliser pen m 2dim m .
Nous reviendrons sur cette me´thode d’heuristique de pente a` la fin du chapitre lors de l’utilisation
d’un autre crite`re que la vraisemblance pour lequel le biais se stabilise.
Nous avons maintenant tous les outils pour pouvoir lancer notre proce´dure de se´lection de mode`les
(de segmentation) sur des images simule´es puis re´elles.
3.3.5 Exemples sur images simule´es
Nous allons maintenant lancer notre algorithme de se´lection de mode`les sur des images simule´es.
Pour ces images, le vrai mode`le m0 est connu.
Dans un premier exemple pre´sente´ dans la figure 3.6a, le mode`le m0 ne contient que 2 zones. Dans
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(a) (b)
Figure 3.6 – Mode`les SAR par morceaux simule´s avec 1 zone corre´le´e et une zone non corre´le´e :
(a) re´alisation d’un tel mode`le, (b) estimation obtenue apre`s se´lection de mode`le
la partie supe´rieure de l’image, le champ X est un champ gaussien SAR avec comme parame`tres
a1 ✏ 0.249 et σ1 ✏ 1. Dans la partie infe´rieure, il s’agit aussi d’un champ gaussien SAR mais avec
pour parame`tres a2 ✏ 0 et σ2 ✏ 1.
On lance alors la proce´dure d’estimation. Ici, nous avons suppose´ connu le fait que l’image ne
soit compose´e que de 2 zones et nous avons donc utilise´ comme collection de partitions celles ne
contenant que deux zones avec une frontie`re horizontale. Pour les mode`les locaux, nous avons
conserve´ l’ensemble S1. Sur la figure 3.6b, nous voyons le mode`le se´lectionne´. La frontie`re est bien
celle du mode`le m0. D’autre part, pour la partie supe´rieure du mode`le, les parame`tres estime´s sont
♣a1 ✏ 0.2490 et ♣σ1 ✏ 0.9712. Pour la partie infe´rieure, les parame`tres estime´s sont ♣a2 ✏ 0.02 et
♣σ2 ✏ 0.9826.
Avec les parame`tres choisis, la corre´lation est tre`s forte dans la partie supe´rieure de l’image et est
nulle dans la partie infe´rieure. On peut alors se demander ce qu’il se passe si la corre´lation est forte
dans chacune des deux zones.
(a) (b)
Figure 3.7 – Mode`le SAR par morceaux avec 2 zones fortement corre´le´es : (a) re´alisation d’un tel
mode`le, (b) estimation obtenue apre`s se´lection de mode`le
La figure 3.7a pre´sente un tel exemple. Les parame`tres sont a1 ✏ 0.249 et σ1 ✏ 1 pour la zone
supe´rieure et a2 ✏ 0.249 et σ2 ✏ 1 pour la zone infe´rieure. La figure 3.7b pre´sente le mode`le estime´.
On remarque que dans ce cas aussi, la frontie`re du mode`le estime´ correspond a` la frontie`re du vrai
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mode`le. De plus, les parame`tres estime´s pour chacune des zones sont ♣a1 ✏ 0.249, ♣σ1 ✏ 0.9712,
♣a2 ✏ 0.249 et ♣σ2 ✏ 1.0981. On peut donc dire que ce n’est pas que la diffe´rence de corre´lation entre
les 2 zones qui aide l’algorithme a` choisir la meilleure frontie`re. En revanche, nous avons suppose´
que les champs dans chacune des zones e´taient inde´pendants. C’est plutoˆt cette inde´pendance qui
est de´tecte´e par l’algorithme de segmentation.
Dans un troisie`me exemple dont une re´alisation est pre´sente´e dans la figure 3.8a, le mode`le m0
contient cette fois 4 zones inde´pendantes. Dans les zones en haut a` gauche et en bas a` droite, le
champ X est un champ gaussien SAR avec comme parame`tres a1 ✏ 0.249 et σ1 ✏ 1. Dans les
zones en bas a` gauche et en haut a` droite, il s’agit aussi d’un champ gaussien SAR mais avec pour
parame`tres a2 ✏ 0 et σ2 ✏ 1.
Pour cette image, nous avons lance´ l’algorithme d’estimation de mode`les avec les deux collections
de partitions P1 et P2 et l’ensemble de mode`les locaux S1. Sur la figure 3.8b est repre´sente´ le mode`le
se´lectionne´ pour la collection de partitions re´cursives dyadiques. Sur la figure 3.8c est repre´sente´
le mode`le se´lectionne´ pour la collection de partitions re´cursives split.
(a)
(b) (c)
Figure 3.8 – Segmentation obtenue avec l’utilisation des partitions re´cursives dyadiques
La premie`re remarque importante a` faire est que le vrai mode`le m0 est dans les deux collections.
Pourtant, ce n’est pas lui qui est se´lectionne´. Cela ne veut pas dire que la proce´dure de se´lection de
mode`les est fausse. Cela veut plutoˆt dire que pour cette image (pour cette re´alisation du mode`le
m0), ce n’est pas le mode`le m0 qui repre´sente le mieux les donne´es.
Dans le cas de la collection re´cursive split, le mode`le se´lectionne´ contient le vrai mode`le m0. En
effet, dans les deux zones en haut a` droite et en bas a` gauche, nous avons utilise´ un mode`le SAR avec
un coefficient a2 ✏ 0, ce qui correspond a` supposer les pixels inde´pendants. Le mode`le se´lectionne´
suppose, lui, les pixels dans chacune des zones inde´pendants, ce qui est bien vrai vu le mode`le m0
choisi. Une pe´nalite´ plus e´leve´e aurait peut-eˆtre conduit a` se´lectionner m0.
Pour la collection re´cursive dyadique, le mode`le se´lectionne´ contient bien les frontie`res du mode`le
m0. Dans la zone en haut a` gauche, ce mode`le suppose deux zones inde´pendantes qui ne le sont
pas sous le mode`le m0. Le mode`le se´lectionne´ est toutefois tre`s proche du vrai mode`le m0.
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3.3.6 Exemples sur images re´elles
Regardons maintenant le re´sultat de l’algorithme de se´lection sur des images re´elles. Nous
avons utilise´ l’algorithme avec les deux collections de mode`les M♣P1,S1! et M♣P2,S1!. La fi-
gure 3.9 pre´sente quatre images re´elles ainsi que les mode`les se´lectionne´s pour chacune d’elles. La
colonne centrale correspond aux partitions re´cursives dyadiques, c’est-a`-dire a` l’utilisation de la
collection M♣P1,S1!. La colonne de droite correspond aux partitions re´cursives split, c’est-a`-dire
a` la collection M♣P2,S1!.
Figure 3.9 – Exemples de se´lection de partition pour des images re´elles.
Pour ces images, le vrai mode`le m0 n’est pas connu et nous ne pouvons donc pas comparer les
estimateurs obtenus au mode`le ide´al. Nous pouvons simplement juger de la pertinence du mode`le
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se´lectionne´ visuellement.
Par exemple, nous pouvons noter que sur l’exemple 3 de la figure 3.9 la frontie`re horizontale la
plus haute correspond bien a` la limite supe´rieure du nuage. De meˆme, sur l’exemple 4, la frontie`re
verticale la plus a` gauche pour la collection des partitions re´cursives split est proche de la frontie`re
naturelle du nuage.
Visuellement, toutefois, nous sommes d’accord pour dire que les partitions des collections P1 ou
P2 sont peu pertinentes pour expliquer les quatre exemples e´tudie´s qui ont des frontie`res entre les
textures obliques ou courbe´es. En d’autres termes, le mode`le inconnu m0 est assez e´loigne´ des deux
collections M♣P1,S1! et M♣P2,S1!. ceci explique la difficulte´ de mode´liser ces exemples par des
mode`les des collections envisage´es.
La collection des partitions re´cursives dyadiques est incluse dans la collection des partitions re´cursives
split. Nous savons donc que le mode`le re´cursif split correspond a` une valeur du crite`re plus faible
que le mode`le re´cursif dyadique. Autrement dit, il est meilleur pour expliquer les donne´es. Ce-
pendant, le temps d’estimation est beaucoup plus faible pour le mode`le re´cursif dyadique. Il faut
34 secondes pour obtenir le mode`le re´cursif dyadique contre 45 minutes pour le mode`le re´cursif
split. Nous allons voir dans le prochain paragraphe comment ame´liorer ce temps de calcul pour un
re´sultat similaire.
3.4 Autre crite`re : la pseudo log-vraisemblance
Dans l’utilisation du crite`re de log-vraisemblance pe´nalise´e, la majorite´ du temps de calcul est
utilise´e pour calculer la log-vraisemblance. Si Y est un champ gaussien sur Rd de moyenne nulle
et de matrice de covariance Σ, la log-vraisemblance d’une re´alisation y du champ Y vaut
lv♣y,Σ! ✏ ✁
1
2
log♣det♣Σ!! ✁
1
2
tyΣ✁1y ✏
1
2
log♣det♣Q!! ✁
1
2
tyQy. (3.3)
ou` Q ✏ Σ✁1. C’est le calcul du de´terminant qui rend le temps de calcul si long.
En supposant les mode`les par morceaux, nous avons re´duit ce temps de calcul. Pour une partition
R ✏ ♣R1, ..., RP !, la vraisemblance devient
lv♣y,Σ! ✏
P
➳
i✏1
lv♣yi,Σi! ✏
P
➳
i✏1
✂
✁
1
2
log♣det♣Σi!! ✁
1
2
tyiΣ
✁1
i yi
✡
ou` les diffe´rentes matrices Σi correspondent aux blocs diagonaux de la matrice Σ. Ces matrices
sont toutes de taille plus petite que celle de Σ et nous re´duisons ainsi le temps ne´cessaire au calcul
des de´terminants et donc au calcul de lv♣y,Σ!. Cependant, le gain n’est pas assez fort pour les
utilisations en temps re´el souhaite´es par TOSA.
Dans le but de re´duire encore ce temps de calcul, nous allons utiliser un autre crite`re que celui
de la log-vraisemblance.
3.4.1 De´finition
Cet autre crite`re a e´te´ propose´ par Besag en 1974 [Bes74] : il s’agit du crite`re de pseudo log-
vraisemblance.
De´finition 11 Pour un champ Y gaussien sur Rd de densite´ f , la pseudo log-vraisemblance d’une
re´alisation y est de´finie comme la somme des log-vraisemblances conditionnelles.
PLV ♣y, f! ✏
d
➳
i✏1
log♣f♣yi⑤yj , j ✘ i!!.
ou` f♣Yi⑤Z! repre´sente la densite´ conditionnelle de la variable Yi sachant la variable Z.
La pseudo log-vraisemblance est le plus souvent introduite comme estimateur de la log-vraisemblance
92 CHAPITRE 3. SE´LECTION DE MODE`LES
[Bes77]. Elle est tre`s souvent utilise´e dans un cadre d’estimation de parame`tres. Pour un mode`le
gaussien parame´trique, il est souvent difficile d’obtenir une formule exacte pour les estimateurs du
maximum de vraisemblance. On utilise alors les estimateurs du maximum de pseudo vraisemblance
qui sont ge´ne´ralement plus faciles a` obtenir.
Reprenons l’exemple d’un champ Y gaussien de moyenne nulle et de matrice de covariance Σ.
Pour une re´alisation y du champ Y, nous connaissons la valeur de la vraisemblance conditionnelle
en fonction de la matrice de pre´cision Q ✏ Σ✁1
❅i " ##1, d$$ , f♣yi⑤yj , j ✘ i( ✏
❝
qii
2π
exp
✂
✁qii
2
♣yi "
d
➳
j✏1
j✘i
qijyj#
2
✡
Nous pouvons alors en de´duire la valeur de la pseudo log-vraisemblance de la re´alisation y
PLV ♣y, φ0,Σ# ✏
d
➳
i✏1
1
2
log
✂
qii
2π
✡
✁
1
2
d
➳
i✏1
qii
✂
yi "
d
➳
j✏1
j✘i
qijyj
✡2
En comparant cette formule a` celle de la log-vraisemblance donne´e par la formule (3.3), nous
pouvons remarquer que le gain en temps de calcul est duˆ a` l’absence de de´terminant dans le calcul
de la pseudo log-vraisemblance.
Pour un mode`le par morceaux, ce crite`re se simplifie comme dans le cas de la vraisemblance
PLV ♣y, f# ✏
P
➳
i✏1
PLV ♣yi, fi#
et nous re´duisons encore le temps de calcul.
Se´lection de mode`les
Nous pouvons alors de´finir une nouvelle proce´dure de se´lection de mode`le base´e sur le crite`re de la
pseudo log-vraisemblance pe´nalise´e. Pour une image I et un mode`le m ✏ ♣R1, ..., RP , S1, ..., SP #,
nous notons f˜i ✏ argmax
fi!S1♣Ri#
PLV ♣Ii, fi# l’estimateur par maximum de pseudo-vraisemblance de la
densite´ de la restriction du champ X a` la zone Ri. Le mode`le se´lectionne´ est celui qui minimise la
pseudo log-vraisemblance pe´nalise´e.
m˜ ✏ argmax
m!M♣P,S#
✂ P
➳
i✏1
log♣PLV ♣Ii, f˜i## " pen♣m#
✡
ou` pen est toujours proportionnelle a` la dimension du mode`le. Comme pour le crite`re de la vrai-
semblance pe´nalise´e, nous avons imple´mente´ cette proce´dure sous Matlab.
Hypothe`se d’inde´pendance
Pour un mode`le stationnaire par morceaux, l’hypothe`se d’inde´pendance entre les zones a e´te´ ajoute´e
pour diminuer le temps de calcul du crite`re de log-vraisemblance pe´nalise´e et le rendre raisonnable
pour une e´tude empirique.
Avec l’utilisation du crite`re de pseudo log-vraisemblance, nous ne conside´rons que les lois condi-
tionnelles f♣yi⑤yj , j ✘ i# qui sont des lois gaussiennes en dimension 1. La structure de covariance
de´finie a` travers la matrice Σ n’intervient pas dans le calcul. Nous n’avons donc plus besoin de
supposer les mode`les strictement par morceaux. Nous pourrions ainsi utiliser des mode`les dans
lesquels la matrice de covariance n’est pas comple´te´e, en dehors de la diagonale, par des blocs de
0.
3.4.2 Exemples sur images simule´es puis re´elles
Comme nous l’avons explique´ pre´ce´demment, cette proce´dure a l’avantage d’eˆtre beaucoup
plus rapide en temps de calcul. Nous allons le voir sur quelques exemples d’images simule´es puis
d’images re´elles.
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Images simule´es
Reprenons un des exemples traite´s pre´ce´demment, celui pour lequel le vrai mode`lem0 est un mode`le
par morceaux avec dans chaque zone un mode`le gaussien SAR aux 4 plus proches voisins. L’appen-
dice C.2 pre´sente l’estimation des parame`tres a et σ par maximum de pseudo log-vraisemblance
pour le mode`le SAR aux 4 plus proches voisins. La crite`re de pseudo log-vraisemblance vaut alors
crit♣m! ✏
P
➳
i✏1
#♣Ri!
2
✒
log
✂
1# 4♣a2i
2π♣σ2i
✡
✁ 1
✚
# 2λ⑤R⑤.
Comme dans le cas de la log-vraisemblance, le parame`tre λ est a` de´terminer. Nous le faisons
avec la me´thode de l’heuristique de pentes pre´sente´e au paragraphe 3.3.4.
La figure 3.10 pre´sente le mode`le estime´ par le crite`re de pseudo log-vraisemblance pe´nalise´e
pour l’image de la figure 3.8a. Sur la partie droite de l’image, on peut voir le mode`le estime´ par le
crite`re de log-vraisemblance pour comparaison.
Figure 3.10 – Mode`le estime´ par le crite`re de pseudo log-vraisemblance pe´nalise´e et par le crite`re
de log-vraisemblance pour l’image de la figure 3.8a
Nous pouvons d’abord remarquer que les deux segmentations propose´es sont proches de la seg-
mentation du vrai mode`le m0. La segmentation obtenue par le crite`re de log-vraisemblance est
toutefois plus pre´cise : meˆme si les frontie`res ne sont pas toutes exactes, il y a bien 4 zones comme
dans le vrai mode`le.
En temps de calcul en revanche, c’est le crite`re de pseudo log-vraisemblance qui est le plus per-
formant. Il faut 45 minutes pour effectuer la recherche du mode`le minimisant le crite`re de log-
vraisemblance pe´nalise´e. Il ne faut que 30 secondes pour effectuer cette recherche dans le cas du
crite`re de pseudo log-vraisemblance pe´nalise´e.
Sur cet exemple simule´ comme sur les autres que nous avons teste´s, le crite`re de pseudo log-
vraisemblance pe´nalise´e semble re´aliser un bon compromis entre un temps de calcul raisonnable et
un re´sultat proche de celui obtenu par le crite`re de log-vraisemblance pe´nalise´e.
Images re´elles
Revenons maintenant sur les quatre exemples de´ja` traite´s pour le crite`re de log-vraisemblance. Nous
avons de´ja` utilise´ la collection des partitions re´cursives split pour segmenter ces images re´elles. La
colonne de droite de la figure 3.11 rappelle les re´sultats obtenus pour le crite`re de log-vraisemblance
pe´nalise´e. Sur la colonne de gauche, se trouvent les mode`les se´lectionne´s par le crite`re de pseudo
log-vraisemblance pe´nalise´e.
Comme nous ne connaissons pas le vrai mode`le m0, nous ne pouvons pas comparer les mode`les
se´lectionne´s au mode`le m0. En revanche, nous pouvons les comparer entre eux par chacune des
proce´dures et pour une meˆme image initiale.
Les mode`les se´lectionne´s par le crite`re de pseudo log-vraisemblance pe´nalise´e sont moins complexes
que ceux se´lectionne´s par le crite`re de log-vraisemblance. L’exemple 4 de la figure 3.11 en est un
bon exemple. La pe´nalite´ applique´e dans le crite`re de log-vraisemblance (choisie par nous de la
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Figure 3.11 – Se´lection de mode`les par pseudo log-vraisemblance pour la colonne de gauche et
par log-vraisemblance sur la colonne de droite.
forme pen(m)=2dim(m)) pourrait suˆrement eˆtre augmente´e pour diminuer le nombre de zones de
la segmentation se´lectionne´e. A l’inverse, celle utilise´e dans le crite`re de pseudo log-vraisemblance
(qui est choisie a` partir des donne´es seulement) pourrait eˆtre plus faible pour favoriser les mode`les
plus complexes.
Finalement, le mode`le se´lectionne´ par le crite`re de pseudo log-vraisemblance pe´nalise´e est raison-
nable visuellement, tout autant que celui se´lectionne´ par le crite`re de log-vraisemblance pe´nalise´e.
De plus, le temps de calcul est bien plus faible. On retrouve donc sur les images re´elles le compro-
mis que l’utilisation de la pseudo log-vraisemblance re´alisait de´ja` sur les images simule´es entre le
temps de calcul et la pertinence du mode`le obtenu.
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Conclusion
Dans ce chapitre, nous avons pre´sente´ les me´thodes de se´lection de mode`les avec le crite`re de
log-vraisemblance pe´nalise´e. Nous avons ensuite reformule´ les hypothe`ses d’un the´ore`me e´nonce´
par Massart. Le the´ore`me 2 que nous en de´duisons a permis de justifier le choix d’une pe´nalite´
proportionnelle a` la dimension du mode`le pour obtenir un estimateur dont le risque est proche du
risque oracle (c’est-a`-dire le plus petit risque possible).
Nous avons e´galement imple´mente´ la proce´dure de se´lection de mode`les propose´e par Massart apre`s
avoir acce´le´re´ le parcours de la collection de mode`les utilise´e. Le temps de calcul est encore trop
long pour une application en temps re´el. Nous avons donc remplace´ le crite`re de log-vraisemblance
pe´nalise´e par un crite`re de pseudo log-vraisemblance pe´nalise´e. Toutefois, nous n’avons pas de
re´sultats the´oriques pour l’utilisation de ce crite`re.
Dans le chapitre suivant, nous allons pre´senter la chaˆıne de de´tection que nous avons construite
a` partir des e´tudes mene´es dans les chapitre 2 et 3. Ses performances ainsi que la comparaison a`
l’existant chez TOSA sont e´galement propose´es.
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Introduction
Notre objectif est de prendre en compte la covariance spatiale d’une image I (de taille M ✂M)
dans la mise en place du test de de´tection. Plusieurs travaux ont e´te´ mene´s en supposant les pixels
de l’image I inde´pendants [MRG85], [Vas11]. Nous avons souhaite´, au contraire, baˆtir un test qui
n’utilise pas cette hypothe`se comme l’ont fait Kelly [Kel86] ou Genin [Gen13]. Toutefois, nous ne
disposons pas d’un e´chantillon d’images comme eux mais d’une seule image. Nous allons donc faire
des hypothe`ses supple´mentaires sur le mode`le suivi par l’image I.
Dans le chapitre 2, nous avons explique´ pourquoi il paraissait naturel de travailler avec des
mode`les stationnaires par morceaux. En effet, la structure de covariance n’est pas la meˆme dans
toutes les zones de l’image. Toutefois, nous pouvons supposer le champ localement stationnaire.
Dans le chapitre 3, nous avons pre´sente´ des outils statistiques pour se´lectionner, a` partir d’une
image I, un mode`le m dans une collection M pour repre´senter le contenu de l’image I. Nous avons
aussi vu que cette se´lection e´tait, en pratique, che`re en temps de calcul.
Nous avons alors inverse´ le proble`me : au lieu de se´lectionner pour chaque image un nouveau
mode`le, nous avons mene´ une e´tude empirique sur une large base d’images pour se´lectionner un
mode`le que nous appliquerons ensuite a` toutes les images. En d’autres termes, au lieu de faire la
se´lection de mode`le dans le cœur de l’algorithme, nous avons fait la se´lection de mode`les en amont
de l’algorithme. Une fois ce mode`le pre´sente´, nous en de´duirons un algorithme de de´tection. Ses per-
formances de de´tection seront ensuite compare´es a` celles de l’algorithme de de´tection actuellement
utilise´ chez TOSA.
4.1 Filtrage propose´
Dans le chapitre 1, nous avons e´tudie´ la the´orie de Neyman-Pearson. Sans l’appliquer direc-
tement, cette the´orie nous a toutefois servi d’heuristique pour les choix que nous avons faits. Le
de´tecteur que nous proposons a donc la meˆme structure que le test de Neyman-Pearson. Pour une
image I, une statistique de test ∆♣I" est calcule´e. Elle est ensuite compare´e a` un seuil s. La figure
4.1 pre´sente sous forme de sche´ma l’approche retenue.
I ∆♣I!
Statistique de test
Plots
Seuillage
Figure 4.1 – Sche´ma de l’algorithme de de´tection
Comme dans la the´orie de Neyman-Pearson, le choix du seuil s est un point capital pour garantir
le taux de fausses alarmes. Nous verrons dans le paragraphe suivant comment s’est fait ce choix.
L’image est toujours suppose´e eˆtre la re´alisation d’un champ spatial X sur la grille ##1,M $$2. La
statistique de test est de´finie a` partir d’un mode`le m suppose´ pour le champ X. Nous supposons
toujours que ce mode`le est gaussien, caracte´rise´ par un vecteur moyennemo % RM
2
et une matrice
de covariance Σ % MM2♣R".
4.1.1 Etape 1 : Retrait de la moyenne
Dans le chapitre 2, nous avons pre´sente´ diffe´rentes approches rencontre´es dans la litte´rature
pour estimer le vecteur moyenne mo. Certaines avaient besoin d’hypothe`ses sur le vecteur mo,
comme par exemple les mode`les line´aires ou quadratiques propose´s par Vasquez [Vas11]. D’autres,
en revanche, ne faisaient aucune hypothe`se sur le vecteur mo comme l’approche NL-means utilise´e
par Genin [Gen13].
Dans nos travaux, nous avons de´cide´ de ne pas faire d’hypothe`se forte sur la moyenne mo. En
revanche, nous avons toutefois suppose´ qu’elle serait bien estime´e par un filtre laplacien.
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❅♣i, j" # $$1,M %%2 , ②moi,j ✏
Xi✁1,j 'Xi!1,j 'Xi,j✁1 'Xi,j!1
4
.
En soustrayant ce vecteur moyenne estime´ a` l’image I, nous obtenons une image J qui est la
re´alisation d’un champ centre´ Y de´fini, a` partir du champ X, par
❅♣i, j" # $$1,M %%2 , Yi,j ✏ Xi,j ✁
Xi✁1,j 'Xi!1,j 'Xi,j✁1 'Xi,j!1
4
. (4.1)
Proble`mes de bords
Puisque nous travaillons avec des images de taille finie, nous rencontrons de`s cette premie`re
e´tape, des proble`mes de bords. Dans le chapitre 2, nous avons de´ja` rencontre´ ces proble`mes
de bords et nous avions de´cide´ de remplacer l’ensemble des quatre plus proches voisins par un
voisinage appele´ non pe´riodise´. En effet, pour certains pixels de la grille $$1,M %%2, l’ensemble
)♣i✁ 1, j", ♣i' 1, j", ♣i, j ✁ 1", ♣i, j ' 1"✉ est mal de´fini. Pour ces pixels, nous avons restreint le sup-
port du filtre laplacien utilise´ aux pixels de l’ensemble )♣i✁ 1, j", ♣i' 1, j", ♣i, j ✁ 1", ♣i, j ' 1"✉ qui
e´taient bien de´finis. Par exemple, pour estimer la coordonne´e (1,1) du vecteur mo, nous n’avons
utilise´ que deux pixels voisins.
②mo1,1 ✏
X1,2 'X2,1
2
,
Y1,1 ✏ X1,1 ✁
X1,2 'X2,1
2
.
Sur les figure 4.2 et 4.3, nous pre´sentons l’impact de ce filtre sur deux images re´elles. Sur la
premie`re ligne, nous avons repre´sente´ une image re´elle et son histogramme. Sur la seconde ligne,
nous voyons l’image obtenue a` la sortie du filtre laplacien ainsi que son histogramme. Le champ X
a bien e´te´ recentre´ dans les deux exemples.
Figure 4.2 – Exemple de retrait du vecteur moyenne pour une image de ciel bleu sans nuages.
Puisque nous avons traite´ les proble`mes de bords en introduisant un voisinage non pe´riodise´, le
champ Y obtenu n’est plus un champ stationnaire au sens strict de la de´finition 2 du chapitre 2. Sa
matrice de covariance Σ n’est pas une matrice circulante. Nous allons donc la mode´liser autrement.
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Figure 4.3 – Exemple de retrait du vecteur moyenne pour une image de ciel bleu avec nuages.
4.1.2 Etape 2 : Estimation de la matrice de covariance
Dans le chapitre 2, nous avons rencontre´ diffe´rents mode`les pour la matrice Σ. Les mode`les
stationnaires par morceaux sont tous de´finis par une partition R et des mode`les stationnaires
♣S1, ..., SP ! pour chacune des zones de la partition. Dans le chapitre 3, nous avons vu des outils
statistiques pour se´lectionner parmi ces mode`les stationnaires par morceaux le plus adapte´ a` cha-
cune des images I. En pratique, cette se´lection de mode`le est che`re en temps de calcul. Notre
objectif est de construire des outils utilisables en un temps raisonnable et nous avons donc de´cide´
de renverser notre approche. Au lieu de se´lectionner un mode`le pour chaque image, nous avons
voulu se´lectionner un mode`le qui soit adapte´ aux diffe´rentes images re´elles fournies par TOSA. Le
mode`le utilise´ ne sera alors pas le meilleur pour chaque image mais il re´alisera un bon compromis
entre la repre´sentativite´ des images et le temps de calcul.
Pour la partitionR, nous avons de´cide´ de partager l’image en zones carre´es de taille identiqueN✂N .
Nous obtenons ainsi, pour une image I, une famille de NP patchs que nous notons ♣Pk!1↕k↕Np . La
partition R contient donc NP zones. La taille N de ces patchs est un parame`tre qui sera a` choisir
par l’utilisateur. Lors de nos diffe´rents travaux, nous avons utilise´ N=11, 16 ou 32.
Nous conservons l’hypothe`se d’inde´pendance entre les diffe´rents patchs. La matrice Σ est alors une
matrice diagonale par blocs. Chaque bloc est de taille N2 ✂N2 et nous les notons ♣ΣPk!1↕k↕Np .
Σ ✏
☎
✝
✝
✝
✝
✝
✝
✆
ΣP1
. . . 0
ΣPk
0 . . .
ΣPNP
☞
✍
✍
✍
✍
✍
✍
✌
.
Le choix fait ensuite pour les mode`les stationnaires ♣S1, ..., SNP ! de´termine la structure de chacun
des blocs.
Apre`s une e´tude portant sur les images re´elles fournies par TOSA, nous avons de´cide´ de mode´liser
la structure de covariance de chacun des patchs par un mode`le direct aux quatre plus proches
voisins. Chaque bloc ΣPk a donc la forme suivante :
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ΣPk ✏
☎
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✝
✆
σ2k bk ak
bk σ
2
k bk ak 0
. . . σ2k bk
. . .
ak bk σ
2
k
. . . 0 . . .
. . .
. . .
. . .
. . .
. . .
. . . 0 . . . σ2k bk ak
. . . bk σ
2
k
. . .
0 ak bk σ2k bk
ak bk σ
2
k
☞
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✍
✌
✏ σ2kId! akT1 ! bkT2 (4.2)
ou` T1 et T2 sont des matrices ne posse´dant que deux diagonales de 1, comme celles utilise´es au
chapitre 2.
Avec cette structure, nous supposons que la covariance est a` faible porte´e. Pour un pixel ♣i, j#, les
seuls coefficients de covariance non nuls sont ceux correspondant a` la covariance entre le pixel ♣i, j#
et ses quatre plus proches voisins $♣i✁ 1, j#, ♣i! 1, j#, ♣i, j ✁ 1#, ♣i, j ! 1#✉. Pour chaque matrice
ΣPk , il y a alors trois parame`tres a` estimer : ak, bk et σ
2
k. Ils sont estime´s par maximum de
vraisemblance sous contraintes comme pre´sente´ dans le chapitre 2, partie 2.3.2. Cette estimation a
lieu inde´pendamment dans chacun des NP patchs de l’image I. C’est l’hypothe`se d’inde´pendance
entre les patchs qui permet cela et ainsi de re´duire le temps ne´cessaire a` l’estimation des parame`tres
pour la totalite´ de l’image.
4.1.3 Etape 3 : Retrait de la structure de covariance
Dans une premie`re e´tape, l’algorithme a estime´ le vecteur moyenne par un filtre laplacien et a
centre´ le champ. Nous avons obtenu un champ Y de moyenne nulle et de matrice de covariance
Σ.
Dans une seconde e´tape, nous avons de´coupe´ l’image I en patchs de taille N ✂ N . Pour chacun
des patchs Pk, nous avons estime´ sa matrice de covariance Σk sous les contraintes du mode`le,
c’est-a`-dire que la matrice ♣Σk a la structure de´finie en (4.2).
Dans une dernie`re e´tape, l’algorithme calcule la transforme´e de Cholesky de chacune des matrices
♣Σk. Cette matrice, que l’on note ♣Zk, est de´finie par
♣Σk ✏
t
♣Zk. ♣Zk.
Chacune des matrices ♣Zk est de taille N
2
✂ N2, comme le bloc ♣Σk. Le patch Pk de´corre´le´, note´
Ek, est alors obtenu en multipliant le patch Pk par l’inverse de la matrice ♣Zk.
Ek ✏ ♣Z
✁1
k .Pk
En recollant chacun desNP patchs ainsi construits, nous obtenons une image E qui est la re´alisation
d’un champ gaussien centre´ et de matrice de covariance l’identite´. Ces trois e´tapes constituent un
blanchiment de l’image initiale I.
La figure 4.4 pre´sente sous forme de sche´ma les trois e´tapes explique´es pre´ce´demment.
En terme de temps de calcul, l’image E a` la sortie du filtre est longue a` calculer. Pour une image de
taille 416✂416, le calcul sous Matlab s’effectue en 82 secondes. Ce temps n’est pas compatible avec
les applications en temps re´el vise´es par TOSA. En revanche, ce temps est tout a` fait acceptable
pour les travaux d’e´tude que nous menons. Nous verrons dans les perspectives comment re´duire ce
temps de calcul en vue d’applications en temps re´el.
Sur les figures 4.5 et 4.6, nous revenons sur les deux exemples d’images re´elles traite´s pre´ce´demment.
Nous pouvons voir sur la premie`re ligne les images re´elles ainsi que leur histogramme et leur
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Image initiale I
Filtre laplacien
①moi,j ✏
Xi✁1,j Xi!1,j Xi,j✁1 Xi,j!1
4
Retrait moyenne
J ✏ I ✁②mo
Etape 1
Image centre´e
et de´coupe´e J
Patch Pk
Estimation covariance
Σk ✏ σ
2
kId" akT1 " bkT2
Σk ✏
tZk.Zk
Retrait covariance
Ek ✏ Z
✁1
k Pk
Patch Ek
Etape 2 et 3
Figure 4.4 – Pre´sentation des e´tapes de filtrage propose´ dans le manuscrit
fonction de covariance empirique. Sur la deuxie`me ligne, sont repre´sente´es les images E obtenues a`
la sortie des trois e´tapes de blanchiment ainsi que leur histogramme et leur fonction de covariance
empirique. Nous pouvons noter que l’objectif de faire disparaˆıtre la structure de covariance a bien
e´te´ atteint. D’autre part, cet objectif a e´te´ atteint pour les deux images alors qu’elles sont de
natures diffe´rentes. Le filtre propose´ semble donc adaptatif, c’est-a`-dire qu’il fonctionne sur des
images de natures diffe´rentes.
Figure 4.5 – Exemple de retrait de la moyenne et de la structure de covariance sur une image de
ciel sans nuage.
4.1.4 De´finition de la statistique de test
A partir de ce filtre, nous allons maintenant pouvoir proposer une statistique de test pour notre
de´tecteur de cibles sous-re´solues.
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Figure 4.6 – Exemple de retrait de la moyenne et de la structure de covariance sur une image de
ciel avec nuages.
Pour une image I et un pixel ♣i, j!, nous souhaitons de´cider une des deux hypothe`ses suivantes :
H
i,j
0 : ✦ Absence de cible dans le pixel ♣i, j! ✧
H
i,j
1 : ✦ Pre´sence d’une cible d’intensite´ c → 0 dans le pixel ♣i, j! ✧.
L’image I est d’abord centre´e par passage dans le filtre laplacien. Nous notons ensuite Pk♣i,j! le
patch contenant le pixel ♣i, j!. La statistique de test propose´e est la valeur dans le pixel ♣i, j! a`
la sortie du filtre. Elle ne de´pend que du patch contenant le pixel ♣i, j! et nous la notons donc
∆♣Pk♣i,j!, i, j!.
∆♣Pk♣i,j!, i, j! ✏ ♣ ♣Z
✁1
k♣i,j!
.Pk♣i,j!!♣i, j!.
Cette statistique de´pend du patch Pk♣i,j! contenant le pixel ♣i, j! mais d’aucun autre patch de
l’image centre´e J . D’autre part, le patch ♣Z✁1
k♣i,j!
.Pk♣i,j! ne de´pend du pixel ♣i, j! qu’a` travers l’indice
k♣i, j!. Ainsi, pour tester deux pixels appartenant au meˆme patch Pk, nous n’aurons besoin de ne
calculer qu’une seule fois le patch ♣Z✁1k .Pk.
Choix du seuil s
Nous notons TTLP le test qui consiste a` comparer cette statistique de test ∆♣Pk♣i,j!, i, j! a` un
seuil s. Notre principale contrainte est de proposer un de´tecteur a` taux de fausses alarmes constant
(TFAC), c’est-a`-dire que pour une image I, nous souhaitons maˆıtriser le nombre de fausses alarmes.
La` encore, nous nous inspirons du test de Neyman-Pearson.
Pour un niveau α✝ $%0, 1& impose´ par l’utilisateur, le seuil s doit donc eˆtre choisi comme le quantile
de niveau α de la statistique de test ∆♣Pk♣i,j!, i, j! sous l’hypothe`se H
i,j
0 . Nous avons suppose´ que
chacun des patchs Pk suivait une loi gaussienne de moyenne nulle et de matrice de covariance Σk.
Ainsi, sous l’hypothe`se Hi,j0 ,
❅k $ &&1, NP %% , Z
✁1
k .Pk ✒ N♣0, Id!,
❅k $ &&1, NP %% , ❅♣i, j! $ Pk , ∆♣Pk♣i,j!, i, j! ✒ N♣0, 1!.
Si nous n’avions pas besoin d’estimer les parame`tres du mode`le (le vecteur mo ou les diffe´rentes
matrices Σk), nous utiliserions comme seuil le quantile de niveau 1✁α
✝ de la loi gaussienne centre´e
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et re´duite. Plusieurs raisons nous ont pousse´s a` ne pas utiliser ces quantiles.
Tout d’abord, nous ne connaissons pas les matrices Σk et nous avons eu besoin de les estimer.
Meˆme si l’estimation est bonne, nous ne connaissons pas exactement la loi du patch ♣Z✁1k .Pk. De
plus, nous avons fait des hypothe`ses assez fortes sur la structure de ces matrices. Meˆme si ces hy-
pothe`ses ont e´te´ justifie´es par une e´tude empirique, elles ne peuvent l’eˆtre the´oriquement et nous
ne connaissons donc plus la loi du patch ♣Z✁1k .Pk. Enfin, et c’est une raison re´currente lorsque nous
travaillons avec des donne´es re´elles, il existe un e´cart entre la re´alite´ (le contenu des images I) et
le mode`le suppose´ (gaussien de moyenne nulle et de matrice de covariance Σ). Nous avons donc
de´cide´ de ne pas utiliser de quantiles the´oriques.
Nous avons plutoˆt entrepris d’apprendre le comportement de la variable ∆♣Pk♣i,j", i, j! sous l’hy-
pothe`se Hi,j0 , plus particulie`rement d’estimer ses quantiles pour diffe´rents niveaux 1 ✁ α
✝. Ces
quantiles empiriques serviront alors de seuils auxquels comparer la statistique de test.
4.2 Apprentissage des seuils
Dans cette partie, nous allons pre´senter la me´thodologie mise en place pour apprendre le comporte-
ment de la statistique de test ∆♣Pk♣i,j", i, j!, plus pre´cise´ment ces quantiles pour diffe´rents niveaux
1 ✁ α✝. Plusieurs me´thodes sont utilise´es dans la litte´rature pour apprendre des lois statistiques.
Nous pouvons nous re´fe´rer a` Hastie, Tibshirani et Firedman [HTF01] ou a` Vapnik [Vap99]. Dans
un cadre de tests statistiques pour la de´tection de changements dans la valeur des parame`tres,
Hory et coauteurs [HKC05] ont propose´ une me´thode d’apprentissage pour le seuil utilise´ dans le
test. Comme nous, ils souhaitent maˆıtriser le nombre de fausses alarmes.
Cette e´tape d’estimation de quantiles va avoir lieu en amont de l’algorithme, dans une phase dite
✦ hors-ligne ✧. Les quantiles estime´s seront ensuite conside´re´s comme des parame`tres internes de
l’algorithme et ne seront pas re´estime´s a` chaque utilisation de l’algorithme. La figure 4.7 pre´sente
le sche´ma de l’algorithme avec l’e´tape hors-ligne d’estimation. Pour chaque niveau α✝, nous allons
enregistrer un seuil s♣α✝! qui sera compare´ a` la statistique de test lorsque l’utilisateur souhaitera
imposer une probabilite´ de fausses alarmes α✝.
P ∆♣P !
Statistique de test
seuil s♣α✝!
Plots
Seuillage
α✝
HORS-LIGNE
Figure 4.7 – Sche´ma de l’algorithme avec la phase hors-ligne.
4.2.1 Etape hors-ligne d’estimation de quantiles
Notre objectif, lors de cette e´tape, est ide´alement de construire une fonction qui a` une probabilite´
de fausses alarmes α✝ associe un seuil qα✝ . Ce seuil doit permettre de garantir pour chaque image
I son taux de fausses alarmes, c’est-a`-dire que qα✝ doit eˆtre tel que
Pour toute image I, ①pfan♣I, TTLP , qα✝! ✏ α
✝.
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En pratique, nous n’avons pas re´ussi a` construire une telle fonction. Nous nous sommes donne´s
une famille de probabilite´ de fausses alarmes
α✝1 ✏ 10
✁5, α✝2 ✏ 2.10
✁5, α✝3 ✏ 5.10
✁5, α✝4 ✏ 8.10
✁5, α✝5 ✏ 10
✁4,
et pour chacune de ces probabilite´s, nous avons estime´ un seuil qα✝i
.
Cette connaissance probabilite´ par probabilite´ au lieu d’une fonction globale α✝ !" qα✝ a une
conse´quence importante : si nous souhaitons travailler avec d’autres probabilite´s de fausses alarmes
que les cinq pre´ce´dentes, nous devrons relancer la phase hors-ligne d’estimation.
Estimation de quantiles
Pour estimer les quantiles empiriques de la statistique de test, nous avons besoin d’un e´chantillon
de re´alisations de cette statistique. Cet e´chantillon est dit ✦ d’apprentissage ✧. Pour cela, nous
avons choisi 95 images dans la grande base de donne´es fournie par TOSA. La figure 4.8 en montre
quelques unes. Nous avons choisi des images repre´sentatives des images rencontre´es chez TOSA.
Le nombre de 95 a e´te´ un choix arbitraire.
Figure 4.8 – Exemples d’images re´elles de l’e´chantillon ✦ d’apprentissage ✧
Chacune de ces images a e´te´ filtre´e par le filtre laplacien pour eˆtre centre´e. Ensuite, nous avons
de´coupe´ ces images en patchs de taille N ✏ 16. Nous avons donc obtenu NA=98800 patchs que
nous avons note´s P1, ..., PNA . Puis, pour chacun de ces patchs Pk, nous avons estime´ une matrice
de covariance Σk par maximum de vraisemblance sous la contrainte d’appartenir a` la structure
pre´sente´e en (4.2) et nous avons calcule´ sa de´composition de Cholesky Zk. Enfin, nous avons
fabrique´ la statistique de test pour chacun des patchs et chacun des pixels.
❅k $ %%1, NA&& , ❅♣i, j( $ %%1, 16&&
2 , ∆♣Pk♣i,j#, i, j( ✏ ♣Z
✁1
k .Pk(♣i, j(.
Nous disposons finalement d’un e´chantillon de la statistique de test ∆♣X( de taille NA ✂ N
2
✏
25292800.
Pour chaque probabilite´ de fausses alarmes α✝, nous de´finissons le seuil appris qα✝ comme le
quantile empirique de l’e´chantillon.
qα✝ ✏ min
★
t $ R ,
1
NA.N2
NA
➳
k✏1
N
➳
i,j✏1
1∆♣Pk♣i,j$,i,j#→t ✏ α
✝
✰
.
Le tableau de la figure 4.9 donne la valeur de chacun des seuils estime´s sur l’e´chantillon d’appren-
tissage pour les 5 probabilite´s de fausses alarmes e´tudie´es.
Ces seuils de´pendent entie`rement de l’e´chantillon d’apprentissage. Pour un autre e´chantillon, nous
aurions d’autres valeurs de seuils, mais qui seraient proches de celles-ci.
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pfa 0.00001 0.00002 0.00005 0.00008 0.0001
seuils 8.1023 6.3713 5.2127 4.8590 4.7109
Figure 4.9 – Seuils estime´s a` partir de l’e´chantillon d’apprentissage.
Repre´sentativite´ de l’e´chantillon d’apprentissage
Ces seuils estime´s vont ensuite eˆtre inte´gre´s dans l’algorithme de de´tection et seront utilise´s pour
seuiller les statistiques de tests de tous types d’images (ou de patchs). Dans la plupart des cas,
ils seront utilise´s sur des patchs n’ayant aucun lien avec les patchs ♣P1, ..., PNA! de l’e´chantillon
d’apprentissage. Nous devons donc nous assurer que l’estimation est robuste et que l’e´chantillon
d’apprentissage est bien repre´sentatif des diffe´rents patchs rencontre´s lors de l’utilisation de l’algo-
rithme. Si, par exemple, l’e´chantillon d’apprentissage n’est constitue´ que d’images de ciel bleu, les
seuils appris ne garantiront pas le taux de fausses alarmes dans des images de nuages. Pour e´viter
cela, nous avons porte´ un soin particulier aux patchs que nous avons choisis pour l’e´chantillon d’ap-
prentissage ainsi qu’a` leur nombre qui doit eˆtre grand pour assurer la robustesse de l’estimation.
4.2.2 Performances de l’e´tape hors-ligne d’estimation
Nous souhaitons maintenant ve´rifier que les seuils appris garantissent bien les taux de fausses
alarmes souhaite´s. Pour cela, nous avons constitue´ un e´chantillon de test avec 63 images re´elles
toutes diffe´rentes de celles de l’e´chantillon d’apprentissage. Une partie de ces images est visible sur
la figure 4.10. Ces images sont de la meˆme nature que celles de l’e´chantillon d’apprentissage.
Figure 4.10 – Exemples d’images re´elles de l’e´chantillon de test
Nous avons proce´de´ comme pour l’e´chantillon d’apprentissage. Pour chacun des NT=135198
patchs et pour chacun de leurs pixels, nous avons calcule´ la statistique de test.
❅k # $$1, NT %% , ❅♣i, j! # $$1, 16%%
2 , ∆♣Pk♣i,j!, i, j! ✏ ♣Z
✁1
k .Pk!♣i, j!.
Nous avons ensuite compare´ ces statistiques aux seuils appris lors de la phase hors-ligne. Pour
chaque seuil qα✝i
, nous notons ♣α✝i le taux de fausses alarmes empirique calcule´ sur l’e´chantillon
test.
♣αi ✏
1
NA.N2
NT
➳
k✏1
N
➳
i,j✏1
1∆♣Pk♣i,j",i,j!→q
✝
αi
.
Les taux de fausses alarmes empiriques obtenus sont pre´sente´s dans le tableau de la figure 4.11
pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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α✝i 0.00001 0.00002 0.00005 0.00008 0.0001
♣αi 0.000012 0.000022 0.000047 0.000068 0.000082
Figure 4.11 – Taux de fausses alarmes empiriques de l’e´chantillon de test
Les taux de fausses alarmes empiriques sont proches des probabilite´s de fausses alarmes souhaite´es,
ce qui e´tait exactement le but recherche´. Les seuils appris permettent donc de respecter le taux
de fausses alarmes, du moins pour l’e´chantillon de test. Cela signifie que les patchs rencontre´s
dans l’e´chantillon d’apprentissage est repre´sentatif de l’e´chantillon de test. Dans la suite du ma-
nuscrit, nous utiliserons les seuils donne´s par le tableau de la figure 4.9 lors de l’utilisation de notre
algorithme.
Re´partition des fausses alarmes
L’expe´rience pre´ce´dente de´montre que les seuils appris lors de l’e´tape hors-ligne permettent de
garantir les probabilite´s de fausses alarmes souhaite´es sur la totalite´ d’une image I traite´e. Nous
pouvons aussi nous inte´resser a` la re´partition des fausses alarmes dans cette image I. La figure
4.12 montre une image re´elle de la base de test ainsi que la re´partition des fausses alarmes a` la
sortie du de´tecteur pour une probabilite´ de fausses alarmes souhaite´e de α✝ ✏ 0.05.
Figure 4.12 – Exemple d’une image re´elle et la re´partition des fausses alarmes
Figure 4.13 – Exemple d’une re´alisation N♣0,Id) et de la re´partition des fausses alarmes associe´e
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La figure 4.13 pre´sente, de meˆme, une re´alisation d’un champ gaussien N♣0,Id) ainsi que la
re´partition des fausses alarmes associe´e. Sur cette figure, nous pouvons voir que la re´partition
des fausses alarmes est uniforme sur toute l’image.
Sur la figure 4.12, en revanche, les fausses alarmes sont plutoˆt pre´sentes aux bords des nuages.
Dans ces zones, les seuils utilise´s me´riteraient d’eˆtre augmente´s pour diminuer le nombre de fausses
alarmes. Pourtant, ces seuils assurent un taux de fausses alarmes global e´gal a` la probabilite´ de
fausses alarmes souhaite´e. Le graphique de gauche de la figure 4.14 permet de sche´matiser la
situation.
max(E)
Ciel bleu Nuage
mc
mn
qα✝
max(E)
Ciel bleu Nuage
mc
mn
qα✝
qcielα✝
q
nuage
α✝
Figure 4.14 – Graphiques de la re´partition des fausses alarmes pour les deux approches envisage´es
Dans le bruit E re´cupe´re´ a` la sortie du filtre, les grandes valeurs sont atteintes dans des pixels
appartenant a` des zones de nuages alors que les plus faibles correspondent a` des pixels de ciel bleu.
Les seuils qα✝ correspondent aux quantiles de l’ensemble de l’e´chantillon et sont donc plus faibles
que les plus grandes valeurs prises par le bruit E. Les fausses alarmes sont donc plus pre´sentes dans
les nuages que dans le ciel sans nuages tout en respectant le nombre de fausses alarmes souhaite´
par l’utilisateur.
Pour reme´dier a` cela, nous pourrions se´parer l’e´chantillon en deux classes : une contenant les
patchs de ciel sans nuage et l’autre contenant ceux de ciel avec nuages. Nous apprendrions alors
deux familles de seuils : une pour les zones de ciel sans nuage qcielα✝ et une pour les zones avec
nuages qnuage
α✝
. Le taux de fausses alarmes de chacun des sous-e´chantillon serait respecte´, ce qui
permettrait de toujours respecter le taux de fausses alarmes global. En revanche, les fausses alarmes
seraient mieux re´parties. Le graphique de droite de la figure 4.14 permet de sche´matiser l’approche
envisage´e.
Dans la suite, nous allons pre´senter les outils utilise´s pour prendre en compte la texture des patchs
lors de l’apprentissage des seuils. Nous se´parerons nos donne´es en plus de deux classes graˆce a`
des outils de classification non supervise´e. Cette e´tape de classification va venir s’ajouter a` l’e´tape
hors-ligne de´ja` pre´sente´e sur le sche´ma de la figure 4.7 pour devenir celui de la figure 4.15.
4.3 Prise en compte de la texture locale
La prise en compte de la texture locale dans un but de segmentation d’images a de´ja` e´te´ envisage´e
par Unser [Uns95]. Dans cette partie, nous allons classer les patchs d’un e´chantillon d’apprentissage
selon leur texture pour ensuite estimer une famille de seuils par texture. Il faut d’abord pouvoir
caracte´riser la texture de chacun des patchs. Plusieurs jeux de descripteurs ont e´te´ propose´s dans
la litte´rature. Nous en avons e´tudie´ deux en de´tails.
4.3.1 Descripteurs de Portilla/Simoncelli
Dans un article datant de 2000, Portilla et Simoncelli [PS00] ont propose´ un mode`le statistique
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Figure 4.15 – Sche´ma de l’algorithme avec les deux phases hors-ligne
pour la texture d’images. Plusieurs descripteurs statistiques sont calcule´s sur une image. Leur
mode`le porte sur cet ensemble de descripteurs.
De´composition d’une image I
Dans une premie`re e´tape, une image I est de´compose´e line´airement a` plusieurs e´chelles et dans plu-
sieurs directions graˆce une ✦ pyramide orientable ✧ (stererable pyramid en anglais) [SF95]. Comme
pour une transforme´e en ondelettes, l’image est re´cursivement se´pare´e en un ensemble de sous-
images (une pour chacune des K orientations) et une image re´siduelle. L’ope´ration est re´pe´te´e
N fois, N e´tant le nombre d’e´chelles. Les fonctions de bases d’une telle transformation sont des
ope´rateurs de de´rive´es directionnelles. La figure 4.16 sche´matise le diagramme d’une telle transfor-
mation.
I
H0♣I"
L0♣I"
O1♣I"
...
OK♣I"
L1♣I"
O1♣L1♣I""
...
OK♣L1♣I""
L2♣I"
O1♣L2♣I""
...
OK♣L2♣I""
L3♣I"
Figure 4.16 – Diagramme de la ✦ Pyramide orientable ✧ propose´e par Simoncelli et Freeman
Pour chaque e´chelle i, la somme des sous-images
K
➦
k✏1
Ok♣Li♣I"" est appele´e image partiellement
reconstruite a` l’e´chelle i.
Cette transformation a l’importante proprie´te´ d’eˆtre invariante par rotation et par translation,
ce qui est tre`s utile en classification. Pour une image I, nous re´cupe´rons alors N ✂ K $ 2 sous-
images : le re´sidu passe-haut H0♣I", le dernier re´sidu passe-bas LN ♣I" et les images Ok♣Li♣I"" pour
k % &&1,K'' et i % &&1, N ''.
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De´finition des descripteurs
Les descripteurs propose´s par Portilla et Simoncelli sont ensuite calcule´s a` partir de l’image I et
de ces sous-images obtenues apre`s la de´composition. Ils sont de deux types.
— Statistiques marginales : moyenne, variance, valeur minimale, valeur maximale, coeffi-
cient d’asyme´trie et d’aplatissement de l’image I ; coefficients d’asyme´trie et d’aplatissement
des images partiellement reconstruites pour chaque e´chelle ;variance de l’image H0♣I!.
— Coefficients de corre´lation : auto-corre´lation locale avec les voisins contenus dans un
voisinage de taille Nc✂Nc des images reconstruites a` chaque e´chelle ; corre´lation locale avec
les voisins contenus dans un voisinage de taille Nc ✂ Nc de l’amplitude des coefficients de
de´composition a` chaque e´chelle et a` chaque orientation.
Pour une pyramide a` N ✏ 4 e´chelles, K ✏ 4 orientations et un voisinage local de taille Nc ✏ 7, il
y aura 710 coefficients calcule´s.
Synthe`se d’images
Pour justifier la pertinence des descripteurs choisis pour analyser la texture d’une image, Simoncelli
[Sim98] a propose´ un algorithme de synthe`se d’images pour lesquelles la valeur des descripteurs
e´nonce´s pre´ce´demment e´tait impose´e. Par exemple les descripteurs sont calcule´s sur une image I.
Puis, une image ayant la meˆme valeur pour ces descripteurs est synthe´tise´e. Cette synthe`se se fait
par projection ite´rative d’un champ gaussien spatial. Le champ gaussien est d’abord projete´ sur le
sous-ensemble des images ayant la bonne valeur du premier parame`tre. L’image obtenue est a` son
tour projete´e sur le sous-ensemble des images ayant la bonne valeur du second parame`tre. La pro-
jection est re´pe´te´e pour chacun des parame`tres. La comparaison visuelle pour un grand nombre de
texture permet alors de justifier les descripteurs choisis. Enfin, ils ont de´montre´ l’utilite´ de chacun
des descripteurs en exhibant pour chacun d’eux une texture mal ✦ reproduite ✧ en l’absence de ce
descripteur.
Leur code sous Matlab est accessible depuis le site internet [PS]. La figure 4.17 pre´sente sur la
colonne de gauche deux images re´elles sur lesquelles nous avons calcule´ les descripteurs de Por-
tilla/Simoncelli. Dans la colonne de droite sont visibles des images synthe´tise´es avec ces meˆmes
valeurs de parame`tres.
Figure 4.17 – Exemples d’images re´elles et d’images synthe´tise´es avec les meˆmes valeurs pour les
descripteurs de Simoncelli/Portilla
Les images synthe´tise´es ne sont pas des copies exactes des images originales. Elles ont simplement les
meˆmes valeurs des descripteurs. Nous voyons toutefois sur la figure 4.17 qu’elles partagent la meˆme
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texture. Nous pouvons utiliser cette me´thode de synthe`se pour fabriquer des copies inde´pendantes
de certaines textures et ainsi fabriquer un e´chantillon d’une meˆme texture par exemple.
Ces descripteurs ont e´galement e´te´ utilise´s pour de´bruiter des images [PSWS03].
4.3.2 Coefficients de scattering de Mallat
MD’autres descripteurs ont e´te´ propose´s par Bruna et Mallat ([BM11],[BM13]). L’objectif
est toujours de trouver des descripteurs stables par translation, rotation et par de´formations lo-
cales. De plus, ils cherchent a` proposer des coefficients qui pre´servent l’information lie´e aux hautes
fre´quences dans un but de classification.
Les coefficients de Fourier n’ont pas cette dernie`re proprie´te´. Il en re´sulte que plusieurs textures
discernables a` l’œil nu ont les meˆmes coefficients de Fourier. Les coefficients en ondelettes, eux,
sont stables par de´formations locales mais pas par translation.
Les coefficients de scattering propose´s par Bruna et Mallat sont calcule´s a` partir des coefficients
en ondelettes pour plusieurs directions et plusieurs e´chelles auxquels sont applique´s des transfor-
mations comme le module complexe ou des ope´rateurs de moyenne locale.
Pour un signal f (en dimension 1 ou 2) et pour un ensemble de directions  λ1, ..., λP ✉, nous obtenons
pour l’e´chelle m ✏ 1
❅i $ %%1, P && , U♣λi(♣f( ✏ ⑤f ✝ φλi ⑤
❅i $ %%1, P && , S♣λi(♣f( ✏
1
µi
➺
U♣λi(♣f(.f
ou` φ est une ondelette choisie par l’utilisateur et ✝ est le symbole de la convolution. A une e´chelle
supe´rieure m,
❅♣i1, ..., im( $ %%1, P &&
m , U♣λ1, ..., λm(♣f( ✏ ⑤⑤⑤⑤f ✝ φλ1 ⑤✝ φλ1 ⑤✝ ...✝ φλm ⑤
❅♣i1, ..., im( $ %%1, P &&
m , S♣λ1, ..., λm(♣f( ✏
1
µ1,...,m
➺
U♣λ1, ..., λm(♣f(.f
La figure 4.18 extraite d’un article de Bruna et Mallat pre´sente la de´composition propose´e. Cette
de´composition est proche dans l’ide´e et dans la mise en pratique de celle propose´e par Simoncelli
et Freeman.
Figure 4.18 – Sche´ma de la de´composition propose´e par Mallat
Pour ces descripteurs aussi nous avons pu re´cupe´rer le code depuis leur site internet [BM]. Les
re´glages par de´faut fournissent 417 descripteurs pour une image.
Dans nos travaux, nous avons travaille´ avec les coefficients de Mallat car les re´sultats de classifica-
tion nous ont paru plus pertinents.
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4.3.3 Me´langes de lois gaussiennes
Nous souhaitons utiliser coefficients de scattering pour classer les NA=98800 patchs de notre
e´chantillon d’apprentissage. Pour cela, nous avons plutoˆt classe´ les NA vecteurs de descripteurs
calcule´s sur les patchs de l’e´chantillon d’apprentissage. En pratique, nous avons re´duit la dimension
de ces vecteurs en les projetant dans un espace de dimension 10. Nous avons fait cette projection
en utilisant une me´thode d’analyse en composante principale (ACP). Nous aurions aussi pu le faire
en utilisant des projections ale´atoires ([Ach03], [BM01]). Ces me´thodes ont de bonnes proprie´te´s
de conservation de la classification [DG03].
Nous notons v ✏ ♣v1, ...,vNA" de tels vecteurs. Nous supposons alors qu’il existe une classification
sous-jacente et que ces vecteurs sont des re´alisations d’un champ V sur R10 dont la loi est un
me´lange de loi gaussienne.
fV♣x⑤π,mo,Σ" ✏
K
➳
k✏1
πk
♣2π"
NA
2 det♣Σk"
1
2
exp
✂
✁
1
2
t
♣x✁mok"Σ
✁1
k ♣x✁mok"
✡
(4.3)
ou` K et les triplets θ ✏ ♣πk,mok,Σk"1↕k↕K sont les parame`tres du mode`le. Les parame`tres
♣mok,Σk" sont ceux du mode`le gaussien dans la classe k. Les coefficients ♣πk, 1 ↕ k ↕ K"
repre´sentent la probabilite´ pour une re´alisation v d’appartenir a` la classe k. Enfin, le nombre
K correspond au nombre de classes. Dans nos travaux, nous le supposons inconnu et il est donc a`
estimer e´galement.
Pour estimer ces parame`tres et en particulier les proportions ♣πk, 1 ↕ k ↕ K", nous souhaitons
maximiser la log-vraisemblance de l’e´chantillon v ✏ ♣v1, ...,vNA".
log♣fV♣v⑤K,π,mo,Σ"" ✏
NA
➳
i✏1
log
✂ K
➳
k✏1
πk
♣2π"
NA
2 det♣Σk"
1
2
exp
✂
✁
1
2
t
♣vi ✁mok"Σ
✁1
k ♣vi ✁mok"
✡✡
.
Nombre de classes connu
Lorsque le nombre de classes K est connu, nous pouvons utiliser un algorithme d’estimation par
maximum de vraisemblance propose´ par Dempter et coauteurs [DLR77], de´nomme´ EM pour
Expectation-Maximization. Cet algorithme est base´ sur la prise en compte de la structure a` donne´es
manquantes du proble`me. Dans nos travaux, en effet, il existe une variable cache´e Z qui associe
a` chaque re´alisation du vecteur V la classe a` laquelle elle appartient. L’algorithme EM est un
algorithme ite´ratif qui ne´cessite un crite`re d’arreˆt et une initialisation.
Il a e´te´ programme´ dans le package de Matlab de´die´ plus largement aux mode`les de me´lange
MIXMOD (MIXture MODelling). C’est a` partir de ce package que nous avons re´alise´ nos travaux.
Nous notons alors θKEM l’estimation des parame`tres θ obtenue par l’algorithme EM sous l’hypothe`se
d’un mode`le a` K classes.
Une fois les parame`tres estime´s, l’affectation de chacun des vecteurs v1, ...,vNA a` une classe
♣C1, ..., CK" se fait par maximum a` posteriori
vi & Ck si pour tout k
✶
✘ k, P♣Ck⑤vi, ♣θEMV " → P♣Ck✶ ⑤vi, ♣θEMV ".
Nombre de classes inconnu
Dans la pratique, le nombre de classe K est inconnu et nous travaillons alors dans un cadre de
classification non supervise´e. A chaque valeur de K (1 classe, 2 classes, ...,) correspond un mode`le
de me´lange gaussien dont la densite´ est donne´e par (4.3). Nous devons choisir entre ces mode`les
celui qui est le plus adapte´ a` nos donne´es. Pour cela, nous pouvons utiliser un crite`re de log-
vraisemblance pe´nalise´e comme dans le chapitre 3.
♣K ✏ argmin
k$%Kmin,Kmax&
✦
✁ log♣fV♣v1, ...,vNA ⑤k,
♣θkEMV "" ) pen♣k"
✮
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ou` ♣θkEMV est l’estimateur de θ obtenu par l’algorithme EM sous l’hypothe`se d’un mode`le a` k
classes. La fonction de pe´nalite´ pen ne va de´pendre que du nombre de classes k.
Toujours pour tenir compte de la structure a` donne´es manquantes de notre proble`me, un autre
crite`re que celui de log-vraisemblance pe´nalise´e a e´te´ propose´. Il s’agit du crite`re ICL, pour Inte-
grated Completed Likelihood ([Bau09],[BCG00],[BCSAG08b])
♣KICL ✏ argmin
k !Kmin,Kmax"
✦
✁2 log♣fV,Z♣v1,♣z1, ...,vNA ,♣zNA ⑤k,
♣θkEMV $$ % k log♣n$
✮
(4.4)
ou` Z est la variable ale´atoire cache´e dont la valeur est la classe a` laquelle appartient la variable V.
Cette variable e´tant inconnue, il est ne´cessaire d’estimer les re´alisations ♣z1, ..., zNA$ pour pouvoir
mettre en place la se´lection de mode`le (4.4). La me´thode est e´galement accessible depuis le package
MIXMOD de Matlab. Les observations sont ensuite affecte´es aux classes du mode`le a` ♣KICL par la
me´thode du maximum a posteriori.
Finalement, un algorithme issu de l’EM pour des applications de classifications a e´te´ introduit par
Celeux et Govaert en 1992 [CG92]. Une e´tape de classification a e´te´ ajoute´e entre les deux e´tapes
de l’algorithme EM . Cet algorithme est appele´ CEM pour Classification EM. Il est accessible
depuis MIXMOD.
C’est lui que nous allons utiliser pour classer nos vecteurs v1, ...,vNA .
4.3.4 Apprentissage par classe
Nous allons maintenant appliquer ces outils de classification dans le but d’estimer des seuils
pour chacune des classes de´finies.
Classification obtenue
Nous avons finalement choisi de travailler avec les descripteurs de Ste´phane Mallat. Nous avons uti-
lise´ l’algorithme CEM avec comme initialisation SMALL-EM. Pour le crite`re d’arreˆt, nous stoppons
l’algorithme apre`s 500 ite´rations ou si le gain en terme de vraisemblance est infe´rieur a` ǫ ✏ 10✁4.
L’algorithme de classification a forme´ 8 classes a` partir de notre e´chantillon d’apprentissage. Le
tableau de la figure 4.19 re´capitule le nombre de patchs affecte´s a` chacune de ces 8 classes parmi
les NA ✏ 98800 patchs.
Classe 1 2 3 4 5 6 7 8
Effectif en patchs 20070 35006 5630 10637 14803 7335 1552 3767
% en patchs 20.3 35.4 5.7 10.8 15 7.4 1.6 3.8
Effectif en pixels 2428470 4235726 681230 1287077 1791163 887535 187792 455807
Figure 4.19 – Tableau re´capitulatif des effectifs dans chacune des classes de l’e´chantillon d’ap-
prentissage
Nous pouvons tout de suite remarquer que cette re´partition n’est pas e´quitable. Les classes
1,2,4 et 5 sont plus repre´sente´es que les classes 3,6,7 ou 8. Lorsque nous appliquerons les seuils
appris a` un e´chantillon de test, nous reviendrons sur cette re´partition non uniforme.
Les figures 4.20 et 4.21 pre´sentent les classifications obtenues pour deux images re´elles de la base
d’apprentissage. La miniature la plus a` gauche correspond a` l’image re´elle brute. Les 8 miniatures
de droite repre´sentent pour chacune des classes (1.2,3 et 4 dans cet ordre sur la premie`re ligne et
5.6,7 et 8 dans cet ordre sur la deuxie`me ligne) les patchs qui y ont e´te´ affecte´s. Par exemple, pour
ces deux images, aucun patch n’a e´te´ affecte´ a` la classe 2.
En observant ces repre´sentations pour chacune des images de la base d’apprentissage, nous
pouvons tenter de caracte´riser les classes de´finies par l’outil de classification non supervise´e. La
classe 6, par exemple, correspond a` une classe de bords de nuages tandis que la classe 4 correspond
plutoˆt a` une classe de zones stationnaires (nuages ou ciel). Nous n’avons pas mene´ d’e´tude assez
pousse´e sur la caracte´risation des classes obtenues mais il serait tre`s inte´ressant de le faire. D’autre
part, nous avons vu dans le chapitre 3 sur la se´lection de mode`les que le choix de la pe´nalite´ e´tait
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Figure 4.20 – Classification obtenue pour les patchs issus d’une image de la base d’apprentissage
Figure 4.21 – Classification obtenue pour les patchs issus d’une image de la base d’apprentissage
tre`s important pour favoriser les mode`les a` petite dimension. Il serait aussi inte´ressant ici d’e´tudier
l’impact sur la classification obtenue de l’utilisation d’une autre pe´nalite´ que celle propose´e en
(4.4).
Estimation de seuils par classe
Dans chacune des classes C1, ..., C8, nous avons applique´ la me´thodologie pre´sente´e au paragraphe
4.2.1. Pour une classe Cl et pour une probabilite´ de fausses alarmes α
✝, nous de´finissons qlα✝ comme
le quantile empirique du sous-e´chantillon constitue´ des patchs appartenant a` la classe l.
qlα✝ ✏ min
★
t ! R ,
1
N lA✶ .N
2
NA✶
➳
k✏1
N
➳
i,j✏1
1Pk!Cl1∆♣Pk♣i,j#,i,j#→t ✏ α
✝
✰
.
ou` N lA✶ repre´sente le nombre de patchs appartenant a` la classe l.
Le tableau de la figure 4.22 donne la valeur des seuils estime´s pour chacune des 8 classes et
chacune des 5 probabilite´s de fausses alarmes e´tudie´es : α✝1 ✏ 10
✁5, α✝2 ✏ 2.10
✁5, α✝3 ✏ 5.10
✁5, α✝4 ✏
8.10✁5, α✝5 ✏ 10
✁4.
La premie`re remarque a` faire est qu’il existe de la variabilite´ dans les seuils appris. Nous retrouvons
bien le comportement sche´matise´ a` la figure 4.14. Ensuite, nous pouvons noter que cette variabilite´
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pfa 0.00001 0.00002 0.00005 0.00008 0.0001
1 8.89 6.91 5.70 5.20 5.00
2 5.95 5.19 4.62 4.38 4.29
3 6.57 5.97 5.29 5.04 4.93
4 9.75 7.30 4.87 4.50 4.35
5 13.41 12.28 9.67 8.68 7.95
6 10.45 8.96 7.43 6.42 6.13
7 7.44 6.09 4.98 4.65 4.50
8 11.88 8.83 5.55 4.91 4.72
Figure 4.22 – Seuils estime´s dans chacune des classes a` partir de l’e´chantillon d’apprentissage
entre les classes est plus faible pour une probabilite´ α✝ ✏ 10✁4 que pour une probabilite´ α✝ ✏ 10✁5.
L’apport de l’e´tape de classification est donc plus important pour les petites probabilite´s de fausses
alarmes.
Cette disparite´ des seuils va avoir des conse´quences sur la probabilite´ de de´tection. Sans classifi-
cation, le seuil estime´ pour une probabilite´ de fausses alarmes de α✝ ✏ 10✁5 vaut 8.1023. Avec
classification, ce seuil vaut 5.95 dans la classe 2 et 13.41 dans la classe 5. Ainsi, les cibles contenues
dans des pixels de la classe 2 pour lesquelles la statistique de test est comprise entre 5.95 et 8.1023
sont de´tecte´es dans l’approche avec classification mais le ne sont pas dans l’approche sans classifi-
cation. La situation inverse se produit dans la classe 7. Les cibles contenues dans des pixels de la
classe 5 pour lesquelles la statistique de test est comprise entre 8.1023 et 13.41 sont de´tecte´es dans
l’approche sans classification mais le ne sont pas dans l’approche avec classification. Au global, les
performances de de´tection sont meilleures avec la phase de classification.
Performances de l’e´tape hors-ligne de classification
Comme dans le paragraphe 4.2.2, nous souhaitons ve´rifier que les seuils appris garantissent bien
le taux de fausses alarmes souhaite´. Notre e´chantillon de test est le meˆme que celui utilise´ dans
le paragraphe 1.2.2. Il est compose´ de 63 images, toutes diffe´rentes de celles de l’e´chantillon d’ap-
prentissage. Une partie de ces images est visible sur la figure 4.10.
Nous avons affecte´ chacun des NT=65520 patchs a` une des 8 classes ♣C1, ..., C8" construites
lors de l’e´tape hors-ligne de classification a` partir de l’e´chantillon d’apprentissage. Le tableau de
la figure 4.23 re´capitule le nombre de patchs affecte´s a` chacune des 8 classes.
Classe 1 2 3 4 5 6 7 8
Effectif en patchs 2294 31601 7589 6697 807 1429 11866 3237
% en patchs 3.5 48.2 11.6 10.2 1.2 2.2 18.1 4.9
Effectif en pixels 587264 8089856 1942784 1714432 206592 365824 3037696 828672
Figure 4.23 – Tableau re´capitulatif des effectifs dans chacune des classes de l’e´chantillon de test
Pour chacun des NT=65520 patchs et pour chacun de leurs pixels, nous avons calcule´ la statis-
tique de test
❅k $ %%1, NT && , ❅♣i, j" $ %%1, 16&&
2 , ∆♣Pk♣i,j#, i, j" ✏ ♣Z
✁1
k .Pk"♣i, j"
Nous avons ensuite compare´ chaque statistique aux seuils correspondant a` sa classe et appris
lors de la phase hors-ligne. Pour chaque classe l et pour chaque seuil qlαi , nous notons ♣α
l
i le taux
de fausses alarmes empirique calcule´ sur les patchs de l’e´chantillon test appartenant a` la classe l.
♣αli ✏
1
N lT .N
2
NT
➳
k✏1
N
➳
i,j✏1
1Pk%Cl1∆♣Pk♣i,j!,i,j#→qαi
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ou` N lT est le nombre de patch affecte´s a` la classe l. Les taux de fausses alarmes empiriques obtenus
sont pre´sente´s dans le tableau de la figure 4.24 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
α✝ 0.00001 0.00002 0.00005 0.00008 0.0001
♣α1i 0.000012 0.000018 0.000039 0.000059 0.000081
♣α2i 0.0000056 0.000012 0.000035 0.000059 0.000076
♣α3i 0.000011 0.000018 0.000054 0.00083 0.000099
♣α4i 0.0000029 0.0000035 0.000027 0.000048 0.000064
♣α5i 0.00020 0.00030 0.00054 0.00062 0.00077
♣α6i 0 0.0000055 0.000019 0.000027 0.000033
♣α7i 0.0000066 0.000011 0.000043 0.000071 0.000098
♣α8i 0 0.0000012 0.00003 0.000048 0.000058
Figure 4.24 – Taux de fausses alarmes empiriques par classe pour l’e´chantillon de test
Plusieurs comportements sont alors visibles. Dans la classe 1 par exemple, les taux de fausses
alarmes sont proches des probabilite´s de fausses alarmes souhaite´es. Les seuils appris sont donc
pertinents pour le test de de´tection. Dans la classe 6, les taux de fausses alarmes sont plus faibles
que les probabilite´s de fausses alarmes souhaite´es. Les seuils me´riteraient, pour cet e´chantillon,
d’eˆtre plus faibles. A l’inverse, dans la classe 5, les taux de fausses alarmes sont plus e´leve´s que les
probabilite´s de fausses alarmes souhaite´es. Les seuils me´riteraient, toujours pour cet e´chantillon,
d’eˆtre plus e´leve´s.
Nous nous attendions a` obtenir des taux de fausses alarmes proches des probabilite´s de fausses
alarmes souhaite´es pour chacune des classes (comme pour la classe 1). Nous pensons que ces
taux e´loigne´s de ceux attendus peuvent s’expliquer de plusieurs fac¸ons. Tout d’abord, l’e´chantillon
d’apprentissage a e´te´ divise´ en 8 classes et nous disposons donc, dans chacune des classes, de moins
de re´alisations que lors de l’apprentissage sur la totalite´ de l’e´chantillon. L’apprentissage est alors
plus difficile. De meˆme, l’e´chantillon de test est se´pare´ en 8 sous-e´chantillons. Dans chacun, le taux
de fausses alarmes estime´ par α✝i n’est pas toujours un bon estimateur de la probabilite´ de fausses
alarmes dans cette classe.
En pratique, c’est surtout les re´sultats de la classe 5 qui nous geˆnent car c’est la seule classe ou`
l’on de´passe le taux de fausses alarmes autorise´s.
Nous pouvons e´galement nous inte´resser aux taux de fausses alarmes global, c’est-a`-dire calcule´
directement sur l’ensemble de l’e´chantillon de test.
♣αi ✏
1
NT .N2
NT
➳
k✏1
N
➳
i,j✏1
1∆♣Pk♣i,j!,i,j#→qαi
Les taux de fausses alarmes empiriques obtenus sont pre´sente´s dans le tableau de la figure 4.25
pour les 5 probabilite´s de fausses alarmes e´tudie´es.
α✝ 0.00001 0.00002 0.00005 0.00008 0.0001
♣αi 0.000008 0.000015 0.000043 0.000067 0.000086
Figure 4.25 – Taux de fausses alarmes empiriques avec l’e´tape de classification pour l’e´chantillon
de test
Malgre´ les disparite´s entre les classes, nous respectons sur l’ensemble de l’e´chantillon de test les
probabilite´s de fausses alarmes souhaite´es.
Nous garderons alors ces seuils appris pour les performances dans le prochain paragraphe.
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4.4 Performances de l’algorithme ge´ne´ral
Dans cette partie, nous allons pre´senter les performances de de´tection de l’algorithme que nous
proposons pour l’e´chantillon de test utilise´ dans les parties pre´ce´dentes. Il est compose´ de 63 images
re´elles dont une partie est visible sur la figure 4.10.
Les performances seront pre´sente´es sous forme de courbes COR qui montreront le taux de de´tection
d’un e´chantillon soit en fonction du taux de fausses alarmes pour un rapport signal sur bruit fixe´,
soit en fonction du rapport signal sur bruit pour une probabilite´ de fausses alarmes fixe´e.
Nous souhaitons aussi comparer notre algorithme a` celui utilise´ actuellement chez TOSA. Nous
allons donc commencer par pre´senter l’algorithme utilise´ ante´rieurement.
4.4.1 Algorithme ante´rieur
Cet algorithme est e´galement un algorithme de de´tection de cibles sous re´solues. Il a e´te´
de´veloppe´ pour des fonds de ciel bleu uniforme et e´tudie´ en de´tails par Vasquez lors de ses travaux
de the`se [Vas11].
Mode`le utilise´
Comme dans nos travaux, cet algorithme est base´ sur une mode´lisation gaussienne du fond. La
covariance spatiale n’est toutefois pas prise en compte de la meˆme fac¸on. Le mode`le est le suivant :
pour chaque pixel ♣i, j!, il existe une feneˆtre centre´e en ♣i, j!, note´e Ωr, dans laquelle le champ
est stationnaire. En l’absence de cibles, la moyenne du fond y est line´aire (ou quadratique) en les
coordonne´es des pixels et la matrice de covariance est diagonale
❅♣i, j! , Xi,j ✏ µΩr ♣i, j! $ σn♣i, j!
ou` n♣i, j! est une re´alisation d’un champ gaussien centre´ re´duit N♣0, 1!.
Pour le mode`le line´aire, nous avons
µ
♣L!
Ωr
♣i, j! ✏ aΩr i$ bΩrj $ cΩr
Pour le mode`le quadratique,
µ
♣Q!
Ωr
♣i, j! ✏ aΩr i
2
$ bΩrj
2
$ cΩr ij $ dΩr i$ eΩrj $ fΩr
Les parame`tres sont estime´s par maximum de vraisemblance dans la zone Ωr.
Choix de la zone
Le choix de la zone Ωr est une e´tape importante. Si la zone est tre`s grande, les estimations sont
meilleures mais le mode`le est moins en ade´quation avec la totalite´ de la zone. A l’inverse, si la zone
est petite, le mode`le sera plus vrai mais les estimateurs moins bons. Il faut donc trouver un bon
compromis entre la taille de la zone et l’ade´quation aux pixels qui s’y trouvent.
Les zones Ωr envisage´es sont des carre´s de taille N centre´s sur le pixel ♣i, j!. Pour chaque taille
de voisinage N , l’e´cart-type ♣σN du niveau de gris des pixels appartenant a` la zone est estime´. Le
voisinage choisi est le plus grand pour lequel l’e´cart-type estime´ ne de´passe pas un seuil sC .
Nopt ✏ max %N ⑤ ♣σN ➔ sC✉ .
Le seuil sC de´pend des parame`tres intrinse`ques du capteur utilise´ pour acque´rir l’image.
Statistique de test
Nous allons maintenant pre´senter la statistique de test utilise´e dans le cas d’une de´tection dans
le pixel ♣i, j!. Le mode`le envisage´ est le mode`le line´aire. Une zone Ωr♣i,j! est choisie autour du
pixel ♣i, j!. Les parame`tres aΩr♣i,j! , bΩr♣i,j! et cΩr♣i,j! et σΩr♣i,j! y sont estime´s par maximum de
vraisemblance. La statistique de test est alors la suivante :
∆♣I, i, j! ✏
Ii,j ✁ ♣aΩr♣i,j!i✁
♣bΩr♣i,j!j ✁ ♣cΩr♣i,j!
♣σΩr♣i,j!
.
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La figure 4.26 pre´sente sous forme de sche´ma le calcul de cette statistique de test. Nous pouvons
comparer ce sche´ma a` celui de la figure 4.4.
Image initiale
xi,j
Etape 1
Choix de la zone
xi,j
Estimation
moyenne µΩr
Retrait moyenne
ri,j ✏ xi,j ✁ µΩr ♣i, j#
ri,j
Etape 2
Estimation
variance ♣σ2i,j
Retrait variance
∆♣i, j# ✏
ri,j
♣σi,j
∆♣i, j!
Etape 3
Figure 4.26 – Pre´sentation des e´tapes de l’algorithme ante´rieur
Cette statistique de test a le net avantage d’eˆtre calculable plus rapidement que celle que nous
proposons. La moyenne ne de´pend des pixels qu’a` travers leurs coordonne´es tandis que dans notre
mode`le, elle en de´pend via le niveau de gris dans chaque pixel. De plus, nous l’estimons sur toute
l’image tandis que dans l’algorithme ante´rieur, elle est estime´e sur la zone Ωr♣i,j!. Concernant la
matrice de covariance du champ X, elle est suppose´e diagonale dans le mode`le de l’algorithme
ante´rieur alors que nous lui imposons une structure parcimonieuse.
Le mode`le de l’algorithme ante´rieur est donc plus fin sur la moyenne alors que nous proposons un
mode`le plus fin sur la matrice de covariance.
Pour effectuer entie`rement le test de de´tection, la statistique ∆♣I, i, j! est compare´e a` un seuil dont
la valeur de´pend de la taille de la zone Ωr♣i,j!.
4.4.2 Courbes COR pour un rapport signal sur bruit fixe´
Nous avons introduit dans le chapitre 1 la notion de rapport signal sur bruit. Nous allons revenir
plus en de´tails sur cette notion.
Rapport Signal sur Bruit (RSB)
La statistique de test propose´e au de´but de ce chapitre a e´te´ construite a` partir du mode`le suivi par
le champ X sous l’hypothe`se Hi,j0 . Le but e´tait d’obtenir, sous l’hypothe`se que tous les parame`tres
sont connus, une variable ale´atoire qui suit une loi gaussienne centre´e re´duite. En notant Σ✁
1
2
l’inverse de la transforme´e de Cholesky de la matrice Σ, sous H0 nous avons
X ✒ N♣mo,Σ!,
♣Σ✁
1
2
♣X✁mo!!i,j ✒ N♣0, 1!.
Toujours ide´alement, regardons la loi de cette variable sous l’hypothe`se Hi,j1 .
X ✒ N♣mo$ cδi,j ,Σ!,
♣Σ✁
1
2
♣X✁mo!!i,j ✒ N♣cΣ
✁
1
2
♣ij, ij!, 1!.
ou` δi,j est un vecteur contenant un 1 a` la position correspondant au pixel ♣i, j! et des 0 partout
ailleurs. La notation A♣ij, ij! correspond au coefficient en position ♣♣i✁ 1!M $ j, ♣i✁ 1!M $ j! de
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la matrice A.
Finalement, l’intensite´ de la cible c n’intervient qu’a` travers la quantite´ cΣ✁
1
2
♣ij, ij!.
Plac¸ons nous, cette fois-ci, dans le cas du mode`le de l’algorithme ante´rieur.
XΩr ✒ N♣mo, σ
2Id!
ou` mo est line´aire en les coordonne´es des pixels. Lorsque tous les parame`tres sont connus, la
statistique de test est
∆♣X, i, j! ✏
Xi,j ✁ aΩr♣i,j!i✁ bΩr♣i,j!j ✁ cΩr♣i,j!
σΩr♣i,j!
.
Sous Hi,j0 , cette variable suit une loi gaussienne centre´e re´duite N♣0, 1!. Sous l’hypothe`se H
i,j
1 ,
∆♣X, i, j! ✒ N♣
c
σ
, 1!.
L’intensite´ de la cible c n’intervient qu’a` travers la quantite´ c
σ
. Nous retrouvons l’espe´rance de la
quantite´ que nous avons de´finie comme le rapport signal sur bruit dans le chapitre 1. Il s’agit bien
de la de´finition que Vasquez [Vas11] a utilise´e lors de ses travaux. C’est la de´finition qui est la
plus re´pandue dans la litte´rature lorsque le fond n’est pas suppose´ corre´le´. Dans le cas d’un fond
corre´le´, nous n’avons pas trouve´ de de´finition du rapport signal sur bruit dans la litte´rature. Nous
en avons de´duit une a` partir de celle du mode`le de l’algorithme ante´rieur.
Dans notre mode`le, L’intensite´ de la cible c n’intervient qu’a` travers la quantite´ cΣ✁
1
2
♣ij, ij!. En
s’inspirant du mode`le de l’algorithme ante´rieur, c’est cette quantite´ que nous de´finissons comme le
rapport signal sur bruit pour notre mode`le.
En conclusion, le rapport signal sur bruit associe´ a` l’algorithme ante´rieur est le suivant
RSBC♣c, i, j! ✏
c
♣σi,j
,
ou` ♣σi,j est la variance empirique du fond estime´e sur une feneˆtre de taille 11✂ 11 autour du pixel
♣i, j!. Celui associe´ a` notre mode`le est donne´ par la quantite´
RSBTLP ♣c, i, j! ✏ c♣Σ
✁
1
2
♣ij, ij!.
Dans la suite, pour comparer des algorithmes nous n’utiliserons que la de´finition du rapport signal
sur bruit associe´ au mode`le de l’algorithme ante´rieur.
Courbes COR globales
Nous allons maintenant tracer les courbes empiriques obtenues sur l’e´chantillon de test pre´sente´ a`
la figure 4.10. Pour les 63 images re´elles (les 98800 patchs) qui le composent, nous avons mis en
place l’estimation de courbes COR comme de´crite au paragraphe 1.3.4 du chapitre 1.
Nous avons travaille´ a` diffe´rentes valeurs du rapport signal sur bruit et diffe´rentes probabilite´s de
fausses alarmes de consigne
r % &1, 2, 3, 4, 5, 6.5, 8, 9, 10✉
α✝ %
✥
10✁5, 2.10✁5, 5.10✁5, 8.10✁5, 10✁4
✭
Pour les premie`res courbes nous avons fixe´ la valeur du rapport signal sur bruit. Soit r la valeur
choisie. Nous allons tracer la valeur du taux de de´tection en fonction de la probabilite´ de fausses
alarmes souhaite´e.
Chacune des images de l’e´chantillon de test contient 1040 patchs. Chacun de ces patchs est attribue´
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a` une des 8 classes C1, ..., C8. Dans chacun de ces patchs, nous incrustons une cible subpixellique et
additive au centre du patch (pixel (8,8) dans le re´fe´rentiel du patch). Cette cible a un rapport signal
sur bruit valant r. Nous appliquons ensuite notre test de de´tection. Pour chaque probabilite´ de
fausses alarmes α , nous utilisons le seuil correspondant a` la classe du patch et a` la probabilite´ de
fausses alarmes souhaite´e. La probabilite´ de de´tection est estime´e par le nombre moyen de patchs
dans lequel la cible est de´tecte´e.
pd T, r, α
1
NT
NT
k 1
1
∆ Pk,8,8 q
lPk
α
ou` lP est la classe a` laquelle appartient le patch P et q
l
α est le seuil estime´ pour la classe l et une
probabilite´ de fausses alarmes souhaite´e α .
En faisant varier α , nous obtenons les courbes de la figure 4.27 pour les rapports signal sur bruit
valant r=4, 8 ou 10. Les courbes correspondant aux autres valeurs du rapport signal sur bruit sont
donne´es en annexes.
Figure 4.27 – Courbes COR pour des valeurs de RSB fixe´es a` 4,8 et 10.
Nous pouvons faire plusieurs remarques sur ces courbes. Tout d’abord, ce sont des courbes COR
empiriques, elles de´pendent de l’e´chantillon d’images sur lequel elles sont calcule´es. D’autre part,
nous pouvons voir qu’aucun des 2 algorithmes (TLP ou algorithme ante´rieur) n’est meilleur que
l’autre tout le temps. Pour les petites probabilite´s de fausses alarmes (infe´rieure a` 5.10 5), c’est
l’algorithme ante´rieur qui a le meilleur taux de de´tection. En revanche, pour les probabilite´s de
fausses alarmes plus e´leve´es, c’est TLP qui est meilleur.
Il est important ici de rappeler que nous avons applique´ des me´thodes d’apprentissage pour re´gler
les seuils de l’algorithme TLP. Or, l’apprentissage de quantiles de niveaux 1 10 5 ne´cessite plus de
donne´es que l’apprentissage pour des quantiles de niveau 1 10 4. Notre e´chantillon d’apprentissage
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n’est pas assez important pour permettre une bonne estimation des quantiles par classe pour
des niveaux infe´rieurs a` 5.10✁5. En revanche, il est assez grand pour estimer correctement les
quantiles de niveaux infe´rieurs. Il serait tre`s inte´ressant de constituer un e´chantillon d’apprentissage
plus grand et de relancer l’apprentissage des seuils. Malheureusement, le temps de calcul des
diffe´rentes statistiques de test ne nous a pas permis de le faire. Nous sommes toutefois convaincus
de l’ame´lioration des performances pour de faibles probabilite´s de fausses alarmes.
Courbes COR par classes
Pour tracer les courbes pre´ce´dentes, nous avons estime´ le taux de de´tection en faisant la moyenne
sur l’ensemble des patchs sans tenir compte de la classe a` laquelle ils appartiennent. Nous pouvons
aussi nous inte´resser au taux de de´tection par classe. La moyenne n’est alors calcule´e que sur les
patchs appartenant a` la classe.
❅l ! ""1, 8## , ①pd♣T, l, r, α✝% ✏
1
Nl
NT
➳
k✏1
1Pk#Cl .1∆♣Pk,8,8%→ql
α✝
ou` Nl est le nombre de patchs dans la classe l. Nous pouvons alors tracer pour chacune des 8
classes, les courbes COR pour un rapport signal sur bruit fixe´. La figure 4.28 pre´sente les courbes
COR pour un rapport signal sur bruit de 5 estime´e pour les classes 4,5,6,7,et 8.
La` encore, plusieurs remarques sont a` faire. Le comportement dans chacune des classes n’est pas le
meˆme que pour le comportement global e´tudie´ par la figure 4.27. Dans les classes 5 et 6, l’algorithme
TLP a de meilleures performances que l’algorithme ante´rieur. En revanche, dans les classes 4 et 7,
c’est l’algorithme ante´rieur qui est meilleur. En se reportant aux figures 4.20 et 4.21, nous pouvons
dire que les classes 5 et 6 sont des classes caracte´rise´es par la pre´sence de frontie`res de nuages. A
l’inverse, les classes 4 et 7 sont plutoˆt constitue´es de patchs uniforme (ciel ou nuages). L’algorithme
TLP propose´ est donc meilleur dans les zones de fonds complexes. La classe 8 est plus difficile a`
caracte´riser. Aucun des deux algorithmes ne semble y eˆtre meilleur que l’autre pour toute la gamme
de probabilite´ de fausses alarmes visite´e.
4.4.3 Courbes COR a` probabilite´ de fausses alarmes fixe´e
Nous allons maintenant tracer les courbe COR a` probabilite´ de fausses alarmes fixe´e de notre
algorithme pour l’e´chantillon de test.
Ces courbes sont toujours trace´es pour diffe´rentes valeurs de probabilite´ de fausses alarmes fixe´e
par l’utilisateur et pour un rapport signal sur bruit variant entre 1 et 10.
α✝ !
✥
10✁5, 2.10✁5, 5.10✁5, 8.10✁5, 10✁4
✭
r ! '1, 2, 3, 4, 5, 6.5, 8, 9, 10✉
Courbes COR globales
La probabilite´ de de´tection est toujours estime´e par le nombre moyen de patchs dans lequel la cible
est de´tecte´e.
①pd♣T, r, α✝% ✏
1
NT
NT
➳
k✏1
1
∆♣Pk,8,8%→q
lPk
α✝
ou` lP est la classe a` laquelle appartient le patch P et q
l
α✝ est le seuil estime´ pour la classe l et une
probabilite´ de fausses alarmes souhaite´e α✝.
En faisant varier r, nous obtenons les courbes de la figure 4.29 pour les cinq probabilite´s de fausses
alarmes souhaite´es e´tudie´es.
Plusieurs remarques peuvent eˆtre faites a` partir de ces courbes. Pour les deux plus faibles pro-
babilite´s de fausses alarmes, l’algorithme ante´rieur a de meilleurs performances de de´tection que
122 CHAPITRE 4. ALGORITHME DE DE´TECTION
Figure 4.28 – Courbes COR pour un RSB de 5 pour les classes 4,5,6,7, et 8.
l’algorithme TLP que nous proposons. Pour les probabilite´s de fausses alarmes plus e´leve´es, c’est
TLP qui est le meilleur. Nous retrouvons bien le meˆme comportement que sur les courbes de la
figure 4.27. Ces deux jeux de courbes repre´sentent finalement les meˆmes donne´es et il est donc
normal d’en de´duire les meˆmes conclusions.
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Figure 4.29 – Courbes COR pour les cinq probabilite´s de fausses alarmes e´tudie´es
Courbes COR par classes
Nous nous sommes e´galement inte´resse´s aux courbes COR a` probabilite´ de fausses alarmes fixe´e
pour chacune des classes. Le taux de de´tection de la classe l est alors estime´ en ne tenant compte
que des patchs affecte´s a` cette classe.
pd T, l, r, α
1
Nl
NT
k 1
1Pk Cl1∆ Pk i,j ,8,8 qα
ou` Nl est le nombre de patchs affecte´s a` la classe l.
Les figures 4.30 et 4.31 pre´sentent les courbes COR obtenues pour les classes 4 et 6 pour les
cinq probabilite´s de fausses alarmes e´tudie´es. Les courbes obtenues pour les autres classes sont
donne´es en annexe.
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Figure 4.30 – Courbes COR pour la classe 4 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
A partir des courbes pour la classe 4 (figure 4.30), nous pouvons dire que pour des faibles proba-
bilite´s de fausses alarmes, c’est l’algorithme ante´rieur qui a meilleures performances de de´tection.
Les diffe´rences entre les 2 algorithmes diminuent lorsque la probabilite´ de fausses alarmes augmente
mais qualitativement, c’est l’algorithme ante´rieur qui est meilleur sur la classe 4. Nous avions de´ja`
fait cette remarque suite a` la figure 4.28. Quantitativement, pour atteindre le point de fonctionne-
ment (pfa=5.10 5, pd 0.5 , il faut un RSB r 8.5 pour l’algorithme ante´rieur et un RSB r 10
pour TLP soit un gain de rapport 1.2.
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Figure 4.31 – Courbes COR pour la classe 6 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
Dans la classe 6, a` l’inverse, c’est TLP qui a de meilleures performances de de´tection quali-
tativement. Ces diffe´rences augmentent lorsque la probabilite´ de fausses alarmes augmente. Pour
atteindre le point de fonctionnement (pfa=5.10 5, pd 0.5 , il faudra un RSB r 8 pour TLP et
un RSB r 10 (non visible sur la courbe) pour l’algorithme ante´rieur. Le gain aura un rapport
bien supe´rieur a` 1.2.
L’ensemble des courbes pre´sente´es dans ce paragraphe ou en annexe nous apprend finalement que
dans certaines classes, comme la 5 ou la 6, TLP a de meilleures performances de de´tection. Dans
d’autres, comme la 3 ou la 4, c’est l’algorithme ante´rieur qui a de meilleures performances. Enfin,
dans la classe 8, les performances sont e´quivalentes.
Les deux algorithmes n’ont pas les meˆmes performances selon le type de fond. Avec TLP, nous avons
d’ailleurs ame´liore´ les performances de l’algorithme ante´rieur sur fonds nuageux (classe 5 et 6). En
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revanche, TLP n’est pas aussi bon que l’algorithme ante´rieur sur les fonds de ciel bleu uniforme
(classe 4). Loin d’eˆtre un e´chec, ce constat permet d’entrevoir une autre ame´lioration possible :
nous pourrions associer les deux algorithmes pour appliquer a` chaque patch P l’algorithme qui a les
meilleures performances sur la classe a` laquelle appartient ce patch. Le sche´ma de fonctionnement
serait alors celui donne´ par la figure 4.32.
P ∆c♣P !
Choix Algo
seuil s♣α✝, c!
Plots
Seuillage
α✝
Classe c
Classification
HORS-LIGNE
Figure 4.32 – Sche´ma de la chaˆıne de de´tection inte´grant un choix pour l’algorithme utilise´
Son e´tude empirique sur donne´es re´elles est une des perspectives de nos travaux.
4.4.4 Images re´elles
Pour comple´ter notre e´tude empirique, nous avons teste´ notre algorithme sur des images re´elles
contenant des cibles d’opportunite´. Ces cibles e´taient pre´sentes dans la sce`ne lors de la capture
de l’image par la came´ra. Les cibles ont ensuite e´te´ labellise´es par le service traitement d’images
(STI) de TOSA.
La figure 4.33 pre´sente une image re´elle contenant une cible d’opportunite´ au pixel (101,103) ainsi
qu’un zoom sur le patch de taille 16✂ 16 contenant la cible.
Figure 4.33 – Exemple d’image re´elle et zoom sur la cible
La premie`re chose que nous pouvons remarquer est que cette cible n’est pas subpixellique. Elle est
contenue dans 4 pixels. Comme de´ja` dit au paragraphe 1.3.3, le mode`le que nous avons choisi pour
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les cibles n’est pas assez re´aliste. Une signature qui s’e´tend sur plusieurs pixels serait plus re´aliste.
La valeur dans les pixels contenant la cible est plus e´leve´e que dans les pixels voisins. La cible est
donc bien additive et d’intensite´ positive.
Nous avons applique´ l’algorithme de de´tection au patch contenant la cible. Ce patch a e´te´ affecte´
a` la classe 2. La figure 4.34 pre´sente le patch a` la sortie du filtre, avant le seuillage puis apre`s le
seuillage par s=5.9193 qui correspond a` une probabilite´ de fausses alarmes souhaite´e de 10✁5. La
cible est de´tecte´e pour toutes les probabilite´s de fausses alarmes e´tudie´es.
Figure 4.34 – Bruit apre`s le filtre puis apre`s le seuillage pour le patch contenant la cible
A la sortie du filtre, image gauche de la figure 4.34, nous pouvons remarquer que le nombre de
pixels ✦ occupe´s ✧ par la cible est plus important qu’avant le filtrage. Cela est duˆ au filtre laplacien
et au produit matriciel lors du retrait de la de´corre´lation qui ont de´place´ une partie de la cible dans
les voisins des quatre pixels contenant la cible initialement. Nous aurions pu baser notre test sur la
de´tection de cette structure ge´ome´trique pre´sente autour de la position de la cible apre`s le filtrage.
Au lieu de seuiller la statistique de test qui blanchit le patch, nous aurions seuille´ une fonction de
cette statistique de test. C’est d’ailleurs le principe du test du rapport de vraisemblance [SF94].
Performances
Nous avons utilise´ notre algorithme de de´tection sur un e´chantillon de 70 cibles d’opportunite´.
Elles ont e´te´ labe´lise´es ✦ a` la main ✧ par le service du traitement d’images de TOSA. La majorite´
de ces cibles est pre´sente dans une partie de l’image contenant du ciel bleu.
Nous avons impose´ une probabilite´ de fausses alarmes valant 10✁4. Sur ces 70 cibles, 48 sont
de´tecte´es par l’algorithme ante´rieur et 34 par notre algorithme TLP. Ces cibles e´tant pre´sentes
dans un fond uniforme, il est naturel (vu nos re´sultats empiriques) que l’algorithme ante´rieur les
de´tecte mieux.
Le point positif de cette e´tude est que sur les 34 cibles de´tecte´es par TLP, 5 ne l’e´taient pas par
l’algorithme ante´rieur. Cela vient confirmer notre intention d’associer les deux algorithmes pour
ame´liorer leurs performances sur tous les types de fonds.
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Conclusion
Dans ce chapitre, nous avons de´fini un mode`le gaussien pour les images de nuages. Nous avons
suppose´ qu’une image I pouvait eˆtre segmente´e en patchs carre´s de taille 16✂ 16 avec des patchs
inde´pendants. Nous avons ensuite suppose´ que la matrice de covariance de chaque patch e´tait
structure´e et parcimonieuse
A partir de ce mode`le, nous avons propose´ un filtre de blanchiment. La de´tection s’effectue par
seuillage de la sortie du filtre. Notre objectif principal e´tait de respecter le nombre de fausses
alarmes par image. Le choix du seuil a donc e´te´ un point crucial de nos travaux.
Si le filtre de blanchiment e´tait parfait, nous pourrions appliquer un quantile the´orique. Toutefois,
il existe un e´cart entre le mode`le suppose´ et les images re´elles. Nous avons donc estime´ le seuil
par le quantile empirique d’un e´chantillon d’apprentissage. Avec ces seuils, les fausses alarmes ne
sont pas uniforme´ment re´parties dans l’image. Nous avons donc de´cide´ de prendre en compte la
texture du patch pour de´finir les seuils. Pour cela, nous avons utilise´ des outils de classification non
supervise´e afin de classer les patchs de l’e´chantillon d’apprentissage. Nous avons ensuite estime´ les
seuils inde´pendamment dans chacune des classes.
Finalement, la chaˆıne de de´tection TLP est compose´e de deux e´tapes :
Etape hors ligne : Construction des classes et apprentissage des seuils.
Etape en ligne : Application du filtre de blanchiment puis du seuil issu de l’e´tape hors ligne.
Nous avons ensuite compare´ les performances de de´tection de notre algorithme a` l’algorithme ac-
tuellement utilise´ au sein de TOSA. Nous avons alors vu que leurs performances e´taient comple´mentaires.
Une perspective a` court terme serait de les associer et d’appliquer l’un ou l’autre selon la texture
de l’image traite´e.
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Conclusion
Durant ces travaux de the`se, nous avons rempli notre objectif principal qui e´tait de proposer et
d’imple´menter une chaˆıne de de´tection de cibles sous-re´solues sur fonds complexes. La construction
d’une telle chaˆıne s’est faite en re´ponse a` plusieurs questions.
Tout d’abord, quels mode`les peut-on utiliser pour repre´senter le contenu des images re´elles sur
lesquelles nous avons travaille´ ?
Nous avons e´tudie´ ce point dans le chapitre 2 en proposant des mode`les gaussiens stationnaires
(directs ou indirects). Nous en avons ensuite de´duit des mode`les gaussiens finis stationnaires par
morceaux qui mode´lisaient mieux le contenu des fonds complexes. Les choix faits pour de´finir ces
mode`les l’ont e´te´ dans un objectif de prise en compte de la corre´lation spatiale a` faible porte´e du
contenu des images. Nous disposions d’une grande base de donne´es et nous avons pu tre`s vite tester
nos mode`les sur des donne´es re´elles, ce qui nous a permis de les ame´liorer sans perdre de vue la
recherche d’un mode`le ge´ne´rique.
Nous avons e´galement programme´ plusieurs algorithmes d’estimation par maximum de vraisem-
blance des parame`tres sous-jacents aux mode`les.
Tre`s naturellement, une nouvelle question est apparue : dans une collection de mode`lesM construite
avec peu d’a priori, comment choisir le mode`le le plus adapte´ pour repre´senter le contenu d’une
image particulie`re I ?
La the´orie de la se´lection de mode`les introduite par Birge´ et Massart nous a permis de re´pondre
a` cette question dans le chapitre 3. Nous avons se´lectionne´ le mode`le qui minimisait un crite`re
pe´nalise´ calcule´ directement a` partir de l’image I. Nous avons obtenu une ine´galite´ oracle pour
cette proce´dure de se´lection. Ce re´sultat the´orique a permis de conforter certains choix faits lors
de la construction de la chaˆıne de de´tection comme le de´coupage de l’image en patchs suppose´s
inde´pendants par exemple. Nous avons imple´mente´ cette proce´dure de se´lection de mode`les. Les
temps de calcul e´tant trop longs, nous avons modifie´ le crite`re propose´ par Massart. Meˆme sans
re´sultat the´orique, ce nouveau crite`re a toutefois permis de re´duire un peu le temps de calcul pour
des re´sultats proches de ceux attendus. Les temps atteints ne permettaient malheureusement pas
une utilisation dans la chaˆıne de de´tection.
Re´pondre aux questions pre´ce´dentes nous a e´galement permis de prendre conscience des difficulte´s
qu’il existe lorsque l’on passe de la the´orie a` la pratique, lorsque les donne´es ne veulent pas se
comporter comme pre´vu !
Nous avons donc duˆ inverser notre approche et finalement, en nous basant sur les e´tudes mene´es sur
notre base de donne´es, nous avons choisi d’utiliser pour toutes les images un des mode`les gaussiens
finis stationnaires par morceaux propose´s pour de´finir la statistique de test dans la chaˆıne de
de´tection.
Concernant la chaˆıne en elle-meˆme, les questions ont e´te´ plus pratiques. La plus cruciale a e´te´ :
Quel seuil doit-on appliquer pour respecter le taux de fausses alarmes souhaite´ ?
En the´orie, bien suˆr, il suffit d’appliquer le quantile de la loi de la statistique de test pour le niveau
souhaite´. Encore une fois, il existe un e´cart entre le contenu des images et le mode`le suppose´.
Pour tenir compte de cet e´cart, nous avons propose´ une me´thode d’apprentissage des seuils. Cette
approche, pre´sente´e dans le chapitre 4, consiste a` classer les patchs d’une base d’apprentissage
selon leur texture. Pour cela, nous avons utilise´ les descripteurs de scattering de Mallat ainsi que
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l’algorithme CEM de classification non supervise´e. Nous avons alors pu estimer des quantiles de
diffe´rents niveaux dans chacune des classes. L’imple´mentation de cette me´thode nous a de nouveau
mis face a` des difficulte´s pratiques comme la constitution de la base d’apprentissage par exemple.
Une fois la chaˆıne entie`re construite, une dernie`re question s’est pose´e : comment mesurer les
performances d’un algorithme de de´tection ?
Nous nous sommes alors replonge´s dans la the´orie de la de´tection a` la fin du chapitre 1 pour
pouvoir tracer les courbes COR pre´sente´es dans le chapitre 4. Certaines de´finitions ont eu besoin
d’eˆtre adapte´es pour des mode`les prenant en compte la covariance spatiale du fond.
En conclusion, ces travaux de the`se nous auront amene´s a` re´aliser plusieurs aller-retours entre
la the´orie et les donne´es. L’acce`s a` des images re´elles a permis une meilleure compre´hension des
mode`les meˆme si sous certains aspects, elles les ont e´galement mis en de´faut.
La prise en compte de la corre´lation spatiale du contenu des images nous semble indispensable
pour re´aliser une meilleure de´tection. Elle entraˆıne toutefois une augmentation non ne´gligeable du
temps ne´cessaire au traitement.
De meˆme, l’apprentissage des seuils par classe a nettement ame´liore´ les performances de de´tection
sur les images re´elles.
Perspectives
Chacune des re´ponses apporte´es aux questions pre´ce´dentes a entraˆıne´ de nouvelles questions
auxquelles nous n’avons pas re´pondu dans ces travaux. Les perspectives sont aussi bien d’aspect
the´orique que pratique.
Ame´lioration du temps de calcul
D’un point de vue pratique, toutes les imple´mentations ont e´te´ faites sous Matlab sans op-
timisation spe´cifique. Une imple´mentation sur architecture de´die´e (FPGA, GPU) pourrait eˆtre
envisage´e.
Nous pourrions e´galement e´tudier le gain en temps de calcul obtenu si l’on remplac¸ait l’estimation
des parame`tres par maximum de vraisemblance dans la chaˆıne de de´tection (paragraphe 4.1.2) par
une estimation par maximum de pseudo vraisemblance (paragraphe 3.4).
Mode´lisation des fonds et des cibles
Mode´lisation du fond : Pour le fond, nous avons suppose´ la matrice de covariance Σ du champ
B diagonale par bloc avec la meˆme structure parcimonieuse dans chaque bloc. Il pourrait eˆtre
inte´ressant de ne pas imposer la meˆme structure dans chacun des blocs mais de plutoˆt se´lectionner
parmi une collection la structure la plus adapte´e dans chaque bloc. Verzelen [Ver09] a, par exemple,
propose´ une proce´dure pour se´lectionner le voisinage du mode`le CAR le plus adapte´ a` un champ
gaussien particulier Y.
Mode´lisation des cibles : Nous avons pre´sente´ au paragraphe 1.3.4 diffe´rentes signatures pour
des cibles additives subpixelliques. L’e´tude mene´e au chapitre 4 pour mesurer les performances de
de´tection pourrait eˆtre relance´e avec ces autres signatures pour la cible. De meˆme, nous pourrions
utiliser des signatures correspondant a` des cibles dont la taille serait de plusieurs pixels (2-5).
L’hypothe`se d’additivite´ est une hypothe`se forte et la totalite´ de la chaˆıne de de´tection est base´e
sur cette hypothe`se. Un point inte´ressant serait de ne pas supposer les cibles additives mais de
supposer que la cible vient remplacer le fond dans le pixel qui la contient. L’algorithme de de´tection
devra alors eˆtre adapte´ a` cette hypothe`se.
Nous n’avons pas e´tudie´ le cas ou` une deuxie`me cible serait pre´sente dans le patch. Cette cible va
suˆrement perturber l’estimation des parame`tres. La robustesse de l’algorithme propose´ est un axe
de travail inte´ressant.
Choix des descripteurs
Nous avons de´cide´ de travailler avec les coefficients de scattering de Mallat suite aux e´tudes
empiriques de classification mene´es sur nos images. Une e´tude comparative sur les performances
de la chaˆıne entie`re avec les descripteurs de Mallat (paragraphe 4.3.2) ou avec des descripteurs de
Simoncelli/Portilla (4.3.1) permettrait de mieux justifier ce choix.
D’autre part, nous avons re´duit la dimension de ces descripteurs de 417 a` 10 par analyse en
composantes principales. Nous aurions e´galement pu se´lectionner, de`s la de´finition des descripteurs,
les dix les plus adapte´s a` notre proble`me. Par exemple, quels sont les descripteurs qui sont les plus
discriminants en pre´sence d’une cible ? Quels sont ceux qui expliquent le mieux nos donne´es ? Nous
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pourrions, pour cela, appliquer la the´orie de la se´lection de mode`les pour ne conserver que les
variables pertinentes ([Mey12],[Dev15]).
Classification
Nous avons obtenu 8 classes en appliquant l’algorithme CEM sur les vecteurs contenant les des-
cripteurs de Mallat pour notre base d’apprentissage. Nous avons vu que certaines classes e´taient as-
sez bien caracte´rise´es : la classe 5 correspond aux bords de nuage par exemple. Un travail inte´ressant
consisterait a` caracte´riser chacune des 8 classes obtenues.
Il semble e´galement que certaines pourraient eˆtre regroupe´es. La pe´nalite´ applique´e est peut eˆtre
encore trop faible. Comme pour le crite`re pe´nalise´ du chapitre 3, celui du chapitre 4 pour la
classification me´riterait une analyse plus approfondie.
De´tection
De´tection spatio-temporelle : Notre chaˆıne de de´tection ne prend pas en compte l’aspect
temporel du proble`me. Par exemple, nous pourrions effectuer notre de´tection sur plusieurs images
de la meˆme se´quence puis utiliser l’aspect temporel pour faciliter la de´tection. Nous utiliserions
alors des techniques de Track Before Detect (TBD) ou de Track After Detect (TAD).
Performances : Nous avons compare´ notre algorithme a` l’e´tat de l’art chez TOSA puisque notre
objectif principal e´tait d’ame´liorer ses performances sur fonds complexes. Il serait toutefois tre`s
inte´ressant de comparer notre algorithme a` d’autres algorithmes prenant en compte la corre´lation
spatiale comme celui propose´ par Genin lors de sa the`se par exemple [Gen13].
Association d’algorithmes
Nous avons vu dans le chapitre 4 que les deux algorithmes compare´s avaient des performances
comple´mentaires. L’extension la plus naturelle consiste a` associer ces deux algorithmes. En pra-
tique, l’algorithme applique´ de´pendrait de la classe a` laquelle appartient le patch traite´. Cette
association peut se faire tre`s facilement puisque nous disposons de´ja` du crite`re de choix entre les
deux algorithmes graˆce au classifieur que nous avons fabrique´ au chapitre 4.
Le sche´ma suivant pre´sente la chaˆıne de de´tection prenant en compte cette association d’algo-
rithmes. Nous pourrions bien suˆr le ge´ne´raliser a` plus de deux algorithmes, ide´alement un par
classe.
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Annexe A
Ide´e de preuve pour l’algorithme
d’estimation sous contraintes
Pour un e´chantillonX1, ...,Xn, nous notons la matrice de covariance empirique Se ✏
1
n
2
➦
i✏1
tXiXi.
La log-vraisemblance s’exprime a` partir de cette matrice Se
g♣S,Σ" ✏ ✁ log♣det♣Σ"" ✁ tr♣Σ✁1Se",
sous la contrainte que Σ soit de la forme
d
➦
i✏1
ciTi (structure R).
Nous allons d’abord calculer la diffe´rentielle de la fonction g en tout point de la structure.
A.1 Calcul de la diffe´rentielle
Pour R $ GLn♣R" , DR det♣H" ✏ tr%
tcom♣R".H&.
Or, pour une matriceA quelconque,A.tcom♣A" ✏ det♣A".In doncDR det♣H" ✏ det♣R"tr%R
✁1.H&.
Par la formule des diffe´rentielles compose´es,
DR♣log♣det""♣H" ✏ Ddet♣R# log♣DR det♣H"" ✏
det♣R"tr%R✁1.H&
det♣R"
,
donc DR♣log♣det""♣H" ✏ tr%R
✁1.H&.
De plus, pour R $ GLn♣R", DRinv♣H" ✏ ✁R
✁1HR✁1.
La fonction trace e´tant line´aire, nous obtenons
DRg♣H" ✏ ✁tr♣R
✁1H" ' tr♣R✁1HR✁1Se"
✏ tr%♣R✁1SeR
✁1
✁R✁1"H&.
A.2 Recherche du maximum de vraisemblance
Nous ne pouvons cependant pas re´soudre directement DRg ✏ 0 et nous allons le faire de fac¸on
ite´rative. Supposons que l’on connaisse une matrice R proche de la matrice cherche´e. Nous avons
donc
❅h $ R , tr%♣R✁1SeR
✁1
✁R✁1"H& ✏ o♣1".
Nous essayons de trouver une nouvelle solution sous la forme R✶ ✏ R ' qD ou` q et D seront a`
pre´ciser. Nous avons alors
R✶ ✏ R' qD ✏ R♣Id' qR✁1D"
R✶✁1 ✏ ♣Id' qR✁1D"✁1R✁1
✏ ♣Id✁ qR✁1D ' o♣q""R✁1
✏ R✁1 ✁ qR✁1DR✁1 ' o♣q"
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CONTRAINTES
Nous souhaitons avoir tr ♣R✶✁1SeR
✶✁1
✁R✶✁1#H$ ✏ o♣1#. Calculons le membre de gauche.
R✶✁1SeR
✶✁1
✁R✶✁1 ✏ ♣R✁1 ✁ qR✁1DR✁1 & o♣q##Se♣R
✁1
✁ qR✁1DR✁1 & o♣q##
✁ R✁1 ✁ qR✁1DR✁1 & o♣q#
✏ R✁1SeR
✁1
✁ qR✁1SeR
✁1DR✁1 ✁ qR✁1DR✁1SeR
✁1
✁ R✁1 & qR✁1DR✁1 & o♣q#
✏ R✁1SeR
✁1
✁R✁1 ✁ q R✁1SeR
✁1
❧♦♦♦♦♦♠♦♦♦♦♦♥
R✁1"o♣1$
DR✁1 & qR✁1DR✁1SeR
✁1
❧♦♦♦♦♦♠♦♦♦♦♦♥
R✁1"o♣1$
✁ qR✁1DR✁1 & o♣q#
✏ R✁1SeR
✁1
✁R✁1 ✁ q R✁1DR✁1 &R✁1DR✁1 ✁R✁1DR✁1$ & o♣q#
✏ R✁1SeR
✁1
✁R✁1 ✁ qR✁1DR✁1 & o♣q#
tr ♣R✶✁1SeR
✶✁1
✁R✶✁1#H$ ✏ tr ♣R✁1SeR
✁1
✁R✁1#H$ ✁ qtr ♣R✁1DR✁1#H$ & o♣q#
✏ tr ♣R✁1SeR
✁1
✁R✁1 ✁ q♣R✁1DR✁1##H$ & o♣q#
✏ tr ♣R✁1SeR
✁1
✁R✁1RR✁1 ✁ q♣R✁1DR✁1##H$ & o♣q#
✏ tr ♣R✁1SeR
✁1
✁R✁1♣R& qD#R✁1#H$ & o♣q#
✏ tr ♣R✁1SeR
✁1
✁R✁1R✶R✁1#H$ & o♣q#
Finalement, nous pouvons fabriquer une nouvelle matrice proche de la matrice cherche´e en
re´solvant
❅H ( R tr ♣R✁1SeR
✁1
✁R✁1R✶R✁1#H$ ✏ 0 .
Annexe B
De´monstration du the´ore`me 2
Soit M♣P,S! une collection de mode`les pour lesquels l’hypothe`se ♣HP! et les hypothe`ses ♣Gm!
sont ve´rifie´es. Pour obtenir le conclusion de thore`me 2, nous souhaitons appliquer le the´ore`me de
Massart e´nonce´ au de´but du chapitre 3. Nous devons donc ve´rifier que nous sommes bien dans les
conditions de ce the´ore`me.
Nous devons donc montrer que le jeu d’hypothe`ses ♣HP! et ♣Gm! pour m " M♣P,S! entraˆıne le
jeu d’hypothe`ses HM♣P,S! et ♣Hm! pour m " M♣P,S!.
B.1 Hypothe`se (HM♣P,S! 
Pour un mode`le m ✏ ♣R1, ..., RP , Si1 , ..., SiP !, posons ρm ✏ ρR $ ⑤R⑤ log♣⑤S⑤! ou` la famille
♣ρR, R " P! est celle de´finie par l’hypothe`se ♣HP!. Alors,
➳
m"M♣P,S!
e✁ρm ✏
➳
m"M♣P,S!
e✁ρR✁⑤R⑤ log♣⑤S⑤! ✏
➳
R"P
e✁ρR
➳
i1,...,iP "S⑤R⑤
e✁⑤R⑤ log♣⑤S⑤! ✏
➳
R"P
e✁ρR
L’hypothe`se HM♣P,S! est donc bien ve´rifie´e.
Pour de´montrer que l’hypothe`se ♣Hm! est elle aussi ve´rifie´e pour tout mode`le m " M♣P,S!, nous
allons avoir besoin de la proposition 2 (pour montrer que l’hypothe`se ♣Gm! entraˆıne l’hypothe`se
♣H ✶m!) puis du lemme 1 (pour montrer que l’hypothe`se ♣H
✶
m! entraˆıne l’hypothe`se ♣Hm!).
B.2 De´monstration de la proposition 2
Pour majorer l’entropie a` crochets H
&'
♣ε,m!, nous allons chercher a` majorer la quantite´ N
&'
♣ε,m!.
Le mode`le m est un mode`le parame´trique donc il est de la forme m ✏ &fθ ✏ Np♣0,Σ♣θ!! , θ " Θ✉.
L’ensemble Θ est un ensemble de dimension d que l’on suppose borne´ : Θ ⑨
d
➧
i✏1
)mi,Mi*.
Nous cherchons a` construire un crochet )t✁θ , t
)
θ * de taille ε pour chaque fonction fθ du mode`le m.
Tre`s souvent dans la litte´rature, ces fonctions sont cherche´es sous la forme :
t✁θ ♣x! ✏ ♣1$ δ!
✁pΦp♣x⑤0, ♣1$ δ!
✁1Σ♣♣θ!!
t)θ ♣x! ✏ ♣1$ δ!
pΦp♣x⑤0, ♣1$ δ!Σ♣♣θ!!
ou` Φp♣.⑤0,Σ! est la densite´ d’un mode`le gaussien N♣0,Σ!.
δ et ♣θ sont des parame`tres a` choisir pour garantir que h2♣t✁θ , t
)
θ ! ↕ ε
2 et que t✁θ ↕ fθ ↕ t
)
θ .
B.2.1  t✁θ , t
!
θ ! crochet de taille ε
Nous allons calculer la taille du crochet )t✁θ , t
)
θ *.
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h2♣t✁θ , t
!
θ ! ✏ ♣1# δ!
p
# ♣1# δ!✁p ✁ 2# h2♣Φp♣.⑤0, ♣1# δ!Σ♣♣θ!!,Φp♣.⑤0, ♣1# δ!
✁1Σ♣♣θ!!
✏ ♣1# δ!p # ♣1# δ!✁p ✁ 2✂ 2
p
2
✂
♣1# δ! # ♣1# δ!✁1
✡
✁
p
2
✏ 2cosh♣p log♣1# δ!! ✁ 2# 2✁ 2cosh♣log♣1# δ!!✁
p
2 .
ou` la deuxie`me e´galite´ est obtenue graˆce a` la formule suivante
h2♣Φp♣.⑤0, ♣1# δ!Σ!,Φp♣.⑤0, ♣1# δ!
✁1Σ! ✏ 2✁ 2✂ 2
p
2
✂
♣1# δ! # ♣1# δ!✁1
✡
✁
p
2
.
Posons f♣x! ✏ 1✁ cosh♣x!✁
p
2 . Par une e´tude de la fonction f , on obtient
f✷♣x! ✏
p
2
cosh♣x!✁
p
2
✂
1✁
p
2
♣
p
2
# 1!
sinh♣x!
cosh♣x!
2✡
↕
p
2
.
Puisque f ✶♣0! ✏ 0 et f♣0! ✏ 0, on en de´duit, par inte´gration successive, que f♣x! ↕ p
2
x2
2
↕
p2
2
x2
2
.
Finalement 2✁ 2cosh♣log♣1# δ!!✁
p
2
↕
p2
2
log♣1# δ!2 et avec log♣1# δ! ↕ δ,on obtient
2✁ 2cosh♣log♣1# δ!!✁
p
2
↕
p2δ2
2
Posons de meˆme g♣x! ✏ cosh♣x! ✁ 1. Comme g✷♣x! ✏ cosh♣x! ↕ cosh♣c! pour x ( )0, c*, par
inte´gration successive, nous obtenons
❅δ tel que p log♣1# δ! ↕ c , 2cosh♣p log♣1# δ!! ✁ 2 ↕ cosh♣c!p2δ2.
Revenons alors a` la distance d’Hellinger entre les deux fonction t✁θ et t
!
θ .
h2♣t✁θ , t
!
θ ! ↕ cosh♣c!p
2δ2 #
p2δ2
2
↕
p2δ2
2
✂
1# 2cosh♣c!
✡
↕ 4p2δ2.
de`s que ⑤c⑤ ↕ 3
2
. Ainsi, quelque soit la valeur de ♣θ si on pose δ ✏ ε
2p
nous obtenons alors h2♣t✁θ , t
!
θ ! ↕
ε2.
Remarque. Nous avons bien p log♣1# ε
2p
! ↕
3
2
d’ou` cette valeur pour c.
B.2.2  t✁θ , t
!
θ ! contient fθ.
Cette partie est plus complique´e que la pre´ce´dente. Nous devons montrer qu’il existe un choix
judicieux de ♣θ garantissant que t✁θ ↕ fθ ↕ t
!
θ . Nous allons commencer par calculer les deux fractions
t
✁
θ
fθ
et fθ
t
!
θ
.
fθ
t!θ
✏
Φp♣x⑤0,Σ♣θ!!
♣1# δ!pΦp♣x⑤0, ♣1# δ!Σ♣♣θ!!
✏
1
♣1# δ!p
Φp♣x⑤0,Σ♣θ!!
Φp♣x⑤0, ♣1# δ!Σ♣♣θ!!
↕
1
♣1# δ!p
❞
⑤♣1# δ!Σ♣♣θ!!⑤
⑤Σ♣θ!⑤
↕ ♣1# δ!✁
p
2
❞
⑤Σ♣♣θ!!⑤
⑤Σ♣θ!⑤
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ou` la premie`re ine´galite´ est obtenue en appliquant la proposition 6 de Maugis et Michel [MM11].
Cette proposition ne´cessite que la matrice ♣1! δ"Σ♣♣θ" ✁ Σ♣θ" soit de´finie positive.
De fac¸on similaire, nous pouvons montrer que
t✁θ
fθ
↕ ♣1! δ"✁
p
2
❞
⑤Σ♣θ"⑤
⑤Σ♣♣θ"⑤
.
ou` cette fois c’est la matrice Σ♣θ" ✁ ♣1! δ"✁1Σ♣♣θ" qui doit eˆtre de´finie positive.
Pour tout parame`tre θ & Θ, nous devons donc construire un parame`tre ♣θ tel que
— la matrice ♣1! δ"Σ♣♣θ" ✁ Σ♣θ" est de´finie positive ;
— la matrice Σ♣θ" ✁ ♣1! δ"✁1Σ♣♣θ" est de´finie positive et
— la majoration suivante est ve´rifie´e :
♣1! δ"✁
p
2
↕
❞
⑤Σ♣♣θ"⑤
⑤Σ♣θ"⑤
↕ ♣1! δ"
p
2
Nous allons traduire ces trois conditions directement sur la distance entre θ et ♣θ.
Nous nous inte´ressons tout d’abord a` la dernie`re condition que l’on peut re´e´crire
✞
✞
✞
✞
log
✂
⑤Σ♣♣θ"⑤
⑤Σ♣θ"⑤
✡
✞
✞
✞
✞
↕ p log♣1! δ"
Or, la fonction θ '( log♣⑤Σ♣θ"⑤" est k.p-lispchitz et on peut donc remplacer la dernie`re condition
par
⑤⑤θ ✁ ♣θ⑤⑤ ↕
1
k
log♣1! δ".
C’est la deuxie`me hypothe`se faite sur le mode`le m qui va nous permettre de traduire les deux
premie`res conditions. Soit x un vecteur de Rp.
tx)♣1! δ"Σ♣♣θ" ✁ Σ♣θ"*x ✏ tx♣1! δ")Σ♣♣θ" ✁ Σ♣θ"*x! txδΣ♣θ"x.
Nous allons minimiser les deux termes se´pare´ment.
tx)Σ♣♣θ" ✁ Σ♣θ"*x → ✁⑤⑤⑤Σ♣♣θ" ✁ Σ♣θ"⑤⑤⑤.⑤⑤x⑤⑤2
txΣ♣θ"x → λ1♣θ".⑤⑤x⑤⑤
2
ou` λ1♣θ" est la plus petite valeur propre de Σ♣θ". Alors,
tx♣1! δ")Σ♣♣θ" ✁ Σ♣θ"*x! txδΣ♣θ"x → )✁♣1! δ"⑤⑤⑤Σ♣♣θ" ✁ Σ♣θ"⑤⑤⑤ ! δλ1♣θ"*.⑤⑤x⑤⑤
2.
Ainsi, si ♣θ est tel que
⑤⑤⑤Σ♣♣θ" ✁ Σ♣θ"⑤⑤⑤ ↕
δλ1♣θ"
1! δ
,
la matrice ♣1! δ"Σ♣♣θ" ✁ Σ♣θ" sera bien de´finie positive. Or, la fonction θ '( Σ♣θ" est k-lipchitz. Il
est donc suffisant que ♣θ ve´rifie la condition suivante
⑤⑤θ ✁ ♣θ⑤⑤ ↕
δλ1♣θ"
k♣1! δ"
.
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On raisonne de meˆme pour la matrice Σ♣θ! ✁ ♣1# δ!✁1Σ♣♣θ!.
tx$Σ♣θ! ✁ ♣1# δ!✁1Σ♣♣θ!%x ➙
δλ1♣θ! ✁ ⑤⑤⑤Σ♣♣θ! ✁ Σ♣θ!⑤⑤⑤
1# δ
⑤⑤x⑤⑤2
La deuxie`me condition peut elle eˆtre remplace´e par
⑤⑤θ ✁ ♣θ⑤⑤ ↕
δλ1♣θ!
k
.
Construction de la grille pour ♣θ
Remarquons tout d’abord que ❅δ ↕
❄
2 , δλ1♣θ"
1#δ
➙
λ1♣θ"
3
δ et log♣1# δ! ➙ δ
3
.
Les trois conditions de´finissant ♣θ peuvent eˆtre remplace´es par la condition suivante
⑤⑤θ ✁ ♣θ⑤⑤ ↕
1
6pk
min♣1, λ!ε.
ou` λ ✏ min
θ
λ1♣θ!.
Nous souhaitons donc construire une grille ♣θ1, ..., ♣θN♣ε" telle que
❅θ , Θ , ❉i , $1, N♣ε!% tel que ⑤⑤θ ✁ ♣θi⑤⑤ ↕
1
6pk
min♣1, λ!ε.
Cette grille permettra de fabriquer des crochets $t✁θi , t
#
θi
% de taille ε qui recouvreront tout le mode`le
m.
Comme nous souhaitons majorer N
$%
♣ε,m!, ce n’est pas la grille en elle-meˆme qui nous inte´resse
mais plutoˆt sa taille N♣ε! puisqu’en effet N
$%
♣ε,m! ↕ N♣ε!. Pour avoir la majoration la plus fine
possible de N
$%
♣ε,m!, nous voulons que cette grille soit la plus grossie`re possible, c’est-a`-dire avec
le moins de points possibles.
La famille ♣♣θ1, ..., ♣θN♣ε"! est en fait un recouvrement de taille
1
6pk
min♣1, λ!ε de l’ensemble Θ. Le
re´sultat suivant va permettre de majorer la taille de la grille N♣ε!.
Lemme 2 (Recouvrement et paquets de taille δ) Soit δ ↕
❄
2. On de´finit Ncov♣δ,Θ!, le
nombre de recouvrement de taille δ et Npack♣δ,Θ! , le nombre de paquets de taille δ par
Ncov♣δ,Θ! ✏ min .n, ❉♣x1, ..., xn! , Θ,❅x , Θ , ❉i , $1, n%, ⑤⑤x✁ xi⑤⑤ ↕ δ✉
Npack♣δ,Θ! ✏ max .n, ❉♣y1, ..., yn! , Θ,❅i, j , $1, n%, ⑤⑤yi ✁ yj ⑤⑤ ➙ δ✉
Alors,
Ncov♣δ,Θ! ↕ Npack♣δ,Θ!.
De´montrons ce re´sultat. Soit ♣y1, ..., yNpack♣δ,Θ"! un paquet de Θ de taille maximale. Puisqu’il est
de taille maximale, aucun point ne peut eˆtre ajoute´ a` cet ensemble afin d’y former un nouveau
paquet. Donc, pour tous les points x de Θ, il existe un point yi tel que ⑤⑤x ✁ yi⑤⑤ ↕ δ. L’ensemble
♣y1, ..., yNpack♣δ,Θ"! est donc un recouvrement de Θ. D’ou` le re´sultat.
Ainsi, en notant c ✏ 1
6k
min♣1, λ!, nous obtenons N
$%
♣ε,m! ↕ Ncov
✂
cε
p
✡
↕ Npack
✂
cε
p
✡
.
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Majoration de Npack
✂
cε
p
✡
On note y1, ..., yNpack les points de Θ apparaissant dans la de´finition de Npack
✂
cε
p
✡
. La re´union
de toutes les boules de centre yi et de rayon
cε
2p
, note´e B
✂
yi,
cε
2p
✡
, est contenue dans l’ensemble
Θ cε
2p
. De plus, ces boules sont disjointes. On a donc
Vol
✂Npack
↕
i✏1
B
✂
yi,
cε
2p
✡✡
↕ Vol
✂
Θ 
cε
2p
✡
Npack
✂
cε
p
✡
✂
✂
cε
2p
✡d
↕ Vol
✂
Θ 
cε
2p
✡
↕
d
➵
i✏1
#Mi ✁mi  cε%
↕ #max
i
♣Mi ✁mi'  c
❄
2%d
Npack
✂
cε
p
✡
↕ C♣Θ'dim♣m" ✂
✂
2p
cε
✡dim♣m"
On conclut alors que
H
#$
♣ε,m' ✏ log♣N
#$
♣ε,m'' ↕ log
✂
Npack
✂
cε
p
✡✡
↕ dim♣m'
✂
C  log
✂
p
ε
✡✡
.
B.2.3 De´monstration Lemme 1
Soit m un mode`le de la collection M♣P,S!. L’hypothe`se ♣Hm! porte sur l’entropie a` cro-
chet H
 !
♣ε,m!. Nous devons majorer cette entropie. Plus particulie`rement, nous allons majorer
N
 !
♣ε,m!.
Soit f une densite´ du mode`le m. Nous souhaitons construire un crochet de taille ε contenant f .
Comme le mode`le est un mode`le par morceaux, nous savons que f est de la forme f♣x! ✏
P
➧
j✏1
fj♣x
⑤j!
ou` chaque f
⑤j est une densite´ du mode`le Sij . Nous allons construire un crochet de taille ε a` partir
de crochet #t✁j , t
%
j $ de taille ηj pour chaque f⑤j .
Posons alors
t✁♣x! ✏
⑤R⑤
➵
j✏1
t✁j ♣x⑤j! et t
%
♣x! ✏
⑤R⑤
➵
j✏1
t%j ♣x⑤j!.
Nous allons montrer que, pour un choix particulier des coefficients ηj , le couple de fonctions ♣t
✁, t%!
est bien un crochet de taille ε et qu’il contient f . Tout d’abord, puisque chaque couple #t✁i , t
%
i $ est
un crochet pour la fonction f
⑤i,
❅j & #1, P $, t✁i ♣xi! ↕ fj♣x⑤j! ↕ t
%
i ♣xi!
donc t✁♣x! ↕ f♣x! ↕ t%♣x!.
et #t✁, t%$ est donc bien un crochet contenant f .
Calculons maintenant sa taille, c’est a` dire h2♣t✁, t%!. Pour cela, nous allons utiliser l’affinite´
d’Hellinger de´finie pour deux fonction f et g par A♣f, g! ✏
➩
R
❛
f♣x!g♣x!dx. On a donc h2♣f, g! ✏
2♣1✁A♣f, g!!. Alors,
h2♣t✁, t%! ✏ 2#1✁A♣t✁, t%!$ ✏ 2
✒
1✁
⑤R⑤
➵
i✏1
A♣t✁i , t
%
i !
✚
✏ 2
✒
1✁
⑤R⑤
➵
i✏1
✂
1✁
1
2
h2♣t✁i , t
%
i !
✡✚
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En utilisant l’ine´galite´ suivante
n
➧
i✏1
♣1✁ xi" ➙ 1✁
n
➦
i✏1
xi alors
h2♣t✁, t"" ↕ 2
✒
1✁ 1%
1
2
⑤R⑤
➳
i✏1
h2♣t✁i , t
"
i "
✚
↕
⑤R⑤
➳
i✏1
h2♣t✁i , t
"
i " ↕
R
➳
i✏1
η2i .
Ainsi, si on choisit η2i ✏
ε2#♣Ri%
2
➦
⑤R⑤
i✏1#♣Ri%
2
, le crochet 't✁, t"( est bien de taille ε et contient f .
Cette construction de crochets pour f , a` partir de crochets pour chaque fonction f
⑤j permet aussi
de majorer le nombre de crochets de taille ε du mode`le m.
N
&'
♣ε,m" ↕
⑤R⑤
➵
j✏1
N
&'
✂
ε#♣Rj"
❜
➦
⑤R⑤
i✏1#♣Ri"
2
, Sij
✡
et donc H
&'
♣ε,m" ↕
⑤R⑤
➳
j✏1
H
&'
✂
ε#♣Rj"
❜
➦
⑤R⑤
i✏1#♣Ri"
2
, Sij
✡
.
On applique l’hypothe`se du lemme 1 pour conclure que
H
&'
♣ε,m" ↕
⑤R⑤
➳
i✏1
dim♣Sij "
✂
C % log
✂
❜
➦
⑤R⑤
i✏1#♣Ri"
2
ε
✡✡
↕ dim♣m"
✂
C % log
✂
M2
ε
✡✡
ou` la dernie`re ine´galite´ est obtenue car
➦
⑤R⑤
i✏1#♣Ri"
2
↕ M2. On est alors dans les conditions du
lemme 2.
Nous pouvons maintenant appliquer un re´sultat de´montre´ par Le Pennec et Cohen dans [LPC13].
Lemme 3 Soit m un mode`le tel que
❅ε → 0 , H
&'
♣ε,m" ↕ dim♣m"
✂
D % log
1
ε
✡
alors la fonction φm de´finie par
φm♣σ" ✏ σ
❛
dim♣m"
✂
❄
D %
❄
π %
❝
log
1
σ ❫ e✁1④2
✡
ve´rifie l’hypothe`se ♣Hm".
En appliquant ce lemme avec D ✏ C % log♣M2", nous obtenons la conclusion du lemme 1.
Conclusion
Nous avons de´montre´ que les hypothe`ses ♣HM" et toutes les ♣Hm" e´taient donc ve´rifie´es pour
notre collection M♣P,S". Nous pouvons donc applique´e le the´ore`me 1. Pour trouver la minorite´
de la pe´nalite´ annonce´e, nous avons majore´ la quantite´ σ2m %
ρm
n
.
— Le re´el σm est solution de φm♣σm" ✏
❄
nσm c’est a` dire
❝
dim♣m"
n
✂
❛
C % log♣M2" %
❄
π %
❝
log
1
σm ❫ e✁1④2
✡
✏ σm.
Si on pose σ✝ ✏
❜
dim♣m%
n
✂
❛
C % log♣M2" %
❄
π
✡
on a σ✝ ↕ σm.
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Or, la fonction x  ! φm♣x!
x
est de´croissante et donc
φm♣σm#
σm
↕
φm♣σ
✝
#
σ✝
σm ↕
❝
dim♣m#
n
✂
❛
C % log♣M2# %
❄
π %
❝
log
1
σ✝ ❫ e✁1④2
✡
— pour un mode`le m ✏ ♣R1, ..., RP , Si1 , ..., SiP #, ρm ✏ ρR % ⑤R⑤ log♣⑤S⑤# ✒ ⑤R⑤ puisque ρR est
proportionnelle a` la dimension de R pour les deux collections de partitions utilise´es. Ainsi,
ρm ↕ Cte.dim(m).
Nous pouvons donc majorer σ2m %
ρm
n
par
K
dim♣m#
n
✒
❛
C % log♣M2# %
❄
π %
❣
❢
❢
❢
❡
log
1
❜
dim♣m!
n
✂
❛
C % log♣M2# %
❄
π
✡
❫ e✁1④2
✚2
.
Annexe C
Autres de´monstrations du
chapitre 3
C.1 De´monstration de la proposition 4
Notons q ✏ #♣P ", le nombre de pixels pre´sents dans la zone P . Nous notons W au lieu de WP
pour de´signer la matrice des quatre plus proches voisins adapte´e a` la taille de P .
Hypothe`se 1. Soit f1 : ♣a, σ" #$ log♣det♣Σ♣a, σ""". Pour le calcul du de´terminant, nous allons
utiliser les valeurs propres de la matrice Σ qui s’e´crivent a` partir de celles de la matrice W . Notons
e1, ..., eq les valeurs propres de W et λ1, ..., λq celles de Σ. Alors,
❅i & ''1, q(( λi ✏ 1✁ aei,
det♣Σ♣a, σ"" ✏ σ2q
q
➵
i✏1
♣1✁ aei"
✁2.
On a donc une nouvelle expression pour f1 : f1♣a, σ" ✏ q log♣σ
2
" ✁ 2
q
➦
i✏1
log♣1✁ aei".
Soient ♣a, a✶" & '0, 1
4
✁ η( et ♣σ2, σ✶2" & 'v, V (.
⑤f1♣a, σ" ✁ f1♣a
✶, σ✶"⑤ ✏
✞
✞
✞
✞
q log
✂
σ2
σ✶2
✡
✁ 2
q
➳
i✏1
log
✂
1✁ aεi
1✁ a✶εi
✡
✞
✞
✞
✞
↕
✞
✞
✞
✞
q log
✂
σ2
σ✶2
✡
✞
✞
✞
✞
, 2
q
➳
i✏1
✞
✞
✞
✞
log
✂
1✁ aεi
1✁ a✶εi
✡
✞
✞
✞
✞
↕
q
v
⑤σ ✁ σ✶⑤ ,
2q
η
⑤a✁ a✶⑤
ou` on a utilise´ pour la dernie`re ine´galite´ que la fonction x #$ log♣x" est 1
v
-Lipschitz sur l’in-
tervalle 'v, V ( et que pour toute valeur de e, la fonction x #$ log♣1 ✁ xe" est elle 1
η
-Lisptchiz sur
l’intervalle '0, 1
4
✁ η(.
Finalement, en utilisant la norme infinie ⑤⑤♣a, σ" ✁ ♣a✶, σ✶"⑤⑤
✽
✏ max♣⑤σ ✁ σ✶⑤, ⑤a✁ a✶⑤", on obtient
⑤f1♣a, σ" ✁ f1♣a
✶, σ✶"⑤ ↕ q
✂
1
v
,
1
η
✡
⑤⑤♣a, σ" ✁ ♣a✶, σ✶"⑤⑤
✽
et la fonction ♣a, σ" #$ log♣det♣Σ♣a, σ""" est bien qk-lispchitz.
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Hypothe`se 2. Soit, maintenant, f2 : ♣a, σ! "# Σ♣a, σ!.
Soient ♣a, a✶! $ %0, 1
4
✁ η' and ♣σ2, σ✶2! $ %v, V '.
⑤⑤⑤f2♣a, σ! ✁ f2♣a
✶, σ✶!⑤⑤⑤ ✏ max
i✏1,...,q
✞
✞
✞
✞
σ2
♣1✁ aεi!2
✁
σ✶2
♣1✁ a✶εi!2
✞
✞
✞
✞
✏ max
i✏1,...,q
✞
✞
✞
✞
σ2
♣1✁ aεi!2
✁
σ✶2
♣1✁ aεi!2
*
σ✶2
♣1✁ aεi!2
✁
σ✶2
♣1✁ a✶εi!2
✞
✞
✞
✞
↕ max
i✏1,...,q
✒
1
♣1✁ aεi!2
⑤σ2 ✁ σ✶2⑤ * σ✶2
✞
✞
✞
✞
1
♣1✁ aεi!2
✁
1
♣1✁ a✶εi!2
✞
✞
✞
✞
✚
↕ ⑤σ2 ✁ σ✶2⑤ max
i✏1,...,q
1
♣1✁ aεi!2
* σ✶2 max
i✏1,...,q
✞
✞
✞
✞
1
♣1✁ aεi!2
✁
1
♣1✁ a✶εi!2
✞
✞
✞
✞
Pour toutes les valeurs de e , la fonction x "# 1
♣1✁xe$2
est k-lipschitz. Avec la norme infinie, on
obtient donc
⑤⑤⑤f2♣a, σ" ✁ f2♣a
✶, σ✶"⑤⑤⑤ ↕ k⑤⑤♣a, σ" ✁ ♣a✶, σ✶"⑤⑤
✽
.
La fonction ♣a, σ" %& Σ♣a, σ" est bien k-lispchitz.
C.2 Expression de la pseudo-vraisemblance pour un mode`le
SAR aux 4 ppv
Soit Y un champ gaussien centre´ sur une zone P de cardinal q suivant un mode`le SAR aux 4
plus proches voisins de parame`tres a et σ. Y est donc entie`rement de´termine´e par sa matrice de
covarianceΣ ✏ σ2♣Id✁ aW4"
✁2.
On de´finit la carte des 4, 8 ou 12 plus proches voisins note´es s4, s8 ou s12 de la fac¸on suivante :
❅♣i, j" ) **1, q++2 , s4♣i, j" ✏ Yi✁1,j , Yi#1,j , Yi,j✁1 , Yi,j#1
s8♣i, j" ✏ Yi✁1,j✁1 , Yi#1,j✁1 , Yi✁1,j#1 , Yi#1,j#1
s12♣i, j" ✏ Yi✁2,j , Yi#2,j , Yi,j✁2 , Yi,j#2
On peut alors montrer que pour tout point ♣i, j", la densite´ conditionnelle de la variable Yi,j sachant
tous les autres pixels (variable note´e Y i,j) est donne´e par
♣Yi,j ⑤Y
i,j
" ✏
❝
1, 4a2
2πσ2
exp
✂
✁
1, 4a2
2σ2
✂
Yi,j ✁
2a
1, 4a2
s1♣i, j" ,
a2
1, 4a2
s2♣i, j" ,
2a2
1, 4a2
s3♣i, j"
✡2✡
.
On en de´duit alors la valeur de la pseudo log-vraisemblance conditionnelle pour une re´alisation y
du champ centre´ Y.
PLV ♣y" ✏
q
2
log
✂
1, 4a2
2πσ2
✡
✁
1, 4a2
2σ2
➳
♣i,j%&''1,q((2
✂
yi,j ✁
2a
1, 4a2
s1♣i, j" ,
a2
1, 4a2
s2♣i, j" ,
2a2
1, 4a2
s3♣i, j"
✡2
On cherche ♣♣a, ♣σ" les estimateurs par maximum de pseudo log-vraisemblance des parame`tres a et
σ. En fixant a et en de´rivant par rapport a` σ, on montre que
♣σ2♣a" ✏
1, 4♣a2
M2
➳
♣i,j%&''1,q((2
✂
Yi,j ✁
2♣a
1, 4♣a2
s1♣i, j" ,
♣a2
1, 4♣a2
s2♣i, j" ,
2♣a2
1, 4♣a2
s3♣i, j"
✡2
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Pour obtenir ♣a, il nous reste alors a` maximiser la fonction
a  !
q
2
log
✂
1" 4a2
2π♣σ♣a$2
✡
✁
1" 4a2
2♣σ♣a$2
➳
♣i,j!"##1,q$$2
✂
Yi,j ✁
2a
1" 4a2
s1♣i, j$ "
a2
1" 4a2
s2♣i, j$ "
2a2
1" 4a2
s3♣i, j$
✡2
.
Graˆce a` la de´finition de ♣σ, on en de´duit que la valeur maximum de la pseudo log-vraisemblance est
log♣PV ♣Y,♣a, ♣σ$$ ✏
q
2
✒
log
✂
1" 4♣a2
2π♣σ♣a$2
✡
✁ 1
✚
.
Annexe D
Courbes COR pour un rapport
signal sur bruit fixe´
D.1 Classe 1
Figure D.1 – Courbes COR pour la classe 1 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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D.2 Classe 2
Figure D.2 – Courbes COR pour la classe 2 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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D.3 Classe 3
Figure D.3 – Courbes COR pour la classe 3 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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D.4 Classe 5
Figure D.4 – Courbes COR pour la classe 5 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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D.5 Classe 7
Figure D.5 – Courbes COR pour la classe 7 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
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D.6 Classe 8
Figure D.6 – Courbes COR pour la classe 8 pour les 5 probabilite´s de fausses alarmes e´tudie´es.
D.6. CLASSE 8 155
156 ANNEXE D. COURBES COR POUR UN RAPPORT SIGNAL SUR BRUIT FIXE´
Bibliographie
[Ach03] D. Achlioptas. Database-friendly random projections. Journal of Computers and
System Sciences, 66(4) :671–687, 2003.
[AM09] S. Arlot and P. Massart. Data-driven calibration of penalties for least squares re-
gression. Journal of Machine Learning Research, 10 :245–279, 2009.
[And73] T.W. Anderson. Asymptotically efficient estimation of covariance matrices with
linear structure. The Annals of Statistics, 1(1) :135–141, 1973.
[Arl07] S. Arlot. Re´e´chantillonnage et Se´lection de mode`les. PhD thesis, Universite´ Paris-Sud
11, 2007.
[Bau09] J-P. Baudry. Se´lection de mode`le pour la classification non supervise´e, Choix du
nombre de classes. PhD thesis, Universite´ Paris-Sud XI, 2009.
[BCG00] C. Biernacki, G. Celeux, and G. Govaert. Assessing a mixture model for clustering
with the integrated completed likelihood. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 22(7) :719–725, 2000.
[BCM05] A. Buades, B. Coll, and J-M. Morel. A non-local algorithm for image denoising.
IEEE Computer Society Conference on Computer Vision and Pattern Recognition,
pages 60–65, 2005.
[BCSAG08a] C. Biernacki, G. Celeux, J-F. Si Abdellah, and G. Govaert. High Performance Model-
Based Cluster and Discrimination Analysis, 2008.
[BCSAG08b] C. Biernacki, G. Celeux, J-F. Si Abdellah, and G. Govaert. MIXMOD Statistical
Documentation, 2008.
[Bes74] J. Besag. Spatial interaction and the statistical analysis of lattice systems. Journal
of the Royal Statistical Society, Series B, 36(2) :192–236, 1974.
[Bes77] J. Besag. Efficiency of pseudolikelihood estimation for simple gaussian fields. Bio-
metrika, 64(3) :616–618, 1977.
[BF92] J.R. Bunch and R.D. Fierro. A constant-false-alarm-rate algorithm. Linear Algebra
and Its Applications, 172 :231–241, 1992.
[BFSO84] L. Breiman, J. Friedman, C. Stone, and R. Olshen. Classification and Regression
Trees. Taylor and Francis, 1984.
[BHL03] Y. Baraud, S. Huet, and B. Laurent. Adaptive tests of linear hypothesis by model
selection. The Annals of Statistics, 31(1) :225–251, 2003.
[BK99] J. Bennett and A. Khotanzad. Maximum likelihood estimation methods for mul-
tispectral random field image models. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 21(6) :537–543, 1999.
[BLW82] J.P. Burg, D.G. Luenberger, and D.L. Wenger. Estimation of structured covariance
matrices. Proceedings of the IEEE, 70(9) :963–974, 1982.
[BM] J. Bruna and S. Mallat. Codes pour le calcul les coefficients de scattering. http:
//www.di.ens.fr/data/scattering/.
[BM01] E. Bingham and H. Mannila. Random projection in dimensionality reduction : Ap-
plications to image and text data. In Proceedings of the seventh ACM SIGKDD
International Conference on Knowledge Discovery, 2001.
157
BIBLIOGRAPHIE
[BM07] L. Birge and P. Massart. Minimal penalties for gaussian model selection. Probab.
Theory Related Fields, 138(1-2) :33–73, 2007.
[BM11] J. Bruna and S. Mallat. Classification with scattering operators. In IEEE Conference
on, 2011.
[BM13] J. Bruna and S. Mallat. Invariant scattering convolution network. IEEE Trans.,
54(5), 2013.
[BMM11] J-P. Baudry, C. Maugis, and B. Michel. Slope heuristics : Overview and implemen-
tation. Statistics and Computing, 22(2) :455–470, 2011.
[BN93] M. Basseville and I.V. Nikiforov. Detection of Abrupt Changes : Theory and Appli-
cations. Prentice-Hall, Inc., 1993.
[BT11] J. Bien and R. Tibshirani. Sparse estimation of a covariance matrix. Biometrika,
98(4) :807–820, 2011.
[CC09] D. Chafa¨ı and D. Concordet. A new method for the estimation of variance matrix
with prescribed zeros in nonlinear mixed effects models. Statistics and Computing,
19(2) :129–138, 2009.
[CDR07] S. Chaudhuri, M. Drton, and T.S. Richardson. Estimation of a covariance matrix
with zeros. Biometrika, 94(1) :199–216, 2007.
[CG92] G. Celeux and G. Govaert. A classification e.m. algorithm for clustering and two
staochastic versions. Computational Statistics and Data Analysis, 14 :315–332, 1992.
[Cha02] A. Chambaz. Detecting abrupt changes in random fields. ESAIM Probability and
Statistics, 6 :189–209, 2002.
[CJ83] G.R. Cross and A.K. Jain. Markov random field texture models. IEEE Transactions
on Pattern Analysis and Machine Intelligence, PAMI-5(1) :25–39, 1983.
[Cre93] N.A.C. Cressie. Statistics for Spatial Data. John Wiley and Sons, 1993.
[Dah12] R. Dahlhaus. Locally stationary processes. Handbook of Statistics, 30, 2012.
[Dev15] E. Devijver. Mode`le de me´lange pour la re´gression en grande dimension. PhD thesis,
Universite´ Paris Sud XI, 2015.
[DF00] B.S. Denney and R.J.P. Figueiredo. Optimal point target detection using adaptive
auto regressive background prediction. In Proc. SPIE 4048, 2000.
[DG03] S. Dasgupta and A. Gupta. A elementary proof of a theorem of johnson and lin-
denstrauss. Random Struictures and Algorithm, 22(1) :60–65, 2003.
[DK87] R. Dahlhaus and H. Ku¨nsch. Edge effects and efficient parameter estimation for
stationary random fields. Biometrika, 74(4) :877–882, 1987.
[DLR77] A.P. Demptser, N.M. Laird, and D.B. Rubin. Maximum likelihood from incomplete
data via the em algorithm. Journal of the Royal statistical Society, 39(1) :1–38, 1977.
[GBR03] F. Galland, N. Bertaux, and P. Re´fre´gier. Minimum desciption length synthetic
aperture radar image segmentation. IEEE Transactions on Image Processings, 12(9),
2003.
[GC05] A. Goldman and I. Cohen. Anomaly subspace detection based on a multi-scale
markov random field model. Signal Processing, 85(3) :463–479, 2005.
[Gen09] X. Gendre. Estimation par se´lection de mode`les en re´gression he´te´rosce´dastique.
PhD thesis, Universite´ de Sophia Antipolis, 2009.
[Gen13] L. Genin. De´tection d’objets de petite taille sur des se´quences ae´riennes ou satelli-
taires. PhD thesis, Universite´ Paris 13 Nord, 2013.
[Gen14] X. Gendre. Model selection and estimation of a component in additive regression.
ESAIM : Probability and Statistics, 18 :77–116, 2014.
[GG84] S. Geman and D. Geman. Stochastic relaxation, gibbs distribution, and the baye-
sian restoration of images. IEEE Transactions on Pattern Analysis and Machine
Intelligence, PAMI-6(6) :721–741, 1984.
BIBLIOGRAPHIE
[Guy82] X. Guyon. Parameter estimation for a stationary process on a d-dimensional lattice.
Biometrika, 69(1) :95–105, 1982.
[Guy07] X. Guyon. Statistiques spatiales. In Confe´rence S.A.D.A., 2007.
[HKC05] C. Hory, A. Kokaram, and W.J. Christmas. threshold learning from samples drawn
from the null hypothesis for the generalized likelihood ratio cusum test. In IEEE
international Workshop on Machine Learning for Signal Processing, 2005.
[HTF01] T. Hastie, R. Tibshirani, and J. Friedman. The Elements of Statistical Learning.
Springer, 2001.
[KC83] R.L. Kashyap and R. Chellappa. Estimation and choice of neighbors in spatial-
interaction models of images. IEEE Transactions on Information Theory, 29(1) :60–
72, 1983.
[Kel86] E.J. Kelly. An adaptive detection algorithm. IEEE Transactions on Aerospace and
Electronic Systems, AES-22(1), 1986.
[KMH05] H. Kim, B.K. Mallick, and C.C. Holmes. Analyzing nonstationary spatial data using
piecewise gaussian processes. Journal of the American Statistical Association, 100,
2005.
[KN12] W. Kleiber and D. Nychka. Nonstationary multivariate spatial covariance modeling.
Journal of Multivaraite Analysis, 112, 2012.
[Le´73] Le´vine. Fondements the´oriques de la radiotechnique statistique. MIR, 1973.
[Lav98] M. Lavielle. Optimal segmentation of random processes. IEEE Transactions on
Signal Processings, 46(5) :1365–1373, 1998.
[Lee98] T.C.M. Lee. Segmenting images corrupted by correlated noise. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 20(5) :481–492, 1998.
[LL00] C. Ludena and M. Lavielle. The multiple change-points problem for the spectral
distribution. Bernouilli, 6(5) :845–869, 2000.
[LPC13] E. Le Pennec and S. Cohen. Partition-based conditional density estimation. ESAIM,
Probability and Statistics, 17, 2013.
[Mas03] P. Massart. Concentration inequalities and model selection. Springer, 2003.
[Mas09] P. Massart. Se´lection de mode`le : de la the´orie a` la pratique. Journal de la SFDS,
149(4) :5–28, 2009.
[MB92] J.M.F. Moura and N. Balram. Recursive structure of noncausal gauss-markov ran-
dom fields. IEEE Transactions on Information Theory, 38(2) :334–354, 1992.
[McM56] B. McMillan. Two inequalities implied by unique decipherability. IEEE Trans.
Information Theory, 2(4) :115–116, 1956.
[MDC10] S. Matteoli, M. Diani, and G. Corsini. A tutorial overview of anomaly detection
in hyperspectral images. IEEE Transactions on Aerospace and Electronic Systems
Magazine, 25(7), 2010.
[Mey12] C. Meynet. Se´lection de variables pour la classification non supervise´e en grande
dimension. PhD thesis, Universite´ Paris Sud XI, 2012.
[Mic06] O.J.J. Michel. Cours d’introduction a` la the´orie de la de´tection. Laboratoire LUAN
CNRS, 2006.
[MM11] C. Maugis and B. Michel. A non asymptotic penalized criterion for gaussian mixture
model selection. ESAIM : Probability and Statistics, 15 :41–68, 2011.
[MRG85] A. Margalit, I.S. Reed, and R.M. Gagliardi. Adaptive optical target detection using
correlated images. IEEE Transactions on Aerospace and Electronic Systems, AES-
21(3) :394–405, 1985.
[Pas06] F. Pascal. De´tection et Estimation en Environnement Non Gaussien. PhD thesis,
Universite´ Paris X-Nanterre, 2006.
[PS] J. Portilla and E. Simonelli. Codes pour la synthe`se d’images avec les descripteurs
de portilla/simoncelli. http://www.cns.nyu.edu/lcv/texture/.
BIBLIOGRAPHIE
[PS00] J. Portilla and E.P. Simoncelli. A parametric model based on joint statistics of
complex wavelet coefficients. International Journal of Computer Vision, 40(1) :49–
71, 2000.
[PSWS03] J. Portilla, V. Strela, M.J. Wainwright, and E.P. Simoncelli. Image denoising using
scale mixture of gaussians in the wavelet domain. IEEE Transactions on Image
Processing, 12(11) :1338–1351, 2003.
[RH05] H. Rue and L. Held. Gaussian Markov Random Field : Theroy and Applications.
Chapman and Hall, 2005.
[Ris86] J. Rissanen. Stochastic complexity and modeling. The Annals of Statistics,
14(3) :1080–1100, 1986.
[Sar14] M. Sart. Estimation of the transition density of a markov chain. Annales de l’Institut
Henry Poincare´, Probabilite´s et Statistiques, 50(3), 2014.
[Sch78] G. Schwarz. Estimating the dimension of a model. Annals of Statistics, 6 :461–464,
1978.
[SF94] L. Scharf and B. Freidlander. Matched subspace detector. IEEE Transaction On
signal processing, 42(8), 1994.
[SF95] E.P. Simoncelli and W.T. Freeman. The steerable pyramid : A flexible architecture
for multi-scale derivative computation. In Proc 2nd IEEE Int’l Conf on Image Proc,
pages 444–447, 1995.
[Sim98] E.P. Simoncelli. Statistical models for images : Compression restoration and synthe-
sis. IEEE Computer Society, 1 :673–678, 1998.
[The14] J. Theiler. Transductive and matched-pair machine learning for difficult target de-
tection problems. Proc. SPIE, 2014.
[Uns95] M. Unser. Texture classification and segmentation using wavelet frames. IEEE
Transactions on Image Processing, 4(11) :1549–1560, 1995.
[Vap99] V.N. Vapnik. An overview of statistical learning theory. IEEE Transactions on
Neural Networks, 10(5) :988–999, 1999.
[Vas11] E. Vasquez. Techniques statistiques de de´tection de cibles dans des images infrarouges
inhomoge`nes en milieu maritime. PhD thesis, Aix Marseille Universite´, 2011.
[Ver09] N. Verzelen. Data-driven neighborhood selection of a gaussian field. Comput. Statist.
Data Anal, 54(5), 2009.
[Ver10] N. Verzelen. Adaptive estimation of stationary gaussian fields. Annals of Statistics,
38(3) :1363–1402, 2010.
[Vez78] G. Vezzosi. De´tection d’un signal dans un bruit auto-re´gressif gaussien. Ann.
Te´le´communications, 33(7/8), 1978.
[Whi54] P. Whittle. On stationary processes in the plane. Biometrika, 41(3/4) :434–449,
1954.
BIBLIOGRAPHIE
BIBLIOGRAPHIE
Index
Champ de Markov, 63
Courbes COR, 42
Crite`re ICL, 114
Distance d’Hellinger, 78
Divergence de Kullback-Liebler, 77
Entropie a` crochet, 78
Erreur de premie`re espe`ce, 32
Erreur de seconde espe`ce, 32
Heuristique de pente, 88
Intensite´ d’une cible, 36
Matrice de pre´cision, 56
Mode`le oracle, 77
Niveau d’un test, 34
Partitions re´cursives dyadiques, 82
Partitions re´cursives split, 84
Pixel, 34
Probabilite´ de de´tection, 35, 41
Probabilite´ de fausses alarmes, 35, 40
Puissance d’un test, 34
Rapport signal sur bruit, 46, 119
Stationnarite´, 56
Taux de de´tection, 45
Taux de fausses alarmes, 44
Test d’hypothe`ses, 31
Test de Neyman-Pearson, 34
Voisinage non pe´riodise´, 58
Voisinage pe´riodise´, 58
163
