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BASE PARTITION FOR MIXED FAMILIES OF FINITARY AND
COFINITARY MATROIDS
JOSHUA ERDE, J. PASCAL GOLLIN, ATTILA JOÓ, PAUL KNAPPE, AND MAX PITZ
Abstract. Let M = (Mi : i ∈ K) be a finite or infinite family consisting of matroids
on a common ground set E each of which may be finitary or cofinitary. We prove the
following Cantor-Bernstein-type result: If there is a collection of bases, one for each Mi,
which covers the set E, and also a collection of bases which is pairwise disjoint, then
there is a collection of bases which partitions E. We also show that the failure of this
Cantor-Bernstein-type statement for arbitrary matroid families is consistent relative to
the axioms of set theory ZFC.
1. Introduction
1.1. The main result. Our starting point and main motivation was the following problem
in infinite graph theory: Let G = (V,E) be a connected graph. Given a cardinal λ, a
family (Ti : i < λ) of spanning trees of G is called
• a λ-covering of G if the union of the E(Ti) is E,
• a λ-packing of G if the Ti are pairwise edge-disjoint, and
• a λ-partitioning of G if (E(Ti) : i < λ) is a partition of E.
Does the existence of a λ-covering and a λ-packing imply the existence of a λ-partitioning?
Recently, we have proved that this holds when λ is infinite [11]:
Theorem 1.1. Let λ be an infinite cardinal. Then a graph admits a λ-partitioning if and
only if it admits both a λ-packing and a λ-covering.
The point of departure for this paper is the natural question of whether the corresponding
result also holds for finite λ. Note that, when G is finite the result is clearly true, since
the existence of a λ-covering implies that G has so few edges that any λ-packing must be
a λ-partitioning. However, this argument fails when the edge set of G is infinite, even if λ
is finite.
As is often the case when considering spanning trees in graphs, there is a natural
generalisation of the problem to a question about bases in matroids, and indeed our proof
was influenced by this change in view. Recall that for every connected graph G = (V,E),
finite or infinite, there is a matroid M(G) with ground set E whose circuits are the subsets
of E given by the cycles of G, and whose bases are precisely the subsets of E given by
spanning trees of G. Every matroid of the form M(G) is finitary: it has the property that
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all of its circuits are finite. Recently, there has been a renewed interest in the theory of
infinite matroids, after Bruhn, Diestel, Kriesell, Pendavingh and Wollan [8] gave a set
of cryptomorphic axioms for infinite matroids which encompasses duality, generalising
the usual independent set-, bases-, circuit-, closure- and rank-axioms for finite matroids,
extending the work initiated by Higgs [12] and later continued by Oxley [13]. All the
necessary background about infinite matroids needed for this paper will be given in
Section 2.
Our earlier notions of packings, coverings and decompositions of graphs into spanning
trees have natural generalisations for matroids and moreover, as will be key in our proof,
for families of matroids on the same ground set.
Let M = (Mi : i ∈ K) be a family of matroids on the same ground set E. A family
(Bi : i ∈ K) where Bi is a base of Mi for each i ∈ K is called
• a base covering ofM if ⋃i∈K Bi = E,
• a base packing ofM if the Bi are pairwise disjoint,
• a base partitioning ofM if (Bi : i ∈ K) is a partition of E.
Before stating our main result we recall that a matroid is called cofinitary if its dual is
finitary, or equivalently, if all of its cocircuits are finite.
Theorem 1.2. LetM be a family of matroids on a common ground set E each of which
is either finitary or cofinitary. ThenM admits a base partitioning if and only if it admits
both a base covering and a base packing.
By considering the special case of Theorem 1.2 where K = λ for some cardinal λ and
each Mi is M(G) for the same connected graph G, we obtain the promised generalisation
of Theorem 1.1 where λ is allowed to be finite.
Corollary 1.3. Let λ be a cardinal. Then a graph admits a λ-partitioning if and only if
it admits both a λ-packing and a λ-covering.
The case |K| = 2 has the following reformulation by taking the dual of one of the two
matroids.
Corollary 1.4. LetMi be a finitary or cofinitary matroid on the ground set E for i ∈ {0, 1}.
If there are bases Bi, B′i of Mi such that B0 ⊆ B1 and B′1 ⊆ B′0, then M0 and M1 share a
base. 
Let us point out that the Cantor-Bernstein theorem mentioned in the abstract is
a special case of our main result. Indeed, the graph theoretic reformulation of the
Cantor-Bernstein theorem claims that if G = (V0, V1;E) is a bipartite graph admitting
a matching Fi ⊆ E that covers Vi for i ∈ {0, 1}, then it admits a perfect matching. We
describe the matchings in G as common independent sets of two partition matroids in the
usual way, i.e., for i ∈ {0, 1} let Mi be the finitary matroid on E whose circuits are the
edge pairs with a common vertex in Vi. Then Fi is a common independent set which is a
base of Mi and therefore Corollary 1.4 ensures the existence of a common base. Since G
cannot contain isolated vertices, a common base is precisely a perfect matching.
However, perhaps surprisingly, the generalisation of Theorem 1.2 (and even Corollary 1.4)
to families of arbitrary matroids is consistently false.
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Theorem 1.5. Assuming the Continuum Hypothesis, there is a countable matroid M such
that the matroid family consisting of two copies of M admits a base packing and a base
covering, but not a base partitioning.
1.2. Open questions. Our results give rise to a number of open questions. Undoubtedly
the most pressing one is whether Theorem 1.2 extends to more general matroid families
than finitary-cofinitary ones. A matroid is called tame if the intersection of any circuit
and cocircuit is finite. Tame matroids are the largest subclass of matroids where usually
“nice behaviour” is expected. For example the dual of a tame thin representable matroid is
always thin representable which may fail for general matroids, see [2]. Even more special
classes include the graphic matroids, tame matroids where every finite minor is graphic
in the usual sense, see [6], and the Ψ-matroids, graphic matroids that are related to the
Freudenthal compactification of locally finite graphs, see [4].
Question 1.6. Is the analogue of Theorem 1.2 true for tame matroids? If not, does it
hold for graphic matroids? If not, does it hold for Ψ-matroids?
Another natural generalisation of Theorem 1.2 concerns nearly (co-)finitary matroids
which were first introduced in [1]. For a matroid M , the finitarisation Mfin of M is the
matroid on the same ground set as M in which a set is independent if and only if all its
finite subsets are independent in M . We call a matroid M nearly finitary if whenever B′
is a base of Mfin and B is a base of M with B′ ⊇ B then B′ \B is finite. The definition
of nearly cofinitary is dual.
Question 1.7. Is the analogue of Theorem 1.2 true for families consisting only of nearly
finitary and nearly cofinitary matroids?
Our last question is motivated by Theorem 1.5.
Question 1.8. Is there a counterexample in ZFC to the analogue of Theorem 1.2 for
families of arbitrary matroids?
1.3. Structure of this paper. The paper is structured as follows. In Section 2 we will
give a short introduction to the theory of infinite matroids. Section 3 contains some
auxiliary results which are used in our proof of Theorem 1.2, which appears in Section 4.
Finally, we end in Section 5 with the proof of Theorem 1.5.
1.4. Sketch of the proof. Let us give a brief sketch of the structure of the proof of
Theorem 1.2. We describe first our strategy in the case when every Mi is finitary and,
furthermore, E = {en : n ∈ N} is countable and K is finite. We will construct the
desired partitioning (Bi : i ∈ K) by recursion. We will maintain, at each step n, a family
(Ini : i ∈ K) of subsets of E which can be extended to both a covering and a packing. More
precisely, there exists a covering (Ri : i ∈ K) such that Ri ⊇ Ini for every i ∈ K and there
also exists a packing (Pi : i ∈ K) with Pi ⊇ Ini . We call such a family feasible. During
the recursion the sets Ini will be ⊆-increasing in n for each i, and we will ensure that
en ∈ ⋃i∈K In+1i and en is spanned by In+1i in Mi for every i ∈ K. This will guarantee that
for every i ∈ K, if we let Bi be the union of sets Ini , then Bi is a base of Mi and, moreover,
the Bi partition E.
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In order to extend our family (Ini : i ∈ K) we will need to analyse how adding a single
edge to one Inj and leaving the other Ini unchanged can effect the feasibility of the family.
This is done in Subsection 3.2 and leads to the notion of tight sets. Then, in Subsection 3.3,
we build up the framework that we use in Subsection 3.4 to prove that a general step of
the recursion above can be done.
Reducing the size of the matroid family is due to a short trick (see Claim 4.1). The
reduction of the main result to countable matroids (via elementary submodel-type ar-
guments) is more involved and fills most of Section 4. Allowing non-finitary cofinitary
matroids in the family makes some of the definitions and arguments more complicated, for
example we need to build the bases Bi and their complements simultaneously during the
recursion in contrast to the “only finitary” case we described.
2. Infinite Matroids
In this section we will gather some basic facts about infinite matroids that are necessary
for this paper. Most of these facts are well-known for finite matroids. For a more detailed
introduction to the theory of infinite matroids see [3].
A pair (E, I) is a matroid if I ⊆ P(E) satisfies
(1) ∅ ∈ I;
(2) I is downward closed;
(3) For every I, B ∈ I, where B is ⊆-maximal in I and I is not, there is an x ∈ B \ I
such that I + x ∈ I;
(4) For every X ⊆ E, every I ∈ I ∩ P(X) can be extended to a ⊆-maximal element
of I ∩ P(X).
The sets in I are called independent while the sets in P(E) \ I are dependent. We note
that, when E is finite, (1)–(4) are equivalent to the usual axiomatisation of matroids in
terms of independent sets. The maximal independent sets are called bases and the minimal
dependent sets are called circuits. Every dependent set contains a circuit (which, in fact, is
non-trivial for infinite matroids). A matroid is called finitary if all of its circuits are finite.
Fact 2.1. A matroid is finitary if and only if for every ⊆-increasing chain of independent
sets the union of the chain is also independent.
One example of a finitary matroid is the finite cycle matroid of an infinite graph. That
is, if G = (V,E) is a connected infinite graph, then we can define a matroidM(G) = (E, I)
by letting I ∈ I if and only if I does not contain any finite cycle1 of G. It is straightforward
to show that (E, I) is an infinite matroid, and that the following facts are true:
• A set of edges I ⊆ E is independent if and only if it is a forest;
• A set of edges B is a base if and only if it is a spanning tree;
• A set of edges C is a circuit if and only if it is a finite cycle.
As with finite matroids, there is a notion of duality for infinite matroids. The dual of a
matroid M is the matroid M∗ on the same edge set whose bases are the complements of
the bases of M . A matroid is called cofinitary if its dual is finitary.
1The so-called topological cycles of a graph can be infinite and define a matroid. In the finite cycle
matroid only the finite such cycles (i.e., the usual graph theoretic cycles) are circuits.
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Given a matroid M = (E, I) and an X ⊆ E, the restriction of M to X is the matroid
(X, I ∩ P(X)) and it is denoted byM  X. For the restriction ofM to E \X we also write
M \X and call it the minor obtained by the deletion of X. We call the matroid (M∗  X)∗
the minor of M obtained by the contraction of X and denote it by M/X. For the matroid
obtained by the contraction of E \X we write M.X and call it the contraction of M
onto X. It is shown in [8] that all of these structures are indeed matroids and moreover, for
every disjoint X, Y ⊆ E, (M/X) \ Y = (M \ Y )/X. The minors of M are the matroids
of the form (M/X) \ Y as above. We note that the class of finitary (cofinitary) matroids
is closed under taking minors.
We also extend our notations to families of matroids. For a familyM = (Mi : i ∈ K)
of matroids on the same ground set E, we writeM\X,M  X,M/X orM.X, for the
families (Mi \X : i ∈ K), (Mi  X : i ∈ K), (Mi/X : i ∈ K) or (Mi.X : i ∈ K) respectively.
IfMi is a matroid on Ei for i ∈ K, then the direct sum ⊕i∈KMi of the matroidsMi is the
matroid on the disjoint union E := ⋃· i∈K Ei of the sets Ei in which I ⊆ E is independent
if and only if I ∩ Ei is independent in Mi for each i ∈ K.
For a matroid M = (E, I) and X ⊆ E, we say the matroid M ′ := M \X ⊕ (X, {∅}) is
obtained from M by declaring the edges in X to be loops. It is simple to check that this is
a matroid, and we note in particular that each e ∈ X is a loop in M ′.
We say X ⊆ E spans e ∈ E in matroid M if either e ∈ X or there exists a circuit C 3 e
with C − e ⊆ X. We denote the set of edges spanned by X in M by spanM(X). The
operator spanM is clearly extensive and increasing, and we note that it is also idempotent.
An S ⊆ E is spanning in M if spanM(S) = E.
The following is the dual statement to Fact 2.1.
Fact 2.2. A matroid is cofinitary if and only if for every ⊆-decreasing chain of spanning
sets the intersection of the chain is also spanning.
For a B ⊆ E the following are equivalent:
• B is a maximal independent set,
• B is a minimal spanning set,
• B is an independent spanning set.
Fact 2.3. [8, Lemma 3.7] If B0, B1 are bases of a matroid and |B0 \B1| < ℵ0, then
|B0 \B1| = |B1 \B0|.
Fact 2.4. If I is independent and spans e /∈ I, then there is a unique circuit C(e, I)
contained in I + e. For every f ∈ C(e, I), the set I − f + e is independent and spans the
same set as I.
3. Preparatory Lemmas
To allow ourselves some extra flexibility, we will broaden the concept for a base covering
and a base packing slightly, and define covering and packing. LetM = (Mi : i ∈ K) be a
family of arbitrary matroids (we will not restrict our scope to finitary-cofinitary families
unless explicitly stated) on the same ground set E. A family (Ri : i ∈ K) of subsets of E is
called a covering ofM if ⋃i∈K Ri = E and Ri is independent inMi for all i ∈ K. Similarly,
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(Pi : i ∈ K) is a packing ofM if the Pi are pairwise disjoint and Pi is spanning in Mi. It
is clear that there exists a covering (or packing, respectively) if and only if there is a base
covering (or base packing, respectively).
For brevity, when the familyM is clear from context we will simply write a covering
of X ⊆ E (or packing of X, respectively) to mean a covering (or packing, respectively) of
the familyM  X.
3.1. Augmenting paths. The algorithmic proof of the rank function formula for sums
of finite matroids by Edmonds and Fulkerson (see [10]) is a variation of the so-called
‘augmenting path method’ and has turned out to be an efficient tool in the theory of
infinite matroids as well. The difficulty of the generalisation to infinite matroids lies mainly
in finding the “right” formulation.
Suppose that (Ii : i ∈ K) is a family of pairwise disjoint sets such that Ii is independent
in Mi for all i ∈ K and suppose e ∈ E \ ⋃i∈K Ii. Roughly speaking, the next lemma tells
that either there is another such family (Ji : i ∈ K) of independent sets covering ⋃i∈K Ii + e
which is “finitely close” to the original family (Ii : i ∈ K) or there is a “witness” for the
non-existence of such sets Ji. Note that in contrast to the case of finite matroids, this
witness does not necessarily rule out the existence of a covering of ⋃i∈K Ii + e.
Lemma 3.1. Let (Ii : i ∈ K) be a family of pairwise disjoint sets such that Ii is independent
in Mi for all i ∈ K, and let e ∈ E \ ⋃i∈K Ii. Then exactly one of the following two
statements holds.
(1) There is a family of sets (Ji : i ∈ K) and a k ∈ K with the following properties:
(a) Ji is independent in Mi,
(b) Ji ∩ Jj = ∅ for i 6= j ∈ K,
(c) ⋃i∈K Ji = ⋃i∈K Ii + e,
(d) ∑i∈K |Ii M Ji| < ℵ0,
(e) spanMi(Ji) = spanMi(Ii) for i 6= k and spanMk(Jk − f) = spanMk(Ik) for
some f ∈ Jk.
(2) There exists an X ⊆ ⋃i∈K Ii for which Ii ∩X spans X + e in Mi for all i ∈ K.
Proof. Let us recall a well-known observation about exchanging multiple elements simulta-
neously in an independent set of a matroid.
Proposition 3.2. Let I be independent in a fixed matroid, let e0, . . . , en ∈ span(I) \ I
and f0, . . . , fn ∈ I with fm ∈ C(em, I) but fm /∈ C(e`, I) for ` < m ≤ n. Then
(I ∪ {e0, . . . , en}) \ {f0, . . . , fn}
is independent and spans the same set as I.
Proof. We use induction on n. The case n = 0 follows from Fact 2.4. Suppose that n > 0.
On the one hand, the set I − fn + en is independent and spans the same set as I. On the
other hand, C(em, I − fn + en) = C(em, I) for m < n because fn /∈ C(em, I) for m < n.
Hence by using the induction hypothesis for I − fn + en and e0, . . . , en−1, f0, . . . , fn−1 we
are done. 
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To show that at least one of (1) and (2) holds, we build an auxiliary digraph D = (V,A)
with V = E ∪K. For each i and each x ∈ E \ Ii we have (x, i) ∈ A if Ii + x is independent
in Mi, and otherwise we have (x, y) ∈ A for each y ∈ CMi(x, Ii)− x.
We call a directed path from e to K ⊆ V an augmenting path. Suppose first that there
is no augmenting path. Let X ′ ⊆ E be the set of vertices that are reachable from e in D.
Clearly e ∈ X ′ and by the construction of D if g ∈ X ′ and i ∈ K then either g ∈ Ii or
CMi(g, Ii) is well-defined and a subset of X ′. This implies that for X := X ′ − e the set
Ii ∩X spans X + e in Mi for i ∈ K.
Assume now that there is an augmenting path x0, . . . , xn+1 in D where x0 = e and
xn+1 = k ∈ K. By shortening the path we may assume that there is no “jumping arc”, i.e.,
(x`, xm) /∈ A for 1 ≤ `+ 1 < m ≤ n. We define J ′i as the symmetric difference of Ii and
{xm, xm+1 : xm+1 ∈ Ii}. The non-existence of jumping arcs ensures that Proposition 3.2 is
applicable for this simultaneous exchange at Ii. Hence J ′i is independent in Mi and spans
the same set as Ii. For i 6= k we let Ji := J ′i . The arc (xn, k) ∈ A witnesses that Ik + xn is
independent in Mk and hence so is J ′k + xn =: Jk because spanMk(Ik) = spanMk(J ′k). Thus
f := xn is suitable.
Suppose for a contradiction that both (1) and (2) hold. Then IXi := Ii ∩X is a base of
Mi  (X + e). The edge e witnesses that the independent sets JXi := Ji ∩ (X + e) cover
strictly more elements of X + e than the bases IXi . Since
∑
i∈K |Ii M Ji| < ℵ0, by the
pigeonhole principle there is some j ∈ K with
∣∣∣JXj \ IXj ∣∣∣ > ∣∣∣IXj \ JXj ∣∣∣ which contradicts
Fact 2.3 after extending JXj to a base of Mj  (X + e) in an arbitrary way. 
3.2. Tight sets. A family of matroidsM is tight ifM admits a covering and for every
such covering (Ri : i ∈ K) the set Ri is spanning in Mi for i ∈ K. To prove the tightness of
a familyM it is clearly enough to consider only disjoint coverings, i.e., coverings consisting
of pairwise disjoint sets.
Proposition 3.3. Each covering of a tight matroid familyM is a partitioning ofM.
Proof. Let (Ri : i ∈ K) be a covering of the tight matroid family M. Then each Ri
is independent and spanning in Mi which means it is a base of it. If e ∈ Ri ∩Rj for
some e ∈ E and i 6= j ∈ K then by replacing Ri with Ri − e we obtain a covering ofM
in which Ri − e is not spanning in Mi, contradicting the tightness ofM. 
A set X ⊆ E is tight with respect toM (shortlyM-tight), if the familyM  X is tight.
Observe that the empty set is always tight.
As mentioned, Lemma 3.1 does not give a witness for the impossibility of covering the
one extra edge e. Using the idea of tight sets we can give such a witness.
Lemma 3.4. Let e ∈ E and suppose thatM  (E − e) admits a covering. ThenM admits
a covering if and only if there is noM-tight set X ⊆ E − e for which e ∈ spanMi(X) for
every i ∈ K.
Proof. Assume that X ⊆ E − e is an M-tight set with e ∈ spanMi(X) for every i ∈ K.
Suppose for a contradiction that (Ri : i ∈ K) is a covering of E where e ∈ Rj for some j ∈ K.
Since (Ri ∩X : i ∈ K) is a covering of theM-tight set X, X ⊆ spanMj(Rj ∩X) and so,
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since e ∈ spanMj(X) ⊆ spanMj(Rj ∩ X) it follows that e ∈ spanMj(Rj ∩ X). However,
e ∈ Rj, contradicting the independence of Rj in Mj.
To prove the converse, first we need a terminology from [5]. We call a set W ⊆ E a
cowave with respect toM ifM.W admits a covering. Cowaves are closed under arbitrary
large unions: indeed, let W := ⋃α<κWα where Wα is a cowave for α < κ. We fix a
covering (Rα,i : i ∈ K) ofM.Wα for every α < κ. For each w ∈ W , let αw be the smallest
ordinal with w ∈ Wαw . We define Ri := {w ∈ W : w ∈ Rαw,i} for i ∈ K. Then it is easy
to see that (Ri : i ∈ K) is a covering ofM.W (for more details see [5, Lemma 4.3 & last
line, p. 179]).
Suppose thatM does not admit a covering. Let W be the union of the cowaves not
containing e. We show that X := (E − e) \W is anM-tight set with e ∈ spanMi(X) for
every i ∈ K, as desired. Note that there is no covering of (X + e). Indeed, if there were
a covering (R′i : i ∈ K) of (X + e) then, since there is a covering (Qi : i ∈ K) of M.W
and W = E \ (X + e), it would follow that (R′i ∪Qi : i ∈ K) is a covering of E, contra-
dicting the assumption thatM has no covering.
SinceM  (E − e) admits a covering, so doesM  X. Let (Ii : i ∈ K) be an arbitrary
disjoint covering of X. We apply Lemma 3.1 to (Ii : i ∈ K) and e, and note that (1) cannot
occur, since there is no covering of (X + e). Hence we get some set X ′ ⊆ X as in (2). We
claim that X ′ = X. Observe that X \X ′ is a cowave inM  (X + e) witnessed by the
sets Ii ∩ (X \X ′), since Ii ∩X ′ spans X ′ + e in Mi by Lemma 3.1. A covering ofM.W
together with the sets Ii ∩ (X \X ′) show that W ∪ (X \X ′) is a cowave inM. Since W
was the largest cowave it follows that X = X ′. Therefore, Ii ∩X ′ = Ii ∩X = Ii spans
X ′ + e = X + e in Mi for all i ∈ K. Since (Ii : i ∈ K) was an arbitrary disjoint covering
of X, the tightness of X follows. 
Using this we can characterise when an edge e is never contained in Rj, regardless of
the covering (Ri : i ∈ K) we consider.
Corollary 3.5. LetM = (Mi : i ∈ K) be a family of matroids on the same ground set E
admitting a covering and let e ∈ E. Then for all j ∈ K the following statements are
equivalent:
(i) e /∈ Rj holds for every covering (Ri : i ∈ K);
(ii) there exists anM-tight set X such that e ∈ spanMj(X) \X.
Proof. Assume statement (ii) holds for some j ∈ K and let (Ri : i ∈ K) be a covering
ofM. Since X isM-tight, Rj ∩X spans X, and hence e, in Mj. However, since Rj is
independent in Mj and e /∈ X we get that e /∈ Rj, as desired.
Now suppose that statement (i) holds for some j ∈ K. For i 6= j, let M ′i be the matroid
that we obtain from Mi by declaring e to be a loop and let M ′j := Mj. The resulting
matroid familyM′ does not admit a covering butM  (E − e) does. We apply Lemma 3.4
withM′ and e to obtain the desired X. 
Proposition 3.6. IfM is a family of matroids which admits a covering, then the class
ofM-tight sets is closed under arbitrary large unions and intersections.
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Proof. Firstly, suppose that Xα is an M-tight set for α < κ and let (Ri : i ∈ K) be an
arbitrary covering of ⋃α<κXα. Since (Xα ∩Ri : i ∈ K) is a covering of theM-tight set Xα,
we know that Xα ∩Ri spans Xα in Mi for i ∈ K. But then Ri spans ⋃α<κXα in Mi
for i ∈ K and hence ⋃α<κXα isM-tight.
Secondly, suppose that (Qi : i ∈ K) is a covering of ⋂α<κXα. Assume first that there
is a covering (Ri : i ∈ K) of ⋃α<κXα with Qi ⊆ Ri. Since ⋃α<κXα is tight, Ri spans⋃
α<κXα for i ∈ K and the sets Ri are pairwise disjoint by Proposition 3.3. The latter
implies that Ri ∩ (⋂α<κXα) = Qi for every i ∈ K. Suppose that e ∈ (⋂α<κXα) \Qj
for some j ∈ K and let C := CMj(e, Rj). Since Xα 3 e is M-tight for each α and
(Ri ∩Xα : i ∈ K) is a covering of it, we must have C − e ⊆ Rj ∩Xα. However, then
C − e ⊆ Rj ∩ (⋂α<κXα) = Qj. It follows that Qi spans ⋂α<κXα in Mi for i ∈ K.
Finally we show that actually every covering of ⋂α<κXα can be extended to a covering
of ⋃α<κXα. Indeed, sinceM admits a covering there is at least one covering (Qi : i ∈ K)
of ⋂α<κXα which extends to a covering (Ri : i ∈ K) of ⋃α<κXα. However then the sets
Ri \Qi form a covering of (M  ⋃α<κXα)/⋂α<κXα because we have seen that Qi spans⋂
α<κXα in Mi. But then every covering (Q′i : i ∈ K) of
⋂
α<κXα can be extended to a
covering of ⋃α<κXα witnessed by the sets Q′i ∪ (Ri \Qi) which completes the proof. 
Observation 3.7. IfM is a family of matroids which admits a covering and X isM-tight.
ThenM/X admits a covering and hence every covering of X can be extended to a covering
ofM.
3.3. Feasible extensions. In the proof of the main result Theorem 1.2 we will construct
the desired partitioning (Bi : i ∈ K) recursively by keeping track, for each i, of a set Ii of
edges which will belong to Bi, as well as a set Si ⊇ Ii such that edges not in Si will not
belong to Bi (briefly Ii ⊆ Bi ⊆ Si). As we proceed, the set Ii will grow and the set Si will
shrink, and the base Bi will be sandwiched in the middle. Clearly a basic requirement, if
this strategy is to succeed, is that Ii must be independent and Si must be spanning in Mi,
otherwise Bi cannot be a base. However, if (Bi : i ∈ K) is to be a partitioning, then these
pairs must satisfy stronger conditions.
Let us consider a family of ordered pairs F = (〈Ii, Si〉 : i ∈ K) where
• Ii ⊆ Si ⊆ E;
• Ii is independent and Si is spanning in Mi;
• Ii ∩ Ij = ∅ for i 6= j ∈ K; and
• ⋃i∈K Si = E.
We call such a family F covering-feasible with respect toM if there exists a covering
(Ri : i ∈ K) of M where Ii ⊆ Ri ⊆ Si for i ∈ K. We call such a covering F-compatible.
The definition of packing-feasible is analogous. Finally, F is feasible if it is covering-
feasible and packing-feasible. We say that F ′ = (〈I ′i, S ′i〉 : i ∈ K) is an extension of F if
Ii ⊆ I ′i ⊆ S ′i ⊆ Si holds for every i ∈ K.
Observation 3.8. Every feasible family F = (〈Ii, Si〉 : i ∈ K) admits a feasible extension
F ′ = (〈Ii, S ′i〉 : i ∈ K) for which S ′i ∩ Ij = ∅ whenever i 6= j. Choosing S ′i := Si \
⋃
j 6=i Ij
is appropriate.
10 JOSHUA ERDE, J. PASCAL GOLLIN, ATTILA JOÓ, PAUL KNAPPE, AND MAX PITZ
We define M(F) to be the matroid family (Mi(F) : i ∈ K) where we obtain Mi(F)
from Mi by contracting Ii, deleting
⋃
j 6=i Ij and declaring loops those remaining edges
which are not in Si. Note that each Mi(F) is a matroid on E \ ⋃j∈K Ij.
Observation 3.9. For a covering (Ri : i ∈ K) ofM(F), the family (Ri ∪ Ii : i ∈ K) is an
F-compatible covering ofM, and, vice versa, given an F-compatible covering (Ri : i ∈ K)
ofM the family (Ri \ ⋃j∈K Ij : i ∈ K) is a covering ofM(F).
Using our concept of tightness we can say when it is possible to extend a feasible F by
adding a particular edge e to Ij.
Corollary 3.10. Let F = (〈Ii, Si〉 : i ∈ K) be feasible and suppose that for e ∈ E \ ⋃i∈K Ii
the extension F ′ that we obtain by adding e to Ij is not covering-feasible. Then there is
anM(F)-tight set X 63 e that spans e in Mj(F).
Proof. It follows from Observation 3.9, that there is no covering (Ri : i ∈ K) of M(F)
with e ∈ Rj . But then Corollary 3.5 implies that there is anM(F)-tight set X spanning e
in Mj(F) as desired. 
The next lemma allows us to “eliminate” all the non-empty tight sets by taking a
suitable feasible extension.
Lemma 3.11. Let F = (〈Ii, Si〉 : i ∈ K) be feasible with respect toM, let X beM(F)-
tight and let (Ri : i ∈ K) be a covering of X inM(F). Then F ′ = (〈I ′i, Si〉 : i ∈ K) where
I ′i = Ii ∪Ri is a feasible extension of F with respect toM and I ′i spans X ∩ Si in Mi for
every i ∈ K.
Furthermore, if X is the ⊆-largestM(F)-tight set, then there is no non-emptyM(F ′)-
tight set.
Proof. We first note that, since X isM(F)-tight, it follows that Ri spans X in Mi(F)
and by Proposition 3.3 the Ri are pairwise disjoint. Hence by the definition of Mi(F) we
obtain that I ′i spans X ∩ Si in Mi.
To show the covering-feasibility of F ′, it is enough to find a covering forM(F ′) (see
Observation 3.9). Such a covering exists if and only if there is a covering ofM(F) which
extends (Ri : i ∈ K). Since X isM(F)-tight, Observation 3.7 guarantees a covering with
this property.
We turn to the proof of the packing-feasibility of F ′. Since F is packing-feasible, there
is an F-compatible packing (Pi : i ∈ K). Let P ′i := (Pi \X) ∪ I ′i for i ∈ K. Then P ′i is
spanning in Mi, since Pi is spanning in Mi and I ′i spans Si ∩X ⊇ Pi ∩X in Mi. Hence F ′
is also packing-feasible, and so feasible.
Finally, suppose that X is the ⊆-largest M(F)-tight set and Y is M(F ′)-tight. We
claim that X ∪ Y isM(F)-tight. Indeed, let (Qi : i ∈ K) be a covering of X ∪ Y inM(F),
which exists by Observation 3.9 and the feasibility of F . As before, since X is M(F)-
tight, the set Qi ∩X spans X in Mi(F). Therefore (Qi \X : i ∈ K) is a covering of Y
inM(F ′). Then, since Y isM(F ′)-tight, the set Qi \X spans Y in Mi(F ′). Hence, Qi
spans X ∪ Y in Mi(F) and so X ∪ Y isM(F)-tight. Thus by the maximality of X we
obtain Y = ∅. 
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3.4. The main lemmas. Recall that our strategy will be to construct a partitioning as
the ‘limit’, in some sense, of a sequence of feasible families F = (〈Ii, Si〉 : i ∈ K). In order
to guarantee that the family (Bi : i ∈ K) that we construct is actually a partitioning, we
will need to make sure that Bi is independent and spanning in each Mi and that the Bi
cover E and are disjoint. The disjointness of the Bi will follow from the fact that the Ii
are disjoint.
In the case where Mi is finitary the independence of Bi in Mi will follow from Fact 2.1.
For the other two properties, we can think of them as a collection of ‘tasks’: for each e ∈ E
we must make sure that e is contained in some Ii and that e is spanned in Mi by each Ii.
Hence the core of the proof will consist of the lemmas in this section, which will allow
us to extend a feasible family to include an edge e in ⋃ Ij, or to span an edge e by a
particular Ij if Mj is finitary.
Conversely, in the case where Mi is cofinitary, the fact that Bi is spanning in Mi will
follow from Fact 2.2. However we will need to make sure ‘by hand’ that Bi is independent
in this case. However, since Bi is independent in Mi if and only if E \Bi is spanning
in M∗i , we can also view this as a collection of ‘tasks’: for each e ∈ E we must make sure
that e is spanned in M∗i by E \ Si. Hence we will need a further lemma to ensure that we
can extend a feasible family to span an edge e by a particular E \ Sj if Mj is cofinitary.
These three lemmas will allow us to ensure that (Bi : i ∈ K) is indeed a partitioning.
Lemma 3.12. Let F = (〈Ii, Si〉 : i ∈ K) be feasible with respect toM and let e ∈ E. Then
there exists a feasible extension F ′ = (〈I ′i, Si〉 : i ∈ K) of F such that e ∈
⋃
i∈K I ′i.
Proof. By Lemma 3.11, we may assume that there is no non-empty M(F)-tight set.
Let P = (Pi : i ∈ K) be an F -compatible base packing. We may assume that e ∈ ⋃i∈K Pi,
as otherwise we take some j ∈ K such that e is not anMj(F)-loop (which exists by covering-
feasibility and Observation 3.9) and replace Pj by Pj + e− f for some f ∈ CMj(e, Pj)− e.
Suppose that e ∈ Pj and add e to Ij to obtain F ′. Then P is an F ′-compatible packing,
and so F ′ is packing-feasible, and by Corollary 3.10, since there is no non-emptyM(F)-
tight set and e is not an Mj(F)-loop, F ′ is also covering-feasible. 
Lemma 3.13. Let F = (〈Ii, Si〉 : i ∈ K) be feasible with respect to M, let e ∈ E and
assume that Mj is finitary for some j ∈ K. Then there exists a feasible extension
F ′ = (〈I ′i, Si〉 : i ∈ K) of F such that e is spanned by I ′j in Mj.
Proof. We take a triple consisting of a feasible extension F ′ of F , an F ′-compatible packing
P = (Pi : i ∈ K) and an I ⊆ (Pj \ I ′j) with e ∈ spanMj(I ∪ I ′j) in such a way that |I| is as
small as possible. Since Mj is finitary, |I| =: n ∈ N. If n = 0, then I ′j spans e in Mj and
hence F ′ is as desired. Suppose for a contradiction that n > 0 and let f ∈ I.
Adding f to I ′j results in a packing-feasible extension, since P is a witness for this.
However, it cannot be covering-feasible since otherwise the triple it forms with P and I − f
would contradict our choice.
Hence we may assume that adding f to I ′j results in an extension of F ′ which is not
covering-feasible. We conclude by Corollary 3.10 that there is anM(F ′)-tight set X which
spans f in Mj(F ′). Let (Ri : i ∈ K) be a covering of X inM(F ′). Applying Lemma 3.11
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to F ′, X and (Ri : i ∈ K), we get a feasible extension F ′′ = (〈I ′′i , Si〉 : i ∈ K) of F ′ such
that I ′′i spans X ∩ Si in Mi for i ∈ K. Hence, the system PX = ((Pi \X) ∪ I ′′i : i ∈ K)
is an F ′′-compatible packing. Let J be a maximal Mj/I ′′j -independent subset of I \X.
Then I ′′j ∪ J spans e inMj because I ′j ∪ I does and I ′′j ⊇ I ′j spans the edges X ∩ Sj ⊇ X ∩ I
in Mj. Furthermore, f /∈ J since the M(F ′)-tight X spans f in Mj(F ′) which implies
by f ∈ Sj that X spans f in Mj/I ′j and therefore so does I ′′j in Mj. Hence, |J | < |I| and
therefore the feasible extension F ′′ together with the F ′′-compatible packing PX and the
set J contradicts the choice of F ′, P and I. 
Lemma 3.14. Let F = (〈Ii, Si〉 : i ∈ K) be feasible with respect to M, let e ∈ E and
assume that Mj is cofinitary for some j ∈ K. Then there exists a feasible extension
F ′ = (〈Ii, S ′i〉 : i ∈ K) of F such that e is spanned by E \ S ′j in M∗j .
Proof. We reduce the statement to Lemma 3.13 using a dualisation argument. Let
M∗ = (M∗i : i ∈ K). Assume first that |K| = 2, say K={0,1}. Then (R0, R1) is a cov-
ering of M if and only if (E \R0, E \R1) is a packing of M∗ and the analogue state-
ment holds for packings. Therefore an F = (〈Ii, Si〉 : i ∈ K) isM-feasible if and only if
F∗ := (〈E \ Si, E \ Ii〉 : i ∈ K) is M∗-feasible. Thus we can simply apply Lemma 3.13
with F∗ andM∗, and “dualising back” the resulting extension.
For |K| > 2 the argument is essentially the same except that we need to overcome
some unpleasant technical difficulties. Namely if (Ri : i ∈ K) is a covering of M then
(E \Ri : i ∈ K) is usually not a packing ofM∗ when |K| > 2. Indeed, instead of being
pairwise disjoint, the sets E \Ri satisfy the weaker condition that each edge is missing from
at least one E \Ri. A similar problem occurs with the the dual object of packings. To fix
this, we use a technique from [5]. We define an auxiliary family M̂ = (M̂i : i ∈ K ∪ {K})
of matroids on the common ground set E ×K. For e ∈ E and i ∈ K the edge (e, j) is a
loop in M̂i whenever i 6= j ∈ K. A subset of E × {i} is independent in M̂i if and only if
its projection to the first coordinate is independent in M∗i . Finally, a set is defined to be
independent in MK if it meets {e} ×K in at most one element for every e ∈ E.
On the one hand, it follows directly from the definitions that if for an M-feasible
family F = (〈Ii, Si〉 : i ∈ K) we take Îi := (E \ Si)× {i}, Ŝi := (E \ Ii)× {i}, ÎK := ∅
and ŜK := E ×K, then F̂ :=
(〈
Îi, Ŝi
〉
: i ∈ K ∪ {K}
)
is M̂-feasible.
On the other hand, if some F̂ =
(〈
Îi, Ŝi
〉
: i ∈ K ∪ {K}
)
is M̂-feasible, then(〈
projE
[
(E × {i}) \ Ŝi
]
, projE
[
(E × {i}) \ Îi
]〉
: i ∈ K
)
isM-feasible. From this point the proof goes the same way as in the case |K| = 2 using M̂
instead ofM∗. 
4. Proof of the main result
The potentially uncountable size of K did not make any difference in the proofs so far
but now it would cause some technical difficulties which motivates the following claim.
Claim 4.1. Theorem 1.2 is implied by its special case where |K| = 3.
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Proof. LetM be as in Theorem 1.2. We build a new matroid familyM′ = (M ′0,M ′1,M ′2)
on the ground set E ×K such that M′ admits a packing/covering/partitioning if and
only ifM does. Furthermore, M ′0 will be finitary while M ′1 and M ′2 will be cofinitary.
First we take a copy M˜i of Mi on E × {i} via the bijection e 7→ (e, i) for i ∈ K. Let
F := {i ∈ K : Mi is finitary} and let M ′0 be the direct sum of the matroids M˜i for i ∈ F
together with the matroid (E × (K \ F ), {∅}). The construction of M ′1 is analogous, we
take the direct sum of the cofinitary copies together with (E×F, {∅}). Finally, we takeM ′2
to be the matroid whose set of circuits is {{e} ×K : e ∈ E}, or, in other words, the direct
sum of the duals of the 1-uniform2 matroids on {e} ×K for each e ∈ E. It is easy to
check directly from the definitions thatM′ has the desired property. Indeed, suppose for
example that (Ri : i ∈ K) is a covering ofM. Then we choose for each e ∈ E an ie ∈ K
such that e ∈ Rie . Then I0 :=
⋃
i∈F Ri × {i} is independent in M ′0, I1 :=
⋃
i∈K\F Ri × {i}
is independent in M ′1 and I2 :=
⋃
e∈E({e} ×K) \ {(e, ie)} is independent in M ′2. Moreover,
I0 ∪ I1 ∪ I2 = E ×K. The proof of the remaining implications are similarly easy and we
leave them to the reader. 
Proof of Theorem 1.2. By Claim 4.1, we may assume without loss of generality that K is
finite. Let F := {i ∈ K : Mi is finitary} as above. We apply transfinite induction on |E|.
If E is finite then every packing is a covering and every covering is a packing under the
assumption that both exist. Indeed, take a base packing. Suppose for a contradiction that
it is not a covering. Then the sum of the ranks of the matroids is strictly less than |E|.
But then there is no covering, which is a contradiction.
Let |E| = ℵ0 and let us fix an enumeration {en : n ∈ N} of E. We build by recursion an
increasing sequence (Fn : n ∈ N) of feasible families where Fn = (〈Ini , Sni 〉 : i ∈ K). Let
I0i = ∅ and S0i = E for i ∈ K. Note that (〈I0i , S0i 〉 : i ∈ K) is feasible by the assumption
thatM admits a packing and a covering. We demand that for every n ∈ N
(1) en ∈ ⋃i∈K In+1i ,
(2) en is spanned by In+1i in Mi for i ∈ F ,
(3) en is spanned by E \ Sn+1i in M∗i for i ∈ K \ F ,
(4) Sni ∩ Inj = ∅ for j 6= i.
Each step of the recursion can be done by applying in order Lemma 3.12 to arrange for (1),
Lemma 3.13 to all i ∈ F and Lemma 3.14 to all i ∈ K \ F to ensure (2) and (3) (this
uses the finiteness of K), and Observation 3.8 for property (4). Let Bi :=
⋃∞
n=0 I
n
i for
each i ∈ K. We claim (Bi : i ∈ K) is the desired partitioning ofM.
Since the sets {Ini : i ∈ K} are pairwise disjoint for every n ∈ N, so are the sets Bi. Also,
by property (1), en is covered by some In+1i and hence by Bi as well. Therefore the sets Bi
form a partition of E. By property (4) it implies that Bi =
⋂∞
n=0 S
n
i for each i ∈ K.
It remains to show that Bi is a base of Mi for each i ∈ K. For i ∈ F , Bi is independent
by Fact 2.1 and by property (2), en is spanned by In+1i ⊆ Bi in Mi for each n. Hence Bi is
a basis ofMi for i ∈ F . For i ∈ K \ F , Bi = ⋂∞n=0 Sni is spanning for i ∈ K \ F by Fact 2.2,
and by property (3) en is spanned by E \ Sn+1i ⊆ E \Bi in M∗i for i ∈ K \ F . Hence Bi
is a basis of Mi for i ∈ K \ F . This completes the proof of the countable case.
2A matroid is 1-uniform if a set is independent if and only if it has at most 1 element.
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Suppose κ := |E| > ℵ0. Let (Ri : i ∈ K) be a base covering ofM and let (Pi : i ∈ K)
be a base packing. We construct an increasing continuous chain 〈Eα : α ≤ κ〉 of subsets
of E where
(i) E0 = ∅,
(ii) Eκ = E,
(iii) |Eα| < κ for α < κ,
(iv) Eα ∩Ri and Eα ∩ Pi spans Eα in Mi for i ∈ F ,
(v) Eα ∩ (E \Ri) and Eα ∩ (E \ Pi) spans Eα in M∗i for i ∈ K \ F .
Note that, sinceMi is finitary for i ∈ F and cofinitary for i ∈ K \ F and since K is finite,
restoring properties (iv) and (v) after adding some e to an Eα only requires adding some
countably many finite fundamental circuits and cocircuits to Eα, thus the construction of
such a chain above can be done by a straightforward transfinite recursion. Note that the
sets Eα := Eα+1 \ Eα (α < κ) form a partition of E. Let
Mαi :=
(Mi  Eα+1)/Eα if i ∈ F((M∗i  Eα+1)/Eα)∗ if i ∈ K \ F.
Lemma 4.2. For every α < κ the matroid familyMα := (Mαi : i ∈ K) on Eα admits a
covering and a packing.
Proof. Let Rαi := Ri ∩ Eα. We show that (Rαi : i ∈ K) is a covering of Mα. The non-
trivial part of the statement is that Rαi is independent in Mαi . Property (iv) ensures that
for i ∈ F , the set Ri ∩ Eα spans Eα in Mi, and hence Ri ∩ Eα remains independent after
the contraction of Eα in Mi. For i ∈ K \ F , we know by property (v) that Eα+1 \Ri
spans Eα+1 in M∗i . Thus Eα \Ri spans Eα in M∗i /Eα and hence in M∗i /Eα  Eα+1 as well.
By taking the dual it means that Eα ∩Ri is independent in Mαi . The proof of the fact
thatMα admits a packing is analogous. 
By applying Lemma 4.2 and then the induction hypothesis forMα (see property (iii)),
we may fix a partition (Bαi : i ∈ K) of Eα where Bαi is a base of Mαi . Note that the set
family {Bαi : α < κ, i ∈ K} forms a partition of E and hence so does the family (Bi : i ∈ K)
where Bi :=
⋃
α<κB
α
i . It remains to show that Bi is a base of Mi.
Lemma 4.3. For i ∈ K and α ≤ κ, Bi,α := ⋃β<αBβi is a base of
Mi  Eα if i ∈ FMi.Eα if i ∈ K \ F.
Proof. Let i ∈ F . By the construction, Bαi is a base of (Mi  Eα+1)/Eα. We know that Bi,α
is a base of Mi  Eα by induction. By combining these, we obtain that Bi,α+1 is a base
of Mi  Eα+1. At limit steps we obviously preserve the spanning property and i ∈ F
ensures that the independence as well. For i ∈ K \ F , we use the reformulation that
Eα \Bi,α is a base of M∗i  Eα for every α which can be proved the same way. 
Lemma 4.3 tells for α = κ that Bi is a base of Mi which completes the proof. 
5. A consistency result
To prove our relative consistency result Theorem 1.5, we recall that a matroid is called
uniform if whenever I is independent with e ∈ I and f ∈ E \ I, then I − e+ f is also
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independent. We also recall that the reaping number r (also called the refinement number)
is the least cardinal such that there exists a family (Ai : i < r) of infinite subsets of N for
which there is no bipartition of N that splits each Ai into two infinite pieces, see [14]. Clearly
ℵ0 < r ≤ 2ℵ0 , and hence under the Continuum Hypothesis we have r = 2ℵ0 . However, the
same conclusion also holds for example under Martin’s Axiom. On the other hand, also
r < 2ℵ0 is consistently true, see [9, 14].
Theorem 5.1. If r = 2ℵ0 then there is a uniform matroid U on N such that the matroid
family consisting of two copies of U admits a packing and a covering, but not a partitioning.
This section is devoted to the proof of Theorem 5.1. It is based on a construction
of Bowler and Geschke in [7]. Among other results they showed that the existence of
a matroid admitting two bases with different infinite sizes is consistent with ZFC (and
actually independent of ZFC).
Proof of Theorem 5.1. Let us denote the set of the infinite and (simultaneously) co-infinite
subsets of a set X by P∗(X) and we write X ⊆∗ Y if |X \ Y | < ℵ0. We construct a
B ⊆ P∗(N) which is a set of the bases of a desired U . Conditions (1)–(3) in the following
list are expressing that B is the set of the bases of a uniform matroid on N (see [7]),
whereas (4) and (5) guarantee that U admits a packing and a covering but not a partitioning.
(1) The elements of B are pairwise ⊆-incomparable.
(2) Whenever e ∈ B ∈ B and f ∈ N \B, then B − e+ f ∈ B.
(3) For every I ⊆ X ⊆ N, there is a B ∈ B such that one of the following holds:
(a) B ⊆ I
(b) I ⊆ B ⊆ X
(c) X ⊆ B
(4) There are no disjoint B,B′ ∈ B with B ∪B′ = N.
(5) There are R0, R1, P0, P1 ∈ B with R0 ∪R1 = N and P0 ∩ P1 = ∅.
Let us fix a well-order ≺ of the set A := {(I,X) : I ⊆ X ⊆ N} of type 2ℵ0 in which
(∅, I)  (I,X) for every I ⊆ X ⊆ N. Let {(Iα, Xα) : α < 2ℵ0} be the enumeration of A
given by ≺. We build the family B by transfinite recursion as the union of an increasing con-
tinuous chain
〈
Bα : α < 2ℵ0
〉
with |B0| , |Bα+1 \ Bα| ≤ ℵ0 for α < 2ℵ0 where Bα satisfies (1),
(2), (4), (5) and the restriction of (3) to the pairs {(Iβ, Xβ) : β < α} that we call (3)(α).
Let R0, R1 ⊆ N be such that they cover N and all the sets R0 \R1, R1 \R0, R0 ∩R1 are
infinite. We also pick disjoint sets P0, P1 ⊆ N such that all of P0, P1,N \ (P0 ∪ P1) have an
infinite intersection with any of R0 \R1, R1 \R0, R0 ∩R1. By defining B0 as the closure of
the set {R0, R1, P0, P1} under (2), we get neither ⊆-comparable sets nor two sets forming
a partitioning. Clearly the conditions cannot be ruined at limit steps. Suppose that Bα is
defined. If (3)(α + 1) is satisfied by Bα then let Bα+1 := Bα. Suppose that (3)(α + 1) is
not satisfied.
Claim 5.2. |Xα \ Iα| = ℵ0
Proof. By the choice of ≺, we know that (∅, Iα)  (Iα, Xα). The inequality must be strict
otherwise Iα = Xα = ∅ and hence Bα satisfies (3)(α+ 1) which is a contradiction. By the
induction hypothesis, the condition corresponding to (∅, Iα) is satisfied in Bα. Since Bα
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does not satisfy property (3)(α + 1), there is no B ∈ Bα with B ⊆ Iα. Therefore, we must
have a B ∈ Bα with B ⊇ Iα. If Xα \ Iα were finite, then property (2) and B would give a
B′ ∈ Bα with either B′ ⊇ Xα or Iα ⊆ B′ ⊆ Xα, both of which contradict the assumption
that Bα does not satisfy (3)(α + 1). 
Consider the set
F = {B ∩ (Xα \ Iα) : B ∈ Bα} ∪ {(Xα \ Iα) \B : B ∈ Bα}.
Since |F| ≤ |α| + ℵ0 < 2ℵ0 and r = 2ℵ0 , there is a G ∈ P∗(Xα \ Iα) such that both G
and (Xα \ Iα) \G have an infinite intersection with each infinite element of F . Let
Bα := Iα ∪G and we extend Bα with all the sets
{Y ⊆ N : |Y \Bα| = |Bα \ Y | < ℵ0}
to obtain Bα+1. Properties (2) and (3)(α + 1) obviously hold for Bα+1. To show (1), it
is enough to prove that there is no B ∈ Bα for which B ⊆∗ Bα or Bα ⊆∗ B. Suppose for
a contradiction that B ⊆∗ Bα for some B ∈ Bα. Then B ∩ (Xα \ Iα) must be finite since
otherwise it contains infinitely many elements not contained by G. But then B ⊆∗ Iα
and by applying (2) we obtain a B′ ∈ Bα for which either B′ ⊆ Iα or Iα ⊆ B′ ⊆ Xα, thus
property (3)(α + 1) was satisfied in Bα, a contradiction. Ruling out the existence of
a B ∈ Bα with Bα ⊆∗ B is analogous.
To check (4), take an arbitrary B ∈ Bα. If B ∩ (Xα \ Iα) is infinite then the choice of G
guarantees that B ∩G is infinite and therefore B ∩Bα as well. If B ∩ (Xα \ Iα) is finite,
then (Xα \ Iα) \ B is infinite and so is its intersection with (Xα \ Iα) \G by the choice
of G. Therefore N \ (B ∪Bα) is infinite. 
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