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Abstract. In this paper, we construct the Sato theory including the Hirota bilinear equations
and tau function of a new q-deformed Toda hierarchy(QTH). Meanwhile the Block type addi-
tional symmetry and bi-Hamiltonian structure of this hierarchy are given. From Hamiltonian
tau symmetry, we give another definition of tau function of this hierarchy. Afterwards, we ex-
tend the q-Toda hierarchy to an extended q-Toda hierarchy(EQTH) which satisfy a generalized
Hirota quadratic equation in terms of generalized vertex operators. The Hirota quadratic equa-
tion might have further application in Gromov-Witten theory. The corresponding Sato theory
including multi-fold Darboux transformations of this extended hierarchy is also constructed.
At last, we construct the multicomponent extension of the q-Toda hierarchy and show the
integrability including its bi-Hamiltonian structure, tau symmetry and conserved densities.
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1. Introduction
The Toda lattice and KP hierarchy are completely integrable systems which have many
important applications in mathematics and physics including the theory of Lie algebra rep-
resentation, orthogonal polynomials and random matrix model [1–5]. KP and Toda systems
have many kinds of reduction or extension, for example BKP, CKP hierarchy, extended Toda
hierarchy (ETH) [6, 7], bigraded Toda hierarchy (BTH) [8]- [14] and so on.
The q-calculus ( also called quantum calculus) traces back to the early 20th century. Many
mathematicians have important works in the area of q-calculus and q-hypergeometric series
[15, 16]. The q-deformation of classical nonlinear integrable system started in 1990’s by means
of q-derivative ∂q instead of usual derivative with respect to x in the classical system. As we
know, the q-deformed integrable system reduces to a classical integrable system when q goes to
1.
Several q-deformed integrable systems have been presented, for example the q-deformed
Kadomtsev-Petviashvili (q-KP) hierarchy is a subject of intensive study in the literature [17]-
[24]. Basing on a similar q-operator as q-KP hierarchy in [20, 21], the q-Toda equation was
studied in [25,26] but not for a whole hierarchy. This paper will be devoted to the further stud-
ies on the whole q-Toda hierarchy(QTH) and its extended hierarchy with logarithmic flows.
Adding additional logarithmic flows to the Toda lattice hierarchy, it becomes the extended
Toda hierarchy [6] which governs the Gromov-Witten invariant of CP 1. Therefore what is the
application in Gromov-Witten theory of the q-deformed extended Toda hierarchy becomes a
natural question which is one motivation for us to do this work. The extended bigraded Toda
hierarchy(EBTH) [9] is the extension of the bigraded Toda hierarchy (BTH) which includes
additional logarithmic flows [8,10]. The Hirota bilinear equation of the EBTH was equivalently
constructed in our early paper. One can also consider the bigraded extension of the extended
QTH which might be included in our future work.
The multicomponent 2D Toda hierarchy was considered from the point of view of the Gauss-
Borel factorization problem, non-intersecting Brownian motions and matrix Riemann-Hilbert
problem [31]- [34]. In fact the multicomponent 2D Toda hierarchy in [32] is a periodic reduction
of the bi-infinite matrix-formed two dimensional Toda hierarchy. The coefficients of the multi-
component 2D Toda hierarchy take values in complex finite-sized matrices. In this paper, we
also construct the multicomponent extension of the q-Toda hierarchy and show the integrability
including its bi-Hamiltonian structure, tau symmetry.
This paper is arranged as follows. In the next section we recall a factorization problem and
construct the Lax equations of the q-Toda hierarchy. In Section 3-7, we will give the Sato
theory of the q-Toda hierarchy (QTH) including Hirota bilinear equations, the tau function,
vertex operators and Hirota quadratic equations. Basing on the double dressing structure
of this hierarchy, the Block type Lie symmetry [14, 35] of the QTH was given in Section 8.
In Section 9-11, we generalize the Sato theory of the q-Toda hierarchy to the extended q-
Toda hierarchy(EQTH). To prove the integrability of this new extended hierarchy, the bi-
Hamiltonian structure and tau symmetry of the EQTH are constructed. In Section 12, the
multi-fold Darboux transformation of the EQTH was given which can produce new solutions
from seed solutions as used in [27–30]. In Section 13-15, we construct the multicomponent
extension of the q-Toda hierarchy and show the integrability including the bi-Hamiltonian
structure, tau symmetry and conserved densities of this matrix hierarchy.
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2. Factorization and dressing operators
Now we will consider the the shift operator Λq acting on these functions as (Λqg)(x) := g(qx),
i.e. Λq := e
ǫx∂x , q = eǫ. A Left multiplication by X is as XΛjq, (XΛ
j
q)(g)(x) := X(x) ◦ g(q
jx)
with defining the product (X(x)Λiq) ◦ (Y (x)Λ
j
q) := X(x)Y (q
ix)Λi+jq .
The Lie algebra
g =
{∑
j
Xj(x)Λ
j
q
}
,
has the following important splitting
g = g+ ◦ g−, (2.1)
where
g+ =
{∑
j≥0
Xj(x)Λ
j
q,
}
, g− =
{∑
j<0
Xj(x)Λ
j
q,
}
.
For the corresponding Lie group G whose Lie algebra is g, the splitting (2.1) leads us to
consider the following factorization of g ∈ G
g = g−1− ◦ g+, g± ∈ G± (2.2)
where G± have g± as their Lie algebras. G+ is the set of invertible linear operators of the form∑
j≥0 gj(x)Λ
j
q; while G− is the set of invertible linear operators of the form 1 +
∑
j<0 gj(x)Λ
j
q.
Then the set g of Laurent series in Λq as an associative algebra is a Lie algebra under the
standard commutator. Similar as [36], the factorization (2.2) belong to the big cell [4] and the
factorization is defined only locally to avoid the generation of additional problems connected
with these local aspects.
Now we introduce the following free operators W0, W¯0 ∈ G
W0 := e
∑
∞
j=0 tj
Λ
j
q
ǫj! , (2.3)
W¯0 := e
∑
∞
j=0 tj
Λ
−j
q
ǫj! , (2.4)
where tj ∈ C will play the role of continuous times.
We define the dressing operators W, W¯ as follows
W := S ◦W0, W¯ := S¯ ◦ W¯0, S ∈ G−, S¯ ∈ G+. (2.5)
Given an element g ∈ G and denote t = (tj), j∈N, one can consider the factorization problem
in G.
W ◦ g = W¯ , (2.6)
i.e. the factorization problem
S(t) ◦W0 ◦ g = S¯(t) ◦ W¯0. (2.7)
Observe that S, S¯ have expansions of the form
S = 1 + ω1(x)Λ
−1
q + ω2(x)Λ
−2
q + · · · ∈ G−,
S¯ = ω¯0(x) + ω¯1(x)Λq + ω¯2(x)Λ
2
q + · · · ∈ G+.
(2.8)
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Also we define the symbols of S, S¯ as S, S¯
S = 1 + ω1(x)λ
−1 + ω2(x)λ
−2 + · · · ,
S¯ = ω¯0(x) + ω¯1(x)λ + ω¯2(x)λ
2 + · · · .
(2.9)
The inverse operators S−1, S¯−1 of operators S, S¯ have expansions of the form
S−1 = 1 + ω′1(x)Λ
−1
q + ω
′
2(x)Λ
−2
q + · · · ∈ G−,
S¯−1 = ω¯′0(x) + ω¯
′
1(x)Λq + ω¯
′
2(x)Λ
2
q + · · · ∈ G+.
(2.10)
Also we define the symbols of S−1, S¯−1 as S−1, S¯−1 as following
S
−1 = 1 + ω′1(x)λ
−1 + ω′2(x)λ
−2 + · · · ,
S¯
−1 = ω¯′0(x) + ω¯
′
1(x)λ+ ω¯
′
2(x)λ
2 + · · · .
(2.11)
The Lax operators L ∈ G of the q-deformed Toda hierarchy are defined by
L :=W ◦ Λq ◦W
−1 = W¯ ◦ Λ−1q ◦ W¯
−1, (2.12)
and have the following expansions
L = Λq + U(x) + V (x)Λ
−1
q . (2.13)
In fact the Lax operators L ∈ G are also be equivalently defined by
L := S ◦ Λq ◦ S
−1 = S¯ ◦ Λ−1q ◦ S¯
−1. (2.14)
3. Lax equations of QTH
In this section we will use the factorization problem (2.6) to derive Lax equations. Let us
first introduce some convenient notation on the operators Bj defined as follows
Bj :=
Lj+1
(j + 1)!
. (3.1)
Now we give the definition of the q-Toda hierarchy(QTH).
Definition 1. The q-Toda hierarchy is a hierarchy in which the dressing operators S, S¯ satisfy
following Sato equations
ǫ∂tjS = −(Bj)−S, ǫ∂tj S¯ = (Bj)+S¯. (3.2)
Then one can easily get the following proposition about W, W¯ .
Proposition 1. The dressing operators W, W¯ are subject to following Sato equations
ǫ∂tjW = (Bj)+W, ǫ∂tjW¯ = (Bj)+W¯ . (3.3)
From the previous proposition we derive the following Lax equations for the Lax operators.
Proposition 2. The Lax equations of the QTH are as follows
ǫ∂tjL = [(Bj)+,L]. (3.4)
To show the relation of the QTH and the q-KP type hierarchy [20–24], we will do the following
remark.
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Remark 1. The q-Toda hierarchy can be treated as a generalization of the q-KdV hierarchy [20]
in terms of the same multiplication shift operator Λq. The q-KP hierarchy in [21] is in fact a
more general generalization of the q-KdV hierarchy in [20] after rewriting the operator ∆q as
Λq−1. Therefore the q-Toda hierarchy can be treated as a special reduction of the q-KP hierarchy
in [21] in terms of an operator ∆q = Λq − 1 after a certain transformation. The operator Λq
in this paper is different from the q-derivative operator in [22–24] in which Dqf(x) =
f(qx)−f(x)
(q−1)x
which leads to a different hierarchy.
To see this kind of hierarchy more clearly, the q-Toda equations as the t0 flow equations will
be given in the next subsection.
3.1. The q-Toda equations. As a consequence of the factorization problem (2.6) and Sato
equations, after taking into account that S ∈ G− and S¯ ∈ G+, the t0 flow of L in the form of
L = Λq + U + V Λ
−1
q is as
ǫ∂t0L = [Λq + U, V Λ
−1
q ], (3.5)
which lead to q-Toda equation
ǫ∂t0U = V (qx)− V (x), (3.6)
ǫ∂t0V = U(x)V (x)− V (x)U(q
−1x). (3.7)
From Sato equation we deduce the following set of nonlinear partial differential-difference
equations{
ω1(x)− ω1(qx) = ǫ∂t1(e
φ(x)) · e−φ(x),
ǫ∂t1ω1(x) = − e
φ(x) e−φ(q
−1x) .
(3.8)
Observe that if we cross the first two equations, then we get
ǫ2∂2t1φ(x) = e
φ(qx) e−φ(x)− eφ(x) e−φ(q
−1x)
which is the q-Toda equation. To give a linear description of the QTH, we introduce wave
functions ψ, ψ¯ defined by
ψ =W · χ, ψ¯ = W¯ · χ¯, (3.9)
where
χ(z) := z
log x
ǫ , χ¯(z) := z−
log x
ǫ , (3.10)
and the “ · ” means the action of an operator on a function. Note that Λq · χ = zχ and the
following asymptotic expansions can be defined
ψ = z
log x
ǫ (1 + ω1(x)z
−1 + · · · )ψ0(z), ψ0 := e
∑
∞
j=1 tj
zj
ǫj! , z →∞,
ψ¯ = z−
log x
ǫ (ω¯0(x) + ω¯1(x)z + · · · ) ψ¯0(z), ψ¯0 := e
∑
∞
j=0 tj
z−j
ǫj! , z → 0.
(3.11)
We can further get linear equations in the following proposition.
Proposition 3. The wave functions ψ, ψ¯ are subject to following Sato equations
L · ψ = zψ, L · ψ¯ = zψ¯, (3.12)
ǫ∂tjψ = (Bj)+ · ψ, ǫ∂tj ψ¯ = (Bj)+ · ψ¯. (3.13)
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4. Hirota bilinear equations of the QTH
Basing on above, Hirota bilinear equations which are equivalent to Lax equations of the QTH
can be derived in following proposition.
Proposition 4. W and W¯ are wave operators of the q-Toda hierarchy if and only the following
Hirota bilinear equations hold
WΛrqW
−1 = W¯Λ−rq W¯
−1, r ∈ N. (4.1)
Proof. The proof is complicated but quite standard. One can refer the similar proofs in [7,9]. 
To give a description in terms of wave functions, following symbolic definitions are needed.
If the series have forms
W (x, t,Λq) =
∑
i∈Z
ai(x, t)Λ
i
q and W¯ (x, t,Λq) =
∑
i∈Z
bi(x, t)Λ
i
q,
W−1(x, t,Λq) =
∑
i∈Z
Λiqa
′
i(x, t) and W¯
−1(x, t,Λq) =
∑
j∈Z
Λjqb
′
j(x, t),
then we denote their corresponding left symbols W, W¯ and right symbols W−1, W¯−1 as fol-
lowing
W(x, t, λ) =
∑
i∈Z
ai(x, t)λ
i, W−1(x, t, λ) =
∑
i∈Z
a′i(x, t)λ
i,
W¯(x, t, λ) =
∑
i∈Z
bi(x, t)λ
i, W¯−1(x, t, λ) =
∑
j∈Z
b′j(x, t)λ
j .
With above preparation, it is time to give another form of Hirota bilinear equation(see following
proposition) after defining residue as Resλ
∑
n∈Z αnλ
n = α−1 using the similar proof as [3,7,9].
Proposition 5. Let S and S¯ are wave operators of the q-Toda hierarchy if and only if for all
m ∈ Z, r ∈ N , the following Hirota bilinear identity hold
Resλ
{
λr+m−1 W(x, t, λ)W−1(q−mx, t′, λ)
}
=
Resλ
{
λ−r+m−1W¯(x, t, λ) W¯−1(q−mx, t′, λ)
}
. (4.2)
To give Hirota quadratic function in terms of tau functions, we need to define and prove the
existence of the tau function of the QTH firstly in the next section.
5. Tau-functions of QTH
We firstly introduce the following sequences:
t− [λ] := (tj − ǫ(j − 1)!λ
j, 0 ≤ j ≤ ∞). (5.1)
A function τ ∈ C depending on the dynamical variables t and ǫ is called the tau-function of
the QTH if it provides symbols related to wave operators as following,
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S : =
τ(e−
ǫ
2x, tj −
ǫ(j−1)!
λj
, ǫ)
τ(e−
ǫ
2x, t, ǫ)
, (5.2)
S
−1 : =
τ(e
ǫ
2x, tj +
ǫ(j−1)!
λj
, ǫ)
τ(e
ǫ
2x, t, ǫ)
, (5.3)
S¯ : =
τ(e
ǫ
2x, tj + ǫ(j − 1)!λ
j, ǫ)
τ(e−
ǫ
2x, t, ǫ)
, (5.4)
S¯
−1 : =
τ(e−
ǫ
2x, tj − ǫ(j − 1)!λ
j, ǫ)
τ(e
ǫ
2x, t, ǫ)
. (5.5)
Proposition 6. Given a pair of wave operators S and S¯ of the QTH, there exists corresponding
invertible tau-functions.
Proof. Here, we shall note that the tau function τ(x, t) corresponding to the wave operators S
and S¯ is in fact τ(q−
1
2x, t).
The system is equivalent to:
log S =
(
exp
(
−ǫ
∞∑
j=0
j!λ−(j+1)∂tj
)
− 1
)
log τ,
log S¯ =
(
exp
(
ǫx∂x + ǫ
∞∑
j=0
j!λj+1∂tj
)
− 1
)
log τ.
Then using the standard method in [7,9] will help us to derive the existence of tau function of
this hierarchy.

After giving tau functions of the QTH, what is the Hirota bilinear equation in terms of the
tau function becomes a natural question which will be answered in the next section in terms of
vertex operators.
6. Vertex operators and Hirota quadratic equations
In this section we continue to discuss on the fundamental properties of the tau function of
the QTH, i.e., the Hirota quadratic equations of the QTH. So we introduce the following vertex
operators
Γ±a : = exp
(
±
1
ǫ
∞∑
j=0
tj
λj+1
(j + 1)!
)
× exp
(
∓
ǫ
2
x∂x ∓ [λ
−1]∂
)
,
Γ±b : = exp
(
±
1
ǫ
∞∑
j=0
tj
λ−j−1
(j + 1)!
)
× exp
(
∓
ǫ
2
x∂x ∓ [λ]∂
)
,
where
[λ]∂ : = ǫ
∞∑
j=0
j!λj+1∂tj .
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Theorem 1. The invertible τ(t, ǫ) is a tau-function of the QTH if and only if it satisfies the
following Hirota quadratic equations of the QTH.
Resλ λ
r−1
(
Γa ⊗ Γ−a
)
(τ ⊗ τ) = Resλ λ
−r−1
(
Γ−b ⊗ Γb
)
(τ ⊗ τ) (6.1)
computed at x = qlx′ for each l ∈ Z, r ∈ N.
Proof. We just need to prove that the Hirota quadratic equations are equivalent to the right
side in Proposition 5. By a straightforward computation we can get the following four identities
Γaτ = τ(q−
1
2x, t)W(x, t, λ)λlog x/ǫ, (6.2)
Γ−aτ = λ− log x/ǫW−1(x, t, λ)τ(q
1
2x, t), (6.3)
Γ−bτ = τ(q−
1
2x, t)W¯(x, t, λ)λx/ǫ, (6.4)
Γbτ¯ = λ− log x/ǫW¯−1(x, t, λ) τ(q
1
2x, t). (6.5)
The proof of four equations eq.(6.2)-eq.(6.5) can be derived by similar QTH as in [7, 9]. By
substituting four equations eq.(6.2)-eq.(6.5) into the Hirota quadratic equations (6.1), eq.(4.2)
is derived. 
Doing a transformation on the eq.(6.1) by λ→ λ−1, then the eq.(6.1) becomes
Resλ λ
r−1
(
Γa ⊗ Γ−a − Γ−a ⊗ Γa
)
(τ ⊗ τ) = 0 (6.6)
computed at x = qlx′ for each l ∈ Z, r ∈ N. That means
dλ
λ
(
Γa ⊗ Γ−a − Γ−a ⊗ Γa
)
(τ ⊗ τ) (6.7)
is regular in λ computed at x = qlx′ for each l ∈ Z. The eq.(6.7) i is exactly the q-version of
the Hirota quadratic equation of the Toda hierarchy as a corollary in [7].
7. Bi-Hamiltonian structure and tau symmetry
To describe the integrability of the QTH, we will construct the bi-Hamiltonian structure and
tau symmetry of the QTH in this section.
In this section, we will consider the QTH on Lax operator
L = Λq + u+ e
vΛ−1q , Λq = e
ǫx∂x . (7.1)
Then for f¯ =
∫
fdx, g¯ =
∫
gdx, we can define the hamiltonian bracket as
{f¯ , g¯} =
∫ ∑
w,w′
δf
δw
{w,w′}
δg
δw′
dx, w, w′ = u or v. (7.2)
The bi-Hamiltonian structure for the QTH can be given by the following two compatible Poisson
brackets similar as [6]
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{v(x), v(y)}1 = {u(x), u(y)}1 = 0,
{u(x), v(y)}1 =
1
ǫ
[
eǫ x∂x − 1
]
δ(x− y), (7.3)
{u(x), u(y)}2 =
1
ǫ
[
eǫ x∂xev(x) − ev(x)e−ǫx∂x
]
δ(x− y),
{u(x), v(y)}2 =
1
ǫ
u(x)
[
eǫ x∂x − 1
]
δ(x− y), (7.4)
{v(x), v(y)}2 =
1
ǫ
[
eǫ x∂x − e−ǫx∂x
]
δ(x− y).
For any difference operator A =
∑
k AkΛ
k
q , we define residue ResA = A0. In the following
theorem, we will prove the above Poisson structure can be as the Hamiltonian structure of the
QTH.
Theorem 2. The flows of the QTH are Hamiltonian systems of the form
∂u
∂tj
= {u,Hj}1, j ≥ 0, (7.5)
They satisfy the following bi-Hamiltonian recursion relation
{·, Hn−1}2 = n{·, Hn}1.
Here the Hamiltonians have the form
Hj =
∫
hj(u, v; ux, vx; . . . ; ǫ)dx, j ≥ 0, (7.6)
with
hj =
1
(j + 1)!
ResLj+1. (7.7)
Proof. The proof is similar as the proof in [6]. Here we will prove that the flows ∂
∂tn
are also
Hamiltonian systems with respect to the first Poisson bracket.
Suppose
Bn =
∑
k
an+1;k Λ
k
q , (7.8)
and from
∂L
∂tn
= [(Bn)+,L] = [−(Bn)−,L], (7.9)
we can derive equation
ǫ
∂u
∂tn
= an+1;1(qx)− an+1;1(x), (7.10)
ǫ
∂v
∂tn
= an+1;0(q
−1x)ev(x) − an+1;0(x)e
v(qx). (7.11)
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By
dh˜n =
1
(n+ 1)!
dRes
[
Ln+1
]
∼
1
n!
Res [LndL]
= Res
[
an;0(x)du+ an;1(q
−1x)ev(x)dv
]
, (7.12)
it yields the following identities
δHn
δu
= an;0(x),
δHn
δv
= an;1(q
−1x)ev(x). (7.13)
This agree with Lax equation
∂u
∂tn
= {u,Hn}1 =
1
ǫ
[
eǫ x∂x − 1
] δHn
δv
=
1
ǫ
(an;1(qx)− an;1(x)), (7.14)
∂v
∂tn
= {v,Hn}1 =
1
ǫ
[
1− eǫ x∂x
] δHn
δu
=
1
ǫ
[
an;0(q
−1x)ev(x) − an;0(x)e
v(qx)
]
. (7.15)
From the above identities we see that the flows ∂
∂tn
are Hamiltonian systems with the first
Hamiltonian structure. The recursion relation follows from the following trivial identities
n
1
n!
Ln = L
1
(n− 1)!
Ln−1 =
1
(n− 1)!
Ln−1L.
Then we get,
nan;1(x) = an−1;0(qx) + uan−1;1(x) + e
van−1;2(q
−1x)
= an−1;0(x) + u(qx)an−1;1(x) + e
v(q2x)an−1;2(x).
This further leads to
{u,Hn−1}2 = {
[
Λqe
v(x) − ev(x)Λ−1q
]
an−1;0(x) + u(x) [Λq − 1] an−1;1(q
−1x)ev(x)}
= n
[
an;1(x)e
v(qx) − an;1(q
−1x)ev(x)
]
.
This is exactly the recursion relation on flows for u. The similar recursion flow on v can be
similarly derived. The theorem is proved till now.

Similarly as [6], the tau symmetry of the QTH can be proved in the following theorem.
Theorem 3. The QTH has the following tau-symmetry property:
∂hm
∂tn
=
∂hn
∂tm
, m, n ≥ 0. (7.16)
Proof. Let us prove the theorem in a direct way
∂hm
∂tn
=
1
m!n!
Res[−(Ln)−,L
m]
=
1
m!n!
Res[(Lm)+, (L
n)−]
=
1
m!n!
Res[(Lm)+,L
n] =
∂hn
∂tm
. (7.17)
10
This theorem is proved. 
This property justifies another alternative definition of the tau function for the QTH.
Definition 2. The tau function τ of the QTH can also be defined by the following expressions
in terms of the densities of the Hamiltonians:
hn = ǫ(Λq − 1)
∂ log τ
∂tn
, n ≥ 0. (7.18)
8. Additional symmetry and Block algebra
In this section, we will put constrained condition eq.(2.14) into construction of the flows of
additional symmetries which form the well-known Block algebra.
With the dressing operators given in eq.(2.14), we introduce Orlov-Schulman operators as
following
M = SΓS−1, M¯ = S¯Γ¯S¯−1, (8.1)
Γ =
log x
ǫ
Λ−1q +
∑
n≥0
(n + 1)Λnq tn, Γ¯ =
− log x
ǫ
Λq. (8.2)
Then one can prove the Lax operator L and Orlov-Schulman operators M, M¯ satisfy the
following proposition.
Proposition 7. The Lax operator L and Orlov-Schulman operators M, M¯ of the QTH satisfy
the following
[L,M ] = 1, [L, M¯ ] = 1, (8.3)
∂tnM = [(Bn)+,M ], ∂tnM¯ = [(Bn)+, M¯ ], (8.4)
∂MmLk
∂tn
= [(Bn)+,M
mLk],
∂M¯mLk
∂tn
= [(Bn)+, M¯
mLk] (8.5)
Proof. One can prove the proposition by dressing the following several commutative Lie brackets
[∂tn −
Λn+1q
(n+ 1)!
,Γ]
= [∂tn −
Λn+1q
(n+ 1)!
,
log x
ǫ
Λ−1q +
∑
n≥0
Λnq
n!
tn]
= 0,
[∂tn , Γ¯] = [∂tn ,
− log x
ǫ
Λq] = 0.

We are now to define the additional flows, and further to prove that they are symmetries,
which are called additional symmetries of the QTH. We introduce additional independent vari-
ables t∗m,l and define the actions of the additional flows on the wave operators as
∂S
∂t∗m,l
= −
(
(M − M¯)mLl
)
−
S,
∂S¯
∂t∗m,l
=
(
(M − M¯)mLl
)
+
S¯, (8.6)
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where m ≥ 0, l ≥ 0. The following theorem shows that the definition (8.6) is compatible with
reduction condition (2.14) of the QTH.
Proposition 8. The additional flows (8.6) preserve reduction condition (2.14).
Proof. By performing the derivative on L dressed by S and using the additional flow about S
in (8.6), we get
(∂t∗
m,l
L) = (∂t∗
m,l
S) ΛS−1 + S Λ (∂tm,lS
−1)
= −((M − M¯)mLl)−S Λ S
−1 − S ΛS−1 (∂t∗
m,l
S) S−1
= −((M − M¯)mLl)−L+ L((M − M¯)
mLl)−
= −[((M − M¯)mLl)−,L].
Similarly, we perform the derivative on L dressed by S¯ and use the additional flow about S¯ in
(8.6) to get the following
(∂t∗
m,l
L) = (∂t∗
m,l
S¯) ΛS¯−1 + S¯ Λ (∂tm,l S¯
−1)
= ((M − M¯)mLl)+S¯ Λ
−1 S¯−1 − S¯ ΛS¯−1 (∂t∗
m,l
S¯) S¯−1
= ((M − M¯)mLl)+L − L((M − M¯)
mLl)+
= [((M − M¯)mLl)+,L].
Because
[M − M¯,L] = 0, (8.7)
therefore
∂L
∂t∗m,l
= [−
(
(M − M¯)mLl
)
−
,L] = [
(
(M − M¯)mLl
)
+
,L], (8.8)
which gives the compatibility of additional flow of QTH with reduction condition (2.14). 
Similarly, we can take derivatives on the dressing structure of M and M¯ to get the following
proposition.
Proposition 9. The additional derivatives act on M , M¯ as
∂M
∂t∗m,l
= [−
(
(M − M¯)mLl
)
−
,M ], (8.9)
∂M¯
∂t∗m,l
= [
(
(M − M¯)mLl
)
+
, M¯ ]. (8.10)
Proof. By performing the derivative on M given in (8.1), there exists a similar derivative as
∂t∗
m,l
L, i.e.,
(∂t∗
m,l
M) = (∂t∗
m,l
S) ΓS−1 + S Γ (∂t∗
m,l
S−1)
= −((M − M¯)mLl)−S Γ S
−1 − S ΓS−1 (∂t∗
m,l
S) S−1
= −((M − M¯)mLl)−M +M((M − M¯)
mLl)−
= −[((M − M¯)mLl)−,M ].
Here the fact that Γ does not depend on the additional variables t∗m,l has been used. Other
identities can also be obtained in a similar way. 
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By the two propositions above, the following theorem can be proved.
Theorem 4. The additional flows ∂t∗
m,l
commute with the q-Toda hierarchy flows ∂tn , i.e.,
[∂t∗
m,l
, ∂tn ]Φ = 0, (8.11)
where Φ can be S, S¯ or L, and ∂t∗
m,l
= ∂
∂t∗
m,l
, ∂tn =
∂
∂tn
.
Proof. According to the definition,
[∂t∗
m,l
, ∂tn ]S = ∂t∗m,l(∂tnS)− ∂tn(∂t∗m,lS),
and using the actions of the additional flows and the q-Toda flows on S, we have
[∂t∗
m,l
, ∂tn ]S = −∂t∗m,l ((Bn)−S) + ∂tn
(
((M − M¯)mLl)m−S
)
= −(∂t∗
m,l
Bn)−S − (Bn)−(∂t∗
m,l
S)
+[∂tn((M − M¯)
mLl)]−S + ((M − M¯)
mLl)−(∂tnS).
Using (8.6) and Proposition 7, it equals
[∂t∗
m,l
, ∂tn ]S = [
(
(M − M¯)mLl
)
−
, Bn]−S + (Bn)−
(
(M − M¯)mLl
)
−
S
+[(Bn)+, (M − M¯)
mLl]−S − ((M − M¯)
mLl)−(Bn)−S
= [((M − M¯)mLl)−, Bn]−S − [(M − M¯)
mLl, (Bn)+]−S
+[(Bn)−, ((M − M¯)
mLl)−]S
= 0.
In the proof above, [(Bn)+, ((M − M¯)
mLl)]− = [(Bn)+, ((M − M¯)
mLl)−]− has been used. The
action on L in the theorem can be proved in similar ways. 
The commutative property in Theorem 4 means that additional flows are symmetries of the
QTH. Since they are symmetries, it is natural to consider the algebraic structures among these
additional symmetries. So we obtain the following important theorem.
Theorem 5. The additional flows ∂t∗
m,l
form a Block type Lie algebra with the following relation
[∂t∗
m,l
, ∂t∗
n,k
] = (km− nl)∂∗m+n−1,k+l−1, (8.12)
which holds in the sense of acting on S, S¯ or L and m,n, l, k ≥ 0.
Proof. By using (8.6), we get
[∂t∗
m,l
, ∂t∗
n,k
]S = ∂t∗
m,l
(∂t∗
n,k
S)− ∂t∗
n,k
(∂t∗
m,l
S)
= −∂t∗
m,l
(
((M − M¯)nLk)−S
)
+ ∂t∗
n,k
(
((M − M¯)mLl)−S
)
= −(∂t∗
m,l
(M − M¯)nLk)−S − ((M − M¯)
nLk)−(∂t∗
m,l
S)
+(∂t∗
n,k
(M − M¯)mLl)−S + ((M − M¯)
mLl)−(∂t∗
n,k
S).
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We further get
[∂t∗
m,l
, ∂t∗
n,k
]S
= −
[ n−1∑
p=0
(M − M¯)p(∂t∗
m,l
(M − M¯))(M − M¯)n−p−1Lk + (M − M¯)n(∂t∗
m,l
Lk)
]
−
S
−((M − M¯)nLk)−(∂t∗
m,l
S)
+
[m−1∑
p=0
(M − M¯)p(∂t∗
n,k
(M − M¯))(M − M¯)m−p−1Ll + (M − M¯)m(∂t∗
n,k
Ll)
]
−
S
+((M − M¯)mLl)−(∂t∗
n,k
S)
= [(nl − km)(M − M¯)m+n−1Lk+l−1]−S
= (km− nl)∂∗m+n−1,k+l−1S.
Similarly the same results on S¯ and L are as follows
[∂t∗
m,l
, ∂t∗
n,k
]S¯ = ((km− nl)(M − M¯)m+n−1Lk+l−1)+S¯
= (km− nl)∂∗m+n−1,k+l−1S¯,
[∂t∗
m,l
, ∂t∗
n,k
]L = ∂t∗
m,l
(∂t∗
n,k
L)− ∂t∗
n,k
(∂t∗
m,l
L)
= [((nl − km)(M − M¯)m+n−1Lk+l−1)−,L]
= (km− nl)∂∗m+n−1,k+l−1L.

Denote Dm,l = ∂t∗
m+1,l+1
, and let Block algebra be the span of all Dm,l, m, l ≥ −1. Then by
(8.12), Block algebra is a Lie algebra with relations
[Dm,l, Dn,k] = ((m+ 1)(k + 1)− (l + 1)(n+ 1))Dm+n,l+k, for m,n, l, k ≥ −1. (8.13)
Thus Block algebra is in fact a Block type Lie algebra which is generated by the set
B = {D−1,0, D0,−1, D0,0, D1,0, D0,1} = {∂
∗
0,1, ∂
∗
1,0, ∂
∗
1,1, ∂
∗
2,1, ∂
∗
1,2}. (8.14)
Theorem 6. The Block flows of the q-Toda hierarchy are Hamiltonian systems in the form
∂u
∂t∗m,l
= {u,H∗m,l}1,
∂v
∂t∗m,l
= {v,H∗m,l}1, m, l ≥ 0. (8.15)
They satisfy the following bi-Hamiltonian recursion relation
∂
∂t∗m,l
= {·, H∗m,l−1}2 = n{·, H
∗
m,l}1. (8.16)
Here the Hamiltonians (depending on tn) with respect to t
∗
m,l have the form
H∗m,l =
∫
h∗m,l(u, v; ux, vx; . . . ; tn; ǫ)dx, n ≥ 0, (8.17)
with the Hamiltonian densities h∗m,l(u, v; ux, vx; . . . ; tn; ǫ) given by
h∗m,l = Res(M − M¯)
mLl. (8.18)
Proof. The proof is similar as the proof for original Toda flows. 
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9. Extended q-Toda hierarchy
To define the extended flows, we define the following logarithm
log+ L = W ◦ ǫx∂ ◦W
−1 = S ◦ ǫx∂ ◦ S−1, (9.1)
log− L = −W¯ ◦ ǫx∂ ◦ W¯
−1 = −S¯ ◦ ǫx∂ ◦ S¯−1, (9.2)
where ∂ is the derivative about the spatial variable x.
Combining these above logarithmic operators together can derive following important loga-
rithm
logL : =
1
2
(log+ L+ log− L) =
1
2
(S ◦ ǫx∂ ◦ S−1 − S¯ ◦ ǫx∂ ◦ S¯−1) :=
+∞∑
i=−∞
WiΛ
i
q ∈ G,
(9.3)
which will generate a series of flow equations which contain the spatial flow in later defined Lax
equations. Let us first introduce some convenient notations.
Definition 3. The operators Bj , Dj are defined as follows
Bj :=
Lj+1
(j + 1)!
, Dj :=
2Lj
j!
(logL− cj), cj =
j∑
i=1
1
i
, j ≥ 0. (9.4)
Now we give the definition of the extended q-Toda hierarchy(EQTH).
Definition 4. The extended q-Toda hierarchy is a hierarchy in which the dressing operators
S, S¯ satisfy following Sato equations
ǫ∂tjS = −(Bj)−S, ǫ∂tj S¯ = (Bj)+S¯, (9.5)
ǫ∂sjS = −(Dj)−S, ǫ∂sj S¯ = (Dj)+S¯. (9.6)
Then one can easily get the following proposition about W, W¯ .
Proposition 10. The dressing operators W, W¯ are subject to following Sato equations
ǫ∂tjW = (Bj)+W, ǫ∂tjW¯ = (Bj)+W¯ , (9.7)
ǫ∂sjW = (
Lj
j!
(log+L − cj)− (Dj)−)W, ǫ∂sjW¯ = (−
Lj
j!
(log− L − cj) + (Dj)+)W¯ . (9.8)
From the previous proposition we derive the following Lax equations for the Lax operators.
Proposition 11. The Lax equations of the EQTH are as follows
ǫ∂tjL = [(Bj)+,L], ǫ∂sjL = [(Dj)+,L], ǫ∂tj logL = [(Bj)+, logL], (9.9)
ǫ(logL)sj = [−(Dj)−, log+ L] + [(Dj)+, log− L]. (9.10)
To see this kind of hierarchy more clearly, the Hirota quadratic equations of the EQTH will
be given in next subsection.
15
10. Generalized vertex operators and Hirota quadratic equations
Introduce the following sequences:
t− [λ] := (tj − ǫ(j − 1)!λ
j, 0 ≤ j ≤ ∞). (10.1)
A scalar function depending only on the dynamical variables t, s and ǫ is called the tau-
function of the EQTH if it provides symbols related to wave operators as following,
S : =
τ(es0−
ǫ
2x, tj −
ǫ(j−1)!
λj
, s; ǫ)
τ(es0−
ǫ
2x, t, s; ǫ)
, (10.2)
S
−1 : =
τ(es0+
ǫ
2x, tj +
ǫ(j−1)!
λj
, s; ǫ)
τ(es0+
ǫ
2x, t, s; ǫ)
, (10.3)
S¯ : =
τ(es0+
ǫ
2x, tj + ǫ(j − 1)!λ
j, s; ǫ)
τ(es0−
ǫ
2x, t, s; ǫ)
, (10.4)
S¯
−1 : =
τ(es0−
ǫ
2x, tj − ǫ(j − 1)!λ
j , s; ǫ)
τ(es0+
ǫ
2x, t, s; ǫ)
. (10.5)
The proof of the existence of the tau function of the EQTH is a also standard, one can refer
the similar proof in [7, 9].
Remark: We need to note that the tau function of the EQTH is unique up to a multiplication
of an arbitrary function depending on extended variables sj, j > 0 for a pair of given wave
functions.
In this section we continue to discuss on the fundamental properties of the tau function of
the EQTH, i.e., the Hirota quadratic equations of the EQTH. So we introduce the following
vertex operators
Γ±a : = exp
(
±
1
ǫ
(
∞∑
j=0
tj
λj+1
(j + 1)!
+ sj
λj
j!
(log λ− cj))
)
× exp
(
∓
ǫ
2
∂s0 ∓ [λ
−1]∂
)
,
Γ±b : = exp
(
±
1
ǫ
(
∞∑
j=0
tj
λ−j−1
(j + 1)!
− sj
λ−j
j!
(log λ− cj))
)
× exp
(
∓
ǫ
2
∂s0 ∓ [λ]∂
)
,
where
[λ]∂ : = ǫ
∞∑
j=0
j!λj+1∂tj .
Because of the logarithm log λ, the vertex operators Γ±a⊗Γ∓a and Γ±b⊗Γ∓b are multi-valued.
There are monodromy factors Ma and M b respectively as following among different branches
around λ =∞
Ma = exp
{
±
2πi
ǫ
∑
j≥0
λj
j!
(sj ⊗ 1− 1⊗ sj)
}
, (10.6)
M b = exp
{
±
2πi
ǫ
∑
j≥0
λ−j
j!
(sj ⊗ 1− 1⊗ sj)
}
. (10.7)
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In order to offset the complication, we need to generalize the concept of vertex operators which
leads it to be not scalar-valued any more but take values in a differential operator algebra in
C. So we introduce the following vertex operators
Γδa = exp
(
−
∑
j>0
j!λj+1
ǫ
(ǫx∂x)sj
)
exp(log x ∂s0), (10.8)
Γδb = exp
(
−
∑
j>0
j!λ−(j+1)
ǫ
(ǫx∂x)sj
)
exp(log x ∂s0), (10.9)
Γδ#a = exp(log x ∂s0) exp
(∑
j>0
j!λj+1
ǫ
(ǫx∂x)sj
)
, (10.10)
Γδ#b = exp(log x ∂s0) exp
(∑
j>0
j!λ−(j+1)
ǫ
(ǫx∂x)sj
)
. (10.11)
Then
Γδ#a ⊗ Γ
δ
a = exp(log x ∂s0) exp
(∑
j>0
j!λj+1
ǫ
(ǫx∂x)(sj − s
′
j)
)
exp(log x ∂s′0), (10.12)
Γδ#b ⊗ Γ
δ
b = exp(log x ∂s0) exp
(∑
j>0
j!λ−(j+1)
ǫ
(ǫx∂x)(sj − s
′
j)
)
exp(log x ∂s′0). (10.13)
After computation we get
(
Γδ#a ⊗ Γ
δ
a
)
Ma = exp
{
±
2πi
ǫ
∑
j>0
λj
j!
(sj − s
′
j)
}
exp
(
±
2πi
ǫ
((s0 + log x)− (s
′
0 + log x+
∑
j>0
λj
j!
(sj − s
′
j))
)(
Γδ#a ⊗ Γ
δ
a
)
= exp
(
±
2πi
ǫ
(s0 − s
′
0)
)(
Γδ#a ⊗ Γ
δ
a
)
,
(
Γδ#b ⊗ Γ
δ
b
)
M b = exp
{
±
2πi
ǫ
∑
j>0
λ−j
j!
(sj − s
′
j)
}
exp
(
±
2πi
ǫ
((s0 + log x)− (s
′
0 + log x+
∑
j>0
λ−j
j!
(sj − s
′
j))
)(
Γδ#b ⊗ Γ
δ
b
)
= exp
(
±
2πi
ǫ
(s0 − s
′
0)
)(
Γδ#b ⊗ Γ
δ
b
)
.
Thus when s0−s
′
0 ∈ Zǫ,
(
Γδ#a ⊗ Γ
δ
a
)
(Γa ⊗ Γ−a) and
(
Γδ#b ⊗ Γ
δ
b
) (
Γ−b ⊗ Γb
)
are all single-valued
near λ =∞.
Now we should note that the above vertex operators take value in differential operator algebra
C[∂, x, t, s, ǫ] := {f(x, t, ǫ)|f(x, t, s, ǫ) =
∑
i≥0 ci(x, t, s, ǫ)∂
i}. Then we can get the following
important theorem similar as [7, 9].
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Theorem 7. The invertible τ(t, s, ǫ) is a tau-function of the EQTH if and only if it satisfies
the following Hirota quadratic equations of the EQTH.
Resλ λ
r−1
(
Γδ#a ⊗ Γ
δ
a
) (
Γa ⊗ Γ−a
)
(τ ⊗ τ) = Resλ λ
−r−1
(
Γδ#b ⊗ Γ
δ
b
) (
Γ−b ⊗ Γb
)
(τ ⊗ τ)
(10.14)
computed at s0 − s
′
0 = lǫ for each l ∈ Z, r ∈ N.
11. Bi-Hamiltonian structure of the EQTH
As another important part of the Sato theory, the bi-Hamiltonian structure of the EQTH
will be constructed in the next section similar as [6].
Theorem 8. The flows of the EQTH are Hamiltonian systems of the form
∂ui
∂tk,j
= {ui, Hk,j}1,
∂vi
∂tk,j
= {vi, Hk,j}1, k = 0, 1; j ≥ 0, (11.1)
with t0,j = tj , t1,j = sj. They satisfy the following bi-Hamiltonian recursion relation
{·, H1,n−1}2 = n{·, H1,n}1 + 2{·, H0,n−1}1, {·, H0,n−1}2 = (n+ 1){·, H0,n}1.
Here the Hamiltonians have the form
Hk,j =
∫
hk,j(u, v; ux, vx; . . . ; ǫ)dx, k = 0, 1; j ≥ 0, (11.2)
with
h0,j =
1
(j + 1)!
ResLj+1, h1,j =
2
j!
Res
[
Lj(logL − cj)
]
. (11.3)
Proof. For the q-Toda hierarchy, the proof was already given in the Theorem 2.
Here we will prove that the flows ∂
∂t1,n
are also Hamiltonian systems with respect to the first
Poisson bracket. Like in [6], the following identity has been proved
Res
[
Lnd(Sǫx∂xS
−1)
]
∼ ResLn−1dL, (11.4)
which show the validity of the following equivalence relation:
Res
(
Ln d log+L
)
∼ Res
(
Ln−1dL
)
. (11.5)
Here the equivalent relation ∼ is up to a x-derivative of another 1-form.
In a similar way as eq.(11.4), we obtain the following equivalence relation
Res
[
Lnd(S¯ǫx∂xS¯
−1)
]
∼ −ResLn−1dL. (11.6)
i.e.
Res
(
Ln d log−L
)
∼ Res
(
Ln−1dL
)
. (11.7)
Combining (11.5) with (11.7) together can lead to
Res (Ln d logL) ∼ Res
(
Ln−1dL
)
. (11.8)
Then from
∂L
∂tk,n
= [(Bk,n)+,L] = [−(Bk,n)−,L], B0,n = Bn, B1,n = Dn, (11.9)
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and supposing
B1,n =
∑
k
a1,n+1;k Λ
k, (11.10)
we can derive equation
ǫ
∂u
∂t1,n
= a1,n+1;1(qx)− a1,n+1;1(x) ∈ C, (11.11)
ǫ
∂v
∂t1,n
= a1,n+1;0(q
−1x)ev(x) − a1,n+1;0(x)e
v(qx) ∈ C. (11.12)
The equivalence relation (11.8) now readily follows from the above two equations. By using
(11.5) we obtain
dh1,n =
2
n!
dRes [Ln (logL − cn)]
∼
2
(n− 1)!
Res
[
Ln−1 (logL − cn) dL
]
+
2
n!
Res
[
Ln−1dL
]
=
2
(n− 1)!
Res
[
Ln−1 (logL − cn−1) dL
]
(11.13)
= Res
[
a1,n;0(x)du+ a1,n;1(q
−1x)ev(x)dv
]
. (11.14)
It yields the following identities
δH1,n
δu
= a1,n;0(x),
δH1,n
δv
= a1,n;1(q
−1x)ev(x). (11.15)
This agree with Lax equation
∂u
∂t1,n
= {u,H1,n}1 =
1
ǫ
[
eǫ x∂x − 1
] δH1,n
δv
=
1
ǫ
(a1,n+1;1(qx)− a1,n+1;1(x)),
∂v
∂t1,n
= {v,H1,n}1 =
1
ǫ
[
1− eǫ x∂x
] δH1,n
δu
=
1
ǫ
[
a1,n+1;0(q
−1x)ev(x) − a1,n+1;0(x)e
v(qx)
]
.
From the above identities we see that the flows ∂
∂t1,n
are Hamiltonian systems of the first bi-
Hamiltonian structure. For the case of k = 1 the recursion relation follows from the following
trivial identities
n
2
n!
Ln
(
log±L − cn
)
= L
2
(n− 1)!
Ln−1
(
log±L − cn−1
)
− 2
1
n!
Ln
=
2
(n− 1)!
Ln−1
(
log± L − cn−1
)
L − 2
1
n!
Ln.
Then we get, for β = 1,
na1,n+1;1(x) = a1,n;0(qx) + ua1,n;1(x) + e
va1,n;2(q
−1x)− 2a0,n+1;1(x)
= a1,n;0(x) + u(qx)a1,n;1(x) + e
v(q2x)a1,n;2(x)− 2a0,n+1;1(x).
This further leads to
{u,H1,n−1}2 = {
[
Λev(x) − ev(x)Λ−1
]
a1,n;0(x) + u(x) [Λ− 1] a1,n;1(q
−1x)ev(x)}
= n
[
a1,n+1;1(x)e
v(qx) − a1,n+1;1(q
−1x)ev(x)
]
+ 2
[
a0,n+1;0(x)e
v(qx) − a0,n+1;0(q
−1x)ev(x)
]
.
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This is exactly the recursion relation on flows for u. The similar recursion flow on v can be
similarly derived. Theorem is proved till now.

Similarly as [6], the tau symmetry of the EQTH can be proved in the following theorem.
Theorem 9. The EQTH has the following tau-symmetry property:
∂hα,m
∂tβ,n
=
∂hβ,n
∂tα,m
, α, β = 0, 1, m, n ≥ 0. (11.16)
Proof. Let us prove the theorem for the case when α = 1, β = 0, other cases are proved in a
similar way
∂h1,m
∂t0,n
=
2
m! (n + 1)!
Res[−(Ln+1)−,L
m(logL − cm)]
=
2
m! (n + 1)!
Res[(Lm(logL − cm))+, (L
n+1)−]
=
2
m! (n + 1)!
Res[(Lm(logL − cm))+,L
n+1] =
∂h0,n
∂t1,m
. (11.17)
The theorem is proved. 
This property justifies the following alternative definition of another kind of tau function for
the EQTH.
Definition 5. The tau function τ¯ of the EQTH can be defined by the following expressions in
terms of the densities of the Hamiltonians:
hβ,n = ǫ(Λ − 1)
∂ log τ¯
∂tβ,n
, β = 0, 1; n ≥ 0, (11.18)
with t0,j = tj , t1,j = sj.
With above two different definitions tau functions of this hierarchy, some mysterious con-
nections between these two kinds of tau functions become an open question. One is from Sato
theory without fixing extended variables and another is from the Hamiltonian tau symmetry.
While considering the constraint of τ¯ down to a sub-manifold only depending on non-extended
coordinates, τ¯ and τ should be the same.
12. Darboux transformation of the EQTH
In this section, we will consider the Darboux transformation of the EQTH on Lax operator
L = Λq + u+ vΛ
−1
q , (12.1)
i.e.
L[1] = Λq + u
[1] + v[1]Λ−1q = WLW
−1, (12.2)
where W is the Darboux transformation operator. That means after Darboux transformation,
the spectral problem about the wave function φ
Lφ = Λqφ+ uφ+ vΛ
−1
q φ = λφ, (12.3)
will become
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L[1]φ[1] = λφ[1]. (12.4)
To keep the Lax pair of the EQTH invariant , i.e.
ǫ∂tjL
[1] = [(B
[1]
j )+,L
[1]], ǫ∂sjL
[1] = [(D
[1]
j )+,L
[1]], B
[1]
j := Bj(L
[1]), D
[1]
j := Dj(L
[1]),
(12.5)
ǫ∂tj logL
[1] = [(B
[1]
j )+, logL
[1]], ǫ∂sj logL
[1] = [−(D
[1]
j )−, log+ L
[1]] + [(D
[1]
j )+, log− L
[1]],
(12.6)
the dressing operator W should satisfy the following dressing equation
ǫ∂tjW = −W (Bj)+ + (WBjW
−1)+W, j ≥ 0 (12.7)
ǫ∂sjW = −W (Dj)+ + (WDjW
−1)+W, j ≥ 0. (12.8)
where Wtj means the derivative of W by tj . To give the Darboux transformation, we need the
following lemma.
Lemma 1. The operator B :=
∑∞
n=0 bnΛ
n
q is a non-negative difference operator, C :=
∑∞
n=1 cnΛ
−n
q
is a negative difference operator and f, g (short for f(x), g(x)) are two functions of the spatial
parameter x, following identities hold
(Bf
Λ−1q
1− Λ−1q
g)− = B(f)
Λ−1q
1− Λ−1q
g, (f
Λ−1q
1− Λ−1q
gB)− = f
Λ−1q
1− Λ−1q
B∗(g), (12.9)
(Cf
1
1− Λq
g)+ = C(f)
1
1− Λq
g, (f
1
1− Λq
gC)+ = f
1
1− Λq
C∗(g). (12.10)
Proof. Here we only give the proof of the eq.(12.9) by direct calculation
(Bf
Λ−1q
1− Λ−1q
g)− =
∞∑
m=0
bm(f(q
mx)Λm
Λ−1q
1− Λ−1q
g)−
=
∞∑
m=0
bmf(q
mx)(
Λm−1q
1 − Λ−1q
)−g
=
∞∑
m=0
bmf(q
mx)
Λ−1q
1 − Λ−1q
g
= B(f)
Λ−1q
1− Λ−1q
g, (12.11)
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(f
Λ−1q
1− Λ−1q
gB)− =
∞∑
m=0
(f
Λ−1q
1− Λ−1q
gbmΛ
m)−
=
∞∑
m=0
(f
Λ−1q
1− Λ−1q
Λmg(q−mx)bm(q
−mx))−
=
∞∑
m=0
f(
Λm−1q
1− Λ−1q
)−g(q
−mx)bm(q
−mx)
=
∞∑
m=0
f
Λ−1q
1− Λ−1q
bm(q
−mx)g(q−mx)
= f
Λ−1q
1− Λ−1q
B∗(g). (12.12)
Similar proof for the eq.(12.10) can be got easily.

Similarly as in [27–30], we can get the n-fold Darboux transformation in the following theorem
which will be used to generate new solutions.
Theorem 10. The n-fold Darboux transformation of EQTH equation is as following
Wn = 1 + t
[n]
1 Λ
−1
q + t
[n]
2 Λ
−2
q + · · ·+ t
[n]
n Λ
−n
q (12.13)
where
Wn · φi|i≤n = 0. (12.14)
The Darboux transformation leads to new solutions form seed solutions
u[n] = u+ (Λq − 1)t
[n]
1 , (12.15)
v[n] = t[n]n (x)(Λ
−n
q v)t
[n]−1
n (q
−1x). (12.16)
where
Wn =
1
∆n
∣∣∣∣∣∣
1 Λ−1q Λ
−2
q ... Λ
−n
q
φ1 φ1(q−1x) φ1(q−2x) ... φ1(q−nx)
φ2 φ2(q−1x) φ2(q−2x) ... φ2(q−nx)
... ... ... ... ...
φn φn(q−1x) φn(q−2x) ... φn(q−nx)
∣∣∣∣∣∣ ,
∆n =
∣∣∣∣∣
φ1(q−1x) φ1(q−2x) ... φ1(q−nx)
φ2(q−1x) φ2(q−2x) ... φ2(q−nx)
... ... ... ...
φn(q−1x) φn(q−2x) ... φn(q−nx)
∣∣∣∣∣ .
It can be easily checked that Wnφi = 0, i = 1, 2, . . . , n.
Taking seed solution u = 0, v = 1, then using Theorem 10, one can get the n-th new solution
of the EQTH as
u[n] = (1− Λ−1q )∂t0 log W¯r(φ1, φ2, . . . φn), (12.17)
v[n] = e(1−Λ
−1
q )(1−Λ
−1
q ) log W¯r(φ1,φ2,...φn), (12.18)
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where W¯r(φ1, φ2, . . . φn) is the q-deformed “Wronskian”
W¯r(φ1, φ2, . . . φn) = det(Λ
−j+1
q φn+1−i)1≤i,j≤n. (12.19)
13. Multicomponent q-Toda hierarchy
13.1. Factorization Problem. In this section, we will denote GN as a group which contains
invertible elements of complex N × N complex matrices and denote its Lie algebra gN as the
associative algebra of complex N ×N complex matrices MN(C).
Now we introduce the following free operators WN0, W¯N0 ∈ GN
WN0 :=
N∑
k=1
Ekk e
∑
∞
j=0 tjkΛ
j
q , (13.1)
W¯N0 :=
N∑
k=1
Ekk e
∑
∞
j=0 t¯jkΛ
−j
q , (13.2)
where tjk, t¯jk ∈ C will play the role of continuous times. We define the dressing operators
WN , W¯N as follows
WN := SN ·WN0, W¯N := S¯N · W¯N0. (13.3)
Given an element gN ∈ GN and time series t = (tjk), t¯ = (t¯jk), s = (sj); j, k ∈ N, 1 ≤ k ≤ N ,
one can consider the factorization problem in GN [32]
WN · gN = W¯N , (13.4)
i.e. the factorization problem
SN (t, t¯, s) ·WN0 · gN = S¯N(t, t¯, s) · W¯N0, SN ∈ GN− and S¯N ∈ GN+. (13.5)
Observe that SN , S¯N have expansions of the form
SN = IN + β1(x)Λ
−1
q + β2(x)Λ
−2
q + · · · ∈ GN−,
S¯N = β¯0(x) + β¯1(x)Λq + β¯2(x)Λ
2
q + · · · ∈ GN+.
(13.6)
Also the inverse operators S−1N , S¯
−1
N of operators S, S¯N have expansions of the form
S−1N = IN + β
′
1(x)Λ
−1
q + β
′
2(x)Λ
−2
q + · · · ∈ GN−,
S¯−1N = β¯
′
0(x) + β¯
′
1(x)Λq + β¯
′
2(x)Λ
2
q + · · · ∈ GN+.
(13.7)
The Lax operators L,Ckk, C¯kk ∈ gN are defined by
L := WN · Λq ·W
−1
N = W¯N · Λ
−1
q · W¯
−1
N , (13.8)
Ckk := WN · Ekk ·W
−1
N , C¯kk := W¯N ·Ekk · W¯
−1
N , (13.9)
and have the following expansions
L = Λq + u(x) + v(x)Λ
−1
q ,
Ckk = Ekk + Ckk,1(x)Λ
−1
q + Ckk,2(x)Λ
−2
q + · · · ,
C¯kk = C¯kk,0(x) + C¯kk,1(x)Λq + C¯kk,2(x)Λ
2
q + · · · .
(13.10)
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In fact the Lax operators L,Ckk, C¯kk ∈ gN can also be equivalently defined by
L := SN · Λq · S
−1
N = S¯N · Λ
−1
q · S¯
−1
N , (13.11)
Ckk := SN · Ekk · S
−1
N , C¯kk := S¯N · Ekk · S¯
−1
N . (13.12)
14. Lax equations of MQTH
In this section we will use the factorization problem (13.4) to derive Lax equations. Let us
first introduce some convenient notations.
Definition 6. The matrix operators Ckk, C¯kk, Bjk, B¯jk are defined as follows
Ckk :=WNEkkW
−1
N , C¯kk := W¯NEkkW¯
−1
N ,
Bjk :=WNEkkΛ
j
qW
−1
N , B¯jk := W¯NEkkΛ
−j
q W¯
−1
N .
(14.1)
Now we give the definition of the multicomponent q-Toda hierarchy(MQTH).
Definition 7. The multicomponent q-Toda hierarchy is a hierarchy in which the dressing op-
erators SN , S¯N satisfy following Sato equations
ǫ∂tjkSN = −(Bjk)−.SN , ǫ∂tjk S¯N = (Bjk)+ · S¯N , (14.2)
ǫ∂t¯jkSN = −(B¯jk)− · SN , ǫ∂t¯jk S¯N = (B¯jk)+ · S¯N . (14.3)
Then one can easily get the following proposition about WN , W¯N .
Proposition 12. The wave operators WN , W¯N satisfy following Sato equations
ǫ∂tjkWN = (Bjk)+ ·WN , ǫ∂tjkW¯N = (Bjk)+ · W¯N , (14.4)
ǫ∂t¯jkWN = −(B¯jk)− ·WN , ǫ∂t¯jkW¯N = −(B¯jk)− · W¯N . (14.5)
From the previous proposition we can derive the following Lax equations for the Lax opera-
tors.
Proposition 13. The Lax equations of the MQTH are as follows
ǫ∂tjkL = [(Bjk)+, L], ǫ∂tjkCss = [(Bjk)+, Css], ǫ∂tjk C¯ss = [(Bjk)+, C¯ss], (14.6)
ǫ∂t¯jkL = [(B¯jk)+, L], ǫ∂t¯jkCss = [(B¯jk)+, Css], ǫ∂t¯jk C¯ss = [(B¯jk)+, C¯ss]. (14.7)
To see this kind of hierarchy more clearly, the multicomponent q-Toda equations as the ∂t1k
flow equations will be given in the next subsection.
14.1. The multicomponent q-Toda equations. As a consequence of the factorization prob-
lem (13.4) and Sato equations, after taking into account that SN ∈ GN− and S¯N ∈ GN+ and
using the notation eφN := β¯0 in S¯N , B1k has following form
B1k = EkkΛq + Uk + VkΛ
−1
q , 1 ≤ k ≤ N, (14.8)
and we have the alternative expressions
Uk := β1(x)Ekk −Ekkβ1(qx) = ǫ∂t1k(e
φN (x)) · e−φN (x),
Vk = e
φN (x)Ekk e
−φN (q
−1x) = −ǫ∂t1kβ1(x).
(14.9)
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From Sato equations we deduce the following set of nonlinear partial differential-difference
equations{
β1(x)Ekk −Ekkβ1(qx) = ǫ∂t1k(e
φN (x)) · e−φN (x),
∂t1kβ1(x) = − e
φN (x)Ekk e
−φN (q
−1x) .
(14.10)
These equations constitute what we call the multicomponent q-Toda equations. Observe that
if we cross the two equations in (14.10), then we get
ǫ2∂t1k
(
∂t1k(e
φN (x)) · e−φN (x)
)
= Ekk e
φN (qx)Ekk e
−φN (x)− eφN (x)Ekk e
−φN (q
−1x)Ekk,
which is the matrix extension of the following Toda equation (the case when N = 1)
ǫ2∂t11∂t11(φN(x)) = e
φN (qx)−φN (x)− eφN (x)−φN (q
−1x) .
Besides above multicomponent q-Toda equations, the logarithmic flows the MQTH also con-
tains some extended flow equations in the next subsection.
15. Bi-Hamiltonian structure and tau symmetry
To describe the integrability of the MQTH with the matrix-valued Lax operator
L = Λq + u+ vΛ
−1
q , i.e. Lij = δijΛq + uij + vijΛ
−1
q , (15.1)
we will construct the bi-Hamiltonian structure and tau symmetry of the MQTH in this section.
For a matrix A = (aij), the vector field ∂A over MQTH is defined by
∂A =
N∑
i,j=1
∑
k≥0
a
(k)
ij (
∂
∂u
(k)
ij
+
∂
∂v
(k)
ij
) = Tr
∑
k≥0
A(k)(
∂
∂u(k)
+
∂
∂v(k)
), (15.2)
where
(
∂
∂u(k)
)ji =
∂
∂u
(k)
ij
, (
∂
∂v(k)
)ji =
∂
∂v
(k)
ij
. (15.3)
For two functionals f¯ =
∫
fdx, g¯ =
∫
gdx, we have
∂Af¯ =
∫ N∑
i,j=1
∑
k≥0
a
(k)
ij (
∂f
∂u
(k)
ij
+
∂f
∂v
(k)
ij
)dx =
∫
Tr
∑
k≥0
A(k)(
δf
δu(k)
+
δf
δv(k)
)dx. (15.4)
Then we can define the hamiltonian bracket as
{f¯ , g¯} =
∫ ∑
w,w′
δf
δw
{w,w′}
δg
δw′
dx, w, w′ = uij or vij, 1 ≤ i, j ≤ N. (15.5)
The bi-Hamiltonian structure for the MQTH can be given by the following two compatible
Poisson brackets which is a generalization in matrix forms of the extended Toda hierarchy
in [6]
{u(x)ij, u(y)pq}1 =
1
ǫ
[δiqupj(x)− δjpuiq(x)]δ(x− y), (15.6)
{u(x)ij , v(y)pq}1 =
1
ǫ
[δiqΛqvpj(x)− δjpviq(x)] δ(x− y), (15.7)
{v(x)ij , v(y)pq}1 = 0, (15.8)
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{u(x)ij, u(y)pq}2 =
1
ǫ
[
δiqΛqvpj(x)− δjpviq(x)Λ
−1
q + δiq
N∑
s=1
usj
Λq
Λq − 1
ups − upj
Λq
Λq − 1
uiq
−uiq(Λq − 1)
−1upj + δjp
N∑
s=1
uis(Λq − 1)
−1usq
]
δ(x− y), (15.9)
{u(x)ij, v(y)pq}2 =
1
ǫ
[
δiq
N∑
s=1
usjΛ
2
q(Λq − 1)
−1vps(x)− upjΛq(Λq − 1)
−1viq
−uiq(Λq − 1)
−1Λqvpj(x) + δjp
N∑
s=1
uis(Λq − 1)
−1vsq
]
δ(x− y), (15.10)
{v(x)ij, v(y)pq}2 =
1
ǫ
[
δiq
N∑
s=1
vsjΛ
2
q(Λq − 1)
−1vps(x)− vpjΛq(Λq − 1)
−1viq
−viq(Λq − 1)
−1vpj(x) + δjp
N∑
s=1
visΛ
−1
q (Λq − 1)
−1vsq
]
δ(x− y). (15.11)
In the following theorem, we will prove the above poisson structures can be considered as
the bi-Hamiltonian structure of the MQTH.
Theorem 11. The flows of the MQTH are Hamiltonian systems of the form
∂upq
∂tj,k
= {upq, Hj,k}1,
∂vpq
∂tj,k
= {vpq, Hj,k}1, (15.12)
∂upq
∂t¯j,k
= {upq, H¯j,k}1,
∂vpq
∂t¯j,k
= {vpq, H¯j,k}1, k = 0, 1, . . .N ; j ≥ 0. (15.13)
They satisfy the following bi-Hamiltonian recursion relation
{·, Hn−1,k}2 = {·, Hn,k}1, {·, H¯n−1,k}2 = {·, H¯n,k}1. (15.14)
Here the Hamiltonians have the form
Fj,k =
∫
fj,k(u, v; ux, vx; . . . ; ǫ)dx, (15.15)
with the Hamiltonian Fj,k = Hj,k, H¯j,k and the Hamiltonian densities fj,k = hj,k, h¯j,k given by
hj,k = TrResCkkL
j , h¯j,k = TrRes C¯kkL
j . (15.16)
For readers’ convenience, now we will write down the first several Hamiltonian densities
explicitly as follows
h0,k = TrResCkk = TrEkk = 1, (15.17)
h1,k = TrResCkkL = Tr[(1− Λq)
−1uEkk − Ekk
Λq
1− Λq
u] = ukk, (15.18)
h¯0,k = TrRes C¯kk = Tr β˜0Ekkβ˜
−1
0 , (15.19)
h¯1,k = TrRes C¯kkL = Tr (β˜1Ekkβ˜
−1
0 − β˜0Ekkβ˜
−1
0 (q
−1x)β˜1(q
−1x)β˜−10 ), (15.20)
with
β˜0 = vβ˜0(q
−1x), β˜1 = uβ˜0 + vβ˜1(q
−1x). (15.21)
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When N = 1, the above conserved densities will be the ones of the Toda hierarchy in [6].
Similarly as [6], the tau symmetry of the MQTH can be proved in the following theorem.
Theorem 12. The Hamiltonian densities of the MQTH have the following tau-symmetry prop-
erty:
∂hα,m
∂tj,k
=
∂hj,k
∂tα,m
,
∂h¯α,m
∂tj,k
=
∂hj,k
∂t¯α,m
, (15.22)
∂hα,m
∂t¯j,k
=
∂h¯j,k
∂tα,m
,
∂h¯α,m
∂t¯j,k
=
∂h¯j,k
∂t¯α,m
, (15.23)
Proof. Let us prove the theorem for the first equation, other cases can be proved in a similar
way
∂hm,s
∂tn,k
= TrRes[−(CkkL
n)−, CssL
m]
= TrRes[(CssL
m)+, (CssL
n)−]
= TrRes[(CssL
m)+, CkkL
n] =
∂hn,k
∂tm,s
. (15.24)

This property justifies the following definition of the tau function for the MQTH:
Definition 8. The tau function τN of the MQTH can be defined by the following expressions
in terms of the densities of the Hamiltonians:
hj,n = ǫ(Λq − 1)
∂ log τN
∂tj,n
, (15.25)
h¯j,n = ǫ(Λq − 1)
∂ log τN
∂t¯j,n
. (15.26)
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