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The electron transport and elastic properties of InAs nanowires grown by chemical va-
por deposition on InAs (001) substrate were studied experimentally, in-situ in a transmission
electron microscope (TEM). A TEM holder allowing the measurement of a nanoforce while
simultaneous imaging nanowire bending was used. Diffraction images from local areas of the
wire were recorded to correlate elastic properties with the atomic structure of the nanowires.
Another TEM holder allowing the application of electrical bias between the nanowire and an
apex of a metallic needle while simultaneous imaging the nanowire in TEM or performing elec-
tron holography was used to detect mechanical vibrations in mechanical study or holographical
observation of the nanowire inner potential in the electron transport studies. The combination
of the scanning probe methods with TEM allows to correlate the measured electric and elas-
tic properties of the nanowires with direct identification of their atomic structure. It was found
that the nanowires have different atomic structures and different stacking fault defect densities
that impacts critically on the elastic properties and electric transport. The unique methods, that
were applied in this work, allowed to obtain dependencies of resistivity and Young’s modulus
of ⟨111⟩-oriented InAs nanowires on defect density and diameter. It was found that the higher
is the defect density the higher are the resistivity and the Young’s modulus. Regarding the re-
sistivity, it was deduced that the stacking faults increase the scattering of the electrons in the
nanowire. These findings are consistent with the literature, however, the effect described by
the other groups is not so pronounced. This difference can be attributed to the significant in-
completeness of the physical models used for the data analysis. Regarding the elastic modulus,
there are several mechanisms affecting the elasticity of the nanowires discussed in the thesis. It
was found that the lattice distortion due to stacking fault does not affect the Young’s modulus
significantly. The effect of electron density redistribution is suggested as the main aspect which
is responsible for an enhancement of the Young’s modulus by up to 200%. This study suggests





Der Elektronentransport und die elastischen Eigenschaften von InAs Nanodrähten,
die durch chemische Gasphasenabscheidung auf einem InAs (001) Substrat gewachsen
worden sind, wurden experimentell, in-situ in einem Transmissionselektronenmikroskop
(TEM) untersucht. Ein TEM-Probenhalter ermöglicht die Messung einer Nanokraft während
der gleichzeitigem Abbildung der Biegung eines Nanodrahts. Beugungsbilder aus lokalen
Bereichen eines Drahtes wurden aufgezeichnet, um elastische Eigenschaften mit der atomaren
Struktur der Nanodrähte zu korrelieren. Ein anderer TEM-Halter erlaubt das Anlegen einer
elektrischen Spannung, bei gleichzeitiger Abbildung des Nanodrahts im TEM bzw. der
Durchführung von Elektronenholographie. Mit diesem TEM-Halter wurden mechanische
Schwingungen sowie in einer Elektronentransportuntersuchung mittels Holographie das innere
Potential des Nanodrahts beobachtet. Diese Kombination der Rastersondenmethoden mit
einem TEM ermöglicht es, die gemessenen elektrischen und elastischen Eigenschaften der
Nanodrähte mit der direkten Identifizierung ihrer atomaren Struktur zu korrelieren. Es
wurde festgestellt, dass die Nanodrähte verschiedene atomare Strukturen und verschiedene
Stapelfehlerdefektdichten haben, die sich kritisch auf die elastischen und elektrischen
Eigenschaften auswirken. Die Methoden, die in dieser Arbeit angewendet wurden, ermöglichen
es, Abhängigkeiten des elektrischen Widerstandes und des Elastizitätsmoduls von Defektdichte
und Durchmesser von ⟨111⟩-orientierten InAs-Nanodrähten zu erhalten. Es stellte sich heraus,
dass je höher die Defektdichte ist, umso höher sind der Widerstand und der Young-
Modulus. Hinsichtlich des Widerstandes wurde gefolgert, dass die Stapelfehler die Streuung
der Elektronen im Nanodraht erhöhen. Diese Ergebnisse stimmen mit der Literatur überein,
jedoch wird der Effekt durch die anderen Gruppen nicht so ausgeprägt beschrieben. Dieser
Unterschied kann auf die nicht hinreichende Kombination und Korrelation der physikalischen
Modelle, die für die Datenanalyse verwendet wurden, zurückgeführt werden. Hinsichtlich
des Elastizitätsmoduls gibt es verschiedene Mechanismen, die die Elastizität der Nanodrähte
beeinflussen und in dieser Dissertation diskutiert werden. Es wurde herausgefunden, dass
Gitterverzerrungen aufgrund von Stapelfehlern den Elastizitätsmodul nicht entscheidend
beeinflussen. Der Effekt der Umverteilung der Elektronendichte wird als Hauptaspekt
vorgeschlagen, der für eine Verstärkung des Young-Moduls von bis zu 200 % verantwortlich ist.
Diese Arbeit zeigt, dass sowohl elektrische als auch elastische Eigenschaften der Nanodrähte
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Recent progress in the fabrication methods of semiconductor nanowires allows to fabricate
the nanowires with a very high crystalline quality, high aspect ratios (up to several thousands)
and smallest diameters of 3 nm [1]. Vapor-liquid-solid (VLS) growth techniques allow to pro-
duce the nanowires combining several different semiconductor materials in either axial or radial
heterojunctions (p-n junctions) [2–5]. The possibility to combine materials with a high lattice
mismatch (up to 10 % for InAs nanowires grown on silicon substrate [6]) makes the nanowires
very attractive for integration into the silicon based electronics. Utilizing catalytic growth mech-
anisms the nanowires can be positioned precisely in a specially designed arrangement on the
substrate or on the prefabricated steps or other structures. Moreover, junctions between the
nanowires can be grown by deposition of additional catalytic particles at the side facets of
the nanowires and repeating the synthesis [7]. Recent development of several temperature syn-
theses, supply interruption and impurity doping processes allow to control the planar defect
formation in the nanowires creating either defect free wires or perfect super lattices which can
be used to tune the material properties [8–10].
The described advantage and the corresponding low cost of the nanowire production and
their low electrical power consumption make semiconductor nanowires very attractive for ap-
plications in both: electronic circuit interconnection and electronic functional elements. The
nanowires can be used to build high efficiency field effect transistors [11, 12], single electron
transistors [13], cross-bar electrical switches [14] and even nanoprocessors1 [15]. Due to high
surface-to-volume ratios the nanowires deliver high efficiency in photovoltaic [16], and bio- and
chemical sensor applications [17]. Moreover, different kinds of optoelectronic, electrochemical,
biological, and electromechanical nanowire devices have successfully demonstrated their high
performance and the advantage of nanoscale miniaturization.
From a fundamental physics point of view the nanowires represent one-dimensional (1D)
nanostructures which is a very attractive system to study size effect on electron transport or me-
chanical properties. They allow to access such phenomenas as: quantized or ballistic conduc-
tivity [12], Coulomb blockade [18], single electron tunneling [13], metal/insulator transitions
[19]. The nanowires can have atomic structures or crystallographic defects which do not exist
in bulk materials. Currently, new research projects, as well as this thesis, are directed at a better
1A nanoprocessor is a logical processing unit constructed from intrinsically nanoscale building blocks [15].
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1. Introduction
quantitative understanding of the role of these defects for which sometimes observed dramatic
changes of electrical and mechanical properties in nanowires compared to bulk properties.
Due to their narrow direct band gap (0.354 eV at 300 K), high carrier concentration and
carrier mobility, low effective mass of electron, InAs nanowires are especially interesting for
high frequency [20] and low power operating devices [21]. The electronic properties of the
nanowires were intensively studied during the last two decades. In most of the studies the field
effect transistor (FET) geometry is utilized to extract transport coefficients [11, 22]. However,
the reproducibility of the result is highly affected by the surface states in the nanowires and
variations in their atomic structure (i.e. Zinc Blende / Wurtzite polymorphism). Regarding the
surface states, InAs is the only III-V semiconductor which has natural electron accumulation
layer at the surface, thus, the transport in the nanowires is highly dominated by the surface
states. The studies of the size dependent transport in the nanowires have been inconclusive
because the observed size correlations have either a huge error [22] or other issues distorting
the results (e.g. tapering of the nanowires, which drastically impacts the reliability of the data
analysis) [23]. Also, the formation of planar defects in the nanowires affects the properties of
the wires and, thus, the device reproducibility [11]. The impact of the defects on the electron
transport was studied by several groups [12, 18, 24]. The last two groups have found a small
decrease of the electron mobility for the nanowires with the defects. However, this findings are
not consistent with the high degree of degeneracy of the electrical properties of the nanowires
observed in those studies.
In this PhD work electron transport and elastic properties of InAs nanowires were studied
using novel in-situ (TEM) techniques. The electron transport in the nanowires was measured
using a two-point contact method with simultaneous structural characterization of the nanowire
in the TEM. An increase of the nanowire resistance with increasing stacking fault density was
observed. To investigate its origin electron holography combined with electrical current appli-
cation was performed in-situ in the TEM. This method allows to directly observe the electrical
potential variations inside a nanowire with nanometer or even sub-nanometer resolution when
the current is flowing. However, the potential variations could not be detected in this experi-
ment. This indicates that either the variations are too small (smaller than 0.15 V, when 2 V is
applied to a nanowire) to be detected using this technique or they do not exist. Since no charge
separation was detected at the stacking faults, these findings contradict the suggestion of Dayeh
[12] that the stacking faults possess relatively high spontaneous polarization. As expected I can
confirm that the increase of electron scattering due to stacking faults decreases the electron mo-
bility. This effect was not confirmed by FET measurements [12, 23] either due to absence of the
direct correlation of the transport measurements with the crystal structure 2 or because of the
2In these references the crystal structure data (i.e. information about the presence of the defects) was taken from
the TEM investigations of the nanowire sample. However, the nanowires grown at the same conditions are not
usually identical.
2
uncertainties in the data analysis of the FET experiment utilizing the back gate geometry [12].
The studies to correlate directly elastic and transport properties of semiconductor nanowires
with their atomic structure has attracted up to now only limited interest of researchers. However,
this is an important aspect, since the nanowires are very good candidates for applications in
nano electromechanical systems (NEMS) due to their high quality factors (> 1000) and super
elasticity [25]. There are several examples: nanoresonators for acceleration and mass sensors;
nanotransducers for energy conversations; nanoactuators for mechanical or optical switching.
Moreover, the elastic strain changes electrical and optic properties of the nanowires, that is of
the devices. The knowledge of the elastic properties of the nanowires might be significant for
designing new applications.
From a fundamental perspective, the nanowires give access to elastic properties at the
nanoscale. One of the first and most important question is if the surface is elastically stiffer
or softer than the bulk. Some theoretical studies suggested that the surface is softer than the
bulk [26–28], however, others suggested that the surface is stiffer than the bulk [29–31]. Also
the experimental works do not agree. One group of studies is showing a decrease of Young’s
modulus with the nanowire size [32, 33], and the other group is showing an increase [25, 34,
35]. Both theoretical and experimental studies will be discussed in details in section 2.3.
As mentioned above, the InAs nanowire is usually full of stacking fault defects. There are
only very few studies that investigate elastic properties of semiconductor nanowires with this
type of defects [33, 36]. Those works, however, are far from answering the question, how the
stacking faults affect the elastic properties of the nanowires. This question is addressed in this
thesis, and it is shown that the stacking faults can be used to tune the elastic properties.
The in-situ TEM methods were used for the electromechanical investigation and the analy-
sis of the bending behavior of the InAs nanowires. My investigation suggests that:
• the nanowire electromechanical resonators have high quality factors;
• indeed, the defects play an important role in the enhancement of Young’s modulus of the
nanowires by up to 200%;
• the electric and elastic properties of the nanowires may have a direct link to each other
(see chapter 5 for the details).
Furthermore, a new method to directly visualize and quantify the elastic strain when a force
applied to the nanowires will be demonstrated.
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2. Theoretical background: Elastic
properties of semiconductors
The present chapter contains: a) an introduction to elastic theory; b) fundamentals of me-
chanical vibrations, which will be used for analyses of the experimental data; c) a review of
elastic properties of nanoobjects.
2.1. Classical elasticity theory
Elasticity is the property of a material to return to its original shape after the force (stress) caus-
ing a deformation is removed. The origin of elasticity is the small change (< 1-3 % typically) of
the interatomic distances which causes small restoring interatomic forces. As long as the atomic
arrangement is not changed, the atoms can return to their original unstrained equilibrium po-
sition after the external force (load) is removed. Depending on the nature of the interatomic
forces, the elastic properties of materials can change significantly [29, 37]. We can divide the
forces in two types: i) van der Waals forces or ii) the forces which are the result of (partial)
electron redistribution between binded atoms. In the first case of interaction of a pair of the
same neutral atoms, the forces can be well approximated by Lennard-Jones potential (L-J po-
tential) . This types of bonds will be weaker than the other once (ionic, covalent, metalic). Since
ionic and covalent bonds are directional, the additional (to crystaline) anisotropy of the elastic
properties will apear. Opposite to ionic and covalent bonds, metalic bonds are non-directional
and normally weaker than the first two.Assuming a linear response to a ”small” elastic deforma-
tions (infinitesimal1 strains) has been found to be a good approximation for all types of chemical
bonds. For example, figure 2.1 a shows two Lennard-Jones potentials V for different depths of
the potential well , according to the equation:





where r is the distance between the atoms and rm is its equilibrium value. The first derivative
of the potential with minus sign is equal to the force acting on the atom (figure 2.1 b). One sees
1ones which are so small that can not be measured with any means.
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Figure 2.1.: (a)L-J potential (solid lines) for different values of the parameter . A parabolic fit according
to Hook’s law for the L-J potential ( = 1), fitting it close to energetic minimum, is shown with the blue
dashed line. Corresponding derivatives (b) of the L-J potential representing interatomic force (black
squares and red circles). Linear fits of the force are shown with the solid lines which represent Hook’s
law.
that the linear relation fits the force quite well if the relative change of the interatomic distance
does not exceed a few percent. It is important to notice that the deeper is the potential well the
higher is the spring constant k (slope of the linear fits in figure 2.1 b). Thus the response to
the forces, which cause small deformations, can be approximated by Hook’s law. The present
section deals with the linear elastic theory only. The non-linear theory of elasticity is described
elsewhere [38, 39].
The linear elastic theory can be applied only on the length scales greater than interatomic
distances, that is for continuous body. There are two main characteristics of a deformation
process: stress and strain. Stress is a measure of internal forces acting in the deformed body.
Strain is a normalized measure of the body deformation.
Let us consider a solid body (figure 2.2) which is deformed by an external force. The de-
formation will result in internal forces in the body which in thermodynamic equilibrium should
compensate each other. Stress vector T⃗ (n) in a point P upon a surface AB with normal vector n⃗
can be defined as T (n)i = dFidS , where d⃗F is a force acting on element of area dS around point
P. The stress vector does not depend on selection of the plane AB (it is a statement of Cauchy’s
postulate [40]) and, thus, equal to the stress vector acting on the other surface of the plane AB
(T⃗ (n) = −T⃗ (−n)). The general consequence of Cauchy’s postulate is Cauchy’s stress theorem
which states on existence of second order symmetric stress tensor ^:






and ij = ji (2.2)
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Figure 2.2.: A schematic representation of a deformed body which is in thermodynamic equilibrium.
Plane AB divides it in two parts  and ′. An element of area of a surface AB around point P is denoted
with dS, n⃗ is its normal vector and d⃗F is an internal force acting in point P .
Since the tensor can be diagonalized, the Eigenvalues of the stress vector can be found
as the diagonal elements of the stress tensor and they are equal to so called principal stress.
Thus, there always exist three planes (principal planes) where the stress (principal stress) acts
orthogonal to them.
To define the strain in a body one should associate position of each point of the body with
its radius vector r⃗ with coordinates xi (i = 1, 2, 3). During the deformation each point is shifted
and its new position is defined by the radius vector r⃗′ with coordinates x′i. The deformation
vector u⃗ can be defined as: ui = x′i − xi [41]. During the deformation the distance dl between
two infinitely close points of the body changes in the following way:
dl =¿ÁÁÀ 3∑
i=1 dx2i , and dl′ =
¿ÁÁÀ 3∑
i=1 dx′2i or shortly: (2.3)
dl2 = dx2i , and dl′2 = dx′i = (dxi + dui)2 (2.4)
where dxi and dx′i are coordinates of radius vectors between the points before and after defor-
mation respectively, ui = dx′i − dxi are coordinates of the deformation vector [41]. Substituting
dui = @ui@xkdxk one ends up with:







Since in the second term of the equation indices i and k are dummy indices we can rewrite the
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Interchanging i and l in the third term of equation 2.5 one ends with the following [41]:












The tensor u^ is defined as symmetric therefore it can be diagonalized. It is not difficult to show
that principle components of the tensor are equal to the relative length change along the principal
axes [41]. Thus, the principal components represent the strain in the body. Since we deal with
infinitesimal deformations the second-order infinitesimal in equation 2.7 can be neglected. Thus,






























One should mention here, that the linear elastic theory does not work in the materials with
reduced dimensionality, since the infinitesimal ui results in the finite partial derivative by
the coordinate of the reduced dimension. Thus, the response of a such body to the ”small”
deformation will not be linear.
As it was shown in the beginning of the section the Hook’s Law is a good approximation
of the stress-strain relation of the isotropic body. More general, the free energy of elastically




where Ciklm is components of the stiffness tensor. Since ik = @F@ik [41], the stress-strain relation
for anisotropic case can be written in the following way:
ik = Ciklmlm, or ^ = C^ ∶ ^ (2.10)
Symmetry of both stress and strain tensors allow to make a transition to Voigt notations using
the following index transformation:
ij = 11 22 33 23,32 13,31 12, 21⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓
 = 1 2 3 4 5 6
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2.2. Fundamentals of mechanical vibrations
In the Voigt notations the stress and the strain tensors will be transformed into vectors, and
the rank 4 stiffness tensor transforms into rank 2, 6x6 tensor. Depending on the symmetry of
the matter the stiffness tensor can have different amount of independent components. For cubic
crystals the stiffness tensor is symmetric and has only three independent components:
C^cubic =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.11)




















= C^−1[111] ⋅ ⃗[111]; (2.12)
where x-axis of the system coordinate oriented along [111] direction and the y-axis along [1-10]
direction. Thus, the stiffness tensor C^cubic in equation 2.11 should be rotated. Since the Young’s
modulus can be defined as coefficient of proportionality between uniaxial strain and uniaxial
stress and disregarding calculation, the following formula represents Young’s modulus of the
crystal in [111] direction:
E[111] = 
1
= 3C44(C11 + 2C12)
C11 + 2C12 +C44 (2.13)
2.2. Fundamentals of mechanical vibrations
Modeling of an oscillatory body utilizes rigid body mechanics. The equations of motion can be
derived using Newton Laws. Basically the equations of motion should be written for each point
of the body, however, the simplification of the modeling can be done if the body is considered
as different subsystems in which points of the body acting as a one point. The interaction of the
subsystems and their response to the external stimuli will be the main subject of the modeling.
The excitations of a system can be divided in two classes: i) initial excitations and ii) applied
force or applied momentum excitations. The first one is an initial displacement or initial velocity
which has a system in the moment when the time t is equal to zero. Since in all other moments (t
> 0) the system responses freely, the vibrational movement in this case is called free vibrations,
9
2. Theoretical background: Elastic properties of semiconductors
and can be described by the homogeneous equation of motion (for conservative and dissipative
system):
M x(t) + fc( _x(t)) + fk(x(t)) = 0; (2.14)
where x is displacement of the system from the equilibrium position,M is effective mass of the
system, fc and fk are the functions defining nature of viscosity and response to deformations
respectively2. When there is a force F (t) acting on the system the oscillatory movement is
called forced vibrations and the equation of the motion will be non-homogeneous:
M x(t) + cfc( _x(t)) + kfk(x(t)) = F (t): (2.15)
The system response x(t) to the excitations F (t) depends on the nature of excitations and on
the system characteristics. All excitations can be deterministic or non-deterministic. Disregard-
ing initial excitations, other deterministic excitations can be divided in two classes: periodic and
arbitrary (non-periodic) excitations. Among periodic excitations, the most interesting for us are
harmonic excitations. In this case the force (or moment) is proportional to the combination of
trigonometric functions sin(!t) and cos(!t). Any complex harmonic excitation can be repre-
sented as a Fourier series where each harmonic function is an integer multiple of the lowest
frequency, which is called fundamental frequency [42]. The main system characteristic is its
linearity or non-linearity. In the case of the linear systems the functions fc( _x(t)) and fk(x(t))
are linear and equal to c _x(t) and kx(t) respectively, where c is a coefficient of viscous damping
and k is an effective spring constant. As it was shown in the previous section, the linearity of
the system can be consequence of the smallness of the motion of the system, in particular of the
terms _x(t) and x(t). In linear systems the response to the combination of individual excitations
is a superposition of individual responses to each excitation (superposition principle) [42]. Thus
the response to the excitation F1 and F2 can be written as:
x(t) = c1x1(t) + c2x2(t); (2.16)
where x1(t) and x2(t) are responses to excitations F1 and F2 respectively, c1 and c2 are con-
stants [42].
In equations 2.14 and 2.15 functions fc and fk are time independent. Thus the system re-
sponse to the periodical excitation will not depend on time. This type of systems called time-
invariant systems. In general there exist time-varying systems which can be modeled using
fc( _x(t); t) and fk(x(t); t) functions. It is not difficult to prove that the response of linear time-
invariant system to a harmonic excitation is harmonic as well. Let us consider a single degree
2Being more precise, the equations 2.14 an 2.15 are written for a system with a single degree of freedom. In
general case such an equation should be written for each degree of freedom.
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of freedom linear time invariant system under harmonic exciting force:
F (t) = kf(t) = kAei!t; (2.17)
where ! is the excitation frequency. Since the system is linear equation 2.15 can be rewritten to
the following:
mx(t) + c _x(t) + kx(t) = F (t): (2.18)
Replacing c and k with the viscous damping factor  = c/(2!nm) and natural frequency !n =√
k/m we end up with [42]:
x(t) + 2!n _x(t) + !2nx(t) = !2nAei!t: (2.19)
Since the response of the linear system to harmonic excitation is harmonic, we search the solu-
tion in the form of x(t) =X(i!)ei!t":
(!2n − !2 + i2!!n)X(i!)ei!t = !2nAei!t; and thus: (2.20)
X(i!) = !2nA
!2n − !2 + i2!!n = A1 − (!/!n)2 + i2!/!n : (2.21)




1 − (!/!n)2 + i2!/!n ; hence: (2.22)
x(t) = AG(i!)ei!t; or: (2.23)
x(t) = A ∣G(i!)∣ e(i!t−(!)); where (2.24)
(!) = arctan(−ImG(i!)
ReG(i!) ) (2.25)
Obviously, the magnitude of the frequency response ∣G(i!)∣ determines the amplitude of the
system response to the harmonic excitations. Figure 2.3 shows amplitude-frequency response of
the system to harmonic excitations for different values of the parameter  . When the excitation
frequency approaches the natural frequency of the system, the resonance vibrations take place.
The hight of the resonance and hence the quality factor Q increase with the decrease of the




1 − 2 (2.26)
Since quality factor Q is a two pi multiplied by the relation between energy stored in the os-
cillator to energy dissipated in the cycle for the low damping the Q-factor can be written as
11
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Figure 2.3.: Dependence of the magnitude of the frequency response on the excitation frequency. Dif-
ferent curves correspond to different values of the damping parameter  (see legend).
[42]:
Q ≅ ∣G(i!)∣max =≅ 12 : (2.27)
Here we can conclude that for high quality factors (Q ≫ 1 )the vibrations of a system can
be approximated as undamped and, thus, the resonance frequency can be approximated by the
natural frequency of the system (see figure 2.3).
Let us now consider a bending vibration of an elastic beam which is shown in figure 2.4.
The beam has uniform cross section which area is A and the second moment of inertia I upon
the axis normal to the sketch plane. The deferential element of the beam is shown in figure 2.4
b. It suffers from bending momentM(x; t) and shearing forceQ(x; t). We restrict the model of
the beam to the following assumptions:
• the rotation of the differential element is small compared with the translational movement;
• the angular distortion because of shear deformation, compared to bending deformation,
can be neglected;
• the aspect ratio of the beam is relatively large ( > 10 [42]);
• the deformations are small enough that the beam responds linearly;
• the elastic moduli for tensile and contractive deformations are equal.
12




















Figure 2.4.: (a) Scheme of vibrational bending of a beam (adopted from [42]). (b) A cross sectional view
of the beam element (adopted from [42]). (c) Scheme representing geometrical boundary conditions of
the one end clamped beam.
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Within the described model the Euler-Bernoulli beam theory can be applied, thus, the Euler-





) + f(x; t) = (x)A(x)@2y(x; t)
@t2
;0 < x < L; (2.28)
where x and y are coordinates of the deferential element,E is its Young’s modulus,  is its mass
density. Since the assumption of a homogeneous beam was made, the following terms can be
reduced to constants: I(x) = I , (x) =  and A(x) = A. In the following we consider a one end
clamped beam (figure 2.4 c), therefore the geometric boundary conditions can be formulated as:
y(0; t) = 0; and @y(x; t)
@x
∣
x=0 = 0 (2.29)
Considering free vibrations of the beam (f(x; t)=0 in equation 2.28) the solution for natural









where i is a constant which is equal to 1.875 for the 1st harmonic.
The forced vibrations of the beam at frequencies around the natural frequency can be de-
scribed using the theory of forced vibrations presented above. For example, one can use equation
2.24 to describe qualitatively the response of the beam end.
2.3. Elastic properties of nanoscaled objects
The elastic theory presented in section 2.1 works well for the volume materials. In this section
I arise a question how the elastic properties change in nanoscaled materials. There are several
reasons, why the classical elastic theory can not be applied to nanostructures:
• Main assumption of classic elastic theory is that deforming body is continuous, the dis-
crete (atomic) structure of the body is neglected. When the body dimensions are com-
parable with interatomic distances a discrete theory should be developed to describe the
elastic behavior.
• A lower coordination at the surface results in surface tension forces, which can be ne-
glected in case of bulk material but should be taken into account for the nanomaterials. In
materials with reduced dimensionality surface effects can play a dominative role. Further-
more, strain ik = 12 ( @ui@xk + @uk@xi ) can not be defined for the material reduced in dimension
k for example.
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• Elastic properties are sensitive to atomic structure. Some structural transitions occur only
in nanomaterials.
• Since the nature of interatomic forces can change in nanostructures, their elastic proper-
ties may also be affected.
It is possible to build a semicontinuum model as it was done by C. T. Sun and coworkers [26].
The model describes a nanoplate material (thin film) continuous in lateral x and y and discrete
along the plate normal in z direction (figure 2.5 a). The atoms in the model are considered as
non-deformable balls connected with ideal elastic springs. The atomic positions are defined by
the integers i, j and l in x, y and z directions respectively. Than the displacements u, v and w of
the atoms in layer l can be written as discrete functions and substituted by continuous functions
of xi and yj [26]:
u
(l)
i;j = u(l)(xi; yj); (2.31)
v
(l)
i;j = v(l)(xi; yj); (2.32)
w
(l)
i;j = w(l)(xi; yj): (2.33)














; and (l)yz = @w(l)
@y





zz = w(l+1) −w(l)
a
; and (l)xz = @w(l)
@x
+ u(l+1) − u(l)
a
; (2.36)
where a is a lattice spacing in z direction. Implementing strain energy density function W the
authors find Young’s modulus in x direction as E = xx/xx, where xx = @W /@xx [26]. Figure
2.5 b shows dependence of Young’s modulus on the atomic layer number in z direction. The
Young’s modulus decreases at the surface, however, the effect is noticeable only for the plate
with thickness of less than 10 atomic layers. For lager materials one can approximate the surface
contribution using a rule of the effective stiffness constant.
Another interesting study [30] compares Young’s modulus of copper film obtained by ab-
inito simulations based on Lennard-Jones (L-J) potential and embedded atom method3 (EAM)
potential. The model build by the authors is fully discrete. The simulations based on the L-J
potential (figure 2.6 a, dash-dotted line) shows the same trend for the Young’s modulus as in
semicontinuum model described above (figure 2.5 b). However, the result obtained using the
3It is a method which considers each atom as it is embedded in a host matrix of atoms (with their electrons). The
potential consists of the pair interaction potential and a potential which is a function of electron density.
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a b
Figure 2.5.: (a) Model of nanoplate material with a cubic structure: black balls represent atoms, springs
between balls represent atomic bond. The model is discontinuous in x and y directions and has 2N+1
atomic layers in z direction, which numbers are denoted with l (adopted from [26]). (b) Dependence of
Young’s modulus on number of layers 2N+1 (adopted from [26]).
Figure 2.6.: (a) Dependence of Young’s modulus normalized by the bulk value on number of atomic
layers simulated for a copper thin film using: Lennard-Jones (L-J) potential (dashed-dotted line) and
EAM potential (solid line). (b) Dependence of electron density in the copper thin film on position relative
to the first atomic layer. Both graphs are adopted from [30].
EAM potential is opposite - the Young’s modulus increases at the surface and the effect is much
stronger as in the case of pair interactions. The authors attribute this effect to the increase of
the electron density in the surface layers (figure 2.6), which leads to the stronger bonding. This
study is an example that in nanoscale structures the origin of interatomic forces can be different
and because of that the elastic properties can be changed significantly.
Another factor which can affect elastic properties of the surface is the surface relaxation.
Again, for nanostractures the surface contribution is much higher than for the volume material,
therefore, the contribution of the surface relaxation to the elastic properties can be significant.
The bond-orientation-bond-length-bond-strength (bond-OLS) model proposed by C. Q. Sun
16
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and coworkers [29] considers change of the bond energy due to contraction or expansion of
the bonds. The authors propose a parameter ci which is equal to relative change of bond length
and describe its dependence on the coordination number of atoms in ith layer [29]. The authors
derive a formula which links the parameter ci with the relative change of Young’s modulus [29]:
Ei
E
= c−mi − 3ci + 2; (2.37)
where m is a parameter which describes bond length dependence of the binding energy. For
elemental solidsm ≈ 1 and for alloysm ≈ 4 [29]. One sees that bond contraction (c < 0) leads
to hardening of the material, whereas bond expansion leads to its softening.
The elastic properties of nanowires are mostly affected by their surface, since their surface-
to-volume ratios can be very high for small diameters. The surface relaxation might be the dom-
inating effect, which influences the elasticity of the nanosized structures. Figure 2.7 shows the
experimentally obtained dependence of Young’s modulus of different semiconductor nanowires
on their diameters. The majority of the systems show increase of the Young’s modulus with the
decrease of the diameter. For all of them (ZnO [34], CuO [35], GaAs [25]) authors attribute
this increase to the formation of the relaxed layer at the surface, where bond contraction and
consequent hardening take place. C. Q. Chen and coworkers [34] estimated the thickness of re-
laxation layer in ZnO nanowires as 4.4 nm, and the relaxation in the outmost layer as 0.13 Å(2.5
%). For GaN [32] and InAs [33] nanowires the decrease of Young’s modulus with decrease of
diameter was found. In both cases the authors propose the surface tension effects as one of
dominative phenomenas affecting the elasticity of the nanowires. Indeed, the followed molec-
ular dynamic simulations of the Young’s modulus of GaN nanowires [44] shows its decrease
with diameter. However, the simulations were done for ultrathin nanowires (d < 4 nm) and sur-
face relaxation effects were not taken into account. The data for InAs nanowires (figure 2.7
blue line) were obtained by resonance method, and relatively thick nanowires posses significant
(more than 20 %) decrease of Young’s modulus comparing to the bulk value. This behaviour
can hardly be atributed to the surface tension effects. This could be either a systematic error in
detection of eigen frequencies of the nanowires which arises due to high damping or effect of
structural polytypism (alternation of Wurtzite and Zinc Blende structures). This study and the
study by K. H. Liu and coworkers (figure 2.7 magenta line) on tungsten oxide nanowires [36]
are good examples that defects (e.g. stacking faults) can significantly change elastic properties
of nanowires. Moreover, the lateral orientation of the defects results in such an unusual trend
which represents magenta line in the figure 2.7. The nature of the impact of the stacking faults
on elastic properties of nanowires remains, however, unclear.
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Figure 2.7.: Dependence of Young’s modulus of nanowires normalized by their bulk values on the
diameter of the nanowires. Different materials and growth directions shown with different colors (see
legend). The sources of the plotted data are listed in the text.
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transport
3.1. Electronic properties of InAs and its surface
Bulk InAs has a Zinc Blende crystal structure and is a material with high electron mobil-
ity of up to 4x104 cm2(V s)−1 (hole mobility up to 5x102 cm2(V s)−1), high intrinsic electron
concentration (∼ 1015 cm−3) and, thus, low intrinsic resistivity of 0.16
 cm. Figure 3.1 schemat-
ically shows the band structure of InAs. One sees that InAs is a direct band semiconductor with
a band gap of 0.354 eV at room temperature. The asymmetry of indirect gaps of 1.08 eV and
1.37 eV at L and X points respectively results in an anisotropy of the charge transport. The
effective electron mass at the  -valley point ism∗ = 0:023m0.
The InAs surface has a natural electron accumulation layer due to the formation of donor
surface states which pin the Fermi level above the conduction band [45]. The area concentration
of the electron in the surface layer is on the order of 1012 cm−2 [46], whereas the thickness of
the layer is on the order of the electron wave length. The accumulation layer has the properties
of a two-dimensional electron gas (2DEG), and it shows Shubnikov-de Haas oscillations of
magnetoconductance at low temperatures [47]. The donor states in the accumulation layer give
rise to the ionized impurity electron scattering mechanism. The roughness scattering is another
dominating factor limiting the electron mobility in InAs, and its overall effect is increased for the
accumulation layer. Due to these scattering mechanisms, InAs surface has a much lower electron
mobility than the bulk (≈ 5x103 cm2(V s)−1)[48, 49]. The adsorbates at the InAs surface can
change the surface states and, thus, change the electronic properties of the accumulation layer
(e.g. positions of the Fermi level pinning) [50, 51]. A passivation of the InAs surface with sulfur
atoms is commonly used to suppress the surface donor states and unpin the Fermi level [52].
3.2. Band gap broadening in Wurtzite InAs
The Wurtzite phase of InAs does not exists in bulk form, but it can be stabilized in nanos-
tructures. Due to the lack of experimental data on the electronic properties of the Wurtzite phase
theoretical calculations have been performed. The different lattice parameter of Wurtzite InAs
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Figure 3.1.: Scheme of the band structure of InAs. Adopted with changes from [53].
(aWZ = 4.2839 Å and c = 6.9954 Å compared to aZB = 6.0542 Å in Zinc Blende phase) results
in the increase of the band gap [54]. DFT calculations revealed the significant broadening of
the band gap in the Wurtzite direct band gap semiconductors [55]. More recent ab-inito calcu-
lations of the band structure of Wurtzite InAs [56] over-estimated the band gap, since the effect
of spin-orbit (SO) coupling was not considered. Based on the assumption that the SO coupling
is the same for the Wurtzite and the Zinc Blende phase, one calculated a band gap broadening
of 55 meV at 0 K for Wurtzite InAs[56]. This value is consistent with the result published by A.
De and C. E. Pryor who used transferable empirical pseudopotentials and included spin-orbit
coupling [57]. Finally, the band gap of the Wurtzite InAs at 0 K is generally assumed to be
0.47-0.48 eV [56, 57], whereas the band gap of the Zinc Blende phase is 0.415 eV at 0 K [58].
The change of the stacking sequence (A B C for Zinc Blende structure and A B A B for
Wurtzite) affects the size of the unit cell in ⟨111⟩ direction, decreasing it by the factor of 1.5 for
the Wurtzite compared to the Zinc Blende phase. This modifies the phonon wave lengths and,
thus, changes the scattering rate of the electrons. This indicates that not only the band gap of
Wurtzite InAs is different from the Zinc Blende one, but also other transport parameters (e.g.
electron mobility) might change. The discussion of the electron transport in Wurtzite and Zinc
Blende nanowires will be continued in the next section.
3.3. Electron transport in InAs nanowires
Obviously, InAs nanowires should show different properties compared to bulk due to
strong reduction of one of the dimensions. It was often reported in the literature that the re-
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duction in the size in semiconductors leads to confinement effects characterized by the broad-
ening of the band gap. Indeed, the theoretical calculations on InAs nanowires show an increase
of the band gap and electron effective mass which increases for thinner nanowires [59–61]. E.
Lind and coworkers performed atomistic simulations using sp3d5s∗ tight-binding method1 [62]
for ⟨111⟩-oriented cylindric nanowires with a surface passivated by hydrogen atoms [60]. The
study revealed that the nanowires possess a direct band gap at the  -point. Figure 3.2 shows the
dependence of the energies of the conduction and valence subbands on the nanowire diameter.
These results, however, are not fully consistent with the results of the same kind of simulations
performed by M. P. Persson and H. Q. Xu for ⟨100⟩-oriented nanowires with square and rect-
angular cross sections [59]. The valence band for a 13 nm square nanowire possesses complex
non-parabolic structure with double maxima and band anticrossings (figure 3.3). Moreover, the
nanowire shows indirect band gap, which is surprising and has never been reported for InAs be-
fore. Opposite to this result, smaller (3 nm) nanowires with a square cross section, studied using
the same method, show a direct band gap [61]. The difference in those studies is that in the first
one, the spin orbit coupling was included, and the nanowires have, probably, {100}2-type facets
[59] against {110}-facets in the second case [61]. I consider those results as a direct theoretical
evidence that different faceting may result in a significant change of the transport properties
of the nanowires. The crystallographic orientation of the wire axis is another important factor
affecting the electronic structure of the nanowires. The same sp3d5s∗ simulations by Alam et al.
show that the ⟨111⟩- and ⟨110⟩-oriented InAs nanowires (with a square cross section) behave
very similar, whereas the ⟨100⟩-oriented nanowires have a larger band gap and effective mass of
electrons (figure 3.4) [61]. However, this effect is significant only for nanowires with a diameter
below 10 nm. The theoretically obtained trends of the increase of the band gap with the decrease
of the nanowire diameter were confirmed by F. Wang and coworkers in a photoluminescence
study of InAs quantum wires (5-14 nm in diameter) [63]. Before reviewing the experimental
studies on the electron transport in InAs nanowires I should mention that the sp3d5s∗ tight bind-
ing model tends to overestimate the   − L separation. However, this does not affect the trends
shown in figures 3.2-3.4 and discussed above.
In reality, the transport in InAs nanowires is dominated by their surface. Since the thick-
ness of the electron accumulation layer tacc is in the order of the electron wave length (see
section 3.1), one can estimate it using the simple equation: tacc ∼  = h/√2m∗Ef , where h is
Planck’s constant, m∗ is electron effective mass and Ef is the Fermi energy. Using the param-
eters discussed in section 3.3, the accumulation layer thickness is on the order of 15 nm3, thus
1Tight-binding method based on description of crystals in terms of chemical bonds and computation of the set of
approximate atomic wave functions and consequent overlap matrices [62]. The term ”sp3d5s∗” shows which
orbitals are considered in the calculation.
2Authors write {110}-facets in the body of the article whereas in the figure, which shows the nanowire model
used for the simulations, the wire is decorated with {100}-facets.
3for the nanowires thicker than 30 nm. For the thinner nanowires the effective mass increases with the diameter
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Figure 3.2.: (a) Dependence of the energies of the conduction bands (CB) and the top of the valence
(VB) bands on the diameter of Zinc Blende InAs nanowires. (b) Diameter dependence of the correspond-
ing electron effective massm∗ presented in the units of the steady electron massm0. Adopted from [60].
Figure 3.3.: Band structure of a Zinc Blende InAs nanowire with a square cross section (13 nm x 13
nm). The conduction band is shown in (a) and the valence band in (b). Adopted from [59].
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a b
Figure 3.4.: Diameter and orientation dependence of the band gap (a) and effective mass (b) of the Zinc
Blende InAs nanowires. Adopted from [61].
a b
Figure 3.5.: Dependence of (a) electron mobility  and (b) average electron concentration nAV on the
diameter (in nanometers) of InAs nanowires. Adopted from [12].
the surface effects should be pronounced even for nanowires thicker than 100 nm. Indeed, the
study of Talin and coworkers shows that the change of the surface states by surface contamina-
tion results in the change of the transport properties of the nanowire field effect transistor (FET)
[23]. Furthermore, the nanowires show n-type conductivity which is caused by the accumula-
tion layer at the surface [22, 23, 64, 65]. The measurement of the transport coefficients (carrier
mobility and concentration) performed by Dayeh and coworkers utilizing FET geometry shows
that the electron mobility decreases and the carrier concentration increases with the decrease of
the nanowire diameter (figure 3.5) [22]. The study of Talin and coworkers shows similar behav-
ior of the transport coefficients, however, the shapes of the curves are different [23]. Since the
accumulation layer should possess decreased electron mobility and increased carrier concentra-
tion, these dependences confirm that, indeed, the charge transport in the InAs nanowires occurs
mostly at the surface in the electron accumulation layer.
Since the nanowires can be heated during the electrical characterization, it is important to
have information about thermoelectric properties of the nanowires. Mavrokefalos with cowork-
(figure 3.2), thus the accumulation layer will be thinner.
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Figure 3.6.: Dependencies of (a) conductance , (b) thermal conductivity , (c) electron concentration
n and (d) electron mobility  on the temperature for the patterned InAs nanowire with the rectangular
cross section 40 nm x 150 nm. Adopted from [65].
ers studied the dependence of the conductance , thermal conductivity , electron concentration
n and electron mobility  on the temperature (figure 3.6) for the patterned InAs nanowires with
a rectangular cross section of 150 nm x 40 nm [65]. One sees that the electrical conductance has
a very strong temperature dependence around room temperature (figure 3.6 a). Thermal con-
ductivity at the room temperature is six times lower than the corresponding bulk value (figure
3.6 b) [65]. The authors attribute this behavior to the increase of the role of the high frequency
phonons in the nanowires compared to the bulk. The phonons suffer from boundary scattering,
and, thus, the mean free path of the phonons should be on the order of the nanowire thick-
ness (40 nm) [65]. Interesting is that both electron concentration (3.6 c) and mobility (figure
3.6 d) increase with increasing temperature, whereas in the bulk InAs the electron mobility
decreases with increasing temperature [66]. This effect is quite surprising, since the phonon
scattering, reducing the electron mobility, should increase with temperature even for the 2DEG
at the nanowire surface [67, 68]. The same result was obtained for InAs thin films which were
used to fabricate the nanowires (figure 3.6 d solid circles). But, the mobility in the nanowires is
an order of magnitude lower [65], which is attributed to an increase of electron scattering due
to a bending of the nanowire during sample preparation.
Before proceeding with the effect of planar defects on the electron transport in InAs
nanowires, it is worth to discuss the mean free path (MFP) of the electrons. If the defects act like
scattering centers, the comparison of the defect separation and the MFP can give an idea on the
impact of the defects on the electron transport. X. Zhou and coworkers observed two regimes of
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Figure 3.7.: Dependence of the resistance of an InAs nanowire on the distance between the cAFM tip
and another electrical contact used for the resistance measurement. Adopted from [12].
electron transport in the InAs nanowires by using conductive atomic force microscopy (cAFM)
[64]. Figure 3.7 shows the dependence of the nanowire resistance on the distance between the
cAFM tip and the contact which was deposited on one end of the nanowire. The resistance does
not change between 0 and 200 nm. After 200 nm it depends linearly on the distance. The first
regime can be attributed to the ballistic transport in the nanowire, when the electrons are not
scattered between the terminals. The second regime shows drift-diffusion conductance. Since
the length of the distance-independent transport region (200 nm) is equal to several MFP, the
authors estimated the mean free path of the electrons Lm ∼ 55nm [12].
The structural polymorphism in the InAs nanowires is another factor which plays a sig-
nificant role in the electron transport. Since the formation energies of the Zinc Blende and
Wurtzite phases are very close for the nanowires with a diameter below 100 nm, the presence
of both structures in the nanowires is common [12, 69–71]. The structural changes in the ⟨111⟩-
oriented nanowires appear through the planar stacking defects, which are perpendicular to the
wire axis and expected to possess the band offset [72]. Dayeh and coworkers studied transport
in Zinc Blende (ZB) nanowires without defects and Wurtzite (WZ) nanowires with planar de-
fects [73]. They found that the resistance of a ZB nanowire is an order of magnitude higher
than that of a WZ nanowire with stacking faults. In their later study, however, they attribute
this difference to the change of contact resistance and extract very close values for the average
transport coefficients: nZB = 6.4 x 1017 cm−3 vs nWZ = 8.5 x 1017 cm−3 and ZB = 2200 cm2
(V s)−1 vs WZ = 1700 cm2 (V s)−1 [12]. The authors also observed a significant enhancement
of the sub-threshold characteristics of the FET for the nanowires with defects and attributed it
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Figure 3.8.: (a) Scanning electron micrograph of an InAs nanowire with six drain-source contacts. The
colors in the segments are artificial, and they indicate the nominal defect density in the nanowire: from
violet to red (from left to right) the defect density decreases. (b) Dependence of the drain-source current
Ids on the gate voltage Vbg and (c) the dependence of the electron mobility fe on the position (c) have
the same color code as (a). (d) A scanning gate microscopy image of an InAs nanowire showing in color
code the dependence of the nanowire conductance G on the local gate (tip) position. Dotted lines show
positions of the nanowire, and drain and source electrodes. Black dots show the positions of quantum
dots inside the nanowire. (a-c) Adopted from [24], (d) adopted from [18].
to the spontaneous polarization of the ZB/WZ interface when a gate voltage is applied [12].
Another evidence of the impact of the stacking faults on the electron transport is the obser-
vation of quantum dots (QD) inside the nanowire at liquid helium temperatures by Bleszynski
and coworkers [18]. The Coulomb blockade conductance peaks associated with the quantum
dots were imaged using scanning gate microscopy and are shown in figure 3.8 d. The formation
of the QD in the nanowire is probably a result of the electron scattering along the nanowire axis
induced by the stacking faults. The observed formation of the quantum dots is random and can
be rather correlated with the defect positions since the defect density is high.
Schroer and coworkers attempted to correlate the defect density in InAs nanowires with
electron mobility [24]. The experiment was done in the FET geometry with several drain-source
contacts deposited on the nanowire (figure 3.8 a). The stacking fault density depends nominally
on the position. The authors measured dependencies off the drain-source current on the gate
voltage at different positions (figure 3.8 b). The corresponding electron mobilities are shown
in figure 3.8 c. At 4.2 K the electron mobility decreases with increasing defect density: the
mobility is about 4 times lower in the region with high defect density than in the nominally
defect free region [24]. At room temperature, however, there are essentially only two distinct
regions where the mobilities differ by approximately 100%. ”This suggests that while the room
temperature mobility is close to being limited by phonon scattering, the planar defects are the
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dominant factor limiting mobility at low temperatures.”4
In summary, the following peculiarities of electron transport in InAs nanowires should be
underlined:
• Quantum confinement effects results in the broadening of the band gap and in the increase
of electron effective mass for the thinner nanowires;
• The electron transport in the nanowires is dominated by surface conductance through nat-
ural electron accumulation layer, which thickness is estimated to 15 nm for the diameters
above 30 nm. The surface effects result in an increase of the effective electron concentra-
tion and a decrease of the effective electron mobility;
• A strong temperature dependence of conductance can be expected around room tempera-
ture;
• There are experimental evidences that the Zinc Blende/Wurtzite polymorphism influence
the electron transport.
However, the question, how does the stacking faults in the nanowires affect the electron trans-
port in the nanowires, remains open.
3.4. Electrical contact theory and its application for
InAs nanowires
An electrical contact between two solid bodies can consist of one or several contact spots
so called ”a-spots”. The electrical current is compressed to a smaller volume around the a-spots
[74]. Due to the constriction, less material contributes to the electrical current transport, and
the resistance of the system increases by the contact resistance. The contact resistance theory
described bellow is applicable for the ohmic contacts (e.g. metal-metal contacts). In the classical
theory the constriction resistance RC in a circular a-spot is given by:
RC = 1 + 2
4a
; (3.1)
where 1 and 2 are electric resistivities of the material, which are in contact, and a is a radius
of the a-spot [75]. The equation is a simple electrodynamic solution of the current constriction
problem which is based on the following assumptions: i) a-spot is a disc; ii) the current flow
is continuous through the contact point. If the size of the a-spot is in the order of the electron
mean free path, the current is not continuous any more, and only few electrons can pass through
4[24]
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Figure 3.9.: (a) Band diagram of a metal and a semiconductor separated from each other. (b) Band
diagram of the metal and the semiconductor in contact. The Fermi levels of metal and semiconductor are
shown with black lines (EFm and EFs respectively). The conduction and valence bands of the semicon-
ductor are shown with blue lines (Ec and Ev respectively).
the constriction. In this case, the electrons do not diffuse through the contact area but pass
through it ballistically. Sharvin in 1965 solved the problem of ballistic transport through a small




wherem is the electron mass, e is the electron charge, VF is the velocity of Fermi electrons, n is
the electron concentration [76]. Alternatively, equation 3.2 can be reduced to RS = C/a2, where
C = 4mVF /(3ne2). The total contact resistance, therefore, can be written as Rcont = RC +RS .
A metal-semiconductor interface can show, however, a non-ohmic behavior due to a po-
tential barrier. If the Fermi level of the metal and the semiconductor have different positions
(figure 3.9 a), after the contact is established, electron density redistribution takes place in the
semiconductor in a way that the Fermi level on both sides of the interface is equal (figure 3.9
b) [77]. Thus, the semiconductor Fermi level changes its position by the difference between
the metal and semiconductor work functionsWm−Ws. Far from the semiconductor surface, the
conduction and valence bands (Ec andEv) will maintain their original separation with the Fermi
level (e.g.Ws − a for the conduction band, where a is the electron affinity). At the interface,
the conduction band bends in a way that the semiconductor has the original electron affinity.
Therefore, both bands possess their original positions at the interface [77]. To be injected into
the semiconductor, the electron has to overcome a potential barrier between the Fermi level
and the conduction band at the interface. The barrier height is equal to Wm − a (see figure
3.9), and in the case of intrinsic semiconductors it is called the Mott barrier. In the case that the
semiconductor contain donor or acceptor states, it is called Schottky barrier [78, 79].
InAs nanowires are often grown by gold catalyzed chemical vapor deposition (CVD)
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method. These nanowires have a gold nanoparticle which remains on the top of a wire. The
interface between the gold nanoparticle and the InAs nanowire may show a potential barrier
(Mott barrier) with a height of 0.2 - 0.57 eV, since the electron affinity of bulk InAs is equal to
4.9 eV, and the work function of gold is between 5.1 eV and 5.47 eV. Due to quantum effects,
however, the electron affinity of the nanowires can be different. Moreover, the gold particle
often forms an alloy with As [80] which also changes the work function of the nanoparticle.
In the thesis, the electron transport of the InAs nanowires is investigated using a two-point
contact method with a gold tip to contact the nanowire to the gold nanoparticle which is on top of
the wire. I estimate the resistance of the interface between the gold tip and the gold nanoparticle,
using equations 3.1 and 3.2. Inserting the resistivity of gold as Au=2.2 x 10−8 
 x cm ≡ 1 ≡ 2,
C = 3.58 x 10−16 
 m2 [76] and a-spot radius a = 5 nm, we find the tip-nanoparticle contact re-
sistanceRcont = 16.5 
. For the smaller contact spot with radius a = 2 nm, the contact resistance




4. Experimental techniques and
sample preparation
4.1. Growth of InAs nanowires by chemical vapor
deposition
InAs nanowires were grown by chemical vapor deposition (CVD) in a hot wall reactor in
the group of Professor F.-J. Tegude (University of Duisburg-Essen). Colloidal gold nanoparti-
cles with diameters of 50 nm were first deposited on InAs (100) substrates. Prior to the nanowire
growth the substrate with particles was annealed at 620 ○C for 2 minutes under As flow. The
wires were grown at 420 ○C and 400 ○C using a V/III precursor ratio of 6. Tertiarybuthylarsin
(TBAs) was used as a group-V precursor and trimethylindium (TMIn) as a group-III precursor.
The resulting diameter of the nanowires depends on the size of the gold seeds and deviates
from the diameter of the catalyst nanoparticles by 10-15% in both directions. The length of the
nanowires depends on the growth time, which was set to 10 minutes, and on the pressure of the
precursors. However, even for the same growth time and precursor pressure the length of the
wires varied from sample to sample. It was shown previously that the growth rate is affected
by the spacing of the nanowires: the growth rate increases with the spacing up to a maximal
value and decreases again down to a growth rate of thin films with further increase of the spac-
ing [81]. Thus, the variation of the nanowires length can be explained by the variation of the
nanoparticles density which was not controlled.
4.2. Electron microscopy techniques for the analysis of
morphology, composition and atomic structure
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4.2.1. Scanning electron microscopy (SEM)
In a scanning electron microscope (SEM) a focused electron beam with an energy typically
within 5-30 keV is used to scan across the sample surface to obtain a micrograph of the sample
with a resolution down to several nanometers. A secondary electron detector or back scattered
electron detector is normally used to collect a signal from each point of the scanned area. The
signal is used to form a micrograph, where the intensity of a pixel is proportional to the signal.
A principal scheme and more detailed description of an SEM can be found elsewhere [82].
In this work a Leo 1530 SEM equipped with a field emission gun (FEG) operated at 10-20 kV
and utilizing an in-lens secondary electron detector was used to investigate the morphology of
as grown InAs nanowire samples. The substrates with the nanowires were installed parallel to
the electron beam (using special sample holder) on an SEM stage which was tilted by 5 ○. Under
this condition the nanowires can be viewed from the side and the angles between nanowires and
substrate can be measured.
4.2.2. Conventional and high resolution transmission electron
microscopy (HR-TEM)
In a transmission electron microscope (TEM) the electron beam is accelerated to high
energies (typically between 80 and 400 keV) towards a thin sample, which is transparent for
the electrons (less than 300 nm thick, depending on the material). The electrons go through the
sample and are elastically or inelastically scattered. Electrons, which passed through the sample,
are focused andmagnified by electromagnetic lenses, and form an image on a fluorescent screen.
The areas of the screen which are hit with more electrons will appear brighter than the ones
which have receive a lower electron dose. There are three mechanisms of contrast formation:
1. Mass-thickness contrast. Electrons are more strongly scattered by atoms with higher
atomic number (Z) (Rutherford scattering). Since the image is formed by electrons scat-
tered at low angles ( < 5○), thicker parts of the sample or parts with heavier atoms will
scatter more electrons at high angles, thus, will appear darker;
2. Diffraction contrast. The formation of the diffraction contrast is related to the orientation
of the crystalline sample. Since, in diffraction scattering of electrons occurs at specific
Bragg’s angles, the intensity of the objects which fulfill Bragg’s conditions is strongly
reduced;
3. Phase contrast. The phase contrast, is a result of the interference of electron waves after
they passed through the sample. The electron waves are affected by different parameters
like thickness, diffraction, electrical and magnetic fields.
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High resolution TEM (HR-TEM) uses interference of the electron waves, which passed through
the sample, for image formation. The interference will contain information of the phase of the
waves (refer to phase contrast above). The phase imaging can be done on weak phase objects,
that should be thin enough to deliver small variations of electron phase (less than /2). The
electron wave, right after it passed through the sample, called electron exit wave. The exit wave
exhibits peaks at atom position. Propagating further, the electron wave is transformed by lenses
of a TEM into so-called image wave. The relation between exit wave and image wave is defined
by contrast transfer function, which depends on microscope parameters (e.g. defocus) and spa-
tial frequency [83]. Depending on defocus the image wave appears differently: it can have either
maxima or minima at the corresponding maxima of the exit wave. At Scherzer defocus the CTF
has a wide plateau at low spatial frequencies, resulting in a wide region where the information
on an exit wave is included into image wave.
Technically, high resolution TEM images can be obtained by orienting the electron beam along
one of zone axes of the sample and increasing the magnification to 300-600 thousand times.
More information about TEM and HR-TEM imaging can be found in [83].
In this work an FEI Tecnai F20 TEM operated at 200 kV was used to study morphology, chem-
ical composition and crystalline structure of the nanowire samples. The microscope is equipped
with a Schottky FEG, a super twin lens which results in a point resolution of 0.23 nm, an energy
dispersive X-Ray (EDX) detector, high-angle annular dark-field (HAADF) detector and Gatan
image filter (GIF) system. For the TEM studies the nanowires were transfered onto a copper
grid (3.05 mm in diameter) coated with holey amorphous carbon by touching the nanowire
sample with the grid. The grid was installed in the FEI double tilt TEM sample holder which
can be tilted ± 45 degrees along it axis. A sample in the holder can be tilted by ± 20 degrees
along the perpendicular axis. By tilting the sample different orientations of a selected nanowires
were achieved, and HR-TEM images for different zone axes could be recorded. Bright spots on
the images represent atomic columns. Fast Fourier transformation (FFT) of the images shows a
reciprocal lattice.
4.2.3. Selected area electron diffraction (SAED)
Selected area electron diffraction (SAED) was performed on the nanowires inside TEM
by setting the selected area aperture of the TEM on the region of interest (mostly in the middle
of a selected nanowire) and switching the microscope into the diffraction mode with parallel
illumination. The direct beam was always closed with a beam stop, the diffraction patterns were
recorded with a charge-coupled device (CCD) camera and indexed by measuring the reflex
spacing ratios and angles between them, as described elsewhere [84]. By indexing of diffrac-
tion patterns the crystal structure could be determined. To correlate real space images with
crystallographic orientations the selected area aperture was retracted and the electron beam was
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unfocused until the shadow of the nanowire was seen in the primary beam (the microscope re-
mained in the diffraction mode). This imaging condition allowed to overcome the problem of
image rotation due to switching to the diffraction mode and allowed to determine the growth
direction of the nanowire by comparison of the indexed diffraction pattern with the unfocused
diffraction image.
4.2.4. Z-contrast imaging with high resolution scanning
transmission electron microscopy
In scanning transmission electron microscopy (STEM) the electron beam of TEM is to be
focused in a fine spot (probe) by utilizing condenser lenses. A scan generator signal drives beam
deflection coils which enable movement of the beam across the sample surface. Simultaneously
with the scan different detectors can be used to obtain spatially resolved information (e.g. chem-
ical composition, crystal misorientation). The spatial resolution of STEM depends on the size of
the probe, its aberrations, scan parameter and microscope stability. The electrons that scattered
at high angles (>50 mrad [83]) contain information about the atomic number of the atoms of the
sample. The electrons can be detected by a high-angle annular dark-field (HAADF) detector.
The signal is proportional to the average Z-number of the corresponding area.
An FEI Titan 80-300 STEM operating at 300 keV equipped with electron beam monochro-
mator and probe aberration corrector was used for high resolution STEM (HR-STEM) imaging
of the InAs nanowires using HAADF detector.1 Prior to the experiment the spot size was set to 6
and the electron beam was focused to the smallest possible probe size. The aberration corrector
was setup the way to maximize the central area of the probe which does not posses drastic aber-
rations (i.e. spherical and higher order). The performed alignment of the microscope allowed
to achieve sub-angstrom resolution. During the experiment the microscope was kept in STEM
mode to prevent instrumental instabilities.
The nanowires were transfered from the substrate onto a copper TEM grid covered with
a holy amorphous carbon film by touching the substrate surface with the grid. The grid was
installed in a double-tilt TEM sample holder and transfered into the microscope column. Single
nanowires with thickness below 50 nm were selected for the experiment and positioned with
their zone axis parallel to the electron. Convergent beam electron diffraction was used to check
the orientation of the nanowire with respect to the electron beam. In the next step high magni-
fication (about 2 Mx) images were acquired and processed using FFT to identify the nanowire
zone axis. Since twin defects are of particular interest in this experiment the further experiments
were done on the wires oriented with their ⟨110⟩ zone axis parallel to the electron beam. The
acquisition of the HR-STEM micrographs was done setting the magnification above 10 Mx,
1The experiment was done in Ernst Ruska-Centre (ER-C) for Microscopy and Spectroscopy with Electrons in
Jülich, Germany.
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camera length to 0.077 m, dwell time to 22 s.
4.2.5. Energy dispersive X-Ray spectroscopy (EDXS) line scans
and mapping
In energy dispersive X-Ray spectroscopy (EDX or EDXS) characteristic X-Rays are de-
tected, that are emitted by a sample after high energy electron excitation. An EDX spectrum
consists of characteristic peaks which represent specific electron transitions in the atoms, yield-
ing quantitative information on the chemical composition as described by Williams and Carter
[83] for example.
The chemical analysis in this work were performed by EDXS in scanning transmission electron
microscopy (STEM) mode in the FEI Tecnai F20 TEM. In the STEM mode the electron beam
is focused with a diameter of a spot of about 1 nm. The focused electron beam was scanned
across the sample (mapping) or along a predefined line (line scan). Only X-Ray counts for the
selected elements were recorded during the mapping and line scans. To control the position of
the sample prior and during2 a line scan or EDXS mapping a scan with simultaneous HAADF
detection was performed.
4.2.6. Three-dimensional electron tomography (3D tomography)
In conventional transmission electron microscopy the micrographs only show two-
dimensional (2D) projections of nanoobjects. Three-dimensional (3D) electron tomography
(3D tomography) is required to analyze the three dimensional morphology, cross sections and
faceting. The TEM or STEM images of an object are acquired at different angles with subse-
quent reconstruction of the 3D shape of the object (see scheme in figure 4.1). A special TEM
holder is used to acquire a set of images by tilting the sample holder at different angles. It is
important to acquire images with large tilting angles (about 70 ○) to reduce a so-called ”missing
wedge”, which is illustrated in figure 4.1 b. ”Such missing information can lead to artifacts, and
reconstructions can be elongated in the direction of the missing wedge.”3 The reconstruction is
typically done by ”back-projecting” the acquired images. Sampling rate is determined by angle
 between two nearest projections (see figure 4.1 b). Figure 4.1 b shows schematically central
slices in a reciprocal space, that correspond to the projections. The scheme helps to understand
that the high spatial frequency tends to be undersampled compared to the the low frequency.
This results in blurring of the reconstruction. Therefore, the resolution can be increased by in-
creasing the number of the images in the tilting series (decreasing ). However, the decrease
2So called drift correction. After each EDX acquisition performed at a single point of the sample a HAADF image
of a reference object was recorded. Mechanical drift of the stage was corrected by adding a lateral displacement
of the reference object to coordinates of the next acquisition point.
3From [85]
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Figure 4.1.: Scheme (a) of two stage electron tomography. It consists of acquisition (left) of tilt series
of TEM (STEM) micrographs rotating an object about a single axis (the sample holder axis) and transfer
of the images back into 3D space (right) with consequent reconstruction of the 3D shape of the object
[85]. (b) Representation in Fourier space of the data set of the projections. The projections are shown
as the central slices (black lines) with black dots that correspond to the data points. The restriction of
maximal tilt angle  and angle between projections  results in a missing wedge and undersampling of
the information with high spatial frequencies respectively [85]. The images are adopted from Midgley et
al. [85].
of  leads to an increase of acquisition time and thus irradiation time, which can lead to suf-
ficient electron beam damages of a sample. In practice, recording images every 1-2 ○ results
in a sufficient resolution and negligible electron beam damage [85]. Another way to overcome
the blurring is the iterative reconstruction procedure in which the result of a reconstruction is
re-projected and compared with the original series. The reconstruction is to be improved until
the best fit of the original data set and the re-projected images is achieved.
Three dimensional electron tomography was performed on InAs nanowires in the Tecnai
F20 TEM. Tilt-series were recorded automatically using the ”xplore 3D” software with the
TEM operating in STEM mode and using a HAADF detector for acquisition (refer to section
4.2.5). A ”Fischione Instruments” single-tilt tomography holder was used to acquire images
either at tilt intervals of 2 ○ within a tilting range of -60 ○ to 60 ○ or intervals of 1 ○ within the
range of ±(61 to 75) ○ [86]. The InAs nanowire was aligned parallel to the holder rotation axis
by rotating a TEM grid on which the nanowire was placed. This alignment was necessary to
minimize a variation of height along the nanowire axes at high tilt angles which results in
different focus conditions for different parts of the nanowire and subsequent loss of resolution.
The 3D shape of the nanowires was reconstructed with the ”FEI Inspect 3D” software which
utilizes a simultaneous iterative reconstruction technique (SIRT) described in detail in [87].
4.2.7. High resolution transmission electron microscopy image
simulations.
The analysis of HR-TEM contrast is not straight forward due to the contribution of varia-
tions of thickness, scattering factors, imaging conditions and electromagnetic fields to the phase
shift of electron waves. Therefore, simulations of HR-TEM images are often required to inter-
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pret experimental data correctly.
In this work all HR-TEM simulations were performed using an QSTEM software which
employs a multislice algorithm [88]. In the models for the simulations the relative coordinates
of the atoms in a box with defined size and their scattering parameters are set as described in
detail in appendix D. Due to the computational limitations the box for the simulations can not
exceed 10 nm in one dimension. Consequently, the atomic models represent only a part of the
samples which listed bellow:
• A segment of Zinc Blende InAs with a para-twin (see section 5.1.4 for twin defect classi-
fications).
• A segment of Zinc Blende InAs with an ortho-twin.
• Bended segments of Zinc Blende InAs with different bending strain.
The parameters of the FEI Tecnai F20 TEM used for the simulations are listed in appendix
D. The images were simulated for different focus conditions: in a range of several tens of
nanometer for twin segments and at Scherzer focus4 for the bended segment. For additional
structural analysis the FFT of the simulated images was performed.
4.3. In-situ transmission electron microscopy
techniques
In this section the main experimental techniques which were used in the work are dis-
cussed. All the methods are a combination of a conventional method with transmission electron
microscopy, which results in the unique possibility to determine elastic or electrical properties
of a single nanoobject and correlate them with the morphology and the atomic structure directly.
4.3.1. Electromechanical resonance
The elastic properties of InAs nanowires were studied utilizing the electromechanical res-
onance technique in-situ in a Phillips CM12 TEM. A ”NanofactoryTM Instruments” scanning
tunneling microscopy (STM) holder was used [89]. The holder is shown in figure 4.2. The main
part of the holder is a piezo driven STM tip which is inserted into a ”hat”. The hat has legs to
fix it on a ball attached directly to the piezo tube. This type of connection allows slip-and-slide
movement of the hat against the ball when the piezo is electrically shaken, allowing a rough
4defined by the formula: fScherzer = −1:2√Cs, where Cs is the spherical aberration,  is the wave length of
the electrons. At Scherzer CTF has a long plateau resulting in maximal information transfer from the exit wave
to the image wave (section 4.2.2).
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Piezo tube Ball Hat
STM tip
Sample 4 contact plate
“POGO”-block
Figure 4.2.: NanofactoryTM STM-TEM holder for FEI microscopes. Marked area (dashed line) on the
side-view (top image) is shown magnified in the top view (bottom image). The electron beam direction
is perpendicular to the figure plane. The pictures adopted from [89].
movement of the STM tip. The fine movement can be achieved by bending the piezo tube. On
the opposite side a sample is mounted on a ceramic plate with 4 electric contacts. The plate can
be changed after retracting a so-called POGO-block. Voltage signals can be applied between
the sample and the STM tip.
The idea of the electromechanical resonance technique lies in the excitation of the reso-
nant vibrations of a nanowire by applying an alternating electrical field between the nanowire
(clamped at one or two ends) and an STM tip. The frequency of the excitation is set to be the
same as the Eigen vibration frequency of the nanowire in the case of soft damping. The reso-
nance frequency of the fundamental resonance can be used to calculate Young’s modulus of the
nanowire with the help of equation 2.30.
The following requirements should be met to employ the electromechanical resonance
method:
• The area of interest of the sample should be transparent for the electron beam.
• The nanowires must be fixed with at least one end to the substrate.
• The size of the sample (with a substrate) should not exceed 3 mm in lateral directions and
2 mm in the direction of the electron beam.
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Figure 4.3.: A scheme of the nanowire sample for electromechanical measurements. The nanowires are
investigated at the edge of the substrate which produces a shadow in the bright field TEM micrograph.
The visible part of the nanowire is marked with the dashed red ellipse.
• The nanowires should be aligned so that one of their zone axes is parallel to the electron
beam.5
• It should be possible to approach the nanowire with the STM tip of the STM-TEM holder.
To fulfill these requirements a piece (2 x 2 mm2) was cut from the substrate with the as-
grown nanowires. This piece was glued with conductive epoxy to a copper wire with a diameter
of 0.25 mm and length of about 4 mm. The angle between the wire and the substrate was set
either to 45 ○ or to 63○. This increased the probability to find a nanowire ”in Bragg condition”
(see appendix C for more details on sample preparation). The copper wire has to be inserted in
the housing on the ceramic plate of the holder in a way that, the nanowires, which are at the
edge of the substrate, are visible in the TEM (see figure 4.3). Due to the epitaxial growth of the
nanowires on the InAs substrate their attachment is strong enough to consider them fixed with
one end to the substrate.
5This requirement is essential to allow structural characterization of the nanowire when elastic properties are
investigated in-situ in parallel.
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Gold STM tips with an apex diameter between 10 and 200 nm were used as counter-
electrodes to produce an alternating electrical field. The detailed description of the STM tip
preparation process can be found in appendix C.
The electromechanical resonance experiment was performed with the following steps:
1. Selection of a single standing nanowire which can be tilted so that one of its zone axes is
parallel to the electron beam;
2. Structural investigation of the nanowire;
3. Determination of the length of the nanowire;
4. Approaching the nanowire with the STM tip and establishing a physical contact;
5. Positioning of the STM tip at a distance of 0.2 - 1 m from the nanowire;
6. Sweeping the bias voltage frequency (0.1 - 20 MHz) with simultaneous visual detection
of the nanowire vibrations in the TEM until the resonance is found;
7. Checking other harmonics, determination of the fundamental resonance, recording the
amplitude-frequency characteristics of the nanowire vibrations close to the resonance.
For step 1 it is important to use electron diffraction (either SAED or convergent beam electron
diffraction (CBED)[83]) to check the orientation of the nanowire at different tilt angles and
select only those nanowires which can be oriented almost parallel to electron beam with one
of their zone axes. After that, the SAED pattern is recorded (step two). When possible a bright
field image of a nanowire oriented so that stacking faults are visible should be recorded.
The measurement of the nanowire length (step 3) is complicated due to the following rea-
sons: a part of the nanowire is shadowed by the substrate (see figure 4.3); the nanowire is not
parallel to the imaging plane, and its projection does not give its true length. The secondary elec-
tron (SE) detector in STEM mode in the Phillips CM12 TEM was used to acquire micrographs
on which the entire nanowire is visible (figure 4.4 a).6 The real length of the nanowire was
obtained by fitting the projection length LS as a function of the tilt angle  with the equation:
Ls = L√1 − 'sin2( + ), where ' = sin; (4.1)
 is the angle between the nanowire and tilting axis,  is a phase, L is the nanowire length. L,
' and  are fitting parameters which are restricted to the intervals [max(LS);∞), [−1; 1] and[−;] respectively. A tilting series of SE micrographs in the range of ±45○ was acquired, and
the lengths of the projections were measured directly from the micrographs. Figure 4.4 b shows
6In this case the principle of image acquisition is the same as in SEM but it is done in-situ in the TEM. Trans-
parency of the sample for electrons in this case is not necessary.
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Figure 4.4.: STEM micrograph of an InAs nanowire sticking out from the substrate (a). Black area on
the left is empty space, the nanowire base at the substrate is marked with ”A”. The part of the nanowire
which is shadowed in bright field TEM micrograph by the substrate is twice brighter than the other part.
Graph b shows the dependence of the projection length of the nanowire on tilt angle  (black squares).
The fit according to equation 4.1 is shown with the red line. The fitting parameter L (real length of the
nanowire) is equal to (4.93±0.01) m.
a typical dependence of the wire projection length on the tilting angle (black squares) and the
fit (red line) according to equation 4.1.
The approach of the nanowire with an STM tip is difficult, since the TEM image shows
only a 2D projection. It is most important in the 4th step to place the tip at the same height
as the nanowire and to bring the nanowire at the eucentric height of the microscope. After that
one can use the ”alpha-wobbler” in the microscope 7 to bring the tip at the eucentric height
too. The fine adjustment can be done by focusing the microscope first on the nanowire and
recording the defocus value fNW than focusing the microscope on the tip and recording
the defocus of the tip ftip. The height difference between the nanowire and the tip will be
Z = ftip −fNW which can be added to the current position of the tip to set it at the same
height as the nanowire. After the tip touched the nanowire, they should be separated laterally
from each other (step 5). The alternating (AC) bias voltage8 applied between the nanowire and
the tip produces an AC electrical field which excites vibrations of the nanowire. During the
frequency sweep (step 6) the increase of the vibration amplitude is observed by TEM imaging.
After a resonance is found at the frequency fr0 the frequencies 2fr0 and (1/2)fr0 should be
checked also. The highest of those three frequencies which shows a resonant vibration should
be used to confirm the fundamental resonance (step 7). At the fundamental Eigen resonance
the amplitude of the nanowire vibrations should be proportional to the amplitude of the exciting
7Alpha-wobbling is a periodical change of a sample holder tilt angle (alpha) between +15○ and -15○ for example.
At the eucentric height the movement of the sample projection during the wobbling vanishes.
8generated using Keithley 3390 Signal Generator
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a b
Figure 4.5.: A schematic view of the AFM sensor a. With black marked on-chip resistances: R3 and R4
built in a reference cantilever and an AFM cantilever respectively. Electrical contact pads marked with
blue. The electron beam is along the X-axis, the Z-axis is parallel to the holder axis. Figure b shows the
electrical circuit of the measurement technique. Resistances R4 and R3 are connected in a Wheatstone
bridge so that they compensate each other when there is no load applied. When the AFM tip is loaded,
the resistance R4 changes, which can be detected as a disbalance of the bridge. Figure (a) is adopted
from [90], figure (b) is adopted from [91].
field. The amplitude-frequency characteristics is recorded by sweeping the frequency around the
fundamental resonance ±0.5 % and simultaneously recording the TEM micrographs. The fre-
quency resolution of the experiment is limited by the accuracy of the amplitude measurement (≈
10 %) but not by capatibilities of the signal generator. Therfore, 0.1 kHz was the maximal fre-
quency resolution used in the experiment. Possible artifacts of the measurement (e.g. non-planar
vibration of the nanowires) will be discussed together with results in section 5.2.
4.3.2. Bending method
Another method to study elastic properties of the nanowires which was implemented in this
work is the analysis of the bending behavior of a single nanowire. A Nanofactory TM atomic
force microscopy (AFM) sample holder for TEM was used to bend the nanowires and measure
the load force. The AFM-TEM sample holder consists of the same parts as the STM-TEM
holder (see figure 4.2 and section 4.3.1) but the sample is inserted into a movable hat and the 4-
contact ceramic plate is substituted by an AFM chip. Figure 4.5 a shows the AFM sensor, which
consists of the chip and two cantilevers (R3 and R4) which are sticking out of it. The reference
cantilever R3, which does not have a tip at the end, is connected opposite to the cantilever
R4 to minimize noise due to charging in the TEM or vibrations. The cantilever R4 is used for
measurement of the load force which should be applied perpendicular to its tip. Both cantilevers
have implanted resistances which change when the cantilevers are bend (piezoresistive effect).
The resistances are connected in the Wheatstone bridge circuit as it is shown in figure 4.5 b, and
the signal can be detected only if a force is applied to one of the cantilevers, in this case to R4.
The AFM tip in this experiment was used to apply a loading force to an InAs nanowire
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by pressing the substrate with an attached nanowire against the cantilever. The bending of the
wire and in certain cases also microscopic strain directly was observed using TEM imaging.
The scheme of the experiment is shown in figure 4.6. To perform a successful experiment, the
sample should fulfill the following requirements:
• The nanowires should be fixed with one end to the substrate;
• The complete nanowire should be visible in bright field TEM mode (from the free end till
the fixation point);
• The sample should not exceed 2 mm in any dimensions;
• It should be possible to reach a nanowire with an AFM tip;9
• Ideally, the nanowires should be parallel to the holder axis, to make it easy to align dif-
ferent zone axes of a nanowire parallel to the electron beam.
The dielectrophoretic deposition (DEP)[92] was used to prepare the InAs nanowire sam-
ples. The idea of the method is to use an electrical gradient field to align the nanowires parallel
to the field in a place with maximal gradient [92]. Pieces of copper TEM grids (size 1x2 mm)
were used as the electrodes for DEP. The grids were glued to the copper wires (0.25 mm in di-
ameter and about 4 mm long) with conductive epoxy so that the wire is parallel to the grid bars
(see figure 4.7 a). The grids were aligned in an optical microscope so that the bars of one grid
are opposite and parallel to the bars of the other grid. The distance between the bars should be
limited to a few microns. The nanowires were cut from the substrate and dispersed in a dielec-
tric solution (ethanol, isopropanol or deionized water, typically). The drop of the solution was
placed on the parallel electrodes, and an alternating voltage was applied across the electrodes
(6 V at 10 MHz) [93]. After deposition of the solution with nanowires the solution was dried
with a flow of hot air which temperature is not higher than 70○C. A more detailed description of
the DEP sample preparation can be found in appendix C. After DEP the ends of the TEM grid
bars are coated with the nanowires that stick out parallel to the bars, thus, parallel to the sample
holder axis (refer to figure 4.7 b). The nanowires were found to be strongly fixed by adhesion
forces at the edge of the bars.
To analyze the mechanical properties of the nanowires following steps were taken:
1. Selecting a nanowire, structural investigation of the nanowire, approaching the wire to the
AFM tip, establishing mechanical contact;10
9This requirement differs from its analogue in section 4.3.1 due to geometrical differences of the tips. The AFM
tip is about 2-3 m long, and it is attached to a cantilever. Therefore, objects longer than 3 m will touch the
cantilever before the nanowire will touch the tip when approaching the nanowire.
10This step is essentially the same as steps 1,2,4 in the electromechanical resonance experiment described in
section 4.3.1. The only difference is that in the AFM-TEM sample holder the movable part is the sample, and
the AFM tip is steady.
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Figure 4.6.: Scheme of the AFM bending experiment in-situ in TEM. Initially (left) the AFM cantilever
is not in contact with a nanowire, and the morphological and structural examinations are performed.
The substrate with clamped nanowire is pushed against the AFM cantilever (right) and simultaneously








Figure 4.7.: (a) Dielectrophoretic deposition scheme. The drop of solution with InAs nanowires is de-
posited on Cu electrodes aligned parallel to each other. The alternating voltage is applied between the
electrodes to produce electrical gradient field between the electrodes. (b) Scheme of the alignment of
nanowires on the Cu grid with respect to the sample holder axis (dashed-dotted line) and the electron
beam of the TEM.
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2. Two direction force-displacement measurement with simultaneous video capture in TEM;
3. Acquisition of SAED pattern in the not loaded state, one direction force-displacement
measurement, acquisition of SAED pattern at the loaded state, reversed force-
displacement measurement.11
In the force-displacement (F-d) measurement the sample is moved against the AFM tip and the
resulting force acting on the AFM cantilever is detected. In step 2 the sample moves towards
the AFM tip (”forward”) until it reaches a position defined by the user, and than it moves back
until it reaches the original position. Since in this case the maximal load is defined by maximal
displacement, the two direction F-d measurement was repeated every time increasing the max-
imal displacement until the force reached several hundreds of nN. The speed of the process is
defined by the acquisition time which was normally set to 1800 ms for the full cycle. The video
capture was performed with a TV camera which is installed at the entrance of the GIF sys-
tem of the Tecnai F20 TEM. The start of the force-displacement experiment was synchronized
with the start of the video capture to correlate the force acting on the AFM cantilever with the
corresponding video frame. The analysis of the data requires the determination of the distance
between two ends of the nanowire at a given force, which was easily performed on the video
snapshots.
During the ”one direction” F-d measurement (step 3) the sample is moved towards the
AFM tip until it reaches the maximal displacement defined by the user. This position is kept
(the wire remained loaded) and the SAED pattern, HR-TEM image or low magnification TEM
micrograph is acquired. For SAED imaging the selected area (SA) aperture was inserted in the
TEM column before the start of the F-d experiment, to avoid vibrations which results in the
loss of contact between a nanowire and the AFM tip. After the first F-d measurement the SA
aperture was moved to the same position related to the wire as at the start of the experiment.
After acquisition of the SAED pattern, the F-d measurement was repeated in the reversed direc-
tion: the sample moves backwards to the initial (not loaded) position. Again the SAED pattern
was recorded to check for irreversible structural changes of the nanowire. A sample F-d curve
is shown in figure E.2 d. During all F-d experiment the force is measured by the calibrated
AFM cantilever. The displacement indicated in the graph is the total displacement of the piezo.
Since the AFM cantilever bends during the loading, the total displacement dtotal is the sample
displacement with respect to the cantilever dsample (which after contact is equal to sample defor-
mation) plus the AFM tip displacement dcant. More details about the bending experiment and
data analysis can be found in appendix E.
11It also makes sense to perform the same step but replace the SAED by HR-TEM image acquisition or low
resolution TEM imaging. One should note here that both SAED and HR-TEM acquisitions can be done only if
the nanowire is oriented with its zone axis parallel to the electron beam.
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4.3.3. Two-point contact technique for resistivity measurements
The electrical resistance of InAs nanowires was measured in-situ in a Philips CM12 TEM
by a two-point contact technique. A bias voltage is applied at the ends of the nanowire and the
electrical current flowing through the system is measured. This method can only give reasonable
results if the total contact resistance is several orders of magnitude smaller than the resistance of
the object. If the contact resistance is of the same order, the so called transfer length method
(TLM) has to be used. The length L of the object is varied and the total resistance Rtotal is
measured. Assuming that the total contact resistance Rc is not changing from one measurement
to another, and the resistance depends linearly on the length (object resistivity  and its cross
section area A are constant), the slope of Rtotal(L) is equal to /A. The extrapolated intersect
of the Rtotal(L) dependence at L=0 is equal to the total contact resistance. The application of
these methods will be presented later in section 5.3.
The STM-TEM sample holder which is described in section 4.3.1 was used to establish a
contact to a free end of a nanowire grown on a substrate and to measure its total resistance
(including contact resistances). In this case the sample must be a good conductor (contact
resistances should not exceed several tens of Ohms). The other requirements for the sample
are essentially the same as in section 4.3.1. Thus, the nanowire sample was prepared utilizing
the same method as for electromechanical resonance measurements, cutting a substrate with
nanowire and investigating the wires grown on the edge of the substrate (refer to section 4.3.1
and appendix C). An electrochemically etched gold tip was used to contact the free end of a
nanowire. The two point contact measurement was performed utilizing the following steps:
1. Selecting a nanowire, structural investigation of the nanowire, measuring the nanowire
length, approaching the nanowire with an STM tip, establishing physical contact;12
2. Improvement of the electrical contact between the STM tip and the nanowire;
3. Acquisition of current-voltage (I-V) curves, while the TEM electron beam is switched
off;
4. (Optional) Acquisition of I-V curves under different TEM illumination conditions and
different magnetic fields (i.e. TEM objective lens current);
5. (Optional) Acquisition of I-V curves under different loads of the nanowire.
After the physical contact between a nanowire and an STM tip is established, it must be im-
proved to achieve a contact with low electrical resistance (step 2). The electron beam of the
TEM was focused (spot radius is about 15 nm, electron flux 4.4 x 107 e/(nm2s)) on the contact
12This step is identical to steps 1-4 in the electromechanical resonance experiment procedure (described in sec-
tion 4.3.1).
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area and voltage pulses (amplitude 3V, duration 10 ms, frequency about 0.1 Hz) were applied
between the nanowire and the tip. This treatment results in a locally increased mobility and
interdiffusion of gold atoms at the tip13 of the nanowire and the STM tip. After 5-15 pulses the
total resistance decreased drastically (several orders of magnitude).
To acquire the I-V curves (step 3) the bias voltage was swept starting from a minimal
(negative) value up to maximal positive value (typically, the blue curve in graphs of section 5.3)
and back to the minimal value (red curve). The resistance was calculated from the slope of
the I-V curves. To avoid effects of electron irradiation, the electron beam was switched off by
closing a shutter which was placed before the condenser lens system of the TEM.
To check the influence of the magnetic field and electron irradiation on electron transport
(step 4) the I-V curves were recorded for different TEM magnifications and electron doses. In
low magnification (LM) mode the magnetic field at the sample is approximately 70 mT [79]
and experiments were performed at fluxes: 0 and 8800 e/(nm2s). In medium magnification (SA)
mode the magnetic field is approximately 1 T [79] and the experiments were done at the same
fluxes.
To record I-V curves of the InAs nanowires at different loads the STM tip was pushed
against the nanowire (step 5). In this case the load can not be measured directly but it can be
estimated using the results of the bending experiments described in sections 4.3.2 and 5.2.
4.3.4. Electron holography of InAs nanowires under applied bias
voltage
The spatially resolved measurement of the electrical potential in the InAs nanowires was
performed in-situ in a FEI Titan Analytical 80-300ST TEM operating at 120 kV employing an
electron holography technique combined with electrical biasing of the sample.
The electron holography technique is a direct analogue of optical holography. Its basic
idea is to combine two or more coherent electron waves to form an interference hologram [94,
95]. The hologram carries information on the complex electron wave function, whose phase
and amplitude are changed by the sample. In off-axis electron holography (the most common
holography type) a biprism located below the objective lens system of the TEM (figure 4.8 a)
is used to overlap a reference (vacuum) electron wave with the one passing through an object.
The biprism splits an electron beam into two halves, one wave passes through the sample the
other through vacuum. The interference pattern can be recorded as usual TEM micrograph. It
consists of fine fringes. The point resolution of normal magnification holography can reach 1
nm [96]. The phase shift of the electron wave after it has passed through a sample depends on
13The Au seed particles which are used in the nanowire synthesis (see section 4.1) remain on top of the nanowire.
Further information about nanowire morphology and composition can be found in section 5.1
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the mean inner potential14 (MIP) of the specimen, in-plane magnetic field, electrical fields and
dynamic diffraction effects. If the dynamic diffraction effects can be neglected, the phase shift
 can be written as:
(x) = CE ∫ V (x; z)dz − eh̵ ∫ ∫ B(x; z)dxdz; (4.2)
where x is a direction in the sample plane, z the electron beam direction, e the electron charge,
h̵ the reduced Planck constant, B a component of the magnetic field induction perpendicular
to x and z [96]. The inner electric potential of the sample V (x; z) can be written as a sum of
MIP and the external electrical potential V (x; z) = V0(x; z) + Vext. The interaction constant





E + 2E0 : (4.3)
For the situation when magnetic and electrical fields do not vary with z, and the MIP does not
vary with z and x, the phase can be rewritten as:
(x) = CE(V0 + Vext(x))t(x) − e
h̵
B(x)t(x); (4.4)
where t(x) is the specimen thickness. From such holograms the magnetic and electric field
distribution can be reconstructed. The reconstruction in the considered aberration free case
would deliver the object modulated wave directly. In reality, due to coherent aberrations of the
TEM lens, the hologram contains a modified object wave (so called image wave; see figure
4.8 b) [97]. The hologram, which contains the pure object wave, can be extracted by dividing
the object hologram by the vacuum hologram. Both should be acquired at the same imaging
conditions.
The electron holography was applied to study local variations of the resistance of a nanowire
by detecting the electrical potential in the nanowires with an electrical current flowing inside.
The experimental scheme is shown in figure 4.8 c. The only difference from conventional off-
axis electron holography is that an electrical current is sent through the nanowire. The STM-
TEM sample holder, which is described in section 4.3.1 was used for the measurement. The ex-
periment was performed inside the Titan TEM15 which is equipped with an electrostatic biprism.
The biprism is installed in the place of the selected area aperture. It can be moved laterally and
rotated. The nanowire sample was prepared using dielectrophoretic deposition on a copper TEM
14Mean inner potential is a volume average of the electrostatic potential of atoms in a solid: V0 =
1/ ~V ∫ ~V Vatomdxdydz, where x, y, z are coordinates and ~V is the volume. The physical meaning is an average
electron scattering constant which is a direct analogue of the index of refraction in conventional optics.
15The experiment was done in Center for Electron Nanoscopy (CEN), Technical University of Denmark (DTU) in
Kgs. Lyngby, Denmark.
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Figure 4.8.: (a) A scheme of off-axis electron holography in TEM. Half of the TEM electron beam
penetrates the specimen and contains the object modulated wave, while the other half goes through vac-
uum and remains unchanged. The biprism situated under the objective lens overlaps those two beams.
In the interference region a hologram can be detected. S1 and S2 show two sidebands in the back focal
plane of the objective lens which corresponds to the object wave and reference wave respectively. The
image is adapted from Lehmann. (b) Scheme shows the modulation of the object wave due to coherent
aberrations of the TEM lens. From top to bottom: incident plane electron wave, specimen, object mod-
ulated wave, TEM lens which introduce coherent aberrations, image wave. (c) Schematic representation
of the electron holography experiment with an electrically biased sample. Current I is flowing through
the sample.
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grid as described in section 4.3.2 and appendix C. Morphology and atomic structure of the sam-
ples were pre-characterized in the Philips CM12 and Tecnai F20 microscopes using the same
sample holder. To maintain the same crystallographic orientation of each nanowire after the
pre-characterization, the samples were permanently mounted on the 4-contact ceramic plate of
the holder. The transport and exchange of the samples was performed together with the ceramic
plates.
Before the experiment the microscope was switched into Lorentz mode, which provides an
increased field of view. The electron beam of TEM was stigmatized by changing the condenser
astigmatism to obtain an elliptic and highly elongated in one direction shape. The biprism was
set perpendicular to the elongation direction. This configuration maximizes the overlapping area
of the beams. A constant voltage of 80-140 V was applied to the biprism. The stigmators and
biprism were set parallel or inclined with a small angle with respect to a nanowire, since only
half of the electron beam should penetrate the object. Further, the experiment was performed in
the following steps:
1. Selection of a nanowire, acquisition of bright field images;
2. Rotation of the nanowire to minimize diffraction contrast;
3. Acquisition of the wire hologram and reference hologram without applied bias voltage;
4. Approaching the nanowire with an STM tip and establishing physical contact between
them;
5. Improvement of electrical contact between the STM tip and the nanowire;
6. Acquisition of the wire hologram and reference16 hologram at different bias voltages and
recording I-V curves;
7. Retraction of the STM tip and acquisition of reference holograms at 0 voltage and bright
field images of the nanowire.
Since dynamic diffraction effects can affect phase shift and the goal was to measure the electri-
cal potential at stacking fault defects in the nanowires, the wire was tilted away from the zone
axes to minimize the contrast of stacking faults (step 2). Otherwise, small tilts of the electron
beam due to the applied bias voltage could have resulted in a change of the diffraction con-
trast giving rise to dynamic diffraction effects, which could result in additional unwanted phase
shifts. To acquire reference holograms (steps 3 and 6) the sample was shifted away from the
electron beam. To approach the STM tip to the nanowire (step 4) the biprism was retracted and
condenser stigmators were set so that the electron beam is circular. The contact was established
16In some experiments reference holograms were acquired only once during the step 3
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and improved (step 5) the same way as described in section 4.3.3. The contact should be kept
unchanged during all manipulations of step 6, since the data analysis required some reference
points (to align an intensity profile) which are unchanged for different voltages. Since the micro-
scope stage produced vibrations large enough to break the contact, the sample was not moved
after that any more. Therefore, in most experiments in step 6 only holograms of a nanowire
were acquired by changing the bias voltage in steps of 0.5 V between -2.5 V and +2.5 V with-
out taking the reference holograms. The step 7 was performed to compare the nanowire before
and after the experiment to reveal any changes in nanowire morphology or crystal structure due
to beam damage, for example.
The holograms were reconstructed by the following procedure.
• Prior to FFT a 3d order Hanning filter17 was applied. Figure 4.9 a shows the original
hologram and b the filtered image.
• FFT of the hologram is shown in figure 4.9 c. The object side band (marked with red)
was selected and recentered for calculation of the inverse Fourier transformation which
represents the image wave (figure 4.9 d).
• The vacuum reference wave (figure 4.9 e) reconstructed the same way as described above
was subtracted from the image wave (figure 4.9 f ).
• The complex image after inverse Fourier transformation contains both phase  and am-
plitude A in its r real and i imaginary parts [96]:
 = arctan(i/r);A =√r2 + i2 (4.5)
Amplitude and phase images are shown in figures 4.9 g and h, respectively.
• To change the appearance of the phase image it can be transformed into a contour map
(figure 4.9 i) using the following equation:
Icontour = cos(4Iphase); (4.6)
where Icontour is the intensity of the contour map and Iphase is the intensity of the original
phase image. In the contour map image the phase shift between two closest black lines is
equal to /2.18
17Hanning filter is a so-called raised cosine filter which uses Hann window function, for more details please refer
to [98].
18All data manipulations were done using Gatan DigitalMicrographTM software [99] with several self-made and
open-source scripts.
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Figure 4.9.: (a) Hologram of an InAs nanowire; (b) filtered hologram using Hanning filter; (c) FFT
of figure (b), the object side band is marked with red; (d) inverse FFT of the side band; (e) reference
wave; (f) object wave which is a result of the division of the image wave (d) by the reference wave (e);
(g) amplitude of the object wave (f), and (h) phase of the object wave; (i) contour map retrieved using
equation 4.6. The scale bar at all real space images (a, b, d-i) is 100 nm and in the FFT (c) is 0.5 1/nm.
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In some cases, when subtraction of external electrical fields is required, the phase images
were processed in the following way: select the vacuum region in the image, interpolate this
selection on the whole image, subtract interpolated image from the original one. The interpola-
tion was done using the Delaunay triangulation19 algorithm and linear interpolation method in
MatLab.
19Is a triangulation method of an underlaying of a mesh for computations, which maximizes minimal angle of all
triangles in the mesh [100].
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5.1. Morphology, composition, atomic structure,
stacking fault defects of InAs nanowires
In this section I described the results of the experimental studies of two and three dimen-
sional morphology, chemical composition and atomic structure of InAs nanowires. The study
of the atomic structure reveals presence of twin defects in the nanowires. The precise atomic
structure of the twin defects is discussed in the last subsection.
5.1.1. Morphology and chemical composition
The morphology of the nanowires was studied by SEM and TEM, as described in subsec-
tions 4.2.1, 4.2.2. Figure 5.1 a show typical SEM micrograph of InAs nanowires. About 70 %
of the nanowires grow perpendicular to the substrate, while about 30 % grow in different direc-
tions. The perpendicular wires are expected to grow in the ⟨100⟩ direction on the (100) substrate.
To determine the crystallographic direction and the atomic structure of the nanowires we per-
formed structural studies in the TEM. Low magnification TEM images of the InAs nanowires
(figure 5.1 b) confirm that the gold catalysts remain on top of the nanowire. For further me-
chanical and especially electrical characterization of the nanowires it is important to know if
the gold is partly diffused into the nanowires which will be discussed in the next paragraph. It
was also found by TEM that up to 30% of the nanowires are tapered. Only untapered nanowires
were used in all further investigations.
The composition of the nanowires was checked by STEM combined with EDXS as it was
described in section 4.2.5. The EDX line profile was recorded along the red line in figure 5.2
a. The X-Ray counts are plotted against the position of the electron beam in figure 5.2 b. The
measurement shows that all gold is concentrated on top of the nanowire (point (1) in figure 5.2
a) and mixed with 25% of In and a small amount of As (<5%). We have not detected any gold
signal from the body of the nanowire (point (2) in figure 5.2 a). In and As in the nanowire body
are distributed equally, 50% to 50% (within 1% error bar). The EDX mapping across an area of
140 × 140 nm confirms that both In and As are homogeneously distributed inside the nanowire.
During the growth the gold particle forms a liquid droplet which is supersaturated with In and As
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Figure 5.1.: (a) SEM micrograph of as-grown InAs nanowires on InAs substrate. (b) Low magnification
TEM bright field micrographs of the InAs nanowires deposited on a copper TEM grid covered with holey
carbon film.
[101]. Since after the growth the precursor flow is stoped simultaneusly with the ramping down
the reactor temperature, both In and As have time to desolve from the particle befor it solidifies.
However, the equilibrium preasure of As is higher than In and, thus, it escapes from the particle
faster than In [80]. The fact that the nanoparticle surface is covered with indium (figure 5.3) or
indium oxide can be also atributed to the end of the growth of the nanowires. Due to decrease
of the temperature during the desolution In precipitate at the nanoparticle surface forming a
thin amorphous shell. The simmilar result was obtained by F. Glas and coworkers [80]. The
following paragraph is dedicated to a detailed study of the crystal structure of the nanowires.
5.1.2. Crystal structure of InAs nanowires
The crystal structure of InAs nanowires was studied using an FEI Tecnai F20 TEM. To
determine the atomic structure the HR-TEM images were recorded and fast Fourier transforma-
tions (FFT) of the HR-TEM images were analyzed as discussed in section 4.2.2. We found three
different types of nanowires which are characterized by different atomic structures and growth
direction [86]. About 70% of the nanowires have cubic Zinc-Blende atomic structure with ⟨100⟩
growth direction (it correlates with the amount of the nanowires that grow perpendicular to the
substrate, see previous section). Those nanowires will be called ”type 1”.
A second type of nanowires (”type 2”) has an alternating Zinc Blende and Wurtzite struc-
ture separated by stacking faults. The defect planes are perpendicular to the ⟨111⟩ growth di-
rection, and will be discussed more intensively in section 5.1.4. The stacking faults are easy to
recognize because of their stripe-like contrast in the TEM micrographs and double reflexes in
the electron diffraction pattern (figure 5.4 a). The superposition of [-110] diffraction patterns
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a b
Figure 5.2.: High angular annual dark field (HAADF) image of the tip of an InAs nanowire (a). The gray
contrast is proportional to the atomic number Z (bright spots correspond to high Z). Au, In and As EDX
line scans taken along the red line in (a) are plotted in (b). Points (1) and (2) mark the same positions as
in (a) and (b). In point (1) the quantitative analysis yields the ratio (As:In:Au) of (4.2 : 24.9 : 70.9) at.%
and in point (2) the ratio of (50.5 : 49.5 : 0.0) at.%. The error is 1.0 at.%, the detection limit of EDX is
around 0.3 - 1.0 at.%, depending on material.
Figure 5.3.: EDX maps of In and As in an InAs nanowire. TEM bright field image (left), corresponding
In map (center) and As map (right). On both maps the brightness is proportional to the EDX counts of
the corresponding element. The shell around the Au nanoparticle consists of indium or indium oxide and
its thickness does not exceed 0.5 nm.
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of alternating twinned segments and its scheme are shown in figure 5.4 a. The stacking faults
are not homogeneously distributed along the nanowire. In the top part the spacing between the
stacking faults is about 3 atomic layers (about 0.9 per nanometer), whereas in the middle of the
wires the stacking fault density varies between 0.15 and 0.35 per nm. It is important to mention
that the stacking faults are visible only if the electron beam is parallel to the ⟨110⟩ zone axes
(figure 5.4 f ). If the nanowire is viewed along the ⟨112⟩ direction (figure 5.4 e), the electron
diffraction pattern can be mistakenly indexed as an fcc symmetry (Zinc Blende structure) [86].
The angle between [110] and [112] directions is 30 ○. The presence of stacking faults in ⟨111⟩-
oriented InAs nanowires was often reported in the literature (see ref. [80, 102] for example).
Their formation is attributed to their low free energy (30±3 meV per atom [103]), compared to
the thermal energy at the growth temperature (34.5 meV at 400 K). Since the nanowires grow
layer by layer, one can assume that the nanowire exhibit twinning during its nucleation. During
the subsequent growth the twins are extended on the whole length of the nanowire [104]. Since
there is no lattice mismatch the formation of twins at the interface nanowire-substrate is not
expected. This idea is supported by experimental study of crystal structure of GaAs which are
similar to InAs ones, no twins were observed at the interface [105].
The ”type 3” nanowire is characterized by a mixed type of structure and stacking faults par-
allel to the nanowire axes. The wires have ⟨112⟩ growth direction. As it is shown on the TEM
micrograph in figure 5.5 b,d,f a half of a nanowire normally has pure Zinc Blende structure.
Another half has mixed Wurtzite and Zinc Blende structure which alternates through the stack-
ing defects. Again, the stacking faults result in the specific stripe-like contrast on TEM images
(figure 5.5 b,f ) and the same superposition of twinned electron diffraction patterns (figure 5.5
a). It is important to mention that the stacking faults can be seen only when the electron beam
is incident along ⟨110⟩ zone axes (figure 5.5 f ), whereas if the electron beam is incident along⟨111⟩ zone axes (figure 5.5 e) the FFT or electron diffraction can be misinterpreted as an hcp
symmetry (Wurtzite structure) [86]. The angle between those two crystallographic directions is
90 ○. This type of twinning was previously observed in Si nanowires [104, 106].
5.1.3. Three dimensional morphology
The quantitative analysis of electron transport data as well as electromechanical resonance
data requires a precise knowledge of the shape and area of the cross section of the nanowires.
Moreover, information on the orientation of facets is important to understand the contribution of
surface effects to the elastic and electrical properties of the nanowires. After 3D reconstruction
the three dimensional data were saved as movies which are attached to the dissertation (files
”tomo-t*.avi” listed in appendix B). Figure 5.6 shows microfacets and cross sections of the
three types of InAs nanowires, which were extracted by slicing the 3D reconstructions of the
nanowires perpendicular to their growth directions [86]. Combining the 3D tomography data
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Figure 5.4.: (a) Bright field TEM micrograph of a ”type 2” InAs nanowire. The insets in (a) show
scheme of formation of diffraction pattern of a twin segment and corresponding diffraction pattern. (b)
Schematic drawing of a twin defect. (c,d) HR-TEM micrograph of the nanowire. An amorphous oxide
layer can be seen at the nanowire surface. (e,f) Bright field micrographs and corresponding diffraction
patterns recorded along the [112] and [110] directions, respectively. Adopted from [86].
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Figure 5.5.: (a) Overview bright field TEM micrograph of a ”type 3” InAs nanowire and SAED pattern
in the inset. (b) Magnified top part of a nanowire, the marked regions are shown in HR-TEMmicrographs
(c, d). TEM images and corresponding SAED patterns recorded along the [111] zone axis (e) and the
[110] zone axis (f). The figure is adopted from Li et al. [86]
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Figure 5.6.: Side walls and microfacets of three types of InAs nanowires obtained by electron tomog-
raphy. (a) Type 1 with {100} and {110} facets. (b) Type 2 has a cross section of a truncated triangle
formed by six {112}-type facets. (c) Type 3 without distinct facets. Source: [86].
with corresponding SAED data, it was found that (refer to figure 5.6): (a) ”type 1” nanowires
are faceted with {100} and {110} planes; (b) ”type 2” nanowires show a cross section of a
truncated triangle formed with six {112}-type facets; (c) the cross section of ”type 3” nanowires
is almost round and does not show clear facets [86].
5.1.4. Atomic structure of stacking faults
The presence of stacking faults in type 2 and type 3 InAs nanowires was confirmed by
HR-TEM imaging and electron diffraction (see figures 5.4, 5.5). Both SAED patterns (insets in
figures 5.4 a, f and 5.5 a, f ) show characteristic extra spots and streaks. The first is a result of
superpositions of two [110] diffraction patterns (inset in figure 5.4 a and 5.5 a) which are rotated
by 70.52 ○ against each other [84]. The streaks arise due to modification of the reflex shape by
the stacking fault defects. The streaks produced by the planar defects are perpendicular to defect
plains, more details can be found in [84]. The diffraction patterns like in figure 5.4 are obtained
with a 10 m selected area aperture inserted in the TEM column, which probes an area with
a diameter of 200 nm. The area selected for electron diffraction contains several twins which
makes quantitative analysis of the extra spots and the streaks very complicated.
According to Holt [107] twins in InAs can be of two types: ”para-” or ”ortho-” twins (figure
5.7 a and b respectively). The first one can be characterized by a 180 ○ rotation of the lattice
around the normal of the twin plane. Para-twins possess In-In or As-As bond formation across
a twin plane and consequently have a change of crystal polarity [107]: in the lower part of the
crystal (figure 5.7 a) the covalent bonds running from In to As pointing upwards, whereas the
bonds in the upper part of the crystal pointing downwards. The second type of twin is formed
by 60 ○ rotation of the lattice against the normal of the twin plane. Ortho-twins have In-As-In
bonds across the twin plane, and crystal polarity does not change.
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The formation of ortho- and para-twins was not studied for InAs. Because of the require-
ment to form As-As or In-In bonds, para-twin formation energy is higher than the ortho-twin
one. However, para-twins have been observed in BeO [108] or GaP [109], for example. The
formation of para-twins in III-V semiconductor nanowires, in particular in InAs nanowires, de-
pends on the competition of the total surface energy and para- or ortho-twin formation energies.
Depending on the twin type different crystallographic facets will form which in turn have differ-
ent surface energies (see for an example ref. [110]). However, to consider only the minimum of
the free energy is not sufficient since during the growth of the nanowires kinetics plays impor-
tant role. Among the studies of twin defects in similar systems the work of Tillmann coworkers
[111] should be outlined. They studied twin defects in In0:3Ga0:7As/GaAs heterojunctions and
in Cr implanted GaN thin films [111]. No para-twins were found in both samples. They observe
that the ortho-twins in GaAs are distorted, i.e. the length of the Ga-As dumbbell changes by up
to 10% and they are misoriented by up to 5○ [111].
To identify the type of twin defects in the InAs nanowires scanning transmission electron
microscopy (STEM) was performed utilizing high-angle annular dark-field detection (HAADF)
(see section 4.2.4). This method delivers Z-contrast images in which heavier elements appear
brighter. Figures 5.8 a and b show low and high magnification HAADF images of an InAs
nanowire. The part of figure 5.8 b, which is marked by the red square, was filtered using a
Wiener filter [112] which parameters are listed in the figure caption. Figure 5.8 c shows the
filtered image. Comparing figures 5.8 b and c one can conclude that the filtering does not pro-
duce any artifacts in the central region of the nanowire. The area marked with the red square
in figure 5.8 c is plotted as surface 3D plot in figure 5.8 d. The plane view of the surface plot
is shown in the inset (e) in figure 5.8 a. The spots, correspond to the atomic columns, have
double peak structure (see figures 5.8 b-e), which can be attributed to the In-As dumbbell. The
highest peaks correspond to In atoms and satellite (smaller) peaks indicate the columns of As
atoms. Comparing figures 5.7 and 5.8 b-e) one can conclude that the twin defects are ortho-type.
No para-twins were found in the InAs nanowires. These findings are consistent with other pre-
liminary investigations of twin defects in III-V semiconductor nanowires [110, 113]. Since the
difference between ortho- and para-twin formation energies is low, the absence of para-twins
indicates that the top facet of the nanowire always remains {111}B-type during the growth. The
same top facet type was identified in MOCVD-grown GaP nanowires [114].
5.2. Hardening of InAs nanowires with high stacking
fault densities
In this section the study of elastic properties of the nanowires is presented. First, com-
mon features in elastic response to electromechanical excitation of both ”type 2” and ”type 3”
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Figure 5.7.: Ball-stick model of para- (a) and ortho- (b) twins in InAs. The sticks show examples of
atomic bonds. Formation of In-In bonds (a) as well as change of crystal polarization is a characteristic
property of para-twins.
nanowires will be discussed. The results of the study of elastic properties of the ”type 2” and the
”type 3” nanowires will be discussed separately. In the end the conclusions about phenomenas
affecting the elastic properties of the nanowires of both types will be drawn.
Elastic properties of InAs nanowires were determined using electromechanical resonance
(see section 4.3.1) and the analysis of the bending behavior (see section 4.3.2). In the mea-
surements of the electromechanical resonance two vibrational modes of the nanowires were
observed at the frequencies f0 and 2f0. The amplitude of the higher frequency mode (2f0) lin-
early depends on the amplitude of the exciting voltage. The resonance mode with the higher
excitation frequency is the fundamental mode in this case (see section 2.2). Typical TEM im-
ages of a type 2 InAs nanowire (nanowires with stacking faults perpendicular to the growth
direction; see section 5.1.2) at different vibration frequencies and the corresponding amplitude-
frequency dependence (resonance curve) are shown in figures 5.9 and 5.10 b. The resonance
curve was fitted with a Lorentz function (red line in figure 5.10 b) to determine the quality
factor Q of the resonance. Q = 1870±150 is typical for the InAs nanowires of both types with
diameters between 30 and 120 nm and length of 3 - 10 m. A relatively high (among nanowires,
see appendix A) quality factor confirms a very low damping in the system. Such quality factors,
however, are not exceptionally high among nano electromechanical resonators in which it can
be up to Q ∼ 3.9 x 105 for strained SiN double-end clamped bar with dimensions of 75 m x
500 nm x 105 nm [115]. The inset in figure 5.10 a shows an intensity profile along the black
arrow in the bright field TEM image (figure 5.10 a) of the nanowire in resonance. The distance
between the minima of intensity represents the amplitude of the vibration. Comparing the shape
of the intensity profile with the simulated one for harmonic oscillations (figure 5.11) and taking
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Figure 5.8.: (a) STEM-HAADF low magnification micrograph of an InAs nanowire. (b) High resolution
STEM-HAADF micrograph. (c) Magnified part, as indicated by the red box in micrograph (b), filtered
using Wiener filter [112], setting the upper limit of the pixels to be changed to 0.5 %, amount of filtering
cycles to 10 and order of Butterworth filter to 5. (d) Linear 3D color plot of the area within red square
in (c). (e) Colored inset of (a) is a 2D view of the plot (d). Scale bars in (c) and (e) are 2 nm and 0.4 nm
respectively.
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AC off 1931.8 1931.4 1931.2 1931.0 1930.6 1930.4 1930.2 1930.1 1930.0 1929.7 1929.2 1928.4
Figure 5.9.: TEM image series of electromechanical vibrations of an InAs nanowire excited by different
frequencies as indicated at the bottom (in KHz).
into account that the resonance curve can be fitted with a Lorentz function, we can conclude:
• InAs nanowires (with diametersD = 30÷120 nm, length L = 3÷10 m) respond harmon-
ically to harmonic excitations;
• damping of the nanowire vibrations is very small (Q > 1000);
• the measured resonance frequency is the fundamental frequency.
These findings allow us to implement the theory for mechanical vibration as described in sec-
tion 2.2.
The fundamental resonance frequencies f1 were measured for the nanowires of type 2 and
type 3 with diameters between 30 and 120 nm. Young’s moduli along ⟨111⟩ directions for type
2 nanowires and along ⟨112⟩ directions for type 3 were calculated according to equation 2.30.
In addition to the determination of Young’s modulus by electromechanical resonance, the
Young’s modulus of two nanowires of type 3 was also extracted by analysis of bending of the
nanowires with an AFM tip (section 4.3.2 and appendix E).
5.2.1. Young’s modulus of ”type 2” InAs nanowires
Young’s modulus (around room temperature under low electron irradiation with low flux1)
of ”type 2” InAs nanowires which have ⟨111⟩ growth direction and stacking faults perpendicular
to the growth direction is plotted in figure 5.12 a against the diameter D. Around D = 65 nm
a maximum is found, where Young’s modulus E ≈ 220 GPa exceeds bulk value (solid red line
in figure 5.12 a) more than by the factor of 2. For the thick nanowires (around D = 120 nm)
Young’s modulus approaches bulk valueEbulk = 97 GPa. The data points strongly scatter around
1less than 500 e/nm2
65
5. Results and discussion















































Figure 5.10.: (a) TEM image of a vibrating InAs nanowire. Between the STM tip on the left and the
nanowire an alternating voltage (UAC = 350mV ) is applied. The inset shows the intensity profile along
the black arrow. (b) Normalized amplitude versus frequency. Experimental data (black squares) are fitted
with a Lorentz function (red line). Q1 is the quality factor calculated from the Lorentz fit is Q1 and
Qx =f/fres is the quality factor estimated from direct measurements of line widthf and resonance
frequency fres.





















Figure 5.11.: Simulated bright field intensity profile across vibrating nanowire. The vibration frequency
was set to 1.5 MHz,A = 160 nm, length L = 5 m, diameterD = 30 nm, Young’s modulus E = 100 GPa,
acquisition time t0 = 0.01 s.
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D = 50 nm, although their crystal structure is identical. This indicates that the morphology and
stacking fault density of the nanowires are different. The stacking fault density for some2 of the
nanowires could be estimated from TEM images. The stacking fault density is shown with blue
circles in figure 5.12 (use right y-axes to interpret the data). It decreases from a maximum value
around D = 65 nm by more than a factor of two at D ≈ 120 nm. This can be correlated with
Young’s modulus: the higher is the stacking fault density the stiffer is the nanowire.
The drastic enhancement of Young’s modulus of the nanowires of up to 200 % around
D = 65 nm compared to bulk can be due to:
• Surface effects: in particular surface relaxation or surface stress;
• Distortion of the crystal lattice in the stacking fault region;
• Redistribution of electron densities either at the surface or inside the nanowire.
The question if the surface is softer or stiffer than the bulk was discussed in section 2.3.
While there is no general answer to this question, there are some factors which may result either
in a softening or stiffening of the surface. According to the bond-orientation-bond-length-bond-
strength (bond-OLS) model [29] surface relaxation is an important factor affecting elasticity.
Negative normal relaxation (contraction of bonds perpendicular to the ⟨111⟩ direction) should
result in stronger bonds at the surface and consequently stiffening. In the case of InAs nanowires
with the ⟨111⟩ growth direction the surface of the nanowire is decorated with the {112} type
macrofacets, which, however, can be formed by the continuous {112} surface or by the {111}A
and {111}B surfaces alternating with twin defects (see appendix F). The last one should be al-
lowed only in multitwin nanowires with the stacking fault (SF) density about 0.1 - 1 SF per nm.
A free energy of the {111} surface is lower than that of the {112} surface, which was found to
be unstable [116]. Schemes and arguments presented in the appendix F, bring us to a conclu-
sion that the nanowires most probably decorated with the {111} surfaces, whose relaxation in a
normal direction does not lead to a significant change of the elastic properties. In the case of the{112} surfaces, we believe that the relaxation is small and can take place mostly in the normal
direction due to low symmetry and short interplane distances of the {112} planes. In both cases
softening or stiffening of the surface due to surface relaxation can be neglected.
The other important aspect affecting the stiffness of the InAs nanowires is the presence
of stacking faults. The stacking faults are ortho-type, thus, there are no In-In or As-As bonds
across the defect plane (see section 5.1.4). There is no change of the orientation of the nearest
neighbors in the nanowire segment containing a stacking fault compared to the original Zinc
2A possibility to see stacking faults in a bright field TEM image depends on the nanowire crystallographic orien-
tation (see section 5.1.4). Since the orientation of the nanowires was not controlled during sample preparation
for the in-situ measurements (section 4.3.1), only for about 20 % of the nanowires the stacking fault density
could be estimated.
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Figure 5.12.: (a) Dependence of Young’s modulus of ”type 2” InAs nanowires on diameter (black
squares). The value for bulk InAs in ⟨111⟩ direction is marked with the red line. Blue circles show the
density of stacking faults (right y-axis). (b) Schematic atomic model of hexagonal (Wurtzite) and cubic
(Zinc Blende) bilayers: In atoms (red balls) of the top layer are located above As atoms (blue balls) for
the hexagonal structure. The top In layer is rotated by 60○ in the cubic structure (adopted from [102]).
Blende. The layer of second nearest neighbors, however, is rotated by 60 ○ with respect to the
original structure. For instance, figure 5.12 b shows an AB3 bilayer of original cubic structure
and an AB bilayer of a region with stacking fault (hexagonal structure). Obviously the distance
between the second nearest neighbors is increased in the cubic structure, if one assumes the
same interplane distance for both structures. According to density functional theory calculations
performed by Kriegner and coworkers [102], the rotation of the layer of the second nearest
neighbors increases the lattice parameter of the hexagonal structure with respect to the cubic
segment by approximately 0.2 %. The increase in lattice parameter leads to weaker bonds within
the region containing a stacking fault, that is a smaller Young’s modulus in this region. This
effect can be estimated applying the ”bond-OLS” model proposed by C. Q. Sun and coworkers
[29]. The bond energy change can be expressed as following [29]:
EB(d)
EB(d0) = EB(d)EB(d0) − 1 = c−m − 1; (5.1)
where d = d0 +d, c = d/d0 + 1, d0 is an original lattice parameter and d is an absolute
change of the parameter,m is a parameter which defines bond-length dependence of the change
of binding energy [29]. The study shows that m ≈ 4 is a good approximation for compounds
(including InAs) [29]. The consequent relative change of Young’s modulus can be calculated
3Please refer to figure 5.7. Blue letters represent hexagonal bilayer, red letters represent cubic bilayer. For the
closed packed structure layers sequence (AB) and (ABC) represent hcp and fcc structures respectively.
68
5.2. Hardening of InAs nanowires with high stacking fault densities
using the following equation [29]:
E
E
= c−m − 3c + 2 (5.2)
According to the DFT simulations and experimental results obtained by Kriegner and cowork-
ers the total bond expansion in the region containing a stacking fault in InAs along the ⟨111⟩
direction is around 0.2 % [102]. Inserting c = 1.002 and m = 4 in equation 5.2, I calculated a
decrease of Young’s modulus by 1.4 %. This result indicates that the distortion of the crystal
lattice can not explain the trends observed experimentally (figure 5.12 a).
According to Zhou and coworkers [30], also the distribution of electron charge in the sam-
ple affects Young’s modulus. The InAs surface possesses an electron accumulation layer (see
section 3.1), resulting in a stronger bonding and a stiffer elastic response at the surface. Since the
redistribution of electron density happens only in the first few atomic layers, thinner wires, due
to their higher surface-to-volume ratio, are expected to be stiffer than thicker ones. The charge
density redistribution may also occur due to stacking faults. A scanning probe microscopy ex-
periment [18] shows Coulomb blockades in the nanowires at low temperature. The authors
attribute the observed effect to the stacking fault defects. It provides an evidence that stacking
faults result in the charge density redistribution along the nanowire. While the other previously
discussed phenomena which affect elastic properties of the nanowires are not related with stack-
ing faults or have a very small impact (like lattice relaxation in the stacked region), we conclude
that the charge redistribution results in the experimentally observed hardening of the nanowires
with high densities of stacking faults. The electronic properties of the nanowires will be dis-
cussed in the next chapter.
5.2.2. Young’s modulus of ”type 3” InAs nanowires
Figure 5.13 shows the dependence of Young’s modulus of the type 3 nanowires (with⟨112⟩ growth direction) on their diameter. The black squares and blue circles show the data
obtained by using the electromechanical resonance technique and by the analysis of bending
of the nanowires, respectively (see section 4.3.2 and appendix E). The Young’s modulus of
thin nanowires (D ≈ 35nm) is slightly increased (by less than 50 %) compared to the bulk
value for ⟨112⟩ direction. Around D = 52 nm a maxima is found where the Young’s modulus
increased by about 300 % compared to bulk value. For the thicker nanowires with D ∼ 90 nm
Young’s modulus aproaches bulk value. The graph shows that Young’s modulus increases with
the increase of diameter for the nanowires with diameters up to 52 nm and decreases again for
the thicker nanowires. Comparing the experimental data with the data for the ⟨111⟩-oriented
nanowires, the same enhancement of Young’s modulus is found. However, Young’s modulus
for the thinner nanowires (< 52 nm) does not show a sign of surface effects. This trend can be
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compared with the elastic properties of the tungsten oxide nanowires investigated by Liu and
coworkers [36]. In that case the Young’s modulus increases up to bulk value with the decrease
of the nanowire diameter (shown with magenta dashed line in the figure 5.13). This behavior
should be related to the stacking faults. It is difficult to determine the stacking fault density
for the ⟨112⟩-oriented nanowires, since they can be imaged only in specific directions (refer to
section 5.1.2).
The main reasons for the significant enhancement of the Young’s modulus in the ⟨112⟩-
oriented nanowires can be:
1. lattice relaxation due to the stacking faults;
2. redistribution of electron densities at the surface of the nanowires.
(2) Was already discussed above. The surface effects could explain the trend seen in figure
5.13 for the nanowires thicker than 52 nm (blue circles). Young’s modulus is higher for thinner
nanowires due to stronger bonding within surface atomic layers induced by the electron density
redistribution at the surface. The main reason for the drastic enhancement of the Young’s mod-
ulus around 52 nm is a lattice distortion due to stacking faults. The lattice constant of a Zinc
Blende segment does not match the lattice constant of the stacked segment. The area of the in-
terface between Zinc Blende and Wurtzite region in this nanowires is much bigger than in case
of the ⟨111⟩-grown wires. This will result in higher internal stress at the interface regions which
may result in anisotropic relaxation of the lattice, which signs can be seen in the diffraction
pattern (figure 5.14 a) taken for ⟨111⟩ zone axes for a ”type 3” InAs nanowire.4 At the diffrac-
tion pattern (figure 5.14 a) distance between the reflexes of 13 (2-42) type (1/d1 = (2.669±0.016)
1/nm ) is smaller than the distance between the reflexes of 13 (-2-24) and
1
3 (-422) types (1/d2 =
(2.950±0.010) 1/nm). This findings give a hint that the original lattice (ideal interplane distance
d1/3(422) ≈ 3.708 Å ) is compressed in the [-1-12] and [-211] directions by approximately 9%
and expanded in the [1-21] direction by approximately 1%. Moreover, the anisotropic relaxation
can result in a complicated deformation behavior (combination of stretching/compression, shear
and twisting) of the nanowires in both experiments.
To analyze the deformation behavior during the experiments the selected area electron
diffraction was performed during the bending of a nanowire (the procedure is described in
section 4.3.2). Figure 5.14 shows diffraction patterns for an InAs nanowire under different me-
chanical loads. It is interesting that after the loading force overcomes a value of about 170 nN,
a well pronounced concentric stretching of the diffraction reflexes takes place (figure 5.14 c).
This stretching (broadening) of the reflexes is due to bending of the nanowire: lattice planes
with the same indices change their relative orientation depending on the position in the wire.
4Type 3 InAs nanowires have ⟨112⟩ growth direction and stacking faults parallel to the growth direction. In this
case viewing along [111] zone axes means viewing normal to the stacking faults plains.
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The position of the diffraction reflexes from each plane will be different and the superposition
of the reflexes gives characteristic arcs in the diffraction pattern. HR-TEM images and related
diffraction patterns were simulated assuming a nanowire segment with size of approximately
90x30x60 nm3, which bending curvature has radius R equal to 500 nm (see appendix D for
more details). Figure D.5 (in appendix D) shows a simulated HR-TEM micrograph and the cor-
responding diffractograms for a non-deformed wire (a-c) and for a bended wire (d-f ). One sees
that, the homogeneous bending results in a homogeneous concentric broadening of diffraction
reflexes (figure D.5 b-c).5 The experimental diffraction pattern of the bended nanowire (figure
5.14 c), however, is not identical with the simulated one (figure D.5 e). To be able to compare
experimental and simulated diffraction patterns the reflexes of the experimental patterns (from
figure 5.14) were magnified and plotted in color in figures 5.15 and 5.16. The following features
do not appear in the simulated diffractograms (figures D.5-D.8):
• the variation of the intensity of the symmetric reflexes. For example, for the non-deformed
nanowire (figure 5.15) maximum of intensity of the 13 (-2-24) reflex is equal to 180 arb. u.,
whereas the intensity maximum of the 13 (22-4) reflex is 18 arb. u.;
• the broadening of 13 (2-42) and
1
3 (-24-2) reflexes (see figures 5.14 c and 5.16) is smaller





6 We will call this feature ”anisotropic
broadening” of diffraction reflexes;




3 (22-4) planes are split (see figures 5.16);





reflexes under the load (decrease of the corresponding lattice spacings).
The first feature is only due to not perfect imaging conditions - the electron beamwas not exactly
parallel to the zone axes. The imaging conditions, however, can not affect position and shape of
the reflexes. The anisotropic reflex broadening shows anisotropy in the elastic properties (i.e. the
elastic constants for crystallographically equal directions [11-2] and [1-21] will not be equal).
The reason for the anisotropy of the elastic properties is the anisotropic lattice relaxation which
is caused by the stacking fault defects which are parallel to the growth direction.
The split of the reflexes shows that the wire deformation is inhomogeneous: during the
deformation one group of lattice planes is inclined with an angle of about 2○ to another group
of the lattice planes, which is, however, has the same Miller indices as the first one. Since the
two parts of the reflex are clearly separated, the transition from one group to the other must
be rapid, resulting in a high local strain. Or the reflex splitting can be the result of a complex
5One should note that the described mechanism is valid only for the deformation of an isotropic body, however it
can also be partly applied to the InAs nanowires with ⟨112⟩ growth direction.
6note that the corresponding interplane distances were found to be decreased comparing to ideal InAs as described
previously.
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Figure 5.13.: Dependence of Young’s modulus of the type 3 InAs nanowires (with ⟨112⟩ growth direc-
tion) on their diameter. Black squares show data points measured with electromechanical resonance and
blue circles show data measured analyzing bending data. A bulk value of Young’s modulus calculated
for the ⟨112⟩ direction is shown with the red line. The dashed magenta line shows the dependence of
Young’s modulus of tungsten oxide nanowires [36] with the same type of stacking fault defects on their
diameter. Experimental data can be interpreted using both left and right axes. The reference data for
tungsten oxide should be interpreted using the right axis which shows Young’s modulus normalized to
bulk value E/Eb.
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Figure 5.14.: (a) Electron diffraction pattern of an InAs nanowire without any mechanical load, (b)
loaded with an AFM tip with a force F = 79nN and (c) F = 225nN . The length of the scale bars in
all images is 2 1/nm. The insets in each image show a magnified lower left diffraction reflex from the
corresponding pattern.
deformation (twist and shear) and the existence of two distinct areas in the sample that are
differently deformed.
In contrast to ideal bending the deformed nanowire shows a contraction of the interplane
distances as indicated by the larger reflex separation. The decrease of the interplane distance d
for distorted (11-2) and (-211) planes reaches 3%, whereas for the non-distorted (1-21) planes
the interplane distance remains the same within the error bar of ±0.5 %. This again confirms
that the nanowire is deformed in a complex way. Since the diffraction pattern delivers only two
dimensional information, the deformation of the nanowire can not be fully analyzed. To obtain
a better understanding the finite element analysis (FEA) was used to model the deformations
of a nanowire under a bending force. The calculation allows to estimate the stress and strain in
the nanowire as a function of the bending. Based on these structural calculations a diffraction
pattern can be simulated and compared with the experimental one. Both simulations can be
repeated iterativelly to acheive the best fit to experimental data.
The FEA simulations were performed using ”Comsol Multiphysics R” software [117]. The
nanowire was approximated as a solid cylinder with a diameter of 80 nm and a length of approx-
imately 1.5 m (both parameters are the same as the experimental parameters of the nanowire).
The bottom end of the cylinder was fixed. A force of 285 nN was applied to the upper (-1-12)
surface of the nanowire at an angle of 15○ with respect to the cylinder axis. The elastic constants
of bulk InAs at room temperature (c11 = 83.4 GPa, c12 = 45.4 GPa, c44 = 39.5 GPa) [118] were
used for the simulations. An average size of the mesh element is 12 nm3. Figure 5.17 shows the
simulated shape of the deformed nanowire and distribution of the strain energy in color code.
One sees that the bottom part of the wire is strongly deformed and highest strain energies are
present at the surface. The strain energy decreases towards central axis of the nanowire and its
top. The strain energy is homogeneous in the whole volume and no twisting deformation can
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be seen. Since the stacking faults were not included in the model, we conclude that the defects
result in the inhomogeneous deformation, which was seen in the experimental data. The im-
provement of the model required more detailed knowledge of the lattice distortions induced by
the stacking faults in the ”type 3” nanowires and more experimental data on the bending of the
nanowires.
The observed inhomogeneous deformations do not allow to implement the simple model
discussed in section 2.1 an in appendix E to extract the elastic moduli by analyzing bending of
the nanowires. Consequently, the blue points in figure 5.13 may only represent efficient Young’s
modulus which is an analogue to spring constant of the system with a given geometry. The
better understanding of mechanical properties of the ⟨112⟩-oriented nanowires and extraction
of quantitative information require more experimental data and improvement of the model for
FEA simulations.
In summary, elastic properties of InAs nanowires strongly depend on their growth direction
and consequently on the orientation of the stacking fault defects. It was shown that the higher is
the stacking fault density in the ”type 2” nanowires, the higher is Young’s modulus (figure 5.12).
This phenomenon was attributed to redistribution of electron densities in the nanowires, which
is induced by the stacking faults. This redistribution leads to stronger bonding in the regions
containing the defects. In the ”type 3” nanowires the stacking fault lead to strong distortions
of the crystal lattice (which is not a case in the ”type 2” nanowires). These distortions result in
inhomogeneous strains during bending deformations and significant change of elastic properties
of the nanowires (figure 5.13).
5.3. Electron transport in InAs nanowires
5.3.1. Correlation of electron transport with atomic structure in
InAs nanowires
The electron transport in InAs nanowires was studied by a two point contact I-V measure-
ment in-situ in TEM as described in section 4.3.3. Figure 5.18 a shows a typical I-V curve for
the InAs nanowires. The measurement starts at -500 mV (blue curve). The red curve shows
the reversed direction (from +500 mV to -500 mV). There is no hysteresis in the curve, thus,
there is no charging of the system (nanowire and two contacts) during the measurement. The
I-V curve is not linear. For about 50% of the nanowires the non-linearity is more pronounced.
The I-V curves, however, are symmetric, and the contacts at the top and at the bottom of a
nanowire are different. Thus, there is no Schottky barier and the reason for the non-linearity is
different. There are two possible effects which can lead to the non-lineariry of the I-V curves:
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Figure 5.15.: Electron diffraction of a non-deformed InAs nanowire (gray scale image in the center).
The magnified reflexes are shown as colored contour plots as indicated by the arrows. The scales of x-
and y-axis are have units of pixels (the origin of the axis is at the top left corner). The color code shows
the absolute intensity of the original diffractogram in arbitrary units.
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Figure 5.16.: Electron diffraction of a InAs nanowire to which a force of 225 nN is applied (gray scale
image in the center). The magnified reflexes are shown as colored contour plots as indicated by the
arrows. The scales of x- and y-axis have units of pixels (the origin of the axis is at the top left corner).
The color code shows the absolute intensity of the original diffractogram in arbitrary units.
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Figure 5.17.: The simulated shape and strain energy density of a deformed InAs nanowire. The axes X,
Y and Z are set along ⟨001⟩ directions. The nanowire axis is parallel to ⟨112⟩ direction. The nanowire
is bended by a force F⃗ applied to the top (-1-12) surface. The force vector lies in (111) plane and has
an angel of 15○ with the nanowire axis. The bottom (11-2) surface of the nanowire is fixed. The initial
shape of the wire is shown with black contour line. Inset shows magnified part of the nanowire, in which
the highest strain energy is concentrated.
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space charge limited current (SCLC) and Joule heating of the nanowire. The first effect ocures
when the electrons are injected from the STM tip into the nanowire due to the electron concen-
tration in the tip is much higher. The current injection will result in space charges near interface
which contribution to total current will be higher with an increase of the voltage. Using the
electrodynamic solution proposed by Talin et al. [119], the current density j is given by:






where 0 is a numeric constant,  is a dielectric constant of InAs,  is an electron mobility, R,
and L are radius and diameter of the nanowire. The crossover voltage Vc at which SCLC equals




where e is charge of an electron, and neff is an effective electron concentration in the nanowire.
At the crossover voltage transition from Ohmic to SCL current occurs. To apply this theory, the
I-V curves were first plotted as a log-log plot, where the crossover voltage Vc can be easily found
as a paint in which the slope of the curve changes. The region above Vc of the original I-V curve
can be than fitted with a parabolic function according to equation 5.3 (see figure 5.19 a). One
sees that the red curve in figure 5.19 fits good to the experimental data, but the low voltage part
of the I-V curve (bellow Vc) is, however, not linear, which will be discussed later. The fitting
procedure allows to extract  and neff , that are in the range of (1.2÷6.5)x103 cm2/(Vs) and
(1.6÷4.3)x1017 cm−3, respectively, for the nanowires with diameters between 40 and 72 nm.
These values are in a good agreement with the once reported previously for InAs nanowires
with the similar dimensions [12, 23] (see also section 3.3). The reliability of the application of
the SCLC model is, however, not sufficient due to the following reasons:
• The determination of Vc associated with a significant statistic error of 30-45%;
• Electron concentration and carrier mobility are included as the values averaged through
the nanowire volume. This does not take into account domination of the surface in the
electron transport;
• The low voltage part of the I-V curve should be linear, which is not the case.
The Joule heating of the nanowire can be estimated by solving the thermal conductance
equation, assuming that the nanowire is connected at both ends to thermal sinks. Not going into





5.3. Electron transport in InAs nanowires
























Figure 5.18.: Typical I-V curve (a) for the InAs nanowires. The measurement starts at -500 mV, when
the voltage reaches +500 mV the direction was reversed (red line). The open circles show a linear fit
which gives the conductanceG =1.65 x 10−5 S. Scheme (b) shows the equivalent electrical scheme of the
experiment, an InAs substrate with an InAs nanowire (green), gold nanoparticle on top of the nanowire,
gold STM tip. At the bottom, blue squares represent the electrical resistances which are described in the
text.

















































Figure 5.19.: An I-V curve recorded for an InAs nanowire with diameter of 52 nm and length of 8.7 m
(black circles in both graphs) fitted with parabolic function (red curve in (a)), which represents space
charge limited current. Red, green and blue curves in (b) show fit according to equation 5.7 with problem
parameter t. Parameter G0 equal to 8.1x10−6, 8.6x10−6 and 9.3x10−6 and coefficient of determination
R2 equal to 0.9783, 0.9858 and 0.9910 for red, green and blue curves respectively.
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where L is length of the nanowire,  is thermal conductivity, A is cross sectional area and P
is electrical power transfered into the heat. The average temperature change T in the whole
nanowire will be approximately 2 times less than in the center. Since the change of the nanowire
conductivity above room temperature can be approximated linearly (see figure 3.6 or reference
[65]), the average conductance can be written as:
G = G0(1 + T ); (5.6)
where G0 is conductance at room temperature,  is (linear) temperature coefficient of conduc-
tance. Using Ohm’s law, equations 5.5 and 5.6, the relation between current I and voltage V
can be written as:
I = G0V
1 −G0tV 2 ; where t = L16A: (5.7)
The experimental I-V curve was fitted using equation 5.7 using G0 as fitting parameter and t as
problem parameter (see figure 5.19 a). The graph shows that from red to green and to blue curve
the fit quality increases (R2 increases), however, the low voltage part fitted worser. Significant
deviations of the fit curves from experimental data is due to the temperature dependence of 
which was not included in the model. Thus, red curve, which fits the low voltage part the best, is
the most reliable fit. Its parameter G0 = (8.1±0.1)x10−6 S is equal to the conductance estimated
from a linear fit of the low voltage part of the I-V curveG = 8.2x10−6 S. The problem parameter
t = 2.3x105 W−1 and  ≈ 3.6 W/(K m) from literature [65] deliver  ≈ 106 K−1, which is factor
of 5 larger than the one obtained by Mavrokefalos and coworkers [65] for InAs nanowires above
room temperature. The reliability of the application of the Joule heating model is not sufficient
due to the following reasons:
• The fit does not converge if both t and G0 used as the fitting parameters. Using t as a
problem parameter results in a statistic error of about 20%.
• The temperature dependence of thermal conductivity is not included in the model;
• Thermal conductivity for the nanowires studied in this work can differ from the one used
for the data analysis due to the presence of stacking fault defects;
• The fit does not deliver reasonable values for . This, however, can be a consequence of
the previous statement.
Concluding the stated above, both SCLC and Joule heating should occur in the nanowire
and result in the non-nonlinearity of the I-V curves. To separate the contributions of these ef-
fects, however, is not possible. Thus, none of the fitting procedures can be applied.
The conductance of the nanowires was extracted by fitting of low voltage part of the curves
(V ≤ 100-200 V) with a linear function. The linear relation can be used, since in this regime
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the voltage is bellow crossover voltage of SCLC and the increase of the temperature can be
neglected. The typical resistance calculated from the inverse slope of the fits is 50-150 k
.
Figure 5.18 b shows the equivalent electrical scheme of the connected nanowire. The total re-
sistance of the system can be written as:
Rtotal = RS−NW +RNW +RNW−NP +RNP−tip; (5.8)
where RS−NW is the resistance of the substrate-nanowire interface,
RNW is the resistance of the nanowire itself,
RNW−NP is the resistance of the interface nanowire-gold nanoparticle,
RNP−tip is the resistance of the nanoparticle-gold STM tip contact.
The nanowire is epitaxially grown on the InAs substrate, and according to Glas et al. [80] the
interface should be defect free since there is no lattice mismatch between the substrate and
the nanowire. Therefore, the resistance of the interface (RS−NW ) is expected to be negligible
small. According to the reports in the literature (reviewed in section 3.3) the resistance of an
InAs nanowire (RNW ) with the diameter of 50 nm and length of 5 m is expected to be on the
order of several k
. The nanowire-gold nanoparticle interface is expected to be ohmic, and its
resistance (RNW−NP ) was estimated in section 3.4 to a few 
 which is much smaller than the
total resistance and can be neglected. The nanoparticle-gold STM tip contact resistance does not
exceed 300 
 according to the estimations done in section 3.4 and, therefore, can be neglected
as well. Both statements are confirmed by electron holography which is described in section
4.3.4 and in the next paragraph. We conclude that in the framework of contact theory (section
3.4) the total resistance is approximately equal to the resistance of the nanowires. Since the
dimensions of the nanowires were measured directly in TEM, and the cross section is known
(see section 5.1.3), the resistivity of the nanowires can be calculated. Figure 5.20 shows the
dependence of the resistivity of the nanowires of type 2 (with stacking faults perpendicular to
the growth direction; see section 5.1.2) on their diameter. The resistivity values are consistent
with previous studies [120, 121], the variations should be attributed to differences in preparation
conditions, morphology and crystal structure. No dependence on diameter is seen and the data
scatter by a factor of 5 in the investigated regime between 40 and 72 nm diameter. This can be
interpreted as either contact resistances RNW−tip and RS−NW are significant and change from
wire to wire, or the wire resistivities are different due to defects. Unintentional carbon doping7,
which was reported recently [121], can not cause the observed scattering of the data, due to
following reasons:
• All the samples were grown at the same conditions, therefore, there is no reason for
changes in the amount of doping, if there is;
7Carbon, which is coming from products of decomposition of the precursors, incorporate during the CVD growth
of the nanowires.
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Figure 5.20.: Dependence of the resistivity of the ”type 2” InAs nanowires on their diameter.
• The carbon doping does not seem to have a significant impact on the transport in
the nanowires. The conclusions drawn in [121]: ”...changes in the resistivity of InAs
nanowires as the growth temperature and V/III ratio are changed, indicative of chang-
ing levels of carbon incorporation” and ”...differences in crystal quality, here quantified
as the stacking fault density, are not the primary cause for variations in resistivity of the
material studied”, can be faulty8.
To check the contact issue the transfer length measurement (TLM) technique (see sec-
tion 4.3.3) was applied to the wires with a diameter of about 50 nm. The dependence of the
nanowire resistance on the length is shown in figure 5.21. The data points cannot be fitted with
a linear function, thus, the resistivity of the wires differs from wire to wire.
The nanowires contain stacking faults (see section 5.1.2) which can influence the electron
transport significantly [18]. Since there is no clear answer how the stacking faults change the
electrical properties of the wires, we measured the electrical potential by electron holography,
while sending simultaneously electrical current through the wires. It should be underlined here
that for the holography experiment the nanowires were shaved from the substrate and deposited
onto a piece of a copper TEM grid using dielectrophoretic deposition (see sections 4.3.2 and
4.3.4 for more details on the sample preparation and the reasons why those methods were cho-
sen). Figure 5.22 b shows the I-V curve of the nanowire sample, which is clearly different from
the usual observation (figure 5.18 a). The wire acts now like a tunnel diode [122], because the
contact between the copper grid and the wire might be contaminated during the sample prepa-
8Indeed, table 1 in the reference [121] shows that the resistivity of the nanowires with different V/III ratios
are equal within the error bars. The structural and electrical investigations have not been done on the same
nanowire, whereas large error bars confirm that the nanowires may be different even within the same sample.
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ration. However, the possibility to measure the electrical potential of the wire directly with nm
spatial resolution using electron holography avoids the contact problem. The contrast of the
reconstructed phase images from the holograms shows the relative phase shift of the electron
waves after they passed through the sample, which according to equation 4.4 is proportional
to the electric potential in the material in the absence of magnetic field. Figure 5.23 shows the
phase images of the nanowire at different bias voltages UB. Since the gold nanoparticle at the
top of the wire was not transparent to the electron beam, the patterns inside it are artifacts. The
graph in the middle of the image shows intensity profiles of the phase images at the top, taken
along the lines. The movement of the lines towards the rim of the nanowire changes only offset
of the profiles but not the behavior. The slope of the red curve (UB = +2 V) is higher than the
slopes of the black curve (UB = 0 V) and the blue curve (UB = -2 V). All three slopes are pos-
itive, even though at 0 V the wire along its whole length should have the same potential. This
fact means that the contribution of the inner potential is not constant along the wire because of
the diameter change. Thus, by subtracting the 0V profile from the intensity profiles recorded at
UB = +2 V and UB = -2 V we can determine the phase change only due to the change of elec-
trical potential along the nanowire (figure 5.23 bottom). The graph shows that the phase, which
is proportional to the electrical potential multiplied by thickness, increases along the nanowire
for UB = +2 V and decreases for UB = -2 V. This trend was expected and shows that the part
of the nanowire which is closer to the substrate has higher (lower, for UB = -2 V) electrical po-
tential than the part near the contact with the STM tip.9 Both profiles do not show any features
(e.g. local minima or maxima) which could be attributed to the stacking faults. To increase the
signal to noise ratio the -2 V profile was subtracted from the +2 V profile resulting in the inten-
sity profile which shows the relative phase change (see black line in the graph in figure 5.24).
The profile can be correlated with the bright field TEM image of the same nanowire where the
stacking faults are visible as dark stripes. No change of the electrical potential can be detected
at stacking faults. The phase resolution of our particular electron tomography experiment is
lim ≈ 0.1 rad, and the corresponding voltage detection limit can be calculated by:
lim = CEVlimtNW ; (5.9)
where CE = 0.00856 rad / (V nm) at 120 keV is an interaction constant, which was calculated
using equation 4.3; tNW = 69 nm is the nanowire diameter. It can be concluded here that either
stacking faults do not create any potential change, or the potential change is smaller than 0.15
V per 4 V applied to the nanowire.
The holography data can also be used to calculate the resistivity of the nanowires. The slope
b of the line profiles of the phase images (figure 5.23 bottom) is related to the resistivity  in
9UB = +2 V (-2 V) is applied to the source of the nanowire and the top of the wire is grounded by the STM tip
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Figure 5.21.: Dependence of the resistance of InAs nanowires (two point contact measurement) with a
diameter of about 50 nm on their length.























Figure 5.22.: (a) Experimental hologram of a nanowire at bias voltage +2V applied to the wire with
schematically shown electrical connections (blue lines). At the bottom of the scheme is the STM tip. The
I-V curve (b) of the system was recorded prior to the hologram without changing the setup. Blue curve
is in ”up” direction, red is in ”down” direction (see section 4.3.3). The black arrow indicates the voltage
at which the hologram (a) was recorded.
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Figure 5.23.: Electron holography phase images of an InAs nanowire (top). Taken at a bias voltage
UB of (from left to right) +2 V (red), 0 V (black), -2 V (blue). The scale bar is 100 nm. The graph
in the middle shows intensity profiles taken along the lines (with a thickness of 3 px, which was used
to integrate the signal) shown in each phase image. The graph at the bottom shows the +2 V and -2 V
profiles after subtraction of the 0 V profile.
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s
s
Figure 5.24.: Difference of electron phase recorded at UB = +2 V and UB = -2 V (black line, left y-
axis). The intensity profile of the bright field (BF) TEM image (bottom) is shown with the red line (right
y-axis). The local minima identify positions of the stacking faults (blue dashed lines and black stripes at
the TEM micrograph).
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where A is the cross sectional area of the nanowire, I is the electrical current flowing through
the nanowire, CE is the interaction constant (see above), t is the nanowire diameter10. Before
the analysis the phase images were checked for artifacts and the signatures of external electric
fields which might contribute to the slope in the phase profiles. Figure 5.25 shows the contour
plots of the phase which correspond to the phase images in figure 5.23. The phase shift between
two nearest equiphase lines is equal to /2. The change of the phase in vacuum confirms the
presence of external electric fields. Ideally the fields should be subtracted by simulating the
charge configuration which causes the fields. Since it is very difficult to identify the sources of
the fields, the phase shift produced by the external electric fields was interpolated from the vac-
uum region for the whole image. Figure 5.26 shows the interpolated images (a-c) and the result
of their subtraction from the original images11 (d-f ). The last will be called ”approximated im-
ages” in further text. The interpolated image does not posses any phase wrap and looks smooth.
The approximated image does not contain background (phase change due to external electric
fields). However, the noise in the nanowire region increases due to interpolation uncertainties.
After the background subtraction the line profiles (figure 5.27) of the phase images should rep-
resent a change of the electric potential inside the nanowire. Unfortunately, the line profiles are
flat and do not show any change of the phase along the nanowire at any bias voltage. Thus,
the potential change inside the nanowire cannot be detected within the noise level. The main
reason is the high mobility of the charge carriers in the InAs nanowires (∼ 103 cm2/(V s)) and
the decrease of the sensitivity of the measurement due to subtraction of the interpolated back-
ground. Those two factors make it impossible to calculate the resistivities of the wires from the
holography experiment.
The most significant result of the holography is the electric field distribution at the STM tip
interface. No electric stray fields around the interface are detected. Figure 5.28 shows a typical
contour phase image of a nanowire in contact with a very thin carbon layer attached to the
STM tip. There are no stray fields around the contact area as well as no abrupt change of the
phase within the contact region. This finding confirms the estimations of the negligible contact
resistance in section 3.4.
To analyze the data obtained by 2 point contact measurement, I propose the following
model:
1. Only the resistances of the nanowire-gold nanoparticle interface RNW−NP and the
nanowire itself contribute to the total resistance;
10Here the changes the cross section along the nanowire axis are neglected. Otherwise, the equation 5.10 should
be rewritten.
11The original images are shown at the top of figure 5.23.
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a b c+2 V 0 V -2 V
Figure 5.25.: Contour maps of the holographic phase images which are shown in figure 5.23. Black and
white stripes show equiphase lines, the phase shift between two next black (or white) lines is /2.
2. The resistance of the interface RNW−NP is proportional to the cross sectional area (or
simply the square of the diameter of a nanowire).
Going back to the graph in figure 5.20 (obtained by in-situ two point measurements of
resistivity of the nanowires versus their diameter) we will try to find the difference between the
nanowires with resistivity12 around 1.5, 3.0 and 4.5 m
 cm comparing their micrographs. It is
expected that the difference in the stacking fault density causes this variation of the resistivity.
The nanowires with low stacking fault density and diameter around 50 nm were used to
determine the resistance of the nanowire-gold nanoparticle interface using the transfer length
measurement method. The estimated resistance Rcont;50 is equal to 32±12 k
. According to the
model which was formulated above the resistivity of the nanowire NW can be calculated as
following:





where Rtotal is the series resistance of the nanowire and the interface with nanoparticle, D
is the nanowire diameter, A and L are its cross section area and length respectively. Figure 5.29
shows the dependence of resistivity of the InAs nanowires (calculated according to equation
5.11) on their diameter. The stacking fault (SF) density is shown with the colored data points
and listed in the legend13. One sees that all blue points shows the lowest resistivity which slightly
increases with diameter. Red points show higher resistivities than the blue onces, and it increase
with the diameter is more pronounced. Green points show almost the highest resistivities, and
it slight increase with the diameter. Two trends can be mentioned:
12Here, the resistivities were calculated neglecting the resistance of the interface between a nanowire and gold
nanoparticle.
13Black squares (”Unspecified” stacking fault density) represent the nanowires which could not be oriented in the
microscope in the way that the stacking faults are visible.
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Figure 5.26.: Interpolated phase (a-c) of the images in figure 5.23 are shown as normalized color maps
(red is 1, blue is 0). Phase images with subtracted background (d-f) and their contour maps (g-i), in which
the difference in phase between two next equiphase lines is equal to /2. Images a, d, g correspond to a
bias voltage of +2 V, b, e, h correspond to 0 V and c, f, i correspond to -2 V.
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Figure 5.27.: Line profiles of the corrected phase images (figure 5.26 d-f ) recorded along the nanowire
axis. Red line shows the phase at UB = +2 V bias voltage (figure 5.26 d), black line shows the phase
without any bias voltage (figure 5.26 e) and blue line shows the phase at UB = -2V (figure 5.26 f ).
• the higher the stacking fault density is, the higher is the resistivity of the nanowires;
• the resistivity increases with the nanowire diameter (for the nanowires with diameters
between 40 and 75 nm).
The tendency of the thicker wires to show higher resistivity contradict to the findings of Schef-
fler et al. [120] and Thelander et al. [121], in which no dependence on diameter was observed in
this regime14. This phenomenon can be explained using a core-shell model for the nanowires,
consisting of a poorly conductive cylindrical core surrounded by a thin shell with conductiv-
ity higher by several orders of magnitude (see figure 5.30 a). This assumption makes sense,
since the surface of the InAs nanowires possesses charge accumulation (see section 3.1). The
core and the shell are connected in parallel which results in a total resistance of the nanowire
Rtotal = (R−1c +R−1s )−1, where Rc and Rs are the resistances of the core and the shell, respec-
tively. The following formula for the effective resistivity of the nanowire eff can be easily
observed:
eff = csD20
ts(2D0 − ts)c + (D0 − ts)2s ; (5.12)
where c and s are the resistivities of the core and the shell, D0 is the outer diameter of the
nanowire, ts is the radial thickness of the shell (figure 5.30 a). Since the parameters c, s and
ts in equation 5.12 are undefined and the graph in figure 5.29 contains only few data points
for each stacking fault density, no reasonable fitting of the data points can be performed. On
the other hand, graphs b, c and d in figure 5.30 show the calculated dependencies according to
14It should be underlined, that the measurements of resistivity in the references were done without direct correla-
tion with atomic structure for each nanowire
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Figure 5.28.: (a) Bright field TEM micrograph of an InAs nanowire in contact with an STM tip. The
area which is shown on the phase contour images (b-d) is shown within the red box. The contour phase
images shows a phase amplified by a factor of 4 (a phase change between two next black lines is equal
to /2) at different bias voltages applied between the nanowire and STM tip: b) +1 V, c) -1 V, d) +2 V.
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equation 5.12. The effective resistivity of the nanowires increases with the diameter until the re-
sistivity of the core is higher than the resistivity of the shell. The slope of the curves depends on
all three parameters. Since we observe an increase of the effective resistivity of the nanowires
with the increase of the defect density (figure 5.29), both (core and shell) resistivities can de-
crease with the increase of stacking fault density. As shown in section 5.1.4 the stacking fault
changes the orientation of the next nearest neighbor along with the tetragonal bonds direction.
This change of the lattice periodicity may result in an abrupt change of the electrostatic poten-
tial resulting in a potential barrier for the conduction electrons. The nanowire shell conductance
caused by the free electrons that situated between conduction band minima and Fermi level.
But the core of the nanowire most probably has properties of intrinsic semiconductor (Fermi
level remain bellow conduction band minima). Therefore, I suggest that stacking faults increase
the scattering of the charge carriers in the shell, thus, increase the resistivity of the shell. In the
core, due to the change of the potential field and intrinsic semiconductor nature of the core, the
stacking faults will produce additional energy levels within the band gap. This will result in a
decrease of the core resistivity. Since figure 5.30 d shows that the change of the core resistiv-
ity slightly influences the total resistivity, the total resistivity increases with the increase of the
stacking fault density. To extract more quantitative data one needs to obtain more statistical data
on the dependence of electrical transport in the nanowires on diameter and defect density.
5.3.2. Dependence of electron transport on electron irradiation
and magnetic field
The magnetic field dependent experiments were made utilizing the magnetic field of the
objective lens of the Phillips CM12 TEM. Its magnitude at the sample position can be set
either to 1 T or to 70 mT. The magnetic field of the TEM lens is perpendicular to the imaging
plane, therefore the angle between a nanowire and the field is typically in a range of 60○-90○.
All the experiments were done at room temperature, without the electron beam irradiation.
Electronic noise was approximately 10 nA (for the measurement range of 5 A). Figure 5.31
shows the I-V curves of an InAs nanowire at different magnetic fields. The nanowire axis was
inclined with an angle of less than 5○ to the image plane, meaning that the experiment was
performed in transversal geometry (magnetic field is perpendicular to the current). Both I-V
curves are linear with R ≈ 170 k
. No difference between the curves can be detected. The noise
increases significantly for the voltages higher than 100 mV and reaches 100 nA. This noise
can probably be associated with space charge effects, which were described in section 5.3.1.
Instabilities of the space charge can lead to the charging/discharging events, that increase noise
in the current. In our measurement the noise level of 10 nA results in an error of 1.6% for
the resistivity, which, however, can be higher due to the current fluctuations in the nanowire
itself. In these experimental conditions magnetoresistance bellow 2.5 % can not be detected.
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Figure 5.29.: Dependence of resistivity of the nanowires on their diameter. The density of the stacking
faults (SF) is shown with different colors and shapes as listed in the legend.
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Figure 5.30.: (a) Schematic representation of the core-shell model. Cross section of the core-shell
nanowire is shown on the left, the resistances discussed in the text are shown on the right. (b-d) De-
pendences of the effective nanowire resistivity calculated according to equation 5.12. For all simulations
the parameter D0 is set to 50 nm. In (b) c = 0.16 
cm (intrinsic InAs) and s = 0.0001 
cm. In (c)
parameters ts = 2 nm and c = 0.0001 
cm. And in (d) parameters ts = 2 nm and s = 0.16 
cm.
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Figure 5.31.: I-V curves of a nanowire recorded in a magnetic field of 1 T (black) and 70 mT (red).
Both curves were recorded sweeping voltage from -500 mV to 500 mV.
The measurements of the transversal magnetoresistance (MR) were reported for InAs single
crystalline bulk samples [123, 124]. The MR/ at room temperature reaches 2.4% at 1 T and
0.03% at 70 mT. To my knowledge magnetoresistance in InAs nanowires was investigated only
at low temperatures with applied gate voltage VG. No magnetoresistance was detected at VG =
0. Small oscillations of electron mobility (at VG = 0) with magnetic field and significant device-
to-device variations were found [125]. These variations were associated with high sensitivity to
geometry of the nanowire and external field. In summary, the MR in the nanowires should be a
subject of more systematic study with the increased sensitivity.
The effect of electron irradiation on the electron transport in InAs nanowires has not been
reported in the literature yet. I performed the electrical characterization at room temperature,
in vacuum, with magnetic field of 70 mT applied with an angle of 60○-90○ with respect to the
nanowire axis. Figure 5.32 shows I-V curves of the InAs nanowire under different illumination
conditions. The electron beam irradiation with electron flux  = 8000 e/(nm2s) results in an
increase of the nanowire resistivity, it increases the noise in the I-V curves and disturbs the
linearity of the curves. To explain this experimental finding the following interactions of the
electron beam with the material should be considered:
• Inelastic electron scattering with subsequent X-Ray photon generation (higher scattering
cross section);
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• Inelastic electron scattering with subsequent secondary electron generation (lower scat-
tering cross section);
• Thermal heating of the sample as a result of the energy transfer from an excited electron
subsystem to phonons;
• Momentum (both angular and linear [126]) transfer from electron beam the atoms. It can
result in the electron beam induced sputtering of the material or sample recrystallization.
These effects lead to the change of morphology which was not observed in the experi-
ments.
The increase of the temperature of the sample usually does not exceed 10-20 ○C. Since the
conductivity of InAs nanowires is expected to increase with temperature [65], the heating of
the nanowires by the electron beam will result in a decrease of the resistance by 5-10%. Since
we observed an increase of the resistance by more than 200 %, the impact ionisation of the
nanowires should play a dominant role. First, the secondary electron generation causes a de-
crease of the electron concentration in the nanowires and, thus, reduction of the nanowire con-
ductance. Second, the sample will be positively charged due to the loss of electrons resulting in
an additional discharge current which is opposite to the electron current, and effectively increase
the measured resistance. The instability of the discharge current is probably the main reason for
the increase of the noise in the corresponding I-V curves (figure 5.32). The non-linearity of the
I-V curves under the electron beam irradiation is more difficult to explain. Since the nanowire
is effectively composed of two different types of material: semiconducting InAs in the core and
InAs with depleted bands at the surface (as proposed in the core-shell model described above),
the electrom beam can differently affect different parts of the wires. One possible reason is a
change of conductance regime from drift conductance to the space charge limited conductance.
In the last case the electric current is limited due to low electron concentration. The free elec-
trons, injected from the metal electrodes, will form a space charge near the metal-nanowire
interface. The charges will produce an electric field in opposite direction to the current flow.
This effect can be affected by the formation of additional space charges due to the electron
beam. Since the charges produced by the electron beam irradiation are randomly distributed,
the space charges will fluctuate increasing the noise in the current-voltage characteristic (figure
5.32 blue and red lines).
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Figure 5.32.: I-V curves of a nanowire recorded at different average fluxes  of the electron beam and
different directions of the voltage sweep (see the legend).
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6. Summary and conclusions
In this work electron transport and the elastic properties of InAs nanowires were studied
in the correlation with the atomic structure. The morphology, chemical composition and atomic
structure were fully characterized using different electron microscopy techniques. The results
of the first two are in a good agreement with the literature. The key issue of the structural study
was the identification of the atomic structure of twin defects in ⟨111⟩-oriented InAs nanowires,
for the first time. The scanning transmission electron microscopy experiment reveals that all
defects in the nanowires are ortho-type, meaning 60 degree rotational twins. These findings are
important for the interpretation of the mechanical and electrical experiments done in this work,
as well as for the future characterizations of the nanowires.
Novel in-situ characterization methods were used to investigate the elastic properties and
electron transport of InAs nanowires: i) analysis of bending behavior of the nanowires combined
with its direct observation in TEM and with electron diffraction; ii) in-situ TEM electron holog-
raphy combined with the electrical biasing of the nanowire. The first method allows to correlate
the macroscopic strain in the nanowire with the crystal structure and to correlate the atomic
distortions with the force applied to the nanowire. The second method (electron holography on
the electrically biased nanowire) allows to access the distribution of the electrical potential in a
nanowire when an electrical current is flowing and to directly image the potential for different
currents passing through the wire. The electrical potential can be correlated with the structural
peculiarities of the nanowires (i.e. stacking defects).
The elastic properties were studied for nanowires with two different growth directions:⟨112⟩ and ⟨111⟩. Both types of the nanowires have stacking fault defects. In the ⟨112⟩-oriented
ones the defects are parallel to the nanowire axis, whereas in the ⟨111⟩-oriented wires the stack-
ing faults are perpendicular to the axis. All nanowires show harmonic response to the sinusoidal
excitations and Q-factors above 1000, that makes them quite attractive for the applications in
nano electromechanical systems.
For the ⟨112⟩-oriented nanowires the diameter dependence of Young’s modulus possesses
a local maximum at 50 nm. The increase of Young’s modulus at this point approaches 300 %
of the bulk value. For the thinner nanowires as for the thicker ones the Young’s modulus de-
creases down to the bulk InAs value. Obviously this trend is determined by the stacking faults,
whose density may vary with the diameter of the nanowires. The reasons for such a dependence
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of Young’s modulus lies most probably in lattice distortions which arise in the nanowire due
to stacking faults. The distortions were confirmed by selective area electron diffraction. The
anisotropic lattice expansion of 9.4 ± 0.5 % in one of the ⟨112⟩ directions results in internal
strains which significantly change the deformation behavior of the nanowires. Indeed, the elec-
tron diffraction of the deformed nanowire confirmed that its deformation is not homogeneous
and combines bending with other deformation types (twisting, compression). The further anal-
ysis would require simulations of the deformations taking into account the lattice distortions,
that should be studied precisely and systematically.
Regarding the elastic properties of the ⟨111⟩-oriented nanowires, it was shown that Young’s
modulus increases for the nanowires with diameter D = 65 nm by a factor of 2. For the thicker
nanowires with D = 120 nm it reaches the bulk value of InAs. The simultaneous measurement
of the crystal structure shows that the higher the stacking fault density is, the higher is Young’s
modulus of the nanowires. Previously it was believed, that the stacking faults have no effect
on Young’s modulus of the nanowires [33]. The described experimental result can be a con-
sequence of several effects: i) distortion of the lattice in the stacked region; ii) redistribution
of electron density in the stacked region. The distortion of the lattice for the ⟨111⟩-oriented
nanowires is much smaller than the one in the ⟨112⟩-oriented wires (about 0.2 % [102] agains
9 %) since the area of the defect planes is much smaller for the first ones. The effect of these
distortions on the elastic properties is negligeable. It was deduced that the electron redistribu-
tion is the most significant mechanism, which is responsible for the observed correlation of the
Young’s modulus with the defect density. I expect the electron accumulation at the defects due
to the scattering, which is not uniform along the nanowire axis. The accumulation will result in
stronger bonding and thus increase of the Young’s modulus.
The electrical resistance of the ⟨111⟩-oriented nanowires was measured by the two-point
contact method. The contact resistances were found to be negligible small compared to the
nanowire resistances. The linearity of the I-V curves in the low voltage regime (below 100 mV)
confirms the formation of donor-type surface states in the nanowires as it is suggested in the
literature. The slight non-linearity above 100 mV was due to space charge limited current and
Joule heating phenomena. The separation of those effects, however, was not possible. It was
shown by calculations and the electron holography that the scattering of the data is not due
to the contribution of the contact resistances. The main reason for the scattering of the data
is, therefore, the variation of the stacking fault density. However, electron holography could
not resolve a change of the electric potential at the stacking faults. The nanowires could be
categorized in three groups according to the defect density. It was found that the higher is
the defect density, the higher is the resistivity of the nanowires. To explain the experimental
data I proposed the following model: the nanowire consists of a poorly conductive cylindrical
core surrounded by a highly conductive shell (electron accumulation layer). Since no variation
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of electrical potential at the stacking faults was detected, the increase of the resistivity was
attributed to the enhancement of the electron scattering at the defects within the shell. The
enhanced scattering should result in a significant decrease of the electron mobility within the
shell but not within the core. A slight decrease of the effective electron mobility due to stacking
faults was reported before.
In addition it was found that: i) electron beam irradiation with flux  = 8000 e/(nm2s) and
energy E = 120 kV drastically (up to factor of 3) increases the resistance of the nanowires;
ii) the change of magnetic field between 70 mT and 1 T does not impact electron transport
in the nanowires. The first finding can be attributed to the extraction of secondary electrons
due to interaction of In and As atoms with the electron beam, and consequent reduction of the
electron concentration in the nanowire. The secondary electron emission results also in random
charging and discharging events, that increase the noise in the electrical current. The absence of
the nanowire response to magnetic field at room temperature is due to the detection limits of the
experimental setup. The resistance changes below 2.5 % could not be detected, meaning that
the magnetoresistance in the nanowires does not exceed bulk value which is about that value for







Parameters of InAs, InAs nanowires
and related materials and devices
A.1. Parameters of bulk InAs and InAs nanowires
Table A.1.: Basic parameters of InAs. ”ZB” states for Zinc Blende structure. The data for bulk InAs is
taken from [127–129].
Bulk Nanowires
Parameters Value Value Diameter (nm) Reference
Crystal structure ZB ZB / Wurtzite 10 ÷ 120 [70, 71]
Lattice constant (Å ) 6.0583 6.058 ± 0.024 20 ÷ 70 [102]
Band gap (eV) 0.354 0.7 ÷ 1.8 10 ÷ 2 [61], fig. 3.4
Effective electron mass (m0) 0.023 0.04 ÷ 0.18 10 ÷ 2 [61], fig. 3.4
Carrier concentration (cm−3) 1015 1017-1018 20 ÷ 110 [12, 23, 65]
Electron mobility (cm2/(V s)) ≤4 x 104 0.5-3 x 103 20 ÷ 110 [12, 23]
Intrinsic resistivity (
 cm) 0.16 10−3 - 1 20 ÷ 100 [120, 121]





Young’s modulus [111](GPa) 97 38 - 95 40 ÷ 100 [33]
A.2. Parameters of InAs and other III-V semiconductors
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Table A.2.: Comparison of basic parameters of InAs and other III-V semiconductors. The data is taken
from [127–129].
Material
Parameters InAs GaAs GaP GaN
Crystal structure Zinc Blende Zinc Blende Zinc Blende Wurtzite
Lattice constant (Å ) 6.0583 5.65325 5.4505 3.189, 5.186
Mass density (g/cm3) 5.68 5.32 4.14 6.15
Band gap type direct direct indirect - X direct
Band gap (eV) 0.354 1.42 2.26 3.2
Effective electron mass (m0) 0.023 0.063 0.22 0.20
Electron affinity (eV) 4.9 4.07 3.8 4.1
Intrinsic carrier concentration (cm−3) 1015 2.1 x 106 2 10−4
Electron mobility (cm2/(V s)) ≤4 x 104 ≤8500 ≤250 ≤1000
Holes mobility (cm2/(V s)) ≤5 x 102 ≤400 ≤150 ≤350
Intrinsic resistivity (
 cm) 0.16 3.3 x 108 NA NA
Young’s modulus [100](GPa) 51.4 85.9 103 181
A.3. Q-factors of different electromechanical
resonators
Table A.3.: Q-factors of different electromechanical resonators. ”CNT” states for carbon nanotube.
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106
Appendix B.
List and description of attached
multimedia files
The printed version of the thesis has a compact disc (CD) with supporting multimedia
materials attached to the back cover. The CD has the following content:
• Migunov-V_phd_thesis.pdf (full path: ”../00_Thesis_e-version/
Migunov-V_phd_thesis.pdf”) - electronic version of the thesis in PDF format
with links and high resolution figures.
• tomo_t1.mpg (full path: ”../01_Electron_tomography/tomo_t1.mpg”) -
electron tomography video for a ”type 1” InAs nanowire. It shows the reconstructed 3D
shape of a nanowire and its cross sectional slices. The file can be opened with any video
player software (”Windows media player” or ”VLC” for example). If you face prob-
lems to play back the video, the most common issue is the absence of the required video
codec. If you operate a MS Windows system, please install the attached ”K-Lite Codec
Pack” (refer to http://www.free-codecs.com/download/K_Lite_Codec_
Pack.htm) from the folder ”../05_Codecs”. Otherwise, being an advanced user of
an UNIX/ UNIX-like system, you might be able to solve the problem yourself. The video
file is courtesy of Christina Möller and Dr. Zi-An Li.
• tomo_t2.mpg (full path: ”../01_Electron_tomography/tomo_t2.mpg”) -
electron tomography video for a ”type 2” InAs nanowire. The video file is courtesy of
Christina Möller and Dr. Zi-An Li.
• tomo_t3.mpg (full path: ”../01_Electron_tomography/tomo_t3.mpg”) -
electron tomography video for a ”type 3” InAs nanowire. The video file is courtesy of
Christina Möller and Dr. Zi-An Li.
• 2010_12_02_19_17_07.avi (full path: ”../02_AFM-TEM/2010
_12_02_19_17_07.avi”) - video file demonstrating a typical AFM-TEM ex-
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periment on in-situ bending of an InAs nanowire. The black and white video in the upper
part was captured by the TEM CCD camera. A tip of an AFM cantilever is at the very
top, the nanowire attached to a substrate is moving from the bottom to top. The graph at
the lower part shows the force, measured with a sensor on the AFM cantilever plotted
against the substrate displacement.
• InAs_02_para.cfg (full path: ”../03_Atomic_models/InAs_02_para.
cfg”) - configuration file containing coordinates of an InAs segment with a para-twin
defect. It can be opened using ”Notepad” or any similar text editor. The format of the file
is described in appendix D. The model can be used for the simulations of HRTEM/STEM
micrographs using QSTEM software (see appendix D).
• InAs_02_para.cmtx (full path: ”../03_Atomic_models/InAs_02_para.
cmtx”) - model visualization file for an InAs segment with a para-twin defect. It can
be opened using ”Crystal Maker” software. The demo version (for MS Windows and
Mac systems) can be found on the same CD.
• InAs_01_orth.cfg (full path: ”../03_Atomic_models/orth.cfg”) - config-
uration file containing coordinates of an InAs segment with a ortho-twin defect.
• InAs_01_orth.cmtx (full path: ”../03_Atomic_models/orth.cmtx”) -
model visualization file for an InAs segment with a para-twin defect.
• Crystal Maker Demo (full path: ”../04_Crystal_maker”) - contains two folders
with distributions of demo versions ”Crystal Maker” for Mac OS (in the sub folder
”Mac”) and for MS Windows (sub folder ”Win”). Please refer to http://www.
crystalmaker.com/ for details concerning installation and usage of the software.
• K-Lite Codec pack (full path: ”../05_Codecs/K-Lite_Codec_Pack-880
_Standard.exe”) - a codec pack for MS Windows operation systems, which can
be installed if you experience problems with play back the video files by running




Samples and STM tip preparation
C.1. Substrate sample preparation
The InAs nanowire sample for electromechanical characterization (see section 4.3.1) was pre-
pared by cutting an InAs substrate and gluing it onto a copper wire. First, the substrate with as
grown InAs nanowires was fixed 1 at a double-sided scotch-tape (with a size of 5 cm x 5 cm)
to avoid the pieces of the substrate flying apart during the cutting. A diamond cutter was used
to cut a piece of the substrate with a size of approximately 3 mm x 3 mm by scratching and
simultaneous pressing the cutter against the substrate. Since the copper wire should be glued
to the bottom surface of the substrate, it was mounted with its top surface onto an edge of an
adjustable table with double-sided scotch-tape as shown in figure C.1. The procedure should be
followed by adjusting the angle of the table and gluing an end of a copper wire (with a diameter
of 0.25 mm) to the bottom surface of the substrate with conductive silver epoxy ”Chemtronics
CW2400” (see figure C.1). After that, the epoxy was dried in air at room temperature for 16 -
24 hours. After the epoxy was dried, the copper wire was cut to a length of 5-6 mm, and the
sample was dismounted from the table and stored with the copper wire forced vertically into a
foamy material. This geometry allows to avoid contact of the nanowires with any other objects,
which is crucial to prevent damage to the nanowires.
C.2. Dielectrophoretic deposition of the nanowires
The deposition of the InAs nanowires on copper electrodes was done by dielectrophoretic de-
position and described bellow in a form of a guide. The whole procedure can be divided in three
main parts: i)preparation of InAs nanowire solution ; ii) preparation of the copper electrodes;
iii) alignment of the electrodes and deposition of the solution.
1. Preparation of InAs nanowire solution.
1Since the nanowires grow on the top surface of the substrate, it should be fixed with its bottom surface. The
terms ”top” and ”bottom” surface will be used further in the same meaning.
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Figure C.1.: Scheme of the preparation of InAs sample on a substrate.
a) Cut a piece of InAs substrate with the nanowires (3 mm x 3 mm) as described in the
previous section;
b) Clean the bottom and the side surfaces of the substrate (except the top one with
nanowires) using acetone and isopropanol (IPA) or ethanol;
c) Fill a plastic or glass container of total volume of about 5 - 10 ml with 2 ml of a
polar solvent (either deionized H2O or IPA were used);
d) Immerse the container half into an ultrasonic bath;
e) Immerse the top surface of the substrate only into the solvent and switch on the
ultrasonication for 3 - 6 seconds;
f) Remove the substrate from the solution, which is now containing the nanowires.
2. Preparation of the copper electrodes for the deposition.
a) Align a copper TEM grid (300 meshes) between two microscope specimen glass
plates (with a thickness of 1 - 2 mm) the way that the TEM grid lies in the mid-
dle of the bottom plate, and an edge of the top plate is coincident with the cutting
directions;
b) Cut the TEM grid with a razor blade bringing it into contact with the side edge of
the top glass plate;
c) Repeat cutting in all directions which are shown in the figure C.2 b;
d) Chemical polishing of the TEM grid piece can be performed in a solution of H2O,
H3PO4 and H2SO4 using DC voltage of 1.5 V applied across the TEM grid piece
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Figure C.2.: (a) Scheme of the wire straightening procedure: P - paper, G - glass plate,W - copper wire.
(b) Scheme of cutting of TEM grid. The cutting directions are shown with dashed lines. (c) Scheme of
DEP experiment. The figure shows alignment of copper TEM grid electrodes (”grid electrodes”). A drop
of solution with the nanowires should be deposited on the middle of the electrodes.
(positive potential) and counter electrode which was settled at the bottom of the
glass with the solution. Optimal time for polishing is 10 seconds;
e) The polished TEM grid piece is to be washed in distilled water and dried carefully
with a laboratory tissue;
f) Before being glued to the TEM grid pieces the copper wire (0.25 mm in diameter
and 8-16 mm length) is to be straightened by rolling it between two microscope
specimen glass plates with attached paper to them (see scheme in figure C.2 a);
g) Flatten 1 mm of the copper wire using flat pliers;
h) Glue the flat end of the copper wire to the TEM grid piece the way that the wire
is parallel to the vertical bars of the TEM grid (see figure C.2 c) using conductive
silver epoxy and let it drying for 16 - 24 hours. The resulting assembly will be called
”grid electrode” in the following text.
3. Alignment of the electrodes and deposition of the nanowires.
a) Two grid electrodes are to be aligned parallel to each other using home built micro-
manipulator stages [91] (see figure C.2 c), and the distance between the electrodes
is to be adjusted to approximately 5 m;
b) Switch on AC voltage across the grid electrodes with the following parameters:
frequency of 1 MHz, peak-to-peak voltage amplitude of 6 V;
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c) Deposit a 4 l drop of the InAs nanowire solution on the middle of the electrodes;
d) Dry the solution with a heat gun at a temperature set to 50 - 70 ○C;
e) Switch off the voltage and examine the sample using an optical microscope.
C.3. Preparation of sharp STM tips by electrochemical
etching
STM tips were prepared by different methods. Tungsten tip preparation methods which were
used in the work are discussed here [79, 132]. The gold tip were prepared by electrochemical
etching which procedure discussed bellow in a form of guide.
1. Prepare saturated solution of KCl;
2. Fill a petri cup with the solution;
3. Dip a platinum ring (about 1 cm in diameter) electrode (E) into the solution and pull it
out to form a thin film of the solution on it (figure C.3 b);
4. Attach the electrode to the etching machine2 (EM; figure C.3 a);
5. Clamp a gold wire (GW) with the diameter of 0.25 mm in the etching machine using
screw S. The wire should pass through the circular electrode with the solution like it is
shown in figure C.3 b;
6. Use a cylinder (C) with a hole of 0.3 - 0.4 mm in diameter and an adjustable table (AT)
to insert the bottom end of the gold wire into the hole (figure C.3);
7. The setup is to be adjusted so that: i) the wire end does not reach the bottom of the hole
in the cylinder; ii) the length of the wire after it passes through the solution exceeds the
depth of the hole; iii) the arm of the etching machine can be moved 3 - 5 mm upwards
or downwards without letting the gold wire reach the surface of the cylinder or bottom of
the hole with its end;
8. The meniscus, which is formed by the KCl solution on the sides of the gold wire, is to be
observed in a medium magnification optical microscope;
9. The etching machine is to be connected to a positive terminal and the platinum electrode
is to be connected with the negative terminal;
2A setup which allows to clamp vertically a wire (0.25 mm in diameter) on a lever arm with an adjustable height.
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Figure C.3.: (a) Schematic overview of the tip etching procedure. (b) Scheme of electrode/gold wire/-
cylinder alignment.
10. To start etching, an AC voltage of 6 V at 6 kHz with a DC offset of 2 V is to be applied
between the terminals;
11. The gold wire is to be moved upwards and downwards to optimize the meniscus (to
increase its curvature and size);
12. The etching process (i.e thinning of the gold wire in the meniscus region) is to be con-
trolled in the optical microscope;
13. The voltage is to be switched off immediately after the gold wire is cut into two parts, the
lower part should fall inside the hole in the cylinder (C) depicted in figure C.3 b;
14. The upper part of the wire is to be cut under the spot where it is clamped in the etching
machine;
15. Both, cut piece and lower part (which fell into the hole) of the gold wire are to be cleaned




High resolution transmission electron
microscopy image simulations
D.1. Simulations of twin defects
The high resolution TEM images were simulated using QSTEM program. First the atomic
models for para- and ortho-twin structures of InAs were built as a the alternating in c-direction
layers of closed packed In and As atoms. The layer A of In atoms is constructed of hexagonal
oriented atoms as it is shown in figure D.1, layer a of As atoms (not shown in figure D.1) is
above the layer A. Layer B is another hexagonal layer which is which is situated above the holes
between atom of layer A, and layer b is a corresponding As atomic layer situated above B. Layer
C is a next hexagonal layer which is situated above the holes between atoms of layers A and B.
The corresponding As layer c lies above layer C.
The para-twin model was constructed from the following layer sequence: ”AaBbCcAaB-
bCCbBaAcCbB”, in a cubic box with side of 128.4459 Å, containing a total 2723 atoms.




Figure D.1.: Scheme of hexagonal close packing of solid balls, that represent atoms.
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atoms is on the CD attached to the thesis. The model can be viewed using ”Crystal Maker”
software (demo version on the CD). One should open file ”InAs_02_para.cmtx”. The text
below shows a part of ”InAs_02_para.cfg” file which contains header and relative coor-
dinates of the first layer of In atoms (layer A):
Number of particles = 2723
A = 1.0 Angstrom (basic length-scale)
H0(1,1) = 128.4459 A
H0(1,2) = 0 A
H0(1,3) = 0 A
H0(2,1) = 0 A
H0(2,2) = 128.4459 A
H0(2,3) = 0 A
H0(3,1) = 0 A
H0(3,2) = 0 A




















































































































































The first line defines the number of atoms in a model. The second line states which units
are used for the size of the simulation box. The lines 3 - 11 set the simulation box size and
geometry. Line 13 states how many entries are used to define an atom: ”3” means that an atom is
defined only by its coordinates. Line 14 and 15 contain Z-number and the name of the element,
respectively. The following lines contain tab separated values of the relative atomic coordinates
of the atoms of the type as stated in lines 14 and 15. Further details of ”.cfg” file structure for
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”QSTEM” can be found elsewhere [88, 133].
The ortho-twin model was constructed from the the following layer sequence: ”AbBcCaAb-
BcCaAbBcCbBaAbBaAbB”, in a square box with size of 128.4459 Å. Total amount of atoms in
the model is equal to 3644, the ”InAs_01_orth.cfg” file containing the model information
and coordinates of all the atoms is on a CD attached to the thesis. The model can be viewed in
”Crystal Maker” software by opening a file ”InAs_01_orth.cmtx”.
Both models were used to simulate the propagating through the sample planar electron
wave (and consequently HRTEM micrograph) of a TEM by QSTEM software [88]. Figure D.2
shows screen shot of the software window which shows the parameters used for the simulations.
The parameters were set close to the parameters of the Tecnai F20 microscope which was used
for experimental investigation of the InAs nanowires. Among them are: array size, which deter-
mines image size; high voltage is the acceleration voltage of the microscope (200 kV); spherical
aberration. Another important parameter is slice thickness. The slice thickness should be set to
a value which does not exceed the lattice spacing in the direction of the electron beam, since
multislice algorithm, implemented in ”QSTEM” software, based on calculation of the electron
wave function after each slice. The ”QSTEM” returns an output of 8 ”.img” files that contain
complex wave of the electrons. The last file, which contains the wave after the electron passed
through the simulation box, was used to simulate HR-TEM images in ”imageSim” software
which is a part of ”QSTEM”.
The parameters for the TEM image simulations were chosen according to the values of the
experimental parameters (see screen shot of ”imageSim” window in figure D.3). By setting the
defocus step and images values to 10 nm and 10 respectively one can achieve a focus series of
10 HR-TEM images with focus differences of 10 nm between them.
Figure D.4 shows a focal series of TEM images. The differences between the images (for
any given defocus) are obvious. The lattice distortion in the stacked region could not included
in the atomic model. This can lead to significant difference between simulated images and the
experimental ones.
D.2. Simulations of bended nanowires
The simulations of HRTEM images and diffraction patterns of bended nanowire was done
using the ”QSTEM” software. The atomic models were build by transformation (bending) of
a ”parent” model. The parent model was constructed from the the following layer sequence in
the z-direction: ”AaBbCcAaBbCcAaBbCcAaBbAaBbAaBbAaBbAaBb”. The growth direction
of the wire is aligned along the x-direction of the box which corresponds to the ⟨112⟩ crystal-
lographic direction. Therefore, the plains of stacking faults are parallel to the growth direction.
Half of the nanowires has Zinc Blende structure and the other half has Wurtzite structure. The
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Figure D.2.: Screen shot of ”QSTEM” software window. The image at the top left of the window shows
a top view of an atomic model used for the simulation. The parameters used for the simulation are given
in boxes at the bottom and on the right hand side.
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Figure D.3.: Screen shot of ”imageSim” software window. The upper left image shows the amplitude
of the selected complex electron wave, the upper right image shows the phase, the lower image shows
the resulting TEM micrograph, which contains both the amplitude and the phase. The parameters used
for the simulations are shown in the white boxes.
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Figure D.4.: Simulated focus series of TEM micrographs of ortho- (left) and para-twin (right). The
defocus values are given on each image.
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Not bended Bended in plane xy
a d
b c e f
Figure D.5.: (a) Simulated TEM micrograph of a part of a non-deformed InAs nanowire viewed along
the ⟨111⟩. (b) The corresponding filtered FFT pattern. (c) The magnified first order (central) reflexes of
the FFT pattern (b). (d) Simulated TEM micrograph of a part of an InAs nanowire which is bended in
(xy) plane. (e) The corresponding filtered FFT pattern. (f) The magnified first order reflexes of the FFT
pattern (e).
parent model was bent in plane (xy) (figure D.5 d-f ), in planes which have angle of /12 (figure
D.6 a-c), /6 (figure D.6 d-f ), /4 (figure D.7 a-c) and /3 (figure D.7 d-f ), and in plane (xz)
(figure D.8). The bending of the models was performed by assigning interpolated coordinate
displacements to the atoms of the parent model. The curvature radius is equal to 500 nm as
in the experiment. The model was aligned with z-axis (⟨111⟩ direction) parallel to the electron
beam. The TEM images were simulated as it was discussed in section D.1. Since the HR-TEM
simulations were performed only to obtain FFT images subsequently, the simulation parame-
ters are not similar to the experimental ones. The spherical aberration was set to 0.01 mm, the
defocus to -6.1 nm (Scherzer defocus), the other parameters have the same values as listed in
figure D.2. The simulated electron wave which passed only few nanometers of the sample was
then used to simulate HR-TEM images using the ”imageSim” software. The parameters for HR-
TEM image simulations were adopted from electron wave simulation. The simulated HR-TEM
micrographs were processed by FFT or FFT with Hanning filter.
121




b c e f
Figure D.6.: (a) Simulated TEM micrograph of a part of an InAs nanowire which is bended in plane
inclined at an angle /12 to the (xy) plane. (b) The corresponding filtered FFT pattern. (c) The magnified
first order reflexes of the FFT pattern (b). (d) Simulated TEM micrograph of a part of an InAs nanowire
which is bended in plane inclined at an angle /6 to the (xy) plane. (e) The corresponding filtered FFT
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Figure D.7.: (a) Simulated TEM micrograph of a part of an InAs nanowire which is bended in plane
inclined at an angle /4 to the (xy) plane. (b) The corresponding filtered FFT pattern. (c) The magnified
first order reflexes of the FFT pattern (b). (d) Simulated TEM micrograph of a part of an InAs nanowire
which is bended in plane inclined at an angle /3 to the (xy) plane. (e) The corresponding filtered FFT
pattern. (f) The magnified first order reflexes of the FFT pattern (e).
122
D.2. Simulations of bended nanowires
Bended in xz plane
a
b c
Figure D.8.: (a) Simulated TEMmicrograph of a part of an InAs nanowire which is bended in (xz) plane.






The principal scheme of the bending experiment is shown in figure E.1. The nanowires,
sticking out from the bars of a TEM grid, are to be brought into contact with the cantilever
tip. The whole system (AFM tip and the nanowire) is to be simultaneously observed (in focus)
in TEM. The substrate with the nanowires is pushed against the cantilever in a controlled way
(”Nanofactory Control” software). Force-displacement (F-d) plots are recorded automatically.
The parameters used for the testing are listed in table E.1. Simultaneously a video is recorded
with TEM camera (synchronized with the F-d plot). The example of such a force-displacement
test is shown in video file ”2010_12_02_19_17_07.avi”.
After video recording the F-d plot must be corrected to eliminate the effect of a discharge
current on the readout of the AFM sensor. This is necessary , since the AFM sensor is charged
during the experiment [90, 91]. The discharge current gives rise to the overall signal which
is converted into force. The additional signal is approximated as linear in time. Since in the
beginning and in the end of the experiment the nanowire is not in contact with the AFM tip,
Figure E.1.: Scheme of the bending experiment. a) Approach of a nanowire to the AFM cantilever. b)
Bending of the nanowire and its subsequent retraction. The image is adopted from [91].
125
Appendix E. Bending technique: Implementation and data analysis
Table E.1.: Parameters for acquisition of F-d plots.
Parameter Value (units) Description
Start -50 - 0 (nm)
Relative start position of the sample. The position of
the sample will be changed by this value before the
experiment. If the nanowire is initially in contact with
the AFM tip, the value should be set to a negative
value to move the sample backwards to rip contact of
the nanowire and AFM tip. If the nanowire is initially
separated from the tip, this value can be set to 0.
End 50 - 500 (nm)
Relative end position of the sample. This parame-
ter determines overall displacement of the sample to-
wards the AFM tip.
Dual Slope Yes
When it is set to ”Yes” the sample will be moved first
to the start position, than to the end position and to the
start position back. This assures that force displace-
ment curves are recorded in forward and backward
direction.
Acquisition time 3000 - 30000 (ms) Is a total acquisition time for the F-d plot.
Samples 1600 - 3200
Is the amount of the data points of that the F-d plot
consists of.
Relative Yes
By selecting ”Yes” the initial and stop positions of
the sample will be calculated relative to the current
position.
Soft Reset Yes / No
By selecting ”Yes” the sample will be set after the
experiment to the same position as before the exper-
iment. By selecting ”No” the sample will remain the
end position of the experiment.
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the force in these moments should be equal to zero. The difference between force reading at
the moment t=0 (experiment start) and at the moment t=tend (experiment end) is F , which is




The signal Fp(t) is extracted from the force displacement plots.
To calculate Young’s modulus from the bending experiment the distance between the
nanowire end and the source should be measured before the experiment l0 and during the ex-
periment at maximal displacement l′ of the substrate. The total deformation of the nanowire
l = l0 − l′ and maximal force Fmax, which corresponds to a maximal substrate displacement,




where R is bending radius, I is second moment of inertia. Approximating the bending radius
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Figure E.2.: Illustration of the experiment on bending of a nanowire. a) TEM micrograph of a nanowire
before bending. b) TEM micrograph of the nanowire under maximal load. c) Raw F-d plot. d) Corrected




Surface of InAs nanowires
The {112} side wall facets have been found in InAs nanowires with ⟨111⟩ growth direction
(see section 5.1.3). However, the precise atomic structure can not be studied using TEM. In the
table below different possibilities of facet formation are considered, and the properties of the
facets are described. The sketches show a bulk truncated atomic structure of the facets which is
viewed from the side along ⟨110⟩ direction. Green balls correspond to In atoms (cations) and
purple balls correspond to As atoms (anions). Dangling bonds (DB) of the surface atoms are
shown with blue ellipses.
In general to predict theoretically the surface structure the free energy should be minimized
[137]. For the most of the surfaces multiple minima can occur. The selection of one or another
minima depends strongly on the preparation method [138]. In the case of the epitaxially grown
nanowires the precursor fluxes may have a significant impact. However, some general rules
(”principles”) of surface reconstruction which are proposed by Duke [138] can be formulated
for tetrahedrally coordinated compound semiconductors as InAs:
1. The surface structure should have a free-energy corresponding to one of the free-
energy minimas accessible under the preparation conditions.
2. Surface tends to be autocompensated or to compensate space charge bellow it.
This principle restricts the stoichiometry of a surface that no electrical charge is accumu-
lated. For the InAs nanowires, which has a two dimensional electron gas at the surface,
the surface will be expected to form such a structure that the space charge bellow the
surface is compensated.
3. The surface reconstruction should lead to the structure which lower the surface elec-
tron states associated with dangling bonds and surface bonds.
Ideally this principle can be applied by calculating of the electronic surface state energies
and comparison with the experimental spectra. Qualitatively, the predicted surface struc-
ture should be restricted by the following: (i) the valences of both cation (In) and anion
(As) should be saturated; (ii) the structure should obey electron counting rule (ECR)[139].
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Appendix F. Surface of InAs nanowires
{112}A
{112}B
Zinc Blende {112} surface.
• High(≈ 2.5 Å ) atomic steps;
• partially polar [116];
• twin defect changes polarity of
the surface;
• 2 In atoms per unit cell with
one DB per atom (for In termi-
nated surface);
• 1 As atom with two DB;
• no stable reconstruction was
found in GaAs [116].
{112}
{112}
Wurtzite {112} ({10-10}) surface.
• Small (≈ 1.2 Å ) atomic steps;
• not polar;
• 1 In and 1 As atom per unit cell
with one DB per atom;






Zinc Blende {111} surface.
• Can form only in twinned
nanowires, has zig-zag struc-
ture;
• smallest (≈ 0.9 Å ) atomic
steps;
• fully polar;
• twin defect changes the polar-
ity of the surface;
• 1 As (or In) atom per unit cell
with one DB per atom;
• (2 x 2) In vacancy structure is
the most stable reconstruction
of InAs {111}A surface [135];
• InAs {111}B surface pos-
sesses (2 x 2) As trimer re-




Multi-twin (4H) {112} surface.
• Small (≈ 1.2 Å ) atomic steps;
• not polar;
• similar to ZB {111} surface;
• 2 In and 2 As atoms per unit
cell with one DB per atom.
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The rule states that the dangling bonds of cation should be empty, whereas the anion ones
should be filled.
Among the surfaces, that considered in the table, {111} surfaces has the lowest free energy, and
its formation is believed to be one of the driving forces for the formation of the twin structures
[105, 140]. Moreover, our HR-TEM micrographs suggest the formation of zig-zag structure
at the surface (figure 5.4), which is an evidence of the {111}-type facets. According to the
facts listed in the table the most stable reconstructions of {111}A and {111}B surfaces are
(2 x 2) In vacancy and As trimer structures respectively [135, 136]. However, the multitwin
structure or nanowire segments with the high defect density (each 3-5 atomic layers) can satisfy
the principles formulated above without reconstruction. The twinned morphology allow the
charge transfer from a cation dangling bond (3/4 electrons) to an anion dangling bond (5/4
electrons). This rearrangement of local electron densities satisfies electron counting rule and,
therefore, leads to the lowering of the surface states. This suggest that unrelaxed InAs{111}
- (1 x 1) structure is also possible in the nanowires. Both reconstructed and unreconstructed
surface structures affect elastic moduli only in the top 2-3 layers. For a nanowire with diameter
of 30 nm the surface layer will correspond to the volume of approximately 6% of the nanowire.
The change in the total Young’s modulus, therfore, can not be expected greater than 5%. This
findings support the statement regarding the negligeble impact of the surface made in the section
5.2. Presize knowladge of the surface structure, which can be determined experimentaly, will
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