Story generation is a challenging problem in artificial intelligence (AI) and has received a lot of interests in the natural language processing (NLP) community. Most previous work tried to solve this problem using Sequence to Sequence (Seq2Seq) model trained with Maximum Likelihood Estimation (MLE). However, the pure MLE training objective much limits the power of Seq2Seq model in generating high-quality stories. In this paper, we propose using adversarial training augmented Seq2Seq model to generate reasonable and diversified story endings given a story context. Our model includes a generator that defines the policy of generating a story ending, and a discriminator that labels story endings as human-generated or machine-generated. Carefully designed human and automatic evaluation metrics demonstrate that our adversarial training augmented Seq2Seq model can generate more reasonable and diversified story endings compared to purely MLE-trained Seq2Seq model. Moreover, our model achieves better performance on the task of Story Cloze Test with an accuracy of 62.6% compared with state-of-the-art baseline methods.
Introduction
The task of story generation was first proposed in the field of artificial intelligence (AI) (Schank and Abelson, 1977) . Recently, benefiting from deep learning technology, story generation again received increasing interests in the natural language processing (NLP) community. In this paper, we propose using adversarial training augmented Seq2Seq model to generate story ending given a story context. For example, given the story context "Sara had lost her cat. She was so sad! She put up signs all over the neighborhood. Then a wonderful thing happened.", our goal is to generate a possibly reasonable story ending "Somebody found her cat".
Much previous work in story generation or prediction focused on learning statistical models of event sequences from large-scale text corpora. Chambers and Jurafsky (2008) proposed unsupervised induction of narrative event chains from raw newswire texts, with narrative cloze as the evaluation metric. However, they utilized a very impoverished representation of events as the form of (event, dependency). To overcome the drawback of this event representation, Pichotta and Mooney (2014) presented a script learning approach that employed events with multiple arguments. Pichotta and Mooney (2016a) showed that the LSTM-based event sequence model outperformed previous co-occurrence-based methods for event prediction. However, this line of work build their models based on discrete verbs and tokens, which is far from being a complete sentence or a story.
There have been a number of recent work for story generation focusing on complete sentences. described an approach for unsupervised learning of a generic, distributed sentence representations called skip-thought vectors. Such vectors can be used to predict neighboring sentences in the context. Pichotta and Mooney (2016b) used Seq2Seq framework directly operating on raw tokens to predict sentences, finding it is roughly comparable with systems operating on structured verb-argument events in terms of predicting missing events in documents. Hu et al. (2017) also developed an end-to-end model for future subevent prediction. However, they use large-scale news corpus as training data, which is quite noisy and far from being reasonable stories. Moreover, traditional Seq2Seq model are usually trained purely by Maximum Likelihood Estimation (MLE). This makes sense in some tasks, such as, machine translation, where the gold-standard target sequence is unique, and the goal is to produce a target sequence as much like the gold-standard one as possible. However, this training objective is not enough for the task of story ending generation. Because this task essentially has no gold-standard answers, and any reasonable story ending can be the right one. On the other hand, purely MLE trained Seq2Seq model tends to generate frequent words or phrases in the test stage, which is a well known intractable obstacle. Hence, it is crucial to explore new ways to enhance Seq2Seq model in the task of story ending generation.
As shown in Figure 1 , given a four-sentence story context, our target is to generate a possibly reasonable story ending. To this end, Story ending generation is modeled as a sequence to sequence generation process. In order to understand the context better and generate more reasonable and diversified story endings, we adopt the idea of adversarial training from Generative Adversarial Nets (Goodfellow et al., 2014) in recent image generation advances, which includes a generator that defines the probability of generating a story ending, and a discriminator that labels story endings as human-generated or machinegenerated. In adversarial training augmented Seq2Seq model, the generator is encouraged to generate story endings that are indistinguishable from human generated story endings, and the discriminator gives a score of judging whether the current story ending is generated by the human or the machine, which can be used as a reward for the generator. Then the generator is trained to maximize the expected reward of the generated story ending using REINFORCE algorithm (Williams, 1992) .
We conducted extensive experiments on the ROCStories corpus (Mostafazadeh et al., 2016) . Carefully designed human evaluation demonstrates that adversarial training augmented Seq2Seq model can generate logically better story endings than conventional Seq2Seq model. Automatic evaluation metrics also suggest that adversarial training can improve the diversity of the generated story endings. Furthermore, we evaluate the effectiveness of our approach on the task of Story Cloze Test, which requires to choose the right story ending from two candidates given a story context. Our model chooses the right ending based on average word embedding similarities between our generated ending and the two candidates, and achieves the best performance on the task of Story Cloze Test compared to state-of-the-art baseline methods.
Sequence to Sequence Learning with Adversarial Training
As shown in Figure 2 , our adversarial training augmented Seq2Seq model consists of three components. First, the generator G defines the policy that generates the story ending Y given the story context X. Second, the discriminator D is a binary classifier that takes as input a complete story {X, Y } and outputs a label indicating whether the input is generated by human-beings or machines. The third component is an adversarial training process between the former two components. 
Sequence to Sequence Model as the Generator
In our task, the input is a four-sentence story context, and the output is a reasonable story ending. Hence, it is natural to use Seq2Seq model (Sutskever et al., 2014; Cho et al., 2014) as the generator (see 1 ⃝ in Figure 2 ). In Seq2Seq model, the story context is mapped to a vector representation using a recurrent neural network (Elman, 1990) , and then the model computes the probability of generating each token in the target sequence (story ending) using a softmax function.
In recent work on Seq2Seq model, long-short term memory (LSTM) (Hochreiter and Schmidhuber, 1997) and gated recurrent unit (GRU) (Cho et al., 2014) have shown their power on a wide variety of NLP tasks. Here, we use LSTM as the computation unit in our Seq2Seq generator, and sigmoid is used as the nonlinear activation function. Given a sequence of inputs X = {x 1 , x 2 , ..., x N }, the generator defines a distribution over outputs and sequentially predicts tokens using a softmax function: yt|x1, x2, ..., xN , y1, y2, ..., yt− 
where f (h t−1 , e yt ) denotes the activation function between h t−1 and e yt , and h t−1 is the representation output from the LSTM at time t − 1. Each sentence concludes with a special end-of-sentence symbol EOS. Commonly, input and output use different LSTMs with separate compositional parameters to capture different compositional patterns. In the decoding procedure, the algorithm terminates when an EOS token is predicted. Beam search is adopted for next word prediction, the embedding of which is then combined with preceding output for next step token prediction.
Discriminator
In the idea of adversarial training, we want to produce more natural, diversified and logically reasonable story endings. To this end, we introduce a discriminator (see 2 ⃝ in Figure 2 ) that judges whether the input is generated by human-beings or machines, and transfers this signal to the Seq2Seq generator, to help adjust its parameters for generating our expected story endings.
The discriminator D is a binary classifier. We use a hierarchical sequence encoder to map a complete story {X, Y } into a vector representation, which is then fed to a 2-class softmax function, returning the probability of the story being a machine-generated story ending (denoted by R − ({X, Y })) or a human-generated one (denoted by R + ({X, Y })).
Adversarial Training Process
In the adversarial training augmented Seq2Seq model, the generator is encouraged to generate story endings that are indistinguishable from human generated story endings. We use policy gradient methods to achieve such goal (see 3 ⃝ in Figure 2 ). The score R + ({X, Y }) of the current generated story ending is assigned by the discriminator. And then it is used as a reward for the generator. At last, the generator (we use θ to denote the parameters of the generator) is trained to maximize the expected reward of generated story ending using the REINFORCE algorithm (Williams, 1992) :
We consider the story ending generation procedure as a sequential decision making process. Given the input story context X, the generator generates a story ending Y by sampling from the policy. The concatenation of the generated ending Y and the input X is fed to the discriminator.
Following , we use reward for every intermediate token to update the generator. In our model, Monte Carlo (MC) search is used to assign the reward score for every intermediate token. Given a partially decoded sentence S, the model keeps sampling tokens from the generator until the decoding finishes. Such a process is repeated M times and the M generated sequences will share a common prefix S. These M sequences are fed to the discriminator, the average score of which is used as a reward for S.
For each machine-generated story ending Y , the discriminator gives a classification score R(X, Y ). The gradient of eq. (2) is approximated using the likelihood ratio trick (Glynn, 1990; Williams, 1992) , which is used to update the generator:
where b({X, Y }) denotes the baseline value to reduce the variance of the estimate while keeping it unbiased. The discriminator is simultaneously updated with the human generated story ending including story context {X, Y } as a positive example, and the machine-generated ending along with story context {X,Ŷ } as a negative example.
To train the Seq2Seq model in adversarial manner, we need to first pre-train a Seq2Seq model on training corpus S with MLE. Then pre-train the discriminator use the instance {X, Y } in training corpus S as positive examples, and generated ending along with story context {X,Ŷ } as negative examples. Subsequently, the generator and discriminator are trained alternatively. During this process, discriminator D is first trained for d-steps with a similar way like pre-train stage. Then generator G is trained for g-steps using the REINFORCE algorithm. At last, we get the adversarially-trained generator G.
Experiments
The performance of our adversarially-trained Seq2Seq model is compared with state-of-the-art baselines by evaluating the quality of generated sequences on two tasks: story ending generation and Story Cloze Test (choosing the right story ending from two candidates).
Dataset
The dataset used in this paper is ROCStories corpus, which is released by (Mostafazadeh et al., 2016) . This corpus is a collection of five-sentence commonsense stories by crowd sourcing. Each story has the following major characteristics: (1) is realistic and non-fictional; (2) has a clear beginning and ending where something happens in between; (3) does not include anything irrelevant to the core story. These stories are full of stereotypical causal and temporal relations between events, making them a great resource for commonsense reasoning and script knowledge learning. A two-step quality control step makes sure that there are no vague or boundary cases in the test dataset, making human performance of 100% accuracy possible. The dataset is split into training, development and test datasets. Each instance in the training dataset is a five-sentence story. But in the development and test datasets, each instance is a four-sentence story and two candidate endings (one is the right ending and the other is the wrong ending). Specifically, the wrong endings are purposely designed to fit to the story context but logically wrong. Hence, sampling negative wrong endings from other stories is unreasonable. Detailed statistics of training, development and test datasets are shown in Table 1 . All methods are evaluated on the test dataset, and only the development dataset could be used for tuning purposes.
Evaluation Metrics
For the task of Story Cloze Test, we use accuracy to evaluate the effectiveness of our approach. For the task of story ending generation, we ask human annotators to evaluate the performance of our approach, as it is difficult to find a generally accepted automatic metric for this task. Following Shang et al. (2015) , we carefully designed the human evaluation procedure to evaluate the ability of our proposed model on generating story endings. We randomly pick 100 story endings generated by the baseline method and our approach on the test dataset respectively, and distribute them to three annotators. The annotators read the story context, and judge whether the generated story ending is appropriate and reasonable according to the story context. Four levels are assigned to each ending with scores from 0 to 3:
• Bad (0): The ending doesn't make sense and unrelated to the story context.
• Relevant (+1): The ending is partially related to the story context.
• Good (+2): The ending is highly related to the story context.
• Perfect (+3): The ending is high-quality, context-related and logically correct to the story context. Furthermore, we ask the annotators to directly compare the story endings that generated by the baseline method and our approach, and choose the better one.
We did not use perplexity or BLEU (Papineni et al., 2002) as evaluation metric, as neither of them is likely to be an effective evaluation metric in our scenario. Because our proposed model is designed to steer away from the standard Seq2Seq model, in order to generate more reasonable and diversified story endings. Following Li et al. (2016) , we report the degree of diversity by calculating the number of distinct unigrams and bigrams in generated story endings. In order to avoid favoring long sentences, the value is scaled by total number of generated tokens.
Baselines and Proposed Models
For the evulation of story ending generation quality, the compared models are listed below:
• Seq2Seq-MLE: Seq2Seq model purely trained with MLE.
• Seq2Seq-Adversarial: Seq2Seq model pre-traind with MLE and then augmented with adversarial training. Table 3 : Pairwise model comparison of story ending generation.
We also evaluate the generated endings in the Story Cloze Test task, compare with the baseline methods used in (Mostafazadeh et al., 2016 ).
• Word2Vec: Choose the ending with closer average word2vec (Mikolov et al., 2013) to the average word2vec of four-sentence context. • Skip-thoughts: 's Sentence2Vec encoder which models the semantic space of sentences, according to which we can choose the ending having a closer embedding to the foursentence context. • Deep Structured Semantic Model (DSSM): MSR Sentence2Vector model (Huang et al., 2013) , according to which we can choose the ending that has a closer embedding to the context. • Conditional Generative Adversarial Networks (CGAN): The Conditional GAN model proposed in (Wang et al., 2017) , in which the discriminator is used to choose the correct story ending.
We choose the right story ending based on average embedding similarities between endings generated by Seq2Seq-MLE and Seq2Seq-Adversarial models, and the two candidates.
Results and Analysis
Human evaluation results of story ending generation are shown in Table 2 and Table 3 . From Table 2 , we find that Seq2Seq-Adversarial achieves better results than Seq2Seq-MLE model. Seq2Seq-Adversarial achieves a mean score of 1.78, which is 21.1% improvement over Seq2Seq-MLE (1.47). For the Perfect and Good levels, Seq2Seq-Adversarial outperforms Seq2Seq-MLE. While for the Relevant and Bad levels, Seq2Seq-Adversarial gets smaller percentage scores. The annotation agreements for Seq2Seq-MLE and Seq2Seq-Adversarial are evaluated by Fleiss' kappa (Fleiss, 1971) , as a statistical measure of inter-rater consistency, which are 0.339 and 0.344, respectively. Considering the complex judgement criteria, they can demonstrate high agreement between three annotators (Shang et al., 2015) . As shown in Table 3 , we directly compare the performance of Seq2Seq-MLE and Seq2Seq-Adversarial model. There are 49% story endings generated from Seq2Seq-Adversarial model better than that from Seq2Seq-MLE model. In turns, Seq2Seq-MLE model can only achieve better performance than Table 4 : Diversity evaluation of the generated endings on test dataset. UnigramDiv and BigramDiv are respectively the number of distinct unigrams and bigrams divided by total number of generated words.
Methods Accuracy
Word2Vec (Mikolov et al., 2013) 53.9% Skip-thoughts 55.2% DSSM (Huang et al., 2013) 58.5% Seq2Seq-MLE (Cho et al., 2014) 58.6% CGAN (Wang et al., 2017) 60.9% Seq2Seq-Adversarial (ours) 62.6% Table 4 . We find that by integrating adversarial training, Seq2Seq model can generate more diversified story endings. Seq2Seq-Adversarial model achieves 68.4% higher unigram diversity and 126.9% higher bigram diversity score than Seq2Seq-MLE model respectively.
The main reasons for these results are as follows. First, MLE tends to generate constant phrases regardless of the story context. Especially when it reads an unfamiliar story context as input, it will generate some frequent phrases appearing in the training dataset, but unrelated to the story context. Second, adversarial training always tries to understand the whole semantics of story context and generates endings as human-beings. Hence, is will generate some context-related or even semantic and logically related endings. Third, adversarial training is dependent on MLE pre-trained Seq2Seq model. Hence, it inherits the advantages of MLE training. During the adversarial training process, it will update its parameters under another criteria (the reward scores given by the discriminator). Hence, adversarial training augmented Seq2Seq model is indeed an ensemble of two different training objectives. MLE training guarantees fluency of the generated endings, and adversarial training adds diversity to them by exploring more words in MC search process.
Results of Story Cloze Test on the ROCStories test dataset are shown in Table 5 . The best baseline model is CGAN and it achieves an accuracy of 60.9%. This indicates the difficulty of this task. Seq2Seq-MLE (accuracy: 58.6%) achieves comparable result with the DSSM model (accuracy: 58.5%), and Seq2Seq-Adversarial gets the highest accuracy of 62.6% on the task of Story Cloze Test.
Indeed, all baseline models cannot generate story endings. They either try to directly compare the similarity between story context and two candidate endings or try to map the story context into a hidden vector representation, and then choose a similar ending. While our model try to address the problem of Story Cloze Test from a generation perspective. We first generate real story endings, and then choose the right ending based on the average embedding similarities between them and the candidates. This is easier to understand for readers. Because human readers can read both the generated endings and the candidates, and understand why we can choose the right ending.
Word2Vec method tends to choose the candidate ending whose average word embedding is more similar to the average word embedding of four-sentence context. Comparing with it, our model achieves a huge boost of accuracy (from 53.9% to 62.6%). This is mainly because our model can understand the global semantic of the story context, other than the local meaning of words. Our model achieves better performance than DSSM model, mainly because DSSM model needs to sample negative examples from other stories in its training process, but there are no negative examples in the training dataset. Our model also outperforms the CGAN model, which doesn't generate real story ending but use the discriminator to choose the correct one. This demonstrates the effectiveness of our model, which solve the problem based on real genrated endings.
Case Study
Three typical cases are shown in Table 6 . In case one, both Seq2Seq-MLE and Seq2Seq-Adversarial models generate perfect story endings, that are fluent, grammatical and logically correct. In case two, Seq2Seq-MLE model generate relatively poor ending, which is not relevant to the story context. We argue that in the MLE-training process, it cannot see a similar story context in the training dataset, so Case one
Context
Eric was overly excited for lunch today.The cafeteria was serving his absolute favorite meal.He loved the school's pizza and french fries.He sprinted to the lunch line but it was too late. Right Eric had to settle for cold peanut butter and jelly for lunch.
Wrong
Eric got a second plate of pizza and french fries. Seq2Seq-MLE eric had to go to the store and buy a pizza instead. Seq2Seq-Adversarial eric decided to go to the store for lunch instead.
Case two
Context Aya wanted to paint a picture.She bought canvas and paints.Then she sat down by a window for inspiration.She began to paint an image of the landscape.
Right
Aya became famous for her landscape pictures.
Wrong
Aya put the finishing strokes on a picture of a skyscraper. Seq2Seq-MLE aya was thrilled with her purchase. Seq2Seq-Adversarial by the end of the day she had a picture.
Case three

Context
Ivy was scared to go to summer camp.But she steeled herself and got on the bus.When she got there, she went to talk to the other campers.Soon she had made a few new friends.
Right
Ivy ended up loving summer camp.
Wrong
But she wanted to go home. Seq2Seq-MLE ivy had a great time with her friends. Seq2Seq-Adversarial ivy decided to go to church instead. Table 6 : Example story endings generated by our models, along with the original right and wrong story endings in the test dataset.
it tends to generate some frequent phrases. While Seq2Seq-Adversarial model generates a perfect story ending, which really amazed us: it is even better than the original right story ending. Moreover, this ending is far from being similar to the gold-standard right ending. But it fits to the story context perfectly. Hence, we believe that Seq2Seq-Adversarial model can generate more diversiform knowledge for this world. In case three, Seq2Seq-MLE generates a better story ending than Seq2Seq-Adversarial. This is mainly because in the adversarial training process, the MC search sampled the go to church phrase and it got a high reward score from the discriminator. This can be improved by carefully controlling the MC search process and filtering the meaningless words or phrases.
4 Related Work
Script Learning
The use of scripts in AI dates back to the 1970s (Minksy, 1975; Schank and Abelson, 1977; Mooney and DeJong, 1985) . In this conception, scripts are composed of complex events without probabilistic semantics. In recent years, a growing body of research has investigated learning probabilistic co-occurrencebased models with simpler events. Chambers and Jurafsky (2008) proposed unsupervised induction of narrative event chains from raw newswire text, with narrative cloze as the evaluation metric, and pioneered the recent line of work on statistical script learning (Jans et al., 2012; Pichotta and Mooney, 2014; Pichotta and Mooney, 2016b; Granroth-Wilding and Clark, 2016) . However, they utilized a very impoverished representation of events as the form of (event, dependency). To overcome the drawback of this event representation, Pichotta and Mooney (2014) presented a script learning approach that employed events with multiple arguments. There have been a number of recent neural models for script learning. Pichotta and Mooney (2016a) showed that the LSTM-based event sequence model outperformed previous co-occurrence-based methods for event prediction. Pichotta and Mooney (2016b) used a Seq2Seq model directly operating on raw tokens to predict sentences, finding it is roughly comparable with systems operating on structured verbargument events. Granroth-Wilding and Clark (2016) described a feedforward neural network which composed verbs and arguments into low-dimensional vectors, evaluating on a multiple-choice version of the Narrative Cloze task. However, most of this line of work build their models based on discrete verbs and tokens, which is far from being a complete sentence or story segment as used in this paper.
A line of works has studied the problem of Story Cloze Test on ROCStories corpus (Mostafazadeh et al., 2016) . Chaturvedi et al. (2017) explored three distinct semantic aspects including sequence of events, emotional trajectory and plot consistency, and used a hidden variable coherence model to join these aspects together. adopted a similar method, and also exploited heterogeneous knowledge for this task. Wang et al. (2017) applied adversarial networks on this task, which is most similar to our work. However, all these studies put their focuses on choosing the correct story ending through discriminative approaches. We mainly aim to generate reasonable and diversified story endings.
Sequence to Sequence Learning
Sequence to sequence learning (Seq2Seq) aims to directly model the conditional probability p(Y |X) of mapping an input sequence X = {x 1 , ..., x N }, into an output sequence Y = {y 1 , ..., y T }. It accomplishes such goal through the encoder-decoder framework proposed by (Sutskever et al., 2014) and (Cho et al., 2014) . The encoder computes a representation s for each input sequence. Based on the input representation, the decoder generates an output sequence one word at a time.
A natural model for sequential data is the recurrent neural network (RNN) (Elman, 1990) , which is used by most of the recent Seq2Seq work. These work, however, differ in terms of: (a) architecturefrom unidirectional, to bidirectional, and deep multi-layer RNNs, (b) RNN type -which is long-short term memory (LSTM) (Hochreiter and Schmidhuber, 1997) or gated recurrent unit (GRU) (Cho et al., 2014) .
Another important difference among Seq2Seq work lies in what constitutes the input representations. The early Seq2Seq work (Sutskever et al., 2014; Cho et al., 2014) used only the last encoder state to initialize the decoder state. While, Bahdanau et al. (2015) proposed an attention mechanism, a way to provide Seq2Seq models with a random access memory, to handle long input sequences. Recent work such as (Xu et al., 2015; Yin et al., 2017; Ayana et al., 2017) has found that it was crucial to empower Seq2Seq models with the attention mechanism. Despite its success, many issues emerge due to its oversimplified training objective. In this paper, we propose training Seq2Seq model with adversarial strategy.
Generative Adversarial Networks
The idea of generative adversarial nets is proposed by (Goodfellow et al., 2014) , which has achieved great success in computer vision (Mirza and Osindero, 2014; Radford et al., 2015) . Training is formalized as a game in which the generator is trained to generate outputs fooling the discriminator.
However, this idea has not achieved comparable success in the NLP field. This is mainly due to the fact that unlike in image generation, the discrete property of text generation makes the error computed by the discriminator hard to backpropagate to the generator. Some recent work try to address this issue: (Lamb et al., 2016) proposed providing the discriminator with intermediate hidden vectors of the generator, which makes the system differentiable and achieves promising results in language modeling and handwriting generation tasks. used policy gradient reinforcement learning to backpropagate the error from the discriminator, showing improvement in multiple generation tasks such as poem, speech language and music generation. Li et al. (2017) used a similar strategy to boost the dialogue generation quality, which achieved good experimental results. Not limited to the task of sequence generation, Chen et al. (2016) applied the idea of adversarial training to sentiment analysis, and (Zhang et al., 2017) investigated the problem of domain adaptation based on adversarial networks. To our knowledge, this is the first paper to study adversarial training augmented Seq2Seq model on the task of generating story endings.
Conclusion
Story generation is a challenging problem in AI. In this paper, we explore new ways to generate story ending given a four-sentence story context. In order to generate high-quality story endings, we adopt the idea of adversarial training from Generative Adversarial Nets and propose using adversarial training augmented Seq2Seq model to generate reasonable and diversified story endings. Carefully designed human evaluation shows that the adversarial training augmented Seq2Seq model can generate higher quality story endings than purely MLE-trained Seq2Seq model, with 21.1% mean human annotation score improvement and 126.9% bigram diversity improvement. Furthermore, our model can choose the right ending based on the generated story ending, and achieves the best performance. This verifies the potential of solving the Story Cloze Test problem from a generation perspective.
