Introductory Notes
How do we find structure in multidimensional data when computer screens are only two-dimensional? One approach is to project the data onto one or two dimensions.
Projections are used in classical statistical methods like principal component and linear discriminant analysis. Principal component analysis (eg Johnson & Wichern (2002) ) chooses a projection to maximize the variance. Fisher's linear discriminant (eg Johnson & Wichern (2002) ) chooses a projection that maximizes the relative separation between group means. Projection pursuit (eg Huber (1985) ) generalizes these ideas into a common method, where an arbitrary function on projections is optimized. The scatterplot matrix (eg Becker & Cleveland (1987) ) can also be considered to be a projection method. It shows projections of the data on all pairs of coordinate axes, the two-dimensional marginal projections of the data. These projection methods choose a few select projections out of infinitely many projections.
What is hidden from the user who views only a few static projections? There could be a lot. The reader may be familiar with an ancient fable from India about the blind men and the elephant. One grabbed his tail and swore the creature was a rope. Another felt the elephant's ear and yelled it was a hand fan. Yet another grabbed his trunk and exclaimed he'd found a snake. They argued and argued about what the elephant was like, until a wise man settled the fight. They were all right, each describing different parts of the elephant. Looking at a few static projections of multivariate data is like the blind men feeling parts of the elephant and inferring the nature of the whole beast.
How can a more systematic presentation of all possible projections be constructed? Static projections can be strung together into a movie using interpolation methods, providing the viewer with an overview of multivariate data. These interpolation methods are commonly called tours. They provide a general approach to choose and view data projections, allowing the viewer to mentally connect disparate views, and thus supporting the exploration of a high-dimensional space. We use tours to explore multivariate data like we might explore a new neighborhood: we could walk randomly to discover unexpected sights, employ a guide, or guide ourselves using a map. These modes of exploration correspond to three commonly available types of tours, available in the software, GGobi (Swayne, Temple Lang, Cook & Buja 2001-) , which is used in this chapter to illustrate the methods.
• In the grand tour, we walk randomly around the landscape discovering unexpected sights -the grand tour shows all projections of the multivariate data. This requires time and we may spend a lot of time wandering around boring places and miss the highlights.
• Using a projection pursuit guided tour, we employ a tour guide who takes us to the features that they think are interesting. We improve the probability of stopping by the interesting sights by selecting more views that are "interesting" based on a projection pursuit index.
• Manual control takes the steering wheel back from the guide, enabling the tourist to decide on the next direction. We choose a direction by controlling the projection coefficient for a single variable. This allows us to explore the neighborhood of an interesting feature or to understand the importance of a variable on the feature.
Some Basics on Projections
What is a projection? We can think of a projection as the shadow of an object. Especially if it is a two-dimensional projection, then the projection is the shadow the object casts under a bright light (Figure 1 ). If the object rotates in the light, we see many different two-dimensional shadows and we can infer the shape of the object itself. Mathematically, projected data is computed by multiplying an n × p dimensional data matrix, X, having n sample points in p dimensions, by an orthonormal p × d dimensional projection matrix, A. The dimension of the space we are projecting onto is d. For example, to project a three-dimensional object (3 columns, or variables, of data) onto a two-dimensional plane (the shadow of the object) we would use an orthonormal 3 × 2 matrix.
Using numbers, suppose our data matrix and projection were these: These projections are illustrated in Figure 2 . The top row shows the data projections, XA 1 , XA 2 respectively. The bottom row displays the projection coefficients, A 1 , A 2 . Each row of the projection matrix, represented by a line in this display, determines the contribution each variable makes to the projected data view. Each row can be considered to be the projection of the p-dimensional coordinate axis for a variable. In A 1 the data projection is constructed from purely variable 1 in the horizontal direction, and variable 2 in the vertical direction. In A 2 variables 1 and 2 share the horizontal direction, and variable 3 makes no contribution horizontally. Vertically all three variables make a contribution, but variable 3 has twice the contribution of the other two variables. This type of axis display is used to match structure in a data projection with the variables in the data, and hence enable to the analyst to interpret the data. We also commonly use one-dimensional projections in data analysis. The one-dimensional projected data is typically displayed as a dotplot, histogram or density plot. Consider the two-dimensional data in Figure 3 (left plot), and two one-dimensional projections (middle, right). The projection matrices are: 
What Structure is Interesting?
When we use tours, what are we looking for in data? Anything that is not normally distributed, a little unusual or unexpected. For example, clusters of points, outliers, linear dependencies, non-linear relationships, and lowdimensional sub-structures. All of these can be present in multivariate data but hidden from the viewer who only chooses a few static projections. Figures 4 and 5 show some examples. In Figure 4 a scatterplot matrix of all pairwise plots is shown at left, and a tour projection is shown at right. The pairwise plots show some linear association between three variables, particularly between the variables TEMP and PRESS, and TEMP and CODE. However, viewing the data in a tour reveals that the three variables are really perfectly related, with perhaps a slight nonlinear association. The projection of the data revealing the perfect relationship is: 
which is primarily a combination of three of the six variables, tars1, aede1, aede3.
Tours
Most of us are familiar with three-dimensional rotation. This is something we can do in the real world, take an object and rotate it with our hands we typically, or walk around an object to view it from all sides. Views of p-dimensional data can be computed in analogous ways, by rotating the entire p-dimensional data (Wegman 1991 , Carr, Wegman & Luo 1996 , Tierney 1991 , or taking d < p-dimensional projections of p-dimensional data which is like looking at it from different sides. Viewing the data from different sides corresponds to rotating the d-dimensional projection plane rather than the data. Rotating the projection plane is computed by interpolating between a starting plane and a target plane. This is the method used in GGobi. It is more complicated to compute but it has some desirable properties, primarily that within-plane spin is eliminated. Planar rotations are discussed in detail in Asimov (1985) , more simply in Buja & Asimov (1986) , and very technically in Buja, Cook, Asimov & Hurley (2005) , and also Asimov & Buja (1994) , Buja, Hurley & McDonald (1986) .
Terminology: Plane, Basis, Frame, Projection
A p-dimensional Euclidean space is described by a p-dimensional orthonormal basis, which conventionally is:
but any p-dimensional orthonormal basis could be used. There are infinitely many possibilities. A d-dimensional plane contained in the p-space is defined by a d-dimensional orthonormal frames (or bases or projection). For example, consider the d = 2-dimensional frames:
. . .
which both describe the same two-dimensional plane in p-space. We conventionally use A 1 to describe the two-dimensional plane, but we could just as validly use A 2 . (There are infinitely many bases that describe the same plane.) Figure 6 illustrates the two bases, which result in the same but rotated views of the data. 
Interpolating Between Projections: Making a Movie
Creating a movie of data projections has two parts: choosing a new target plane and interpolating along a geodesic path from the current (starting) plane to the new plane. (Geodesic means sphere. The interpolation conserves the orthonormality of the projection vectors from step to step.) The frame that describes the starting plane is carried through the sequence of intermediate planes, preventing the data from rotating within the plane of view. That is, we avoid doing a rotation of the data like that in Figure 6 . This type of within-plane rotation is distracting to the viewer, akin to viewing a scene while standing on a wobbly platform. All rotation occurs out of the viewing plane. The algorithm that is used in GGobi creates an interpolation between two planes and follows these steps:
1. Given a starting p × d projection A a , describing the starting plane, create a new target projection A z , describing the target plane. The projection may also be called an orthonormal frame. To find the optimal rotation of the starting plane into the target plane we need to find the frames in each plane which are the closest. 2. Determine the shortest path between frames using singular value decomposition.
, and the principal directions in each plane are B a = A a V a , B z = A z V z . The principal directions are the frames describing the starting and target planes which have the shortest distance between them. The rotation is defined with respect to these principal directions. The singular values, λ i , i = 1, . . . , d, define the smallest angles between the principal directions. 3. Orthonormalize B z on B a , giving B * , to create a rotation framework. 4. Calculate the principal angles, τ i = cos −1 λ i , i = 1, . . . , d. 5. Rotate the frames by dividing the angles into increments, τ i (t), for t ∈ (0, 1], and create the i th column of the new frame, b i , from the i th columns of B a and B * , by b i (t) = cos(τ i (t))b ai + sin(τ i (t))b * i . When t = 1, the frame will be B z . 6. Project the data into A(t) = B(t)V a . 7. Continue the rotation until t = 1. Set the current projection to be A a and go back to step 1.
Choosing the Target Plane Grand Tour
The default method for choosing the new target plane is to use a random sequence. It is called a grand tour. The sequence is determined by randomly selecting a frame describing a target plane from the space of all possible projections. A grand tour may be considered to be an interpolated random walk over the space of all planes. A target frame is chosen randomly by standardizing a random vector from a standard multivariate normal distribution. Sample p values from a standard univariate normal distribution, resulting in a sample from a standard multivariate normal. Standardizing this vector to have length equal to one gives a random value from a (p−1)-dimensional sphere, that is, a randomly generated projection vector. Do this twice to get a two-dimensional projection, where the second vector is orthonormalized on the first. Figure 7 illustrates the tour path, using GGobi to look at itself. Using GGobi, we recorded the sequence of 9000 1D projections displayed of threedimensional data. This tour path is a set of 9000 points on a three-dimensional sphere, where each point corresponds to a projection. We use a tour to view the path (top row of plots). The starting projection is A = (1 0 0), indicated by a large point in the display. It is on the center right in the left plot, a projection in the first two variables. The corresponding data projection is shown at right. The grand tour path zig zags around the three-dimensional sphere. With enough time it will entirely fill the surface of the three-dimensional sphere.1D grand tour path in 3D































1D grand tour path in 6DFig. 7 . Some views of one-dimensional grand tour paths in three-dimensional (top) and 6-dimensional (bottom). The path consists of a sequence of points on a threedimensional and 6-dimensional sphere respectively. Each point corresponds to a projection from three-dimensional or 6-dimensional to one-dimensional.
The bottom row of plots shows two views of a grand tour path of 20000 one-dimensional projections of six-dimensional data.
Projection Pursuit Guided Tour
In a projection pursuit guided tour (Cook, Buja, Cabrera & Hurley 1995) the next target basis is selected by optimizing a function defining interesting projections. The same interpolation algorithm used in the grand tour is used to smoothly change between the current projection and the target.
Used alone, projection pursuit (PP) seeks out low dimensional projections that expose interesting features of the high dimensional point cloud. It does this by optimizing a criterion function, called the projection pursuit index, over all possible d-dimensional projections of p-dimensional data, maxf (XA) ∀A subject to orthonormality constraints on A. Projection pursuit results in a number of static plots of projections which are deemed interesting. This contrasts the dynamic movie of projections provided by a grand tour. Combining the two in an interactive framework (guided tour) provides the interesting views in the context of surrounding views, allowing better structure detection and better interpretation of structure.
The optimization procedure is an important part of a projection pursuit guided tour. The purpose of PP optimization is to find all of the interesting projections, not only to find one global maximum, because often the local maxima can reveal unexpectedly interesting data structures. For this reason, the PP optimization algorithm needs to be flexible enough to find global and local maxima. Posse (1990) compared several optimization procedures, and suggest a random search for finding the global maximum of a projection pursuit index. Cook et al. (1995) use a derivative-based hill-climbing optimization, which when merged with a grand tour is a lot like an interactive simulated annealing algorithm. It finds local maximum as well as global maxima. Klein and Dubes (1989) showed that simulated annealing can produce good results for PP. Lee, Cook, Klinke & Lumley (2005) use the modified simulated annealing method. They use two different temperatures, one for neighborhood definition, and the other guards against getting trapped into a local minimum allowing the algorithm to visit a local minimum and then jump out and explore for other minima. The temperature for neighborhood definition is re-scaled by a predetermined cooling parameter defined before starting. This cooling parameter determines how many iterations are needed to converge and whether the maximum is likely to be a local maximum or a global maximum. The initial temperature for the probability also controls the speed of convergence.
The optimization algorithm follows these steps:
1. From the current projection, A a , calculate the initial projection pursuit index value, I 0 . 2. For i = 1, 2, · · · a) Generate a new projections, A i = A a + c i B, from a neighborhood of the current projection where the size of the neighborhood is specified by the cooling parameter, c, and a random projection, B. b) Calculate the index value for the new projection, I i , the difference, I i = I i − I 0 and T i = T0 log(i+1) , where T 0 is an initial temperature c) Take the new projection A i to be the target, A z with probability ρ = min(exp Ii Ti , 1) and interpolate from the current projection A a to the target projection Figure 8 (top two plots) shows a PP guided tour path (one-dimensional projections from three-dimensional space). It looks very similar to a grand tour path, but there is a big difference: the path repeatedly returns to the same projection, and its opposite (highlighted). The middle plot traces the PP index value over time. The path iterates between optimizing the PP function, and random target basis selection. The peaks (highlighted) are the maxima of the PP index, and for the most part, these are at the same projection. The corresponding data projections (the positive and negative of the same vector) are shown in the bottom row. The index is responding to a bimodal pattern in the data.
There are numerous PP indices. Here are a few that are used in GGobi. For simplicity in these formula, it is assumed that X is sphered, has mean zero and variance-covariance equal to the identity matrix.
Holes:
where
T is a n × d matrix of the projected data.
Central Mass:
LDA:
are the "between" and "within" sum of squares matrices from linear discriminant analysis, g is the number of groups, n i , i = 1, ..., g is the number of cases in each group.
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where XA = Y = [y 1 , y 2 , · · · , y n ] T is a n × d matrix of the projected data. Fig. 9 . One-dimensional data projections corresponding to maxima, from four different PP indices computed on the same data. Figure 9 shows the results of using different indices on the same data. The Holes index finds a projection where there is a gap between two clusters of points. The Central Mass index finds a projection where a few minor outliers are revealed. The LDA index finds a projection where three clusters can be seen. The PCA index finds a tri-modal data projection.
Manual Controls
Manual controls enable the user to manually rotate a single variable into or out of a projection. This gives fine tuning control to the analyst. Cook & Buja (1997) contains details on the manual controls algorithm. It is similar to a method called spiders proposed by Duffin & Barrett (1994) . Figure 10 illustrates the use of manual controls to examine the results of the LDA index (top left plot, also shown at bottom left in Figure 9 ). In this result there are three very clearly separated clusters of points. The projection is mostly PC1 (a large positive coefficient), with smaller coefficients for PC2 and PC6. The remaining PCs have effectively zero coefficients. We explore how important these small coefficients are for the three cluster separation. From the optimal projection given by the LDA index we manually rotate PC6 from the projection, and follow by rotating PC2 from the projection: Using manual controls PC6 is rotated out of the projection (top right). (Note that all the coefficients change because they are constrained by orthonormality of the p-dimensional data frame. But notice that the coefficient for PC6 is reduced to effectively zero.) There is very little change to the projected data, so this variable might be ignored. Next we explore the importance of PC2, by rotating it out of the projection. A small change in the coefficient for PC2 results in a blurring of the gap between the two leftmost clusters (bottom left plot). When PC2 is completely removed (bottom right plot) the two leftmost clusters are indistinguishable. But the right cluster is still separated. This suggests that PC2 is important for separating the two leftmost clusters but not important for separating the right cluster.
Precomputed Choices
One of the simplest choices of target planes, which creates a smooth transition from scatterplot matrices is the little tour (McDonald 1982) which interpolates between the frames of a scatterplot matrix, all pairwise marginal projections. Conway, Hardin & Sloane (1996) proposes a method for choosing a fixed number of target planes that are approximately equi-spaced. It chooses the target planes using packing methods on polytopes, and determines a shortest (Hamiltonian) path through the set of targets. Neither of these methods is implemented in GGobi. 
A Note on Transformations
When analyzing data it is common to transform variables to examine them on different scales. Transformation plays a useful role prior to PP, also. The most common transformation before PP is to "sphere" the data. Sphering the data means to compute the principal components of the data and to use the resulting variables instead of the original variables. The major reason to do this is that covariance structure is not interesting to find using PP. Covariance can be adequately captured by principal component analysis. Consequently we commonly remove the covariance from the data before running PP, and search for other types of structure in the data. In Figure 9 the labels of the variables in some of the plots are P C1, P C2, ... reflecting that the data was sphered prior to running the PP guided tour.
A Note on Scaling
Plots of data are generally constructed by scaling the data using the minimum and maximum data values to fit the data into a plotting space, on a computer screen window, or page of paper. Axes are provided so the viewer can convert the points into the original scales. For high-dimensional data each variable is scaled to a uniform scale, say (−1, 1), using the minimum and maximum, fitting the data into a pdimensional hyperrectangle. This scaled data is projected into a plotting space. Its interesting to think about scaling the data after a projection is computed. The effect of this would be a discontinuity between projection frames, like a camera lens constantly zooming and panning as a scene changes.
The PP guided tour operates on the unscaled data values. (It may also be important to transform the data by standardizing variables or sphering before running PP, as discussed in the previous paragraph.) The process of scaling data into a plotting space is called the data pipeline, and is discussed in detail in Buja, Asimov, Hurley & McDonald (1988) , Sutherland, Rossini, Lumley, Lewin-Koh, Dickerson, Cox & Cook (2000) , and in a different sense in Wilkinson (1999) , and Pastizzo, Erbacher & Feldman (2002) .
Using Tours with Numerical Methods
Tours are useful when used along with numerical methods for certain data analyses, such as dimension reduction and supervised and unsupervised classifcation. We'll demonstrate with an example from supervised classification.
In supervised classification we seek to find a rule for classifying new observations into classes based on a known classes and measured variables in a training set. There are many numerical methods that tackle this problem.
For the data set shown in Figure 11 there are eight variables, and three known classes. A classification tree chooses just two of the variables, eicosenoic and linoleic, to separate the three classes. For the training sample, eicosenoic separates one class (plotted as circles) from the other two, and linoleic separates the remaining two classes (plusses and triangles). The separation of these last two groups although difficult to see in the plot of eicosenoic against linoleic is real (scatterplot matrix at left). There is no gap between the groups of points but it is possible to draw a line with one points from one class on one side, and the points from the other class on the other side. By using a tour we would have noticed that there is a big gap between the three classes using all eight variables, and that also that choosing just three provides a very neat separation. It would be difficult to guess from pairwise plots that arachidic has an important role but from the tour we can see that when arachidic is combined with linoleic the two classes are much better separated (right plot). The tour projection shows the combination of linoleic and arachidic plotted horizontally which reveals the gap. The tree solution was simple but inadequate, and a small change to the solution provides a much better result. The tree algorithm was hampered by both variable-wise operation and greediness. It doesn't see the combination of linoleic and arachidic because it can only use one variable at each step. It also stops immediately when a separation between the classes was found, having no sense of a bigger gap elsewhere. All numerical methods have assumptions or algorithm constraints or complexity which set limits on the results. A classical method such as linear discriminant analysis assumes that the classes in the data arise from a mixture of normal distributions having equal variance-covariance. Linear discriminant analysis finds a best separating projection similar to the tree solution, one group is well-separated and the other two groups slightly overlapped. It is blinded by the assumption that the three classes have equal variance-covariance. Quadratic discriminant analysis does better in making a rule but cannot provide a good picture of the solution. Black box methods such as forests and neural networks are generally difficult to tease through to understand the solution, but by mapping out a picture of the class structure of this data using a tour we can better understand how they have worked and the resulting solution.
Tours can help numerical approaches in many ways: to choose which of the tools at hand work best for a particular problem, to understand how the tools work in a particular problem, and to overcome the limitations of a particular tool to improve the solution.
End Notes
There are numerous recent development in tours that should be noted. Huh & Kim (2002) describes a grand tour with trailing tails marking the movement of the points in previous projections. Tours can be constructed in different projection dimensions and constraints. Yang (1999) describes a grand tour with 3D data projections in virtual environments. The correlation tour described by , and available in GGobi, runs two independent tours of 1D projections on horizontal and vertical axes. This paper also describes constraining the tour to special subspaces such as principal components or canonical coordinates. XGobi (Swayne, Cook & Buja 1998 ) contained tools for freezing some axes and touring in the constrained complement space, and also a section tour, where points outside a fixed distance from the projection plane were erased. Wegman, Poston & Solka (1998) and Symanzik, Wegman, Braverman & Luo (2002) discuss a tour on the multivariate measurements constrained on spatial locations, which is similar to the multivariate time series and spatial tours where 1D projections are shown against a time variable, or two spatial locations, discussed Sutherland et al. (2000) .
In summary, tours support exploring real-valued data. They deliver many projections of real-valued data in an organized manner, allowing the viewer to see the data from many sides.
