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Abstract 
Wireless sensor networks are expected to revolutionize our abilities in sensing and controlling the physical environment. Power 
conservation is a primary research concern for these networks, due to the limited energy resources of the sensor nodes. In this 
paper we study the data delivery approaches, suitable for hierarchical cluster based wireless sensor networks. A radio energy 
dissipation model is used to evaluate the energy, needed for both intra-cluster and inter-cluster communication. Based on the 
results we analyze the performance of various combined data delivery approaches. Additionally we study the impact of the base 
station location and the number of sensor nodes on the energy dissipation and the network lifetime. 
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1. Introduction 
The wireless sensor networks are a new generation of telecommunication networks, which combine together the 
ability for sensing the environment with the possibility for local data processing and transmission through the 
wireless medium. These networks have many capabilities that make them suitable for a large variety of applications.  
However, designing effective wireless sensor networks requires a detailed understanding of both the capabilities 
and limitations of each of the underlying hardware components, as well as a detailed understanding of modern 
networking technologies and distributed systems theory. Each individual node has to provide a set of characteristics 
to synthesize the network that will emerge as they are deployed, while meeting strict requirements for size, cost and 
power consumption. A different set of challenges is to develop suitable network architectures and energy efficient 
data delivery protocols that correspond to the individual device capabilities, requirements and actions. There have 
been a numerous articles regarding different architectures for wireless sensor networks, but the one that provides the 
most appropriate characteristics is the hierarchical cluster-based architecture. The most widely used protocols for 
wireless sensor networks have mainly adopted this architecture [1, 2]. These protocols are developed with the idea 
for  energy efficiency,  but  are  closely  related  in  their  nature  and do not  rely  on  a  more  detailed  study of  the  data  
delivery approaches and their implementation in the wireless sensor networks. We believe that a comprehensive 
study of different data delivery models for wireless sensor networks will provide the foundation for new protocols, 
that will provide better energy efficiency and by that a longer network lifetime. 
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2. Radio-energy dissipation model 
In order to analyze the different data delivery models, we first have to define the energy needed for transmitting 
and receiving messages in the wireless sensor network. For this purpose we use the same radio-energy dissipation 
model (Fig. 1) as the one used in [2, 3]. 
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Fig. 1. Radio-energy Dissipation Model 
To achieve an acceptable Signal-to-Noise Ratio (SNR) in transmitting a message with size of b bits,  over  a  
distance d, the energy used by the radio is given by: 
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where electE  is the energy dissipated per bit of the transmitter or receiver, fsE  and msE  depend on the transmitter 
amplifier model used and d  is the distance between the sender and the receiver [4]. By equating the two 
expressions at 0dd  , we can calculate the distance threshold as: 
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The energy dissipated to receive a message with size b  bits can be given by: 
electRX bEE  . (3) 
3. Data delivery approaches in wireless sensor networks 
Considering the hierarchical architecture presented in Fig. 2, the communication process can be divided into two 
separate  tiers  [4].  The  first  one  involves  the  delivery  of  the  data  from the  sensor  nodes  to  the  cluster  head and is  
referred to as intra-cluster communication. The second tier consists of the process of forwarding the data toward the 
base station. This is also known as inter-cluster communication [5]. For the rest of the paper we will use AE  for 
both fsE  and msE , but it will be clear by the situation which one of them is actually being referred to. Additionally 
we assume that the data is aggregated at every sink before retransmission, and the cost of this process is DAE .
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Fig. 2. Communication in a hierarchical wireless sensor network 
3.1. Intra-cluster communication 
There are two approaches for data delivery in a cluster – direct and data delivery with retransmissions. By 
implementing these approaches and using the radio-energy dissipation model from Section 3, we can define the 
energy needed for communication in the cluster.  
If we assume that every cluster j  in  the  network  consists  of  jn  sensor nodes, the energy, necessary for the 
transmission of a packet with size of b  bits, for every node in the cluster by implementing the direct approach for 
data delivery, is: 
)( kCHnAelectTXn jii dEEbE  (4) 
where ni is a random sensor node, such that > @jni ,1 , and jiCHnd is the distance between the node and the cluster 
head. According to (3), the energy needed by the cluster head for reception of the packets can be defined as: 
electjCHRX bEnE j  (5) 
The total energy needed for intra-cluster communication is equal to: 
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Since we investigate the communication in the cluster alone, the cluster head will only receive packets. By 
substituting with (4) and (5), equation (6) becomes: 
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Assuming again, that cluster j  consists of jn  sensor nodes and that we implement the approach for data 
delivery with retransmissions, then the energy needed by every node in the cluster is: 
)()1( k NNnAelectDAnelectnTXnDAnRXnn iiiiiii dEEbbEwbEwEEEE   
(8) 
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where 
iRXnE  and iTXnE  are respectively the energy needed for reception from other nodes in the cluster and the 
energy needed for sending the data to the cluster head, and > @1,0  jn nw i  is the number of devices transmitting to 
node in . With NNnid  we define the distance between the node and the sink (which can be another node in the 
cluster or the cluster head). By substituting with (8) in (6) and assuming that the energy needed by the cluster head 
can be again calculated by (5) we get: 
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where ),1[ jnz   is the number of devices transmitting to the cluster head. 
3.2. Inter-cluster communication 
Since the base station is assumed to be energy independent, the energy needed for inter-cluster communication is 
equal to the sum of the energy needed by every cluster head. If we have a total of G clusters in the network, then: 
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For every communication round in the system, if we use the direct data delivery approach, every cluster head 
needs the following amount of energy: 
  )(1 k BSCHAelectDAjTX jjCH dEEbbEnE  (11) 
Substituting with (11) in (10) we get: 
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Analogically, by implementing the data delivery approach with retransmissions, the energy needed by the cluster 
heads in the network can be given by: 
)()1( k NHCHAelectDAjjelectjjCH jdEEbbEnybEyE  (13) 
where ]1,0[  Gy j  is the number of cluster heads transmitting to cluster head j. Substituting with (13) in (10) we 
get: 
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3.3. Formulation of the combined data delivery approaches 
If we assume that every wireless sensor network can be presented as N  sensor nodes, divided equally in G
clusters, such that for every cluster j  the number of nodes plus the cluster head is GNn j /1   , then the energy 
needed for communication in the network can be given by: 
icc
G
j
cccomm EEE j  ¦ 1
(15) 
where 
jccE  and iccE  are the energies needed for intra- and inter-cluster communication. Based on (15) and the 
results from Sections 3.1 and 3.2 we can define the following four combined data delivery approaches for wireless 
sensor networks, shown in Table 1. 
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Table 1. Combined data delivery approaches for wireless sensor networks 
Intra-cluster communication Inter-cluster communication Combined 
approach 
Approach 1 
A1 - B1 
A1 - Direct data delivery 
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Approach 2 
A1 – B2 
Approach 3 
A2 – B1 
A2 - Data delivery with retransmissions 
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B2 - Data delivery with retransmissions 
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Approach 4 
A2 – B2 
4. Performance evaluation of the combined data delivery approaches 
For our simulation studies we have developed MatLab models for all combined data delivery approaches. In all 
experiments we assume an area of 100100u  square meters with n  randomly distributed nodes. For the first set of 
simulations n  is set to 25 nodes, than we double the density of the nodes by changing n  to 50. To study the effect 
of the position of the base station we initially place it at x=50, y=50 meters (center of the sensor field), and than 
move it to x=150, y=150 meters (outside the sensor field). 
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Fig. 3. Total energy versus Rounds for all four approaches when the base station is in the center of the sensor field (a) and outside the sensor field 
(b) and the number of the sensor nodes is 25 
On Fig. 3 we present the results from the first set of simulations. It is clearly distinguishable that when 
implementing intra-cluster data delivery with retransmission, all nodes in the network deplete their energy 
approximately 10 times faster compared to Approaches 1 and 2. This is due to the number of retransmissions every 
node has to perform in the cluster. While the direct data delivery approach states that each sensor node only 
transmits to the cluster head, the approach with retransmission of the data shows that the nodes can transmit packets 
between themselves. This means that each node spends energy not only for transmission, but also for reception of 
data from its neighbor nodes. Despite the fact that the transmission distances are much smaller, than in the inter-
cluster communication, the number of nodes in the cluster directly relates to the number of retransmissions. This 
will ultimately mean that if we increase the number of the nodes in the network, the performance of Approaches 3 
and 4 is expected to decrease. Another interesting observation is that when the base station is in the center of the 
field Approach 1 provides slightly better results than Approach 2, but when the base station is outside the sensor 
field they switch places. This is also logical, due to the much grater distances that the data has to travel to the base 
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station. While for Approach 1 the number of devices transmitting to the base station is fixed, in Approach 2 this 
number can be in some cases lower, and thus we will have less cluster heads transmitting to the base station that is 
further away. On the other hand when the distance to the base station is less than 0d  the direct delivery of data is 
preferable.  
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Fig. 4. Total energy versus Rounds for all four approaches when the base station is in the center of the sensor field (a) and outside the sensor field 
(b) and the number of the sensor nodes is 50 
On Fig. 4 we present the results from the second set of simulations. As predicted, with the increase of the number 
of nodes, the performance of Approaches 3 and 4 decreases. On the other hand the performance of both other 
approaches does not change significantly.  
5. Conclusions 
From the conducted simulations we can clearly see that the implementation of approaches for data delivery with 
retransmission for intra-cluster communication is something that we have to avoid when designing wireless sensor 
networks. On the other hand these approaches provide better performance when implemented for inter-cluster 
communication in networks with the base station far away from the sensor field. The results, presented in this paper, 
show that a novel protocol for wireless sensor networks can be developed, by combining the first two approaches. 
This protocol will provide high energy efficiency, despite the number of nodes and the location of the base station. 
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