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Simulation of optical response functions in molecular junctions
Yi Gao and Michael Galperin
Department of Chemistry and Biochemistry, University of California San Diego, La Jolla, CA 92093, USA
We discuss theoretical approaches to nonlinear optical spectroscopy of molecular junctions. Op-
tical response functions are derived in the form convenient for implementation of Green function
techniques, and their expressions in terms of pseudoparticle nonequilibrium Green functions are pro-
posed. The formulation allows to account for both intra-molecular interactions and hybridization
of molecular states due to coupling to contacts. Two-dimensional optical spectroscopy in junctions
is considered as an example.
I. INTRODUCTION
Interaction of light with matter is an established field
of research providing spectroscopic tools for study of in-
teractions and dynamical processes. In molecular sys-
tems nonlinear optical spectroscopy is utilized to study
transient molecular phenomena [1–8] and local interac-
tions [9, 10], for driving [11] and coherent control [12–14],
and for molecular imaging [15, 16]. Theory of nonlinear
optical spectroscopy was developed [17, 18] and success-
fully utilized in numerous studies [19–31].
Rapid development of nanofabrication techniques
made possible to study interaction of light with molec-
ular junctions [32–36] leading to appearance of molec-
ular optoelectronics [37]. In molecular junctions elec-
tron participate in both optical scattering and quantum
transport. Theoretical challenge is description of the two
processes on the same footing. Ab initio simulations in
the field of molecular electronics employ combination of
the nonequilibrium Green function (NEGF) method with
density functional theory (DFT) [38, 39]. Both NEGF
and DFT are formulated in the language of quasiparti-
cles (orbitals); and current through the junction is the
primary goal of simulations. Thus it is natural that
one of the approaches to describe optical spectroscopy of
molecular junctions utilizes quasiparticle language with
photon flux giving information on optical response of the
system [40–51]. These formulations are capable to ac-
count for molecule-contacts coupling exactly, while intra-
molecular Interactions are usually treated perturbatively.
Traditional nonlinear optical spectroscopy is formu-
lated in the language of many-body states of isolated
molecule (or utilizing dressed states picture) [17, 52],
which allows to describe all the intra-molecular interac-
tions exactly. In molecular junctions the formulation is
complemented by quantum master equation (QME) to
account for current carrying state of the system [53, 54].
Molecular spectroscopy is characterized via response
functions obtained from perturbative expansion of pho-
ton flux in molecular interaction with radiation field,
which requires evaluation of multi-time correlation func-
tions. The latter are usually calculated employing quan-
tum regression theorem [55]. Within the approach in-
teractions with the field define time intervals in which
evolution of the system is governed by reduced Liouvil-
lian, while every interaction with optical field also implies
destruction of the molecule-contacts entanglement. The
latter is an artifact of the formulation, which (as we show
below) may be problematic.
A possible alternative to the QME is utilization of
Green function methods of the nonequilibrium atomic
limit formulations [56]. These formulations provide con-
sistent way of taking into account molecule-contacts cou-
pling and keep system-bath entanglement intact while
the system interact with radiation field. Recently, we uti-
lized the approach to generalize our previous quasiparti-
cle (orbital) based formulations for Raman spectroscopy
in molecular junctions [42–45] to account exactly for de-
pendence of molecular normal modes on charging state
of the molecule [57]. Here we utilize the nonequilibrium
atomic limit tools to complement traditional nonlinear
optical spectroscopy formulations [53, 54].
Structure of the paper is the following. After introduc-
ing model of molecular junction in Section II we discuss
a derivation of optical response functions in form con-
venient for implementation of Green function techniques
(Section IIA). Section II B introduces the pseudoparti-
cle nonequilibrium Green functions (PP-NEGF) formu-
lation for the response functions of nonlinear optical spec-
troscopy. In Section III we specialize our formulation to
description of coherent multi-dimensional optical signals
in junctions following recent consideration in Ref. [54].
Section IV concludes.
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FIG. 1. Sketch of a molecular junction subjected to external
radiation field.
2II. MODEL
We consider model of a junction consisting of a single
molecule M coupled to two metallic contacts L and R
and subjected to external radiation field F (see Fig. 1).
The contacts are electron reservoirs each at it own equi-
librium characterized by electrochemical potentials µL,R
and temperatures TL,R. The field will be treated semi-
classically. Following Ref. [17] we derive expression for
the optical signal assuming quantum radiation field and
transfer to classical description when modeling molecule-
field interaction (see details below). In accordance with
common practice of molecular spectroscopy formulations
below we utilize many-body states |S〉 of the isolated
molecule as a basis. Depending on particular problem
these may be electronic or vibronic states of the molecule.
We assume that coupling to radiation field is restricted
to molecular subspace. Hamiltonian of the model is
Hˆ = HˆM +
∑
K=L,R
(
HˆK + VˆMK
)
+ HˆF + VˆMF (1)
Here HˆM , HˆK (K = L,R) and HˆF represent molecule,
contacts and radiation field, respectively. VˆMK and VˆMF
describe molecular coupling to the contacts and field. Ex-
plicit expressions are (here and below e = ~ = kB = 1)
HˆM =
∑
S∈M
ESXˆSS (2)
HˆK =
∑
k∈K
εk cˆ
†
k cˆk (3)
VˆMK =
∑
k∈K
∑
S1,S2∈M
(
Vk,S1S2 cˆ
†
kXˆS1S2 +H.c.
)
(4)
HˆF =
∑
α
ωαaˆ
†
αaˆα (5)
VˆMF =−
∑
α
∑
S1,S2∈M
(
Eˆ†(t)µS1S2XˆS1S2 +H.c.
)
(6)
Here cˆ†k (cˆk) and aˆ
†
α (aˆα) create (annihilate) respectively
electron in level k of the contact and photon in mode α
of the field, XˆS1S2 ≡ |S1〉〈S2| is the Hubbard operator,
and µS1S2 is matrix element of molecular dipole moment
operator. VˆMF is written in the rotating wave approxi-
mation and
Eˆ =
∑
α
i
(
2πωα
V
)1/2
aˆα (7)
is the positive frequency component of the field written
in the long wavelength approximation, which we treat
quantum mechanically.
A. Optical response functions
Following Ref. [17] we define optical signal (photon
flux) as rate of change of population of the radiation field
modes
S(t) ≡
d
dt
∑
α
〈aˆ†α(t)aˆα(t)〉 (8)
where 〈. . .〉 ≡ Tr[. . . ρˆ] indicates quantum and statisti-
cal average with density operator ρˆ of the whole system,
operators aˆ†(t) and aˆ(t) are in the Heisenberg picture.
Note that the field is treated quantum-mechanically in
(8). Utilizing Heisenberg equation of motion one gets for
the model (1)-(6)
S(t) = −2 Im
∑
S1,S2
µS1S2〈Eˆ
†(t)XˆS1S2(t)〉 (9)
Further treatment relies on perturbative expansion of (9)
in the molecule-field coupling VˆMF [17]. The expansion
is performed on the Keldysh contour [58] to account for
nonequilibrium character of the molecular junction. Ex-
pressing Eq.(9) in interaction picture and expanding re-
sulting scattering operator in Taylor series leads to
S(t) =
∞∑
n=0
S(2n+1)(t) (10)
where
S(m)(t) = −2 Im
(−i)m
m!
∑
S1,S2
µS1S2
∫
c
dτ1 . . .
∫
c
dτm
〈Tc Eˆ
†(t)XˆS1S2(t) VˆMF (τ1) . . . VˆMF (τm)〉0 (11)
Here τi (i = 1, . . . ,m) are contour variables, Tc is the con-
tour ordering operator, operators are in the interaction
picture, and subscript 0 indicates evolution under zero-
order Hamiltonian Hˆ0 ≡ HˆM+
∑
K=L,R
(
HˆK + VˆMK
)
+
HˆF . Note that even contributions in the expansion
(10) drop out due to odd number of photon cre-
ation/annihilation operators in the correlation func-
tion [59]. Substituting explicit expression for VˆMF into
(11) leads to explicit expressions. In particular, the first
(m = 1) and second (m = 3) contributions in the expan-
sion (10), which represent respectively linear and third
order response, are
S(1)(t) = −2Re
∑
S
(0)
1 ,S
(0)
2
S
(1)
1 ,S
(1)
2
µ
S
(0)
1 S
(0)
2
µ∗
S
(1)
1 S
(1)
2
(12)
∫
c
dτ1〈Tc Eˆ
†(t)Xˆ
S
(0)
1 S
(0)
2
(t) Xˆ†
S
(1)
1 S
(1)
2
(τ1)Eˆ
†(τ1)〉0
S(3)(t) = Re
∑
S
(0)
1 ,S
(0)
2 ,S
(1)
1 ,S
(1)
2
S
(2)
1 ,S
(2)
2 ,S
(3)
1 ,S
(3)
2
µ
S
(0)
1 S
(0)
2
µ∗
S
(1)
1 S
(1)
2
µ
S
(2)
1 S
(2)
2
µ∗
S
(3)
1 S
(3)
2
∫
c
dτ1
∫
c
dτ2
∫
c
dτ3 (13)
〈Tc Eˆ
†(t)Xˆ
S
(0)
1 S
(0)
2
(t) Xˆ†
S
(1)
1 S
(1)
2
(τ1)Eˆ(τ1)
× Eˆ†(τ2)XˆS(2)1 S
(2)
2
(τ2) Xˆ
†
S
(3)
1 S
(3)
2
(τ3)Eˆ(τ3)〉0
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FIG. 2. All possible projections of contour variables τi for (a) linear, Eq.(12), and (b) third order, Eq.(13), response functions.
ti are physical times corresponding to contour variables τi. Lines pointing to right correspond to positive frequency component
of the field, Eq.(14); lines pointing to left indicate their complex conjugate (negative component of the field).
All possible placements (projections) of contour variables
τi relative to time of the signal t and to each other are
shown in Fig. 2a for the linear, Eq.(12), and Fig. 2b
for the third order, Eq.(13), response functions. These
projections are the double sided Feynman diagrams [17].
Note difference between Hilbert (shown in Fig. 2) and
Liouville space projections with the former keeping or-
dering along the contour while the latter imposing addi-
tional restrictions on ordering along the real time axis.
As a result number of Liouville space projections is big-
ger.
Following Ref. [60] at this point we assume that the in-
coming field is in a coherent state and transfer to classical
representation[61]
E(t) =
∑
α
Eα(t)e
−iωαt+iφα (14)
where Eα(t) is complex time dependent envelope repre-
senting, e.g., laser pulse. Thus expression for optical re-
sponse only requires evaluation of electronic multi-time
correlation function.
B. Pseudoparticle formulation
Evaluation of electronic multi-time correlation func-
tions of the type present in Eqs. (11)-(13) is a complicated
problem, which may be approximately treated with a
number of techniques. Quantum regression theorem [55]
is the usual choice in nonlinear optical spectroscopy [17].
For example, recent works on optical spectroscopy in
junctions [53, 54] utilize this approach. Within the ap-
proach interactions with the field define time intervals
in which evolution of the system is governed by reduced
Liouvillian. The approach destroys correlations between
molecule and contacts at every instant of interaction with
the field. Below we demonstrate that the approximation
may be problematic.
We utilize the pseudoparticle nonequilibrium Green
function (PP-NEGF) methodology [62–65] as an alterna-
tive formulation, which describes molecular system utiliz-
ing many-body states, accounts for molecular hybridiza-
tion due to coupling to contacts, and avoids assumption
of molecule-contacts destruction of coherence at times
of interaction with radiation field. PP-NEGF has sev-
eral important advantages: 1. It is conceptually simple;
2. Its practical implementations rely on a set of con-
trolled approximations; 3. Already at the lowest order
of the theory, the non-crossing approximation (NCA), it
goes beyond usual QME approaches by accounting for
both non-Markov effects and hybridization of molecular
states; 4. the method is capable of treating the system in
the basis of its many-body states. Recently we applied
the PP-NEGF to describe results of Raman scattering
experiment in the OPV3 molecular junction [57]. Here
4we utilize it for a more general description of optical re-
sponse functions in expansion (10).
PP-NEGF introduces second quantization in the space
of many-body states |S〉 of a system. Pseudoparticle op-
erators pˆ†S (pˆS) create (annihilate) state |S〉
pˆ†S |vac〉 = |S〉 (15)
where |vac〉 is vacuum state. Thus Hubbard operators,
which appear in the response functions, Eqs. (9), (12)
and (13), can be expressed as
XˆS1S2 ≡ |S1〉〈S2| → pˆ
†
S1
pˆS2 (16)
The consideration requires extended Hilbert space for-
mulation, physical subspace of which is defined by the
normalization condition
∑
S
pˆ†S pˆS = 1 (17)
In the extended Hilbert space the formulation utilizes
standard tools of the quantum field theory. Restriction
(17) modifies resulting expressions projecting them onto
the physical subspace.
Evaluation of multi-time correlation functions is com-
plicated by the non-quadratic character of the molecule-
contacts coupling, Eq.(4), in the pseudoparticle represen-
tation. Usual perturbative treatment requires expand-
ing correlation functions in the interaction VˆMK up to a
particular order, identifying irreducible diagrams, dress-
ing them and formulating corresponding equations-of-
motion. Already at the level of linear response, Eq.(12),
this will require simultaneous solution of the Dyson and
Bethe-Salpeter equations. For simplicity here we rely on
a mean-field treatment, where a multi-time correlation
function can be approximately presented as a product of
pseudoparticle Green functions
GS1S2(τ1, τ2) ≡ −i〈Tc pˆS1(τ1) pˆ
†
S2
(τ2)〉 (18)
Below we demonstrate that in physically relevant range
of parameters the approximation yields reasonable de-
scription of optical response.
Keeping in mind that the restriction (17) only allows
one lesser pseudoparticle Green function to be present in
any diagram [62] after projection (see Fig. 2) we get for an
arbitrary correlation function the following approximate
expression
〈pˆ†1(t1)pˆ2(t1)pˆ
†
3(t2)pˆ4(t2) . . . pˆ
†
2m−1(tm)pˆ2m(tm)〉 ≈ (19)
imζ1G
<
2m,1(tm, t1)G
>
23(t1, t2) . . . G
>
2m−2,2m−1(tm−1, tm)
where G< (G>) is lesser (greater) projection of the Green
function (18) and ζ1 = −1 (+1) if many-body state 1 is
of Fermi (Bose) type [66].
In the extended Hilbert space pseudoparticle Green
functions, Eq.(18), satisfy the usual Dyson equation. At
steady state one has to solve equations for retarded and
lesser projections [63]
G
r(E) =
[
EI−HM −Σ
r(E)
]−1
(20)
G
<(E) =Gr(E)Σ<(E)Ga(E) (21)
Here Green functionsG, molecular HamiltonianHM and
self-energies due to molecule-contacts couplingΣ are ma-
tricies in the basis of many-body states of an isolated
molecule, I is unity matrix, and Ga(E) = [Gr(E)]† is
advanced projection. Each of the expressions (20) and
(21) have to be solved self-consistently, since within the
formulation self-energies depend on Green functions. The
two equations belong to different subspaces and thus
should be solved independently: after (20) converges
its result (retarded projection of the Green function)
is utilized in self-consistent solution of (21). Note that
normalization (17) implies the following connection be-
tween greater and retarded projections of the Green func-
tion [67]
G
>(E) = 2 i ImGr(E) (22)
For further details and explicit expressions for the self
energies see, e.g., Ref. [64].
III. COHERENT 2D SIGNALS
Following consideration in Ref. [54] we now specify to
4-laser pulse sequence for time domain experiment. Ra-
diation field (14) takes the form
E(t) =
4∑
i=1
Ei(t)e
−iωit+iφi (23)
where Ei(t) is the complex envelope of i
th pulse centered
around t¯i (see Fig. 3). Following Ref. [54] we will be in-
terested in stimulated signal in the fourth order of optical
field with phase signature φ ≡ φ1 − φ2 + φ3 − φ4.
t
t1 t2 t3 t4
T1 T2 T3
FIG. 3. Laser pulse sequence for time-domain experiment.
The signal is is given by 8 projections b1, b4, b9, b12,
b13, b16, b21, b24 (and their analogs with t1 ↔ t3: b7,
b14, b10, b17, b8, b15, b11, b18) of the third order re-
sponse (13) under restriction t > t3 > t2 > t1 (compare
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FIG. 4. A model of molecular junction.
with Fig. 2 of Ref. [54]). Explicit expression is
S(3)(t) = 2Re
∑
S
(0)
1 ,S
(0)
2 ,S
(1)
1 ,S
(1)
2
S
(2)
1 ,S
(2)
2 ,S
(3)
1 ,S
(3)
2
∫ t
−∞
dt3
∫ t3
−∞
dt2
∫ t2
−∞
dt1
µ
S
(0)
1 S
(0)
2
µ
S
(1)
2 S
(1)
1
µ
S
(2)
1 S
(2)
2
µ
S
(3)
2 S
(3)
1
E∗(t)E(t3)E
∗(t2)E(t1)〈[[[
pˆ†
S
(0)
1
(t)pˆ
S
(0)
2
(t); pˆ†
S
(3)
2
(t3)pˆS(3)1
(t3)
]
; (24)
pˆ†
S
(2)
1
(t2)pˆS(2)2
(t2)
]
; pˆ†
S
(1)
2
(t1)pˆS(1)1
(t1)
]〉
We now introduce the total stimulated signal (see
Fig. 3)
Sstim(T3, T2, T1) ≡
∫ +∞
−∞
dt S(3)(t) (25)
Assuming short impulses, Ei(t) ≈ Eiδ(t − t¯i) and uti-
lizing approximation (19) in (24) we get for steady-state
transport
Sstim(Ω1, T2,Ω3) ≡
∫ ∞
0
dT3
∫ ∞
0
dT1e
iΩ3T3+iΩ1T1Sstim(T3, T2, T1) = 2Re
∑
S
(0)
1 ,S
(0)
2 ,S
(1)
1 ,S
(1)
2
S
(2)
1 ,S
(2)
2 ,S
(3)
1 ,S
(3)
2
E∗4E3E
∗
2E1e
iφ (26)
µ
S
(0)
1 S
(0)
2
µ
S
(1)
2 S
(1)
1
µ
S
(2)
1 S
(2)
2
µ
S
(3)
2 S
(3)
1
ζ
S
(0)
1
2πδ(ω1 − ω2 + ω3 − ω4)
∫ +∞
−∞
dǫ1
2π
∫ +∞
−∞
dǫ2
2π
eiT2(ω1−ω2+ǫ1−ǫ2)
(
G<
S
(1)
1 S
(0)
1
(ǫ1)G
>
S
(0)
2 S
(3)
2
(ǫ1 +Ω3 + ω4)G
>
S
(3)
1 S
(2)
1
(ǫ2)G
>
S
(2)
2 S
(1)
2
(ǫ1 +Ω1 + ω1)
+G<
S
(1)
1 S
(2)
1
(ǫ2 − Ω1 − ω1)G
>
S
(2)
2 S
(3)
2
(ǫ1)G
>
S
(3)
1 S
(0)
1
(ǫ2 − Ω3 − ω4)G
>
S
(0)
2 S
(1)
2
(ǫ2)
+G<
S
(3)
1 S
(1)
2
(ǫ2)G
>
S
(1)
1 S
(2)
1
(ǫ2 − Ω1 − ω1)G
>
S
(2)
2 S
(0)
1
(ǫ1)G
>
S
(0)
2 S
(3)
2
(ǫ1 +Ω3 + ω4)
+G<
S
(2)
2 S
(1)
2
(ǫ1 +Ω1 + ω1)G
>
S
(1)
1 S
(3)
2
(ǫ1)G
>
S
(3)
1 S
(0)
1
(ǫ2 − Ω3 − ω4)G
>
S
(0)
2 S
(2)
1
(ǫ2)
−G<
S
(2)
2 S
(1)
2
(ǫ1 +Ω1 + ω1)G
>
S
(1)
1 S
(0)
1
(ǫ1)G
>
S
(0)
2 S
(3)
2
(ǫ1 +Ω3 + ω4)G
>
S
(3)
1 S
(2)
1
(ǫ2)
−G<
S
(1)
1 S
(3)
2
(ǫ1)G
>
S
(3)
1 S
(0)
1
(ǫ2 − Ω3 − ω4)G
>
S
(0)
2 S
(2)
1
(ǫ2)G
>
S
(2)
2 S
(1)
2
(ǫ1 +Ω1 + ω1)
−G<
S
(1)
1 S
(2)
1
(ǫ2 − Ω1 − ω1)G
>
S
(2)
2 S
(0)
1
(ǫ1)G
>
S
(0)
2 S
(3)
2
(ǫ1 +Ω3 + ω4)G
>
S
(3)
1 S
(1)
2
(ǫ2)
−G<
S
(0)
2 S
(1)
2
(ǫ2)G
>
S
(1)
1 S
(2)
1
(ǫ2 − Ω1 − ω1)G
>
S
(2)
2 S
(3)
2
(ǫ1)G
>
S
(3)
1 S
(0)
1
(ǫ2 − Ω3 − ω4)
)
This result is alternative to Eq.(10) in Ref. [54] theoret-
ical description of 2D optical spectroscopy in junctions.
While no experimental result on multi-dimensional op-
tical spectroscopy in junctions have been reported yet,
first proposals on utilizing pump-probe approaches for
junctions diagnostics were reported recently [68, 69].
Contrary to the usually employed QME based consid-
erations of optical response Eq. (26) avoids assumption
of molecule-contacts destruction of coherence at times
of interaction with radiation field. To demonstrate ad-
vantage of the formulation we consider a simple model
of molecular junction (see Fig. 4) with two low-lying or-
bitals (e.g., HOMO and HOMO-1) hybridized with states
of contacts and (through the contacts) with each other
and one higher lying orbital (e.g., LUMO). The model is
described by Hamiltonian (1)-(6) with eight many-body
6molecular states {|S〉}
|S1〉 = |0, 0, 0〉,
|S2〉 = |1, 0, 0〉, |S3〉 = |0, 1, 0〉, |S4〉 = |0, 0, 1〉,
|S5〉 = |0, 1, 1〉, |S6〉 = |1, 0, 1〉, |S7〉 = |1, 1, 0〉,
|S8〉 = |1, 1, 1〉
(27)
Energies of the states are 0, ε1, ε2, ε3, ε2 + ε3, ε1 + ε3,
ε1+ ε2, and ε1+ ε2+ ε3, respectively. Quasiparticle rep-
resentation of the model Hamiltonians for the molecule
and its coupling with contacts is
HˆM =
3∑
m=1
εmdˆ
†
mdˆm (28)
VˆMK =
∑
k∈K
3∑
m=1
(
Vkmcˆ
†
kdˆm +H.c.
)
(29)
Here dˆ†m (dˆm) creates (annihilates) electron in orbital
m. Hybridization of molecular orbitals with states in
the contacts is characterized by dissipation matrix (K =
L,R)
ΓKm1m2(E) = 2π
∑
k∈K
Vm1kVkm2δ(E − εk) (30)
which in the wide-band approximation is assumed en-
ergy independent. Note that for the model of Fig. 4 we
assume contact induced hybridization between orbitals
1 and 2, while orbital 3 does not hybridize with the
low lying levels. The model is reasonable, because usual
HOMO-LUMO gaps in molecules are at least of the or-
der of 1 eV, which makes hybridization between HOMOs
and LUMOs through the contacts negligible.
For the model of Fig. 4 the QME approach will fail to
predict stimulated signal (26). From the QME expres-
sion for the Sstim(Ω1, T2,Ω3), Eq. (A1), one sees that
coupling (in the absence of the field) between states char-
acterizing optical transition (pair S
(0)
1 S
(0)
2 in Eq. (A1);
pairs of states (|S2〉, |S4〉), (|S3〉, |S4〉), (|S7〉, |S5〉) and
(|S7〉, |S6〉) of the model) is necessary for non-zero stimu-
lated signal. In the absence of optical field such coupling
cam be provided only by contacts, i.e. by dissipation
matrix Γ, Eq. (30). As discussed above, for states sep-
arated by ∼ 1 eV such coupling is negligible. At the
same time in the presence of such coupling (for exam-
ple, for closer lying pairs of states) accurate calculation
of the reduced density matrix, which is part of the ex-
pression (A1), is required for proper prediction of the
signal. At the usual level of consideration (second order
in the system-bath coupling) QME is known to fail in this
regime [70]. Fig. 5 compares Redfield QME simulations
of the reduced density matrix to NEGF results. The lat-
ter are exact for the model of Fig. 4. Parameters of the
simulations are T = 300 K, ε1 = −0.5 eV, ε2 = −0.2 eV,
ε3 = 0.5 eV. Fermi energy is taken as origin, EF = 0, and
bias is applied symmetrically, µL = EF + |e|Vsd/2 and
µR = EF − |e|Vsd/2. Results of simulations presented
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FIG. 5. Reduced density matrix for the model of Fig. 4 vs.
applied bias. Redfield QME results are compared to exact
NEGF results for (a) weak diagonal and (b) strong non-
diagonal molecule-contacts couplings. See text for parame-
ters.
in Fig. 5a employed weak diagonal coupling between
molecule and contacts, ΓK + m1,m2 = δm1,m2 0.01 eV
(m1,2 ∈ {1, 2, 3}, K = L,R). Calculations in Figs. 5b
and 5c utilized stronger non-diagonal coupling parame-
ters for levels 1 and 2: ΓL11 = 0.2 eV, Γ
R
11 = 0.05 eV,
ΓK12 = Γ
K
21 = Γ
K
22 = 0.1 eV (K = L,R). Fig. 5a shows
that for weak diagonal coupling Redfield QME is pretty
accurate. However, as shown in Figs. 5b and 5c, in the
presence of non-diagonal coupling (this is the situation
necessary for simulations of the optical signal within the
QME approach) Redfield QME predictions deviate signif-
icantly from exact NEGF results (especially in prediction
of coherences).
Contrary to the QME approximate PP-NEGF expres-
sion, Eq. (26), is capable to reproduce stimulated signal
for the model of Fig. 4. Figure 6 compares results of
simulations utilizing approximate PP-NEGF expression
(26) with exact NEGF results, Eq. (B1). Parameters
of the simulations are ΓKm1,m2 = 0.05 eV (m1,2 = 1, 2,
K = L,R), ω1 = ω4 = 1 eV, ω2 = ω3 = 0.7 eV. Other
parameters are as in Fig. 5. Peak at Ω1 = Ω3 = 0 rep-
resents the 1→ 3 transiiton (|S1〉to|S4〉 and |S7〉 → |S5〉
in terms of states), Ω1 = Ω3 = −0.3 eV represents tran-
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FIG. 6. The stimulated signal Sstim(Ω3, T2,Ω1) for the model of Fig. 4 at equilibrium, Vsd = 0. Approximate PP-NEGF
results, Eq. (26), are compared with exact NEGF calculations, Eq. (B1). Results for delay times T2 = 0, 10 and 25 fs are shown
in panels (a)-(c) for PP-NEGF and (d)-(f) for NEGF. Maximum of the signal is scaled to 1. See text for parameters.
sition 2 → 3 (|S3〉 → |S4〉 and |S7 → |S6〉 in terms of
states). Off-diagonal peaks (Ω1 = 0, Ω3 = −0.3 eV and
Ω1 = −0.3 eV, Ω3 = 0) indicate correlation between lev-
els 1 and 3, pairs of states (|S2〉,|S3〉) and (|S5〉,|S6〉) due
to coupling to contacts. One sees that main features of
the spectrum are reproduced qualitatively correctly.
Figure 7 shows stimulated signal in a biased junction.
Parameters of the simulations are ΓL11 = 0.1 eV, Γ
R
11 =
ΓR12 = Γ
R
21 = 0. Other parameters are as in Fig. 6. Here
level 1 is attached to the left contact only. Also here
stimulated signal is reproduced qualitatively correctly by
the approximate expression (26). It is interesting to note
that under bias the signal can provide information on
asymmetry in the junction. At high bias of Vsd = 2 V
levels 2 and 3 have population of 1/2, while level 1 is
fully populated. As a result only transition 1→ 3 is seen
in the signal, while electronic transitions in the 2 → 3
channel are compensated by electronic transition in 3→
2 channel (or hole transitions in 2 → 3). This is easily
seen from the structure of Eq. (B1). As a result only one
diagonal and one off-diagonal peaks are visible.
IV. CONCLUSION
We consider simulation of optical response functions in
molecular junctions. Following standard methodology of
the nonlinear optical spectroscopy and restricting consid-
eration to classical radiation fields we first express optical
response functions in the form convenient for implemen-
tation of Green function techniques, and then propose
a simple approximate scheme for representing the re-
sponse functions in terms of the pseudoparticle nonequi-
librium Green functions (PP-NEGF). Similar to more
traditional quantum master equation based approach,
our formulation is capable to describe optical response
in the basis of many-body states of the system. It also
accounts approximately for hybridization of molecular
states due to coupling to contacts. Finally, it avoids ap-
proximation of the standard QME treatment when each
instant of interaction with light results in destruction of
molecule-contacts entanglement. Within simple 3-level
model (e.g., HOMO-1, HOMO and LUMO) and utiliz-
ing stimulated signal in the fourth order of optical field
we illustrate the advantages of the proposed approximate
scheme. Comparing results of the PP-NEGF simulations
with exact (for the chosen noninteracting model) NEGF
results we show that the formulation reproduces stimu-
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FIG. 7. The stimulated signal Sstim(Ω3, T2,Ω1) for the model of Fig. 4 in biased junction, Vsd = 2 V. Approximate PP-NEGF
results, Eq. (26), are compared with exact NEGF calculations, Eq. (B1). Results for delay times T2 = 0, 10 and 25 fs are shown
in panels (a)-(c) for PP-NEGF and (d)-(f) for NEGF. Maximum of the signal is scaled to 1. See text for parameters.
lated signal qualitatively correctly, when QME based ap-
proach fails. Finally, we show that 2d stimulated signal
can provide information on asymmetry in junctions.
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Appendix A: QME expression for stimulated signal
Employing quantum regression theorem in evaluation
of multi-time correlation functions in Eq.(13) leads to the
following expression for stimulated signal at steady-state
transport (compare with Eq.(10) of Ref. [54])
9Sstim(Ω1, T2,Ω3) ≡
∫ ∞
0
dT3
∫ ∞
0
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Here ρab is the reduced density matrix,
Grab,cd(t) ≡ −iθ(t)≪ ba|e
−iLt|dc≫ (A2)
is the Liouville space retarded Green function [71], and
L is the Liouvillian. Fourier transform of the retarded
Green function is
Grab,cd(E) =
∑
γ
≪ ba|Rγ ≫≪ Lγ |dc≫
E − λγ + iδ
(A3)
where δ → 0+ and λγ , |Rγ ≫ and ≪ Lγ | are eigen-
values and right and left eigenvectors of the Liouvillian,
respectively
L =
∑
γ
|Rγ ≫ λγ ≪ Lγ | (A4)
Appendix B: NEGF expression for stimulated signal
For the quadratic (non-interacting) model of of Fig. 4
multi-time correlation functions in Eq.(13) can be eval-
uated employing the Wick’s theorem [72]. This leads to
exact expression for stimulated signal
Sstim(Ω1, T2,Ω3) ≡
∫ ∞
0
dT3
∫ ∞
0
dT1e
iΩ3T3+iΩ1T1Sstim(T3, T2, T1) = 2Re
∑
m0,m1
m2,m3={1,2}
E∗4E3E
∗
2E1 e
iφ
µm03µ3m1µm23µ3m3 2πδ(ω1 − ω2 + ω3 − ω4)
∫ +∞
−∞
dǫ1
2π
∫ +∞
−∞
dǫ2
2π
eiT2(ω1−ω2+ǫ1−ǫ2)
( [
G<m1m2(ǫ2 − ω1 − ω1)G
>
33(ǫ2)−G
>
m1m2(ǫ2 − Ω1 − ω1)G
<
33(ǫ2)
]
Am3m0(ǫ2 − Ω3 − ω4)A33(ǫ1)
+
[
G<m1m0(ǫ1)G
>
33(ǫ1 +Ω1 + ω1)−G
>
m1m0(ǫ1)G
<
33(ǫ1 +Ω1 + ω1)
]
Am3m2(ǫ2)A33(ǫ1 +Ω3 + ω4)
)
(B1)
Here G
<(>)
m1m2(E) is Fourier transform of the lesser
(greater) projection of the quasiparticle Green function
Gm1m2(τ1, τ2) ≡ −i〈Tc dˆm1(τ1) dˆ
†
m2(τ2)〉 (B2)
and Am1m2(E) ≡ i[G
>
m1m2(E)−G
<
m1m2(E)] is q asipar-
ticle spectral function.
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