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Resumen
La bu´squeda de objetos a trave´s de palabras es una componente cr´ıtica en un sistema
P2P. Este no es un tema trivial en las redes estructuradas como las DHTs, dado que
solo permiten bu´squeda de palabras exactas. Se han propuesto diversas soluciones a este
problema, pero es dif´ıcil encontrar una eficiente. Los ı´ndices invertidos son una solucio´n
sencilla, intuitiva, donde encontrar los resultados es directo, pero en su forma ma´s simple
presentan varias falencias, como carga desbalanceada, hot spots, pobre tolerancia a fallas
y no permitir la bu´squeda de palabras inexactas. En este paper presentamos una solucio´n
utilizando ı´ndices invertidos, donde se contemplan los problemas planteados y se resuelven
con diversas te´cnicas, obtenie´ndose un sistema robusto y eficiente, que cumple con los
requisitos de un motor de bu´squeda para sistemas peer-to-peer.
Palabras Clave: Peer-to-Peer, DHT, Bu´squeda, Indices invertidos, Hot Spots, Palabras
Inexactas.
1. Introduccio´n
No es novedad que los sistemas Peer-to-Peer han revolucionado la computacio´n distribuida,
desde los sistemas centralizados como Napster, pasando por los descentralizados sin estructura
como Gnutella hasta los sistemas estructurados como Chord [1, 2], Kademlia [3], CAN [4], etc.
La mayor´ıa de los sistemas estructurados utilizan tablas hash distribuidas (DHT) como base.
Los objetos esta´n asociados a los nodos a trave´s de un identificador (nodos y objetos tienen
identificadores, nodoID y key respectivamente, con el mismo formato y longitud). La key es
calculada a partir de un hash sobre propiedades del objeto (nombre, contenido, etiquetas, etc).
Para localizar un objeto, se debe conocer el ID del nodo que lo posee. Por lo tanto, se debe
conocer la propiedad utilizada.
Si bien las DHTs proveen un servicio de bu´squeda muy eficiente (t´ıpicamente localizar un
objetivo lleva O(log N) saltos), los objetos solo pueden ser localizados a partir de un identificador
u´nico, key, que no suele ser conocido por los usuarios. Comu´nmente, estos desean buscar los
Figura 1: Un ı´ndice invertido con tres objetos y cinco palabras
objetos a partir de un conjunto de palabras claves. Para proveer bu´squeda usando palabras
claves, se han propuesto varias soluciones. La ma´s comu´n es usar un ı´ndice invertido, donde
se asocia a cada palabra la lista de objetos que la contienen. La idea principal es usar el hash
de cada palabra como keys, y tener un mapeo <key, lista de objetos> (una palabra puede estar
contenida en varios objetos), en lugar del mapeo <key, objeto>. La bu´squeda de objetos, dado
un grupo de palabras p1, p2, ..., pn, se realiza obteniendo la lista de objetos de los nodos cercanos
a los hashes de las palabras (h(p1), h(p2), ..., h(pn)) e intersectando estas listas para descartar
los documentos que no contengan todas las palabras.
Este me´todo es sencillo, intuitivo, encontrar los resultados es directo y existe una imple-
mentacio´n (Kad) con decenas de miles de nodos conectados, que ha demostrado ser estable
y efectiva a la hora de realizar consultas. A pesar de esto, los ı´ndices invertidos tienen varios
inconvenientes. Entre estos, los ma´s importantes son:
. Sobrecarga: debido a que en una consulta con k palabras se necesitan las respuestas de
k nodos, donde cada respuesta contiene muchos documentos que luego sera´n descartados
al hacer la interseccio´n. El movimiento de tantos datos sobrecarga la red, y la operacio´n
de interseccio´n consume demasiados recursos.
. Balance de carga: la frecuencia de las palabras (la cuenta de apariciones de palabras
en objetos) varia enormemente. La distribucio´n t´ıpicamente sigue la ley de Zipf, lo que
significa que algunas palabras aparecen muy seguido, mientras algunas otras, aparecen
raramente. Esto genera hot spots, nodos que son consultados muy frecuentemente.
. Indexing Overhead: si un objeto contiene las palabras w1, w2, ..., wn, entonces crear en-
tradas por cada palabra significa que la informacio´n acerca del objeto esta repetidamente
guardada en n lugares diferentes.
. U´nico punto de falla: a pesar de que un objeto es indexado desde mu´ltiples lugares, cada
palabra sigue siendo manejada por un solo nodo. Cualquier falla del nodo negara´ todas
las consultas que involucran esa palabra.
. Solo bu´squedas exactas: la estructura de ı´ndices invertidos usando hash de palabras no
permite buscar palabras mal escritas o con errores ortogra´ficos.
En este paper presentamos MamUSHkA, una solucio´n que integra y refina las propuestas de
otros autores, como as´ı tambie´n aporta ideas nuevas que aprovechan las ventajas de los ı´ndices
invertidos y a su vez intenta resolver los problemas planteados. Con esto se obtiene un sistema
robusto y eficiente, que cumple con la mayor´ıa de los requisitos de un motor de bu´squeda.
MamUSHkA reduce el consumo de ancho de banda, complejidad de bu´squeda y alivia la carga
impuesta a los nodos que mantienen palabras populares; a su vez permite bu´squeda de palabras
especificando para´metros y soporta consultas con palabras inexactas utilizando un corrector de
palabras similar al de Google (usualmente conocido como el resultado Did you mean).
2. Trabajos Relacionados
En las primeras implementaciones de bu´squeda de palabras totalmente descentralizada (sis-
temas del estilo Gnutella), el mecanismo utilizado era realizar un broadcast con un mensaje de
consulta, donde cada nodo era inspeccionado en busca del objetivo. Debido a que un broad-
cast descontrolado podr´ıa inundar la red con mensajes, se utiliza un TTL (Time To Live -
Tiempo de Vida) para limitar la cantidad de saltos de un mensaje. Esto provoca que encontrar
el objetivo no este´ garantizado en el caso que el objeto se encuentre en un nodo lejano. Este
mecanismo emerge del formato sin estructura de la red, donde la bu´squeda se realiza a ciegas.
Se han propuesto muchas mejoras para las bu´squedas en sistemas sin estructura, pero ninguna
muy satisfactoria.
Con las redes estructuradas con DHTs surgio´ un nuevo problema, estas solo soportan la
bu´squeda de palabras exactas. Esto se debe a que se asigna un identificador u´nico a los objetos,
obtenido de realizar un hash de sus palabras claves, para determinar su ubicacio´n en la red. Se
propusieron varios mecanismos para realizar bu´squedas en DHTs, siendo los ı´ndices invertidos
la estructura principal de la mayor´ıa. Dadas las desventajas de esta estructura, se han sugerido
distintas formas de afrontarlas.
En [5] se propone el uso de Bloom Filters como una forma de ahorrar ancho de banda.
Cuando se realiza una consulta, en lugar de intercambiarse largas listas de documentos entre los
nodos que administran los documentos asociados a cada palabra de la consulta, se intercambian
bloom filters creados a partir de las listas de documentos. Tambie´n se utiliza caching para
guardar bloom filters recibidos y ahorrar as´ı retransmisiones.
En [6] se utiliza el hash de mu´ltiples palabras, relacionadas con el objeto, como una sola
entrada en la tabla de ı´ndices invertidos. Cuando se busca un conjunto de palabras K, se utiliza
un subconjunto k de las palabras en K para la consulta, consultando solo al nodo que mantiene
la entrada para subconjunto k. Este me´todo salva ancho de banda y acelera las bu´squedas, pero
a expensas de utilizar un mayor espacio de almacenamiento.
La red Kad [7] ahorra ancho de banda de forma similar al u´ltimo me´todo nombrado. En
Kad cuando se desea insertar un objeto en la red, se calcula el hash de cada palabra y en
los nodos encargados de estos IDs se insertan referencias al objeto junto con el resto de los
metadatos del objeto (nombres, etiquetas, etc). Las consultas se realizan a partir de una sola
palabra del conjunto K, es decir, se consulta un solo nodo, y este nodo se encarga de buscar, en
su lista de documentos, aquellos documentos que contienen el resto de las palabras de K. Kad
adema´s utiliza republicacio´n, que se utiliza para que la lista de documentos disponibles este
actualizada. Tambie´n se proponen distintas te´cnicas para evitar que la sobrecarga, entre estas,
las ma´s importantes son: limitar la cantidad de referencias que mantiene un nodo y utilizar un
delay para la republicacio´n.
[8] resuelve el problema de buscar palabras inexactas, calculando el vecindario de supresio´n
de cada palabra del documento a insertar y agregando un enlace desde los nodos encargados de
mantener esas palabras. El vecindario de supresio´n se calcula utilizando la me´trica edit-distance.
De esta forma, para realizar una bu´squeda, se calcula el vecindario de supresio´n de las palabras
a buscar y se consultan los nodos encargados de ellas, para luego decidir cuales resultados son
relevantes. Este me´todo claramente impone una sobrecarga tanto en las inserciones como en
las consultas.
[9] propone armar un diccionario con las palabras ma´s frecuentes (llamado Fusion Dictionary
Diccionario Fusio´n DF) que registre las palabras que aparecen con una frecuencia mayor a un
umbral. El mecanismo utilizado es eliminar de las consultas aquellas palabras que aparecen en
el DF, con lo que se pueden eliminar las largas listas de documentos de los nodos que manejan
palabras muy frecuentes. De esta forma, no solo se alivia al nodo que administra una palabra
frecuente, sino que tambie´n las bu´squedas son ma´s precisas, dado que en las consultas solo se
utilizan palabras poco frecuentes. El me´todo se basa en que so´lo algunas palabras del lenguaje
son muy frecuentes, con lo que mantener este diccionario es barato.
[10] sugiere utilizar k funciones hash diferentes para separar los peers en grupos. Usando
mu´ltiples hashes cada palabra es balanceada entre un conjunto de nodos en el sistema, con
una pequen˜a superposicio´n entre diferentes conjuntos de nodos, lo cual logra un buen balance
de carga en te´rminos de tra´fico y de almacenamiento de claves, as´ı como tambie´n hacer las
bu´squedas resistentes a las fallas.
Adema´s de las distintas soluciones que utilizan ı´ndices invertidos, se propusieron algunas
alternativas, como [11] que propone un mecanismo donde se particiona el ı´ndice por documentos
entre grupos, y a su vez se particiona el ı´ndice por palabras entre los nodos dentro de un
grupo. Este me´todo busca aprovechar los beneficios de ambos mundos. En [12] se utiliza una
red subyacente con forma a´rbol de sufijos distribuido como una capa intermedia entre la red
subyacente DHT y la red subyacente sema´ntica. Este mecanismo soporta bu´squeda de secuencias
de palabras.
Una alternativa muy interesante es la planteada en [13] donde arman una red lo´gica con
forma de hipercubo por encima de la DHT. Este sistema utiliza hashes de las palabras de un
objeto para setear posiciones en un arreglo de bits (que en un principio solo contiene ceros).
El arreglo calculado se utiliza como el identificador del nodo del hipercubo que almacenara´ el
documento. Para realizar bu´squedas, se calcula el arreglo con los hashes de las palabras a
buscar y se env´ıa el pedido al nodo N correspondiente. Cuando N recibe el pedido, analiza
si contiene documentos para esa bu´squeda, sino, reenv´ıa la consulta a los distintos nodos de
su spanning binomial tree, que es un a´rbol que arma a partir del hipercubo. El fundamento
de esto es que, si el nodo actual no tiene el documento, entonces algu´n nodo en el spanning
binomial tree lo tendra´, dado que estos tienen ma´s bits seteados en sus identificadores (esto es,
tienen documentos con las mismas palabras buscadas ma´s algunas otras). Si bien este sistema
balancea la carga, cada objeto es referenciado por un solo nodo, no genera hots pots y permite
la expansio´n de palabras, es ineficiente a la hora de buscar. Esto se debe a que una consulta
puede requerir buscar en todo el spanning binomial tree, el cual puede ser muy grande si la
cantidad de bits utilizados en el ID es de 10 o ma´s. Adema´s, al utilizar un solo hash por palabra
del objeto y un arreglo de pocos bits para el ID, obtendra´ muchos falsos positivos.
3. Modelo de Sistema Propuesto
Con el sistema de ı´ndices invertidos, gracias al mapeo <palabra, lista de objetos>, es directo
obtener resultados relevantes a partir de palabras incluidas en los objetos deseados, adema´s
Figura 2: Presenta un ejemplo donde se desea publicar el archivo llamado “Redes P2P”. El peer
genera los hashes de las palabras “Redes” y “P2P”, y adema´s calcula el hash del archivo. Este
nodo luego inserta metadatos en los nodos encargados de esas palabras, como as´ı tambie´n la
informacio´n de ubicacio´n.
asegura que se encontrara´ el objeto, si es que este existe. Otros me´todos, a diferencia de este,
requieren pasos adicionales (como por ejemplo, recorrer un a´rbol) para obtener los objetos
deseados. Adema´s, algunos limitan el nu´mero de nodos a recorrer, lo cual puede ocasionar que
el objeto no se encuentre.
Como en la red Kad, en MamUSHkA, existen metadatos e informacio´n de ubicacio´n. Los
metadatos son identificados por el hash de una palabra, contienen informacio´n del archivo (como
los tags ID3 de los mp3) y un puntero al nodo con la informacio´n de ubicacio´n del archivo.
La informacio´n de ubicacio´n, mantiene punteros a los nodos con el archivo real. El nodo que
guarda la informacio´n de ubicacio´n, se elige a partir del hash del archivo fuente. De esta forma,
archivos de igual contenido pero que difieran en nombre, sera´n referenciados como un mismo
archivo. En la Figura 2 se puede observar un ejemplo de este mecanismo.
En este paper, objeto, documento y archivo, sera´n utilizadas indistintamente. Adema´s se
utilizaran las siguientes definiciones:
. CPB es el Conjunto de Palabras a Buscar.
. DPF es el Diccionario de Palabras Frecuentes. Un diccionario creado a partir de
las palabras populares. Se explica en detalle en la Seccio´n 3.2 Balance de Carga.
. Superllave es la palabra elegida para iniciar la bu´squeda. A partir de su hash se halla el
nodo que administra la lista de objetos asociados a ella. La forma de elegirla se debe a la
popularidad de las palabras, esto es, se utiliza como Superllave alguna de las contenidas
en el CPB que no aparezcan el en DPF.
Si bien las ventajas de los ı´ndices invertidos son muy importantes, hay inconvenientes que
deben ser solucionados para mejorar el sistema. A continuacio´n presentaremos propuestas que
solucionan dichos inconvenientes.
Figura 3: Un bloom filter donde se calculan cuatro funciones hash por palabra.
3.1. Sobrecarga
Este inconveniente surge debido a que en una consulta con k palabras se necesitan las
respuestas de k nodos, donde cada respuesta contiene muchos documentos que luego sera´n
descartados al hacer la interseccio´n. El movimiento de tantos datos sobrecarga la red, y la
operacio´n de interseccio´n consume demasiados recursos.
Para evitar la sobrecarga, MamUSHkA elimina la necesidad de consultar a k nodos, utili-
zando un sistema donde la consulta es enviada a solo uno de los nodos. El mecanismo se basa
en obtener la key a partir del hash de la Superllave, y enviar el pedido con todas las palabras
al nodo N encargado de dicha key. N recorre su lista de documentos en busca de resultados que
contengan todas las palabras y los retorna.
Para mejorar la bu´squeda que debe realizar N, se utilizan bloom filters calculados a partir
de informacio´n del objeto, como nombre de archivo y/o etiquetas.
Un bloom filter es una estructura de datos eficiente en espacio que es usado para testear si
un elemento es miembro de un conjunto. Los falsos positivos son posibles, pero no los falsos
negativos. Mientras ma´s elementos se agregan al bloom filter, ma´s falsos positivos puede haber.
Un bloom filter vacio´ es un arreglo de bits de m bits, todos seteados a 0. Tambie´n debe
haber k funciones hash diferentes, cada una de las cuales mapea un elemento a una de las m
posiciones del arreglo.
Para agregar un elemento, se calculan los k hashes para obtener k posiciones en el arreglo,
estas posiciones se setean a 1. Ver Figura 3.
Para consultar si un elemento esta´ incluido, se calculan los k hashes del elemento para
obtener k posiciones en el arreglo. Si alguno de los bits en estas posiciones es 0, entonces el
elemento no esta´ en el conjunto, caso contrario, el elemento podr´ıa estar. Que los bits en las k
posiciones este´n seteados a 1 no implica que el elemento pertenezca al conjunto, debido a que
la insercio´n de otros elementos pudo haber seteado los bits en esas posiciones.
El nodo mantiene una tabla (Figura 4) indexada por la cantidad de unos u que tiene un
bloom filter. Cada entrada de la tabla contiene la lista de bloom filters con u cantidad de unos,
esta lista esta´ ordenada nume´ricamente (tomando el bloom filter como un nu´mero) de mayor a
Figura 4: Una tabla de bloom filters donde se utilizan 5 bits para el arreglo. La frase a buscar
generan el bloom filter 01011 que tiene tres unos y representa el nu´mero 11 en decimal. La
bu´squeda se inicia en la entrada 3 de la tabla (debido a los tres unos del bloom filter) y se
examinan los valores 11001 (25), 10101 (21) y 01011 (11), de los cuales, solo se retornara´ el
documento asociado a 01011 que coincide en todos sus unos. Como se observa, el valor 00111
(7) no se examina, debido a que 7 es menor que 11. La bu´squeda continu´a en las entradas 4 y
5 de la tabla, de las cuales, solo se retorna el archivo asociado a 11111 (31)
menor.
Cuando N recibe un pedido de insercio´n (el cual incluye el metadato, el bloom filter y
la informacio´n de locacio´n), este examina el bloom filter contando la cantidad de unos para
obtener la entrada de la tabla, donde se encuentra la lista en la que debe ser insertado. La
posicio´n en la lista donde se insertara´ el bloom filter depende del valor nume´rico de e´ste.
Las consultas pueden ser simples o espec´ıficas. Las simples solo incluyen el CPB. Las es-
pec´ıficas, adema´s incluyen para´metros (como artista, a´lbum, etc) que restringen los resultados.
Cuando el pedido es de consulta, el nodo calcula el Bloom Filter BFc a partir del CPB y
se cuenta la cantidad de unos del BFc para hallar la entrada de la tabla correspondiente. Se
recorre la lista y se examinan los bloom filters BFl cuyos valores nume´ricos son mayores al de
BFc. El examen consiste en hacer un AND entre BFl y BFc, y comparar este resultado con
BFc. Si son iguales, quiere decir que BFc esta´ incluido en BFl, por lo tanto es un resultado a
devolver.De la misma forma se deben recorrer las listas de las entradas de la tabla cuya cantidad
de unos sea mayor a la cantidad de unos del BFc.
En las bu´squedas espec´ıficas, adema´s de hacer un AND entre BFl y BFc, se examina que
los para´metros adicionales coincidan con los para´metros de los metadatos asociados al bloom
filter.
El fundamento detra´s de este mecanismo es que un documento contiene las palabras busca-
das si su bloom filter tiene seteado en uno al menos las mismas posiciones que el bloom filter
de la consulta.
Debido a que la forma de indexar la tabla es por cantidad de unos, las listas de cada entrada
tendra´n valores cuyas posiciones de bits seteados a uno pueden diferir con el valor buscado,
y dado que un bloom filter BFc esta´ contenido en otro BFl si y solo si el valor nume´rico de
BFc es menor al de BFl (porque si un filtro contiene a otro, quiere decir que posee unos en al
menos las mismas posiciones o en ma´s, lo que da como resultado un nu´mero ma´s grande), solo
se examinan los BFl cuyo valor nume´rico sean mayores que el de BFc.
3.2. Balance de Carga
La frecuencia de las palabras (la cuenta de apariciones de palabras en objetos) varia enor-
memente. La distribucio´n t´ıpicamente sigue la ley de Zipf, lo que significa que algunas palabras
aparecen muy seguido mientras algunas otras, aparecen raramente. Esto genera hot spots, no-
dos que son consultados muy frecuentemente, y con grandes listas de objetos, para las cuales se
debe destinar gran espacio de almacenamiento; adema´s, procesar estas listas es ma´s complejo,
debido a que el esfuerzo es proporcional al taman˜o de la lista.
Para aliviar la carga de consultas en los hot spots, se utiliza un Diccionario de Palabras
Frecuentes (DPF ). El DPF es una estructura de datos distribuida, en el cual, cada nodo
puede registrar palabras frecuentes. Cuando un nodo descubre que la cantidad de documentos
que tiene asignados una palabra supera un valor preestablecido u, este agrega la palabra al
DPF. El contenido del diccionario es replicado y propagado entre los nodos de la red. Cada
nodo mantiene un DPF local que perio´dicamente intercambia mensajes de actualizacio´n con los
DPF s de los vecinos. De esta forma, despue´s de un per´ıodo de tiempo bien definido, el registro
de una palabra k sera´ propagado a todos los nodos de la red.
Aunque mantener este diccionario parezca costoso, no lo es realmente, ya que la ley de
Zipf demuestra que solo una pequen˜a fraccio´n de las palabras son muy comunes y deben ser
insertadas en el DPF. Debido a esto, una vez que la red se estabilice, la insercio´n de palabras
en el DPF sera´ muy espora´dica.
Para realizar una consulta, se elige una de las palabras del CPB que no se encuentre en el
DPF. Esta palabra se denominara´ Superllave. La idea detra´s de esto es evitar consultar a nodos
que manejan palabras populares, que de otra forma ser´ıan sobrecargados con consultas. De
esta forma, adema´s, se consultan nodos con listas de objetos ma´s pequen˜as, lo que disminuye
el tiempo de respuesta.
Mientras una palabra no sea declarada popular, esta es administrada por un solo nodo N,
el cual acepta inserciones y consultas. Cuando el nodo advierte que una palabra P es popular
(se supera un limite L de documentos), la ingresa en el DPF. A partir de aqu´ı, las inserciones
y consultas son tratadas de manera diferente.
Para que la lista de documentos en N no continu´e creciendo hasta un ma´ximo U (U > L,
ver Figura 5), las inserciones son repartidas entre k nodos. Para esto, se consideran k hashes
distintos de la misma palabra (entre ellos esta´ el hash H que se utiliza normalmente). Esto es,
cuando un nodo desea insertar un documento que contiene P, este elige al azar una funcio´n
hi de entre k funciones hash disponibles. Para la eleccio´n de este hi se tendra´ en cuenta que
H tenga menos probabilidades de ser elegida. Lo que se busca es que se realicen la mayor´ıa
de las inserciones en nodos que no sean N, pero seguir insertando espora´dicamente en ese
nodo, debido a que su carga se ira´ aliviando a medida que los objetos que este mantiene vayan
desapareciendo de la red. Si alguno de estos nodos ya contiene U documentos, entonces no
aceptara´ ma´s inserciones, por lo que el nodo que desea insertar, debera´ elegir un nuevo hash
para insertar el documento en alguno de los k-1 restantes.
Si se deben realizar consultas de palabras populares (algo que no sucedera´ a menudo por
lo explicado anteriormente), se debera´ consultar a los k nodos involucrados para obtener todos
los resultados. Con esto, adema´s de no saturar a un nodo con una lista enorme, se logra que
las consultas sean procesadas ma´s ra´pido gracias a que sera´n llevadas a cabo en paralelo por
los k nodos.
Figura 5: Aqu´ı se observan los l´ımites L y U. Cuando un nodo se encuentra en la zona 1, este
acepta insercio´n de metadatos; cuando el l´ımite L es superado y se entra en la zona 2, cada
vez que el nodo recibe un pedido de insercio´n, este acepta e inserta el metadato, pero avisa al
nodo que inicio´ el pedido de que se encuentra en la zona 2. Cuando el nodo supera el l´ımite U
y entra en la zona 3, este deja de aceptar inserciones.
3.3. Solo bu´squedas exactas
La estructura de ı´ndices invertidos usando hash de palabras no permite buscar palabras mal
escritas o con errores ortogra´ficos. Este problema se debe a que las bu´squedas no se realizan por
palabras sino por hash de palabras, y por definicio´n, dos hash aplicados a palabras similares,
dara´n resultados totalmente distintos.
Definimos palabra inexacta como aquella que no expresa lo que el usuario desea, ya sea por
errores ortogra´ficos, de tipeo o por desconocimiento (por ejemplo cuando no se conoce como se
escribe el nombre de un artista).
Para la solucio´n propuesta se utiliza un Diccionario de Palabras Locales (DPL), que
se va construyendo con la informacio´n de los objetos insertados. Esto es, al llegar un pedido
de insercio´n al nodo, se extraen el nombre y las etiquetas del objeto, y se insertan aquellas
palabras que au´n no pertenezcan al DPL.
El mecanismo utilizado para permitir bu´squedas con palabras inexactas es iniciar la bu´sque-
da de forma normal, es decir, hallar el nodo encargado de una Superllave. Cuando la consulta
llega al nodo, e´ste verifica que las palabras del CPB pertenezcan al DPL, las que no esta´n
incluidas se intentan corregir y se arma un nuevo CPB. Luego de este chequeo, la consulta
continuara´ como se describio´ en secciones anteriores, pero utilizando el nuevo CPB.
La correccio´n de palabras se logra utilizando un algoritmo basado en la distancia Levensh-
tein, tambie´n conocida como edit distance, que es una me´trica para medir la cantidad de di-
ferencias entre dos palabras. Esta diferencia esta´ dada por el mı´nimo nu´mero de operaciones
necesarias para transformar una palabra en otra, donde las operaciones son insercio´n, borrado
o sustitucio´n de un cara´cter, y transposicio´n de dos caracteres.
El algoritmo genera el conjunto de palabras que se encuentran a una distancia d de la
palabra a corregir, de este conjunto descarta las que no pertenezcan al DPL y entre las restantes
selecciona la de mayor frecuencia. Con una alta probabilidad la palabra elegida sera´ la que se
deseaba. Este algoritmo es la base de los correctores ortogra´ficos utilizados por Google, Office,
Mozilla, etc.
De esta forma, si se cometieron errores ortogra´ficos o no se conoc´ıa el nombre con exactitud,
igualmente, con una gran probabilidad, se retornaran los resultados que se deseaban encontrar.
En caso de que la Superllave sea inexacta, el nodo NC asociado a esta, muy probablemente,
no contendra´ objetos con dicha Superllave, a no ser que las palabras del objeto deseado tambie´n
este´n mal escritas. En esta situacio´n, NC retornara´ un mensaje “posible inexactitud”. Al recibir
este mensaje, se realiza nuevamente la bu´squeda eligiendo una nueva Superllave de entre las
palabras restantes del CPB. Este proceso continu´a hasta que el mensaje recibido sea distinto a
“posible inexactitud”, se hayan utilizado todas las palabras del CPB como Superllave, u ocurra
un error.
Con este mecanismo, si al menos una de las palabras del CPB es correcta, probablemente
se obtendra´n resultados deseados.
3.4. Unico Punto de Falla
Un objeto que contiene las palabras w1, w2, ..., wn, crea entradas por cada palabra, lo
que significa que la informacio´n acerca del objeto esta´ repetidamente guardada en n lugares
diferentes.
A pesar de que un objeto es indexado desde mu´ltiples lugares, cada palabra sigue siendo
manejada por un solo nodo. Cualquier falla del nodo negara´ todas las consultas que involucran
esa palabra.
MamUSHkA esta pensado para implementarse sobre una red subyacente que provea redun-
dancia, como por ejemplo Kademlia, donde los valores son almacenados en varios nodos (k de
ellos) para permitir que los nodos entren y salgan y au´n as´ı tener los valores disponibles en
algu´n nodo. Cada cierto tiempo, un nodo que almacena un valor explorara´ la red para encontrar
los k nodos ma´s cercanos a un hash dado y replicara´ el valor en ellos.
4. Conclusio´n y Trabajos Futuros
Hemos presentado un sistema de bu´squeda basado en una estructura de ı´ndices invertidos,
aprovechando sus ventajas y agregando mecanismos para solucionar sus problemas. Con estas
mejoras se logra aliviar la carga de los nodos que manejan palabras populares (Hot Spots),
disminuir la carga en la red, acelerar la bu´squeda de resultados dentro del nodo y agregar
inteligencia a esta.
Con el DPF se trata de evitar consultar a nodos NP que administran palabras populares, no
tomando como Superllave a una palabra que pertenezca al DPF. De esta forma, las bu´squedas
estara´n ma´s repartidas. Adema´s, distribuyendo las listas de objetos de los NPs entre varios
nodos, se evita sobrecargarlos con inserciones y acelerar las bu´squedas en estos, ya que se
realizaran en paralelo y las listas a recorrer sera´n ma´s cortas.
Con el formato de consulta a un solo nodo se disminuye la carga en la red y se elimina la
necesidad de intersectar las listas de objetos de los nodos que manejan cada palabra del CPB.
Utilizando Bloom Filters, se disminuye el trabajo que debe realizar un nodo para encontrar
resultados correspondientes a las consultas, por lo tanto se disminuye adema´s el tiempo de res-
puesta. El mecanismo utilizado permite tambie´n devolver objetos que contengan ma´s palabras
que el CPB.
Gracias al DPL y al algoritmo de correccio´n de errores, se an˜ade inteligencia a la bu´squeda,
intentando adivinar lo que el usuario quiso buscar, en el caso de que alguna/s palabra/s de la
consulta no se encuentre en ningu´n objeto.
El proyecto se esta´ comenzando a implementar en el simulador PlanetSim [14, 15], el cual
fue elegido despue´s de considerar diversos simuladores, entre ellos PeerSim [16], OverSim [17]
y GPS [18]. Las caracter´ısticas ma´s destacadas de PlanetSim son su muy buena divisio´n en
mo´dulos, lo cual facilita el entendimiento y la implementacio´n de aplicaciones; el proveer una
fa´cil transicio´n del co´digo de simulacio´n al co´digo de una implementacio´n real, y poseer una
buena documentacio´n.
Ya se cuenta con una implementacio´n de bloom filters, y del corrector ortogra´fico, el cual
es un co´digo en java [19] adaptado del co´digo en python original provisto por [20] La base de
datos que se utilizara´ para realizar las pruebas es Netflix [21], una base de datos de pel´ıculas
con 17.770 t´ıtulos de pel´ıculas.
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