ABSTRACT In this paper, a new ordinary differential equation numerical integration method is successfully applied to various mathematical branches such as partial differential equation (PDE) boundary problems, PDE initial-boundary problems, tough nonlinear equations, and so forth. The new method does not use Jacobian, so it can handle very large systems, say the dimension N = 1 000 000, or even larger. In addition, we give a very simple accelerating convergence approach for the linear algebraic equations arising from linear PDE boundary problems. All the numerical results show that the new method is very promising for super large scale systems.
I. INTRODUCTION
In the literature of numerical calculation, if a system has the dimension N = 10,000, it is usually called large scale system. In this paper we will handle the systems which have the dimension N = 1,000,000, so we refer to it as ''Super Large Scale System''. These problems are created from many mathematical branches, practical sciences, and engineering areas. Among these sources, the numerical solution of partial differential equation (PDE) is a typical representative.
The discrete approximation for PDEs mainly has three approaches: 1) Finite difference method [1] , [2] . This is the most traditional method, however, up to today it is still widely used in various fields and a lot of parallel algorithms have been developed. 2) Finite element method [3] . Compare with the finite difference method it is more general and powerful in its application to problems that involve complicated physical geometry and boundary conditions. 3) Finite volume method. It is widely used in many computational fluid dynamic problems [4] , [5] .
In this paper, it is impossible to involve such a wide range of subjects. We only study the nonlinear equations, formed by finite difference method, use our algorithm to show its capabilities. When we confront a large system, probably at the same time, face an ill-conditioned system. For example, consider the numerical solution of the Dirichlet problem:
−u xx − u yy = 0 0 < x, y < 1 for the unit square R with boundary B subject to the boundary condition u(x, y) = f (x, y) ∈ B. Using uniform mesh x i = ih, y j = jh, h = 1/N , we get the finite difference approximation:
This is a linear equation for 1 ≤ i, j ≤ N − 1, it can be written as
where A is (N −1) 2 ×(N −1) 2 matrix. For N = 30, 100, 1000, the condition numbers of A are 364, 3000, 4 × 10 5 , respectively.
For super large scale nonlinear equations, the Jacobian is a 10 6 × 10 6 matrix. All the methods related to Jacobian will meet severe difficulty. The fixed iteration method, which does not relate to Jacobian, but as we pointed in [6] , is equivalent to an explicit ODE Euler method. However, for a large scale stiff system, it still cannot work.
All the explicit ODE methods, including the P(EC) m scheme of implicit methods, only have a very small stability region, this feature strictly limits the step size within a very narrow interval, so none of them is suitable as a tool to solve the nonlinear equations.
In [7] we developed a set of explicit ODE integration methods, among them the methods with order = 1,2, possess very large stability region, in the direction of the real axis, which can be extended to infinite point. This fact might raise doubts, an explanation can be found in [8] .
Just based on this fact -explicit ODE method with very large stability region -we can use it as a tool to handle a variety of large scale systems: stiff equations, linear algebraic equations, nonlinear equations, and so on.
II. THE ALGORITHM DESCRIPTION
In [7] we gave a set of ODE numerical integration methods, among them the 1-st order method was very suitable to solve nonlinear equations. In [6] a derivation of this method has been given.
In this paper we just give a description of this 1-st order method and describe how to apply this method to solve nonlinear equations.
For nonlinear equations F(x) = 0, we consider the differential equations initial value problem:
Our ODE integration method can be written as following:
Here Z 0 = hF(X 0 ), > 0 is a parameter, h is the step size,
The basic idea using the ODE method to solve a nonlinear equation is that the solution of the nonlinear equation F(X ) = 0 can be interpreted as a steady or equilibrium point of the dynamical systemẊ = F(X ).
We know that nonlinear equations +F(X ) = 0 and −F(X ) = 0 are equivalent, but for dynamical systemṡ X = +F(X ) andẊ = −F(X ) are entirely different. Only when ∂ ∂x (+F(X )) < 0 or ∂ ∂x (−F(X )) < 0 the dynamical system can have equilibrium point. That is to say, the ODE method is allowed to solve F(X ) = 0, F(X ) must satisfy halfplane condition and must choose a proper sign ''+'' or ''−''. Usually, in optimization area, ∂/∂xF(X ) is recognized to be positive definite, so in [8] the algorithm was written as:
In order to strengthen comprehension for our method we give a comparison as following: The existing pseudo transient continuation methods can be written as
It is clear that when δ n → 0 the algorithm is close to explicit Euler method, when δ → ∞ the algorithm is close to Newton method. Various algorithms adopt different strategies for controlling δ n . All these algorithms require the solutions of linear equations, so we refer them as implicit methods. Now let us see what happens in our method. Consider at the node point n+2. If ε = h, we have ω = 1/2 and
So we can get conclusion that for node point n + 2, the value of u 0 n+2 is given exactly by the explicit Euler method. That is to say for ε = h our method is equivalent to the explicit Euler method. This fact has been proven by a lot numerical results.
When ε → ∞ our algorithm is close to the implicit Euler method, which has a very large stability region. For model equationẋ = λx, the stability region includes the whole hλ-plane but a disk with center (1, 0) and radius 1. For this implicit method, the PEC scheme turns it into explicit method. So our method is named as EXPLICIT PSEUDO-TRANSIENT CONTINUATION by C. T. Kelley and Li-Zhi Liao [8] . Adjusting parameter ε we can still get very large stability region. So the ε plays a very important role for the stability. This is why our method differs from traditional ones: It is explicit, but has a very large stability region.
As we pointed in section I, the 2-nd order method (Trapezoidal rule), which had been developed in [7] , also has a very large stability region, but it is not L-stable [9] p. 236. However the 1-st order implicit Euler method for model equatioṅ x = λx, which can be expressed as x n+1 = 1/(1 + hλ)x n . When hλ → ∞, 1/(1 + hλ) → 0, this means it is L-stable. For large step size, x n+1 will be towards zero quickly, so we can expect a fast convergence rate for our iterative process.
III. THE IMPLEMENTATION OF THE ALGORITHM AND THE STEP CONTROL STRATEGY
So far we have not developed an adaptive program which can automatically choose parameter and step size h. Since our method is able to use in many different numerical calculation areas, each area should have a different adaptive program to satisfy the special needs.
For example, in optimization area the differential equatioṅ
is said to have gradient structure. By chain rule we have
It demonstrates the analysis solution X (t) makes the f (X (t)) decrease in Euclidean norm as t increases. So many existing adaptive programs ask to check if the inequality f (X n+1 ) < f (X n ) holds or not. In our method we take the step size so large that it will produce very large local error, the numerical solution X n may go far from analysis solution X (t n ), so in our program, checking the inequality is not necessary.
Our experience is that if only the sequence of points {X n } keeps within the attraction domain of the equilibrium point X * , the norm of F(X ) is allowed to have some extent of oscillation. Sometimes the oscillation may be very violent, the difference of the norm may reach as high as five magnitude order, after a while the oscillation disappears, the sequence {X n } progresses towards the X * while F(X ) is decreasing. So we just need to take measure to avoid overflow and restrict amplitude of the oscillation within a limit, say, in the process we don't allow F(X n+1 ) > 10 4 F(X n ) , if this case occurs, we reduce the step size by a proper proportion.
For stiff ODEs not only the steady state but also the transient process is to be concerned. So the strategy of step size control is totally different from the strategy adopted by a nonlinear solver. It should control truncation error when you want to increase the step size.
In the linear case in [10] we have discussed how to choose the parameters and h, and got some results. It can be utilized as a reference for nonlinear case, but using these results, we need to possess the knowledge of the spectrum of the Jacobian. This may raise some new troubles, unless someone who engaged in some special areas and have a deeper understanding of the system.
As a general and simple strategy, we propose the following way: Separate the calculation into several stages, at the beginning, the F(X ) is relatively large, so taking smaller step size h 1 , in process of time, when F(X ) < Tol1, we enlarge step size h and repeat the above procedures until F(X ) < Toli, the stopping condition satisfied for certain Toli.
Another important thing is that we replace dynamical equa-
Despite the Jacobian does not appear in our algorithm, its property still has an important effect on the calculation. Taking the measure, divided by D(X ), we can deliver the following benefits: 1) Concentrate the widely distributed eigenvalues of the Jacobian on a smaller region, which can speed up convergence greatly. 2) Help us to choose the parameter . If the Jacobian of the system is diagonal dominant, choosing = 0.5 will be very reasonable. Implicit methods are usually adopted for PDEs boundary and initial value problems. If Newton method is used, how to solve the linear equations will be an important subject. No matter direct or iterative methods, for moderate systems the preconditioning skill is required, this will increase complexity greatly. The large or very large systems, evoke a rapid development of parallel algorithms. For dense matrix LU factorization, for symmetric matrix Cholesky factorization, various parallel algorithms have been proposed. For parallel iterative methods, there are Jacobi, Gauss-Seidel, SOR iteration ( [11] , [12] ) as well as preconditioned conjugate gradient (PCG). Apart from these traditional methods' parallel algorithms, the parallel multi-splitting iterative methods have been developed. Among all these methods, the Jacobi iteration is easiest to implement, but it is recognized as less efficiency. We will see our method is powerful and is as simple as the Jacobi iteration for nonlinear equations. So it should be the most suitable for parallel calculation among all nonlinear solvers.
In order to avoid the difficulty for solving linear equations, people turn their attention to the explicit PDEs algorithm. Since 1980's Evans and Abdullah published a series of explicit algorithms for parabolic equations (e.g. [13] , [14] ) to meet the requirement of parallel calculation.
Ours is even more suitable for parallel calculation, when compared with all those methods and other existing methods. Here's another thing which is worth to mention. For regular spatial domain the 1,2,3-dimension problems, our method has the same simplicity, this unusual feature makes our method to be very efficient for handling High-Spatial-Dimension problems.
IV. THE RESULTS

A. PDE BOUNDARY VALUE PROBLEM
It is well known, the nonlinear PDE Boundary Value Problem is an important source of the large and super large scale nonlinear equations. For example, a three space dimension PDE boundary value problem, if each spatial direction has 100 mesh point, it will produce 1,000,000 dimension nonlinear equations. It will be a hard task for any existing method to handle it.
In order to show the capability of our method, we construct an artificial problem as our example 1:
Obviously, u(x, y, z) = e xyz satisfies the above equation. We use the 2nd order centered finite differences to form the discrete equation. On the boundary of the domain = [0, 1] 3 , we take the values of e xyz as the boundary value and mesh width HB = 1.0/101.0. Then a boundary value problem was formed, which comprises 1,000,000 dimension nonlinear equations. Because in our method the Jacobian is not needed, we can directly use 3-dimension array U (102, 102, 102) to write our code. The values of x = 0, 1, y = 0, 1, z = 0, 1 are VOLUME 1, 2013
given by
We use R(I , J , K ) to express discrete F(X ), which appears in our algorithm, then we get the discrete equation:
The diagonal entries of the Jacobian are composed of two terms, one is -6, another contains the squares of HB. The latter is relatively very small as compared with the former, so we take (-6) as the diagonal entries to form the diagonal matrix D, which is approximately the diagonal matrix of the Jacobian. The iteration initial values are U (I , J , K ) = 0.5, I , J , K = 2, 3, . . . 101. If we take norm of R as our stopping criteria, only the Inf. Norm = Max 1≤i≤N |R i | is reasonable, since our system is so large, despite every |R i | may be very small, the Euclidean norm can be still very large.
Single precision is good enough for our calculation, as compared with any direct method, for a moderate dimension system, the double precision is necessary.
After the iteration finished, we calculate the difference between analytic solution and our iteration solution, and refer to the maximum of the absolute values as a measure of approximation and denotes it by Max Error.
Considering the existence of discretization error, we take R < 10 −5 as our stopping condition. At beginning R = 0.6496 × 10 1 . We separate the iterative process into six stages, for each stage using h i and Toli as the step size and terminating condition, the intermediate results can be found in Table 1 . Where NFE denotes the Number of Function Evaluation. The only comparable method is the classical fixed point iteration. As we pointed in [6] , it is equivalent to explicit Euler method with step size h = 1.0. We test this method, the results show when R < 10 −5 it needs 12,240 function evaluations (NFE = 12,240) and Max Error = 0.3068 × 10 −2 .
We attempt to enlarge step size h = 1.1, but overflow happens. From the data above NFE = 620, 12240, the expense of our method is only 1/19 of the classical one.
If we want to get higher accuracy solution, using double precision and smaller tolerance, say Tol = 10 −9 , after 1753 function evaluations (NFE = 1753), we have Max Error = 0.2486 × 10 −6 .
B. PDE INITIAL-BOUNDARY VALUE PROBLEM
For u(t, x, y, z), we consider the following equation:
Obviously u = 1 + e −αt (sin x + sin y + sin z) satisfies the above equation. In domain [0, π] 3 , we construct an initialboundary value problem:
First, we discretize only the spatial variables, leaving time variable continuous, thus we obtain an ODEs initial value problem.
If 7-point approximation and 100 interior points in each space direction are used to discretize the (u xx + u yy + u zz ), the mesh width HB = π/101.0, we get our example 2 a linear constant coefficient ODEs initial value problem as following:
Among them the boundary values are known functions:
The initial values:
According to [15] p. 269, using forward difference method (explicit Euler method) to integrate this equation, the step size h should satisfy h ≤ HB 2 /6α. This inequality means the spectral radius ρ of the coefficient matrix is 2/HB 2 /6α. Based on the analysis of [10] , our ODE method should choose < (4/3)(1/2)(HB 2 /6α), then for any h, 0 < h < ∞, our method is stable.
For α = 10, the results of example 2 are listed in Table 2 where we use the error of u(t, 52, 52, 52) as a representative to give a general idea of the accuracy of our calculation. NFE has the same meaning as example 1. The interval of integration is [0, 1], at the end point the error is 0.3128 × 10 −4 .
For explicit Euler method if we take h = HB 2 /6α, then (ρh) will be at the margin of the stability region. In order to obtain better stability we take h = 0.9 × HB 2 /6α. The results are listed in Table 3 From Table 2 and 3 we can see that at the beginning of the integration, our method has a larger local error; at the end of the integration interval, our method has less accumulated error. This phenomenon shows our method can quickly get into a steady state.
C. LINEAR PDE BOUNDARY VALUE PROBLEM
In order to compare our ODE method with restarted GMRES(m), [16] we consider the following 2-dimensional PDE boundary value problem in the domain [0, π] 2 .
Obviously, U (x, y) = sin x sin y satisfies the equation. We discretize the differential equation by normal 5-point formula with the uniform mesh width HB = π/501, then for the interior mesh point ((I − 1)HB, (J − 1)HB)(I , J = 2, 3, . . . , 501) the function values U (I , J ) = U ((I − 1)HB, (J − 1)HB) comprise a system of linear equations L(U (I , J )) = 0 with dimension = 250,000. The boundary point values are merged into right hand items. In our case they are all equal to zero.
The rest arguments are similar as those in the example 1. We omit them, just list the results of both algorithms in Table 4 If we put the stopping condition Inf. Norm <1D-7, we get more accurate results: 1) Our ODE method: Max Error = 0.114459 × 10 −2 NFE = 2704, time consuming = 785 2) GMRES (50): Max Error = 0.103391 × 10 −2
Number of restart = 152, time consuming = 2266 Compare the four data of time consuming, 557/1504, 785/2266 the proportion of both is about 1/3. Despite our ODE method does not need Jacobian, too many function evaluations are still a defect, especially when the function F(X ) includes many elementary functions. For this example, which is just the case. The function F(X ) includes many elementary functions of sine and cosine, so the function evaluation will be very time consuming. On the other hand the Jacobian is very simple. Based on these two facts, we will give an accelerating convergence approach. This approach is related to inexact Newton method [17] . It seems strange, the inexact Newton method is used for nonlinear equations, and using any iterative method as a tool to solve the linear equations.
However, it does not matter! We recognize the linear equation AX = b as a nonlinear equation F(X ) = −AX + b = 0.
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Then combining any iteration with inexact Newton method as following:
1) Giving Newton iteration initial value X 0 , calculating F(X 0 ) = −AX 0 + b. We have known the Jacobian = −A, so we get the linear equation A X = F(X 0 ) 2) For the linear equation A X = F(X 0 ), put the iteration initial value X 0 = 0.0 3) Write the initial residual norm ||R( X 0 )|| = ||A X 0 − F(X 0 )|| = R 0 . 4) Using any iteration method to solve X , the iteration stopping condition is R n /R 0 < 0.1, here R n = ||R( X n )|| = ||A X n − F(X 0 )||, we get X n 5) Return to main program and calculate the revised value of X : X 1 = X 0 + X n 6) Check inequality ||F(X 1 )|| < Tol, if it holds, then end the iteration, otherwise X 1 ⇒ X 0 , GO TO 1). In this example, the Jacobian −A does not need to be formed. In fact, we can neglect the entries which are related to the 1-st order derivatives U x , U y . This is because all of them includes a factor HB. They are very small compared with entries related to 2nd order U xx , U yy . After simplification, the Jacobian is just a 5-line band matrix, with diagonal entries 4 and off-diagonal entries −1. So every matrix-vector multiplication only needs N scalar multiplications and 4N subtractions. In this example the ''inexact'' has dual meanings, one is inexact iterative accuracy, the other is inexact Jacobian.
For our ODE method, the step size h is determined by the magnitude of ||F(X )||. The details are as following:
If ||F(X )|| > 1, then h = 2. From the data above, we can see that the linear iteration number is 9082, it seems too large comparing with 1906 which is on the last row of Table 4 , the result of non accelerating method, but the time proportion is 268/557. That is to say, despite our new approach needs more iterations, the work amount of each iteration is greatly less than non accelerating method and can get a very accurate solution.
For GMRES (50), we still use simplified 5-line band Jacobian in the inner GMRES iteration. The results are listed in the Table 7 . From the data above the inexact (ODE) method performs best, but this is just one example, and can be used as a general method with additional work in the near future.
Compare with the results of 1) and 3), if we set the stopping condition as ||F|| < 10 −4 , a further promising results are as following:
5) inexact NT (ODE) (with Tol = 10 −4 ) NT iteration 5 time consuming 63 Max Error = 0.403872 × 10 −2 That is to say, it has the same accuracy as 1), but the time consuming proportion is 63/557 ≈ 1/9. 
D. GENERALIZED BROWN ALMOST LINEAR PROBLEMS
In [6] we solved a tough equation, Brown almost linear problem for N = 100. Can we enlarge the dimension N from 100 to 1,000,000? For the first (N − 1) linear equation, there is no problem, the difficulty occurs in the last nonlinear equation
We generalize this problem by the following way:
For N = 1, 000, 000
The initial values are x i (0) = 0.5. The solution to be searched is
After 36 iterations, we have the following results:
Inf. Norm of f (X ) = 0.6060 × 10 −5 .
E. NONSYMMETRIC LINEAR PROBLEM
Consider the following nonsymmetric linear problem, dimension N = 1,000,000, linear equation Ax = B, here For initial x i (0) = 50.0, we cannot make ||f || < 10 −6 .
We set Tol1 = 1.0, Tol2 = 10 −2 , Tol3 = 10 −4 , h 1 = 0.1, h 2 = 0.2, h 3 = 0.3.
After 11 iterations, the Inf. Norm of f = 0.8103 × 10 −4
x i = 0.9999999999 i = 1, 2, . . . , 999996
x 999997 = 0.9999999173 x 999998 = 1.0000012498
x 999999 = 0.9999943524 x 1000000 = 1.0000075451.
V. CONCLUSION
In this paper we have shown the efficiency of our method by 5 examples. Especially for example 5, a non-symmetric linear equations with dimension N = 1,000,000, we got the exact solution by only 9 function evaluations. As for example 4, it is large (dimension = 1,000,000) and is also a tough one (with a nonlinear 100th degree), we handled it without any trouble. Examples 1, 2, and 3 are related to partial differential equations. This area is a main source for large scale systems problem. Many mathematical models of practical science and engineering problems were described by PDE, so how to solve these equations efficiently is of very important significance. A general point of view is that the implicit methods are more efficient than explicit methods, but when the system is very large, parallel computation should be taken. The program of parallel algorithm of implicit method is hard to be coded. So people turn their attention to developing new explicit methods to satisfy the needs of parallel computation. Our method is the simplest one among those explicit methods. All the variables in formula appear in vector form and each component of F(x) can be calculated independently. In this paper we did not involve hyperbolic equation. We hope we can continue our research for this equation in the near future.
