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1. INTRODUCTION
Consider the optimal control problem
Minimize g x 1Ž .Ž .
subject to
w xx t s f t , x t , u t a.e. t g 0, 1Ž . Ž . Ž .Ž .Ç
P x 0 s x 2Ž . Ž . Ž .0
x 1 g CŽ .
w xu t g V t a.e. t g 0, 1Ž . Ž .
w xh t , x t F 0 for all t g 0, 1 ,Ž .Ž .
n w x n mfor which the data comprise functions g : R ‹ R, f : 0, 1 = R = R ‹
n w x n w x mR , h: 0, 1 = R ‹ R, and a multifunction V: 0, 1 i R .
Ž .The set of control functions for P is
w x mU [ u: 0, 1 ‹ R : u is a measurable function,
w xu t g V t a.e. t g 0, 1 .4Ž . Ž .
Ž .The state trajectory is an absolutely continuous function which satisfies 2 .
The domain of the above optimization problem is the set of admissible
Ž .processes, namely pairs x, u comprising a control function u and a
Ž .corresponding state trajectory x which satisfy the constraints of P . We
Ž .say that an admissible process x, u is a strong local minimizer if there
exists d ) 0 such that
g x 1 F g x 1Ž . Ž .Ž . Ž .
Ž .for all admissible processes x, u satisfying
‘x t y x t F d .Ž . Ž . L
Necessary conditions for such problems, in the form of a maximum
Ž w x w xprinciple, have been known for many years. See 6 , 8 , and also refer-
w xences to the early Russian literature in 2 . An informal survey is provided
w x . Žby 5 . Early versions of the necessary conditions typically assert under
.hypotheses the details of which do not concern us here existence of an
absolutely continuous function p, a nonnegative regular Borel measure
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U Žw x .m g C 0, 1 , R , and a scalar l G 0 satisfying
5 5 ‘w xm 0, 1 q p q l ) 0, 4 L
yp t s p t q h s, x s m ds ? f t , x t , u tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Ç H x xž /w .0, t
w xa.e. t g 0, 1 ,
y p 1 q h s, x s m ds g N x 1 q lg x 1 ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .H x C xž /w x0, 1
w x 4supp m ; t g 0, 1 : h t , x t s 0 , 4Ž .Ž .
w x Ž . Ž .and for almost every t g 0, 1 , u t maximizes over V t
u ‹ p t q h s, x s m ds ? f t , x t , u .Ž . Ž . Ž . Ž .Ž . Ž .H xž /w .0, t
Ž .The normal cone N is interpreted later in the article.C
Now consider the case when
h 0, x s 0. 4Ž . Ž .0
Ž Ž .If we assume that h 0, x / 0, this is the case when x lies in thex 0 0
.boundary of the state region. It is easy to see that the necessary condi-
Ž . Ž .tions are satisfied at any feasible process x, u local minimizer or not for
the choice of multipliers
l s 0, m s d , p s yh 0, x . 5Ž . Ž .04 x 0
Here d denotes the unit measure concentrated at the left endpoint. In04
this case then no useful information is supplied about minimizers.
Ž . Ž w xThe case 4 is encountered in certain applications of interest see 4 ,
.for a discussion of this point and there is growing literature on refine-
ments of earlier necessary conditions which assert existence of multiplier
Ž .sets in addition to the trivial one 5 , under a suitable constraint qualifica-
Ž w x w x w x.tion see 1 , 2 , and 4 .
The constraint qualifications involved typically require
inf h t , x ? f t , x , u - 0, 6Ž . Ž . Ž .x 0 0
Ž .ugV t
for t near 0. Loosely speaking, this is the requirement that there exist
control functions pushing the state away from the state constraint bound-
ary.
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A variety of nondegenerate necessary conditions have been derived,
covering problems with nonsmooth as well as smooth data, problems in
which the dynamic constraint involves a differential inclusion, or a differ-
ential equation, and in which the state constraint is formulated as a set
Ž w x w xinclusion as well as a functional inequality. See 1 , 2 , and the references
.therein. A feature of earlier work, treating nonsmooth data, is the need to
impose hypotheses requiring
Ž . Ž Ž ..a the velocity set f t, x, V t is convex,
Ž .b the data are Lipschitz continuous with respect to the time
variable.
w xIn 1 , for example, these hypotheses have an important role in ensuring
the closure of certain sets of functions and that certain perturbation terms
introduced in the analysis can be suitable estimated.
Simple new methods are introduced in this paper for proving nondegen-
erate necessary conditions, based on applying standard necessary condi-
Ž .tions to the optimal control problem P , after an appropriate modification
of the data ``near'' to the left endpoint has been made. Their main
Ž . Ž .advantage is that they are valid even when hypotheses a and b are
violated. The price we pay for reducing the hypotheses in this way is that
Ž .the constraint qualification 6 is replaced by
inf h t , x ? f t , x , u y f t , x , u t - 0Ž . Ž . Ž .ŽŽ .x 0 0 0
Ž .ugV t
Žfor t near 0. Strictly speaking, we shall impose some ``non-smooth''
.uniform version of this hypothesis. A similar hypothesis was imposed in
w x4 . This constraint qualification depends on the strong local minimizer
Ž .x, u and so is not, in general, directly verifiable. However in certain cases
a priori regularity properties of optimal controls permit verification of this
Ž w x.hypothesis see 4 .
We conclude with some definitions. We define the limiting normal cone
kŽ .N x to the closed set C g R at x g C asC
C q 4N x [ lim y : there exist x “ x , M ; R s.t.Ž . ½C i i i
< < 2y ? z y x F M z y x for all z g C .Ž . 5i i i i
The limiting subdifferential of a lower semicontinuous function f : R n ‹ R
 4j q‘ at a point x g dom f is defined as
› f x [ y : y , y1 g N x , f x .Ž . Ž . Ž .Ž . 4epi f
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) Ž .We define also › h t, x to be the following ``hybrid'' partial subdifferen-x
tial of h in the x variable
› ) h t , x [ co j : there exists t , x “ t , x s.t.Ž . Ž . Ž .x i i
h t , x ) 0 ; i , h t , x “ h t , x , and = h t , x “ j .4Ž . Ž . Ž . Ž .i i i i x i i
Throughout, B will denote the closed unit ball and co S the convex hull
of a set S.
2. MAIN RESULTS
There follows a ``nondegenerate'' version of the maximum principle for
Ž .state constrained problems. For the strong local minimizer x, u of inter-
est, the following hypotheses will be invoked. There exists a positive scalar
d X such that:
Ž . Ž .H1 The function t, u ‹ f t, x, u is L = B measurable for each x.
Ž L = B denotes the product s algebra generated by the Lebesgue subsets
w x m .L of 0, 1 and the Borel subsets of R .
Ž .H2 There exists a L = B measurable function k t, u such that
Ž Ž ..t ‹ k t, u t is integrable and
X X5 5f t , x , u y f t , x , u F k t , u x y xŽ . Ž . Ž .
X XŽ . Ž . w xfor x, x g x t q d B, u g V t , a.e. t g 0, 1 . Furthermore there exist
scalars K ) 0 and e X ) 0 such thatf
X X5 5f t , x , u y f t , x , u F K x y xŽ . Ž . f
X X XŽ . Ž . w xfor x, x g x 0 q d B, u g V t a.e. t g 0, e .
XŽ .H3 The function g is Lipschitz continuous on x 1 q d B.
H4 The end-point constraint set C is closed.
H5 The graph of V is L = B measurable.
H6 The function h is upper semicontinuous and there exists a scalar
Ž .K ) 0 such that the function x ‹ h t, x is Lipschitz of rank K for allh h
w xt g 0, 1 .
Reference is also made to the following constraint qualification.
Ž . Ž . Ž .CQ constraint qualification . If h 0, x s 0 then there exist posi-0
tive constants K , e , e , d , and a control u g U such that for a.e.Äu 1
w .t g 0, e
f t , x , u t F K , f t , x , u t F K ,Ž . Ž .Ž . Ž .Ä Ä0 u 0 u
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and
z ? f t , x , u t y f t , x , u t - ydŽ . Ž .Ž . Ž .Ä Ä0 0
) Ž . w .  4for all z g › h s, x , s g 0, e , x g x q e B.x 0 1
Define the Hamiltonian
H t , x , p , u s p ? f t , x , u .Ž . Ž .
Ž . Ž .THEOREM 2.1. Let x, u be a strong local minimizer for P . Assume
Ž . Ž .that H1 ] H6 are satisfied. Assume also that the constraint qualification
Ž .CQ is satisfied. Then there exists an absolutely continuous function p:
w x n0, 1 ‹ R , a measurable function g , a nonnegati¤e Radon measure m g
U Žw x .C 0, 1 , R and a scalar l G 0 such that
w xyp t g co › H t , x t , q t , u t a.e. t g 0, 1 , 7Ž . Ž . Ž . Ž . Ž .Ž .Ç x
yq 1 g N x 1 q l › g x 1 , 8Ž . Ž . Ž . Ž .Ž . Ž .C
)g t g › h t , x t m-a.e.,Ž . Ž .Ž .x
w x 4supp m ; t g 0, 1 : h t , x t s 0 , 10 4Ž . Ž .Ž .
w x Ž . Ž .for almost e¤ery t g 0, 1 , u t maximizes o¤er V t
u ‹ H t , x t , q t , u 11Ž . Ž . Ž .Ž .
and
5 5 ‘xm 0, 1 q q q l ) 0, 12 4 Ž .Ž L
where
¡ wp t q g s m ds t g 0, 1Ž . Ž . Ž . .H
w .0, t~q t sŽ .
p t q g s m ds t s 1.Ž . Ž . Ž .H¢ w x0, 1
Ž .In Eq. 7 › H denotes the limiting subdifferential with respect to the xx
variable.
Of course the main point of interest in these necessary conditions is the
Ž .``nontriviality'' condition 12 which replaces the traditional condition
5 5 ‘w xm 0, 1 q p q l ) 0. 13 4 Ž .L
Notice that the degenerate set of multipliers
l s 0, m ’ bd , p ’ ybzts04
with z g › ) h 0, x and some b ) 0, 14Ž . Ž .x 0
Ž . Ž .satisfies 13 but violates 12 and is therefore excluded.
FERREIRA, FONTES, AND VINTER122
Variants of this theorem are easily proved. For example, a version of the
Ž Ž ..theorem in which the functional inequality state constraint h t, x t F 0 is
Ž . Ž .replaced by a set inclusion x t g X t for some upper semicontinuous
w x nmultifunction X : 0, 1 i R can be derived by expressing this latter
constraint as a functional inequality constraint with
h t , x s d xŽ . Ž .X Ž t .
Ž w x. Ž Ž .and applying Theorem 2.1 cf. 3, Chapter 3 . Here d x denotes theX Ž t .
Ž . Ž . 5 5distance function of the point x to the set X t , d x [ inf x y y :X Ž t .
Ž .4 .y g X t .
Under the stated hypotheses, the theorem excludes one kind of multi-
Ž .plier triviality, namely 14 . However it still allows l s 0. It can be shown
Ž . Ž .that, if we assume x 1 g int C and also strengthen CQ to require the
w xexistence of d ) 0 and e ) 0 such that for a.e. t g 0, 1
z ? f t , x t , u t y f t , x t , u t - ydŽ . Ž . Ž . Ž .Ž . Ž .
) Ž Ž ..  w x Ž Ž .. 4 wfor all z g › h s, x s and s g t g 0, 1 : h t , x t s 0 l t y e , t qx
x Ž .e , then the multipliers l, p, m whose existence is asserted in Theorem
2.1, must satisfy l ) 0. Thus, implicit in Theorem 2.1 is a normal form of
the maximum principle, valid under stronger hypotheses.
3. PROOF OF THE RESULTS
Ž .In what follows we shall assume that h 0, x s 0, since, otherwise, the0
Ž .conditions of Theorem 2.1 cannot be satisfied by the trivial multipliers 5 .
Ž xChoose a g 0, 1 . Consider now measurable functions ¤ , and absolutely
continuous functions x satisfying
¡ w xx t s f t , x t , u t q ¤ t ? D f t , x t a.e. t g 0, aŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ç
x 0 s x ,Ž . 0~SŽ . X w xx t g x t q d B all t g 0, aŽ . Ž .¢ w x 4  4¤ t g 0 j 1 a.e. t g 0, aŽ .
where we define
D f t , x [ f t , x , u t y f t , x , u t .Ž . Ž . Ž .Ž . Ž .Ä
Here u is the control function featuring in the constraint qualificationÄ
Ž .CQ .
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The key idea of the proof is to replace the original control problem by
w xone in which the state constraint is eliminated on 0, a , for arbitrary small
a . The multipliers for this new problem are nondegenerate. We then
obtain a set of multipliers for the original problem by passing to the limit
a x0. Our construction is of such a nature that the limiting multipliers are
nondegenerate.
The following Lemma, 3.1, stated without proof, is a simple consequence
of the hypotheses imposed on the data and standard Gronwall-type esti-
mates.
Ž .LEMMA 3.1. Consider a pair of functions x, ¤ sol¤ing the system of
Ž . Ž .equations S , and x sol¤ing P . There exist positi¤e constants A and B such
that for a small enough
x t y x F AtŽ . 0
t
x t y x t F B ¤ s dsŽ . Ž . Ž .H
0
w xfor all t g 0, a .
The following lemma is of key importance. It establishes that every
Ž .trajectory x associated with the system of equations S satisfies the state
constraint on some initial interval of time.
LEMMA 3.2. By reducing the size of a if necessary we can ensure that
w xh t , x t F 0 for all t g 0, a ,Ž .Ž .
Ž .for all trajectories x sol¤ing system S .
Proof. Choose an a satisfying
d e1
a - min , , e . 18Ž .½ 58 K K A q B AŽ .h f
w xSuppose, in contradiction, that for some fixed t g 0, a
h t , x t ) 0. 19Ž . Ž .Ž .
w xDefine for b g 0, 1
r b [ h t , x t q b x t y x t .Ž . Ž . Ž . Ž .Ž .Ž .
In view of the properties of h as a function of x, r is continuous. We have
also that
r 0 s h t , x t F 0,Ž . Ž .Ž .
r 1 s h t , x t ) 0.Ž . Ž .Ž .
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It follows that the set
w xD [ b g 0, 1 : r b s 0 4Ž .
is nonempty, closed, and bounded. We can therefore define
b [ max b .m
bgD
Ž . Ž xSince r 1 ) 0, we have b - 1. Take any b g b , 1 .m m
Žw x.Applying the Lebourg Mean-Value Theorem 3 , we obtain
h t , x t y r b s z ? x t y x t y b x t y x tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .t
s 1 y b z ? x t y x tŽ . Ž . Ž .t
Ž . Ž Ž . Ž . w Ž .for some z g co › h t, x , and x in the segment x t , x t q b x t yÃ Ãt x
Ž .x. Ž . Ž x Ž .x t . As r b ) 0 for all b g b , 1 , we have that h t, x ) 0, whichÃm
Ž . ) Ž . ) Ž .implies that co › h t, x ; › h t, x . It follows that z g › h t, x .Ã Ã Ãx x t x
Expanding the expression above yields
h t , x t y r bŽ . Ž .Ž .
t
s 1 y b z ? f s, x s , u s q ¤ s D f s, x sŽ . Ž . Ž . Ž . Ž .Ž . Ž .Ht
0
yf s, x s , u s dsŽ . Ž .Ž .
t
F 1 y b z ? ¤ s D f s, x s dsŽ . Ž . Ž .Ž .Htž 0
t
5 5q z K x s y x s dsŽ . Ž .Ht f /0
t
F 1 y b ¤ s z ? D f s, x dsŽ . Ž . Ž .H t 0ž 0
t
5 5q2 K z ¤ s x s y x dsŽ . Ž .Hf t 0
0
t
qK K x s y x s dsŽ . Ž .Hh f /0
t t
F 1 y b yd ¤ s ds q 2 K K At ¤ s dsŽ . Ž . Ž .H Hf hž 0 0
st
qK K B ¤ t dt dsŽ .HHh f /0 0
t
F 1 y b yd q K K 2 A q B t ¤ s dsŽ . Ž . Ž .Ž .Hh f
0
xF 0 for all b g b , 1 .Ž m
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Here we have used the fact that the norm of every element of the
subdifferential is bounded by the Lipschitz rank of the function. In the last
Ž . Ž .two inequalities we have used CQ and 18 .
Ž .Since r is continuous and r b s 0 it follows thatm
h t , x t F 0.Ž .Ž .
Ž .This contradicts 19 . The proof is complete.
 4 Ž .Take a decreasing sequence a on 0, a , converging to zero. Associatei
Ž .with each a the following problem P , in which satisfaction of the statei i
w xconstraint is enforced only on the subinterval a , 1 .i
Minimize g x 1Ž .Ž .
subject to
wx t s f t , x t , u t q ¤ t ? D f t , x t a.e. t g 0, a ,Ž . Ž . Ž . Ž . Ž .Ž . Ž . .Ç i
w xx t s f t , x t , u t a.e. t g a , 1 ,Ž . Ž . Ž .Ž .Ç i
x 0 s x ,Ž . 0PŽ .i
x 1 g C ,Ž .
w xu t g V t a.e. t g a , 1 ,Ž . Ž . i
w 4  4¤ t g 0 j 1 a.e. t g 0, a ,Ž . .i
w xh t , x t F 0 for all t g a , 1 .Ž .Ž . i
Note that we can write the first dynamic equation as
wx t s f t , x t , u t a.e. t g 0, aŽ . Ž . Ž .Ž . .Ç Ã i
where
u t if ¤ t s 0Ž . Ž .
u t sŽ .Ã ½ u t if ¤ t s 1.Ž . Ž .Ä
Ž . Ž .The function u is a measurable function and u t g V t . These factsÃ Ã
combine with Lemma 3.2 to ensure that all admissible state trajectories x
X
‘Ž . 5 Ž . Ž .5for P such that x t y x t - d are contained in the set of admissi-Li
Ž . Ž Ž .. Ž Ž ..ble trajectories of P . Moreover the process x, u, ¤ ’ x, u, 0 for
Ž . Ž .P has a cost identical to that of P . We have proved the followingi
lemma.
FERREIRA, FONTES, AND VINTER126
Ž Ž ..LEMMA 3.3. For each i, the process x, u, 0 is a strong local minimizer
Ž .for P .i
w xNow we apply a strengthened version of the Maximum Principle in 3 to
)Ž Ž .. Ž .the strong local minimizer x, u, 0 for P , in which › h replaces ai
w xcoarser hybrid subgradient used in 3 and the transversality conditions are
expressed in terms of the limiting normal cone and limiting subdifferential
in place of their convex hulls. The modifications to the analysis to achieve
w xthose refinements are indicated in 7 .
Ž .These necessary conditions for problem P assert the existence of ani
w x narc p : 0, 1 ‹ R , a measurable function g , a nonnegative Radon mea-i i
U Žw x .sure m g C a , 1 , R , and a scalar l G 0 such thati i
5 5w xm a , 1 q p q l ) 0, 4i i i i
¡co › p t ? f t , x t , u tŽ . Ž . Ž .Ž .Ž .x i
wa.e. t g 0, a .i~yp t gŽ .Çi co › p t q g s m ds ? f t , x t , u tŽ . Ž . Ž . Ž . Ž .Ž .Hx i i iž /ž /w .a , ti¢ w xa.e. t g a , 1i
y p 1 q g s m ds q l j g N x 1 ,Ž . Ž . Ž . Ž .Ž .Hi i i i i Cž /w xa , 1i
Ž Ž ..where j g › g x 1 ,i x
)g t g › h t , x t m -a.e.,Ž . Ž .Ž .i x i
w x 4supp m ; t g a , 1 : h t , x t s 0 , 4Ž .Ž .i i
w . Ž .  4  4for almost every t g 0, a , ¤ t s 0 maximizes over 0 j 1i
n ‹ n p t ? f t , x t , u t y f t , x t , u t , 28Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .Äi
w x Ž . Ž .and for almost every t g a , 1 , u t maximizes over V ti
u ‹ p t q g s m ds ? f t , x t , u . 29Ž . Ž . Ž . Ž . Ž .Ž .Hi i iž /w .a , ti
It remains to pass to the limit as i “ ‘ and thereby to obtain a set of
nondegenerate multipliers for the original problem.
Without changing the notation, we extend m as a regular Borel measurei
w xon 0, 1
w x w xm B s m B l a , 1 for all Borel set B ; 0, 1 .Ž . Ž .i i i
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w x w xExtend also g , originally defined on a , 1 , arbitrarily to the interval 0, 1i i
as a Borel measurable function.
Žw ..With these extensions, noting that m 0, a s 0, we can writei
yp t g co › p t q g s m ds ? f t , x t , u tŽ . Ž . Ž . Ž . Ž . Ž .Ž .Ç Hi x i i iž /ž /w .0, t
w xa.e. t g 0, 1
By scaling the multipliers we can then ensure that
5 5 5 5p q m q l s 1.i i i
The multifunction › ) h is uniformly bounded, compact, convex, and hasx
 4  4a closed graph. As p is uniformly bounded and p is uniformlyÇi i
wintegrally bounded, we can arrange by means of subsequence extraction 3,
xThm. 3.1.7, Prop. 3.1.8 that
p “ p uniformly, g dm “ g dm weakU , l “ l, j “ j ,i i i i i
where m is the weakU limit of m , g is a measurable selection ofi
) Ž Ž .. Ž Ž ..› h t, x t m a.e., and j g › g x 1 . To obtain j we have used the factx
Ž Ž ..that › g x 1 is a compact set.
Ž . Ž . Ž . Ž .It follows that the conditions 10 , 12 , and 7 for problem P are
Ž Ž .. Ž .satisfied and as N x 1 is closed 8 also holds.C
w xConsider the set S s a , 1 _V , where V is a null Lebesgue measurei i i i
w x Ž .set in a , 1 containing all times where the maximization of 29 is noti
achieved at u. We can then write
p t q g s m ds ? f t , x t , uŽ . Ž . Ž . Ž .Ž .Hi i iž /w .a , ti
F p t q g s m ds ? f t , x t , u t ,Ž . Ž . Ž . Ž . Ž .Ž .Hi i iž /w .a , ti
Ž .for all t g S and for all u g V t .i
Ž xNow consider the full measure set S s 0, 1 _D V . Fix some t in S.i i
Then for all i ) N, where N is such that a F t we haveN
p t q g s m ds ? f t , x t , uŽ . Ž . Ž . Ž .Ž .Hi i iž /w .0, t
F p t q g s m ds ? f t , x t , u tŽ . Ž . Ž . Ž . Ž .Ž .Hi i iž /w .0, t
Ž .for all u g V t . Applying limits to both sides of this inequality we obtain
Ž .11 .
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Ž .At this point we have established that the set of multipliers p, m, l ,
Ž .obtained as a limit of the subsequence p , m , l satisfies the necessaryi i i
Ž .conditions of optimality for the original problem P .
Finally, we verify
5 5 ‘xm 0, 1 q q q l ) 0. 30 4 Ž .Ž L
In view of the constraint qualification, there exists a constant d ) 0 such
w .that, for all i and for a.e. t g 0, a ,i
z ? f t , x , u t y f t , x , u t - yd ,Ž . Ž .Ž . Ž .Ä0 0
) Ž . w .  4for all z g › h s, x , s g 0, e , x g x q e B.x 0 1
Suppose, in contradiction, that
5 5 ‘xm 0, 1 q q q l s 0. 4Ž L
Ž .Since l, m, p / 0, we must have
l s 0,
m s bd ,04
p t s ybz for some b ) 0 and z g › ) h 0, x .Ž . Ž .x 0
Ž .The constraint qualification CQ implies
wyp t ? D f t , x s bz ? D f t , x - ydb a.e. t g 0, a .Ž . Ž . Ž . .0 0 i
Ž .On the other hand the maximization condition on ¤ 28 implies that
wp t ? f t , x t , u t y f t , x t , u t F 0 a.e. t g 0, a . 33Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . .Äi i
Expanding this last expression we can write
p t ? D f t , x tŽ . Ž .Ž .i
s p t ? D f t , x q p t y p t D f t , xŽ . Ž . Ž . Ž . Ž .Ž .0 i 0
q p t D f t , x t y D f t , xŽ . Ž . Ž .Ž .i 0
G db y 2 K p t y p t y 2 K x t y x p tŽ . Ž . Ž . Ž .u i f 0 i
G db y 2 K p t y p t y 2 K At p tŽ . Ž . Ž .u i f i
5 5By the uniform convergence of p , we can make p y p - e for anyi i
e ) 0 of our choice provided we choose a sufficiently large i. Moreover
5 5p F 1.i
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It follows that
p t ? D f t , x t G db y 2 K e y 2 K Aa ) dbr2 ) 0Ž . Ž .Ž .i u f i
Ž . Ž .if e - dbr 8 K and a - dbr 8 K A .u i f
Ž . Ž Ž .. w .So, we would have p t ? D f t, x t ) 0 for a.e. t s 0, a contradictingi i
Ž . Ž .Eq. 33 . We deduce 30 .
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