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ABSTRACT 
The equivalence in exact arithmetic of the Lanczos tridiagonalization procedure 
and the conjugate gradient optimization procedure for solving Ax- b, where A is a 
real symmetric, positive definite matrix, is well known. We demonstrate that a 
relaxed equivalence is valid in the presence of errors. Specifically we demonstrate 
that local e-orthonorrnality of the Lanczos vectors guarantees local e-A-conjugacy of 
the direction vectors in the associated conjugate gradient procedure. Moreover we 
demonstrate that all the conjugate gradient relationships are satisfied approximately. 
Therefore, any statements valid for the conjugate gradient optimization procedure, 
which we show converges under very weak conditions, apply directly to the Lanczos 
procedure. We then use this equivalence to obtain an explanation of the Lanczos 
phenomenon: the empirically observed “convergence” of Lanczos eigenvalue proce- 
dures despite total loss of the global orthogonality of the Lanczos vectors. 
1. INTRODUCTION 
In this paper we demonstrate an underlying mechanism which provides a 
plausible explanation for the “Lanczos phenomenon.” The Lanczos eigenele- 
ment algorithms in Cnll~ and Willoughby [l-3], Edwards, LicciardeIlo, 
and Thonless [4], and van Kats and van der Vorst [5, 61, are based upon this 
phenomenon, which we now describe. 
Let A be a real, symmetric matrix of order n. The Lanczos tridiagonahza- 
tion uses the Lanczos recursion (Lanczos [I, Paige [8]) for i = 1,2,. . . : 
(1) 
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where 
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u,=Random vector, (]ur]) = 1, u,=O, 
to generate symmetric tridiagonal matrices T, with diagonal entries q, 
1 < i Gm, and superdiagonal entries pi + r, 1 <i <m - 1. 
THE LANCZOS PHENOMENON. For large enough m every distinct eigen- 
value of A is an eigenvalue of T,. 
Theoretically, the Lanczos vectors generated by (1) and (2) are globally 
orthonormal. However, in practice, global orthogonality can be lost rather 
quickly. Paige [g-11], analyzes the convergence of eigenvalues of T, to 
eigenvalues of A. In [9] he demonstrated that the initial loss of global 
orthogonality is caused by the convergence of some eigenvalue of T,. He 
then used this result to demonstrate that some eigenvalue of T, must 
converge by m = n. He then showed that converged eigenvalues of T, were 
eigenvalues of A. In [9] he stated that this proof could be extended to prove 
the convergence of more eigenvalues. However, an extension of this argu- 
ment that could explain the Lanczos phenomenon is not obvious. In [ 111 
Paige again considered the question of convergence of the eigenvalues of T,, 
but the analysis was restricted to m < M, where M is the smallest value of m 
by which some eigenvalue of T, has converged. In [8] he gave an example of 
the Lanczos phenomenon on a very small matrix. 
Implementations of Lanczos tridiagonalization procedures for computing 
eigenelements include, among others, Paige [9], Lewis [12], Cullum and 
Donath [13], Golub and Underwood[l4], Newman and Pipano [15], Parlett 
and Scott [16], and the algorithms in [l], [2], [3], [4], [S], [S]. With the 
exception of Paige [9], arguments justifying the use of Lanczos tridiagonali- 
zation in eigenelement computations (see in particular Ghan and Parlett 
[17]) have been based upon projection arguments that relate the tridiagonal 
matrices T, generated by the recursions (1) and (2) to the representation of 
the given matrix A in a Krylov subspace. These arguments require global 
orthogonality relationships between the Lanczos vectors generated. Global 
orthogonality can be maintained only by some type of reorthogonalization of 
the ~anczos vectors. These arguments cannot be extended to explain the 
empirically observed Lanczos phenomenon. It should be noted that for the 
Lanczos phenomena to occur (see Lewis [12]), it is necessary to preserve 
local near-orthogonality of the Lanczos vectors. Paige [lo] has demonstrated 
that typically local orthogonality is preserved. 
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In this paper we demonstrate an underlying mechanism which provides a 
plausible explanation of the Lanczos phenomenon. We give an interpretation 
to the Lanczos tridiagonalization procedure which extends naturally to 
m > n, the order of the given matrix. This demonstration utilizes some ideas 
from optimization theory. In particular we consider the conjugate gradient 
optimization procedure for solving 
Ax=b (3) 
where A is a positive definite symmetric matrix. This procedure generates 
iterates x,, m = 1,2,. . . , that successively minimize the error f(x) = (X - 
x*)‘A(x - x*)/2, where Ax* = b along directions p,,,, m = 1,2,. . . , generated 
by the procedure. In exact arithmetic convergence to r* must occur in not 
more than n steps. However, in practice errors that are introduced can 
forestall convergence until m is larger than n. 
We know from Polak [18, p. 331, for example, that optimization proce- 
dures can be very forgiving in the sense that for a given function f(x), 
convergence can still occur even though the direction of movement from xi 
to x,, i is other than the direction specified theoretically and even though the 
step along each direction is not to the minimum off along the direction. We 
will exploit this robustness. 
The equivalence in exact arithmetic of the conjugate gradient procedure 
as applied to (3) and the Lanczos tridiagonalization procedure is well known 
(see Householder [19]) and is frequently referenced (see Paige and Saunders 
[20] and Reid [21] for example). We will say that two procedures are 
equivalent if when we are given quantities that satisfy the relationships in 
one of these procedures, we can define a correspondence that specifies 
uniquely all the quantities needed for the other procedure and these speci- 
fied quantities satisfy all the required relationships of the second procedure. 
Thus, in exact arithmetic any properties of the conjugate gradient procedure 
are immediately applicable to Lanczos tridiagonalization and vice versa. In 
practice of course errors are introduced. The arguments in [19] do not 
extend to this case. 
Paige [lo] has given an error analysis of the practical Lanczos tridi- 
agonalization procedure. We use some of his results to demonstrate relation- 
ships between the Lanczos tridiagonalization and the conjugate gradient 
optimization applied to (3) w h en errors are present. We consider only a one 
way relationship. Given quantities generated by Lanczos tridiagonalization, 
we use them to specify quantities in an associated conjugate gradient 
iteration. We then demonstrate that these specified conjugate gradient 
quantities satisfy the conjugate gradient relationships approximately, and in 
fact that the associated errors x,,, - x* converge to zero as mtco. This 
convergence is then used to demonstrate a possible mechanism for the 
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observed Lanczos phenomenon. The analysis assumes that the primary errors 
in the Lanczos tridiagonalization can be represented adequately by errors in 
the orthonormality of the Lanczos vectors. Roundoff errors introduced in 
computing the associated conjugate gradient quantities are ignored. 
In Sec. 2 we describe these two procedures briefly. Given quantities 
generated by the Lanczos tridiagonalization recursions when they are ap- 
plied to a positive definite matrix, we use them to specify quantities in an 
associated conjugate gradient iteration. 
In Sec. 3 we demonstrate that if local near-orthonormality of the Lanczos 
vectors is maintained (and Paige [lo] has demonstrated that it typically is), 
then the associated conjugate gradient quantities defined in Sec. 2 satisfy the 
conjugate gradient relationships approximately. 
In Sec. 4 we then demonstrate that in fact the associated conjugate 
gradient iterates converge as m?co, even though only local near-A-conjugacy 
is achieved and the associated line minimizations are inexact. The arguments 
in Sets. 3 and 4 utilize an assumption on the variations in the residuals, 
rr z -Ax, + b, generated in the associated conjugate gradient procedure. 
Empirically this assumption seems to be a natural one; theoretical arguments 
justifying it are more difficult. Examples are given. 
In Sec. 5, given the Lanczos quantities generated by (1) and (2), we use 
the convergence of the associated conjugate gradient iterates to demonstrate 
that for large enough m every distinct eigenvalue of the original matrix A 
must be a near-zero of appropriately scaled characteristic polynomials of the 
Lanczos tridiagonal matrices T,. This scaling normalizes these polynomials 
to 1 at 0. This result does not constitute a proof of convergence of Lanczos 
tridiagonalization procedures without reorthogonalization. It merely provides 
a plausible explanation for the observed Lanczos phenomenon. The robust- 
ness of the conjugate gradient optimization procedure provides a controlling 
influence on the development of the Lanczos tridiagonalization as long as 
local near-orthonormality of the Lanczos vectors is maintained. 
In Cullum and Willoughby [l-3], a Lanczos algorithm without reortho- 
gonalization for computing eigenelements of large symmetric matrices Was 
developed. The identification test for selecting the eigenvalues of I” that are 
“Spurious,” or not related to A, was first suggested by examining the 
preceding equivalence relationships to determine what quantities could be 
significant; see [l], [2] for details. This test was subsequently verified 
empirically. The convergence achieved in practice (see [I], [2]) fits well with 
the observed convergence properties of conjugate gradients. Initially the 
Lanczos eigenvalue procedure computes one eigenvalue from each “cluster” 
of eigenvalues in A. If the eigenvalues of A are uniformly distributed, then 
typically by m= n all eigenvalues are being approximated, and for slightly 
larger m convergence occurs. For portions of the spectrum that are on the 
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average uniformly distributed, m = 2n or 3n is typically sufficient to achieve 
convergence. The individual eigenvalues in clusters converge more slowly. 
Also in Sec. 5 we use the Lanczos tridiagonalization-conjugate gradient 
correspondence developed in Sec. 2 to 4 to provide an argument for 
convergence of the Lanczos procedure SYMMLQ for solving Eq. (3) given in 
Paige and Saunders [20], This argument requires A > 0 and simultaneously 
provides an argument for the convergence of the related procedure (Kaplan 
and Gray [22]) f or computing elements in the inverse of a matrix A. 
2. DESCRIPTIONS OF THE PROCEDURES 
The Lanczos tridiagonalization recursions (Lanczos [7], Paige [S]) are 
given in (1) and (2), and we restate them here for convenience. Let ui be a 
unit vector, & = 0. Vectors vi, i = 1,2,. . . ,m, are generated using 
P i+1u~+1=AUi-cr,Ui-P,Ui-1, (1) 
where 
There are several theoretically equivalent formulas for the scalars cri and 
/3, in (2). Paige [8, lo] discusses these equivalences and the effects of 
roundoff errors on the Lanczos vectors generated using different formulas for 
LY, and &. The formulas in (2) are recommended in [S]. The sign of pi+ i is 
irrelevant; we take &+ i <O. We let e,,, denote the m-vector whose mth 
component is 1 and whose other components are 0. 
The matrix version of (1) is 
AV,= LTm+Pn,+,u.n+d~ 
where T, is the symmetric tridiagonal matrix of order m with T,(i, i) = (Ye 
and T,(i,i+l)=/$+,. As stated earlier, in exact arithmetic the Lanczos 
vectors V, = (vi,. . . , u,) are orthonormal and T, = VZAV, is the projection 
of A onto the space sp{ V,} spanned by V,,,. In practice, however, these 
vectors are not globally orthogonal. Global orthogonal@ is lost when eigen- 
values of T, converge, (Paige [9]). Local near-orthogonality, however is 
maintained [9]. In particular, for each i, 
u, T ?I/= Eii, UiTUi =1+ &;, l<]i-ii<./, l<i<j<m, (5) 
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where e,( is small, .si i+ i is bounded by a ratio which depends directly upon 
the spectral norm of A and inversely upon pi + i, and bounds on the sii vary 
inversely with products of the &. 
The Lanczos procedure does not require positive definiteness; however, 
we will need it for the conjugate gradient constructions, so we include it in 
the following assumption. 
ASSUMPTION 1. Unless otherwise stated, A is a real, symmetric, positive 
definite matrix of order n with q distinct eigenvalues hi <A, < . . . <X9. The 
starting vector u1 used in the Lanczos recursion has a nonzero projection on 
each eigenspace of A. 
ASSUMPTION 2. For all i, 1 &+,I >/3* >O, and for all i, for some J > 1 the 
&ii in (5) are “small” for i such that 1 < 1 i - 11 <J. 
Paige [ll] has also proved the following important inclusion, which we 
use repeatedly in the subsequent discussion. Let 4”’ denote the eigenvalues 
of T,, pL;n < . . . < c, and let A,, = hs and hmin = Xi denote respectively the 
largest and the smallest eigenvalues of A. Furthermore, let 6 denote the 
relative precision on the computer being used. Paige assumes that the 
eigenelements of T, can be computed without error. 
THEOREM 1 [ 111. For each m the eigenvalues 
satisfy 
/+“’ of T,, l<j<m, 
h - m5/2u62 < pim < A,, + m5/2u82, ml* (6) 
where 
S, E ti max(BS,, a,), 6,s(7+ca)& S,+Z+4)S, 
c = maximal number of nonzero elements in any row of A, 
COROLLARY 1. Zf hmin > M5/2uS2, then each T,,, for m = 1,. . . , M is 
positive definite. 
The analysis in Paige [9, 111 ignored terms in 6 k, k > 2, so slightly higher 
values would be needed to make (6) totally rigorous. In the following 
discussions we will require Assumption 3. 
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ASSUMPTIQN 3. Each T,,, is positive definite. 
The conjugate gradient optimization procedure (Hestenes and Stiefel 
[23]) uses recursion formulas that seem very different from (1) and (2). This 
procedure is iterative and successively minimizes 
T=A-‘T 
fb) = --y- 9 where r= -Ax+ b, 
along a line x = xi + spi through the current iterate xi. The directions pi are 
generated from the residuals (gradients) r, by the recursion 
where the scalar 
Yi = - PiTA + I/ PiTAPi (9) 
is chosen to make p, + 1 A-orthogonal (A-conjugate) to the previous direction 
of movement. The step S, along pi is chosen to minimize f on the given line. 
For convenience we define q = l/s,. Since f is a quadratic function, 
coi = piTApi/piTri, 
and furthermore, since Xi + 1= Xi + pi/u,, 
(11) 
In exact arithmetic, Eqs. (8)-(10) guarantee that the P,,,= (p,, . ..,p,,,) are 
A-conjugate for any m <q, the number of distinct eigenvalues of A; and 
termination (convergence) occurs with rm = 0 for some m < q + 1. 
We want to relate these two procedures so that we can use the robust- 
ness of the minimization procedure to provide a possible explanation of the 
observed Lanczos phenomenon. We define the following correspondence 
between the two procedures. Let Lanczos vectors uti and scalars ‘Y~ and &+l, 
1 <i <m, be generated using (1) and (2). Then for each i, define scalars wi 
and y, as the unique solution of 
‘yr+l=oi+l+y,oi, w1=a1, &+I= -ujq, yj=u;. (12) 
No assumption is made concerning the relationship between m and n. The 
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equations (12) in matrix form are 
T,= L,D,L,T, (13) 
where D, denotes the diagonal matrix with D,(i,i) = q, and L, is the lower 
bidiagonal matrix with L,,( i, i) = 1 and L,(i + 1, i) = - a,. Thus, the wi are the 
pivots of T, obtained in performing Gaussian elimination on T,. Since A > 0, 
we have by Assumption 3 that oi > 0. Recall that only I& + 1 1 is defined by (2) 
and we chose /3,+ r < 0. Therefore ai > 0. Thus, using (12) we can make the 
additional definitions 
Pi+l’ uiPi with pi=1, (14) 
Au,=Pi+ioi+i+aioi, (15) 
Pi=&% and ri =piui. (16) 
ASSUMPTION 4. In the following discussions we will ignore the roundoff 
errors incurred in solving Eqs. (12), (14), (15), and (16). Moreover, we assume 
that the effects of the errors due to roundoff in the Lanczos recursions are 
well represented as losses in the orthogonality of the Lanczos vectors. These 
losses become significant only as the eigenvalues converge. 
We let R = (rr, . . . , r,,,), P = ( p,, . . . ,p,,J, and V= (vi,. . . , u,,,), and similarly 
for the scalars y = (yl, . . . , y,), etc. This completes the definition of the 
correspondence. In exact arithmetic this correspondence coincides with the 
one defined in Householder [19]. 
We have used the optimization version of the conjugate gradient recur- 
sions instead of a related three term recurrence (see Rutishauser [24]) 
typically utilized in the numerical algebra literature. The main objective of 
our discussion is to provide a plausible explanation of the empirically 
observed convergence of Lanczos eigenvalue procedures with no reortho- 
gonalization of the Lanczos vectors. When viewed as an optimization 
procedure, the conjugate gradient procedure provides a natural interpreta- 
tion for allowing m > n and for requiring only local near-orthogonality of the 
Lanczos vectors. Local near-orthogonality will yield local near-A-conjugacy 
of the associated directions pi and rough approximations to the line minimi- 
zations. In Sec. 4 we show that these are sufficient for convergence of the 
norms of the residuals. That is, pi+0 as iToo. 
In Sec. 3 we demonstrate that local near-orthogonality of the Lanczos 
vectors is sufficient to guarantee that the associated conjugate gradient 
quantities defined in Sec. 2 satisfy approximately the conjugate gradient 
relationships if we make the following additional assumption. 
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ASSUMPTION 5. There exists an R such that the norms pi of the con- 
jugate gradient residuals associated with the Lanczos vectors and scalars 
satisfy 
pi/pi -G R for all i>i. (17) 
3. APPROXIMATE A-CONJUGACY AND LINE MINIMIZATION 
We want to demonstrate that if the Lanczos vectors are locally nearly 
orthonormal, then the directions p, defined in Eqs. (15) and (16) are locally 
nearly A-conjugate. Moreover, we want to demonstrate that the q and yi 
defined in (12) approximately satisfy Eqs. (9) and (10). Also Eq. (8) is 
satisfied approximately. Once we have demonstrated that all of these con- 
jugate gradient relationships are satisfied approximately, we will be able to 
demonstrate the convergence of the associated conjugate gradient residuals 
pi defined in (14). 
First we make a few comments about Assumption 5. In tests on several 
examples where we first computed the Lanczos quantities using (1) and (2) 
and then used Eqs. (12) and (14) to compute the associated pi, we observed 
the following. The norms pi varied nonmonotonically as i increased, but the 
variation was controlled in the sense of (17) where R was relatively small. 
For example, for A, a Poisson matrix of order n = 528 with zero boundary 
conditions, with m = 4n any R > 2.52 satisfies (17). For AN a Poisson matrix 
of the same order with zero normal derivative boundary conditions, with 
m =4n any R > 7.25 satisfies (17). For details on the construction of these 
matrices see [2]. We note also that A, is diagonally dominant, in the sense 
that the diagonal elements are positive, the off diagonal elements are 
nonpositive, and each row sum is nonnegative, but the T,,, are not diagonally 
dominant. Neither one of these matrices satisfies the hypotheses of Lemma 2 
given below. 
If in fact the T, are uniformly diagonally dominant, so that 
‘Yi-)piI_Ipi+II~6i>6*>0, (18) 
then we have the following theorem which says that piJO is itoo. 
THEOREM 2. Let A be a positive definite, real symmetric matrix. Use 
the recursions (1) and (2), and then construct corresponding conjugate 
gradient quantities using the correspondence defined in (12), and (14)-(16). 
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Then if (18) is satisfied, 
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I Pi+ll 
4+1<~i+1<Lax and - C0.<l_3 @i I wi (19) 
and 
Proof First we prove ui < 1 for each i. From (13) we have that the w, 
are the pivots of T, and therefore are positive. Define vi by 
where pi is defined by (14). Substituting in the definitions (12) and (14) and 
rearranging, we obtain 
3, 1-a. l-U*_, ni=oi L -_o._ ___ 
Pi Pi ' l pi-1 . 
Note that p1 = 1 and 6, = (Ye - I /&I = wr(1 - ur). Summing over i, we obtain 
Therefore 0 <a, < 1. From (12) we have 
Using the uniform dominance (18) we get 
By (12) we have O<CJ~+~<LY~+~<~~~, so the first part of (19) is established. 
From w, (1 - ui) > $ and (12), we have the second half of (19). The monotonic 
convergence of the pi follows immediately from (14) and (19). n 
Thus, we have convergence of the associated conjugate gradient proce- 
dure whenever the T, are uniformly diagonally dominant. We have already 
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noted that A being diagonally dominant does not guarantee that T,,, is 
similarly dominant. 
Theoretically for a given ui and any shift 7, A and A + ~1 generate the 
same Lanczos vectors, the &+ 1 are identical, and the ai differ by 7. In 
practice the pj + i can change significantly with shifts. We can show however 
that if local near-orthonormality of the Lanczos vectors is maintained 
(Assumption 2), then for any T > 0 and i GM for reasonable M, 
for some 8, slightly larger than 1, and some 6’s slightly smaller than 1. l/Alla is 
the spectral norm of A. Therefore if we let T > W,, -A,,, and use A + 71 
instead of A, we obtain T, that are uniformly diagonally dominant over all 
m. Shifting A however can decrease the accuracy achievable at any m. We 
want arguments that work directly with A. 
One way of interpreting Assumption 5 is as follows. Define 
and bk+l= I Pk+ll 
GGz’ 
Then 
BY (12) 
gk+l=l-bk2+1/&. g,=l. 
(21) 
(22) 
So for a given i and i, [. - * ] in (22) is purely a function of the bk. We can 
prove the following lemma for any positive definite matrix A. Here as 
elsewhere we incorporate the errors in the Lanczos recursions only through 
their effect on the losses in orthogonality of the Lanczos vectors. 
LEMMA 1. Urwkr Assumptions 1, 3, and 4, 
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Proof. By Assumption 1 and Eq. (12), O<~~+i<a~+i, so O<gk+,<l 
and g,= 1. From (23), 
%+1=&P-&+1)’ 
so 
i-1 j-l 
II b,p+l=&(l_&)k=~+l&(l-gL). 
k=i 
(25) 
But the function h(x) = x(1 - x) has a maximum of i on the interval [0, 13. 
Using this in (25), we get 
;jjb:+l<g(l-q,(;)i-i-‘, 
I 
which yields (24). H 
Lemma 1 tells us that without any additional assumptions nf_i bk+l 
decreases at least as fast as Z(i)i. To achieve (17) we would need a 
corresponding lower bound on the a. We can prove the following unsatisfy- 
ing lemma. 
LEMMA 2. Under Assumptions 1,3, and 4, if 
b,<l/fi and b,<i for k>2, 
then 
(26) 
(27) 
Proof By (23), gs > d. If we assume gk > i for some k, then (23) and (26) 
immediately imply that & + i > f . (27) follows immediately. n 
We note that (27) is not equivalent to diagonal dominance. It is, 
however, much too stringent. Obviously, it is not necessary that every bk + 1 
be less than a. The product may grow temporarily as 1 is increased, as long 
as it has a corresponding shrinkage in a nearby neighborhood. This type of 
behavior was observed in practice. 
THE LANCZOS PHENOMENON 75 
The condition (17) was chosen because the quantities pi/p, appear 
repeatedly in the arguments used to show that the conjugate gradient 
relationships are approximately satisfied. It should be emphasized that (17) is 
not very restrictive and is in no way equivalent to assuming that pi-O. For 
example if we take pzi + i = 1 and pZ1 = 2, then the ratios in (17) are bounded 
by 2, but obviously the pk do not converge to anything. 
Using (17) we first demonstrate the near-A-conjugacy of the directions pi 
defined in (15) and (16). In this discussion and in alI succeeding ones we 
require Assumptions l-5. Notationally, the arguments simplify if we use the 
vectors u, and vi instead of pi and rim Recall that u4 and ui are respectively pi 
and r,, normalized by pi s 11 ri11. 
We introduce the following definitions because they occur frequently in 
the proofs of the theorems and lemmas that follow. Define 
F,adi[&i(l-ujy+(&;-&E;+Jui], (28) 
G,++l(+2R, (29) 
H,=l+(i-l)R2, (30) 
‘i zmax(lEiI* 141~ l’i+Il) and Af=max(Ai, l< i <i). (31) 
We have set 
By Assumptions 1 and 3, O<w, <LY~ <A,,. By Assumption 5 [see (17)], 
]I-u;]+Zu,<G,,. Thus, 
We now state the one step conjugacy result. 
THEOREM 3. Under Assurnptiuns l-5, with J= 1 in (5), the successive 
directions in the associated conjugate gradient correspondence are nearly 
A-conjugate. Specifically, 
The proof of Theorem 3 utilizes several intermediate results, which we 
give separately as lemmas because they are used in more than one proof. 
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LEMMAS. Under Assumptions l-4, the ui defined in (15) satisfy 
ui+1=ui+1 + ait& or V=ULZ. (34) 
Proof. From (15) and (2), 
Aui+l =Pi+24+2+~i+19+1 
=AUi+l+(wi+l-~i)ui+1_Pi+lui. 
Using (12) and then (15), we obtain (34). n 
LEMMA 4. Under Assumptions 1-4 with J= 1, for each i > 1, the 
quantities a, and ui defined in (12) and (15) from the Lanczos quantities 
satisfy 
uiTAui + 1 - ~,a,_ luiTAui__ 1 = Fi. (35) 
Proof. From Lemma 3, 
ui+l -uiui_lUi-l=ui+l + UiUi. 
Thus, the left hand side of (35) equals uFAui + 1 + ai uTAvi. If we then use (15) 
to replace Au, and apply (5), we get (35). W 
LEMMA 5. Under Assumptions l-4 with J-1, 
u,TAu, = F,. (36) 
Proof. From (15), (2), and (12), u1 = ol. Therefore, (34) yields 
u&~=uZTZ)~+U~E~ and u$~=E~+u~(~+E;). (37) 
But from (2), 
u,TAu, = &u;u, + C&U,. 
Using (37) in this expression, we obtain (36). 
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Now we prove Theorem 3. 
proof of Theorem 3. Set yk = ~+?Au~+~/p~p~+ 1. Then from Lemma 4, 
Fk 
Yk-Yk-l=- 
PkPk+ 1 ’ 
Summing from k=2 to k = i, and using the fact from Lemma 5 that 
y,= F,/p,p,, we have that 
~i’Au~+~= (38) 
By (17) we have 
Using this with the bound on 4 in (32), we obtain the desired result (33). n 
Observe that Theorem 3 used only nearest neighbor orthogonahty of the 
Lanczos vectors. If in Assumption 5, we let J > 1, then the near-A-conjugacy 
extends to J steps. We state this in Theorem 4. 
THEOREM 4. Under Assumptions l-5 with J B 1, any J successive 
directions in the conjugate gradient correspondence associated with the 
Lanczos vectors are nearly A-conjugate. Specifically, for any i 
lu;Az+l <K+IM,+A_(l+ R&h, (39) 
for any i with l<li-iI<./. In (39) t=j-i-l and 
&~~max[l&,kl,i<s<i+l,i+2<k<j], h,rl+ tR. 
COMMENT. Note that if R < 1, then p&O and the bounds obtained for 
the quantities that we consider are all much better than those presented 
here. 
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Proof Using (34) repeatedly, we obtain 
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y-%+1 
4 Pi = k$+2 ..pk 
pi+1 I 
ilk--. 
Multiplying by uirA and then using (15) to replace Ay, we obtain 
uiTAui = uiTAui + I 
Using (5), we majorize the summation term by 
w,(l+u,)&; i 5. 
k=i+2 pk 
Applying Theorem 3, we get (39). n 
Therefore, J-step near-orthogonality of the Lanczos vectors yields J-step 
near-A-conjugacy of the corresponding directions in the associated conjugate 
gradient procedure. We now demonstrate that under Assumptions l-5 with 
J > 1, the vectors pi and ri in (15) and the scalars yi and w, in (12) satisfy all 
of the conjugate gradient relationships approximately. We need the following 
Theorem 5, which is a measure of the accuracy of the inexact minimization 
off along the direction pi. 
We are viewing the quantities defined in (12), (14)-(16) as components in 
a minimization procedure applied to f(x) in (7). Theorems 3 and 4 tell us 
that successive directions of movement pi are approximately A-conjugate. 
Now we must show that the steps l/w, along these directions are sufficiently 
good. That is, the line searches are not too inaccurate. We do this by proving 
that the residual (gradient) of f at xi+ r is sufficiently orthogonal to the 
direction of movement pi. If we had in fact achieved the minimum off along 
that line, then r,+r would be orthogonal to pi. 
THEOREM 5. Under Assurnpticms l-5 with J > 1 in (5), the ui and u, 
defined in (12) and (15) using the Lancws vectors and scalars satisfy 
u,)v~T+~u~[ <N,riR[ A; + M&3*], (40) 
where Mi was defined in (33). 
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Proof. From (15) and (12), 
u*~,TIAu~/w~+~=u~u*T+~u~-U,U~+~~~)~T+~U~. 
From (34) we have 
u~u~+l~~~2U~~u*+lu*~2(U~+~~Z)i+l~~ui+luiT+2Ui+l~u~+lEi+l’ 
Combining, we get 
ui+l”j+Z i+l-“iui+l =u = u = - u~uIT+~Au~/w~+~+u~+~E~+~. i 
Summing over i, we have 
‘1+14+2 i+l =u - 
Then using u1 = ul, we get 
i+l 
bi+d2%+1 I< k~~o,ir,l+k~~lu:,,Ar/~. 
But, from Theorem 3, 
We have AzHk < A: Hi for i > k, and 
i+1 
UkC$+,<iR and x u,<(i+l)R, 
k-l 
from which (40) follows. 
COMMENTS. The arguments for convergence wiU 
u~Ju~~~u~( <c(l- l&J), where c < f. There is no need for 
small. 
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require only that 
this quantity to be 
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ASSUMPTION 6. For each i, the Ed and s,I+i satisfy 
Moreover, for each i, the bound Ni in (40) for the quantity ui(ujT1uiJ is less 
than some N*, where (1 - 2N* + .$) > 0. In fact, since it is used in the proof 
of Theorem 7, we assume that N* <3(1- 1.$()/14. 
Using Theorems 3 and 5, we now show that the quantities defined in our 
correspondence approximately satisfy the remaining conjugate gradient rela- 
tionships, (9) and (10). 
THEOREM 6. Under Assumptions 1-6, the quantities defined in (12), 
(14)-(16) using the Lanczos uectors and scalars satisfy 
IYi-YTl d I G * 2M. 2M. 
IYA IPi+J P* ’ 
where y,’ s - piTAri+ JpiTAp3 (see (9)). Moreover, for each i 
Ni I”i-o~I < 
cd,? l-2N*+e,! ’ 
(42) 
(43) 
where wf =piTApi/piTri (see (10)). Mi and Ni were defined in (33) and (40), 
respectively. 
Recall that /3* = min() pi I, 2 f i < m + l), and h,,(A) is the largest eigen- 
value of A. We note that if yi = y:, then pi:lApi =0, and if oi = c.$, then 
ui’+ rui = 0 and we would be minimizing f along pi. 
Proof of Theorem 6. First consider the relative error in yi. From (9) and 
(14) we have 
But from (34), ui+i-Ui+i=eiy, so 
yi-y*= -y* 
ui’+ iAui 
uiTAui + 1 
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We compute a lower bound on the denominator. By (15) and (5) 
But by Assumptions 2 and 6, this is 
(42) follows immediately. 
Now consider the relative error in q. From the formula (10) for OF, and 
Eq. (15), we have 
uiTAu. 
q-q?=q-d = 
UjUj’Uj + 1 
UiTUi 
(4 
UjTVi 
Dividing by UT, using the formula (10) and then Theorem 5, we obtain 
Iwi-wi*l= wi"iluiTq+ll 
< 
N,@d 
Cd,? uiTAui UiTAUi 
From (15) and (12), 
uiTAu. 1= Ui’P, + 1 Vi + 1 + UiTWi Ui 
*i Oi 
Then applying (34) followed by Theorem 5, we get 
=ui T vi-uiui T t++r> l+s;-2N*. n 
For convergence of the conjugate gradient optimization procedure, it is 
important that the relative errors in the yi be small. This guarantees that 
each p,, I is s-A-conjugate to pi, and allows us to obtain Theorem 5 regarding 
the errors in the line minimizations. With Theorem 5 we can show that the 
projection of the directions on the associated gradients (residuals) of f(r) are 
significant. See Lemma 6. 
82 JANE CULLUM AND RALPH A. WILLOUGHBY 
In the next section we demonstrate that the conditions we have imposed 
are sufficient to guarantee convergence of the norms of the residuals, pidO 
as i+oo. In Sec. 5 we will use this convergence result to exhibit a 
mechanism controlling the progression of the Ianczos tridiagonalization 
when only local near-orthogonality of the Ianczos vectors is maintained. 
4. CONVERGENCE OF RESIDUALS 
THEOREM 7. Under Assumptions l-6, the conjugate gradient residuuls 
p,,, obtained from the Lanczos quantities using Eqs. (12) and (14) satisfy 
p,S Ilrmll-+O as m+co. 
The proof requires the following two lemmas. 
LEMMA 6. Vnakr Assumptions l-5, the conjugate gradient residuals 
and directions obtained from the Lanczos quantities by u-sing Eqs. (12) and 
(14)-(16) satisfy 
where Ni_ 1 was defined in Theorem 5. 
Proof. By Lemma 3 and the definitions of the p,, r,, and pi, we obtain 
riTpi = p,?( 1 + s,I) + yi _ lriTpi _ 1. 
But by Theorem 5, 
(yi_lriTpi_l(=(p~~i_-l~iTui_ll G pFNi_r. 
(44) follows immediately. n 
LEMMA 7. If Assumptions 1-6 are satisfied, then the associated con- 
jugate gradient quantities satisfy 
piTApi < 2riTAri. (45) 
Proof. Using the definitions of ui, pi, and ri, and then Theorem 5 twice, 
we obtain 
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Therefore from (2), 
The result follows immediately from Assumption 6 and the fact that oi = (Y~ + 
a,-ifi, and uf-r >/3*/h,. n 
COhiMENT. The correspondence defined in Sec. 2 specifies only the 
initial residual and not the starting vector x1 or the right hand side b of Eq. 
(3). However, the convergence obtained is the same regardless of our choice 
for these quantities. Note, however, that once one of them is specified, then 
so is the other one. Convergence depends only upon the residuals rk 
generated, and these are the same for any choice of x1 with b= Ax,+ I+. 
Thus, in the proof of Theorem 7 we may set xi = 0, so that b = t+ and Eq. (3) 
is Ax = q. We denote the corresponding solution by x*. 
Proof of Theorem 7. The conjugate gradient procedure works with the 
function f(x) in (7). It generates iterates x, as described earlier. A simple 
computation demonstrates that for each i, 
where Ax, = xi+i- x, = pi/w, and yi = x, -x*. Note that Ay, = - ri, and thus 
the relative change in f at xi equals 
2od ‘iTPi - PiTAPi 
wF( riTA -“ri) ’ 
From Theorem 6 and Assumption 6, we have 
q = (1+ u&i*, where 
This together with (10) yields 
Af -= (2ui + l)(riTpJ2 
.h (l+ui)2( p+?Ap,)(r,‘A-‘ri) ’ 
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Then from Lemmas 6 and 7, we obtain 
AJ > (1-]E~]-Ni)2pj?(2ui+1) 
5 2(1+a,)“(r,‘Ar,)(r,‘A-‘r,) ’ 
But, p;= riTri, so from Kantorovich’s inequality (Luenberger [25]) we get 
Combining these relationships with Assumption 6, we get that for all i, 
Afi >0fi for some 0<8< 1. Therefore, fi+i < (l- @)f,, so that f(xJi)lO as iToo. 
Therefore, xi-+x*, so the norms of the residuals p,+O. n 
Thus, the associated conjugate gradient procedure converges under very 
weak conditions, namely, Assumptions l-6. In Sec. 5 we use this robustness 
with the correspondence defined in Sec. 2 to provide a plausible explanation 
for the observed Lanczos phenomenon. Theorem 8 is not a proof of the 
convergence of Lanczos eigenvalue procedures; it only demonstrates a 
mechanism for convergence that gives a natural interpretation to allowing 
m > n and to requiring only local near-orthogonality of the Lanczos vectors. 
5. APPLICATIONS OF THE CORRESPONDENCE 
First we consider the Lanczos phenomenon. 
LEMMA 8. Under Assumptions l-5, for each m the Lancws vector v,,, 
generated by recursions (1) and (2) satisfies 
Pm% = a,- l(Ah/am- 1, (46) 
where a,,, _ 1( p) is the characteristic polynomial of T,,_ 1, and a,,,_ 1 is the 
determinant of T,,_l. 
Proof. Using the Lanczos recursion in (1) with induction on m, we 
obtain 
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If we then use the definitions in (12) and (14) to get pi =II$..;,‘, ok, and the fact 
that IIT_ i q = a,, we get (46). n 
COMMENT. The error analysis in Paige [lo] demonstrates that if we 
include the effects of roundoff errors directly in the Lanczos recursion, then 
the recursion (I) must be modified by the addition of an error term 60~. If we 
included this term, then (46) would include a term bounded by 
(47) 
where ~~+i,~-i( EL) is th e c h aracteristic polynomial of the submatrix of T, _ 1 
obtained by deleting the first i rows and columns, and u,,,_,(A)- 1. We 
note that 
Thus, this error term is a sum of scaled characteristic polynomials of 
submatrices of T,,, _ 1. A totally rigorous argument requires that one demon- 
strate that these scaled polynomials are uniformly bounded by some reason- 
able bound on the spectrum of A. 
THEOREM 8. Let z, be orthonorrnal eigenvectors of A corresponding 
respectively to the distinct eigenwlues hk, 1 <k <q, of A. Under Assump- 
tions l-6, we have, for any E >O and for any distinct eigenvalue hk, 
l<k<q, that for large m 
where vlTzk is the projection of the starting vector m z,. 
Proof of Theorem 8. By Lemma 8, we have 
(48) 
But by Theorem 7 for large enough m, we have pm+lEIJr,+lll<~, so the 
projection of rm + I on zk is bounded by E and we get (48). n 
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Theorem 8 states that for large enough m each distinct eigenvalue of A is 
a near-zero of an appropriately scaled characteristic equation of 7”. We note 
that for each i, ]a,(0)/ui]= 1. Th us, the conjugate gradient relationships 
control the Lanczos process as long as the Lanczos vectors are locally nearly 
orthonormal, and we have a plausible mechanism for the observed Lanczos 
phenomenon: For large enough m every distinct eigenvalue of A is an 
eigenvalue of T,, This optimization interpretation does not require that the 
Lanczos vectors have any global orthogonality properties (which of course 
they do not have in practice). Moreover, it provides a natural interpretation 
for carrying the Lanczos recursion beyond the order of the matrix. 
Theorem 8 becomes a direct statement about the closeness of the 
eigenvalues of T, to the eigenvalues of A if a;( ~~“&))/um is not “small” 
and we are willing to accept a first order argument. Here we let b”&) 
denote the eigenvalue of T,,, closest to X, and a& is the derivative of a,. On 
the other hand if this derivative is “small,” so that numerically bm(&) is a 
multiple eigenvalue of T,, then by other arguments (see [l] for example) we 
know that this eigenvalue is a good approximation to &. 
Since we have this correspondence, why not use conjugate gradients 
directly to compute eigenvalues? The problems with doing this are numeri- 
cal. For a matrix having only a few well-separated clusters of eigenvalues, a 
numerically small residual may be obtained after only a few steps of the 
conjugate gradient procedure, long before many of the individual eigenval- 
ues of A have appeared as eigenvalues in T,. Numerically, one cannot 
continue the conjugate gradient iterations beyond this point, although theo- 
retically one could. The Lanczos recursions do not suffer from these numeri- 
cal problems and can be carried on indefinitely. Through the correspon- 
dence in Sec. 2 we have a corresponding continuation of the conjugate 
gradient quantities even though numerically they no longer make sense. 
Theoretically we can talk about arbitrarily small residuals. For the eigen- 
value problem a small residual in the sense of solving systems of equations is 
not sufficient; we need to be able to talk about arbitrarily small residuals, 
which through this correspondence we can do. The residuals can become 
arbitrarily small only if we pick up the projection of the initial residual on 
every eigenvector. In some sense there is an inverse relationship between 
Lanczos tridiagonalization and conjugate gradient optimization applied to 
(3). Matrices for which conjugate gradients converge very quickly in m<n 
steps, have spectra that are typically difficult to compute, due either to 
dense clustering or to the presence of a few isolated eigenvalues that can 
appear repeatedly in T,. Conversely, matrices for which conjugate gradients 
converge slowly, taking m > n steps, have eigenvalues that are on the average 
more uniformly distributed over the spectrum and thus for which Lanczos 
tridiagonalization without reorthogonalization can easily compute good ap- 
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proximations to all the eigenvalues of A, sometimes by m = n iterations or 
not many more. There are of course many matrices with spectra lying 
between these two extremes. 
We have presented one application for the correspondence defined in 
Sec. 2; we now present another. Paige and Saunders [20]. used I_anczos 
tridiagonahzation to solve systems of equations (3). They present their 
sYr+rMLQ algorithm as a natural extension to general symmetric matrices of 
the conjugate gradient procedure for solving (3) when A is positive definite. 
In [20] the Ianczos recursions (1) and (2) are used with &u,= b and 
((ui]] = 1. Iterates xi, i = 1,2,. . . , are defined as x, = V, y,, where Eli is the 
solution of 
T,v, =Piei. (49) 
In exact arithmetic these xi are the iterates one obtains using the conjugate 
gradient procedure with xi =O. See [20] for details of this argument and of 
the implementation. If we use (49) in (l), we get 
As before we use e, to denote the ith coordinate vector in Euclidean i-space. 
For convergence, the SYMMLQ algorithm in [20] requires L$+O as Qco. No 
proof of convergence is given in [ZO]. Using Theorem 7, we can obtain a 
convergence argument for positive definite matrices. 
THEOREM 9. Given quantities generated by the Lanczos recursions used 
in SYMMLQ, under Assumptions l-6, the error &+O as iToo. 
Proof By construction, 0, is a multiple of the (i, 1) entry in Tie’. In fact, 
since TI is tridiagonal, we have that 
where a, is the determinant of 2;:. From the definition in (12) we have that 
where r, is the kth residual obtained using the correspondence with con- 
jugate gradients defined in Sec. 2. Thus, 0, = I &I J(r,+lll. But Theorem 7 says 
that these residuals converge to 0. n 
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COMMENT. In the above we ignored the errors introduced in the 
computations in SYMMLQ. Since the Lanczos procedure that is used in Kaplan 
and Gray [22] to compute entries in the inverse of a symmetric matrix A is 
just a specialized version of the algorithm in [20], Theorem 9 applies to it. In 
particular, the (i, j)th entry in A -’ can be obtained from (49) and (4) as 
follows. Set uol = et and then use Eqs. (1) and (2) to generate T,. Multiply Eq. 
(4) first by A - ’ and they by eiT. This yields a recursion for the (i, i)th entry in 
A - ’ with an error term bounded by 0, in (50). 
6. SUMMARY 
We have demonstrated a one sided e-equivalence relationship between 
the practical Lanczos tridiagonalization procedure and the conjugate 
gradient optimization procedure for solving Ax= b. This equivalence 
allowed us to exploit properties of the optimization procedure to provide a 
plausible mechanism for explaining the observed Lanczos phenomenon. The 
arguments required an assumption on the variation in the ratios of the norms 
of the residuals that seems to occur in practice, although no proof that it 
occurs in general has been presented. This equivalence was also used to 
provide, for positive definite matrices, a convergence argument for the 
SYMMLQ Lanczos procedure for solving systems of equations developed in 
[20] and for the related procedure for computing elements of A - ’ used in 
Pa* 
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