Abstract. We generalize the Aubry-Mather theorem on the existence of quasiperiodic solutions of one dimensional di erence equations to situations in which the independent variable ranges over more complicated lattices. This is a natural generalization of Frenkel-Kontorovna models to physical situations in a higher dimensional space. We also consider generalizations in which the interactions among the particles are not just nearest neighbor, and indeed do not have nite range.
Introduction.
The goal of this paper is to generalize the Aubry-Mather theorem on the existence of quasi-periodic solutions of certain di erence equations to cases in which the unknown depends not just on one, but on several variables by modifying a method used in Go] in the one-dimensional case.
Such generalizations are natural from the point of view of the solid state motivations of the theorem. For example, the Frenkel-Kontorovna model considered by Aubry and Mather describes con gurations which are one-dimensional chains of particles in a periodic external potential and interacting with their nearest neighbors via a harmonic potential. Such models are one-dimensional caricatures of the physical situation of a layer of a material over a substratum of other material. If we denote by V (x) = V (x+1) the periodic potential and by u i the displacement of the i th particle from the its equilibrium position, we seek con gurations that are critical points of the energy:
(1:1) S(u) = X i2Z 1 2 (u i ? u i+1 ? a) 2 + V (u i ) ( We also point out that there are other physical interpretations. For example, we could have atoms whose state is described by an internal variable u i . The internal energy is periodic but there is a coupling between nearest variable. For example, the model (1.1) has been used as models of spin waves. In that interpretation, V (u i ) would be the magnetic energy of the i th atom and the term 1 2 (u i ?u i+1 ) 2 { or a modi cation { would be the exchange interaction between neighboring spins.)
Even if the sum on the R. H. S. of (1.1) is only formal, the variational equations are quite well de ned, namely:
(1:2) u i+1 + u i?1 ? 2u i + V 0 (u i ) = 0 which are equivalent to the well known standard-like mappings of Hamiltonian mechanics.
The Aubry-Mather theorem establishes, among other things, that for every ! 2 R the variational equations (1.2) admit a solution u such that sup i ju i ? !ij < 1. In this paper we will be concerned with generalizing this theorem to situations in which:
The physical space is higher dimensional.
The interactions are not necessarily just nearest neighbor.
The interactions are invariant under a smaller symmetry group than the full lattice.
An example to keep in mind of a model to which our results apply is the ndimensional analogue of the Frenkel-Kontorovna model, described by the action S(u) = X i2Z n 1 2n X j:jj?ij=1 ju i ? u j j 2 + V (u i ) which leads to the variational equations:
( u) i + V 0 (u i ) = 0 where denotes the discrete Laplacian. Such models for n = 2 have been considered in V], where one can also nd an extensive discussion of properties of solutions, and physical consequences.
Another generalization which we will be able to deal with is S(u) = X i2Z n 1 2n X j:jj?ij=1 ju i ? u j j 2 + V (u i ; i) where V (x; i) is periodic in i and similar generalizations. In the case n = 1, this admits the dynamic interpretation of a composition of nite number of standard maps or, alternatively, as a map in a higher dimensional space. These generalizations, however do not seem to include higher dimensional standard maps.
The method of proof we will use is motivated by a recent paper of Gol e Go] which presents a new proof of the classical Aubry-Mather theorem for one dimensional FrenkelKontorovna models. We point out that it is also possible using the methods employed here to give a simple proof of generalizations of a theorem of Moser Mo] on partial di erential equations. Since the latter results seem to require other ingredients from P.D.E., and have di erent motivation, we will report on them elsewhere. The use of heat ow methods in Aubry-Mather theory was introduced in the paper An], but the methods we use here are more elementary.
We also point out that results very related to those of this paper, can be found in Bl1], Bl2] by using quite di erent methods. We also note that the papers Bl1] and Bl2] look for minimal solutions. Following the lead of Mo], An] and Go], we look for solutions of the variational problem that are well ordered. This makes the estimates at in nity much simpler. In this respect, it is interesting to point out that in higher dimensional ambient spaces there are examples in Bl2] of minimal solutions which are not well ordered. These phenomena have been observed numerically in OV].
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3. Notation and statement of results.
We will be concerned with functions de ned on lattices (i.e. discrete subgroups of R d with its additive structure). We will nd it useful to distinguish between the lattices as subsets of R d and as groups of motions. (For example, we will nd it useful to consider smaller groups of motions that the full lattice.) Hence, we will use the word crystals when we want to emphasize the fact that the group structure is irrelevant We will also refer to functions on lattices as con gurations. This is motivated by the physical interpretation of the models in (1.1) for which the i represent labels of atoms, u i represent characteristics of each atom. The function u i represents the state { or con guration of the crystal { and the action in (1.1) is the energy associated to the con guration.
As it is well known, discrete subgroups of R d can be identi ed with sets of the form fx 2 R d x = P n i=1 k i v i ; k i 2 Zg for some linearly independent vectors v i . (Without loss of generality we will assume that n = d) Hence, all crystals can be identi ed with Z d . The identi cation is not unique, but we will assume it is done and xed through the proof. This allows us to de ne the distance between two points in the crystal using the absolute value of points in Z d (The sum of the absolute value of the coordinates) Again, this is a non-canonical choice and many others would have worked, but we x it for the sake of de niteness.
We will denote by ? the points of a lattice and denote by G a group of translations that leaves invariant. Clearly, G is a subgroup of the lattice and indeed we will ns it useful to consider the case where it is a non-trivial subgroup.
If k is an element of the lattice, we denote by T k the translation by k on the crystal. That is T k x = x + k. We write that lim n n = ? if for any site j 2 ? there is an N(j) such that n > N(j) implies j 2 n .
A particularly important role in the argument will be played by collections of sets that cover the whole space but are hierarchically ordered in sizes of di erent scales. The sets of one scale can be decomposed into pieces which are sets of the smaller scale. we conclude that the cubes of size l m can be divided into 3 n disjoint cubes of size l m?1 .
We also note that as the sizes of the cubes grow, their boundaries are negligible with respect to their volume. This property will also play an important role.
We will record these in a de nition to make clear what properties of the collection C will be needed later. This may lead to developing an Aubry-Mather theory in a more abstract setting. We also note that very similar properties play a role in the theory of the thermodynamic limit (See e.g Ru]).
De nition 3.1. We say that a collection C of nite subsets of a lattice ? admits an in ation rule if: i) If f n g n2N C and j n j ! 1, then there are translations k n 2 G such that lim n T k n ( n ) = ?.
ii) There exist N; L 2 N and M 2 R such that for any set 2 C with j j > L, we can nd N mutually disjoint sets 1 ; ; N 2 C, j i j > M, such that = For the above two cases it is easy to verify condition ii) with = 1, but nevertheless for xed n and su ciently large sets, j@ n j nj n j nj j 1?1= j where is the dimension of the lattice.
Aubry-Mather theory will assert the existence of real valued functions on the lattice satisfying certain properties. Again, we point out that we will use the physically motivated name \con gurations" often.
De nition 3.2. A con guration is a map u : ? 7 ! R. We de ne sums of con gurations and their multiplication by numbers in the usual way for maps.
Our next goal is to nd a de nition, analogous to that of Birkho orbits, that generalizes to higher dimensional situations. We observe that the essential part of the de nition of Birkho orbits is that translations preserve order properties.
In what follows, we note that the group of translations that we consider may be a subgroup of nite index of the full group of translations of the lattice. To emphasize that, we will denote it byG.
De nition 3.3. If we have a crystal ?, a subgroupG { of nite index { of the group G of translations of the lattice. we will denote the action ofG acting on con gurations by (T k u) i = u i+k . Similarly, for`2 Z we denote by R`the mapping de ned by
Note that T k are linear operators and the R`are a ne.
An immediate consequence of these de nitions is:
De nition 3.5. Given two con gurations u; u 0 , we write u u 0 if u i u 0 i for all i 2 ?, with analogous de nitions for any of the other comparison symbols ; < or >.
Notice that these comparisons among con gurations are not total orders (except in the trivial case where ? consists of one element). That is, there are pairs of con gurations which do not satisfy any of the comparisons.
This order works very nicely with all the other elements of structure that we have introduced so far (actions of translations, addition of con gurations) Proposition 3.6. If u u 0 , then for every k 2G and every`2 Z and for any con guration u 00 we have: T k u T k u 0 , R`u R`u 0 , and u + u 00 u 0 + u 00 .
De nition 3.7. Given a vector ! 2 R n , we say that a con guration u is of type ! if
jju j ? ! jjj < 1 where we denote by ! j the usual scalar product. We denote by O ! the set of con gurations of type !.
We refer to the con guration u ! de ned by u ! k = ! k as the plane wave of frequency ! We observe that T k R`(O ! ) = O ! . Notice also that O ! is an a ne space modeled on`1(?; R) fu : ? ! R : jjujj sup j2Z n ju j j < 1:g Part of the di culties of the theory arise from the fact that`1 is a space ill suited for many constructions in the calculus of variations.
Nevertheless, there is a natural way to restore some control at 1. The following is a de nition that has played an important role in dynamical systems.
De nition 3.8. Given a discrete subgroupG of trasnlations leving invariant a crystal ?, we say that a con guration u 2 O ! is a Birkho con guration if for every k 2G, every`2 Z we have either T k R`u u or T k R`u u
We denote by B ! the set of Birkho con gurations in O ! . We note that this set is not empty (e.g. the plane wave u ! belongs to it).
Note that the concept of Birkho depends on the subgroupG that we are considering. We will omit this from the notation when it does not lead to confusion. Usually in Aubry-Mather theory, one just takesG = G. consider other models.
Proposition 3.9. Let u 2 B ! . If for some k 2G,`2 Z, ! k+`< 0. Then T k R`u u.
(In other words, the choice of sign in the Birkho de nition is the same as for the plane wave of frequency !)
Proof. We will only prove the rst case. Assume the hypothesis was true and the conclusion false. By the Birkho property, if T k R`u u is false then, we should have T k R`u u. If T k R`u u then, for any natural number n we also have (T k R`) n u u.
If we compare with the plane wave solution, using that (T k R`) n u ! = u+(k !+`)n, we have using that T k is linear and R`a ne
On the other hand inf j (T k R`) n u] j ? (T k 
This is the desired contradiction.
Proposition 3.10. For every k 2G, there exist`?;`+ such that for every u 2 O ! , R`?u T k u R`?u.
Actually, this is the main property of the set of Birkho orbits that we will use. Notice that its strength comes from the fact that`?;`+ depend only on k and not on the element of the set.
If ! k is not an integer, we can get`+ and`? to di er by 1. If ! k happens to be an integer, we can get them to di er by 2.
Another property of Birkho sets we will use is:
Proposition 3.11. T k R`B ! = B ! , for k 2G.
From this we deduce that if we de ne an equivalence relation among con gurations by uRu 0 if and only if u = R`u 0 for some`, it is possible to restrict this relation to B ! and hence speak of B ! =R. This set will play an important role.
The previous de nitions involve only the geometry of con gurations. To obtain meaningful physical models it is necessary to de ne interactions among the particles. The following de nition is standard in statistical mechanics. See e.g Ru].
De nition 3.12. An interaction is a collection of maps fH B : B ?; B niteg that to each con guration u associate a number H B (u) which depends only on the restriction of u to B.
De nition 3.13. We will say that an interaction is invariant under the groupG of translations if for all the translations k 2G, all B, and all con gurations u, H T k B (T k u) = H B (u). We will say that an interaction has periodic phase space if for all`2 Z, all B, and all con gurations u, (3:2) H B (R`u) = H B (u):
One consequence of (3.2) is that the maps H B can be considered not just as maps B ! ! R but rather as B ! =R ! R. The equations (3.4) are well de ned whenever the sums converge in a su ciently strong sense. This motivates the following de nitions.
De nition 3.14. We say that an interaction is r-bounded on the con gurations in the convex set O of con gurations if: Remark. Note that we have chosen the de nition in such a way that jjHjj r depends only on the derivatives of H of order exactly r. In particular, assuming that a function is r-bounded does not a ord any control on derivatives of order less than r.
Remark. Note that the equations (3.4) make perfectly good sense when the interaction is 1 bounded.
Remark. Notice that the property of being 1 bounded depends on the set of con gurations we are considering. For example, if we consider the Frenkel-Kontorovna model, it is 1 bounded on sets of the form O K ! = fu : sup i ju i ? ! ij K < 1g (Hence, it is 1 bounded in B ! ) Nevertheless, it is not 1 bounded on O ! . We will still omit the dependence on the set when it is obvious to which set we are referring.
Notice that by Proposition 3.10 the set B ! is contained in O 2 ! . The reason for introducing these semi-norms is that the variational equations can be written as F i (u) = 0 where F i (u) = P B2i @ @u i H B (u). In the cases that we will be interested in, O will be an a ne space over`1 and the conditions (3.5) are conditions that ensure that the r ? 1 derivative of F exists and is uniformly bounded in the sense of derivatives in the Banach space`1.
In particular we have:
Corollary 3.15. If we de ne F as above, we have jjF(u)?F(ũ)jj`1 jjHjj 2 jju?ũjj`1.
Finally, we will need an extra hypothesis which is analogous to the twist condition in Hamiltonian mechanics and to ferromagnetism in statistical mechanics.
De nition 3.16. We will say that an interaction which is 2 bounded on O satis es the twist condition { or is ferromagnetic { if for all con gurations u 2 O, and all j 6 = j 0 2 ?,
The property (3.6) is obviously implied by the stronger one:
(3:7) @ 2 @u j @u j 0 H B (u) 0 for all j 6 = j 0 2 ?, B ?. We refer to (3.7) as the strong twist condition or the strong ferromagnetic condition.
(Notice that the Frenkel-Kontorovna models satisfy (3.7).) b) H satis es the strong twist condition.
Then, there is a solution of (3.4) which lies in B ! .
The crux of the proof is to verify the second part. Then, the rst part is just a very easy approximation argument.
We also note that the hypothesis of boundedness of the ow can be weakened considerably. See the remarks at the end of the proof for the details.
Proof of Theorem 3.17
Our rst task will be to prove Theorem 3.17 under the extra assumption that the interaction is of nite range and that it is 3-bounded. Later, we will use this result to prove the full result by approximating our original problem by 3-bounded nite range models.
The proof of this weak version of Theorem 3.17 will follow, roughly, the scheme in Go]. We will derive a contradiction to the assumption that there are no critical points of (3.4) of the desired type; namely, we will show that if there is no critical point of (3.4) in B ! , then we can nd a map T : B ! ! B ! , and a continuous function G : B ! ! R, such that G(T(u)) G(u) + for some > 0, and this will lead to a contradiction. The argument in Go] uses the fact that if a con guration u 0 is not a critical point of (1.2) we can nd a G such that G(T(u)) G(u) with the inequality being strict for u in a neighborhood of u 0 . Unfortunately, some steps of the argument of Go] do not generalize when the dimension of \time" is greater than one and we have to use a more direct argument. Proof. The proof just consists of restating the de nition of 1 bounded and noting that if an interaction is 2 bounded the derivative of the right hand side of (4.2) can be obtained by taking derivatives term by term in the sum.
Remark. Notice that F is formally the derivative of the variational principle (3.3).
Notice also that in the Frenkel-Kontorovna case it reduces to an analogue of the heat equation in which the Laplacian is discrete.
If we remember that O ! is an a ne space modeled on`1, the usual existence theorem of di erential equations implies that we can de ne a local ow t :
From the fact that the right hand side of (4.2), is uniformly Lipschitz, we conclude that the solutions are de ned for all time.
Using the hypothesis about the symmetry of the coe cients of the interaction we obtain that for k 2G, q 2 Z.
(4:4)
T k R q F = FT k :
Hence, using the uniqueness of solutions of the di erential equations de ning the ow, we also have for k 2G and q 2 Z:
We show next that the partial orders of De nition 3.5 are also preserved by the ow when the interaction is ferromagnetic. Lemma 4.3. Let F be de ned as before and let H be a ferromagnetic interaction.
Then if u ũ (resp. u ũ) we have t (u) t (ũ) (resp. t (u) t (ũ)).
Proof. It 
Observe that, for xed t and , DF( t (u)) is a bounded linear operator on`1(?; R):
And note that in this representation the matrix elements of DF( t (u )) are positive if they are o the diagonal, and are bounded on the diagonal. Let M(t) = DF( t (u )), D t be the diagonal part of M(t) and N(t) be the nondiagonal part. If H is C 3 it follows that the mappings t 7 ! M(t); D(t); N(t) are C 1 and the derivatives are uniformly bounded. Following the method of variation of constants, we try to write the solution of (4.6) as exp where R(s) is a matrix that has non-negative entries. As is standard, we obtain that the R.H.S. of (4.8) can be considered an operator acting on continuous functions de ned on an interval 0; T]. It is a contraction if this space of continuous functions has the metric d(C;C) = sup t2 0;T] jjC(t) ?C(t)jje A t; where A is su ciently large.
From the fact that R(s) has positive entries and that u ?ũ 0 it follows that the operator de ned by the R.H.S. of (4.8) preserves the set of C's such that C(t) 0 for all t. And nally, since the solution can be obtained by iterating the R.H.S. of (4.8) with starting point u?ũ, it follows that the solution is negative and the proof of Lemma 4.3 is complete.
Since the fact that a con guration is Birkho can be expressed in terms of the translations that commute with the heat ow, and of the order (which we have shown is preserved), we obtain: Notice that on the last line the rst term is obviously non positive and that the second one only involves boundary terms. Intuitively, the rst term should dominate since it is a term that depends on the bulk while the other depends only on the boundary. In the case m = 1 and nearest neighborhood interactions this was proved in Go]. Nevertheless, that proof does not generalize to higher dimensions since it relies on the fact that there are only two boundary terms independently of the size of the cube. Fortunately, for our purposes considerably less is needed.
Lemma 4.5. Let C be a collection of subsets of ? as in De nition 3.1. Assume that there is no critical point in B ! . Then we can nd 0 > 0 and L 0 2 N such that for all con gurations u 2 B ! , all sets 2 C, and j j > L 0 , we have:
Proof. Let E (u) P j2 ;i jF(u) j j 2 . Notice that E 0(u) E (u) whenever 0 .
We now proceed by contradiction and assume, contrary to the conclusion, that we can nd a sequence u (n) 2 B ! and a sequence n of sets in C with j n j ! 1 such that E n (u (n) ) ?! 0 as n ! 1:
By assumption i) in De nition 3.1, we can nd k n 2G such that T k n n converges to ?. Since E is invariant under translations inG, (i.e. E (u) = E T k (T k u) whenever k 2G), if we consider 0 n = T k n n and u 0(n) = T k n u (n) we have obtained a sequence of sets 0 n converging to ? and a sequence of con gurations u 0(n) 2 B ! such that E( 0 n )(u 0 (n) ) converges to zero.
By the compactness of B ! =R we can nd a subsequence u 0(n k ) that converges (in B ! =R) to u (1) : We want to conclude that u (1) is a critical point. (This would contradict the assumption that there is no critical point and hence prove Lemma 4.5.
In e ect, if we x j 2 ? we have jF(u (1) ) j j 2 = lim k jF(u 0n k ) j j 2 lim k E( 0 n k )(u 0(n k ) )
The rst equality is true because F j depends only on the value of the con guration on a nite number of sites and we have point-wise convergence. The second holds because E is a sum of non-negative terms one of which is eventually jF j j 2 ; since the limit of the R.H.S. is zero, we conclude that F j = 0 for any i; j. Proof. Let L be as in Lemma 4.5. Applying repeatedly part iii) of De nition 3.1, we obtain that all sets of su ciently large size can be broken into N k disjoint pieces contained in C; each of which has size larger than j j=M k . If we choose k = log(j j=N )= log(N)] we conclude that we can divide the set into at least Kj j disjoint pieces each of which is of size at least N . Since the sum can be divided into the sum of each of these pieces, and Lemma 4.5 tells us that they are bounded uniformly away from zero, the claim is established.
Continuing the argument to prove Theorem 3.17 for nite range systems, we have on the other hand that if the range of the interaction is r and is a set in C:
where has the same meaning as in De nition 3.1. Since by assumption iii) of De nition 3.1 this is negligible compared with the lower bounds in Corollary 4.6, we obtain:
Corollary 4.7. If there are no critical points in B ! , then for all large enough sets of C we have:
where K(j j) does not depend on u.
Furthermore, since d 2 dt 2 t (u) is a continuous function on B ! =R, which is a compact set, we can bound it uniformly in u. It follows that if there is no critical point in B ! we can nd t 0 > 0 and a cube Z m such that S ( t 0 (u)) S (u) + with > 0. This is impossible since S is a continuous function on the compact set.
From this contradiction we conclude there is a critical point in B ! and Theorem 3.17 is proved under the assumption that H is of nite range and 3 bounded.
To conclude the proof of Theorem 3.17 as stated, we just have to show that a 2 bounded interaction can be approximated by a sequence of interactions for which the theorem as proved so far applies in such a way that the critical points thus produced converge to a critical point of the interaction. Remark. The interpretation of condition ii) is that if we truncate any of the interactions H n to those interaction terms which correspond to sets of size L, the error incurred can be made arbitrarily small uniformly in n, in the sense of the jj jj 2 semi-norm. This is a technical condition that will be easy to verify for the cases that we have in mind. The main one is when we consider a 2 bounded interaction and approximate it by nite range ones which are obtained by ignoring the interaction terms that have size larger than a certain number.
Proof. Denote by F n the vector eld in O ! corresponding to the interaction H n . Denote by F 1 the vector eld corresponding to the limiting interaction. If u n are the critical points corresponding to H n , we have F n (u n ) = 0. Given the invariance under R of the interaction, by substituting R q n u n for our original con gurations and using (4.1), we can assume that for all n; n 0 2 N we have jju n ? u n 0 jj`1 2p, so (4:9) jju n ? u 1 jj`1 2p:
By the compactness of B ! =R given a sequence as above, we can obtain a subsequence that converges to a limiting con guration in the sense of point-wise convergence. So that, by passing to a subsequence, we can assume without loss of generality that u n ! u 1 in the point-wise sense and F n (u n ) = 0.
If we x i 2 ?, we have for any n; L 2 N: Using (4.9) and Corollary 3.15, this implies that j @ @u i H n B (u 1 ) ? @ @u i H n B (u n )j =3 independently of n. Once L is chosen, we can nd n large enough so that the rst term in the sum in (4.10) is smaller that =3, and given the uniform convergence assumption in Lemma 4.8 we can make arbitrarily small the last term in (4.10).
To conclude the proof of Theorem 3.17, we observe that a 2 bounded function of nite range can be approximated, in the sense required Lemma 4.8, by C 3 functions of nite range by using just the usual smoothing of nite dimensional variables for each of the H B 's. The twist condition is preserved since it only depends on the second derivatives of sums of of nitely many functions of nitely many variables, which we are approximating. Hence, we can use the results we have already proved to prove a) of Theorem 3.17.
In the case where we have an interaction satisfying b) of Theorem 3.17, we can just approximate the interaction by the cut-o interactions which agree with the original interaction on sets of size up to n and are zero for larger sets. It is easy to check that under the hypothesis of the strong twist condition all these interactions will also satisfy the strong twist condition and also converge in a sense strong enough for Lemma 4.8 to apply. This concludes the proof of Theorem 3.17.
Remark. We note that the regularity hypothesis in Theorem 3.17 can be slightly weakened. The most delicate analytical point of the proof is that the heat ow can be de ned on B ! for all time. Then, one can use the argument starting in Lemma 4.5. We concluded the existence of the ow for all time by making assumptions that implied that F was uniformly Lipschitz and then showed that the comparison principle and symmetries lead to the preservation of the Birkho character. Note that since we know that B ! O 2 ! , it would have su ced to show that there is a ow de ned de ned for a positive time for conditions starting in O 3 ! and that comparison held. Then, the same argument we have detailed shows that the B ! is preserved, hence, that the ow exits for all times when the conditions are Birkho . There are indeed some models for which this generality leads to new results, but we do not know of any physically interesting one. Nevertheless, analogues of these arguments are needed when generalizing this argument to PDE's.
Applications
In this section, we discuss some models that can be reduced to situations in which G 6 =G. That is, the group that leaves invariant the interaction { and with respect to which we de ne Birkho orbits { is smaller than the group that leaves invariant the lattice. Besides the conceptual simpli cation of not identifying objects that play di erent roles, having these models was an important motivation.
As a rst example we show how nite compositions of twist mappings can be considered in this framework. (This application had been considered by other methods in Ma3]) This addresses the fact that even if the conclusions in the dynamical version of Aubry-Mather theory are invariant under changes of coordinates, the twist hypothesis is not. Relatedly, even if the conclusions of Aubry-Mather theory for a map f imply the same conclusions for f n , it is not true in general that f n satis es the twist hypothesis.
We recall { we refer to Ma1] for further details and for some precisions about uniformity assumptions that one has to do to deal with the the absence of { that, given a di eomorphisms M of T n R n that preserves the symplectic form ! = P i dp i^d q i and is exact (M ( Then, we can nd a generating function h such that the statement M(P; Q) = (P 0 ; Q 0 ) is equivalent to P 0 = @ 2 h(Q; Q 0 ), P = ?@ 1 h(Q; Q 0 ). In that case, a sequence Q n is the projection of an orbit if and only if it is a critical point of the formal action P n2Z h(Q n ; Q n+1 ) If h , = 1; ; p; is a nite set of these generating functions, corresponding to twist maps M , we see that if we consider the formal action principle: The variational principle for the action (5.1) can be tted into those considered in Theorem 3.17 if we consider a one-dimensional lattice ? = Z with group of translations Z and reduced group pZ. Clearly, the action is invariant under these reduced groups.
The only partial derivatives that are not zero are those corresponding to neighboring points, and in this case they reduce to the twist condition for the individual maps.
Notice that this problem is equivalent to the problem of considering the map obtained by composing the p twist maps. Nevertheless, in general the map will not satisfy the twist condition.
This construction has an analogue in higher dimensions if we associate to a site in a lattice Z d a value in R l (d?1)2d . Notice that there is an identi cation between 1; l (d?1)2d ] and the boundary of l , the cube of size l. Given a state u we can associate to it the energy V (u) = minfE(ũ) :ũ : l ! R;ũj @ l = u g; where E(ũ) satis es the twist conditions. The Frenkel-Kontorovna model for this interaction can be identi ed with a one-component Frenkel-Kontorovna model in which each of the sites is blown up to a cube l and the interaction between the new sites is given by the expression E if they are in the same block, and by the original Frenkel-Kontorovna if they have adjacent boundaries.
In general this process leads to models in which the potential cannot be expressed as a sum of functions of the one-dimensional variables. Hence the multidimensional analogue of the twist condition is violated. This is very similar to the process that is called \conjunction" in Ma3] . It can also be considered an analogue of the block spin renormalization of statistical mechanics, and indeed the renormalization group picture of McK] can also be formulated in this language. Notice that if the dimension of the \ time" is larger than one the renormalization process increases the number of variables.
In the one-dimensional time case { the one most interesting for dynamics { the number of variables does not increase.
We also point out that an statistical mechanics interpretation of these models is molecules laid in a linear substratum. The atoms in the molecule interact with their nearest neighbors and with the substratum in a way that depends on the chemical element. Since the molecules are arranged periodically, the interactions are periodic with a period equal to the number of atoms in the molecule.
We also point out that this formalisms also allows to deal with some restricted classes of several component models. In the statistical mechanics interpretation, this would correspond to situations where the internal state of an atom is describe by several parameters.
Frenkel-Kontorovna models with p components have con gurations which are maps u : Z n ! R p . We will denote the components by superscripts and, as before, the site of the lattice by a subindex. So for a vector i 2 Z n , u i denotes the vector in R p which is the value taken by the con guration at the site i. For an integer j 2 f1; ; pg, u j i will denote component j of the R p vector u i . Similarly, we will denote by u j the mapping Z n 7 ! R that to each site associates the j th component of the con guration at the To reduce such models to the situation discussed in Theorem 3.17, we introduce an auxiliary one-component model in which? = Z n Z. The group G of the new model will be Z n Z acting in the obvious way, andG = Z n pZ. The con gurationsû in the auxiliary model can be obtained from those in the old one by settingû ( This identi cation can be interpreted as saying that we lump together segments of p elements in the vertical direction and consider them as a site in the original problem.
If we have a con gurationû of the extended system satisfying (5:5)û (i 1 ;:::;i p ;i p+1 ) =û (i 1 ;:::;i p ;i p+1 +p) and it satis es the equations (3.4) the p component con guration u satis es the equation (3.4) for the reduced model.
Given a frequency ! = (! 1 ; : : :; ! p ) we can consider an extended frequency! = (! 1 ; : : : ; ! p ; 1=p). The Birkho con gurations of this extended frequency have to satisfy the periodicity condition (5.5).
Unfortunately, these models, even if they have a natural interpretation in Statistical Mechanics, they do not have such a nice interpretation as twist maps in the annulus.
(They are dynamical systems in R 2d .)
For the Frenkel Kontorovna model to verify the twist condition of Theorem 3.17 we have to assume that @ 2 @u i @u i 0 V (u) 0 when i 0 6 = i. Unfortunately, if we want that they are functions in a torus V (u 1 + 1; u 2 ; ; u p ) = V (u 1 ; u 2 + 1; ; u p ) = = V (u 1 ; u 2 ; ; u p + 1) = V (u 1 ; u 2 ; ; u p ) we have considered this implies that V (u) = V 1 (u 1 ) + + V p (u p ), so the model reduces to uncoupled one-dimensional cases.
