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Growing evidence supports a role for glycolysis in immune activation. Everts et al. (2014) now show that
TLR-mediated stimulation of dendritic cells rapidly induces glycolysis, which regenerates NADPH and TCA
intermediates to support fatty acid production. This enhances ER and Golgi membrane synthesis and innate
activation of dendritic cells.For over a century, the study of immunity
to infections has been the exclusive
province of immunologists. Delineating
the myriad cell types and receptors that
orchestrate immune responses to infec-
tious agents has provided an overarching
framework of how the immune system
can sense and fight infections. Recent
advances, however, reveal an intricate
interplay between ancient biochemical
mechanisms that govern cellular meta-
bolism and mechanisms of immunity to
infections. In particular, recent studies
highlight that major glycolytic reprogram-
ming occurs in dendritic cells (DCs) and
macrophages activated with Toll-like
receptor (TLR) ligands (Krawczyk et al.,
2010; Tannahill et al., 2013). Now, Everts
et al. provide key mechanistic insights
into the molecular pathways that drive
TLR-induced glycolysis in DCs and the
functional consequences on innate and
adaptive immunity (Everts et al., 2014).
DCs play a central role in sensing
pathogens via an array of pathogen
recognition receptors such as TLRs and
stimulating antigen-specific T cells to pro-
liferate and differentiate into effector and
memory cells. Ligand binding by TLRs
results in DC activation and an increased
ability to stimulate T cells. Previous
studies have shown that TLR activation
of DCs results in enhanced glycolysis,
whereas inhibition of glycolysis impairs
DC activation and survival (Jantsch
et al., 2008; Krawczyk et al., 2010). Late
commitment to TLR-induced glycolysis
occurs via the induction of nitric oxide
(NO) after 24 hr of stimulation, partly as a
compensatorymechanism from the direct
inhibition of mitochondrial OXPHOS by
NO (Everts et al., 2012).In their latest study, Pearce and col-
leagues focused on the earlier NO-inde-
pendent stages of glycolytic induction
that occur in bone-marrow-derived DCs
within minutes of activation by TLR li-
gands (Everts et al., 2014). Early glycol-
ysis was controlled by the rate-limiting
glycolytic enzyme HK-II, which facilitates
utilization of citrate to support de novo
synthesis of fatty acids and accommo-
dates increased ER and Golgi membrane
synthesis—essential for effector cytokine
production. Consistent with this, TLR-
induced glycolysis enhanced expres-
sion of costimulatory molecules such as
CD86 and the proinflammatory cytokines
IL-12, IL-6, and TNF and improved DC ca-
pacity to stimulate T cells. Interestingly,
inhibition of glycolysis did not result in
reduced expression of mRNA encoding
these cytokines, suggesting that glycol-
ysis regulates innate activation of DCs at
the posttranscriptional level.
To investigate how glycolytic meta-
bolism directly promoted cytokine secre-
tion, Everts et al. analyzed metabolic
flux using 13C glucose. This approach re-
vealed enhanced labeling of TCA interme-
diates and the depletion of citrate from
the mitochondria, as a consequence of
its transport to the cytosol via the citrate
shuttle Slc25a1, toward fatty acid syn-
thetic pathways. In addition, these exper-
iments revealed considerable alterations
in pentose phosphate pathway (PPP) in-
termediates, a pathway that recharges
the crucial fatty acid-synthetic cofactor,
NADPH (Figure 1). Transmission electron
microscopy experiments revealed that
de novo synthesis of fatty-acids pro-
moted ER and Golgi expansion, whereas
inhibition of either glycolysis or fattyCell Metabolisacid synthesis abrogated this phenome-
non. Thus, glycolysis drives lipogenesis,
serving the generation of additional
organellemembranes and fulfilling cellular
activation requirements, such as the syn-
thesis and production of proinflammatory
cytokines. Together, these results mech-
anistically dissect a metabolic checkpoint
during the early activation of DCs.
Finally, Everts and colleagues ad-
dressed the question of how TLR stim-
ulation directly signals a change in
cellular metabolism. Here, the authors
demonstrated a role for noncanonical Akt
signaling. A complex of Tbk1-IKKε acti-
vated Akt downstream of TLRs. This was
unexpected given that canonical PI(3)K-
dependent Akt signaling was implicated
during late-stage maintenance of aerobic
glycolysis in TLR stimulated BMDCs
(Krawczyk et al., 2010). The authors
further showed thatAkt directly phosphor-
ylates the rate-limiting glycolytic enzyme
hexokinase II (HK-II), promoting its asso-
ciation with voltage-dependent anion
channels (VDACs) located in the outer
mitochondrial membrane. This physical
relocation has been described to expose
HK-II to increased mitochondrial-derived
ATP concentrations, enhancing its enzy-
matic activity to drive glycolysis (Figure 1)
(Miyamoto et al., 2008; Stiles, 2009). Thus,
the authors reveal the signaling pathway
linking TLR signaling to control glycolytic
machinery.
The study by Everts et al. provides new
mechanistic insights into the role of aero-
bic glycolysis during DC activation and
also raises several questions. First, it
will be necessary to determine the rela-
tive importance of this innate activa-
tion pathway in the context of otherm 19, May 6, 2014 ª2014 Elsevier Inc. 737
Figure 1. TLR-Mediated Reprogramming of Cellular Metabolism Is a Requirement for DC Effector Functions
TLR signaling via the kinases Tbk1-IKKE and Akt rapidly increases glycolysis by promoting juxtaposition of the rate-limiting glycolytic enzyme HK-II to the outer
mitochondrial membrane. Upon translocation, HK-II gains direct access to high concentrations of ATP, which enhances its enzymatic activity. Increased glyco-
lytic flux recharges NADPH through the PPP and promotes utilization of citrate and isocitrate for lipogenesis. Together, increased fatty acid synthesis induces ER
and Golgi expansion, accommodating cellular demand for the translation, transport and secretion of early activation markers, and proinflammatory cytokines
TNFa and IL-6.
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ways downstream of TLRs and other
innate receptors, in response to infections
in vivo. Second, can alterations in the con-
centration of glucose within the cell—
caused either by changes in the nutritional
status of the cell or individual, or by direct
appropriation of such nutrients by patho-
gens—act as a trigger for this glycolytic
mechanism of immune regulation? In
this context, recent evidence suggests
that immune cells can indeed sense
changes in intracellular nutrient concen-
tration, leading to their activation. Infec-
tion of DCs with the live attenuated yellow
fever virus resulted in a striking decline in
the concentration of free cytosolic amino
acids, which activated the general control738 Cell Metabolism 19, May 6, 2014 ª2014nonderepressible 2 kinase (GCN2) and
the integrated stress-response pathway
(Ravindran et al., 2014). GCN2 in turn
programs DCs to undergo enhanced
autophagy and antigen presentation to
CD8+ T cells. Thus, it is possible that
pathogens may cause changes in the
concentrations of glucose and other nutri-
ents, which act as a trigger for innate acti-
vation. Third, while this study identifies
aerobic glycolysis as essential for DC
maturation, to what extent is this a com-
mon mechanism during activation of
additional immune cell types? Recently,
Chang et al. reported that a switch to
glycolytic metabolism similarly programs
T cell cytokine production, albeit via a
distinct biochemical mechanism (ChangElsevier Inc.et al., 2013). Given that activated DCs
utilize anabolically synthesized fatty acids
for the expansion of the ER and Golgi, it
will be interesting to address what role
organelle enlargement plays during B
cell antibody production and antibody
affinity maturation processes that are
heavily dependent on these organelles.
Finally, whether components of this
glycolytic pathway could be exploited
to pharmacologically reprogram dysfunc-
tional immune systems in the therapeutic
control of infections, autoimmunity, or
transplantation needs to be explored.
Taken together, the study by Everts
et al. (2014) casts new light on the
intimate communication between cellular
metabolism and immune activation,
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Previewsemphasizing the importance of this
emerging research field.
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Circadian clocks, which underlie the daily rhythms in virtually all organisms, are entrained by diurnal changes
in light, temperature, nutrients, and even sound. Simoni et al. (2014) demonstrate that diurnal variation in
mechanical vibrations can reset circadian clock phase, providing a potential mechanism for integrating
diverse clock-entraining stimuli.Organisms keep track of the rotation
of the earth by using internal 24 hr oscil-
lators, termed circadian clocks, which
allow them to optimally deal with and
even anticipate daily fluctuations in the
environment. In animals, the molecular
machinery driving these circadian clocks
consists of a negative feedback loop in
which the product of one set of genes
represses its own transcription, as well
as several stabilizing side loops (Allada
and Chung, 2010; Buhr and Takahashi,
2013). These circadian clocks are syn-
chronized to the environment by external
cues, most notably light and temperature
fluctuations, but also by other cues such
as social interactions (Levine et al.,
2002), feeding (Stokkan et al., 2001), and
even sound (Menaker and Eskin, 1966).
Using Drosophila melanogaster as a
model organism, Simoni et al. now
demonstrate that exposure to a 12 hr
vibration:12 hr silence schedule is suffi-
cient to synchronize daily locomotor
activity patterns in the fruit fly (Simoni
et al., 2014).In Drosophila, temperature-dependent
entrainment of the circadian clock has
been linked to chordotonal organs (Seha-
dova et al., 2009). These internal mecha-
noreceptors are located at each joint
and function as stretch receptors to
mediate proprioception and vibration
detection (Kernan, 2007). Simoni et al.
reasoned that if signaling from peripheral
chordotonal organs provides sensory
input to the central circadian clock, the
clock can be synchronized by exciting
the chordotonal organs using a rhythmic
mechanical stimulus. To test this hypo-
thesis, flies were first entrained to a
12 hr:12 hr light-dark cycle (LD) and then
either placed in a control group in con-
stant darkness, allowing their circadian
clock to run free, or exposed to two
consecutive vibration regimes in constant
darkness (12 hr:12 hr vibration-silence).
Under these conditions, vibration onset
was shifted in two steps to be 12 hr out
of phase with prior light onset. At the
end of the vibration regime, flies were
placed in free-running conditions, i.e.,constant darkness, temperature, and
silence, allowing assessments of circa-
dian clock phase. Throughout these
procedures, fly activity was measured
using the classic Drosophila Activity
Monitor (DAM) system, an infrared sensor
that counts how often a fly crosses the
center of a tube. After exposure to the
two vibration regimes delivered by
placing the DAM system on a bass
loudspeaker, flies had synchronized
their activity to the vibration cycles,
where the peak of their activity in free
running conditions matched the expected
onset of the stimulus. Likewise, anticipa-
tory activity before stimulus onset, a
signature of circadian clock function un-
der diurnal conditions, was also sig-
nificantly increased. To test whether
entrainment to vibration stimuli requires
a functional clock, the experiment was
also performed in arrhythmic per01 mu-
tants that lack the core clock gene period.
After exposure to the phase-shifted vibra-
tion regimes, these flies were neither
able to synchronize their activity cyclesm 19, May 6, 2014 ª2014 Elsevier Inc. 739
