In the recent past one of the main concern of research in the field of Hypercomplex Function Theory in Clifford Algebras was the development of a variety of new tools for a deeper understanding about its true elementary roots in the Function Theory of one Complex Variable. Therefore the study of the space of monogenic (Clifford holomorphic) functions by its stratification via homogeneous monogenic polynomials is a useful tool. In this paper we consider the structure of those polynomials of four real variables with binomial expansion. This allows a complete characterization of sequences of 4D generalized monogenic Appell polynomials by three different types of polynomials. A particularly important case is that of monogenic polynomials which are simply isomorphic to the integer powers of one complex variable and therefore also called pseudo-complex powers.
Introduction

Historical Background
Hypercomplex Function Theory (HFT) grew up from the attempt to develop function theoretic methods for the study of functions of several real variables. The first systematic steps by using the algebra of quaternions have been done by R. Fueter [19, 20] . He was mainly motivated by number theoretic problems (cf. [26] ). The application of Clifford Algebras can already be find in his late work [21] , but a first systematical treatment was only realized by R. Delanghe and his disciples in the 70ties and 80ties of the last century and presented in book form in [5] . Since then its title Clifford Analysis is often used as synonym for the theory that grew up from Fueters quaternionic analysis as part of HFT.
Without any claim to historical rigor or completeness, it might be possible to characterize the development in the 80ies and 90ies of the last century by the following observation. The use of representation theoretical and analytical methods succeeded to cover a wide range of applications of Clifford Analysis in different areas of Mathematics and Physics, particularly in Quantum Physics (see [16] ). Another focus was on the development of a hypercomplex singular integral operator theory and a discrete quaternionic calculus for the solution of concrete problems in partial differential equations (see [23] ).
The first manual written originally in German by three well known specialist in the field, was published 2006 under the title Funktionentheorie in der Ebene und im Raum. Its translation to English appeared in 2008 as Holomorphic functions in the plane and n-dimensional space. As the title indicates, this book [24] treats holomorphic functions in the plane and n-dimensional space in parallel and allows an interesting encounter with the historical motivation and dimension of HFT. It includes new results obtained in the 90ties and the first decade of our century about new insights into the roots of HFT in complex analysis which suggested such a treatment (cf. [27, 28] ).
Concerning the construction and the use of Appell sequences in Clifford Analysis, we mention the works [17, 18] and [8] whose approach clarified some longstanding problems about the existence of monogenic polynomials as equivalent for monogenic power-like functions ( [32] ). The approach relied essentially on the use of the hypercomplex derivative (see Subsect. 1.2). The concept of generalized Appell sequences was later studied by representation theoretical methods (cf. [15, 25] ) and further extended in [4] . The references in the latter article describe well the study about generalized Appell sequences until five years ago.
Later on, we called attention in several papers ( [10, 11, 12, 32] ) to the relationship of Appell polynomials with an old concept of totally regular variables, first mentioned by R. Delanghe in [14] . Moreover, we discussed also the possibility of constructing pseudo-complex bases of pseudo-complex powers (see Sect. 2) for monogenic polynomials as the most simple, in our opinion, building blocks of monogenic functions that conserve the structure of the complex variable z and its integer powers z n . To complete the 3D-case mainly studied so far, the present article calls attention to some new facts in the 4D-case. Numerical advantages of our approach to the 3D-case are discussed in our second contribution to this conference: On Numerical Aspects of PseudoComplex Powers in R 3 . Finally, the recent paper [13] shows that pseudo-complex powers are also relevant for combinatorial problems and open new fields for applications of HFT.
Basic Notations
In the following we use the same notations as in [32] . Therefore let {e 1 , e 2 , . . . , e n } be an orthonormal basis of the Euclidean vector space R n with the non-commutative product according to the multiplication rules
where δ kl is the Kronecker symbol. The set {e A : A ⊆ {1, · · · , n}} with e A = e h1 e h2 · · · e hr , 1 ≤ h 1 < · · · < h r ≤ n, e ∅ = e 0 = 1, forms a basis of the 2 n -dimensional Clifford algebra C 0,n over R. Let R n+1 be embedded in C 0,n by the identification of the vector (x 0 , x) = (x 0 , x 1 , · · · , x n ) ∈ R n+1 with the so-called paravector
. . , e n } ⊂ C 0,n .
Here x 0 = Sc(x) and x = Vec(x) = e 1 x 1 + · · · + e n x n usually are called scalar resp. vector part of the paravector x ∈ A. The conjugate of x is given byx = x 0 − x. Its norm is, like in the complex case, the square root of the product of x andx, i.e. |x| = (xx)
To call attention to its relation with the complex Wirtinger derivatives, we use for the generalized CauchyRiemann operator in R n+1 , n ≥ 1, the notation
All C 1 -functions f satisfying the equation ∂f = 0 (resp. f ∂ = 0) are called left monogenic (resp. right monogenic). Also the expressions left Clifford holomorphic or right Clifford holomorphic are in use (see [24] ). We suppose that f is hypercomplex differentiable in Ω in the sense of [22] , [27] , i.e. has a uniquely defined generalized areolar derivative f in the sense of Pompeiu in each point of Ω (see also [28] ). Then f is real differentiable and f can be expressed by the real partial derivatives as f = ∂f where analogously to the generalized Cauchy-Riemann operator we use ∂ := 1 2 (∂ 0 − ∂ x ) for the conjugate Cauchy-Riemann operator. Using the fact that a hypercomplex differentiable function belongs to the kernel of ∂, it follows that in fact f = ∂ 0 f = −∂ x f which is the generalization of the complex case n = 1 with e 1 ∼ = i.
In general, C 0,n -valued functions defined in some open subset Ω ⊂ R n+1 are of the form f (z) = A f A (z)e A , with real valued f A (z). In the special case of A−valued monogenic functions of the paravector x ∈ A that we are going to study we have
It is worth noting that in this case left monogenic (∂f = 0) functions are also right monogenic functions (f ∂ = 0). This fact follows easily by direct inspection of the two corresponding real systems of first order partial differential equations. In [33] such generalized Cauchy-Riemann system is also called Riesz system and its solutions have been studied in context with the representation of the group of rotations in R 4 . We mention also that the study of monogenic functions has led to a refinement of several results in Harmonic Analysis. The reason relies on the fact that both Cauchy-Riemann operators factorize the Laplace operator ∆ (4) in the form ∆ (4) = 4∂∂ = 4∂∂, which means that all real components of a monogenic functions are harmonic functions. Again we can recognize the close relationship between Hypercomplex Function Theory and the Function Theory of one Complex Variable with respect to the common properties of the main function classes studied in both theories.
Generalized Appell Polynomials and Pseudo-complex Power Functions 2.1 A Sequence of Standard Appell Polynomials (SAP)
Bernoulli, Euler, Hermite and other polynomials over the field of complex numbers are well known examples of Appell polynomials. The introduction of the concept of Appell sequences into the framework of Clifford Analysis some years ago was one way towards a deeper understanding of the structure of monogenic polynomials (see Subsect. 1.1). Because of the usually considered stratification of the monogenic function space via homogeneous monogenic polynomials, special attention was paid to the structure of those homogeneous monogenic polynomials. But even after so long time, the difficulties caused by the non-commutative Clifford algebra let some questions open. That is also why the main subject of our studies is the complete characterization of generalized sequences of Appell polynomials in four real variables. Continuing our recent work about the corresponding case of three variables, we detected in the case of four variables a new type of generalized Appell polynomials, different from those in the case of three variables. As we will show in the last section, the new type has a more complicated structure than the so-called Standard Appell Polynomials or the pseudo-complex power functions which are simply isomorphic to the integer powers of one complex variable and therefore exist in any dimension.
In this work we are particularly concerned with the proof of a conjecture in [10] about the coefficients of the third type of Appell polynomials in four variables. Indeed, it might be that an increasing number of variables implies an increasing number of new types of generalized Appell polynomials unknown so far. But to prove this, probably other methods have to be developed.
We refer now to some details about a special type of Appell polynomials which is known for any number of variables. First we recall the classical definition by Appell in [3] adapted to the hypercomplex case and the hypercomplex derivative.
Definition 1 A sequence of monogenic polynomials (P k ) k≥0 of exact degree k is called a generalized Appell sequence with respect to ∂ if
We note that the first is the usually applied normalization condition and can be changed to any constant different from zero. In the following we consider only generalized Appell sequences with polynomials of zero degree of the form P 0 (x) ≡ 1. The paper [2] studies 3D generalized Appell sequences with a general A−valued constant as zero degree polynomial P 0 (x).
An equivalent definition through the property of a binomial expansion is provided by:
Proposition 1 (Theorem 1, [6] ) A monogenic polynomial sequence (P k ) k≥0 is an Appell set if and only if it satisfies the binomial expansion
The so-called standard homogeneous Appell polynomials (SAP) ( [6, 7, 18] ) are well known, but we introduced its designation SAP only for simplification of writing. Independently from the number of variables they can be written as
where
and, as usual, we define (−1)!! = 0!! = 1.
We notice also a remarkable fact that for the first noncommutative case, i.e. when n = 2 and x = x 1 e 1 + x 2 e 2 , the coefficients c s (2) are the generalized central binomial coefficients with weight
where · is the floor function. Moreover, as it will be shown in Theorem 2, the coefficients c s (2) appear again in particular cases of Appell polynomials with four variables. The formula reveals some special values in the case n = 3 with x = x 1 e 1 + x 2 e 2 + x 3 e 3 . The c s (3) are nothing else than the reciprocal values of all odd integers. That is, we have c 0 (3) = 1 and
We studied in the past some applications of SAP's in the construction of quasi-conformal mappings in the space in [29] and the approximation of quasi-conformal mappings in [31] . Exactly the same Appell polynomials (2) appeared later on in connection with other applications studied by other authors, for example in [4, 15, 25] .
Notice that SAP's form a subset of Special Appell Polynomials which have been introduced in [1] as monogenic polynomials P with coefficients a ij ∈ A n and representation in the form of
where the primed sigma stands for a finite sum. Of course, writing x 0 = 1 2 (x +x) and x = 1 2 (x −x) we see that a rearrangement of (2) leads to the form (4) (see also [30] about different representations of SAP's).
Pseudo-complex Powers (PCP)
The second type of generalized Appell polynomials can be introduced in the following way.
Definition 2 Consider i = (i 1 , . . . , i n ) ∈ S n−1 , its scalar product with x ∈ R n in form of xî := i x = (i 1 x 1 + · · · + i n x n ), and the associated hypercomplex (pure) paravectorî = i 1 e 1 + · · · + i n e n . The linear function Zî : A → Cî, with Cî := span R {1,î} ⊂ C 0,n and given by
defines a variable which we designate by pseudo-complex variable(PCV).
Note that the exact designation of this variable should include the dimension n of the space. However, for simplicity we avoid here to do so. In the case of i k = (0, . . . , 1, . . . , 0), (1 in the k-th coordinate and 0 elsewhere), the corresponding PCV's have as imaginary unit the basic elementî k = e k and are the n copies of the ordinary complex variable z = x + iy, i.e.
Here we mention on the right hand side of (6) the expression of Zî k in terms of the Fueter variable z k := x k − x 0 e k ; k = 1, . . . n, which plays an important role in the representation of monogenic functions by generalized power series (cf. [24] ).
Representations of Zî other than (5) are, for example:
While in the case of (5) the character of Zî as a special paravector is reflected, the relation (7) stresses its connection with the Fueter variables z k .
Proposition 2 Because of the isomorphism property, an integer power of order k of a PCV Zî is monogenic and can be written, at least in two ways as
In the following we will refer to Z k ı as a pseudo-complex power (PCP) of order k.
Furthermore, we have an easy consequence of the isomorphism property:
is an Appell sequence.
Besides emphasizing the isomorphism between the property of the ordinary complex powers z k and the PCP's Z 
Homogeneous Monogenic Polynomials of Four Variables with Binomial Expansion
In order to study this problem we use the binomial expansion (1), but now with a general homogeneous linear vector part X = X 1 (x 1 , . . . , x n )e 1 + · · · + X n (x 1 , . . . , x n )e n , which for x = 0 vanishes and warranted, together with the binomial expansion, that P k (x 0 , 0) = x k 0 . In fact, we consider
where d s (n) are suitably chosen real coefficients. It is easy to recognize that the polynomials (10) have values in A since X s is real valued or pure vector valued, depending on whether s is even or odd, respectively. As already mentioned, left monogenic functions of the form (10) are also right monogenic and, consequently, it is enough to solve the real system of first order partial differential equations corresponding to ∂P k = 0. Moreover, with the additional assumption d 0 (n) ≡ 1 we have guaranteed the normalization condition P k (x 0 , 0) = x k 0 . In the case n = 2, the complete characterization of polynomials with three variables, of the form (10) is possible as we will briefly recall. By direct inspection of ∂P 1 = 0 with ∂P 1 = P 0 = 1, the first degree polynomial P 1 is monogenic if and only if it has the form P 1 (x 0 , x 1 e 1 + x 2 e 2 ) = x 0 + d 1 (a 1 x 1 + λx 2 )e 1 + (λx 1 + a 2 x 2 )e 2 , with a 1 , a 2 , λ ∈ R and
Because of (11) only one of the coefficients a 1 or a 2 can be equal to zero and these both exceptional cases together with the Appell condition ∂P 2 = 2P 1 lead directly to the trivial cases, that
Moreover, if a 2 = 0, then
Analogously, if a 1 = 0, then
Resuming: If a 1 + a 2 = 0 and a 1 a 2 = 0, then the corresponding Appell polynomials are trivial copies of the complex case with i ∼ = e 1 or i ∼ = e 2 .
The non-trivial cases corresponding to a 1 + a 2 = 0 and a 1 a 2 = 0, are described in the following theorem:
Theorem 1 (Theorem 2.1, [32] ) There exist only two different types of non-trivial Appell polynomials of the general form
The PCP (8)
Theorem 1 shows the exclusive role played by the SAP and the PCP's in the context of Appell polynomials in R 3 restricted to the condition d 0 (2) = 1. In [10] the authors started to extend this result by considering the corresponding n = 3 form of the polynomials (10), i. e.,
For the sake of better understanding, we reproduce here the main result of [10] . From now on we use briefly
In this case the first degree polynomial P 1 (x 0 , x) = x 0 + d 1 X is monogenic if the real linear functions X j are of the form
where a 1 , a 2 , a 3 are real parameters such that
and the coefficient d 1 is given by
It follows immediately that the special cases
correspond to 3D polynomials and therefore Theorem 1 holds, i.e. (12) are, in fact, 3D standard Appell polynomials, 3D pseudo-complex polynomials or complex powers.
We proceed now by examining under what conditions the second degree polynomial
2 is monogenic. This problem is equivalent, for independent x 1 , x 2 and x 3 , to solve the nonlinear system
Cumbersome, but straightforward calculations lead to the following essential cases:
We can assume that a 1 a 2 a 3 = 0, since the trivial case where one of the a i 's is zero was already considered in (13) . The solution of (14) is:
and
In this case, since d 1 = 1 3α it follows immediately that
Furthermore, X = α(x 1 e 1 + x 2 e 2 + x 3 e 3 ) = αx, which allows to express P k as
If we now apply Theorem 2 of [7] , where homogeneous monogenic polynomials expressed in terms of powers of x 0 and x were completely characterized, then we conclude that
In other words, this case corresponds to the SAP (cf. (2)) in R 4 .
2. λ 1 = 0 or λ 2 = 0 or λ 3 = 0
These cases correspond to assuming that either one of the parameters λ k , k = 1, 2, 3 is nonzero and the other two vanish or all the parameters are nonzero. The situation where two of the parameters are nonzero and the other one is zero is not possible (see equations 4-6 of (14)). If one of the parameters is nonzero and the other two vanish, the system (14) reduces essentially and can be solved easily with respect to d 2 . It leads to 3D polynomials as one of the cases of (13) (where the corresponding coefficient a k , k = 1, 2, 3 is assumed of being equal to zero) or to a solution of the form d 2 = 2d 2 1 (where the corresponding coefficient a k , k = 1, 2, 3 is not zero, but must be equal to the sum of the other two a k ). Because of d 2 = 2d 2 1 the binomial expansion of the Appell polynomial corresponds to a particular case of a 4D polynomial that will be treated next in ii.
In the case λ 1 λ 2 λ 3 = 0, the system (14) leads to the quadratic equation in d 2 :
which admits two different solutions:
In what follows we analyze both cases separately.
i. In this case we conclude from (14) that λ 1 , λ 2 , λ 3 are roots of
chosen so that λ 1 λ 2 λ 3 = a 1 a 2 a 3 . We point out that, due to (15) , if a 1 , a 2 and a 3 are nonzero, then they must have the same sign. Following the technique of [11] , we introduce now the real parameters
which allows to write
for a chosen triplet of those roots i 1 , i 2 and i 3 as defined in (16) . Notice that from this relation we obtain i ii. In this situation (14) allows to conclude that λ 1 , λ 2 , λ 3 are roots of
In this case, the roots λ i must be chosen in order to verify the relation
We proceed by adapting the procedure used in case 2.i. According to (17) , if A 1 , A 2 and A 3 are non-zero then they must have the same sign, which means that one can define the real parameters 
In addition, we note that, according to relation (17), λ 1 λ 2 λ 3 has the opposite sign of A 1 A 2 A 3 and consequently the opposite sign of a 1 + a 2 + a 3 . Thus, independently of the sign of j 1 , j 2 and j 3 the following situations may be considered. If a 1 + a 2 + a 3 > 0 then λ 1 λ 2 λ 3 < 0, that is, λ l < 0 for all l ∈ {1, 2, 3} or λ l < 0 for only one l ∈ {1, 2, 3} and λ k > 0 for k = l. Analogously, if a 1 + a 2 + a 3 < 0 then λ l > 0 for all l ∈ {1, 2, 3} or λ l > 0 for only one l ∈ {1, 2, 3} and λ k < 0 for k = l. For simplicity, from now on we suppose that j 1 , j 2 , j 3 , a 1 + a 2 + a 3 > 0 and that λ 1 , λ 2 , λ 3 < 0, i.e. we assume
By observing that
it is possible to express P 1 as
In other words
is such that
Concerning the second degree polynomial P 2 (x 0 , x), we have proved that
Our aim now is to derive the general form of the coefficients d s in (12) . Before we continue we need to prove an auxiliary result which will play an import role in the subsequent work.
Lemma 1 For a nonnegative integer k the following relation holds
whereX is the pseudo-complex first degree polynomial (21).
Proof:By recalling (19) and (20) we have that x −X = w 1 e 1 + w 2 e 2 + w 3 e 3 , where w i = w i (x 1 , x 2 , x 3 ) are the real valued linear functions
1 )x 1 − j 1 j 2 x 2 − j 1 j 3 x 3 w 2 = −j 1 j 2 x 1 + (1 − j 2 2 )x 2 − j 2 j 3 x 3 w 3 = −j 1 j 3 x 1 − j 2 j 3 x 2 + (1 − j If k is even then both (x −X k and (x −X k−2 are real valued homogeneous polynomials and therefore = k x −X k−2 − (w 1 e 1 + w 2 e 2 + w 3 e 3 ) + (w 1 j 1 + w 2 j 2 + w 3 j 3 ) .
Thus, after verifying that w 1 j 1 + w 2 j 2 + w 3 j 3 = 0 the assertion follows immediately.
When k is odd one has that x −X k−1 is real valued which leads to
it is sufficient to prove that ∂ x P k = −kP k−1 . From Lemma 1 one has that whereX := i 1 x 1 + i 2 x 2 + i 3 x 3 î andî 2 = i 1 e 1 + i 2 e 2 + i 3 e 3 2 = −1.
