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Abstract
The main topic considered is maximizing the number of cycles in a
graph with given number of edges. In 2009, Kira´ly conjectured that there
is constant c such that any graph with m edges has at most (1.4)m cycles.
In this paper, it is shown that for sufficiently large m, a graph with m
edges has at most (1.443)m cycles. For sufficiently large m, examples
of a graph with m edges and (1.37)m cycles are presented. For a graph
with given number of vertices and edges an upper bound on the maximal
number of cycles is given. Also, exponentially tight bounds are proved
for the maximum number of cycles in a multigraph with given number of
edges, as well as in a multigraph with given number of vertices and edges.
1 Introduction
Counting the number of cycles in a graph is a problem that was studied for
different classes of the graphs: graphs with given cyclomatic number, planar
graphs, 3-regular and 4-regular graphs, and many others. However, only a few
general bounds for number of cycles that use basic graph parameters are known.
In this paper the bounds on the number of cycles in a graph as a function of
number of vertices and edges are presented.
Let C(G) denote the number of cycles in a graph G. In 1897, Ahrens [1]
proved that for a graph G with n vertices, m edges and k components,
m− n+ k ≤ C(G) ≤ 2m−n+k − 1. (1)
The lower bound in (1) is tight; for example, it is achieved by any disjoint
union of cycles and trees. The tightness of the upper bound in (1) was shown
by Mateti and Deo [9] and the only graphs for which the upper bound is tight
are K3, K4, K3,3 and K4 − e. Aldred and Thomassen [2] improved the upper
bound in (1) by showing that for a connected graph G,
C(G) ≤ 15
16
2m−n+1. (2)
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Entringer and Slater [5] considered C(G) for the class of connected graphs
with fixed cyclomatic number r = m − n+ 1. It follows from the results of [5]
that there is a 3-regular connected graph G for which C(G) > 2r−1. Shi [11]
presented an example of an outer-planar 3-regular Hamiltonian graph G with
C(G) = 2r−1 + r − 1.
Kira´ly [7] investigated C(G) for several classes of graphs: the union and
the sum of two trees, 3-regular and 4-regular graphs, and graphs with average
degree 4. Kira´ly also conjectured that there is a constant c, such that for any
graph G that has m edges,
C(G) ≤ c(1.4)m.
Aldred and Thomassen [2] studied C(G) for the class of planar graphs. Ar-
man, Gunderson and Tsaturian [3] studied C(G) for the class of triangle-free
graphs on n vertices. In this paper, C(G) is investigated for two other classes
of graphs: those with n vertices and m edges, and those with m edges.
The following notation is used. For k ∈ Z+, denote {i ∈ Z; 1 ≤ i ≤ k} by
[k], and for a set S, denote {T ⊆ S : |T | = k} by [S]k. Graphs and multigraphs
are defined as in [4]. Denote the average degree of a graph G by d(G), the
maximum degree by ∆(G), and the minimum degree by δ(G).
Theorem 3.1 implies that if graph G has n vertices and m edges, then
C(G) ≤
{
3
4∆(G)(
m
n−1 )
n−1, if m
n−1 ≥ 3,
3
4∆(G) · ( 3
√
3)m, if m
n−1 < 3.
(3)
The bound in (3) is better than in (2) for graphs with sufficiently large
number of edges and average degree at least 4.25.
For m ∈ Z+ let C(m) be the maximum number of cycles in a graph with m
edges. In Corollary 3.4 it is shown that
C(m) < 8.25(
3
√
3)m,
which for m > 4056 implies
C(m) < 1.443m.
Theorem 3.1 and Corollary 3.4 are proved in Section 3.
In Section 2 it is shown that extremal graphs for C(m) have bounded degrees.
Namely, it is shown (Theorem 2.1) that if G is a graph with m edges with
C(G) = C(m), then ∆(G) ≤ 11.
In Section 4, for m sufficiently large, a graph G with m edges is constructed,
such that
C(G) ≥ (2 +
√
8)
m
5
−1 ≥ 1.37m.
Corollary 3.4 and the result of Section 4 imply that for m large enough,
1.37m ≤ C(m) ≤ 1.443m. (4)
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In Section 5, the problems of maximizing number of cycles in multigraphs
with given number of edges or given number of vertices and edges are considered.
It is shown (Theorem 5.2) that if G is a multigraph that has the most cycles
among all multigraphs with m ”multi-edges”, then
9
10
(
3
√
3)m ≤ C(G) ≤ 8.25( 3
√
3)m.
2 Maximal degree of graphs with C(m) cycles
Recall that, for m ∈ Z+, C(m) is the maximum number of cycles in a graph
with m edges.
Theorem 2.1. If G is a graph with m edges such that C(G) = C(m), then
∆(G) ≤ 11.
The proof of Theorem 2.1 relies on the following two lemmas.
Lemma 2.2. Let k ≥ 6 be a positive integer. For 1 ≤ i < j ≤ k, let wi,j be
a non-negative real number, and let S =
∑
1≤i<j≤k wi,j. Then there exists a
6-element set D ⊆ [k] such that
∑
1 ≤ i < j ≤ k
i 6∈ D, j 6∈ D
wi,j ≥
(
1− 6(2k − 7)
k(k − 1)
)
S.
Proof. The proof relies on an averaging argument. For each i ∈ [k] set wi =∑
j∈[k],j 6=i wi,j . Note that ∑
i∈[k]
wi = 2S.
Let X be a collection of all 6-element subsets of [k]. For D ∈ X let
S(D) =
∑
1 ≤ i < j ≤ k
i 6∈ D, j 6∈ D
wi,j
= S −
∑
i∈D

 ∑
j∈[k],j 6=i
wi,j

+ ∑
i,j∈D,i<j
wi,j
= S −
∑
i∈D
wi +
∑
i,j∈D,i<j
wi,j .
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Let S(D) be the average of S(D) over all D ∈ X , then
S(D) =
∑
D∈X
(
S −∑i∈D wi +∑i,j∈D,i<j wi,j)(
k
6
)
= S −
∑
i∈[k]
∑
D∈X,i∈D wi(
k
6
) +
∑
1≤i<j≤k
∑
D∈X: i,j∈D wi,j(
k
6
)
= S −
∑
i∈[k]
(
k−1
5
)
wi(
k
6
) +
∑
1≤i<j≤k
(
k−2
4
)
wi,j(
k
6
)
= S −
(
k−1
5
) · 2S(
k
6
) +
(
k−2
4
) · S(
k
6
)
=
(
1− 6(2k − 7)
k(k − 1)
)
S.
There exists D ∈ X , such that S(D) ≥ S(D), i.e.
∑
1 ≤ i < j ≤ k
i 6∈ D, j 6∈ D
wi,j ≥
(
1− 6(2k − 7)
k(k − 1)
)
S.
Lemma 2.3. Let k ≥ 2 be a positive integer. For 1 ≤ i < j ≤ k, let wi,j be
a non-negative real number, and let S =
∑
1≤i<j≤k wi,j. Then there exists a
partition A1 ∪ A2 ∪ A3 ∪ A4 = [k], such that
∑
1≤l<m≤4
∑
i ∈ Al
j ∈ Am
wi,j ≥
(
3k2 − 4
4k(k − 1)
)
S.
Proof. For all l ∈ [4] let al = ⌊k+l−14 ⌋ (note that a1 + a2 + a3 + a4 = k).
Let X be the collection of all ordered quadruples (A1, A2, A3, A4), such that
pi = A1 ∪ A2 ∪ A3 ∪ A4 is a partition of [k] and for all l ∈ [4], |Al| = al. Note
that
|X | = k!
a1!a2!a3!a4!
.
For p = (A1, A2, A3, A4) ∈ X define
4
S(p) =
∑
1≤l<m≤4
∑
i ∈ Al
j ∈ Am
wi,j
= S −
∑
l∈[4]
∑
i < j
i, j ∈ Al
wi,j .
Let S(p) be the average of S(p) over all possible choices of p.
S(p) =
∑
p∈X(S −
∑
l∈[4]
∑
i,j∈Al,i<j wi,j)
|X |
= S −
∑
l∈[4]
∑
p∈X
∑
i,j∈Al,i<j wi,j
|X |
= S −
∑
l∈[4]
∑
1≤i<j≤k
∑
p∈X: i,j∈Al wi,j
|X |
Note that for any choice of l ∈ [4] and any choice of i, j, such that 1 ≤ i <
j ≤ k there are exactly
(k − 2)!(al)(al − 1)
a1!a2!a3!a4!
quadruples p ∈ X , such that i, j ∈ Al. Then,
S(p) = S − (
∑
l∈[4]
∑
1≤i<j≤k
(k − 2)!(al)(al − 1)
a1!a2!a3!a4!
wi,j)/|X |
= S − (
∑
l∈[4]
(k − 2)!(al)(al − 1)
a1!a2!a3!a4!
· S) · 1|X |
= S − (
∑
l∈[4]
(k − 2)!(al)(al − 1)
a1!a2!a3!a4!
) · S · a1!a2!a3!a4!
k!
= S − (
∑
l∈[4]
⌊k+l−14 ⌋(⌊k+l−14 ⌋ − 1)
k(k − 1) ) · S
= S

1− 1
k(k − 1) ·


k(k−4)
4 , if k ≡ 0 mod 4
(k−1)(k−3)
4 , if k ≡ ±1 mod 4
(k−2)2
4 , if k ≡ 2 mod 4


≥ S
(
1− (k − 2)
2
4k(k − 1)
)
.
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There exists a p = (A1, A2, A3, A4) ∈ X , such that S(p) ≥ S(p), therefore the
partition A1 ∪ A2 ∪A3 ∪ A4 satisfies the statement of Lemma 2.3.
Proof of Theorem 2.1. Let m be a positive integer and G be a graph with m
edges. To prove Theorem 2.1, it is sufficient to prove that if ∆(G) ≥ 12, then
there is a graph H with m edges and with C(H) > C(G).
Let ∆(G) ≥ 12 and u be a vertex of maximal degree in G. Let N(u) =
{u1, u2, . . . , uk} be the neighbourhood of u (note that k ≥ 12). For 1 ≤ i < j ≤
k, define wi,j to be the number of paths from the vertex ui to the vertex uj in the
graph G−u. Then the number of cycles in graph G that pass through vertex u is
S =
∑
1≤i<j≤k wi,j . By Lemma 2.2, there is a 6-element set D = {i1, i2, . . . , i6},
such that ∑
1 ≤ i < j ≤ k
i 6∈ D, j 6∈ D
wi,j ≥
(
1− 6(2k − 7)
k(k − 1)
)
S. (5)
Suppose, upon re-indexing, that D = {k − 5, k − 4, . . . , k − 1, k}. Applying
Lemma 2.3 to the collection of real numbers wi,j with 1 ≤ i < j ≤ k − 6 gives
a partition A1 ∪ A2 ∪ A3 ∪A4 = [k − 6] with
∑
1≤l<m≤4
∑
i ∈ Al
j ∈ Am
wi,j ≥
(
3(k − 6)2 − 4
4(k − 6)(k − 7)
)(
1− 6(2k − 7)
k(k − 1)
)
S. (6)
For i ∈ [4], let Ui = {uj : j ∈ Ai}. Construct a graph H by deleting u and all
of the edges incident to u, adding four new vertices v1, v2 , v3, v4, then for all
1 ≤ i ≤ 4 adding edges from vi to each vertex of Ui, and for all 1 ≤ i < j ≤ 4
adding edges vivj (see Figure 1). Then |E(H)| = |E(G)|.
u
G:
U3U2
U1 U4
D
v1 v4
v2 v3
U3
H:
U2
U1 U4
D
Figure 1: Constructing graph H from G.
To count the number of cycles in H , note the following:
• Every cycle in G that does not pass through the vertex u is still a cycle
in H . There are C(G)− S such cycles.
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• Let C be a cycle in G that for some 1 ≤ i < j ≤ k − 6 contains a path
uiuuj. If for some l ∈ [4] ui and uj are in the same class Ul, then C
corresponds to the cycle in H that uses the path uivluj instead of uiuuj.
In the case if ui ∈ Ul and uj ∈ Um for some 1 ≤ l < m ≤ 4, cycle C
corresponds to the cycle that uses the path uivlvmuj instead of uiuuj. By
(5), there are at least (
1− 6(2k − 7)
k(k − 1)
)
S
cycles in G that use path uiuuj with ui, uj ∈ N(u)\D.
• Every cycle in G that for some i ∈ Al and j ∈ Am with l 6= m contains a
path uiuuj gives rise to additional 4 cycles in H(except the one containing
uivlvmuj). For example, if l = 1, m = 2 the four new cycles contain paths
uiv1v3v2uj, uiv1v4v2uj , uiv1v3v4v2uj and uiv1v4v3v2uj instead of uiuuj.
According to (6), there are at least(
3(k − 6)2 − 4
4(k − 6)(k − 7)
)(
1− 6(2k − 7)
k(k − 1)
)
S =
(
3k2 − 36k + 104
4k(k − 1)
)
S
cycles in G that for some i ∈ Al and j ∈ Am with l 6= m pass through a
path uiuuj.
• There are 7 new cycles in H spanned by the vertices v1, v2, v3, v4.
By all of the observations above, the number of cycles in H is
C(H) ≥ C(G) − S +
(
1− 6(2k − 7)
k(k − 1)
)
S + 4
(
3k2 − 48k + 104
4k(k − 1)
)
S + 7
= C(G) + 7 + S
(
3(k − 4)(k − 12)
k(k − 1)
)
> C(G).
Therefore, H has more cycles than G.
Note, that for m = 7 the graphs that have the most cycles are K4 plus an
edge and K4 with one edge replaced by a path of length two. In the first case
minimum degree is one, in the second case – two.
The authors can also prove the following theorem (that does not have direct
relation to the main results of this paper).
Theorem 2.4. If m > 7 and G is a connected graph with C(G) = C(m), then
δ(G) ≥ 3.
3 Cycles in graphs or multigraphs with fixed
number of vertices and edges
Multigraphs are defined as in [4]. The degree degG(V ) of a vertex v ∈ V (G)
is the number of edges incident to v. For two vertices u, v ∈ V (G), denote
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by E(u, v) the set of all edges between u and v. For a vertex v ∈ V (G),
denote by N(v) the set of all vertices connected with v by at least one edge. A
cycle in a multigraph G is a set of k ≥ 2 distinct vertices and k distinct edges
{v1, e1, v2, e2, . . . , ek, v1}, where for each i ∈ [k], vi ∈ V (G), ei ∈ E(G) and any
consecutive vertex and edge are incident. As in the case of simple graphs, denote
the number of cycles in a multigraph G by C(G). No loop can be a part of a
cycle, hence only multigraphs without loops are considered.
The main result of this section is an upper bound for number of cycles in a
graph (or multigraph) with fixed number of vertices and edges.
Theorem 3.1. Let G be a multigraph with n ≥ 2 vertices and m edges.
If m
n−1 < 3, then
C(G) <
3
4
∆(G) · ( 3
√
3)m.
If m
n−1 ≥ 3, and ⌊ mn−1⌋ = s, α = mn−1 − s, then
C(G) <
3
4
∆(G)(s1−α(s+ 1)α)n−1 =
3
4
∆(G)((s1−α(s+ 1)α)
1
s+α )m.
To prove Theorem 3.1, some notations and lemmas are needed.
Let G be a multigraph with n vertices. For vertices v1, . . . , vk ∈ V (G), define
F (v1, v2, . . . , vk) = N(vk)\{v1, . . . , vk−1} and define
f(v1, . . . , vk) = max{degG−{v2,...,vk−1}(vk), 1}. Denote the number of cycles in
G that contain the path v1e1v2 . . . ek−1vk by C(v1e1v2 . . . ek−1vk) (note that
C(v1) is a number of cycles containing the vertex v1). For brevity, write Fk =
F (v1, . . . , vk), fk = f(v1, . . . , vk), Ck = C(v1e1 . . . ek−1vk).
Lemma 3.2. Let G be a multigraph with n ≥ 2 vertices, k ∈ [n − 1], and
v1e1v2e2 . . . vk−1 be a path in G. If Fk 6= ∅, then
Ck ≤ fk · max
k+1≤t≤n
vk+1∈Fk
.
.
.
vt∈Ft−1
{fk+1 · fk+2 · . . . · ft}.
Proof. Fix n ≥ 2. Let G be a multigraph on n vertices. The proof is by
mathematical induction on l = n− k.
Base case. Let l = 1. Let v1e1 . . . vn−1 be a path in G; Cn−1 is to be bounded.
The condition Fn−1 6= ∅ means that Fn−1 = {vn} and it remains to be proved
that Cn−1 ≤ fn−1fn. Let s be the number of edges between vn−1 and v1. Then
Cn−1 ≤ s + (fn−1 − s)fn. By definition, fn ≥ 1; therefore s + (fn−1 − s)fn ≤
sfn + (fn−1 − s)fn = fn−1fn, which proves the base case.
Inductive step. Let i ∈ [n− 1]. Assume that the statement of the lemma holds
for l = i, and prove it for l = i + 1, i.e. let v1e1 . . . vn−i−1 be a path in G, and
Cn−i−1 = C(v1e1 . . . en−i−2vn−i−1) is to be bounded.
Let s be the number of edges between vn−i−1 and v1. Then
Cn−i−1 = s+
∑
vn−i∈Fn−i
en−i−1∈E(vn−i,vn−i−1)
C(v1e1 . . . vn−i−1en−i−1vn−i).
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For all possible choices of vn−i and en−i−1, according to inductive hypothesis,
C(v1e1 . . . en−i−1vn−i) ≤


fn−imax n−i+1≤t≤n
vn−i+1∈Fn−i
..
.
vt∈Ft−1
{fn−i+1 . . . ft}, if Fn−i 6= ∅
fn−i, if Fn−i = ∅
≤ max
n−i≤t≤n
vn−i∈Fn−i−1
..
.
vt∈Ft−1
{fn−i . . . ft}.
Therefore,
Cn−i−1 ≤ s+ (fn−i−1 − s) · max
n−i≤t≤n
vn−i∈Fn−i−1
..
.
vt∈Ft−1
{fn−i . . . ft}
≤ fn−i−1 · max
n−i≤t≤n
vn−i∈Fn−i−1
..
.
vt∈Ft−1
{fn−i . . . ft}.
This proves that the statement of the lemma holds for l = i + 1, and therefore
by induction it holds for all l ∈ [n− 1].
Lemma 3.3. Let G be a multigraph with n ≥ 3 vertices and m edges, and let
v1 be a vertex in G of degree ∆(G).
If m
n−1 ≥ 3, and ⌊ mn−1⌋ = s, mn−1 − s = α, then there are at most
∆(G)
2 (s
1−α(s+ 1)α)n−1 cycles in G that contain v1.
If m
n−1 < 3, then there are at most
∆(G)
2 · ( 3
√
3)m cycles in G that contain v1.
Proof. Let G be a multigraph with n ≥ 3 vertices and m edges, and v1 be a
vertex with degree ∆(G).
For any edge e = v1v2 incident to v1, by Lemma 3.2, the number of cycles that
contain e is at most
f2 · max
3≤t≤n
v3∈F2
..
.
vt∈Ft−1
{f3 . . . ft} ≤ max
2≤t≤n
v2∈F1
..
.
vt∈Ft−1
{f2 . . . ft}.
Every cycle through v1 contains two such edges, therefore the number of cycles
that contain v1 is at most
∆
2
· max
2≤t≤n
v2∈F1
..
.
vt∈Ft−1
{f2 . . . ft} (7)
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Let v2, . . . vt be a collection of vertices that give the maximum in (7) with the
smallest possible t. Then ft ≥ 2 (otherwise remove all fi = 1 after the last
fk ≥ 2 to obtain the smaller collection of vertices that gives maximum in (7)).
Then for all 2 ≤ i ≤ t,
fi = degG−{v2,...,vi−1}(vi).
For 2 ≤ i ≤ t, all the edge sets {viu ∈ E(G) : u ∈ V (G)\{v2, . . . , vi}} are
mutually disjoint, so f2 + · · ·+ ft ≤ m. Therefore,
∆
2
f2 · . . . · ft ≤ ∆
2
· max
2≤t≤n
x2+...+xt≤m,
∀i∈[2,t],xi∈Z+
{x2 · x3 · . . . · xt}.
So the number of cycles in G that contain v1 is at most
∆
2
· max
2≤t≤n
x2+...+xt≤m,
∀i∈[2,t],xi∈Z+
{x2 · x3 · . . . · xt}. (8)
For a fixed t the product x2 . . . xt in (8) obtains its maximum when xis (i ≥ 2)
are as equal as possible (for all i, j |xi − xj | ≤ 1), and their sum is equal to m.
Let ⌊ m
n−1⌋ = s, mn−1 = s+ α.
If s ≥ 3 (which is equivalent to m
n−1 ≥ 3), let the maximum in (8) be achieved
for some t ≤ n and let x2, · · · , xt be a collection of xis that gives the maximum
in (8). If t < n, then s ≥ 3 implies that either for some i ∈ [t], xi ≥ 5, or for
two different i, j ∈ [t], xi = xj = 4. In the first case replacing xi by xi − 2 and
setting xt+1 = 2 gives a collection of xis with a bigger product. In the second
case setting xi = xj = 3 and xt+1 = 2 increases the product of xis. Hence, the
maximum in (8) is achieved when t = n. For all 2 ≤ i ≤ n, xi = s or xi = s+1.
Then the number of cycles in G that pass through v1 is at most
∆
2
x2 . . . xn =
∆
2
s(1−α)(n−1)(s+ 1)α(n−1) =
∆
2
(s1−α(s+ 1)α)n−1.
If s < 3, let the maximum of (8) be achieved for some 2 ≤ t ≤ n and
let x2, · · · , xt be the collection of xis that gives the maximum in (8). Recall
that for all i, j |xi − xj | ≤ 1. If for two different i, j ∈ [t] xi = xj > 3,
then m > 6 + 3(t − 2) = 3t, and s < 3 implies that t < n. Replacing xi
by xi − 1, xj by xj − 1 and setting xt+1 = 2 increases the product. There-
fore, there is at most one i, such that xi = 4. If there is i such that xi = 1,
then replacing any xj (j 6= i) by xj + 1 and deleting xi increases the prod-
uct. If for some i, j, k ∈ [t] xi = xj = xk = 2, then replacing xi by 3,
xj by 3 and deleting xk increases the product. Therefore, {x2, . . . , xt} ∈
{{3, 3, . . . , 3, 2, 2}, {3, 3, . . . , 3, 4}, {3, 3, . . . , 3, 2}, {3, 3, . . . , 3}}. Then x2 . . . xt is
at most 3
m
3 , so the number of cycles that pass through v1 is at most
∆
2
x2 . . . xt ≤ ∆
2
3
m
3 .
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Proof of the Theorem 3.1. The proof is by mathematical induction on n.
Base case. If n = 2, there is only one multigraph on n vertices with m edges
– two vertices connected by m edges. In this case s = m
n−1 = m, and G has
max{(m2 ), 0} cycles, which is less than 34m( 3√3)m (for the case m < 3), and less
than 34m ·m (for the case m ≥ 3).
Inductive step. Let k ≥ 3 be an integer, and suppose that the statement of the
theorem is proved for n = k−1. Let G be a multigraph with k vertices, m edges
and let v1 be a vertex of maximal degree in G.
Suppose that m
k−1 < 3.
If ∆(G) ≤ 2, then every edge is contained in at most one cycle, and every cycle
contains at least two edges, so the number of cycles in G is at most
m
2
≤ 3
4
∆(G) · ( 3
√
3)m.
If ∆(G) ≥ 3, then the multigraph G− v1 has at most m− 3 edges, ∆(G− v1) ≤
∆(G) and |E(G−v1)||V (G−v1)|−1 ≤ mk−1 < 3, therefore, by inductive assumption, the
number of cycles in G − v1 is at most 34∆(G) · ( 3
√
3)m−3. By Lemma 3.3, the
number of cycles that contain v1 is at most
∆(G)
2 · ( 3
√
3)m, therefore the total
number of cycles in G is at most
∆(G)
2
· ( 3
√
3)m +
3
4
∆(G) · ( 3
√
3)m−3 =
3
4
∆(G) · ( 3
√
3)m.
Suppose that m
k−1 ≥ 3.
Let s = ⌊ m
k−1⌋, α = mk−1 − ⌊ mk−1⌋. Note that ∆(G− v1) ≤ ∆(G) and let
y =
|E(G− v1)|
|V (G− v1)| − 1 ≤
m
k − 1 .
Note that the function
f(x) = (⌊x⌋)1−x+⌊x⌋(⌊x⌋+ 1)x−⌊x⌋
is non-decreasing on every interval [a, a+1], a ∈ Z≥0 (and hence on R+), there-
fore
s1−α(s+ 1)α ≥ f(3) = 3. (9)
If y ≥ 3, then, by the induction hypothesis,
|E(G− v1)| ≤ 3
4
∆(G)((⌊y⌋)1−y+⌊y⌋(⌊y⌋+ 1)y−⌊y⌋)k−2
≤ 3
4
∆(G)(s1−α(s+ 1)α)k−2.
If y < 3, then |E(G − v1)| < 3(k − 2), and by the induction hypothesis
|E(G− v1)| ≤ 3
4
∆(G)(
3
√
3)|E(G−v1)| <
3
4
∆(G)(
3
√
3)3(k−2)
=
3
4
∆(G) · 3k−2 ≤ 3
4
∆(G)(s1−α(s+ 1)α)k−2.
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Hence, for any y, |E(G− v1)| ≤ 34∆(G)(s1−α(s+ 1)α)k−2, which together with
Lemma 3.3 and (9) implies that
C(G) =
3∆(G)
4
(s1−α(s+ 1)α)k−2 +
∆(G)
2
(s1−α(s+ 1)α)k−1
≤ 3∆(G)
4
(s1−α(s+ 1)α)k−1,
which proves the inductive step and hence the theorem.
A consequence of Theorem 3.1 is
Corollary 3.4. For any integer m
C(m) < 8.25(
3
√
3)m.
Proof. Let G be a graph with n vertices and m edges, such that C(G) = C(m).
Suppose that m
n−1 ≥ 3. Let f(s, α) = (s1−α(s + 1)α)
1
s+α , then for any s >
0, f(s, α) is monotone in α and max
s∈Z+,α∈[0,1)
f(s, α) = max
s∈Z+
s
1
s =
3
√
3. This,
together with Theorem 3.1 and Theorem 2.1, implies that for s = ⌊ m
n−1⌋ and
α = m
n−1 − ⌊ mn−1⌋
C(m) = C(G) <
3
4
∆(G)((s1−α(s+ 1)α)
1
s+α )m ≤ 8.25( 3
√
3)m.
If m
n−1 < 3, then, by Theorem 2.1 and Theorem 3.1 ,
C(m) = C(G) <
3
4
∆(G)(
3
√
3)m ≤ 8.25( 3
√
3)m.
4 Example of a graph with (1.37)m cycles
For n ≥ 1 let Hn be the graph on 2n+ 2 vertices with
V (Hn) = {u1, u2, . . . , un+1, v1, v2, . . . vn+1} and
E(Hn) = {uivj : i, j ∈ [n+1], |i− j| ≤ 1}∪{uiui+1 : i ∈ [n]}∪{vivi+1 : i ∈ [n]}.
For n ≥ 1 denote by P (n) the number of paths from the vertex u1 to the
vertex un+1 in Hn. Note that P (n) is also equal to the number of paths from
u1 to vn+1 in Hn.
Claim 4.1. For all n ≥ 2
P (n) = 4P (n− 1) + 4P (n− 2).
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v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12 u13
Figure 2: Graph H12.
Proof sketch. The proof of the claim relies on an inductive argument and an
observation that each path from u1 to un+1 in Hn corresponds to exactly one
of the following paths:
• path from u1 to un in Hn−1 followed by the path unun+1 or by the path
unvn+1un+1.
• path from u1 to vn in Hn−1 followed by the path vnun+1 or by the path
vnvn+1un+1.
• path from u1 to un−1 in Hn−2 followed by the path un−1unvn+1vnun+1
or by the path un−1vnvn+1unun+1.
• path from u1 to vn−1 in Hn−2 followed by the path vn−1unvn+1vnun+1 or
by the path vn−1vnvn+1unun+1.
Solving the recurrence relation leads to the inequality
P (n) ≥ (2 + 2
√
2)n.
Define the graph Gn by identifying vertices u1 and un in Hn. Then Gn has
2n+ 1 vertices, m = 5n+ 1 edges and
C(Gn) ≥ (2 + 2
√
2)n.
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v3
v4
v5
v6
v7
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v9
v10
v11
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u1
u2
u3
u4
u5
u6
u7
u8
u9
u10
u11
u12
v13 v1
Figure 3: G12 with 25 vertices and 61 edges.
For an integer m let graph G be obtained from G⌊m−1
5
⌋ by adding (m −
5⌊m−15 ⌋ − 1) edges. Then G has m edges and for m large enough
C(G) ≥ C(G⌊m−1
5
⌋) ≥ (2 + 2
√
2)⌊
m−1
5
⌋ ≥ (2 + 2
√
2)
m
5
−1 > 1.37m.
5 Maximum number of cycles in multigraphs
The problems of maximizing the number of cycles with fixed number of edges
or fixed average degree can be also considered for multigraphs. Using the tech-
niques presented in this paper, the authors can prove the following two results.
Theorem 5.1. Let G be a multigraph that has the maximum number of cycles
among all the multigraphs with n ≥ 2 vertices and m ≥ 3 edges. Let ⌊ m
n−1⌋ = s,
α = m
n−1 − s.
If m
n−1 ≥ 3, then
8
27
s(s1−α(s+ 1)α)n−1 ≤ C(G) ≤ 3
4
∆(G)(s1−α(s+ 1)α)n−1.
If m
n−1 ≤ 3, then
4(
3
√
3)m−4 ≤ C(G) < 3
4
∆(G) · ( 3
√
3)m
The upper bounds in Theorem 5.1 follow from the Theorem 3.1. For the
lower bounds, define Cn,m to be the multigraph obtained from the cycle Cn by
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replacing each of some m−⌊m
n
⌋n consecutive edges with ⌊m
n
⌋+1 ”multi-edges”
and the rest ⌊m
n
⌋n −m + n edges with ⌊m
n
⌋ ”multi-edges”. The lower bound
in the first case is achieved by the graph Cn,m. The lower bound in the second
case is achieved by the graph C⌊m+1
3
⌋,m with extra n− ⌊m+13 ⌋ isolated vertices.
Theorem 5.2. Let G be a multigraph with m ≥ 3 edges that has the maximum
number of cycles among all the multigraphs with m edges. Then
9
10
(
3
√
3)m < 4(
3
√
3)m−4 ≤ C(G) ≤ 8.25( 3
√
3)m
The upper bound in Theorem 5.2 can be obtained by repeating the argument
of Corollary 3.4 and a version of Theorem 2.1, modified for multigraphs. The
example for the lower bound is the same as for the second case of Theorem 5.1.
Theorems 5.1 and 5.2 answer both questions for multigraphs up to a constant
factor. The authors believe that for m ≥ 9 the graph C⌊m+1
3
⌋,m has the most
cycles among all multigraphs with m edges.
6 Concluding remarks
Theorem 3.1 gives an upper bound for the number of cycles in a graph G with n
vertices and m edges. For a graph G with n vertices and average degree d ≥ 6,
Theorem 3.1 implies
C(G) ≤ 3∆(G)
(
d
2
)n
.
For d = Ω(lnn), let G be a random graph G(n, p) with p = d
n−1 . Glebov
and Krivelevich [6] proved that the number of cycles in G is a.a.s. at least(
d
e
)n
(1 + o(1))n. Therefore, if G is a graph with the maximal number of cycles
among all graphs with n vertices and average degree d, then for n large enough(
d
e
)n
(1 + o(1))n ≤ C(G) ≤ (1 + o(1))n
(
d
2
)n
.
This inequality and the fact that C(Kn) ≈ c√n
(
n
e
)n
for some constant c (see [3]
for details) motivates the following conjecture.
Conjecture 6.1. For any α ∈ (0, 1] and integer n large enough any graph G
on n vertices with average degree d = αn satisfies
C(G) ≤ (1 + o(1))n
(
d
e
)n
.
As mentioned in the introduction, Theorem 3.4 and the result of Section 4
imply that 1.37m ≤ C(m) ≤ 1.443m.
Kira´ly [7] conjectured that C(m) < 1.4m. The upper bound in Corollary 3.4
is 8.25( 3
√
3)m, which inspired the following conjecture.
Conjecture 6.2. For sufficiently large m, there exists a graph G with m edges
and at least (1 + o(1))m( 3
√
3)m cycles.
15
7 Acknowledgments
We would like to thank Karen Gunderson and Jamie Radcliffe for helpful dis-
cussions. We would also like to thank David Gunderson for valuable comments
and suggestions.
References
[1] W. Ahrens, Ueber das Gleichungssystem einer Kirchhoff’schen galvanischen
Stromverzweigung, Math. Ann. 49 (1897), 311–324 (German).
[2] R. E. L. Aldred and C. Thomassen, On the maximum number of cycles in a planar graph,
J. Graph Theory 57 (2008), 255–264.
[3] A. Arman, D. S. Gunderson, and S. Tsaturian, Triangle-free graphs with the maximum
number of cycles, Discrete Math. 339 (2016), 699–711.
[4] B. Bolloba´s, Modern graph theory, Graduate Texts in Mathematics, vol. 184, Springer-
Verlag, New York, 1998.
[5] R. C. Entringer and P. J. Slater, On the maximum number of cycles in a graph, Ars
Combin. 11 (1981), 289–294.
[6] R. Glebov and M. Krivelevich, On the number of Hamilton cycles in sparse random
graphs, SIAM J. Discrete Math. 27 (2013), 27–42.
[7] Z. Kira´ly, Maximum number of cycles and hamiltonian cycles in sparse graphs, 2009.
Technical report, https://www.cs.elte.hu/egres/tr/egres-09-03.pdf, accessed 12 Septem-
ber 2016.
[8] D. Ko¨nig, Theory of finite and infinite graphs, Birkha¨user Boston, Inc., Boston, MA,
1990. Translated from the German by Richard McCoart.
[9] P. Mateti and N. Deo, On algorithms for enumerating all circuits of a graph, SIAM J.
Comput. 5 (1976), 90–99.
[10] D. Mugnolo, Graphentheorie (2011). Lecture notes on Graph Theory, https://www.uni-
ulm.de/fileadmin/website uni ulm/mawi.inst.010/mugnolo/graphenskript-defin.pdf, ac-
cessed 12 September 2016.
[11] Y. B. Shi, The number of cycles in a Hamilton graph, Discrete Math. 133 (1994), 249–257.
[12] Z. Tuza, Problems on cycles and colorings, Discrete Math. 313 (2013), 2007–2013.
[13] L. Volkmann, Estimations for the number of cycles in a graph, Period. Math. Hungar.
33 (1996), 153–161.
16
