In this work, a wireless broadcast network with a base station (BS) sending random time-sensitive information updates to multiple users with interference constraints is considered. The Age of Synchronization (AoS), namely the amount of time elapsed since the information stored at the network user becomes desynchronized, is adopted to measure data freshness from the perspective of network users. Compared with the more widely used metric-the Age of Information (AoI), AoS accounts for the freshness of the randomly changing content. We formulate the scheduling problem into a discrete time Markov decision process and approximate the optimal solution through finite state policy iteration. An index based heuristic scheduling policy based on restless multi-arm bandit (RMAB) is provided to reduce computational complexity. Numerical results are presented to demonstrate the performance of the proposed policies. 978-1-5386-9291-2
I. INTRODUCTION
The design of next generation mobile and wireless communication networks are driven partly by the need of missioncritical services like real-time control and the Internet of Things (IoT). Moreover, the proliferation of mobile devices have boosted the needs to enhance the timeliness of services like instant chatting, mobile ads, social updates notifications, etc. In all these scenarios, new stringent requirements are imposed on the freshness of the received data.
To measure the data freshness from the perspective of users, the metric Age of Information (AoI) is proposed [1] . It describes the time elapsed since the time-stamp that the freshest information at the receiver has been generated. Another metric called Age of Synchronization is proposed [2] to measure the time difference between now and the time-stamp that the freshest data at the receiver becomes desynchronized compared with the source. The two metrics are essentially different. Briefly speaking, AoS only measures the time of status desynchronization and is more appropriate for the scenario in which status changes randomly, e.g., caching systems [2] ; AoI also takes the inter packet generation time into account, hence is more appropriate for scenarios that the update source keeps changing all the time. Relative to the more widely used AoI metric, the AoS metric accounts for whether the process that is being tracked has actually changed when updates appear randomly.
Previous work on optimizing data freshness from the perspective of users focus mainly on minimizing AoI. Centralized scheduling algorithm to optimize AoI performance in a singlehop network is first studied in [3] . Distributed scheduling policy to optimize AoI performance under general interference constraint is considered in [4] . The above research are based on models that update packets can be generated at will. For networks with random update sources, scheduling to optimize data freshness performance are considered in various settings [5] - [7] . However, these work all assume error free transmissions and no transmission randomness is taken into account. Moreover, the AoS metric has not received so much attention and so it's less well understood.
In this work, we aim at designing scheduling policies to minimize the expected AoS of an unreliable wireless broadcast network with random information updates. Both update packet generation and transmission randomness is considered in our model. We formulate the problem into a Markov decision process (MDP) with countable infinite state space and approximate the optimum solution through finite state policy iteration. To overcome the computational load by the approximated MDP solution, we propose an index-based heuristic algorithm based on restless multi-arm bandit that can achieve compatible performance compared with MDP.
The remainder of this paper is organized as follows. The network model and the two metrics, age of information and age of synchronization are introduced and compared in Sec. II. In Sec. III, we reformulate the problem into a Markov decision process (MDP) and approximate the optimal MDP solution with truncated policy iteration. In Sec. IV, we propose an index-based heuristic algorithm based on restless multiarm bandit. The scheduling strategies are evaluated through simulations in Sec. V. The paper is concluded in Sec. VI.
Notations: Vectors are written in boldface letters. The probability of event A given condition B is denoted as Pr(A|B), the expectation with regard to random variable X is denoted as E X [·].
II. SYSTEM OVERVIEW A. Network Model
We consider a wireless broadcast network with a base station (BS) broadcasting time sensitive information of N random update sources to N users, as shown in Fig. 1 . Each user is interested in the information updates from the corresponding source, i.e., user n is only interested in updates from source n, n = 1, 2, · · · , N . Let the time be slotted, the update of source n appears independently and identically with probability λ n in each time slot. Let the indicator function Λ n (t) ∈ {0, 1} denote whether an update of source n happens during slot t. If Λ n (t) = 1, then the corresponding information update packet arrives at BS by the end of time slot t. In this work, we focus on the scenario where the BS keeps one snapshot for each source, i.e., the old update information will be kept in BS until a new update arrives. At the beginning of each time slot, the BS schedules to broadcast information updates over error-prone wireless link. Here we use indicator function u n (t) ∈ {0, 1} to denote scheduling action. If u n (t) = 0, then the corresponding update message of source n is not selected for transmission during time t. If u n (t) = 1, then update from source n is scheduled to be transmitted to user n. Assume that packet erasure is a memoryless Bernoulli process and user n has a fixed channel characterized by the Bernoulli packet success probability p n . Then update packet will be successfully received at the end of time slot t with probability p n . Due to the limited communication resources and wireless interference constraint, the BS can only send one update to a single user at each time slot, which imposes the following constraint on scheduling decisions: (1)
B. Age of Information and Age of Synchronization
In this part, first we briefly review and compare the two freshness metrics AoI and AoS. Then we introduce the dynamics of AoS. To demonstrate the concept of AoI and AoS, let us consider a single-source-discrete-time scenario as an example. In the following part, suppose the i th packet is generated during slot g i . If it is scheduled to be transmitted to the user at the beginning of slot r i , then it will be received at the end of slot r i if the transmission succeeds.
The AoI measures the time elapsed since the generation time-stamp of the newest update received by the user [1] . Let q(t) = max i∈N + {i|r i ≤ t} be the index of the latest update at time t from the perspective of the receiver, the AoI at the beginning of slot t is defined as follows:
The AoS describes the gap of current time and the earliest time that the remote source gets an update since the last refresh of the local copy has been received. Notice that q(t) + 1 is the index of the earliest update information since the last refresh of the receiver, then the AoS at the beginning of slot t is defined to be:
where function (·) + = max{0, ·}. According to the definition, if no new update arrives after the generation time-stamp of the latest refresh of the user, i.e., g q(t)+1 ≥ t, then s(t) = 0.
The sample paths of AoI and AoS of a source are depicted in Fig. 2 . From the figure, we can see that AoS remains zero until a new fresh update arrives, i.e., the information at the receiver becomes desynchronized with the source, while AoI keeps accumulating if no update has been received. The difference between AoI and AoS is the reference object. The AoS measures data freshness compared to the source with random updates itself, while AoI takes the staleness of inter packet generation time into account. Since source updates appear randomly, and the source is assumed to remain unchanged between two updates, AoS accounts for the whether the process that is being tracked has actually changed. Now we return to the multiple-user scenario and introduce the dynamics of AoS considered in this paper. Let s n (t) be AoS of user n at the beginning of slot t before the scheduling decision and transmission. Assume that user n has no direct link to source n, and can only learn about source update through BS. If information at the user side has already been synchronized at the beginning of time t and no update is generated during slot t, i.e., s n (t) = 0 and Λ n (t) = 0, then the AoS of user n keeps to be zero at the beginning of next time slot s n (t + 1) = 0, indicating that the update information will still be synchronized at the beginning of next time slot. If the information is synchronized at time t but an update packet arrives, i.e., s n (t) = 0 and Λ n (t) = 1, then information of user n will be desynchronized at the beginning of next time slot and s n (t + 1) = 1. If u n (t) = 1 and the transmission succeeds with probability p n , then the latest update by the end of slot t + 1, then s n (t + 1) = 1. In other situations, the information at source n is desynchronized and the fresh update packet has not been received, the AoS increases linearly with time slots with s n (t + 1) = s n (t) + 1. Based on the above analysis, the dynamics of the AoS for user n is:
s n (t) = 0, Λ n (t) = 0; 1, s n (t) = 0, Λ n (t) = 1; 0, Λ n (t) = 0, u n (t) = 1, succeeds; 1, Λ n (t) = 1, u n (t) = 1, succeeds; s n (t) + 1, otherwise.
(4)
C. Problem Formulation
Let u(t) = [u 1 (t), u 2 (t), · · · , u N (t)] be a scheduling decision at each time slot. We measure the data freshness over the entire network by the sum of time average expected AoS of all users,
where E π denotes the conditional expectation of AoS over the entire network when policy π is employed and the vector s(t) = [s 1 (t), s 2 (t), ..., s N (t)] ∈ N N denote the AoS of all users at time t. In this work, we assume that all the sources have been synchronized initially, i.e., s(0) = 0 and hence omit the item. We aim at designing a non-anticipated scheduling policy π that minimizes the above time-average expected AoS. The problem considered in this paper is organized as follows:
subject to N n=1 u n (t) ≤ 1, t = 1, 2, · · · , .
III. MARKOV DECISION PROCESS
In this section, we formulate our problem as a discrete time MDP aiming at minimizing the average cost over infinite horizon and then solve it by applying relative policy iteration through finite-state approximation.
A. MDP Formulation
The MDP problem consists of a quadruplet (S, A, Pr(·|·, ·), C(·, ·)), where each item is explained as follows:
• State space: The state space S at time slot t is defined to be the AoS of all the users over the entire network s(t), which is countable but infinite because of possible transmission failures. • Action space: We define the action a(t) at time t to be the index of the selected user corresponding to a scheduling decision u(t), where u n (t) = 1 {n=a(t)} and 1 {·} is the indicator function. Denote a(t) = 0 if the BS choose to be idle. The action space A = {0, 1, 2, · · · , N } is hence countable and finite.
• Transition probability: Let Pr(s |s, a) be the transition probability from state s(t) = s = [s 1 , s 2 , · · · , s N ] to state s(t + 1) = s = [s 1 , s 2 , · · · , s N ] at the next slot by taking action a at slot t. Since the new update packet arrival and packet erasure are independent among the users, according to the AoS evolution dynamics (4), the transition probability can be decomposed into:
Pr(s n |s n , a),
where Pr(s n |s n , a) denotes the one-step transition probability of user n given action a and has the following expression according to (4):
1, s n = s n +1, s n = 0, a = n; 1 − p n , s n = s n +1, s n = 0, a = n; λ n p n , s n = 1, s n = 0, a = n; (1 − λ n )p n , s n = 0, s n = 0, a = n; λ n , s n = 1, s n = 0, ∀a ∈ A; 1 − λ n , s n = 0, s n = 0, ∀a ∈ A.
• One-step cost: Let C(s(t), a(t)) be the one-step cost at state s(t) given action a(t), representing the total AoS growth of the entire network:
The goal of the MDP is to minimize the AoS over the entire network by designing a policy π : a(t) = π(s(t)). The optimal policy can approximated by minimizing the αdiscounted cost over infinite horizon for α → 1. Denote J α (s, π) = lim sup T →∞ E π T t=1 α t−1 C(s(t), a(t)) to be the α-discounted cost over infinite horizon starting from state s(1) = s by employing policy π and let V α (s) = min π J α (s, π). Then V α (s) satisfies the following Bellman equation: (9) For a given upper bound m and discount factor α, we can obtain a deterministic policy through relative policy iteration. The initial policy is set to be: select the user with largest AoS, i.e., π (0) (x) = arg n x n . The policy π (k+1) (x) after the (k + 1) th iteration can be obtained by the following steps:
Relative policy evaluation:
Policy selection:
(10c) The iteration terminates until the policy π(x) and value function V α (·) remains stable. The MDP scheduling policy is obtained as follows: at each slot with state s(t), compute the corresponding virtual AoS x (m) (t) and choose action a(t) = π(x (m) (t)).
IV. INDEX-BASED HEURISTIC
MDP solution is computationally demanding for a large number of access users. To reduce computational complexity, we propose a simple index-based heuristic policy based on restless multi-arm bandit (RMAB) [8] .
A. Decoupled sub-problem
First we relax the transmission constraints in each time slot into an average transmission constraint,
Then we use the Lagragre multiplier to formulate the relaxed multi-arm bandit problem with the relaxed constraint,
subject to W ≥ 0.
Each of the users can be viewed as a restless bandit and can be decoupled separately. The subscript is omitted henceforth. For each bandit, we try to minimize:
The multiplier W ≥ 0 is positive, thus it can be seen that the bandit has an extra cost of being selected to send updates. Given W , the goal of each decoupled optimization problem is to derive an optimum update strategy of whether to transmit update or not, to achieve a balance between update cost and the cost incurred by AoS. The subproblem is then formulated into an MDP consists of a quadruplet (S, A, Pr(·|·, ·), C(·, ·)):
• State space: The state at time t is the current AoS s(t) ∈ N, which is countable infinite. • Action space: There are two possible actions at each time slot, either choose the bandit to send updates a(t) = 1 or remain idle a(t) = 0. It should be noted here that the action a(t) here is different from the scheduling actions u(t), which has strict interference constraint. • Transition probability: Let Pr(s |s, a) be the transition probability from state s(t) = s to s(t + 1) = s by taking action a at time t, the state evolves with the action following Eqn. (4). • One-step cost: According to the subproblem formation, for fixed W , the one step cost of state s(t) with action a(t) consists of the AoS in the current time slot and the extra cost of being active:
We would like to design a policy π : a(t) = π(s(t)) such that the average cost over infinite horizon can be minimized. The α-discounted cost of policy π over infinite horizon starting from initial state s(1) = s is defined by J α (s, π) = lim T →∞ sup E π T t=1 α t−1 C(s(t), π(s(t))) . Next we will investigate the structure of the optimum stationary deterministic policy by examining the value function V α (s) = min π J α (s, π) and derive the Whittle's index based on the structure. The Bellman equation is provided as follows: (13)
B. Proof of Indexability
By definition [8] , a bandit is indexable if the passive set increases monotonically with extra cost W . We first prove the monotonic of the value function V α (s) and show that the optimum policy to minimize the α-discounted cost has a threshold structure. The threshold structure to minimize the average cost can be obtained by α → 1.
Lemma 1. For fixed W > 0, the value function V α (s) increases monotonically with s.
Proof: The main step of proving the lemma is by induction of the sum of discounted cost over finite time horizon. Starting from quite intuitive conclusion that the one-step cost function is increasing, by induction we can show that the sum discounted cost function under any finite steps by applying any policy is increasing, then by taking the minimum of all the policies we will obtain the increasing characteristic of the value function. The detailed proof is omitted due to space constraint. Theorem 1. The optimal policy has a threshold structure, i.e., if at state s, it is optimal to keep the bandit idle, then for the
all s < s it is optimal to keep the bandit idle; otherwise, if it is optimal to activate the bandit at state s, then for states s+1, s+2, · · · , the optimal strategy is to keep the bandit active.
Proof: The decision a(t) is chosen according to the Bellman equation (13). Suppose at state s, the optimum strategy to minimize the total cost is to choose the bandit to be active a = 1, then we have λV α (1)
. According to the monotonic characteristic, for all states s > s, we have V α (s) ≤ V α (s ). Hence for state s > s the choice will always be choosing the bandit to be active. By taking α → 1, this provides insight that the optimum policy to minimize the average cost possesses a threshold structure. Corollary 1. Denote F τ (W ) to be the average cost for given W if threshold policy τ is employed, i.e., the bandit will be active for state s ≥ τ and passive for s < τ . Then,
where ξ (τ )
For given W , the optimal threshold τ opt should satisfy F τopt+1 (W ) ≥ F τopt (W ) and F τopt−1 (W ) ≥ F τopt (W ). As derived in (15), the threshold is a non-decreasing function of W . Thus, the passive set increases monotonically with W and indexability is proved.
C. Whittle's Index Policy
According to [8] , the Whittle's index I(s) is the extra cost that makes action a = 1 and a = 0 for states s equally desirable, which can be computed as follows:
The scheduling algorithm is provided as follows: at the beginning of each time slot, the BS observes current AoS of each user s n (t) and compute the Whittle's index for each user I n (s n (t)). Then, broadcast the corresponding message of user n with the highest I n (s n (t)), with ties broke arbitrarily.
V. SIMULATIONS
In Fig. 3 , we consider a three user broadcast network with arriving rate λ = [0.3, 0.4, 0.3]λ total and success transmission probability p = [0.2, 0.55, 0.9]. The threshold m for computing the truncated MDP solution is set to be m = 20. The AoS is by taking the average of T = 10 6 time slots. Our results show that the performance of the proposed index policy is comparable to the policy obtained by truncated MDP. Compared to the greedy policy of selecting the user with largest AoS, the proposed algorithm improve the performance significantly.
VI. CONCLUSIONS
In this paper, we study the problem of Age of Synchronization optimization over wireless broadcast network. Scheduling policies based on MDP techniques and Whittle's index are proposed and analyzed. Our setting is based on the assumption that the statistics of random update arrival rate and channel states are known, in the future we will study scheduling with these coefficients unknown.
