ABSTRACT Energy harvesting (EH) from renewable energy sources is more environmental friendly and convenient than the conventional energy supplies. This paper considers a point-to-point channel with the transmitter powered by random energy harvester, for which the energy arrival process is stochastic, and the save-then-transmit scheme is adopted due to the battery half-duplex constraint: The transmitter first harvests energy for a certain time, and then stops EH to transmit information with all the accumulated energy at the battery. Obviously, it is crucial to determine a proper stopping time for EH, since larger EH duration provides more accumulated energy, while it may decrease the average throughput. In this paper, our goal is to compute the optimal stopping time to maximize the average throughput of the considered EH systems. First, considering the Gaussian channel scenario, this paper proves the existence of the optimal stopping rule and shows that this rule has a state-dependent "threshold-based" structure under the Markov energy arrival case. Then, for a special independent and identically distributed energy arrival case, this paper further proves that the corresponding stopping threshold is a constant, and can be efficiently computed by a proposed algorithm. Finally, this paper generalizes the above results to the fading channel scenario and obtains the corresponding optimal stopping rule, which can be computed by a recursive algorithm.
I. INTRODUCTION
The applications of energy harvesting (EH) technique at the wireless communication systems have been explosively growing in the recent years. EH technique can be utilized in the autonomous wireless networks [1] , wireless sensor networks [2] , and other areas of wireless communications [3] to provide sustained energy supply. Since renewable energy sources, such as hydroenergy, solar power, and geothermal energy, are ubiquitous in the surrounding, wireless communication devices powered by energy harvesters do not necessarily require battery replacement any more [3] , and thus can be placed to dangerous or remote regions [3] for longterm monitoring and communications. Moreover, since the energy harvested from the renewable energy sources does not consume any fossil fuels, EH technique leads to much less carbon emission and is more environmentally friendly than the conventional energy sources.
However, unlike the conventional energy sources, energy generated from the renewable energy sources may be variational over time, and a new class of EH constraints [4] is applied to the transmitter power control. Meanwhile, considering the half-duplex constraint at the battery [5] (i.e., the battery cannot be charged and discharged at the same time), the transmitter cannot harvest energy when sending information. Thus, how to effectively harvest and utilize the harvested energy under the above constraints is a new challenge for the design of the EH communication systems.
A. RELATED WORKS
Yang and Ulukus [6] , Ozel et al. [7] , He et al. [8] , Tutuncuoglu et al. [9] , and Bhat et al. [10] considered the case of non-causally known energy state information (i.e., the energy arrival information, including the arrival time and energy amount, over the whole time of interest is perfectly known to the transmitter before the transmissions). In [6] , the transmission completion time for a given number of packets was minimized for the Gaussian channel scenario. For the fading channels, Ozel et al. [7] and He et al. [8] investigated the optimal power control policies, which were obtained by directional water-filling. Considering the energy storage loss in imperfect batteries, the Tutuncuoglu et al. [9] developed a double-threshold policy to maximize the throughput, and Bhat et al. [10] built a dual-path architecture, in which the harvested energy is either stored-then-consumed or directly consumed.
Considering the case that the renewable energy is randomly generated, Sharma et al. [11] , Ho and Zhang [12] , Yuan et al. [13] , Bacinoglu et al. [14] , Amirnavaei and Dong [15] , Blasco et al. [16] , and Ortiz et al. [17] studied the case of causally known energy state information, i.e., the current and past harvested energy information is perfectly known and the future information is unknown to the transmitter. With perfect distribution information about the future arrival energy, Markov decision theory [11] was utilized to obtain the maximum throughput and the minimum mean delay over the infinite time horizon. Ho and Zhang [12] and Yuan et al. [13] considered the power allocation for the fading channel scenario, and obtained the structure of the optimal energy allocation via dynamic programming. In [14] , energy efficient scheduling for multiple EH transmitters was considered to achieve minimal transmission completion time over the finite time horizon. When only partial statistical information about the future energy harvesting process is available, the Amirnavaei and Dong [15] adopted the Lyapunov optimization technique to maximize the throughput, and in [16] and [17] , learning theory was applied to allocate the transmit power.
Due to the battery half-duplex constraint, the ''savethen-transmit'' protocol was proposed in [5] and [18] - [20] . In these works, one transmission period was divided into two parts: the first one for EH and the other one for information transmission. Notice that the energy arrival rate 1 was modeled as a constant during one transmission period in [5] and [18] - [20] , and the ratio between the durations of the EH and information transmission was designed to minimize the outage probability for both the Gaussian channels [5] , [18] and the fading channels [19] , [20] .
However, the harvested energy from some kinds of renewable energy sources may be random over the time of interests. In particular, as investigated in [21] - [25] , the durations of the channel coherent (CC) time, during which the channel gain is a constant, and the energy probing (EP) slot, during which the energy arrival rate is constant, are comparable, and thus over one transmission period, both the channel gain and EH rate may change over time. To our best knowledge, there is no work considering both the random energy arrival (compared to the CC time) and the battery half-duplex constraint.
B. SUMMARY OF MAIN RESULTS
In this paper, we consider both the Gaussian and fading channels with the transmitter powered by random energy 1 The energy arrival rate is defined as the amount of energy harvested in one unit time.
harvester. In this EH system, the past and the current harvested energy information is known, while the future arrived energy and the channel state information are unknown to the transmitter. Due to the battery half-duplex constraint, this paper adopts the ''save-then-transmit'' scheme [5] , which consists of two stages: EP and information transmission. In the EP stage, the transmitter harvests energy, and in the information transmission stage, it stops EH to send information with all the accumulated energy at the battery. It can be observed that longer EP stage implies more harvested energy and more transmitted information, while overlong EP stage might decrease the average throughput. Thus, it is crucial to find the optimal stopping time to maximize the average throughput of the considered EH systems. The main contributions of this paper are summarized as follows:
1) First, this paper formulates the average throughput maximization problem under the Gaussian channel case which is shown to be an optimal stopping problem. For the first-order Markov energy arrival process, we prove that there exists an optimal stopping rule on when to stop EH and start information transmission. This optimal stopping rule is show to own a state-dependent ''threshold-based'' structure, and the corresponding threshold is determined by the amount of the harvested energy during the current EP slot. 2) Next, this paper further studies the independent and identically distributed (i.i.d.) energy arrival case for the Gaussian channel. Under this case, the optimal stopping threshold is shown to be a constant over time and a numerical algorithm is proposed to compute it, as well as the maximum average throughput of the considered EH systems. Moveover, we discuss the asymptotical behavior of the maximum average throughput and the optimal stopping rule when the average energy arrival rate is high and low, respectively. 3) Finally, this paper generalizes the average throughput maximization problem to the fading channel scenario. It is proved that the structure of the optimal stopping rule is also threshold-based, and the corresponding threshold is a function of the accumulated energy up to the current EP slot. Then, a recursive algorithm is proposed to compute this threshold for both the finite and infinite battery capacity cases.
The structure of this paper is organized as follows. Section II introduces the system model and an optimal stopping problem is formulated to maximize the average throughput. In Section III, the existence of the optimal stopping rule is proved, and the ''threshold-based'' structure of the optimal stopping rule is obtained. Section IV obtains an algorithm to compute the threshold and the maximum throughput under the i.i.d. energy arrival case. Section V extends the results to the fading channel scenario. Section VI shows the numerical results. Section VII concludes our works. 
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL Consider a point-to-point channel with the transmitter powered by energy harvester. Since the battery cannot be simultaneously charged and discharged, the EH transmitter cannot harvest energy when it transmits information to the destination. Thus, the transmitter has to work in a ''save-thentransmit'' mode, which consists of two stages, i.e., the EP stage and information transmission stage, as shown in Fig 1. 
1) ENERGY PROBING STAGE
In this stage, the transmitter continuously harvests energy from the renewable energy sources, and after each EP slot with length T w , it makes a decision on whether continue to harvest energy (i.e., start the next round of EP slot) or stop to transmit information. Similar to [21] , we consider the case that the EH rate is a constant during each EP slot and varies across different EP slots, and denote the harvested energy during the n-th EP slot as E n ∈ [0, A], n ∈ {1, 2, 3, · · · }, with A being a finite constant. The sequence of the harvested energy {E n } is modeled as a first-order stationary Markov process [26] , and at the end of the N -th EP slot, E 1 , E 2 , · · · , and E N are causally known to the transmitter. In this paper, we consider the case that the transition probability of {E n } from one state to another is known. 2 At the end of the N -th EP slot, the accumulated energy at the battery is given as S N = N n=1 E n .
2) INFORMATION TRANSMISSION STAGE
When certain conditions are satisfied, the transmitter starts to send information over the information transmission stage with duration T . The channel input-output relationship between the transmitter and the receiver during the information transmission stage is given as
where y is the received signal, x is the transmitted signal, and z is the circularly symmetric complex Gaussian (CSCG) noise with zero mean and variance σ 2 . We start with the case of Gaussian channel, and the channel gain |h| 2 is set as a constant across all the transmission periods. In this paper, the best effort transmission scheme is adopted: The transmitter consumes all the harvested energy S N at the end of each transmission period. From Shannon's theorem, the channel capacity can be computed as C = log 1 + P r /σ 2 , where P r is the average power of the received signal, i.e., P r = |h| 2 S N T . Thus, if the transmitter stops at the end of the N -th EP slot and starts to transmit information, the average throughput over one transmission period is given as
It is easy to check that R N is a random variable, and is a function of the accumulated energy S N and the stopping time N . The goal of this paper is to maximize the average throughput of the considered channel by choosing a proper stopping criteria N . Intuitively, when the stopping time N becomes larger, the accumulated energy S N gets larger and more information can be transmitted during one information transmission stage; however, overlong stopping time will increase the total length of the transmission period and thus may decrease the average throughput defined in (2) . Obviously, there is a trade-off between the accumulated energy S N and the stopping time N .
B. PROBLEM FORMULATION
Based on the system model introduced in the previous subsection, this subsection formulates the average throughput maximization problem for the considered EH systems with the best effort transmission scheme.
Consider the case that the transmissions repeat D times, and denote the stopping time for the d-th transmission period as N d , d ∈ {1, 2, · · · , D}. The average throughput over all the D transmission periods is given as
where E n,d is the harvested energy at the n-th EP slot during the d-th transmission period. Consider the case that E n,d is ergodic and stationary, and thus N d is also ergodic and stationary. From Birkhoff's ergodic theory [27] , it follows
almost surely (a.s.), as D → ∞. Thus, the average throughput maximization problem for the considered random EH communication systems with the best effort transmission over infinite time horizon is casted as
where k * is the optimal reward, and C is the set of all feasible stopping rules [28] , i.e.,
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Problem (P1) is an optimal reward problem [28] . By solving Problem (P1), its optimal stopping rule N * can be found as
In general, it is difficult to directly solve Problem (P1). Instead, by applying in [28 Th. 6 .1], we can first solve Problem (P2) for a fixed k, i.e.,
where R N is defined as
Similar to Problem (P1), Problem (P2) is also an optimal reward problem. Relying on in [28, Th. 6.1], the optimal reward k * of Problem (P1) is the solution of the equation V (k) = 0, and when k = k * , Problems (P1) and (P2) own the same optimal rule N * . Obviously, V (k) is monotonically decreasing for Problem (P2) over k, and thus Problem (P1) can be solved by bisection search over k: In each iteration, we solve Problem (P2) with a fixed k. Accordingly, the rest of this paper will focus on finding a way to solve Problem (P2).
III. OPTIMAL SOLUTION OF MARKOV ENERGY ARRIVAL CASE
In this section, the existence for the optimal stopping rule of Problem (P2) is proved first. Then, we discuss the structure of this optimal stopping rule under Markov energy arrival case.
A. EXISTENCE OF OPTIMAL STOPPING RULE
In this subsection, the existence of the optimal stopping rule for Problem (P2) is proved and summarized as the following proposition. Proposition 1: When the harvested energy E n during each EP slot is upper-bounded, i.e., 0 ≤ E n ≤ A, there always exists an optimal stopping rule for Problem (P2) with arbitrarily given k > 0.
Proof: Please see Appendix A. Remark 2: The optimal stopping rule does not exist when k = 0. This is due to the fact that: when k = 0, R N → ∞ a.s., as N → ∞. Thus, the corresponding optimal stopping rule N * also goes to ∞, and it follows E (N * ) = ∞, which implies that N * does not belong to the stopping rule feasible set C.
B. STRUCTURE OF OPTIMAL STOPPING RULE
In this subsection, we show that the optimal stopping rule of Problem (P2) has a threshold-based structure and the corresponding threshold is state-dependent.
Proposition 3: For a given k > 0, there is an optimal stopping rule of Problem (P2) in the following form
where L k (·) is a function independent of n and related to k, S n is the accumulated energy harvested from the first to the n-th EP slots, and L k (E n ) is the threshold determined by the current harvested energy E n . Proof: Please see Appendix B. Remark 4: From Proposition 3, we observe that (1) The threshold L k (E n ) corresponding to the optimal stopping rule of Problem (P2) is state-dependent, and is a function of E n . It is obvious that E n might be different across different EP slots and thus threshold L k (E n ) changes over time. (2) The function L k (·) itself is independent of n and thus is time invariant. Therefore, we can compute the function
, before the transmissions. With the off-line threshold function L k (E), we can make online decision on when to stop EH according to (10) .
Obviously, for a fixed E, function n (y, E) is monotonically decreasing over y. Thus, we adopt bisection search to find L k (E). Notice that the calculation of (y, E) depends on the statistics of the first-order stationary Markov process {E n } and it is difficult to compute (11) for arbitrarily distributed {E n }. (4) Finite Battery Capacity: Proposition 3 only consider the case that the battery capacity S C is infinite. Under the finite battery capacity case, the accumulated energy S n cannot be greater than the battery capacity S C . Considering this constraint, the accumulated energy S n+N is given as min {S n+N , S C }, and referring to the proof of Proposition 3, function (y, E) defined in (11) is rewritten as (12) , as shown at the bottom of this page. Similar to the infinite battery capacity case, (y, E) defined in (12) is also monotonically decreasing and the corresponding threshold L k (E) under the finite battery capacity case is also the root of equation
With the obtained L k (E) and the known transition probability of {E n }, we can obtain the distributions of the random variables N * and S N * , and thus we can compute (13) . However, since there is no universal method to compute L k (E), we cannot efficiently compute V (k).
IV. OPTIMAL SOLUTION FOR I.I.D. ENERGY ARRIVAL CASE
In this section, we focus on the i.i.d. energy arrival process for Problems (P1) and (P2), and propose an universal and efficient algorithm to compute the optimal stopping threshold.
A. STRUCTURE OF OPTIMAL STOPPING RULES
This subsection proves that the optimal stopping rule for the i.i.d. energy arrival case owns a threshold-based structure and this threshold is a constant over time.
Proposition 5: When the arrived energy sequence {E n } is i.i.d. across n, there is an optimal stopping rule for Problem (P2) in the following form
where L k is a constant. Proof: This proof is similar to that of Proposition 3, and thus is omitted for brevity.
Remark 6: From Proposition 5, we observe that (1) Relationship between the I.I.D. and Markov Energy
Arrival Cases: From (11), it is observed that the threshold L k (E n ) for the Markov case depends on the distribution of n+N i=n+1 E i , and it is only dependent on the value of E n when {E n } is a first-order Markov process. When {E n } is i.i.d., the distribution probability of n+N i=n+1 E i is independent on the value of E n and thus the threshold L k should be a constant. (2) Minimum Requirement for Battery Capacity: From Proposition 5, it can be concluded that to achieve the best system performance, the battery capacity only needs to be L k + A, where A is the maximum harvested energy during one EP slot, and larger battery capacity does not help to improve the average throughput of the considered system. This result is simply due to the fact that before the accumulated energy becomes greater than L k + A, the transmitter must stop EH to transmit information, according to the optimal stopping rule given in (14) .
B. CALCULATION OF THRESHOLD AND OPTIMAL REWARD
In the above subsection, the structure of the optimal stopping rule for problem (P2) under the i.i.d. energy arrival case was discussed. In this subsection, we show how to efficiently calculate the threshold given in (14) and the corresponding optimal reward of Problem (P2) for this case.
Proposition 7:
The threshold L k defined in (14) is the root of the following equation
Proof: Please see Appendix C. In general, the root of equation (15) cannot be computed in closed-form. Instead, we adopt an iterative method to compute L k . Based on (15), we consider the following function
It is observed that: 1) when (y) = 0, it follows y = L k ; and 2) (y) is monotonically decreasing over y. Therefore, we can compute the optimal reward k * and the corresponding threshold L k * by two-level bisection search over y and k, and the detailed algorithm is summarized in Algorithm 1. For the inner-level, compute L k with fixed y by bisection search on function (y) in (16). For the outer-level, we rely on Proposition 5 to compute V (k) defined in (8) with the obtained L k by the inner level search. Since V (k) is a monotonically decreasing function of k, the optimal reward k * can also be obtained by bisection research.
Proposition 8:
The bisection research range of the optimal reward k * for Problem (P2) is given as
and that of the threshold L k is given as
Proof: Please see Appendix D. Remark 9: Consider the finite battery case. Since the accumulated energy S n is no greater than S C , when S n = L k , (56) can be rewritten as
Thus, similar to the proof of Proposition 7, the threshold L k under the finite battery capacity case is the root of the following equation
Therefore, Algorithm 1 can also be utilized to obtain the optimal reward k * and corresponding threshold L k * for the finite battery capacity case.
C. ASYMPTOTIC ANALYSIS
In this subsection, we further discuss the optimal reward k * and the optimal stopping rule N * as a function of some statistics of the random variable E n . In particular, we consider two special scenarios, i.e., E n goes to infinity and zero a.s., respectively, representing the two cases that the energy supply is relatively abundant and scarce. Before arriving at the conclusions, we present Proposition 10 to evaluate the asymptotic behavior of the threshold L k * defined in (21). Proposition 10: There exists
Proof: We utilize the Intermediate Value Theorem (IVT) [29] to prove this proposition. Inspired by (18) and IVT, we define the following function
where c ∈ [0, A]. Based on (18) , it can be obtained that
It is obvious that (22) is a continuous function. Thus, from IVT [29] , it is derived that there exists
Based on Proposition 10, the result under the abundant energy scenario is summarized as Proposition 11.
Proposition 11: When Pr {E 1 = 0} = 0, and E n → ∞ a.s., the optimal stopping rule satisfies N * = 1 and the optimal reward k * of Problem (P1) is asymptotically given as
Proof: The probability of stopping at the first EP slot is Pr {E 1 ≥ L k * }, where L k * is given in (21). Then we obtain lim
Here, (24) is valid due to the fact that A → ∞, A < 1, and A ≥ 0 = 1. Therefore, it is optimal for the transmitter to stop EH at end of the first EP slot, and the proof is completed.
Next, we obtain the following proposition for the scarce energy scenario.
Proposition 12: As E 1 → 0 a.s., the optimal reward k * of Problem (P1) is asymptotically bounded as
Proof: Based on (7), the optimal reward k * can be written as
It is obvious that both L k * and A go to 0, as E n → 0 a.s.. From Remark 6, it can be obtained that the accumulated energy S N * is no greater than L k * + A. Thus, it follows N * i=1 E i → 0 a.s., and (27) can be approximated as
It can be obtained that E
Thus, (28) can be rewritten as k * =
T w E(N * )+T , which is equal to
Based on (6), it can obtained that 1 ≤ E (N * ) < ∞. Thus, (29) can be transformed into (26) , which completes the proof.
D. SUBOPTIMAL SCHEMES
In this subsection, we propose two suboptimal while efficient transmission schemes for the i.i.d. energy arrival case.
1) FIXED TIME TRANSMISSION
The main idea of this scheme is that the transmitter fixes the stopping time as N = N 0 , i.e., harvest energy from the first to the N 0 -th EP slots. Then, we need to choose an optimal N 0 such that the average throughput of the considered system is maximized, i.e.,
where R N 0 is similarly defined as (4) and the corresponding throughput is given as k * = R N * 0 . We can obtain the optimal fixed stopping rule N 0 by the following proposition.
Proposition 13: The optimal fixed stopping time N * 0 of Problem (30) is in the following form
(31) Proof: Please see Appendix E. From Proposition 13, it can be observed that we should compute R N 0 , N 0 ∈ {1, 2, · · · }, sequentially to find the optimal N * 0 , which satisfies condition (31).
2) FIXED ENERGY TRANSMISSION
From Proposition 7, threshold L k * is the root of equation (15), which cannot be computed in closed-form. Thus, we obtain a suboptimal threshold L k by utilizing the following approximation of (15)
which leads to L k ≈ E(E 1 )
V. FADING CHANNEL CASE
In the previous sections, the channel gain |h| 2 for all the transmission periods is modeled as a constant. For most practical situations, the channel coefficients may vary over time. This section discusses the case that the channel coefficient is quasistatic: It is a constant during each CC slot with length T c and varies across different CC slots. Since the lengths of the CC and EP slots may be different, we consider the following three cases: 1) The lengths of the CC and EP slot are the same, i.e., T w = T c ; 2) The length of CC slot is greater than that of EP slot, and thus the channel does not change during the whole W EP slots, i.e., T c = WT w , with W ∈ {2, 3, · · · } being an integer; and 3) the length of CC slot is smaller than that of EP slot and the channel changes W times during one EP slot, i.e., T w = WT c . On the other hand, the channel coefficients may also vary in the information transmission stage, and there might be two cases: 1) Information transmission stage lasts for no more than one CC slot and the channel does not change during this stage, i.e., T ≤ T c ; and 2) information transmission stage lasts for multiple CC slots and channel changes M times during transmission stage, i.e., T = MT c , M ∈ {2, 3, · · · }. For more general cases, i.e., W and M are non-integers, we will discuss them later in this section. Based on the above analysis, we mainly discuss the following four cases:
• Case 1: T w = T c and T ≤ T c , as shown in Fig. 2 
(a).
• Case 2: T w = T c and T = MT c , as shown in Fig. 2 
(b).
• Case 3: T c = WT w , as shown in Fig. 2(c) .
• Case 4: T w = WT c , as shown in Fig. 2(d) . For Cases 1 and 2, it will show later that their differences mainly come from the power allocation across different CC slots at the information transmission stage. Thus, we do not distinguish T < T c and T = MT c for Cases 3 and 4, respectively.
This section first focuses on Case 1, and then extends the results to the other cases. Denote |h N | 2 ∈ [h min , h max ] as the channel gain in the N -th CC slot, and |h N | 2 is known at the beginning of the N -th CC slot. The channel gain sequence |h n | 2 is modeled as an i.i.d. process and is independent of the EH process {E n }. Here we do not consider the Markov channel model due to the space limitation, whose results are quite similar to those in Section III. VOLUME 5, 2017 A. PROBLEM FORMULATION Considering Case 1, the channel gains are i.i.d. across the EP stages and the transmission stage, and thus the average throughput maximization problem for the fading channel scenaio is given as
which is also an optimal reward problem [28] similar to Problem (P1). By utilizing the same routine in Section II, we turn to solve the following problem instead of Problem (P3),
Following similar proof as that of Proposition 1, we can also show the existence of the optimal stopping rule for Problem (P4). Then, we obtain the structure of the optimal stopping rule for Problem (P4).
Proposition 14:
There exists an optimal stopping rule of Problem (P4) in the following form
where G k (S n ) is a threshold for the channel gain |h n+1 | 2 and is determined by the accumulated energy S n . Proof: Please see Appendix F. Remark 15: It is worth pointing out that similar to threshold L k (E n ) in Proposition 5, threshold G k (S n ) obtained in Proposition 14 is also state-dependent and depends on the value of accumulated energy up to the n-th EP slot. Function G k (·) is time-invariant, and thus threshold G k (S), S ∈ [0, S C ], can be obtained off-line.
B. CALCULATION OF THRESHOLD AND OPTIMAL REWARD
This subsection discusses how to compute the threshold function G k (S). After obtained the threshold function G k (S), the optimal reward k * can be computed by bisection search in Algorithm 1.
1) FINITE BATTERY CAPACITY
First, we consider the finite battery capacity case.
Proposition 16: G k (S) can be recursively computed as
where Z S is given as (37), as shown at the bottom of the this page.
Algorithm 2 Compute the Thresholds
, where δ is a constant and I is a constant related to the number of energy states at the battery; 2) Compute G k (S C ) by (38) and bisection search; 3) For i = I to 0, repeat the following a) Compute G k (iδ) by (36) and (37) with known
Proof: Please see Appendix G. It is observed that G k (S), S ∈ (0, S C ) can be computed by backward recursion given in (36), and the algorithm is summarized in Algorithm 2:
, where δ is a constant. Then, in order to start the backward recursion, we need to obtain the initial value G k (S C ), which is derived in Proposition 17. Finally, we start backward recursion from (36) and (37).
Proposition 17: G k (S C ) is the root of the following equation
Similar to L k obtained by Algorithm 1, G k (S C ) can also be computed by bisection method. Proof: When S = S C , equation (36) can be rewritten as
Similar to the proof of Proposition 7, equation (39) can be transformed into (38).
2) INFINITE BATTERY CAPACITY
In this case, we cannot start backward recursion with S C = ∞; however, from Proposition 18, it will show lim S C →∞ G k (S C ) = G k (∞). Thus, when an value S γ is large enough, we can approximate G k S γ by G k (∞). Therefore, when S > S γ , we simply set G k (S) = G k (∞); and when S < S γ , G k (S) can be computed by backward recursion as Algorithm 2.
is the root of the following equation
and G k (∞) can be obtained by bisection research method with equation (40). Proof: Equation (38) can be rewritten as
Due to the fact that lim S C →∞
41) can be transformed into (40), and the existence of G k (∞) is proved.
C. OTHER CASES
In this subsection, we extend the above results to the other three fading channel cases.
Case 2: From Fig. 2(b) , it can be observed that when the transmitter stops at the n-th EP slot, only |h n+1 | 2 is known and |h n+m | 2 , m = 2, · · · , M , are unknown. Denote the energy allocated to the (n + m)-th CC slot as B n,m , and they can be obtained by solving the following optimization problem.
where S n is the accumulated energy up to the n-th EP slots. Obviously, when S n and |h n+1 | 2 are fixed, B n,m can be computed by dynamic programming [30] . Then, with the obtained R n as a function of S n , the expected return V * n similarly defined as (68) can be rewritten as
Following a similar routine of the previous section, we can prove the following result for the structure of the optimal stopping rule under Case 2 of the fading channel scenario.
Proposition 19:
The structure of the optimal stopping rule under Case 2 is the same as that under Case 1 given in (35).
Proof: The proof can refer to that of Proposition 14, and thus we only illustrate the main idea. Similar to the proof of Proposition 14, we define S n , |h n+1 | 2 = V * n − R n . It is easy to see that R n given in (42) is dependent on S n and |h n+1 | 2 . Meanwhile, R n is a monotonically increasing function over |h n+1 | 2 with fixed S n . V * n given in (43) is also dependent on S n only. Therefore, S n , |h n+1 | 2 = V * n − R n is a monotonically decreasing function over |h n+1 | 2 with fixed S n , and thus we can obtain (35), which completes the proof.
Case 3: From Fig. 2(c) , it is observed that when the transmitter stops EH at the end of any EP slot, it certainly also stops EH at the end of the CC slot. When the transmitter stops at the end of the n-th CC slot, the total number of the EP slots during the current EP stage is given as j n = n W , where · is the rounding up operation. The harvested energy during the j n -th EP slot is given as q W E j n , where q is the remainder of n W , and thus the accumulated energy after these j n EP slots is S j n =
Since all the accumulated energy should be consumed in one information transmission stage, power allocation for Case 3 should be very similar to those of Cases 1 and 2. Based on these conditions, the structure of the optimal stopping under Case 3 is similar to that under Case 1 and Case 2.
Case 4: From Fig. 2(d) , it is obvious that when the transmitter stops EH at the end of the n-th EP slot, the number of CC slots during the EP stage is given as j n = At the end of each EP and CC slots, the transmitter makes a decision on whether continue or stop to harvest energy. Referring to the proof of Proposition 14, it is derived that when W is not an integer, the optimal stopping rule under this case also owns a ''threshold-based'' structure. However, the threshold under this case is determined by not only the accumulated energy, but also the decision time, and thus it is time-variant.
By the same idea as the proof of Proposition 19, we can derive that when M is not an integer, the structure of optimal stopping rule under this case is the same as that under the case of T < T c .
VI. NUMERICAL RESULTS
In this section, we present the numerical results for the average throughput and the threshold G k (S). The length of each EP slot is set as T w = 0.1s, and the noise power is σ 2 = 1. In Fig. 3(a) , we compare the average throughput among optimal stopping rule, the fixed energy and time schemes over different E (E n ) under the Gaussian channel case, where {E n } is i.i.d. and E n is uniformly distributed over [0, A] . The length of the information transmission stage is set as T = 1s and T = 0.5s. From the curves in Fig. 3(a) , it is observed that the scheme of optimal stopping rule is better than the two suboptimal schemes.
The Fig. 3(b) shows the maximum average throughput over different E (E n ) for the fading channel scenario, where {E n } and {h n } are i.i.d.. h n is uniformly distribution and E n is uniformly two point distribution over 0 and A. S C and S γ are 80J and 100J under the finite and infinite battery capacity cases. From the curves in Fig. 3(b) , it is observed that the maximum average throughput under the infinite battery capacity is larger than that under the finite battery capacity case, and the gap between the curves of the two battery cases increases as E (E n ) increases. Unlike the Gaussian channel scenario, the maximum average throughput under the case of T = 0.1s is greater than that under the case of T = 0.05s.
In Fig. 4 , we plot the curves of threshold functions G k (S) for different cases, e.g., transmission time T = 0.05s, 0.1s and E (E n ) = 1J, 3J, 5J under both the infinite and finite battery capacity cases, respectively. We observe that G k (S) is decreasing as the increasing of the accumulated energy S and then maintains stable under both the infinite and finite battery capacity cases. Moreover, it can be obtained that when the channel gain is less than a threshold, the transmitter does not stop EH even when the accumulated energy S is very large.
VII. CONCLUSION
In this paper, we considered the battery half-duplex constraint and the randomness of the harvested energy at each EP slot, and investigated the trade-off between the accumulated energy and EH time. Thus, we formulated the optimal stopping problems for both the Gaussian and the channel scenarios. First, for the Gaussian channel scenario, the existence of the optimal stopping rule was proved and derived that it has a state-dependent ''threshold-based'' structure under the Markov energy arrival case. Then, the numerical algorithm was proposed to obtain the threshold under the i.i.d. energy arrival case. Last, this paper generalized the above results to the fading channel scenario, and showed that the optimal stoping rule also has a ''threshold-based'' structure. The threshold can be obtained by a recursive algorithm.
APPENDIX A PROOF OF PROPOSITION 1
From [28] , we know that when the following two conditions are satisfied, the optimal stopping rule of Problem (P2) exists, i.e.,
First, we prove that condition A1 is satisfied for Problem (P2). On account of S n ≤ An, we obtain
where R (n) is defined as
It is obvious that R (n) first increases and then decreases as n increases. Thus, the optimal n * is given as
It is obvious that R (n * ) is finite and we can obtain
Next, we consider condition A2. From (9), R n can be rewritten as
where
As n → ∞, U 1 is bounded due to the law of large number. U 2 is a finite sum of bounded random variables and thus U 2 is also bounded. Then, we can obtain that 1 + U 1 + U 2 is less than a finite value U < ∞, and it leads to (49). Due to T log U + |h| 2 nE(E i )
Therefore, condition A2 is also satisfied for Problem (P2).
APPENDIX B PROOF OF PROPOSITION 3
From the principle of optimality [28] , the optimal stopping rule of Problem (P2) can be written as
where R n is the reward defined in (9) and the expected return V * n is given as [28] 
Here, F n is energy state information at the end of the n-th EP slot, and consists of {E n } up to the n-th EP slot. Since {E n } is first-order stationary Markov process, the expected return V * n defined in (51) can be written as
Then, we define a new function as
Thus, the optimal stopping rule (50) can be rewritten as
It is observed that (S n , E n ) is a monotonically decreasing function over S n with fixed E n . When (S n , E n ) > 0, the transmitter should continue EH; otherwise, by the principle of optimality, the transmitter should stop EH and transmit information at the current EP slot. We consider the following two cases:
, the transmitter stops EH immediately, and thus we set L k (E n ) = 0. Therefore, the optimal stopping rule (54) can be transformed into (10).
APPENDIX C PROOF OF PROPOSITION 7
We utilize the optimal equation [28] to prove this proposition, i.e.,
which builds the relationship between the expected return V * n at the current EP slot and that at the next EP slot. Based on [28] , equation (55) is valid for S n = L k . Thus, in order to obtain L k , we need to find the expressions for the case of V * n and max V * n+1 , R n+1 under the case of S n = L k . From Proposition 5 and the principle of optimality [28] , it can be derived that for S n = L k , we obtain
Here, (57) is valid due to the fact that {E n } is i.i.d, and E n is greater than zero. From Proposition 5 and (54), it is obtained that for S n+1 > L k , we have R n+1 > V * n+1 , and thus it follows
(58) By the above discussions, when S n = L k , optimal equation (55) can be written as
− kT w . (59) By combining the two log terms in (59), (15) can be obtained, which completes the proof. 
APPENDIX D PROOF OF PROPOSITION 8
It is obvious that k * > 0 and L k > 0. Then, we prove k * < |h| 2 A σ 2 T w ln 2 first. From (5), it can be derived that 
which can be transformed into (18) .
APPENDIX E PROOF OF PROPOSITION 13
This proof is mainly dedicated to the conclusion that for any
. With this result, we can further conclude that before the condition R N 0 ≥ R N 0 +1 occurs for one N * 0 , R N 0 must increase as N 0 increases, and when R N 0 ≥ R N 0 +1 is satisfied, R N 0 decreases as N 0 ≥ N * 0 increases. Therefore, with the obtained increasing-then-decreasing property about function R N 0 , we can obtain (31). Next, we prove that for any N 0 , if we have R N 0 ≥ R N 0 +1 , there must be R N 0 +1 ≥ R N 0 +2 . 
Here, (65) is valid due to S N 0 +1 ≥ S N 0 . Then, we can replace the denominator of (65) 
which completes the proof.
APPENDIX F PROOF OF PROPOSITION 14
For the fading channel scenario, the expected return V * n is given as
E T log σ 2 T + |h n+1+N | 2 (S n + S N )
V * n+1 = T log 1 + G k (min (S + E 1 , S C ))
T log 1 + G k (S) S σ 2 T = E max T log 1 + |h 1 | 2 min (S + E 1 , S C ) σ 2 T ,
Similar to the proof of Proposition 3, the optimal stopping rule for Problem (P4) is written as
where S n , |h n+1 | 2 is given as (70), as shown at the bottom of the previous page.
From (70), it is observed that when S n , |h n+1 | 2 > 0, the transmitter will continue EH; otherwise, the transmitter will stop EH and transmit information at the end of the n-th EP slot. Since S n , |h n+1 | 2 is a monotonically decreasing function of h n+1 with fixed S n , there are three cases: 1) If S n , |h max | 2 ≤ 0 and S n , |h min | 2 > 0, there exists G k (S n ) satisfying (S n , G k (S n )) = 0, where G k (S n ) is the channel gain threshold; 2) If S n , |h max | 2 > 0, it is optimal to continue EH and we set G k (S n ) = h max ; 3) If S n , |h min | 2 ≤ 0, the optimal scheme is to stop EH without considering the channel quality and thus we set G k (S n ) = h min . Therefore, the optimal stopping rule is given as (35).
APPENDIX G PROOF OF PROPOSITION 16
The main idea of this proof is to utilize the optimality equation defined in (55) to obtain (36). First, we find the expression for V * n under the fading channel scenario. From the proof of Proposition 14, when |h n+1 | 2 = G k (S n ), it is derived that R n = V * n and R n is given as
Then, based on (71), we obtain the optimality equation for S n = S, and V * n can be written as
At the same time, when S n = S, it can be observed that S n+1 = S n + E 1 = S + E 1 from (57). Since the accumulated energy S n+1 cannot be larger than the battery capacity, i.e., S n+1 ≤ S C , it follows S n+1 = max (S + E 1 , S C ). Therefore, random variables V * n+1 and R n+1 are written as (73) and
respectively. Then, from (72), (74), and (73), as shown at the bottom of the previous page, it is obtained that when the accumulate energy S n = S, the optimal equation (55) can be written as (75), as shown at the bottom of the previous page. In (37), we set Z S equal to the right hand side of equation (75), and thus (75) can be rewritten as T log 1 + G k (S) S σ 2 T = Z S , which can be transformed into (36).
