Numerous empirical studies have examined the question of whether transitivity of preference is a viable axiom of human decision making, but they arrive at different conclusions depending on how they model choice variability. To bring some consistency to these seemingly conflicting results from the literature, this article moves beyond the binary question of whether or not transitivity holds, asking instead: In what way does transitivity hold (or not hold) stochastically, and how robust is (in)transitive preference at the individual level? To answer these questions, we reanalyze data from 7 past experiments, using Bayesian model selection to place the major models of stochastic (in)transitivity in direct competition, and also carry out a new experiment examining transitivity under direct time pressure constraints. We find that a majority of individuals satisfy transitivity, but according to different stochastic specifications (i.e., models of choice variability), and that individuals are largely stable in their transitivity "types" across decision making environments. Thus, transitivity of preference, as well as the particular type of individual choice variability associated with it, appear to be robust properties at the individual level.
Few axioms of decision making have garnered as much attention in the behavioral sciences literature as transitivity of preference. Let C be a nonempty set of choice alternatives with | C | Ն 3, and let a, b, c be any three distinct elements of C. A decision maker (DM) satisfies the axiom of transitivity if, and only if, for any triple a, b, c, if the DM prefers a to b and prefers b to c then the DM also prefers a to c. Transitivity has been cast as a normative property of decision making via arguments such as the money pump (e.g., Anand, 1993) . 1 In addition, transitivity of preference is a necessary assumption for nearly all theories of utility (see Luce, 2000 , for a discussion).
Despite its centrality in modeling choice behavior, there exists a fundamental gap between the axiom's definition and a researcher's ability to empirically test it against a DM's observed choices. The axiom of transitivity is defined algebraically, hence deterministically, while choice data are intrinsically probabilistic. Attributed to either a lapse of attention, a mistake, or a "change of mind," DMs rarely make identical choices across repeated presentations of the same set of choice alternatives (e.g., Hey, 2005) . This choice variability requires a researcher to translate the axiom of transitivity into a testable statement involving choice probabilities, or similar probabilistic components (see Wilcox, 2008 , for a summary). Within the literature, there are three primary stochastic models of transitivity that accomplish this, either derived from basic principles or as necessary assumptions for various decision making models. They are weak stochastic transitivity (WST; Davidson & Marschak, 1959) , moderate stochastic transitivity (MST; Grether & Plott, 1979) , and strong stochastic transitivity (SST; Tversky & Russo, 1969) . However, there is no universal agreement on which stochastic model "best" represents the transitivity of preference axiom; either from the perspective of which stochastic model is the most appropriate operationalization of the algebraic axiom or which stochastic model best describes DMs' actual choices (Myung et al., 2005; Regenwetter et al., 2010) .
A host of previous studies have claimed to show that even the most lenient specification of transitivity, WST, is violated by participants in laboratory experiments (see Mellers & Biagini, 1994 , for a review). However, provided a thorough critique of many past empirical tests of transitivity, highlighting several conceptual challenges associated with different stochastic treatments of transitivity. In light of their arguments, they endorsed the use of a mixture model of transitive preference (MMTP) as a probabilistic specification of the axiom. Regenwetter et al. reanalyzed a large number of prior data sets from studies designed to elicit intransitive choice patterns, along with their own newly collected data, and found that the MMTP was well supported. Regenwetter et al. thus concluded that the axiom of transitivity holds, overturning the conclusions of numerous prior studies (e.g., Montgomery, 1977; Ranyard, 1977; Tversky, 1969) .
One shortcoming of Regenwetter et al.'s study is that, while their advanced statistical methods avoided many of the pitfalls in prior analyses, they could still only evaluate the goodness-of-fit of their mixture model and were unable to directly compare its descriptive accuracy to other stochastic models of transitivity (Davis-Stober, 2009) . It is therefore possible that other stochastic models may account for these data as well as, or better than, MMTP. Should this be true, the empirical conclusions of Regenwetter et al. would necessarily be drawn into question. Such a conclusion would also raise the substantive questions of whether DMs are better fit by "mixture models" or by fixed preference with random error models, or by some combination thereof (Davis-Stober & Brown, 2011; Loomes et al., 2002) .
Fortunately, there are Bayesian methodologies that are well suited to nonnested model comparison (Lee & Wagenmakers, 2014, chapter 7 ). An important difference between the classical and Bayesian statistical methodologies is that the latter can quantify and compare the evidence in favor of each model, rather than simply setting up each model as a null hypothesis and then rejecting or failingto-reject them. For example, Myung et al. (2005) developed a Bayesian model selection framework based upon the Bayesian p value and the Deviance Information Criterion (DIC), and used it to evaluate WST, MST, and SST using the well-studied Tversky (1969) data. While none of the three models were well supported for six out of eight subjects, in agreement with Tversky's original analysis, they found strong support for SST from the other two subjects (see also a similar reanalysis by Karabatsos, 2006) .
Myung et al. did not consider MMTP in their analysis, nor did they analyze other data sets from the literature. On the other hand, while Regenwetter et al. (2010) and found that neither the Tversky data nor their own data were inconsistent with MMTP or WST, they did not do a statistical model comparison of MMTP and WST, nor did they consider MST and SST. This raises the question of whether WST, MST, or SST could provide a superior explanation of these data sets compared with MMTP.
In this article, we place the four major models of stochastic transitivity, WST, MST, SST, and MMTP, in direct competition with one another by reanalyzing data from seven experiments in five prior studies from the literature. We reanalyze, using Bayesian model selection, the data from Tversky (1969) , three experimental replications of Tversky (1969) run by , two experiments from Ranyard (1977) , and experiments from Montgomery (1977) and Tsai and Böck-enholt (2006) . The statistical analysis we carry out to compare the different models of transi-tivity in these datasets is based on the order constrained methodology of Klugkist and Hoijtink (2007) , which yields the Bayes factor for each model pair (Kass & Raftery, 1995) .
2 These analyses add to the literature by evaluating not just the goodness-of-fit of these models of transitivity, but also comparing them head-to-head to determine which model(s), if any, best represent a DM's choice behavior.
Like Regenwetter, Dana, and Davis-Stober (2011), we find that violations of transitivity are fairly rare and occur primarily in the studies that actively sought out participants with a propensity toward intransitive behavior. In support of , we find that MMTP generally provides a better explanation of individual data than does WST. However, we find substantial heterogeneity among which models best fit individual DMs. Our results show that the preferred model for the largest number of participants is SST, in contrast to prior studies using classical statistical methods (e.g., Mellers & Biagini, 1994; Rieskamp et al., 2006) . We also conduct a metaanalysis using a latent Dirichlet allocation model to estimate the distribution of best-fitting models of (in)transitivity across studies. At this level, we also find substantial heterogeneity among the best-fitting models. Therefore, we conclude that most individuals are transitive, but how they are transitive can vary dramatically from individual to individual. Because of these individual differences, we conclude that a "one-size-fits-all" approach to modeling choice variability is unlikely to describe human choice behavior adequately.
To examine the robustness of our findings from this reanalysis, we conducted a partial replication of the Regenwetter et al. study with the additional manipulation of a "time pressure" condition. The gamble stimuli we use in this study were designed to induce intransitive preference based upon a lexicographic semiorder strategy, similar to Tversky (1969) . Prior literature has suggested that DMs are more likely to apply lexicographic strategies when the time to make a decision is greatly limited (Rieskamp & Hoffrage, 1999 , 2008 . We investigated whether this additional manipulation could induce individuals to violate transitivity. While a handful of participants were induced to make intransitive choice under this additional condition, most participants were classified as transitive according to one of the four models. Remarkably, while we again found substantial variability in the best-fitting models of transitivity across individuals, most participants were consistently best described by the same model of transitivity (e.g., SST) for both timed and untimed conditions. These results strongly support the conclusion that DMs are generally transitive in their preferences, albeit according to different stochastic models, and that individuals are largely stable in their transitivity "type" across different environments.
The rest of this article is organized as follows. We first introduce basic assumptions and modeling definitions and define the four probabilistic specifications of transitivity that we consider. We then describe the Bayesian model selection procedure and present the results of our reanalysis for each prior dataset. Next, we describe the method and results of the new empirical study as well as a meta-analysis across studies. We conclude with a general discussion of issues related to this work.
Preliminary Definitions and Modeling Assumptions
In a typical 2-alternative forced choice (2AFC) experiment, participants are presented with pairs of items and asked to choose one item from each pair. Pairs of items are denoted (a, b), for all (unordered) pairs (a, b) ʦ C. In a complete experiment, each participant is presented with each possible pair of items at least once. We write N ab for the number of times that a participant is presented with item pair (a, b) . A participant's responses can be summarized by the vector n ϭ ͑n ab ͒ a,bʦC,a b where n ab is the number of times that a participant chooses item a from the pair (a, b). Hence, N ab Ϫ n ab is the number of times that the participant chose item b from the pair (a, b).
2 The DIC and Bayes factor both account for model complexity so as to avoid preferring overly flexible models (overfitting). However, the Bayes factor also provides a readily interpretable metric of evidence based on the likelihood of each model, whereas the DIC only provides only ordinal information on the suitability of the various models under consideration. We also computed the DICs for each model using the method proposed by Myung et al. (2005) and found general agreement between the two statistics. Therefore, we only present the results of the Bayes factor analysis.
In the present study, we consider models in which a decision maker is assumed to choose item a over item b with some fixed probability, denoted P ab . We refer to P ab as the binary choice probability of a being chosen over b. In classical analyses of such models, repeated choices on the same stimulus pair, say (a, b) , are assumed to be independent Bernoulli trials with probability of success P ab , with success defined as choosing item a from the pair (a, b) (e.g., Regenwetter et al., 2010; . In addition, the binomial random variables themselves are assumed to be independent of each other. Together, these assumptions are commonly referred to as iid sampling. Under the iid sampling assumption, the likelihood function for a set of responses n takes the following, product-of-binomials form:
where P ϭ ͑P ab ͒ a,bʦC,a b , and 0 Յ P ab Յ 1, for all pairs (a, b) ʦ C. For the Bayesian analyses carried out in the present study, Equation 1 can be derived from weaker assumptions than those required for a classical analysis. In particular, the assumption that repeated choices on the same stimulus are independent may be replaced with the weaker assumption that they are exchangeable (Bernardo, 1996; Lindley & Phillips, 1976) . The assumption of exchangeability means that before the experiment begins we believe that the likelihood of a being chosen on the ith presentation of (a, b) is equal to the likelihood of a being chosen on the jth presentation of (a, b), for any (a, b) and any i, j Ͼ 0. Note that exchangeability does not imply statistical independence because the conditional probability of a being chosen on presentation I ϩ 1 of (a, b), given the choices on the first I presentations of (a, b), will change through Bayesian updating.
It is important to note that these assumptions, like all modeling assumptions, are almost certainly wrong and only an approximation of a more complex reality. However, the assumption of exchangeability (or independence) is useful insofar as adopting it allows for a parsimonious explanation of the data, and it is at least reasonable for the experiments we consider in our analyses given the design measures that were taken to mitigate memory and order effects. Nevertheless, we will test the validity of the exchangeability assumption to the extent that it is possible given the condition of each dataset (e.g., some datasets do not include the original choice sequences, which are required for tests of independence/exchangeability). Instead of testing exchangeability directly, we will test independence between repeated choices on the same stimulus pair using a method proposed by Smith and Batchelder (2008) . Since independence implies exchangeability, data that pass this test of independence would also pass a test of exchangeability.
3 Other modeling approaches that do not assume that choices are independent or exchangeable have been proposed in the literature, but these models are necessarily more complex in order to capture additional structure in the data. Such methods are discussed further in the general discussion.
Stochastic Models of Transitivity
We now define the four probabilistic specifications of transitivity under consideration: WST, MST, SST, and MMTP. Each specification is defined by a set of restrictions on the choice probabilities for each choice pair. These restrictions can be represented geometrically as subsets of the unit hypercube of dimension
, where k ϭ | C | . Because each binary choice probability P ab is required to lie in the interval [0, 1] , the set of all distinct vectors P of binary choice probabilities is [0, 1] d . Each probabilistic specification of transitivity thus restricts P to some subset ⌳ ʕ ͓0, 1͔ d of choice probabilities that are consistent with that specification of the axiom. After defining the subset 3 Testing statistical independence between choices on different stimulus pairs has been the subject of much debate in the recent literature. A test proposed by Birnbaum (2012) showed that the iid assumption may not be justified in the data from , but this test has been criticized by Cha et al. (2013) for, among other things, frequently, falsely rejecting iid sampling when it actually holds. Moreover, the test may detect violations of iid that do not significantly affect the substantive conclusions of the iid-based model (Regenwetter, Dana, DavisStober, & Guo, 2011) . Indeed, while these research groups have debated the validity of the iid assumption, neither group is claiming that iid violations in existing data have led to alternative substantive conclusions regarding transitivity.
corresponding to each specification, we will cast each specification as a Bayesian model by placing a prior distribution over the associated subset and pairing it with the likelihood function in Equation 1.
WST
A DM satisfies WST if, and only if, for any three distinct choice alternatives, a, b, c, if the probabilities of choosing a over b and b over c are at least one half, the probability of choosing a over c is also at least one half. Thus, ⌳ WST is defined as the solution space to the following set of implications,
where "ٙ" denotes conjunction. Figure 1a displays ⌳ WST for the case when k ϭ 3. Geometrically, WST forms a union of Figure 1 . a-d depict the binary choice probabilities that satisfy the constraints of the four probabilistic specifications of transitivity, for three choice alternatives, and correspond to the regions of the unit cube defined by weak stochastic transitivity (WST), moderate stochastic transitivity (MST), strong stochastic transitivity (SST), and mixture model of transitive preference (MMTP), respectively. For more than three choice alternatives, the regions are higher-dimensional. The volume of each region, for 3-, 4-, and 5-choice alternatives is displayed in the lower left-hand corner of each figure. The relationships between the regions can be described visually by the nature of how each one "removes" the intransitive corners from the unit cube. For example, at the intransitive vertex, P ab ϭ 1, P bc ϭ 1, P ac ϭ 0 (top front corner), WST removes a single half-unit cube, while MST and SST remove progressively larger chunks of the space, leaving less of the space consistent with those specifications. In this depiction, MMTP bears some similarity to MST; however, MMTP is convex while MST is not.
half-unit cubes (see also Iverson & Falmagne, 1985) . WST is implied by a large class of normally distributed random utility models, such as many Thurstonian models (Halff, 1976) , as well as by decision field theory (Busemeyer & Townsend, 1993; Roe et al., 2001) .
MST
MST presents a more restrictive probabilistic interpretation of the transitivity axiom compared to WST. A DM satisfies MST if, and only if, for any choice triple a, b, c, if the DM chooses a over b with probability greater than or equal to one half, and chooses b over c with probability greater than or equal to one half, then he or she also chooses a over c with probability greater than or equal to the minimum of P ab and P bc . Thus, ⌳ MST is defined as the solution space to the following set of implications
The geometric representation of MST in the unit hyper-cube is a single nonconvex polyhedron. Figure 1b displays ⌳ MST in the unit hypercube when k ϭ 3. MST is an implication of the probabilistic model of multiattribute choice, Elimination-by-Aspects (Tversky, 1972) .
SST
SST is a yet more restrictive take on weak and moderate stochastic transitivity. A DM satisfies SST if, and only if, for any choice triple a, b, c, if the DM chooses a over b with probability greater than or equal to one half, and chooses b over c with probability greater than or equal to one half, then he or she must choose a over c with probability greater than or equal to the maximum of P ab and P bc . Thus, ⌳ SST is defined as the solution space to the following set of implications,
Similar to MST, SST can be described as a single nonconvex polyhedron in the appropriate probability space. Geometrically, SST is a proper subset of both moderate-and weak stochastic transitivity. Figure 1c shows a plot of ⌳ SST when k ϭ 3.
SST is equivalent to the properties of independence, that is, ∀a, b, c, d ʦ C, P ab Ͼ P cb ⇔ P ad Ͼ P cd , and substitutability, that is, ∀a, b, c ʦ C, P ac Ͼ P bc ⇔ P ab Ն 1 2 (Tversky & Russo, 1969) . There have been numerous quantitative tests of SST (and independence), generally rejecting this restrictive model of transitive preference (Busemeyer, 1985; Mellers & Biagini, 1994) . See also Rieskamp et al. (2006) for a review of related principles and theoretical accounts.
MMTP
MMTP assumes that each DM makes choices according to a probability distribution over a collection of transitive preference states. Unlike the preceding specifications, which were defined in terms of probabilistic deviations from a fixed preference state, MMTP allows a DM to vary his or her preferences across time points. This type of model is also known as a "mixture" or "random preference" model (Loomes & Sugden, 1995) .
Formally, let C be a collection of choice alternatives and write T for the set of all complete, asymmetric, transitive binary relations on C. MMTP is defined by a discrete probability distribution over T. A vector P ϭ ͑P ab ͒ a,bʦC,a b of choice probabilities satisfies MMTP if and only if there exists a discrete probability distribution over T such that
for all a, b ʦ C, where (T) is the probability that a person is in the transitive state of preference T. Under two-alternative forced choice, the following equations are a minimal description of ⌳ MMTP for up to 5 alternatives:
The inequalities defined by (5) are known as the triangle inequalities. The other two equations are implied by the 2AFC setup. This list of inequalities completely characterizes ⌳ MMTP for up to five choice objects. Figure 1d shows a plot of ⌳ MMTP when k ϭ 3.
4

Statistical Methodology
The goal in comparing these four probabilistic specifications of transitivity is to identify the model that best captures the underlying regularities in a set of choice data. However, a model's ability to simply fit a given set of empirical data may have more to do with the model's complexity than with its capturing something meaningful about the data-generating process. For example, a maximally complex model of binary choice would be one that places no restrictions on the allowable choice probabilities. Such a model could automatically fit any set of data perfectly but, because it is so flexible, it is likely to overfit the data and thus generalize poorly to future, unseen data generated from the same underlying mental process (Myung, 2000; Myung & Pitt, 2002) . Therefore, in choosing among probabilistic specifications of transitivity, we must consider not only how well the specification fits the observed data, but also how complex it is. Essentially, we should favor the most restrictive model that provides an adequate fit to the data.
The challenge of selecting among models in this way, by trading of goodness-of-fit and complexity, has been considered at length in the statistics literature, and many different measurement criteria have been proposed. Among the most principled of these criteria is the Bayes factor (Kass & Raftery, 1995) . The Bayes factor is defined as the ratio of the marginal likelihoods of two models, derived from Bayesian updating, and provides a direct and naturally interpretable metric for model selection. A Bayes factor of 10, for example, means that the data are 10 times more likely to have occurred under one model than the other. Bayes factors can also be interpreted within an established "magnitude" scale (Jeffreys, 1961) . While Bayes factors are very difficult to compute in general, Klugkist and Hoijtink (2007) have presented a specialized procedure for computing them for inequality constrained models, such as those constructed by Myung et al. to represent decision making axioms (see also Wagenmakers et al., 2010 , for a related approach).
The first step in the procedure is to cast each probabilistic specification as a Bayesian, inequality constrained model. This is detailed in the next subsection. Following that, we present the details of our implementation of the rest of the procedure.
Bayesian Model Specification
Bayesian model selection requires that the four probabilistic specifications of transitivity be cast as Bayesian models (with a likelihood function and a prior) that instantiate the restrictions of each specification on binary choice probabilities. So far, we have defined restrictions on binary choice probabilities, but specifying models requires defining priors and a likelihood function to manifest those restrictions. This can be accomplished following the approach of Myung et al. (2005) , in which priors are defined with support over just those choice probabilities that are consistent with each specification. Full models of transitivity follow naturally by combining each order-constrained prior with the likelihood function in Equation (1). Thus, it is the prior, not the likelihood function, that instantiates the restrictions imposed by each probabilistic specification, and which thereby distinguishes the different models of transitivity from one another (Vanpaemel, 2010) .
Formally, if t is any probabilistic specification of transitivity and ⌳ t ʕ ͓0, 1͔
d is the subset of binary choice probabilities consistent with t, we construct the Bayesian model M t with the prior distribution
where c t is a positive constant such that ͐͑P Խ M t ͒ dP ϭ 1. In other words, as in Myung et al. (2005) , this defines a uniform distribution over choice probabilities consistent with the model. The value of c t is simply the reciprocal of the volume of ⌳ t , which depends on the number of choice alternatives and can be estimated via Monte Carlo simulation. The volumes of ⌳ WST , ⌳ MST , ⌳ SST and ⌳ MMTP for 3, 4, and 5 choice alternatives are given in Figure 1 . 5 In addition to the four models of transitivity, we also define a baseline model, denoted M 1 , with no restrictions on choice probabilities. It is defined by ͑P Խ M 1 ͒ ϭ 1, P ʦ ͓0, 1͔ d ; that is, a uniform prior over the entire space of possible choice probabilities. We will refer to this model as the "encompassing" model, as the four models of transitivity are, by definition, nested within it. Because the encompassing model allows, but does not assume transitivity, it will serve as a benchmark against which to compare the models that do assume some form of transitivity. Essentially, M 1 represents the hypothesis that violations of transitivity are possible. Strong evidence in favor of M 1 over any other model indicates that the restrictions imposed by that model are not supported by the data. Thus, evidence in support of M 1 over a model of transitivity constitutes evidence against that particular specification of transitivity.
Klugkist and Hoijtink (2007) Procedure
The procedure of Klugkist and Hoijtink (2007) takes advantage of the fact that all of the models are nested in M 1 by computing the Bayes factor of each model relative to M 1 . Formally, the Bayes factor for M 1 over M t , denoted BF t1 , is defined as the ratio of the two marginal likelihoods,
While BF t1 is defined with regard to the encompassing model, a Bayes factor for any model pair can be constructed by taking the ratio of the BF t1 values for the two models of interest. For example, the Bayes factor for M 2 over M 3 is the ratio BF 21 BF 31 .
As described more fully in Klugkist and Hoijtink (2007) , Equation (8) can be further simplified. In particular, the Bayes factor under this inequality-constrained framework can be described as the ratio of two proportions: the proportion of the encompassing prior in agreement with the constraints of M t and the proportion of the encompassing posterior distribution in agreement with the constraints of M t . This simplification gives, (Iverson & Falmagne, 1985) . For the remaining models of stochastic transitivity, we estimated the appropriate volumes via a rejection sampling Monte Carlo algorithm using a uniform distribution. We calculated the 1 d t terms using standard Monte Carlo sampling methods (Gelman et al., 2004) .
Given that we are specifying a prior distribution, one could ask how sensitive the choice of prior is to the resulting Bayes factors. Klugkist and Hoijtink (2007) demonstrate that this methodology is relatively robust to the choice of prior, especially when the models of interest are defined solely in terms of inequality constraints (as opposed to some constraints being equality or "about" equality constraints). See Klugkist and Hoijtink (2007) for a full discussion.
Reanalysis of Prior Studies
In this section, we present the results of our reanalysis across all considered datasets. A full description of each dataset can be found in the online supplement. In general, the datasets are all the results of replications of the Tversky (1969) experiment, aside from minor procedural variations.
6 Each experiment collected choice data on every possible pairwise comparison over a set of either four or five total choice alternatives (e.g., gambles). To estimate individual-level preferences, each pair was presented multiple times to each individual (separated by decoy stimuli). Thus, the data consist of choice proportions on each possible pair, for each participant. Across all five studies, there were seven such experiments: one each from Tversky (1969) ; Montgomery (1977) ; Ranyard (1977) , and Tsai and Böckenholt (2006) , and three from Regenwetter, Dana, and DavisStober (2011) . The latter three are referred to as 'Regenwetter Cash I,' 'Regenwetter Cash II,' and 'Regenwetter Noncash,' following the notation of the original study. Across these seven experiments, there are 81 individual-level vectors of choice proportions. Cha et al. (2013) carried out a statistical test of the independence assumption on the datasets from Regenwetter, Dana, and Davis-Stober (2011) using the test of Smith and Batchelder (2008) and showed that the independence assumption was justified in those datasets. The datasets from Tversky (1969) ; Montgomery (1977) ; Ranyard (1977) , and Tsai and Böcken-holt (2006) do not contain the sequential information that is required to carry out a test of the independence assumption. However, similar to the Regenwetter, Dana, and Davis-Stober (2011) study, all of these experiments were carried out with design measures in place to limit memory and order effects, which make the independence assumption reasonable.
As a preliminary assessment of the descriptive adequacy of each model, we counted how many of these vectors of choice proportions satisfy all of the inequality constraints for each model. Treating the observed choice proportions as point estimates of the choice probabilities, we say that a model has a "perfect fit" to the data if the observed choice proportions satisfy all of the model's inequality constraints. Table 1 reports the number of "perfect fits" of each model in each data set. Across all studies, about half of all participants had a perfect fit to MMTP or WST (43 and 41 out of 81, respectively), and only 11 out of 81 had a perfect fit to SST.
It is not surprising that MMTP and WST have more perfect fits than either MST or SST, because the former have far less restrictive inequality constraints (i.e., they occupy larger subsets of the unit-hypercube, so they are more complex). However, the numbers of perfect fits are strikingly large given the relatively small volume each model occupies relative to the encompassing model. For example, for five choice alternatives, SST occupies less than three thousandths of one percent of the space (0.8% for four alternatives), meaning that a DM making random choices in the experiment would have less than a 0.00003 chance of producing data that perfectly satisfy the constraints of SST. Yet, 11 of the 81 vectors of choice proportions fall perfectly within it. By comparison, 41 of the 81 vectors of choice proportions fall within the region consistent with WST, which occupies about 12% of the space for 5 alternatives (37% for 4 alternatives). Figure 1 gives the volume of each region for 3, 4 and 5 choice alternatives.
7 All of the studies under 6 One important variation in the Tversky (1969) , Montgomery (1977), and Ranyard (1977) experiments is that participants were prescreened with preliminary testing sessions to select those most likely to exhibit intransitive preference patterns.
7 Volumes were estimated by drawing 10 million samples uniformly from the hypercube and counting the proportion of them that were consistent with each model. For example, just 238 out of 10 million sampled choice proportions satisfied the constraints of SST, resulting in a volume of 0.0000238. 
Note. MMTP ϭ mixture model of transitive preference; WST ϭ weak stochastic transitivity; MST ϭ moderate stochastic transitivity; SST ϭ strong stochastic transitivity. N is the number of participants in each experiment. M 1 provides a perfect fit to all participants in all studies, by virtue of its high complexity, so it is not included.
consideration had 5 choice alternatives, except for Tsai and Böckenholt (2006) , which had 4. Simply counting choice proportions in this way speaks only in a very rudimentary way to the goodness-of-fit of each model. It is not a rigorous statistical test of each model because the data are assumed to contain binomial sampling variation. That is, each observed choice proportion is modeled as a noisy realization of a probability representing the participant's true preference. Because of this sampling variation, it is possible for the observed choice proportion to be outside of the constraints of a model even when the underlying probability is actually inside the constraints of the model. This is especially likely when the underlying probability is near the boundary of the model. Therefore, to properly account for sampling/ choice variability as well as the relative complexity of each model, we analyze each dataset under the Bayesian methodology described earlier. Bayes factors were computed using the procedure of Klugkist and Hoijtink (2007) . For each model, c t was computed based on 10,000,000 samples from the encompassing prior and d t was computed based on 100,000 samples from the encompassing posterior. The value of c t for each model was shown in Figure  1 . Individual-level Bayes factors are reported in the online supplement.
To interpret the Bayes factor results, we use the rule-of-thumb cutoff for "substantial" evidence according to Jeffreys (1961) : BF t1 Ͻ 10 Ϫ1 ⁄ 2 Ϸ 0.316 meaning substantial evidence in favor of the null hypothesis, and BF t1 Ͼ 10 1 ⁄ 2 Ϸ 3.16 meaning substantial evidence against the null hypothesis. We will say that a model of transitivity "fails" if its Bayes factor is less than 0.316, for in that case M 1 , which serves as the null hypothesis because it assumes neither transitivity nor intransitivity, is at least 3.16 times more likely to have generated the data. We will also say that a model of transitivity is "best" if it has a Bayes factor of at least 3.16 over M 1 and it has the highest Bayes factor among the models of transitivity. If the most likely model of transitivity has a Bayes factor between 0.316 and 3.16 then the analysis is inconclusive: none of the models are substantially more likely than M 1 , but neither is M 1 substantially more likely than all of the models of transitivity, so we say that none of the models are best.
Using the conventions described above for interpreting the Bayes factor, we can then address the following three questions: which model of transitivity fails least often, how often do all of the models of transitivity fail, and which model of transitivity is best the most often? To answer the first question, Table 2 reports the number of participants for whom each model of transitivity fails in each experiment. The results show that none of the models of transitivity can explain all of the data because each model of transitivity fails for at least some participants, across experiments. It is not surprising to find that failures were much more frequent in the Tversky, Montgomery, and Ranyard studies, in which participants were prescreened to identify those with a propensity to behave intransitively. In the studies in which participants were not prescreened, all of the models of transitivity failed far less frequently.
The next two questions are answered in Table  3 , which reports the number of times each model was best according to the Bayes factor analysis. The first column of this table gives the number of participants in each experiment for whom all of the models of transitivity failed (i.e., M 1 was best). The table shows that this happened just 16 times overall, with 13 of those 16 coming from the experiments in which participants were prescreened. That is not to say that these participants definitely had intransitive preferences, only that a model that does not assume transitivity is substantially more likely to have generated the data than one that does. Among the remaining 65 partici- (2011), outperformed all other models only 12 times, while MST and WST were favored 17 times and 3 times, respectively. The fact that WST was favored just 3 times suggests that, while WST may fit the data well, it is seldom the preferred model of transitivity because of its high complexity. On the other hand, SST may not always fit the data well, but when it does, it is the preferred model because of its very low complexity. In summary, while transitivity appears to hold for many participants, there is a substantial minority for whom it does not. However, the vast majority of violations came from studies that either selectively reported data on participants who seemed to violate transitivity or actively sought out participants with a propensity toward intransitive behavior (i.e., Tversky, Montgomery, and Ranyard; see full descriptions in the online supplement). This suggests that the transitivity axiom is a reasonable modeling assumption, although it may not accurately describe the preferences of every individual. More importantly, no one model of transitivity dominated the others across subjects. This suggests that different individuals express choice variability in substantively different ways. This is not a minor point, as any theory of preferential choice requires a probabilistic component for modeling choice variability. These results strongly suggest that even if we were to ignore intransitive individuals when developing theory, we would still be left with heterogeneity in choice variability. This raises the question of how stable individuals are with regard to choice variability. Said differently, if the choices of an individual are best-described by a particular model of stochastic transitivity (e.g., MMTP), would this same model then best describe this individual's choices in a different context or occasion? To answer this question and evaluate the robustness of the results from our reanalysis, we carried out a partial replication of the Regenwetter, Dana, and DavisStober (2011) study with additional within-subject manipulations of two experimental conditions: stimulus set and time pressure.
Method
We recruited 30 students from the University of Missouri to participate in our study, with one participant failing to complete all trials; data from this participant were omitted from the analysis. This number of participants is half again as large as that of the Regenwetter, Dana, and Davis-Stober (2011) study, and is more than triple the number of participants in the Tversky (1969) study. Participants were compensated as described below. This experiment followed a fully crossed, two-by-two, withinsubjects design with two stimulus conditions and two timing conditions (four conditions in all). Each experimental condition consisted of 120 presentations of gamble pairs (i.e., stimuli) in a two-alternative forced choice framework (i.e., 120 trials). The two stimulus conditions Table 3 Number Note. MMTP ϭ mixture model of transitive preference; WST ϭ weak stochastic transitivity; MST ϭ moderate stochastic transitivity; SST ϭ strong stochastic transitivity. The "None" column counts the number of times that all of the Bayes factors were between 10 Ϫ1/2 and 10 1/2 , i.e., no substantial support for any of the models of transitivity, nor in support of the encompassing model. Rows sum to N, the number of participants.
of Times in Each Experiment That Each Model Was Best According to the Bayes Factor (Highest Bayes Factor Among Models Under Consideration and at Least Substantial Evidence in Support)
Experiment
used different sets of gambles to comprise the gamble pairs (defined below). Each set consisted of five distinct gambles, hence 10 possible gamble pairs in each condition. Upon presentation of each gamble pair on the computer screen, participants indicated which gamble they preferred by pressing a button on the keyboard. Similar to the Regenwetter, Dana, and Davis-Stober (2011) study, we used two sets of gamble stimuli displayed in "pie" format (see , for a description). For each timing condition (timed and nontimed, described in more detail below), participants were presented 12 repetitions of each gamble pair, counterbalanced so that any given gamble appeared on the left-or right-hand side of the screen an equal number of times. Hence, per timing condition, each participant made ‫21ء2ء01‬ ϭ 240 choices, for a total of 480 choices across conditions. The order of gamble presentation was randomly determined within each timing condition. Both timing conditions were completed in a single experimental session and the order in which a participant completed the two conditions was randomly determined. In addition to being paid $10 for participating, each participant was given additional compensation by randomly selecting one of their chosen gambles to be played out for real money.
The two gamble sets that were used in the experiment are as follows. The five gambles in Set 24 ͒ . In Set 2, a participant choosing according to expected value would always choose the gamble with the greater payoff value, whereas in Set 1, the same participant would always choose the gamble with a greater probability of winning (Tversky, 1969) . Within each timing condition, we randomly intermixed gamble pairs from the two gamble sets.
Time Pressure Manipulation
Prior research has demonstrated that the amount of time that a DM has to make a decision can affect how he or she searches for information (Ben Zur & Breznitz, 1981; Böck-enholt & Kroeger, 1993; Payne et al., 1988) . More recent work has suggested that directly limiting the amount of time available to a DM can alter the strategies that he or she uses when making decisions. For example, Hoffrage (1999, 2008) found that DMs are more likely to use lexicographic strategies when making choices under various types of time pressure manipulation. Given that the stimuli used in Tversky's (1969) experiment were designed to induce intransitive preferences arising from a lexicographic semiorder structure, we hypothesized that an additional time pressure manipulation may lead to more frequent violations of transitivity. To investigate this hypothesis, we tested participants under two conditions: "timed" and "nontimed." In the nontimed condition, similar to previous studies, participants were allowed as much time as needed to make their choices. Under the timed condition, participants were given only 4 s to respond. If a participant did not respond within the allotted time, the computer flashed a message indicating that they had run out of time and the experiment advanced to the next trial. To maintain the integrity of the incentive structure (i.e., randomly selecting one of the participant's preferred gambles to be played out for money at the end of the experiment), a "preferred" gamble was selected at random in such trials. However, for the purposes of data analysis, these trials were simply omitted. The average response time for the timed condition, across participants, was 1.572 s (median ϭ 1.430). The average response time for the nontimed conditions, across participants, was 2.431 s (median ϭ 1.801). The average rate in which participants failed to respond within the allotted time, across participants, was 0.0069, that is, just over one half of 1%.
Model Selection Analysis
Before starting the main analysis, we tested the independence assumption on the new data using the method proposed by Smith and Batchelder (2008) . We refer the reader to the original paper for details of the test procedure (see also Cha et al., 2013) . The number of significant violations of independence according to this test was consistent with what would be expected from type-1 error, so we conclude that the independence assumption is reasonable. Detailed results of the test are given in the online supplement.
Having justified the independence assumption for these data, we analyzed them using the Bayes factor method described earlier. The results, shown in Table 4 , indicate that our three main findings regarding past studies persist in the new experiment: (1) no model can adequately explain every participant's choice data, (2) WST fails the least often but is seldom the preferred model, and (3) SST is the preferred model the most often.
Somewhat surprisingly, the timing manipulation in the experiment did not seem to change how frequently each model provided the best description. It was hypothesized that the timed condition would cause participants to make decisions according to a fast heuristic like a lexicographic semiorder, which would result in more intransitive preference patterns, but that hypothesis is not supported by the data. In fact, slightly fewer choice patterns are best described by M 1 in the timed condition as compared to the nontimed condition. This result further highlights the "robustness" of transitivity of preference.
Consistency Across Timing Conditions and Gamble Sets
Because the experimental conditions were manipulated within-participant, we are able to investigate whether participants' choices tend to be best described by the same model across timing conditions and gamble sets. To that end, we constructed contingency tables relating model classification across experimental conditions. First, to investigate consistency across timing conditions, the top panel of Table 5 relates model classification in the timed condition to model classification in the nontimed condition. In order to make the table less sparse, the counts are aggregated across gamble sets. In addition, MMTP, WST, and MST are collapsed into a single category, as they were the three least-frequently occurring classifications, yielding a 3 ϫ 3 table. A 2 test of independence indicated a significant and relatively strong association between model classifications across timing conditions, 2 (4, N ϭ 58) ϭ 25.4111, p Ͻ .001, Cramer's V ϭ 0.468, which was confirmed by Fisher's exact test (p Ͻ .001).
Next, to investigate consistency across gamble sets, the bottom panel of Table 5 relates model classifications across the two gamble sets. As before, MMTP, WST, and MST are collapsed into a single category to make the table less sparse, and this time the counts are aggregated across timing conditions. A 2 test of independence indicated a moderate association between model classifications in the two gamble sets, 2 (4, N ϭ 58) ϭ 16.3464, p ϭ .0026, Cramer's V ϭ 0.375, which was also confirmed by Fisher's exact test (p ϭ .0024).
Taken together, these results speak to the robustness of the model classifications. Although there were not enough observations to assess the stability of MMTP, WST, and MST separately across conditions, these analyses clearly show that some participants consistently make choices that are best described by SST, other participants consistently make choices that are best described by some weaker model of transitivity (either MMTP, WST, or MST), while still other participants seem to consis- Note. MMTP ϭ mixture model of transitive preference; WST ϭ weak stochastic transitivity; MST ϭ moderate stochastic transitivity; SST ϭ strong stochastic transitivity. The number in each condition indicates the gamble set (e.g., Timed 1 is the timed condition with Set 1). The "None" column counts the number of times that the model selection statistic was inconclusive (all of the Bayes factors between 10 Ϫ1/2 and 10 1/2 ). Rows sum to N, the number of participants.
tently make choices that violate all of the models of transitivity that we have considered. This suggests that these models capture stable properties of choice behavior.
Hierarchical Analysis
The analyses we have reported so far pertained to each participant in each experiment separately. They were intended to identify the model that is the best explanation of the data. While these analyses successfully identified a best model on a per-participant basis, the results were not unanimous; different participants were explained best with different models. Nevertheless, all but a handful of participants were best described by one of the models of transitivity rather than the encompassing model. Therefore, it seems that people are generally transitive in their preferences, but transitive in different ways.
To bring these separate analyses together and see what they can tell us about transitivity as a whole, we also conducted a meta-analytic assessment of the collection of experiments, using a hierarchical Bayesian mixture model. Unlike the analyses that have been reported so far, which were based on counts of the best and worst performing models, this approach will fully utilize the continuous measurements of model performance provided by the Bayes factor. The key idea in this approach is that, rather than assuming exactly one model is correct and the others incorrect, we assume all of the models are useful but that some may be more likely to explain the behavior of more participants that others. This type of assessment has been used to uncover distributions of strategies within cognitive toolbox models (Scheibehenne, Rieskamp, & Wagenmakers, 2013) , and in the analysis of recognition memory models (Dennis et al., 2008) . The approach can also be viewed as an application of Latent Dirichlet Allocation (LDA), which is commonly used in machine learning and natural language processing to discover the distribution of abstract "topics" that occur in a collection of documents (Blei et al., 2003) . In this case, instead of discovering a distribution of topics in a document, we wish to discover the distribution of models of transitivity in a population.
The LDA approach requires that each person makes choices according to a fixed model, which is drawn from a latent categorical distribution over the five models we have considered: M 1 , MMTP, WST, MST, SST. Each person's choices are then assumed to be generated from their model, via the prior and likelihood functions defined in the previous section. This links the participants' choices to the distribution of models, so that the latter can be estimated based on the former. Estimation of the distribution of models is accomplished by assuming a Dirichlet hyper-prior over possible categorical distributions, which is then updated based on the observed choices of each participant. For clarity, we will write M 1 , . . . , M 5 for the five models under consideration. We can then write ϭ ( 1 , . . . , 5 ) for the parameters of the categorical distribution over the five models and ␣ ϭ (␣ 1 , . . . , ␣ 5 ) for the concentration parameters of a Dirichlet distribution over . We will define the prior distribution on to be Dirichlet with ␣ 1 ϭ ␣ 2 ϭ . . . ϭ ␣ 5 ϭ 1 (i.e., a uniform distribution over possible categorical distributions). This prior will be updated sequentially upon observation of each participant's vector of choices as
where n j denotes the vector of choices and M j denotes the "true" model for participant j, and the sum is taken over the five models under consideration. This expression allows for an easy approximation of the posterior distribution from the statistics we have already computed. In We first fit the LDA model to the data from each study separately, counting the three experiments from as one study (which we will refer to as "RDS") and counting the four conditions from our own experiment as one study (which we will refer to as "Current"). These results are given in the first 6 rows of Table 6 . The first three rows of the table give the estimated (modal) distribution of the models based on the studies of Tversky, Ranyard, and Montgomery, respectively. Even though these studies prescreened participants and selectively reported data that seemed likely to violate transitivity, the results of our hierarchical analysis show that MMTP best describes an estimated 34% of the population for which Tversky's (1969) participants are representative. Of course, it is also important to note that the between-subjects sample size is extremely small in these three studies, so this result may be highly sensitive to the assumed prior over categorical distributions.
The next three rows of Table 6 give the estimated distributions of the models based on the studies of Tsai and Bockenholt, RDS, and Current, respectively. The differences among these estimates may be attributed to differences between the experimental designs in the respective studies (e.g., Tsai & Bockenholt had 4 gamble stimuli with 120 repetitions per paired comparison, while RDS and Current had 5 gamble stimuli and 10 -20 repetitions per paired comparison). Since each of these studies has a relatively small betweensubjects sample size, it may be more useful to examine the fit of the LDA model to the combined data from all three. We did just that, and the resulting distribution (mode of the posterior) is shown in the last row of Table 6 , labeled "Overall." In this distribution, none of the probabilities are lower than 0.14 (WST), and none are higher than 0.31 (SST), indicating that each of the models we have considered is likely to be useful for describing the choice behavior of a nontrivial proportion of participants. Note. MMTP ϭ mixture model of transitive preference; WST ϭ weak stochastic transitivity; MST ϭ moderate stochastic transitivity; SST ϭ strong stochastic transitivity. "RDS" refers to the combined results from the three experiments in the . "Current" refers to the combined results of the four conditions from the new experiment reported in this paper. The data from the Tversky, Montgomery, and Ranyard studies are omitted from the "Overall" analysis because those studies either prescreened participants or selectively reported data.
Discussion
Summary
We analyzed the adequacy of four major models of transitivity across five previous experimental, within-subjects studies, as well a new within-subjects study. Our Bayesian statistical methodology allowed us to evaluate and compare the relative merits of different models of transitivity. Thus, we were able to determine precisely which models best account for each participant's observed choice behavior, properly balancing both goodnessof-fit and model complexity. We conclude that individuals are generally transitive in their preferences, in agreement with recent studies on the topic (e.g., Birnbaum, 2011; . However, in contrast to these studies, we arrive at a more nuanced position. We find that while most individuals are transitive, they exhibit choice variability in different ways. Across the six studies, using our hierarchical methodology, we found substantial heterogeneity in which model of transitivity best accounted for individuals' choices. In other words, some individuals are best considered as "changing their minds" among multiple decision states (i.e., MMTP), while other individuals are better described by having a single, transitive decision state, occasionally making random errors when choosing among different choice alternatives (i.e., WST, MST, or SST). Among the latter group, about half are best described by SST, meaning that their choice probabilities seem to satisfy substitutability and independence (Luce, 1977) , while the other half are better described by models that do not assume these properties (i.e., WST or MST). Our new study demonstrated that transitive individuals were still likely to express transitive choice patterns even under time pressure conditions. This result further strengthens the interpretation of transitivity as an invariant of decision making behavior. This is not to say that such individuals would always be transitive, only that transitive preference, and the particular type of individual choice variability associated with it, appears to be a robust property at the individual level.
Model Specification
The models of WST, MST, and SST that we defined here differ in complexity from those defined by Myung et al. (2005) . One key difference between these studies is that the models considered by Myung et al. were specified conditionally on particular transitive orderings of the five alternatives in Tversky's (1969) experiment, resulting in models that were contained within a single half-unit cube within the 10-dimensional hypercube. In contrast, the models we considered here were not conditional on a particular ordering, resulting in models that can be characterized as unions of subsets of halfunit cubes, where the unions are taken over the possible transitive orderings. As a result, our models of WST, MST, and SST are considerably more complex than those considered by Myung et al. (2005) . Their reasoning in selecting a single ranking was that the models should be tailored to reflect the way Tversky anticipated the data would come out, given that Tversky's experiment was engineered, through prescreening of participants and strategic design of choice alternatives, to elicit a particular pattern of choice responses. While the resulting models may provide a simpler explanation of Tversky's data, the apparent simplicity is built out of additional assumptions beyond just transitivity. In the present work, our intention is to assess only the axiom of transitivity, and therefore our models are built to minimally capture each probabilistic specification. This makes the models applicable to a wider range of data sets, including experiments that are not strategically engineered to elicit particular preference patterns. Despite these differences in the model specification, and the fact that we used the Bayes factor rather than the DIC, our results agree with those of Myung et al. (2005) in that the encompassing model is favored over WST, MST, and SST for six of the eight participants in Tversky's experiment.
The preceding argument applied only to WST, MST, and SST, but similar modifications could be made to MMTP. Of course, a mixture model cannot be constructed from just one ranking, but if only a small subset of rankings are considered plausible then a polytope could be formed from the convex hull of those rankings in the hypercube. Such a model would be simpler than the full version of MMTP, and hence may be preferred according to Bayesian model selection metrics. One challenge in this approach, however, would be identifying the inequality constraints that define the resulting polytopes, which is not a trivial problem. Another challenge would be to justify which rankings should be included in the plausible set.
Violations of Transitivity
While a majority of the participants we analyzed were best described by a model of transitivity, a distinct minority were best described by the encompassing model. By our metaanalysis, we estimated that around 16% of participants are best described by this model. However, the encompassing model does not instantiate any theory of stochastic choice; it merely serves as null model against which to assess the adequacy of models of transitivity. Our results then raise the question: Which theory(ies) of stochastic choice would best describe this minority of participants for whom models of transitivity are inadequate? Such a theory would need to allow intransitive preference states, yet still account for choice variability.
One possibility would be a theory based on lexicographic semiorders, which are consistent with both transitive and intransitive preference states. Davis-Stober (2012) recently developed a mixture model of stochastic choice based upon lexicographic semiorders and future work could investigate the descriptive adequacy of this type of "intransitive" model. However, as the model allows indifference in addition to strict preferences, this would require new experiments carried out under a ternary choice framework as opposed to two-alternative forced choice. Such experiments have been carried out by Davis-Stober et al. (2013) , who find that about 20% of participants are better described by a lexicographic semiorder mixture model than a mixture model of weak orders. It is important to note that our focus in the current study was to assess the viability of transitivity as a basic modeling assumption. Our goal was not to assess the descriptive accuracy of any particular decision theory, transitive or intransitive. In this way, our approach is quite general. For example, choices from the 16% of participants best described by the null model would not be well fit by any transitive decision theory. We leave it future work to explore the underlying algebraic preference structure of these participants.
Parsimonious Alternative Models
Although the encompassing model was rejected for a majority of participants, meaning that their choices were better described by a model that assumes transitivity than one that does not, our analyses do not rule out other nontransitive models. The encompassing model, being fully unconstrained, is the least parsimonious model in our analysis. Because Bayesian model selection rewards parsimony, this raises the question of whether a more constrained, nontransitive model might have fared better in our analysis and actually been the most preferred model in some cases. It may indeed be possible to construct such a sufficiently parsimonious, nontransitive model ad hoc, by intelligently carving up the model space in just the right way, or by using an informative prior on the unconstrained space that puts relatively less weight on "intransitive" regions. However, given that the choice proportions of most participants perfectly satisfied the constraints of at least one model of transitivity (Table 1) , any such nontransitive model could be trumped by a further constrained transitive model constructed by dropping the nontransitive choice probabilities. A more promising candidate would be a parsimonious model that is consistent with both transitive and intransitive preference states, like the aforementioned lexicographic semiorder model. This model lies outside the strict-linearordered preference framework of the other models considered in this study, so we leave its analysis for future work (see, e.g., Davis-Stober et al., 2013) .
On a related note, although we found strong support for SST in many cases (Tables 3, 4) , SST had relatively few perfect fits in the data (Table 1) so it follows that its support was largely based on it being the most parsimonious of the models we considered. Therefore, it is possible that an even more parsimonious model that violates SST, such as Decision Field Theory (Busemeyer & Townsend, 1993) , or a contrast-weighting model (Mellers & Biagini, 1994) , or a stochastic difference model (González-Vallejo, 2002) , could be preferred over SST in Bayesian model selection. Our experiment did not include manipulations specif-ically designed to produce violations of SST, so we should be cautious with our conclusions about its robustness. Berkowitsch et al. (2013) recently showed that models satisfying SST are favored with consumer preference choice designs that do not manipulate context effects, but models violating SST are preferred in designs that include choice options producing context effects. In fact there is quite strong empirical evidence for these violations across the literature (Rieskamp et al., 2006) . Future work should further examine the robustness of SST and competing models in a Bayesian model selection framework.
Marginal Choice Proportions Versus Response Patterns
All of the models we considered in this study are defined at the level of marginal choice probabilities. Even MMTP, although motivated by the idea of a dynamic process in which a linear order is drawn at random from some distribution each time a choice is made, is defined formally by the marginal choice probabilities that are consistent with such a process. Because the models are defined at the level of marginal choice probabilities, we tested them by estimating marginal choice probabilities via marginal choice proportions. Because this approach assumes that choices are independent (or at least exchangeable), it cannot capture any additional structure (such as correlation or nonstationarity) that may be present in the data generating process.
Although this approach to modeling stochastic choice is standard in the field, its use comes with the caveat that if the data-generating process does have additional structure (e.g., correlation or nonstationarity) then the marginal choice proportions do not map uniquely back to the choice probabilities that generated them. 8 For example, Birnbaum (2011) showed (with hypothetical data) that choice proportions consistent with a mixture model could be generated from a nonstationary process in which the actual choice probabilities are never consistent with the mixture model. However, such extreme conclusions have not been drawn from any set of human data, to our knowledge, and a violation of iid sampling does not necessarily mean that the estimated choice proportions are not representative of the actual process that generated the data. Future work should be done to develop a test for whether a deviation from iid is severe enough to invalidate the substantive conclusions of a model based on based on binary choice probabilities.
Even with countermeasures such as decoy stimuli and randomized presentation in place to limit memory and order effects, the assumption of iid is so strong that there will almost certainly be deviations from it. The important question then is whether these deviations are large enough to warrant modeling them explicitly. There are other promising approaches to modeling stochastic choice that are capable of capturing such additional structure in the data, such as the "true and error" approach of Birnbaum and Gutierrez (2007) . The unit of analysis in this approach is the pattern of responses within each 'block' of choices. A 'block' is defined as a particular grouping of trials, typically a single presentation of all possible gamble pairs. In the true and error model, decision makers are assumed to have a "true" preference state that remains fixed within each block of choices, but may change between blocks, and to make random "errors" that generate choice variability. Choices within each block are assumed to be conditionally independent (conditional on the true preference state in the given block), rather than iid, which allows for dependencies between binary choice probabilities when marginalizing over response patterns. True-and-error models have been shown to provide an excellent fit to empirical data (Birnbaum, 2011; Schmidt & Stolpe, 2011) , but the approach has been criticized for merely shifting the locus of the iid assumption from the choices to the errors, and for being highly sensitive to the choice of which sets of trials constitute blocks (Regenwetter et al., 2010; Regenwetter, Dana, Davis-Stober, & Guo, 2011) . Future effort should be devoted to comparing these approaches, in order to ascertain how much complexity can and should be extracted from binary choice data.
While the approaches based on response patterns are promising and worthy of further investigation, in this study we focused on binary choice probabilities for several reasons. First, the most general and well-studied stochastic definitions of transitivity are defined in terms of binary choice probabilities, for example, WST, MST, SST, and so forth. Second, binary choice probabilities are easily extended to different stochastic operationalizations of choice variability such as mixture modeling, error models, and so forth, (Davis-Stober & Brown, 2011) . Third, this was the most reasonable way to look at the data from past experiments that do not explicitly include the blocking structure required to facilitate an analysis of response patterns. Fourth, marginal choice probabilities are readily applicable to many decision making domains and constitute a general approach to modeling choice, while other approaches that focus upon choice patterns often rely upon specific experimental designs, such as blocking (e.g., Birnbaum, 2011) . Finally, and most importantly, despite the theoretical differences between modeling choice patterns and choice proportions, recent analyses using either technique have agreed in their basic conclusions about transitivity: significant violations of transitivity are rare.
Conclusion
Heretofore, the majority of studies investigating transitivity of preference have largely focused on the binary question of whether or not the axiom holds. We find that transitivity holds for many, but not all individuals. Thus, a "onesize-fits all" approach to modeling choice variability will be unlikely to describe human choice behavior sufficiently. In this way, our findings are in strong agreement with previous studies examining choice variability by Loomes et al. (2002) and Hey (2001 Hey ( , 2005 . Future theory development should be sensitive to individual differences with regard to both stochastic variability as well as the algebraic structure of preference.
