In this paper, we study analogues of the van der Corput lemmas involving Mittag-Leffler functions. The generalisation is that we replace the exponential function with the Mittag-Leffler-type function, to study oscillatory type integrals appearing in the analysis of time-fractional partial differential equations. Several generalisations of the first and second van der Corput lemmas are proved. Optimal estimates on decay orders for particular cases of the Mittag-Leffler functions are also obtained. As an application of the above results, the generalised Riemann-Lebesgue lemma and the Cauchy problem for the time-fractional Schrödinger equation are considered.
In harmonic analysis, one of the most important estimates is the van der Corput lemma, which is an estimate of the oscillatory integrals. This estimate was first obtained by the Dutch mathematician Johannes Gaultherus van der Corput [vdC21] and named in his honour. While the paper [vdC21] was published in Mathematische Annalen in 2021, he submitted it there on 17 December 2020 (from Utrecht). Therefore, it seems appropriate to us to dedicate this paper to the 100 th anniversary of this lemma.
Following Stein [St93] , let us state the classical van der Corput lemmas as follows:
• van der Corput first lemma. Suppose φ is a real-valued and smooth function in [a, b] . If ψ is a smooth function, φ ′ is monotonic, and |φ ′ (x)| ≥ 1 for all x ∈ (a, b), then Note that various generalisations of the van der Corput lemmas have been investigated in numerous papers [Gr05, SW70, St93, PS92, PS94, Rog05, Par08, Xi17]. Multidimensional analogues of the van der Corput lemmas were studied in [BG11, CCW99, CLTT05, GPT07, PSS01, KR07, Ruz12] . In particular, in [Ruz12] the multidimensional van der Corput lemma was obtained with constants independent of the phase and amplitude.
The main objective of this paper is to obtain the van der Corput lemmas for the integrals defined by where 0 < α ≤ 1, β > 0, φ is a phase and ψ is an amplitude, and λ ≥ 0.
In view of (1.3), we are talking about the generalisation of the van der Corput lemmas replacing E 1,1 by E α,β , so that instead of integrals in (1.1) and (1.2) we have the integral (1.4). As it is clear from the properties of the exponential function, the property whether φ = 0 or φ(c) = 0 at some point c ∈ [a, b] is not important for estimates (1.1) and (1.2), as the terms e iλγ can be taken out of such integrals for any constant γ without changing the estimates. However, this is no longer the case for more general Mittag-Leffler functions. Therefore, the property whether φ = 0 or φ vanishes at some point will affect the estimates that we obtain. Therefore, we also distinguish between the integrals (1.4) and (1.5) because in the latter integral I α,β we always have that the phase function vanishes at x = a.
Such integrals as in (1.4) and (1.5) arise in the study of solutions of the timefractional Schrödinger equation and the time-fractional wave equation ( Here and futher we use X Y to denote the estimate X ≤ CY for some constant C independent on λ. 
and ψ(a) = ψ(b) = 0, then we have |φ(x)| > 0, then we have the estimate 
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The non-stationary phase principle
], then we have that
Lower and upper estimates 
and k 1 = min
Then we have the following estimates
|φ(x)| = 0 and m 2 = inf a≤x≤b |ψ(x)| > 0, then we have
1.1. Preliminaries. In this section we briefly review some preliminary properties for the sake of the rest of the paper. 
(1.6)
The function (1.6) is an entire function of order 1 α and type 1. From the definition of function (1.6), we obtain a series of formulas relating the Mittag-Leffler function E α,β (z) with elementary and special functions, which we list here for the convenience of the reader:
• In the case α = 1 and β = 1 we have E 1,1 (z) = exp(z) = e z ;
• If α = 1/2 and β = 1, we have
where erfc is given by
is complementary to the error function erf:
(−1) n z 2n+1 n!(2n + 1) ;
• In the case α = 1 and β = m, m = 2, 3, ..., we have
• When α = 2 and β = 1, we have
;
• Let α = 2 and β = 2, we have
• When α = 2 and β = 2m + 1, m ∈ N, we have
• Let α = 2 and β = 2m, m ∈ N, we have
z k+1/2 (2k + 1)! ;
• When α = 1 and β = −m, m ∈ N, we have
• When α = 2 and β = −2m, m ∈ N, we have E 2,−2m (z) = z m+1/2 sinh √ z;
• When α = 2 and β = −2m + 1, m ∈ N, we have E 2,−2m+1 (z) = z m cosh √ z;
• If β = 1, then we have the classical Mittag-Leffler function [Mit03] E α,1 (z) = ∞ k=0 z k Γ(αk + 1)
, α > 0.
We will need the following properties.
). If 0 < α < 2, β is an arbitrary real number, µ is such that πα/2 < µ < min{π, πα}, then there is C > 0, such that we have
(1.7)
Proposition 1.2 ([BTV19]). The following optimal estimates are valid for the realvalued Mittag-Leffler function
(1.10)
The following properties of the Mittag-Leffler function with special argument possibly follow from its known properties. But, we give simple proofs for completeness.
(1.11)
Proof. From the representation of the Mittag-Leffler function (1.6) we have
This completes the proof.
Then for any α > 0 and λ ∈ C we have
Proof. Using the property Γ(z + 1) = zΓ(z) [KST06, page 24] of the Euler gamma function we have
Hence we get (1.12). The proof is complete.
The generalisations of the van der Corput first lemma
In this section we consider the integral operator defined by
where 0 < α ≤ 1, β > 0, φ is a phase and ψ is an amplitude, and λ is a positive real number that can vary. We are interested in particular in the behavior of I α,β (λ) when λ is large, as for small λ the integral is just bounded.
where M does not depend on φ, ψ and λ.
Proof. As for small λ the integral (2.1) is just bounded, we give the proof for λ ≥ 1.
Then
Using formula (1.11) and estimate (1.7) we have that
(2.3)
As φ and ψ do not depend on λ, and m = ess inf x∈[a,b] |φ(x)| > 0, then from (2.3) we have
The proof is complete.
If φ can vanish at the some point c ∈ [a, b], we have weaker decay rate. To handle this case, we require some regularity of φ.
where M is a constant independent of φ, ψ and λ.
Proof. Since I α,β (λ) is bounded for small λ, we can assume that λ ≥ 1. Without loss of generality, suppose that the function φ has one zero at c ∈ [a, b]. Let c = a or c = b
Here and in what follows, we assume that M is an arbitrary constant independent of λ. Without loss of generality we can assume that φ is increasing.
Since φ is increasing, we can define φ(a) and φ(b) as the limit at a and b, if
Replacing λy by u in the above inequality, we obtain
Next, we consider two cases:
Case 2: When 0 < φ(b) < +∞ and φ(a) = 0, we have that
Further, repeating the above proofs for case c = a or c = b, we have the estimate of (2.4).
In the case, when φ has several zeros on [a, b], similarly to the above calculations, we obtain the estimate (2.4). The proof is complete.
2.1. The case E α,α . In this section we are interested in a particular case of the integral operator (2.1), when 0 < α < 1, β = α, that is, the integral operator I α,α (λ). For smoother φ and ψ we get a better estimate than (2.2).
where M 2 does not depend on φ, ψ and λ.
Proof. For small λ we have bounded estimate for the integral I α,α (λ). Let λ ≥ 1. First we consider the integral
Then the property (1.12) and integrating by parts gives
Then for all x ∈ [a, b] we have
.
We first prove case (ii). Since φ ′ is monotonic and φ ′ (x) ≥ 1 for all x ∈ [a, b], then 1 φ ′ is also monotonic, and d dx 1 φ ′ (x) has a fixed sign. Therefore, using estimate (2.3) we have
Consequently, thanks to 1 λ ≤ 2 1+λ for λ ≥ 1 we have
where the constant M 1 does not depend on φ and λ. Now, we write I α,α (λ) as
Integrating by parts and using the estimate (2.7) we obtain
|φ(x)| ≥ 0, then we have
|φ(x)| > 0, then we have
where the constant M 2 does not depend on φ and λ.
where M 2 does not depend on λ. 
where M 3 does not depend on λ.
Proof. For small λ we have bounded estimate for the integral I α,α (λ). Let λ ≥ 1,
Then the property (1.12) and integrating by parts in (2.1) gives
Case (iii). If φ(x) = 0 for all x ∈ [a, b], then using the estimate (2.3) we have
Since 1 + µλ ≥ 1 + λ, when µ ≥ 1 and 1 + νλ ≤ 1 + λ, when ν ≤ 1, we have
where the constant M 3 depends on φ, but does not depend on λ.
. If min x∈ [a,b] |φ(x)| = 0, then we have
where the constant M 1 depends on φ, but not on λ. Case (ii). If φ ′ (x) = 0 for all x ∈ [a, b] and ψ(a) = ψ(b) = 0, then using the estimate (2.3) we have
Then repeating the procedure of the proof of Theorem 2.2, we obtain (2.9).
2.2.
The case E 1,β . In this section we are interested in a particular case of the integral operator (2.1), when α = 1, β > 1, that is, the integral operator I 1,β (λ). |φ(x)| > 0, then we have the following estimate
where M does not depend on λ.
Proof. For small λ we have bounded estimate for the integral
The following asymptotic estimate (see [KST06, page 43])
Here M is a constant that does not depend on λ.
The generalisations of the van der Corput second lemma
In this section we will obtain some generalisations of the van der Corput second lemma for the integral operator (2.1), that is for
. If φ has finitely many zeros on [a, b], and
Here M k does not depend on λ.
Proof. For small λ we have bounded estimate for the integral I α,β (λ). Let λ ≥ 1 and k = 2. Let c ∈ [a, b] be a point where |φ ′ (c)| ≤ |φ ′ (x)| for all x ∈ [a, b]. As φ ′′ (x) is non-vanishing, it cannot be the case that c is the interior local minimum/maximum of φ ′ (x). Therefore, either φ ′ (c) = 0 or c is one of the endpoints a; b. We can assume that φ ′′ ≥ 1.
We have a similar estimate for
Applying the results of Theorem 2.2 with m = ǫ and estimate 1 ǫλ ≥ 1 1+ǫλ for λ ≥ 1, we have that
This gives inequality (3.1) for k = 2. The cases when c = a or c = b can be proved similarly. Let k ≥ 3 and λ ≥ 1. Let us prove the estimate (3.1) by induction method on k. We assume that (3.1) is true for k ≥ 3. And assuming φ (k+1) (x) ≥ 1, for all 
By inductive hypothesis
Taking ǫ = λ − 1 k+1 we obtain the estimate (3.1) for k + 1, which proves the result. The cases when c = a or c = b can be proved similarly. 
Integrating by parts and using the results of Theorem 3.1 we obtain
completing the proof.
3.1. The case E α,α . In this part we consider the particular case of integral operator (2.1), when 0 < α < 1, β = α. In this case we can obtain an improvement of the decay order in Theorem 3.1.
where M k does not depend on λ.
Proof. For small λ the integral I α,α (λ) is bounded. Let λ ≥ 1. First, we prove the
is non-vanishing, it cannot be the case that c is the interior local minimum/maximum of φ ′ (x). Therefore, either φ ′ (c) = 0 or c is one of the endpoints a; b.
As φ is non-vanishing and φ ′ is monotonic (since |φ ′′ (x)| ≥ 1) on [a, c−ǫ] and [c+ǫ, b], then using (2.5) in Theorem 2.3 we have
Taking ǫ = 1 √ λ we obtain estimate (3.3) for k = 2.
Let us prove the estimate (3.3) by induction method on k ≥ 2. We assume that (3.3) is true for k. And assuming φ (k+1) (x) ≥ 1, for all x ∈ [a, b], we prove the validity of estimate (3.3) for k + 1. Let c ∈ [a, b] be a unique point where
If φ (k) (c) = 0, then we obtain φ (k) (x) ≥ ǫ on the outside (c − ǫ, c + ǫ). Further, we
Taking ǫ = λ − 1 k+1 we obtain the estimate (3.3) for k + 1. The proof is complete. Corollary 3.4. Let −∞ < a < b < +∞ and 0 < α < 1. Let φ ∈ C k [a, b] be a real-valued function and let ψ ′ ∈ L 1 [a, b]. If |φ (k) (x)| ≥ 1, k ≥ 2 for all x ∈ [a, b], then we have the following estimate
Corollary 3.4 is proved similarly as Corollary 3.2.
The non-stationary phase principle
In this subsection we considered the integral operator [Alm17] If 0 < α ≤ 1, f ∈ C 1 (I) and φ ∈ C 1 (I) such that φ is increasing and φ ′ (x) = 0 for all x ∈ I. Then
Thus, if f (a) = 0, then 
Proof. For small λ we have bounded estimate for the integral I α,1 (λ). Let λ ≥ 1.
] be a real-valued increasing function, from [Alm17] we have the following equality 
So, using the fractional integration by parts formula
If f ∈ C N [a, b], and f (k) (a) = f (k) (b) = 0, k = 0, ..., N − 1, then from (4.9) and (4.10) we have
, and from (4.2), (4.3), (4.6) and (4.7) we have
and ψ (k) (a) = ψ (k) (b) = 0, k = 0, ..., N − 1, then using the above calculations we have
The 
Optimal bounds of the van der Corput type estimates
In this section we find optimal bounds in estimates for (2.1), when 0 < α ≤ 1 2 and β ≥ 2α. We assume −∞ < a < b < +∞. By optimality we mean estimates from bellow showing the sharpness of decay orders in general. 
If m 1 = inf a≤x≤b |φ(x)| = 0 and m 2 = inf a≤x≤b |ψ(x)| > 0. Then we have
The properties of functions φ and ψ, and the use of estimate (1.10) lead to the result
Now, we prove the lower bound estimate (5.3). As |x + iy| ≥ |x|, we obtain
Hence, by estimate (1.10), it follows that
. Now, we prove the lower bound estimate (5.2). As |x + iy| ≥ |y|, we obtain
Hence, by estimate (1.10), it follows
The proof is complete. 
and
. If m 1 = inf a≤x≤b |φ(x)| = 0 and m 2 = inf a≤x≤b |ψ(x)| > 0, then we have
Proof. First, we prove the estimate (5.7).
Using formula (1.11) we have that
(5.10)
The properties of functions φ and ψ, using estimates (1.9) and (1.10), imply
where K = max 1 Γ(2α) , 1 Γ(3α) . Now, we prove estimate (5.9). We have
(5.11)
Hence, by estimate (1.9), it follows that
The estimate (5.8) can be proved similarly as estimate (5.2) by replacing β = 2α. In fact
Some applications
In this section we give some applications of the obtained results. By using the direct and inverse Fourier and Laplace transforms, we can obtain a solution to problem (6.4)-(6.5) in the form u(t, x) = R e ixξ E α,1 i ξ 2 + µ 1 + λξ 2 t α ψ (ξ)dξ, (6.6) whereψ(ξ) = 1 π R e −iyξ ψ(y)dy. Suppose that ψ ∈ L 1 (R) andψ ∈ L 1 (R). As inf ξ∈R ξ 2 + µ 1 + λξ 2 = min{µ, 1/λ} > 0, then using Theorem 2.1 we obtain the dispersive estimate u(t, ·) L ∞ (R) ≤ C(1 + t) −α ψ L 1 (R) , t ≥ 0.
Conclusion and some open questions
The main object of the paper was to estimate integral operators defined by For I α,β (λ) and I α,1 (λ), the following results have been obtained:
• for different cases of parameters α and β, some analogues of the van der Corput first lemma are obtained;
• for different cases of parameters α and β, some analogues of the van der Corput second lemma are obtained; • for 0 < α ≤ 1/2 and β ≥ α bilateral optimal bounds estimates are obtained;
• some applications of the generalised van der Corput lemmas are presented. In conclusion, we present some open questions related to generalisations of the van der Corput lemmas:
(1) are van der Corput-type estimates valid for I α,β (λ) with α = 1 and β < 1? (2) is it possible to obtain bilateral optimal estimates as in Section 5 for I α,β (λ) with 0 < α ≤ 1/2 and β < 2α? (3) how to prove bilateral optimal estimates as in Section 5 for I α,β (λ) for some particular case 1/2 < α < 1 and β > 0?
