Abstract
69
In this paper we detail modifications required to enable the Fitch algorithm to 70 process morphological characters that exhibit inapplicability. We consider how trees 71 should be evaluated for optimality, consistent with the method described by De Laet 72 (2015) . Furthermore, we show that the effect of "pseudo-optimal" reconstructions can 73 lead to both significant over-and under-estimates of parsimony scores during tree 74 searches. Our algorithm and its implementation allow a special token to indicate 75 inapplicability, meaning that existing datasets that use the gap token to denote 76 inapplicability can be treated with little modification. However, we show that 77 investigators may wish to re-code some characters in ways that can avoid the 78 inapplicable token altogether. respect to length counts (i.e. it is not an independent transformational event).
129
The problem is most clearly illustrated in the context of a principal character 130 with a number of ontologically dependent transformational characters (Fig. 1) tail colour has occurred: the tree should be penalized once for the independent origin 144 of the second tail, and once more because the second tail, when it appeared, happened to exhibit the same state (red) as the first (Fig. 2) . However, the loss of a tail implies the 146 simultaneous loss of colour and other similar attributes, which cannot similarly be 147 explained as transformations.
148
A satisfactory handling of inapplicable data in morphology must satisfy at least steps, but also the number of regions (or "subcharacters") defined by a character.
153
Regions are defined as subtrees in which a character is logically applicable (i.e.
154
applicable character regions). De Laet proposes that the optimal tree is that which 
163
Fitch parsimony with partially applicable characters
164
The algorithm described below is a single-character (sensu Ronquist, 1998) method in should also contribute to tree score. In our algorithm, the first downpass (a) generates possible reconstructions of each node; final state reconstructions are generated in the first uppass and not modified by further passes. The second downpass increments tree length by two, reflecting one step (at *) and one additional region (at **). else set the node's state to be the token in common between both descendants.
186
Then go to 4. 2. If the node also has an applicable token, go to 3; else go to 4. 7. If both of the node's descendants' trackers are "on", increment the tree score 236 (applicable region increment) and go to 8; else just go to 8. 2. If the node's ancestor has any applicable token, go to 3; else go to 10. ancestor, set the node's state to be its ancestor's state; else set the current node's 252 state to be all applicable tokens that are common to both its descendants and The contribution of the given character to the total score of the tree is given by: Following the character "Tail colour" described above ( uncertain ("?", treated by the algorithm as (-012)).
329
• If the tail of the fossil taxon is known to be homologous with the tails of other 330 taxa, then an optimal character reconstruction will assert that its colour is one of 331 the colours that has been observed in other taxa (the ambiguity should be coded 332 as "red, blue or green" (012)).
333
• If the tail of the fossil taxon is known not to be homologous with the tails of other 334 taxa, then an optimal character reconstruction will assert that its colour is different it nevertheless converges on an optimal tree length within minutes (<50 tips) to hours
356
(<80 tips). Whilst it is difficult to guarantee that every optimal tree will be identified,
357
we ensured a wide sampling of tree space by conducting 100 independent tree searches 358 in TNT, and by sampling shortest trees in R until the shortest length had been found by 359 250 ratchet iterations.
360
In order to establish whether the three methods recovered different sets of 361 optimal trees, the number of trees that occurred in the optimal sets of one, two, or all 362 three approaches was tallied. In addition, a strict consensus tree was calculated for all 363 trees in each optimal set, the number of bipartitions present in each set serving as a 
369

Results
370
In most cases, the three different methods identified different sets of optimal trees.
371
Indeed, only in one of the thirty examined datasets were the optimal trees recovered by 372 each method also optimal under the other two (Fig. 4a) . In ten datasets (Fig. 4b) , a 373 subset of trees are optimal under all methods, but other trees are optimal under one 374 method and a few steps longer under another. In nine datasets (Fig. 4c) , the forests of 375 trees that are optimal under two methods (here, "missing" and "extra state") partially
376
overlap, but in one method (here, "inapplicable"), no optimal trees were found that are 377 also optimal under either other method. In the final ten datasets (Fig. 4d) , each method 378 generates a distinct set of optimal trees. Summing across all datasets, only 4% of trees 379 that were optimal under one method were also optimal under the other two (Fig. 5a) .
380
How topologically different were the trees that each method described as 381 optimal? One qualitative way to explore the difference between multiple forests of trees 382 is to generate a two-dimensional treespace from the distances between pairs of trees.
383
This approach demonstrates that it is difficult to predict which methods will identify
Giles et al. 2015Figure 6: Distribution of optimal trees in MDS treespace for each dataset. Shaded regions correspond to convex hulls surrounding all optimal trees recovered using a given approach. No method is consistently more precise or more similar to any other method.
the most similar sets of optimal trees, and that the regions of treespace identified as 385 optimal by the different methods may be very different or very similar (Fig. 6) .
386
An alternative way to explore how much trees in the three optimal sets have in 387 common is to count the number of nodes held in common between trees within a set -388 or, in other words, the number of nodes present on the strict consensus of all trees in 389 that set. On this approach, averaged across all datasets, 76% of the nodes that are 390 present in every tree that is optimal under the "inapplicable" approach are also present 391 in every tree that is optimal under the "missing" approach, and 82% are present in 392 every tree that is optimal under the extra-state approach; only 70% are present in all 393 trees recovered by all methods (Fig. 5b) .
394
Even though, in any one dataset, the number of trees identified as optimal can 395 vary considerably between the three methods, we were unable to identify any 396 systematic trend in the disparity of optimal trees. Neither the number of distinct trees 397 in the optimal tree set, the resolution of the strict consensus tree, nor the area of 398 treespace occupied by the trees showed any systematic variation.
399
Implications
400
The accuracy of a method measures whether the method will reconstruct the "true" tree 401 from a given dataset. As the "true" evolutionary tree is unknown, attempts to measure amounts of inapplicable data are likely to be considerably affected by inapplicable data.
440
In some cases, the set of trees that are optimal under our new algorithm does not 441 overlap with the optimal sets obtained by existing approaches, suggesting that our 442 method allows a gain in accuracy with no corresponding loss of precision.
443
Implementations
444
The algorithm described throughout this paper is implemented at different levels in 445 different projects. The main C implementation of the algorithm and associated tools is 446
