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Abstract
In this paper we consider 1-D non-local eld theories with a particular 1=r2 interaction,
a constant gauge eld and an arbitrary scalar potential. We show that any such theory that
is at a renormalization group xed point also satises an innite set of reparametrization
invariance Ward identities. We also prove that, for special values of the gauge eld, the
value of the potential that satises the Ward identities to rst order in the potential
strength remains a solution to all orders in the potential strength, summed over all loops.
These theories are of interest because they describe dissipative quantum mechanics with
an arbitrary potential and a constant magnetic eld. They also give solutions to open
string theory in the presence of a uniform gauge eld and an arbitrary tachyon eld.
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1. Introduction
In 2-D statistical systems, scale invariance at a second order or higher phase transition
and locality generally lead to conformal invariance. One dimensional systems can also
have phase transitions, but only if they are non-local. Thus conformal invariance is not
expected to be a symmetry of critical 1-D theories. However, it is possible that they could
exhibit some other enhanced symmetry related to reparametrizations of the theory. One
example of a non-local 1-D system that undergoes phase transitions is dissipative quantum
mechanics, as described by the Caldeira-Leggett model [1]. The functional integral for this
theory is also used to obtain the boundary state in open string theory [2]. This boundary
state describes an open string where the eld is free on the interior of the 2-D world sheet
and all the interactions take place at the 1-D boundary.
Callan and Thorlacius have shown [3] that in order to be a solution to open string the-
ory, the boundary state must satisfy a set of Ward identities that reflect the reparmetriza-
tion invariance of the string theory. Even though the 1-D eld theory is not manifestly
reparametrization invariant, in order to correspond to a boundary state it must possess a
\hidden" reparametrization symmetry, given by the Ward identities. The question arises
as to whether we can use this symmetry to classify and construct 1-D critical dissipative
theories, just as conformal symmetry was used to classify 2-D critical theories. Also, it is
natural to ask whether, for 1-D theories, scale invariance of the theory implies that the
theory satises the Ward identities. We will address this latter question in this paper for
the case of an arbitrary tachyon potential and a uniform gauge eld. For the dissipative
quantum system, this corresponds to considering an arbitrary potential and a uniform
magnetic eld.
Callan and Thorlacius have shown to one loop that for an arbitrary gauge eld the
xed point of the renormalization group also satises the reparametrization invariance
Ward identities [3], and similarly for an arbitrary tachyon potential [2]. To lowest order
in the potential strength, the critical tachyon potential is a cosine with period pc, and the
theory with this cosine potential looks very much like the Sine-Gordon model restricted to
a line. In the Sine-Gordon model, the cosine potential that is at a zero of the -function to
lowest order in V0 no longer remains so at higher orders in V0. However, in this paper we
will prove that in the 1-D theory the cosine potential that satises the -function to lowest
order is at a renormalization group xed point and has a vanishing reparametrization
invariance anomaly to all orders in the potential.
The paper is organized as follows. In Section 2 we give a brief review of the open
string boundary state and dissipative quantum mechanics. In Section 3 we present the
reparametrization invariance Ward identities and our regulation scheme. In the follow-
ing two sections, we will evaluate the reparametrization Ward identities for an arbitrary
tachyon eld and a constant, uniform gauge eld, diagrammatically. The rst part of Sec-
tion 4 follows closely the appendix of [2]. The goal of these two sections is to reduce the
formal expression for the Ward identity to an identity for the graphs in the perturbative
expansion of the 1PI function, summed to all orders in the string tension, 0. This result
enables us to show that if the tachyon is periodic with period pc (where pc depends on the
strength of the gauge eld), and if we could ignore the regulator, then the Ward identity
would be satised to all orders in 0. Additionally, these calculations show that even when
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the regulator is taken into account, the special choice of tachyon potential does satisfy the
Ward identity at every finite order in the tachyon strength, V0, and 0. However, others
have shown [4] that for closed string tachyons in 2D sigma models, even if the -function
is satised to all nite orders in 0, new divergences arise once it is summed to all orders.
This can give anomalous contributions to the -function. Therefore, in the remainder of
the paper we evaluate the graphs, summed over all loops, more carefully.
In Section 6 we dene what we mean by the flows generated by the Ward identity,
and in Section 7 we calculate the flow for the coupling constant of ei~q~(t). Readers who
are only interested in the main results may wish to skip sections 4, 5 (except for 5.5) and
7. In Section 8 we nd that, to leading order in the cuto, the Ward identity is equivalent
to the -function. This means that the condition for the Ward identity to be satised
is the same as for the system to lie at a zero of the -function. Thus, once the system
is scale invariant, it does have the innite set of \hidden" symmetries corresponding to
the reparametrization invariance of the underlying string theory. Next, in Section 9, we
discuss the validity of our approximations, and in Section 10, we show that the flow for
the coupling constant of d(t)=dt is always zero. In Section 11, we show that, for special
values of the gauge eld, the cosine potential with period pc does satisfy the Ward identity
to all orders in V0 and 0. Consequently, the naive rst order result is true to all orders,
and we have found exact xed points of dissipative quantum mechanics that correspond to
solutions of string theory. In Section 12 we conclude the paper with a few remarks about
the consequences of our results.
2. Background: Open String Theory and the Dissipative Hofstadter Model
In this section, we briefly review the open string boundary state and its connection
to dissipative quantum mechanics. For more details, the reader is referred to references
[1], [2], [5]. (The rst part of this section closely follows the review in reference [6]).
In the presence of open string background elds, interactions between a string and the
background take place at the boundary of the string. Their eects can be represented by
a boundary state jBi, which lies in the closed string Hilbert space.













































In these expressions, T is the parameter length of the boundary, 0 is the string constant,
and A( ~X) and V ( ~X) are the gauge elds and tachyon elds, respectively. The creation
operators of the left- and right-moving modes of the closed string, ~−m and −m, act on




0 means that the zero-mode, ~X0, is not integrated out. The commuting
objects ~−m, −m and ~X0 together make up a set of coordinates which specify where the
boundary lies in the target space, and the boundary state is just a functional of these
coordinates. As an example of the usefulness of this construct, we note that the projection
of jBi onto the graviton state is essentially the energy-momentum tensor of the open string
object under study. This gives us a string-theoretic way to dene such important notions
as gravitational and inertial mass.
This path integral is the generating functional for a renormalizable \one-dimensional"
eld theory described by the underlying action SKE + SA + SV . SLS is the linear source
term in the generating function. This theory is divergent, so it requires a regulator. One










To obtain the boundary state, in the end we must take the cut-o, M , to zero. In order
for this limit to be meaningful, the eld theory must lie at a renormalization group xed
point, which implies that the gauge and tachyon elds must satisfy some \vanishing beta
function" equations of motion for open string background elds. This means that the
associated 1-D eld theory must lie at a phase transition.
This 1-D eld theory also describes a quantum mechanical particle subject to a po-
tential, a magnetic eld, and a dissipative force. According to the Caldeira-Leggett model
[1] for dissipation, the particle interacts linearly with a bath of harmonic oscillators. The
interaction strengths and the frequencies of the oscillators are chosen so that in the classi-
cal limit the particle is subject to ohmic dissipation. Because the oscillators appear only
linearly and quadratically in the action, they can be integrated out of the path integral.
The resulting action for the particle is given by
Sdqm = SR + SKE + SA + SV ; (2:7)
where SR, SKE , SA and SV are dend in equations (2.6), (2.2), (2.3), and (2.4). However,
now M is the mass of the particle, A( ~X) is the vector potential and V ( ~X) is the scalar
potential. The classical coecient of friction, , appears only in SKE and is related to the
string tension by  = 1=(20). In order to correspond to a solution of string theory, this
system must lie at a phase transition.
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One dissipative quantum system which exhibits phase transitions is the dissipa-
tive Wannier-Azbel-Hofstadter model (which is also known as the dissipative Hofstadter







V ( ~X) = −V0 cos(2X(t)
a
)− V0 cos(2Y (t)
a
): (2:9)








In ref.[5] we have shown that the phase diagram of this model should have an innite
number of critical circles in the  −  plane, which suggests that we have found many
solutions to open string theory.
Motivated by this connection, in this paper we will only consider the 1-D eld theories
where ~X is restricted to lie in two dimensions and the gauge eld is taken to be a constant
of the form given by eqn. (2.8). (Strictly speaking, to calculate the boundary state,
one must still include the remaining 24 dimensions of ~X, which, for convenience, will be
assumed to be free elds. Although there is some relation, it is not clear that there is a
direct connection between this model with ~X taken to be two-dimensional and open string
theory in 1+1 dimesions as considered, for example, in reference [8].) Also in analogy
with the dissipative quantum mechanics case, we would like to dene the dimensionless
parameters as in equation (2.10). However, for now we do not want to assume the tachyon








These dier from the usual choice of  and  for the dissipative Wannier-Azbel-Hofstadter
model, given in eqn. (2.10), only in that we have left out the h and the factor of a2=(2)2.
3. The Reparametrization Invariance Ward Identities
From the preceeding discussion, it might appear that we have found many solutions
to open string theory, since the dissipative Wannier-Azbel-Hofstadter model has many
critical theories. However, the space-time physics of the string theory is not only invariant
under changes in scale, but it is also invariant under reparametrizations of the world sheet.
This means that the boundary state must be invariant under reparametrizations of the
boundary of the world sheet. The condition for the reparametrization invariance of the
boundary state is given by
Ln − ~L−n

jBi = 0 for −1  n  1: (3:1)
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Here, jBi is the boundary state dened in equation (2.1), and Ln and ~L−n are the closed-






n−m  m; (3:2)
and similarly for ~L−n. For −m < 0, the −m and ~−m are the closed string creation oper-
ators; and for m  0, the m can be represented in terms of derivatives with respect to the
creation operators, −m. When we apply the operator Ln− ~L−n to the expression for the
boundary state in equation (2.1), then, as shown in [3], the condition for reparametrization



















@X0  @−n :
(3:3)
For n < 0, we just replace −k with ~−k and k with −k. In equation (3.3), W (; ~; ~X0)
is the connected generating functional given by




exp(−SR − SKE − SA − SV − SLS)j0i; (3:4)
and Γ() is the 1PI generating functional. It is obtained by Legendre transforming W, as
follows:






(−m  clm + ~−m  cl−m); (3:5)



























The rst term in equation (3.3), @nΓ, is the variation of Γ under an innitesimal
reparametrization s ! s + fn, with fn(s) = ieins. The remaining terms reflect the
fact that the eective action is not reparametrization invariant. In fact, the non-local
kinetic term, SKE , in the classical action is not reparametrization invariant, so the second
term in the Ward identity subtracts o its variation, and the third term corrects for the
eect that this non-invariance has on higher order diagrams. The last term makes up for
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the fact that we have selected out a particular parametrization in order to dene the zero
mode of ~X so that we could treat it separately.
To evaluate the Ward identity, we use a perturbative background-eld expansion. To
nd Γ(cl(t)), we begin by expanding V ( ~X) around ~X(t) = ~cl(t), where ~clm is dened in
equation (3.6). We will assume that ~cl(t) is a smooth function of t, and we will use the


















rrV (~)xx + : : : (3:7)
Similarly, to nd W (; ~; ~X0), we expand V ( ~X) around the zero mode, ~X0. Next, we treat
SV as a perturbation and Taylor expand exp
(− R SV . The propagator is then determined
by the remaining quadratic terms in the action, SKE +SA and SR. However, as explained
above, SR acts only as an ultra-violet regulator, so we will set M to zero and choose a
more convenient cuto. The quadratic part of the action can then be written in momentum
space as















For the ultra-violet regulator, we will multiply the propogator by an exp (−j!j) cuto.
In addition, we will need an infra-red cuto, which we will dene by putting the time, t,
on a circle of circumference T . (For simplicity, we will take T = 2, but this should not













1 + e−2 − 2e− cos t  : (3:10)
The o-diagonal part is












sin f(t + i)=2g





Note that when  = 0, we have 
2+2
= 0.
We will nd that all diagrams of interest can be written in terms of the following sum
over G(t):






The propagator G(t), and not the propagator E(t; ; ), determines the connectedness
and irreducibility of the diagrams. That means that if we express the graphs in terms of
E(t; ; ), it is more dicult to keep track of whether they are connected or 1PI. However,
by using the propagator E(t; ; ), we will have automatically summed over all orders in
0 or 1=.
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4. Ward Identity with  = 0
We will begin by considering the case when  = 0 and restrict ~X = x to lie in one
dimension. In that case, according to standard perturbation theory for path integrals, the
general O(V N0 ) graph will have N vertices with a factor of V (x(ti)) associated to each
vertex. The ith vertex has Mi legs coming out of it, and for each leg there is a derivative
@
@x(ti)
acting on V (x(ti)). Each leg is joined to one other leg by the propagator G(t), which
is obtained from Gxx(t) by setting  = 0. We will dene a petal to be a propagator that
joins two legs from the same vertex, and we will let Pi equal the number of petals coming
out of the ith vertex. Also, we will dene a link to be a propagator that joins legs coming
from two dierent vertices, and we will let lij be the number of links between two dierent
vertices i and j. The total number of legs coming from a vertex is related to the number
of petals and links coming from the vertex by the equation




For example, the following graph with three vertices has P1 = 0, P2 = 3, P3 = 2, l12 = 1,



















The value of a general graph is given by



























The symmetry factor is exactly what one would expect. 1=lij ! takes into account that
there are lij identical links joining the ith and jth vertex, and 1=(Pi!2Pi) takes into account
that there are Pi identical petals coming from each vertex, each with two identical end
points. To make a graph for the 1PI vacuum function, we just replace x(si) with cl(si)
(we will write (si) for short), and keep only those graphs that remain connected when
any one link is cut. For the connected generating-functional, we must remember that the




m 6=0 mxm, which generates extra vertices
weighted by
p
2=0(t) and having only one leg. Then the O(V N0 ) graph for W is given
by replacing x(si) by X0, the zero mode, and keeping only the connected graphs of the
form



























































4.1. Variation of the 1PI Vacuum Function
First, we will calculate nΓ((s)). Strictly speaking, this is the change in Γ((s))
when s ! s + fn, where fn is given by fn(s) = ieins. Under this reparametrization, the
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Then nΓ((s)) is just the sum over graphs for Γ with one of the V ((si))’s replaced by
fn(si) ddsi V ((si)). Now we can integrate by parts. For each vertex, we obtain two types of
terms, one with the derivative acting on fn(si), and the other with the derivative acting on
G(si−sj). The latter is just the change in G under a reparametrization of si. The resulting
graphs are minus the change of Γ under reparametrizations where V ((si)) behaves like a
scalar. The rst term, when fn(sk) is varied, is given by

































In this equation, hlij ;Pi(sk) is dened to be a graph that is integrated over all vertices
except for sk, with Pi petals at the ith vertex and lij links joining the ith and jth vertex.















































hlij ;P i(sk; sm):
(4:8)
Here, we have dened hlij ;P i(sk; sm) to be a graph that is integrated over all vertices except
for sk and sm. It has Pi petals at the ith vertex; lij links joining the ith and jth vertex
for fi; jg 6= fk; mg; and lkm − 1 links joining the kth and mth vertex. The two types of
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graphs we obtain from varying Γ(lij ; Pi) can be summarized by











= hlij ;Pi(sk); (4:10)
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The second term in the Ward identity explicitly subtracts o the variation of the part
of Γ due to the classical non-local kinetic term.
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4.2. Evaluation of the “Kinetic Term” in the Ward Identity
Now we turn our attention to the third term in the Ward identity. We will need the











fH0(s− s0)F (s; s0); (4:13)













[fn(s)H0(s− s0)]−H0(s− s0)fn(s0) d
ds0
: (4:15)











This expression can be viewed as coming from the connected diagrams where (s) and
(s0) have been amputated and then the two legs are joined by fH0(s− s0) instead. For




























Alternatively, when the expression is Legendre transformed, D comes from all 1PI diagrams
with fH0 inserted on a propagator. (To perform the Legendre transformation, one can
start with any such \decorated" 1PI diagram and obtain the corresponding connected
diagrams by rst expanding each vertex factor, V (cl(s)), around cl(s) = x0 and then
replacing cl(s) with the diagrams for @W@ .) The contribution to D when fH0 is inserted

















































The rst graph is due to inserting fH0 on a petal (which is calculated in reference [2])
and the second, to inserting it on a link (which is discussed in reference [9]). In both
cases we will need the convolution of H0 with G, which ought to be a delta function.
However, because we are regulating G and excluding the sum over the zero mode in G,
the convolution is given byZ
ds00
2








cos − cos(s− s0) ; (4:22)
and (s0 − s) ! (s− s0) as  ! 0.
When fH0(s− s0) is inserted in a petal, we must evaluate the following integral:










hlij ;Pk(s)G(s− s0)fH0(s0 − s00)G(s00 − s); (4:23)
where hlij ;Pk(s), as dened by eqn. (4.7), is a 1PI graph integrated over all vertices except
s. Similarly, when fH0(s − s0) is inserted into a link, the graphs we obtain have the
following value:















G(s− s0)fH0(s0 − s00)G(s00 − t);
(4:24)
where hlij ;Pk(s; t) is a 1PI graph integrated over all vertices except s and t, as dened in







G(s− s0)fH0(s0 − t0)G(t0 − t); (4:25)























When we perform the integral over H0G, we obtain the function  − 1, an approximate
delta-function minus a constant term due to the zero mode. The part of I resulting from





















0) [G(s− s0) + G(t− s0)] : (4:28)














Returning to the integrals for the full diagrams, when H is inserted into a petal, we
have two integrals. The rst is due to ignoring the zero mode in G, and it is obtained from













The second term comes from the approximate delta function and is obtained from I∆ with
s = t. It has the form





















We are interested in the limit as  ! 0. In that limit,  becomes a delta function, so, for
small , we should be able to evaluate the integral for small values of the argument of .
For small  and t,  and G become
(t)  2
2 + t2





G(t)  − 2
0t
t2 + 2
((1 + O(2) + O(t2)) (4:33)
To perform the integral, we will also make the change of variables
s+ = s s− = s− s0; (4:34)
and we Taylor expand f around s+, keeping the lowest order term that gives a non-
vanishing contribution to DP;∆. Then we obtain the following expression for DP;∆:














After integrating over s−, we get the nal form for DP;∆,









As a result, the two types of graphs involved in the calculation of DP are















Now we must calculate the eect of inserting fH0 into a link. Again we have two
integrals. The rst is

















0) [G(s− s0) + G(t− s0)] ;
(4:38)
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and the second is





















































4.3. Evaluation of the Zero-Mode Term in the Ward Identity

















where @W@(t) is the sum of all the connected graphs with one  truncated, leaving a free
leg; and where @@X0 acts on the V (X0)’s. Again we have two dierent situations. The rst
is when the @@X0 acts on the same vertex that the free leg is connected to, and the second
is when the @@X0 acts on a dierent vertex. If we calculate the contribution to C from the































More generally, we can write






























0)G(s0 − s)~hlij ;Pk(s; t; ): (4:46)




acting on the vertex at s. For example, for the graph in (4.42),
~hlij ;Pk(t1; ) is given by





















Similarly, ~hlij ;Pk(s; t; ) is a connected graph integrated over all vertices except s and t,
and it has two extra @@X0 ’s, one acting on the V (X0) at vertex s and one on the V (X0) at
vertex t.
In order to compare C1 with DP;0 and C2 with DL;0 we must perform the Legendre
transformation on D that is described after equation (4.17). From this transformation,
we obtain all the connected graphs ~hl˜ij ;P˜k(s; ) from
@2
@2(s)hlij ;Pk(s) and all the connected





hlij ;Pk(s; t). In particular, for a connected graph with



















0)G(s− s0)~hlij ;Pk(s; t; ): (4:49)
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As a result, when we subtact the third term, D, from the last term, C, in the Ward identity,
DP;0 + DL;0 cancels with C1 + C2, (after appropriately symmetrizing in s and t). As we
expected, the terms in the Ward identity arising from the separate treatment of the zero
mode are accounted for by the last term in the Ward identity.
4.4. Summing the Graphs
The remaining terms in the Ward identity come from nΓ and DP;∆ + DL;∆. For a
graph described by flij ; Pkg, the terms in the Ward identity due to varying a petal at the
vertex labeled by s are given by





f 0n(s)(1 + 
0
s)hlij ;Pk(s)




where s = @
2
@2(s)
. Similarly, the contribution to the Ward identity from the same graph
when a link between vertices labeled by s and t is varied is


































(To obtain this, we have symmetrized in s and t.) The contribution due to varying a link
can be summarized diagrammatically as:




















These equations were only for the contribution of H inserted into a particular petal
or link of a particular graph. We must sum over all locations of the insertion of H and
then over all 1PI graphs. First we dene
WP (lij ; Pk) =
X
s
A(lij ; Pk; s); (4:53)
where s runs over all the vertices in the graph, and
WL(lij ; Pk) =
X
fs;tg
A(lij ; Pk; s; t); (4:54)
where the sum is over all pairs of vertices, fs; tg, in the graph. Next, to perform the sum
over all 1PI graphs with N vertices, we nd it much more convenient to extend the sum
to one over all graphs with N vertices and then later subtract o the disconnected and
one-particle reducible graphs. In that case, the lij ’s and Pk’s are allowed to range from













hl˜ij ;Pk(sm; sn): (4:55)

























j(2Pj + lij), and ~lij = lij except for ~lmn, which equals lmn − 1: We can














2G(0) i(V ((si))): (4:57)
Therefore, when we sum WP (lij ; Pk) and WL(lij ; Pk) over the lij ’s and Pk’s, the Ward
identity at order V N becomes



























































5. The Ward Identity with Uniform Magnetic Field
When a non-zero magnetic eld is applied, there are two changes to our system.
The rst is that ~(s) and ~X0 now have two components. We will call x(s) = x(s) and
y(s) = y(s). The second change is that G(s) is replaced by G(s). The diagonal term
















For simplicity, we will assume that at each vertex all the legs are x’s or all are y’s. This
is the case for the cosine potential of the dissipative Hofstdater model in equation (2.9).
The results of this section are not changed if we take a more general potential instead.
The calculation of the Ward identity proceeds in much the same way as when  = 0.
Apart from the rescaling of the diagonal propagator, the only changes occur when an
o-diagonal propagator is involved in some way. It turns out that the derivative of the
o-diagonal propagator and its convolution with H0 are related to similar functions of the
original propagator, G(s). In fact, they satisfy the following identities.
d
ds0




















5.1. Variation of the 1PI Vacuum Function
We will now proceed to evaluate the diagrams, and again begin with nΓ. This time,
when we reparametrize the 1PI diagrams, we obtain a term due to the reparametrization
of the ds,




f 0n(s)hlij ;Pk(s); (5:6)
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and a term due to the reparametrization of G(s− t),
















hlij ;Pk(s; t): (5:7)
When  = , this is the same expression we had when  = 0, except that here we have
G instead of G, and here hlij ;Pk can be a graph with both x vertices and y vertices.
When  6= , we obtain a new contribution to the Ward identity. Using eqn. (5.4) for
d
ds
Gxy(s), we can write this new term as














Thus, once we add the uniform magnetic eld, there are four distinct types of graphs for
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Γ. They can be represented by
nΓ =f
x(s)


























(and similarly with x and y interchanged.)
5.2. The Kinetic Term
The changes to the third term of the Ward identity are more complicated. As we
have seen, the third term of the Ward identity can be described as inserting a nH0 into
1PI diagrams and it arises from truncating an −m and m−n from connected diagrams.
However, now we have two dierent ways of inserting a H, coming from the two terms of
@2W









For the rst term, we must join H0 to two vertices from which x’s have been truncated.
In terms of the 1PI diagrams, this can be described as an insertion of Hx(s− s0), where
Hx(s − s0) is dened to be H0(s − s0) with x vertices at s and s0. (This is depicted in
the rst diagram in equations (5.11) and (5.21).) Similarly, the second term is given by
an insertion of Hy(s− s0) into 1PI diagrams, with Hy(s− s0) dened in the same way.
First we will calculate the eect of inserting Hx(s0−t0)+Hy(s0−t0) into a G(s−t)
propagator when  = . If we put Hx(s0 − t0) + Hy(s0 − t0) between two like vertices,
say two x-vertices, then for a particular graph we obtain the following contribution to the
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third term in the Ward identity.















 [Gxx(s− s0)Hx(s0 − t0)Gxx(t0 − t)


















To include the case when s = t, we dene hlij ;Pk(s; s) =
1
2hlij ;Pk(s), and when s = t we
omit the integration over t. Since Gxx is just a rescaling of G and Hx = H0, we can
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write the rst term in the square brackets as
4
(2 + 2)2
G(s− s0)H0(s0 − t0)G(t0 − t): (5:12)
The s0 and t0 integrals over the second term in the square brackets are given by
Ixx =
Z




















































fn(t0)H0(t0 − s0)G(s0 − t):
(5:14)
On comparing this with equation (4.26), we see that Ixx is proportional to the integral I













G(s− s0)fH0(s0 − t0)G(t0 − t):
(5:15)
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Therefore, we can write D1 as



































This is just 
2
2+2 times the expression we originally had for the third term of the Ward
identity when there was no magnetic eld. Now we can use our original calculations of DP
and DL when there was no magnetic eld to nd the analogous terms when  6= 0. They
will just be rescaled by 
2
2+2 , so they can be written as



































































The diagrams for these four expressions are basically the same as the ones given in (4.37)
and (4.40).
Next, we will calculate the contribution to the Ward identity when Hx(s0 − t0) +
Hy(s0 − t0) is inserted into a Gxy(s− t) propagator. In that case, a particular graph has
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the value




































Gxx(s− s0)Hx(s0 − t0)Gxy(t0 − t)





We can evaluate Ixy in the same way we calculated Ixx, with the result that
Ixy = 0: (5:23)
Therefore, inserting H0 into an o-diagonal propagator, G with  6= , contributes
nothing new to the Ward identity.
5.3. The Zero-Mode Term
Finally, we turn our attention to the last term in the Ward identity. This term comes
from connected diagrams with a truncated −n and an extra
@
@µ derivative acting on a
vertex. Because we are working in two dimensions, there are now three possibilities for














































































The rst two diagrams correspond to the case when the truncated −n was connected to
the graph with a diagonal propagator, G. Then the evaluation of the graph proceeds in
exactly the same way it did when there was no magnetic eld, except that G is replaced with
G. Once again, the contribution from these graphs cancels the \zero mode" contribution,
DP;0 + DL;0, from the third term in the Ward identity.
In the remaining case, the truncated −n was connected to the graph by an o-
diagonal propagator. For example, if the truncated x−n was connected to the graph with
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Gxy, then the expression for the graph is













x  (s’)0 n( )f’
;
(5:26)




on the V (y0) at the s-vertex and an extra @@x0 at the t vertex. For the third graph in
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(5.25), ~hlij ;Pk(s; t; ) is given by
~hlij ;Pk(s; t; ) =




















We can easily perform the s0 integral, using fn(s0) = ieins
0






0)Gxy(s0 − s) = i 
2 + 2
e−jnjfn(s): (5:28)


















00y  (s) 0x  (t) x  (t)0y  (s)







where we have also included the graph where an y−n was truncated from the vertex at t.
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We would like C3 to cancel the part of nΓC that came from treating the zero mode sep-
arately, namely, the part that comes from the −1 in the expression −1 for @G(s)=@s.
This is given by











hlij ;Pk(s; t): (5:30)
Once again, we have the diculty that C is a function of  and Γ is a function of . How-
ever, if we Legendre transform nΓ, then for each ~hl˜ij ;P˜k(s; t; ) we obtain a corresponding
graph from a @@y(s)
@
@x(t)hlij ;Pk(s; t). Even so, the two graphs cancel only to the leading
order in , because the C3 has an extra factor of e−jnj. From discussions similar to those
in the following sections, we can show that nΓZ − C3 ! 0 as  ! 0, so that, eectively,
the last term in the Ward identity does cancel the zero-mode part of Γ.
5.4. Final Form of the Ward Identity
As in the case when there was no magnetic eld, we must now sum over all locations
of the insertion of H and over all graphs with N vertices. Again, we sum the lij’s and
Pk’s from zero to innity and then subtract o the one-particle reducible graphs. We nd
that the Ward identity is given by
WP + WL + WC + WZ = 0: (5:31)





























































nΓC(lij; Pk)− nΓZ(lij ; Pk)


































In these equations, h() is due to summing over all graphs with N vertices. Before we
















µµ(0) iV (~(si)): (5:36)
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where we have ignored WZ because it is / , and we have obtained the last graph by
interchanging k and m (and x and y) in WC .
5.5. Comments
At this point, we would like to make a few comments about the Ward identity. First,















µµ(0) sV (~(s)): (5:38)
This gives us the O(V0) tachyon equation of motion,
1 +

2 + 2 s

V (~(s)) = 0: (5:39)




k2 = 1: (5:40)
This is exactly the condition for the phase transition predicted by the simple renormaliza-
tion group arguments in reference [6].




µµ(0) sV (~(s)) = 0: (5:41)
Using the denition for G(t) in equation (3.10) and writing V (~(s)) in terms of Fourier








i~k~ = 0: (5:42)





V~k = 0: (5:43)
If the potential is normal ordered, then the left-hand side of eqn. (5.43) is non-zero, and
V must have the period given by eqn (5.40). However, if instead we choose V~k to be
nite for any k, then when k2 2+2 > 1 this second condition is automatically true. This
second choice for regulating V~k occurs when we start with a discrete lattice for time and
then pass from a nite sum over time to an integral. For calculating -functions, this is a
natural choice to make for V~k. Therefore, in the following section we will dene T~k = V~k;
and, whenever k2 2+2 > 1, we will assume that T~k is nite.
More generally, as long as V (~(s)) satises the equation of motion given in eqn.
(5.39), then Wp, the contribution to the Ward identity due to varying a petal is always
zero. Furthermore, WL and WC would also automatically be zero if we could immediately
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replace  with a delta function, . This is actually possible for any individual graph.
Because all the propagators in the graph are logarithms or sign functions, one can show
by power counting that the graph diverges at most logarithmically. Thus, we only need to
keep the lowest term in  for , so we can replace it with a -function. Consequently, to
any nite order in 0, the Ward identity is satised whenever k2=(2 +2) = 1. Once we
perform the sum over all numbers of links and petals, which amounts to summing to all
orders in 0, we obtain the graphs described by h() in equation (5.36). In these graphs,
the vertices are joined by the propagators E(t; ; ) = exp [G(t)], which go as 1=t2 when
 = . Naive power counting tells us that now the graphs can diverge as 1=; and in
reference [6], we found that the free energy does, in fact, diverge as 1=. Therefore, we
cannot just set  = , and, in the following section, we will proceed more carefully.
6. The Flows Generated by the Ward Identity
In the following sections, we will show that, to leading order in , the condition for
the Ward identity to be satised is the same as the condition for the -function, given by
 @@Γ, to equal zero. Also, we will prove that the cos x potential satises the Ward identity




To show the equivalence of the Ward identity to the equation  @@Γ = 0 for any




i~k~(t). (For simplicity, we use a sum over k, here, but the results
should not change if we take an integral instead.) At order V0N , the Ward identity for the
specic modes of V labeled by ~k1; : : : ; ~kN is then given by


































































fn(sl)(sl − sm)kl kmH: (6:5)
Here, H is from the 1PI graphs with vertex factors Tj e

















µν (si−sj)kµi kνj ; (6:6)
minus all the disconnected and one-particle reducible graphs. (For WL and WC , we must
be a little more careful in specifying the graphs we subtract from ~h; we want to subtract all
graphs the are one-particle reducible when we include the ddsa G
(sa − sb) propagator for




Then the total charge of the graph is given by q = j~qj.
For the remainder of this paper, we will nd it convenient to redene G to be




e + e− − 2 cos t : (6:7)
This is obtained from the original denition of G in equation (3.10) by subtracting

2+2 . When we use this new denition of G




























To evaluate the integrals in this expression for the Ward identity, we must Taylor
expand the ei~kj ~(sj)’s around a common point, t. Thus, we haveY
j
ei
~kj ~(sj) = ei~q~(t) +
X
j
(sj − t)~kj  @
~(t)
@t
ei~q~(t) + ::: (6:9)





i~q~(t), and the higher degree operators. These flows will be the coecients
of these operators in the Ward identity after we have expanded all the vertices around a
common point. In the following sections, we will show that these flows for the relevant and
marginal operators are the same as the renormalization group flows generated by the -
function, given by @Γ=@. The lowest degree operators obtained from charge-0 graphs are
constants and @
~
@t . All other operators from charge-0 graphs have additional derivatives, so
they are of higher degree and should be irrelevant. Similarly, for any charge-~q graph with
0 < jqj  1, the lowest order operator generated from the Taylor series is relevant and is
given by ei~q~. All higher order operators have at least one more derivative, so they are
irrelevant. Lastly, we expect graphs with charge q greater than one to only generate flows
for irrelevant operators.
We note that from the expansion in equation (6.9), there is no way to generate the
non-local friction term or the constant gauge eld [10]. As a result, we do not obtain any
flows for  and . In addition, we will show that the flow for @~=@t also vanishes due to
symmetries of H.
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7. Calculating the Flow for ei~q~
WP : We will rst evaluate the WP term. If the potential satises the one-loop
equation of motion (5.40), then WP is automatically 0. For arbitrary potentials, we make
the following change of variables:
s+ = sl
rj = sj − sl j = 1; : : :N:
(7:1)






























µν (ri−rj)kµi kνj ; (7:4)
and R is the integrand for all connected, one-particle reducible graphs and all disconnected
graphs.
WZ : Similarly, we can expand the vertices in WZ about a common point, s+.
The leading term is







































Thus, the rst non-vanishing contribution to WZ is for the flow of dds+ e
i~q~(s+) instead of
the flow of ei~q~(s+). Note that WZ = 0 when ~q = 0. For all other values of q, we obtain
the flow for irrelevant operators and therefore still expect WZ to vanish.
WL: WL is more complicated to evaluate. We have already noted that when  ! 0,
(sa− s0) becomes a delta function. As a result, WL would be zero if the remaining part
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of the integrand weren’t singular. Therefore, the non-zero part of WL should really come
from the regions of integration where the vertices are close together and the integrand is
singular, which is a justication for Taylor expanding the vertices about a common point.
In addition, because (sa − s0) approaches a delta function for small , we can expand
it around small  and small s− = sa − s0, (since the region of integration only covers one
period of ).
First, we will make the following change of variables for the second term in the curly
brackets in eqn. (6.4) for WL.
s− =s0 − sa
s+ =sa
t =sb − sa
rj =− sj + sl when (a; b) = (l; m)
and rj =sj − sl when (a; b) = (m; l):
(7:7)
From the denitions of rj and t, note that
t = −rm and rl = 0: (7:8)
The change of variables for the rst term in the curly brackets is the same, except we do
not need an s−. We will also dene
gj(s) = ei
~kj ~(s): (7:9)



















F (−r1; : : : ;−rN )
NY
i=1
gi(s+ − ri) + F (r1; : : : ; rN )
NY
i=1











where F (r1; : : : ; rM) is the 1PI graphs with vertices at r1; : : : ; rN as dened in equation
(7.3).
First we concentrate on the s− integral. (s−) is acting as an approximate delta
function, so for a smooth enough function like fn, we only need to keep the rst few terms

































where Gm(t) is dened to be equal to G
(t) with  replaced by m.
To integrate the second term, we must evaluate the integral for small values of the
argument of (s−). In addition, we only need to consider small values of t, so that the
argument of G(t − s−) is small. Otherwise, if t were large, dds−G(t − s−) would be
a slowly varying function of s− and integrating it against s− times an approximate delta
function would just give zero. For small s−, , and t, the functions  and dds−G
 are
given by equations (4.32) and (4.33) with 0 = 
2+2



















Substituting these integrals back into the expression for WL, using equation (7.8), and



























































where the second term in the curly brackets is one order higher in  than the rst term.
Now we want to Taylor expand the gi’s around t = 0 and ri = 0. For the rst term in
the curly brackets, we keep the linear order terms and for the second term in the curly
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brackets we keep only the lowest order, constant terms, because it is already one order
higher in . Concentrating on the rst term in the curly brackets, we see that the zeroth
order terms from the expansion in t and r all cancel. Similarly, the rst order terms in ri






































F (r1; : : : ; rN ) E; (7:16)










For large values of t, this expression is well dened and goes to 0 as  ! 0. Therefore, as
long as the rest of the integrand is not too singular as  ! 0, we can evaluate E for small



























It will be useful to express this in terms of a function dened on a circle, so, making use










































where we have used translational invariance to introduce rl as a dummy variable and used
the denition in equation (7.8) for t.
WC : All that remains now is to evaluate WC . Once again, we perform a change





t =sm − sl
rj =sj − sl:
(7:21)



















gj(s+ + rj − 12 t)







(t)F (r1; : : : ; rN ):
(7:22)
When this expression is expanded around t = 0 and rj = 0 to rst order, only one term
remains, and WC becomes




















F (r1; : : : ; rN )(rm − rl)(rm − rl):
(7:23)
Now we would like to write the following expression in a slightly dierent form.
=-i 
2+2(rl−rm) sinhcosh−cos(rl−rm) :Forsmall
,  picks out only small values of its argu-
ment, rl − rm, in the integral. Therefore, to the order in  that we have been doing our
calculation, we can replace (rl − rm)sinh with  sin(rl − rm). Then E is
E − i 
2 + 2
sin(rl − rm)



































8. The Ward Identity and the -function




















































where I is given by




µν (si−sj)kµi kνj : (8:2)
R is the corresponding integrand for all the connected one-particle reducible and discon-
nected diagrams, with the extra condition that when it is multiplied by ddG
(rl − rm),
this additional propagator is included in determining whether or not a graph is 1PI or
connected.
At this point we have calculated the \flow" for
QN




~kj ~(s). It is given




j=1 gj(s+) in equation (8.1). As we shall show




~kj 6= 0. We begin by showing that the expression for the Ward identity in
equation (8.1) is a total derivative. From the denition of I in equation (8.2), we can see
that













To show that the other term in the Ward identity is also a derivative with respect to , we
use the denition
G(0) = − 
2 + 2



























5(1 + O(2) :
(8:5)









(8.1). However, it only contributes corrections that are proportional to ~q  ~q, which means
that, to the order in  that we are calculating, we can ignore this factor.
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Thus, the Ward identity can be expressed as a total derivative with respect to . It is















































F = 0 as  ! 0: (8:8)
When the total charge is zero,
P
j




f 0n(s+) = 0: (8:9)
This is always satised because it is the integral of a derivative of a periodic function.
When the total charge is not zero, the rst condition is not satised. In that case, the
Ward identity is satised if and only if the second condition, given by eqn. (8.8), is true.
The rst conclusion to be drawn from this result is that this condition for the Ward
identity to be satised is the same as the condition for the system to be at a zero of the
beta function, where the beta function is given by −@Γ=@. From equations (6.6), (7.3)
and (7.4), the 1-particle irreducible function for graphs with vertices (Tj=)e
~kj ~(sj) for























































~kj ~(s+) 6= 0 for arbitrary ~(s+), we nd that the beta function equals
zero only when equation (8.8) is satised. Therefore, when q 6= 0, the conditions for the
Ward identity to be satised and for the system to lie at a zero of the beta function are
the same, at least in the limit as  ! 0.
Secondly, we note that the Ward identity was an innite set of symmetries; for each
fn(s) = ieins there is a separate identity. However, we have reduced each of these equations
down to one single condition, given by equation (8.8). As a result, if the system possess
just one of these symmetries (or if it is at a zero of the -function) it will possess all of
the symmetries, as in the case of scale invariance leading to conformal invariance in 2D
theories.
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9. Validity of Approximations
At this point, we will review the approximations that were made in obtaining equation
(8.6) and show that they should be valid as  goes to zero. The rst comes from expanding
the vertices around a common point, s+. This approximation involved keeping only the
lowest order terms in the Taylor series for
Q
j gj(s+ + rj) and f
0
n(s+ + t). The higher
order terms include higher derivatives on gj and fn. We can always integrate by parts so
that all these extra derivatives act on the gj’s. That means we are calculationg the flows






ei~q~(t), etc. As long as q > 0, all
of these operators are irrelevant, so we expect them to go to zero as  ! 0. The only
remaining relevant operator is d
~
dt , which we will calculate in the following section.
The second kind of approximation comes from expanding propagators around small
values of their arguments and small . Before we evaluate the integrals, all these approx-
imations give corrections that are O(2) or O(t2). The O(2) corrections are higher order
in , as claimed, but, when calculating WL and WC , we must be careful about the O(t2)
corrections. (For WP , we can directly evaluate the O(s2−) corrections to the integral in
equation (4.35), with the result that they go as at most as O().) Whenever we obtained
a correction that was O(t2), it came from expanding a product of an approximate delta
function times a propagator. If only the short-distance behavior of the whole graph is
important, then this correction goes as O(2) after we integrate over the graph. However,
if the large distance contribution is bigger than the short distance contribution, then the
correction goes at most as c, where the  comes from the approximate -function and the
c is a nite number because for large separations of the vertices the integrals are bounded.




(qx2 + qy2)) in
equation (8.1). It gives corrections that are O().
To see whether these corrections should vanish as  goes to zero, we will look at the
supercial degree of divergence of the graphs. Recall that exp(−kikjG(t))  (2+t2)kikj
for small  and t, and jexp(−kikjG)j = 1 for  6= . For convenience, we will let











and the large-separation contributions goes as
L = c and L = cp; (9:3)
for WL + WC and WP , respectively. From equation (7.2), we note that when all the
γj~kij2 = 1, then cp = 0. Also, as noted in the previous paragraphs, the correction to L
should go as (c + cp).
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Ideally, for calculating the renormalization group flow, we would like only the short-distance
behavior to be important. In that case, the graph goes as γq
2−1 and the corrections go
at most as γq
2
. Therefore, for q 6= 0, they vanish as  ! 0. Unfortunately, for arbitrary
potentials, the large-distance part of the graph can be non-negligible. As long as γj~kij2  1,
the long distance part does go to 0 as  ! 0, so the graphs should be proportional to γq2−1
and our approximations should be valid. In some special cases, even when γj~kij2 < 1, the
large-distance part of the graph can be renormalized away [11] so that c = cp = 0 and
the graph is still proportional to V Nγq
2−1. However, in the general case, we will normal
order any vertex that has γj~k2i j < 1. In that case, V Ri = Tiγj~kij
2−1 is kept nite. This is


















where the vertices with 1  i  M have γj~kij2 < 1 and those with M + 1  i  N have
γj~kij2  1. The short-distance contribution is now at most γq2−1, which means that for
q 6= 0 the corrections to the short-distance behavior still go to zero as  ! 0. The long
distance behavior can still be nite, but the corrections now go at most as (c+cp), so they
also vanish as  ! 0. These estimates ignore the possibility that we could get even more
divergent contributions from the regions of integration where only some of the variables
are close. We are assuming that once the disconnected diagrams are subtracted, this is
not the case. Given this assumption, we conclude that when q 6= 0, all our approximations
should be valid and the Ward identity is equivalent to the -function as  ! 0.
10. Charge-0 graphs and the flow for d~=dt
The case when ~q = 0 is special. The leading order contribution gives the flow for
ei~q~(t) = 1. Because it is multiplied by equation (8.7), the Ward identity for this operator
is always equal to zero, even when we include the corrections due to expanding the prop-
agators and -functions. The next most relevant operator obtained from these graphs is
d~(t)=dt. If we repeat the calculations of the Ward identity and -functions of the previous
sections, keeping the next higher order term in the Taylor expansion of fn(s)
QN
i=1 gi(si),



























and all our approximations should be valid.
For each graph that contributes to this integral, there is another graph with the signs
of all the ki reversed. Both graphs have the same value of F (r1; : : : ; rN), and when the
total charge of the graph is 0, both graphs contribute to the flow of d~=dt. Therefore, when
we add the expressions from equation (10.1) due to these two graphs, we obtain zero. We
conclude that the coupling constant for d~=dt does not flow.
11. Critical cosine potential
Finally, we return to the special case of the on-shell cosine potential which satises

2+2 j~kij2 = 1. From the discussion in the previous sections, we expect that the charge-
one graphs for Γ should go as 0. This means they can have a logarithmic divergence in .
It follows that when we take @Γ=@ in order to evaluate the -function, we can obtain a
non-zero answer. Therefore, for arbitrary ~ki, we do not expect the theory to be at a zero
of the -function and we would expect the coupling constant of ei~k~(t) to flow. In fact,
in reference [13], the -function for arbitrary tachyon potentials and zero gauge-eld was
calculated, and the potential which satises the -function at one-loop does not satisfy it at
higher orders [14]. This calculation, though, does not apply to the special case of the cosine
potential given in equation (2.9), because the integrals with the regulator in reference [13]
are undened in the limit as 2+2 k
2
 ! 1 for any individual component of each ~k. For







and = 2 Z, we can say much more if we use the regulator dened in this paper instead.
According to references [5] and [6], we know that in this case the free energy has
no logarithmic divergences. In reference [15], we prove that the free energy of charge
zero graphs goes as 1= (with no logarithmic subdivergences.) This means that all our
approximations for charge-0 graphs are valid, and they satisfy the Ward identity. Similar
calculations [16] prove that for all charged graphs, the free energy, F , is always nite,
as we expected, and that all the approximations we made in calculating the flow for the
coupling constant of e~k~(t) are valid. Thus @F =@ = 0, as  goes to zero, for all the
charged graphs. The only dierence between the graphs for F  and Γ is that in the latter
we must subtract the 1PR graphs. For the critical cosine potential, using the results of
reference [15], it is straightforward to show that all such 1PR graphs give 0 contribution
to Γ and the Ward identity as  ! 0. We conclude that this potential is at a zero of the
-function and satises the Ward identity to all orders in 0, at every order in V .
12. Conclusions
In this paper, we have shown that when the non-local, 1-D eld theory has a constant
gauge eld and arbitrary scalar potential, the reparametrization invariance Ward identities
are equivalent to the -function as the cuto goes to zero. One consequence of this result
is that if the theory is scale invariant, it also exhibits an innite set of symmetries which
come from the reparametrization invariance of the underlying string theory. The proof
presented in this paper is rather involved, so we hope in the future one might nd a
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simpler way to demonstrate the equivalence. Also, the question still remains of whether,
for any boundary state or dissipative quantum system, scale invariance always implies that
the Ward identities are satised.
Secondly, combined with results from reference [15] and generalizations, we have
proved that the cosine potential of equation (2.9) with 2+2 kx
2 = 2+2 ky
2 = 1 and
= 2 Z satises the Ward identity. Therefore, for this particular choice of on-shell
tachyon potential, the one-loop solution to the -function remains a solution to all orders
in V0 and 0. This diers from the case for the general on-shell open string tachyon poten-
tial (as in references [13] and [14]) and for the sine-Gordon theory, where the -function
gets corrections at higher orders in V0, so that the value of the period flows.
These results demonstrate that at these critical values of the cosine potential and
gauge eld, the system is a conformal eld theory, and, if we include the remaining 24 di-
mensions, should give solutions to open string theory with non-trivial backgrounds. These
backgrounds are of interest, rstly because, using the methods in [15], we can nd exact
solutions for some of the correlation functions and can easily do computations to low or-
ders in V0. Secondly, there is a whole fractal network of circles in the  −  plane where
one-loop renormalization group calculations and duality symmetries show that dissipative
Hofstadter model is critical. We still do not know if these theories are really critical to
all orders in the potential. If they are, the results in this paper would suggest that these
theories also give solutions to string theory. Thus we would have a complex picture of
what happens in open string theory as we vary some of the background elds.
To apply the results in this paper to dissipative quantum systems, we must integrate
over the zero mode of ~X in equation (4.4). Then the Ward identities for n = 0;1 says
that the correlation functions for the special critical theories are SU(1,1) covariant in
addition to satisng the remaining Ward identities. This means that the critical theory is
not only invariant under scaling and time translations, but also under taking the time, t,
to 1=t. From the point of view of dissipative quantum systems, this enhanced symmetry
is unexpected. These results are helpful in solving for the correlation functions of the
multi-critical dissipative Hofstadter model, but, by themselves, do not contain enough
information for solving the theory. In a future paper, we will combine these results with
other symmetries of the dissipative Hofstadter model to nd exact solutions for some of
the correlation functions.
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