The von Neumann-Day problem asks whether every non-amenable group contains a non-abelian free group. It was answered in the negative by Olshanskii in the 1980s. The measurable version (formulated by Gaboriau-Lyons) asks whether every non-amenable measured equivalence relation contains a non-amenable treeable subequivalence relation. This paper obtains a positive answer in the case of arbitrary Bernoulli shifts over a non-amenable group, extending work of Gaboriau-Lyons. The proof uses an approximation to the random interlacement process by random multisets of geometricallykilled random walk paths. There are two applications: (1) the Gaboriau-Lyons problem for actions with positive Rokhlin entropy admits a positive solution, (2) for any non-amenable group, all Bernoulli shifts factor onto each other.
Question 1 (Gaboriau-Lyons [GL09] ). Suppose Γ is a countable group, (X, B, µ) a standard probability space and Γ (X, B, µ) is an essentially free, ergodic, measure-preserving action.
If Γ is non-amenable then does there necessarily exist an essentially free, ergodic action F 2 (X, B, µ) of the rank 2 free group such that each orbit of the F 2 action is contained in an orbit of the Γ action (after neglecting a measure zero set)?
An action Γ (X, B, µ) is von Neumann-Day (vND) if either Γ is amenable or the above question admits a positive answer. An action is weakly von Neumann-Day (weakly vnD)
if there exists a (possibly non-ergodic) essentially free action F 2 (X, B, µ) such that for a.e.
x ∈ X, the F 2 -orbit of x is contained in the Γ-orbit of x. So the Gaboriau-Lyons problem asks whether every essentially free, ergodic action of a countable group is vND 1 .
Important progress was made by Gaboriau-Lyons [GL09] . Their result concerns Bernoulli shifts which are defined as follows. Let K be a standard Borel space and κ a Borel probability 1 The problem whether every ergodic measured equivalence is weakly vND was formulated by D. Gaboriau as Question 5.16 of his HDR thesis [Gab02] .
measure on K. Consider the product space K Γ = {x : Γ → K} with the product sigmaalgebra and the product measure κ Γ . The group Γ acts on K Γ by shifting:
(gx)(f ) = x(g −1 f ), g, f ∈ Γ, x ∈ K Γ .
The action Γ (K, κ) Γ is the Bernoulli shift over Γ with base space (K, κ).
If κ is supported on a countable subset of K then the Shannon entropy of κ is defined by H(κ) := − k∈K κ(k) log κ(k).
If κ is not supported on a countable set then H(κ) is defined to be +∞. In [Bow10] and [KL11] it is shown that if Γ is sofic then the Shannon entropy of the base space is a measureconjugacy invariant. In not-yet-published work Seward proved that, for any countable group Γ, if two base spaces have the same Shannon entropy then the corresponding Bernoulli shifts are isomorphic. Special cases of this result were previously obtained by Ornstein [Orn70] (for Γ = Z), Stepin [Ste75] (for groups containing an infinite cyclic subgroup), Ornstein-Weiss [OW80] (for amenable groups), and the author [Bow12a] (for all countable groups and base spaces of cardinality > 2). All of the above works build on the fundamental and crucially important work of Ornstein [Orn70] .
Gaboriau and Lyons proved that for every non-amenable group Γ there exists some probability space (K, κ) such that the Bernoulli shift Γ (K, κ) Γ is von Neumann-Day [GL09] (see also the expository article [Hou12] for further applications). The main result of this paper is that the Gaboriau-Lyons Theorem holds for all nontrivial (K, κ).
Theorem 1.1. Let Γ be a countable non-amenable group and (K, κ) a nontrivial probability space. Then the Bernoulli shift Γ (K, κ) Γ is von Neumann-Day.
1.1 Applications 1.1.1 Positive entropy actions Corollary 1.2. Let Γ be a countable non-amenable group and Γ (X, µ) a probabilitymeasure-preserving ergodic essentially free action with positive Rokhlin entropy. Then this action is weakly von Neumann-Day.
The definition of Rokhlin entropy and further details are explained in §10.1. The proof follows immediately from Theorem 1.1 and Seward's recent generalization of Sinai's Factor
Theorem. I conjecture that the actions in Corollary 1.2 are actually vND.
Factors of Bernoulli shifts
An action Γ (X, µ) factors onto another action Γ (Y, ν) if there is a Γ-equivariant measurable map Φ : X → Y with ν = µ • Φ −1 . Two actions are weakly isomorphic if they factor onto each other.
If Γ is amenable then the entropy of a factor action is bounded above by the entropy of the source. This is false for non-amenable groups. In fact Ornstein and Weiss exhibited by explicit example that the 2-shift over the rank 2 free group F 2 factors onto the 4-shift [OW87] .
In [Bal05] Corollary 1.4. Let Γ be a countable non-amenable group and Γ (X, µ) a probabilitymeasure-preserving, ergodic, essentially free action with positive Rokhlin entropy. Then this action factors onto all Bernoulli shifts over Γ. (FRI). The union of the random walk paths in an FRI is a random subgraph that satisfies the aforementioned reduction when certain parameter bounds hold. Moreover, the action of Γ on the measure-space defining the FRI is measurably conjugate to a Bernoulli shift.
A reduction

An informal description
The FRI is defined on a locally finite graph G = (V, E). There are two parameters, u, T > 0 called the intensity and average stopping time. To each vertex x ∈ V is associated a Poisson random variable N x with mean u deg x /(T + 1) where deg x is the degree of x.
Informally, we think of N x as the number of frogs that live on vertex x at time 0. Each frog has a coin that lands on heads with probability p = T T +1
. At time 0, each frog flips her coin.
If it lands on heads, the frog moves to a uniformly random neighboring vertex. It repeats this operation until the coin lands on tails at which point the frog stops forever. So each frog performs a simple random walk for t steps where t + 1 is a geometric random variable with mean T + 1. The FRI is the random multiset of these finite random walk paths.
It might help the reader's intuition to know that the expected number of walks of the FRI that traverse a fixed vertex x is u deg x P (T )
x (H x = ∞) is the probability that the aforementioned geometrically-killed random walk started at x does not return to x.
In particular, if G is vertex-transitive then this expected number of walks is proportional to u.
To be more precise, let W Given ω ∈ Ω [0,∞) , let E ω ⊂ E denote the collection of edges crossed by at least one walk in the support of ω. Recall that a cluster is a connected component. The main result of this article concerning the FRI is:
Theorem 1.5. Let Γ be a non-amenable countable group with a finite generating set S ⊂ Γ.
Let G = (V, E) denote the associated Cayley graph. Then:
1. for every ǫ > 0 there exists u 0 > 0 such that if 0 < u < u 0 and T > 0 then the action
is measurably conjugate to a Bernoulli shift over Γ with base entropy
2. for every u > 0 there exists T u such that if T > T u then for P u,T -almost every ω, the subgraph (V, E ω ) has infinite clusters;
3. there exists u c > 0 such that if 0 < u < u c and T > T u then for P u,T -almost every ω, the subgraph (V, E ω ) has infinitely many infinite clusters;
4. for any u, T > 0, if (V, E ω ) has infinitely many infinite clusters P u,T -a.s. then each infinite cluster has infinitely many ends P u,T -a.s. Moreover if ω ∼ P u,T then the random subgraph (V, E ω ) has indistinguishable infinite clusters in the sense of Lyons-
Remark 1. It is unknown to me whether item (2) holds when Γ is amenable.
Remark 2. Most of the proof does not use the hypotheses that G is a Cayley graph. In particular, it might be possible to generalize the statement to unimodular networks. I have made no attempt to do so.
A very quick sketch
Theorem 1.5 is proven in several steps. The first statement follows from direct computation.
For the second statement, the graph is not required to be vertex transitive but it is required to be non-amenable in the sense that the spectral radius is < 1 and the simple random walk has uniform lower speed. This is the most technically difficult part of the proof. It is shown that the cluster containing the origin stochastically dominates a certain growth process. This process is analyzed with a second moment argument using estimates on the speed and return-probabilities of random walks on non-amenable graphs.
Next it is shown that if 0 < u < u c and T > T u then for P u,T -almost every ω, the subgraph (V, E ω ) ⊂ V has infinitely many infinite components. The proof goes by showing that the subgraph of (V, E ω ) containing the origin is stochastically dominated by a branching random walk with 1+O(u) mean offspring distribution. This is similar to the way BenjaminiSchramm obtained bounds on the non-uniqueness phase in Bernoulli percolation [BS11] and the way Teixeira-Tykesson proved that low-intensity Random Interlacements have infinitely many components in non-amenable graphs [TT13] .
Lastly, it is observed if ω ∼ P u,T then the random subgraph (V, E ω ) is insertion-tolerant.
So by [LS99] , whenever G is vertex-transitive and (V, E ω ) has infinitely many infinite components, each component must have infinitely many ends a.s. This also implies (V, E ω ) has indistinguishable infinite clusters.
Connections with Random Interlacements
Random Interlacements (RI) are random multisets of bi-infinite random walk paths on a locally finite graph G = (V, E). They were introduced by Sznitman [Szn10] where the focus is on the connectedness properties of the complement in the case when G is a cubic lattice Interlacements. Is there a sense in which P u,T converges to P u as T → ∞? (P u is the law of the RI at intensity u). I conjecture that one can view P u,T and P u as probability measures on the same topological space and show convergence in the weak* topology.
Related Literature
There is an excellent expository Bourbaki article on the Gaboriau-Lyons Theorem and its applications to measurable group theory [Hou12] . 
Notation
Throughout this paper, N = {0, 1, 2, . . .}. The notation A ⋐ B means that A is a finite subset of B.
We use boldface to denote random variables. For example, suppose P is a probability measure on a space Ω. Then ω ∈ Ω denotes an element of Ω while ω ∼ P denotes a random variable taking values in Ω with law P. In other words, for any measurable event E ⊂ Ω,
with mean m and N + 1 ∼ Geom(T ) indicates that N + 1 is a geometric random variable with expected value T . Finally, N 1 ∼ N 2 means that N 1 and N 2 are identically distributed random variables. If ω ∈ Ω then we may write P(ω) instead of P({ω}) for simplicity.
For any measure κ on a set X and any measurable map Φ : X → Y the pushforward
Let (X, B, µ) be a Borel space with a sigma-finite measure µ. The Poisson point process with intensity measure µ is a random N ∪ {∞}-valued measure ω on X satisfying
. . ⊂ X are disjoint measurable sets then the restrictions {ω ↾ A i } i are jointly independent;
• for any measurable A ⊂ X with µ(A) < ∞, ω(A) is a Poisson random variable with mean µ(A).
Thus if Ω is the set of all N ∪ {∞}-valued measures on X endowed with the sigma-algebra generated by the functions ω → ω(A) (for A ⊂ X measurable) then the law of the Poisson point process ω is the unique probability measure P on Ω satisfying
. . ⊂ X are disjoint measurable sets and A i is the sigma-algebra on Ω defined by restricting to A i then the sigma-algebras A 1 , A 2 , . . . are jointly independent with respect to P, 2. for any measurable A ⊂ X with µ(A) < ∞ and n ∈ N,
Finitary random interlacements
Let G = (V, E) be a locally finite graph on countably many vertices. A positive walk in G is a map w : D w → V satisfying:
• D w = [0, len(w)] ∩ Z for some len(w) ∈ N ∪ {∞} called the length of w; Definition 1. For x ∈ V and n ∈ N, let P n x be the law of the simple random walk started from x and stopped at time n. More precisely, P n x is the Borel probability measure on
is the law of the simple random walk started from x with random stopping time ∼ Geom(T + 1) − 1. Also let P x = P (∞) x be the law of the (infinite) simple random walk started from x. It is a probability measure on
A counting measure is a measure taking values in N ∪ {∞}. Given K ⊂ V , let W K be the set of all walks w such that
Let Ω [0,∞) denote the space of all locally finite counting measures ω on W [0,∞) . We can think of Ω [0,∞) as a subset of the set of all functions from W [0,∞) to N (which is denoted by
the topology of pointwise convergence under which it is a Polish
Definition 2 (Finitary random interlacements). For 0 < T < ∞, let ν (T ) be the measure
This measure is infinite if V is infinite. For 0 < u, T < ∞, the finitary random interlacement, typically denoted by ω, is the Poisson point process on W [0,∞) with intensity measure uν (T ) . The law of ω is a probability measure on Ω [0,∞) denoted by P u,T . To be precise, this means that for any w 1 , . . . , w k ∈ W [0,∞) and natural numbers n 1 , . . . , n k ,
In other words, ω is a random element of Ω [0,∞) whose law is uniquely determined by:
1. the family of random variables {ω(w) : w ∈ W [0,∞) } is jointly independent;
2. for each w ∈ W [0,∞) , ω(w) is a Poisson random variable with mean uν (T ) (w).
Bernoulli shifts
This section proves part (1) of Theorem 1.5. So let Γ be a countable group with a finite symmetric generating set S and let G = (V, E) be the associated Cayley graph. To be precise, V = Γ and E is the set of all unordered pairs {g, gs} for g ∈ Γ, s ∈ S. Because Γ acts on V by left-translation, Γ also acts on
The group Γ is not required to be non-amenable for the next result.
Theorem 3.1. With notation as above, for every ǫ > 0 there exists u ǫ > 0 such that if
is measurably conjugate to a Bernoulli shift with base entropy at most ǫ.
is the set of all finite walks on G that start at g ∈ V = Γ.
Let
and Ω
[0,∞) g are countable sets.
Let e ∈ Γ denote the identity element. Define a probability measure on Ω 
be a random walk with law P
We claim that Γ (
To see this, denote an arbitrary element ξ ∈ (Ω
To check that Φ is Γ-equivariant, let h ∈ Γ and w ∈ W
Moreover Φ is invertible with inverse defined by
By construction of η, Φ * η Γ = P u,T . This proves the claim.
Next we turn towards the entropy computation. If X is any random variable taking values in a countable set A then the Shannon entropy of X is
If Y is another random variable taking values in a countable set B then H(X, Y) is the Shannon entropy of the join X ∨ Y which takes values in A × B. We will assume standard facts about entropy and relative entropy that can be found in [CT06] for example. We let E denote expected value.
Let N, w 1 , . . . , w N be as above. Let L i = len(w i ) be the length of w i . Then
Next we estimate each of the three terms on the right hand side.
Because N is a Poisson random variable with mean u|S|/(
Because the L i 's are i.i.d. and independent of N,
Since L 1 + 1 is a geometric random variable with mean T + 1,
Because the w i 's are jointly independent and w i depends only on L i ,
The previous three estimates imply H(η) = O(u) as required.
The local picture
Let K ⋐ L ⋐ V be finite subsets of V . Let W K be the set of all walks w that visit K at least once (i.e., w(i) ∈ K for some i). Define W L similarly. The goal of the next result is
T . This will be used later to describe the cluster at the origin by a growth process.
Definition 3. Define the K-hitting times for w ∈ W [0,∞) by
By convention the infimum of the empty set is +∞. If K = {x} is a singleton then write
The concatenation map is defined by
For example, this means that Con(a, b)(0) = a(len(a)).
Proof. By definition, the restriction ω ↾ (W L \ W K ) is a Poisson point process with intensity measure equal to the restriction of
L,K ({w}). Let t ≥ 0 be the smallest number such that w(t) ∈ L. Define walks a, b by a = (w(t), w(t − 1), . . . , w(0)), b = (w(t), w(t + 1), . . . , w(len(w))).
<∞ is any pair with Con(a
To simplify the computation, let λ = len(w), α = len(a), β = len(b). Then
On the other hand,
The fact that ν (T ) ({w}) = ζ x ({(a, b)}) now follows from: λ = α + β, x = b(0) and
Remark 3. An easy special case of the above result helps aid the intuition. Suppose K = ∅ and L = {x} is a single vertex. Then Proposition 4.1 implies: if ω ∼ P u,T then the expected value of
x (H x = ∞). In particular, if G is vertex transitive then this number is a constant multiple of u.
The next corollary provides a more intuitive description of the restriction ω ↾ (W L \ W K ).
It follows immediately from
where δ denotes the Dirac delta measure.
The cluster at the origin
This section describes the cluster at the origin in terms of a growth process.
Recall that if
is the set of all walks that cross K.
Definition 4. If ω ∈ Ω [0,∞) then let V ω be the set of vertices traversed by some walk in the support of ω. Similarly, E ω = E(ω) is the set of edges e ∈ E traversed by some walk in the support of ω.
) is the ω-cluster containing x. Let P Proof. This follows from Proposition 4.1 and the Poisson nature of P u,T .
Random walks on non-amenable graphs
To prepare for the proof of Theorem 1.5 (2), this section recalls facts about random walks on non-amenable graphs.
Definition 5 (Simple random walk). For x ∈ V , let P x denote the law of the simple random walk started at x. So P x is a probability measure on W The next lemma will be used in the sequel to obtain lower bounds on the growth of the level-n random cluster V(ω x n ).
Proof. By Cauchy-Schwartz and Lemma 5.1,
Dividing both sides by #K proves the corollary.
Definition 8 (Uniform lower speed). We will say that simple random walk on G has uniform lower speed if there are constants
We abbreviate simple random walk to SRW.
By Kingman's subadditive ergodic theorem, with probability 1
Since G is vertex transitive, this implies the lemma.
Lemma 5.4. Suppose SRW on G has uniform lower speed. Then there exist constants
as T → ∞. So we may choose T 0 ≥ T ′ 0 large enough so that P 
A truncated growth process
The purpose of this section is to study a certain growth process related to {V(ω x n )} n . It is the main construction in our proof of Theorem 1.5 part (2) which is completed in the next section.
For simplicity, we will assume thoughout that T is a natural number. We also make the following assumptions:
3. SRW on G has uniform lower speed. Also, let δ 0 , σ, T 0 be the constants in Lemma 5.4.
4. Let K ⋐ L ⋐ V be finite sets.
As in Corollary 4.2, for each x ∈ L \ K let N x be a Poisson random variable with mean
7. Let a ′ x,i be the walk defined by len(a ′ x,i ) = min(T, len(a x,i )) and
The goal of this section is to prove:
Proposition 6.1. There exist constants δ 1 , δ 2 > 0 depending only on G such that if T > T 0 , #K ≤ (1 − ρ) 2 #L/2 and 0 < u < δ 1 then
To emphasize, the constants δ 1 , δ 2 do not depend on K, L, u or T .
Proposition 6.1 follows from Chebyshev's inequality once we have obtained appropriate bounds on the mean and variance of #V(ω ′ ) which is the purpose of the next few lemmas.
Lemma 6.2. There exists a universal constant δ
Proof. By definition of R ′ ,
We assume δ
The next inequalities estimate the middle term in Prob(x ∈ R ′ ):
Finally, we estimate the last term in Prob(x ∈ R ′ )
Combine these estimates to obtain
where the last inequality follows from Corollary 5.2.
Lemma 6.3. [First intersection Lemma] For x, y ∈ L \ K with x = y, let I x,y be the set of all quadruples (w x , w y , t, s) such that
let J(w x , w y ) be the set of pairs (t, s) with
where the expected value is with respect to P
Proof. For (w x , w y , t, s) ∈ I x,y , define a walk
Note that f (w x , w y , t, s) has length at most 2T and f (w x , w y , t, s)(i) / ∈ L for all 0 < i < len(f ).
be a walk in the image of f . Also let t, s ∈ [0, T ] be such that t+s = len(w) and (w x , w y ) ∼ P x ×P y . Then the probability that (t, s) ∈ J(w x , w y ) and f (w x , w y , t, s) = w is equal to
instead then the probability of the same event decreases. That is:
{(w x , w y ) : (t, s) ∈ J(w x , w y ) and f (w x , w y , t, s) = w} ≤ DP t+s x ({w}). such that (t, len(w) − t) ∈ J(w x , w y ) and f (w x , w y , t, len(w) − t) = w. So the previous inequality shows
is contained in #J(w x , w y ) of the events E w,t . Therefore
such that
The events {w ≤ : w ∈ image(f )} are disjoint because w(0) = x, w(len(w)) = y ∈ L and w(i) / ∈ L for all 0 < i < len(w). The union of these events
Combined with the previous estimate, this implies the lemma.
Lemma 6.4. [Second intersection Lemma] With notation as in Lemma 6.2, let
Proof. For x, y ∈ L \ K, let
For fixed x, y ∈ L \ K with x = y, N x , N y are independent Poisson random variables with
y . So Lemma 6.3 implies
Sum over x to obtain
where the last inequality follows from Lemma 5.1. This proves the lemma because we are assuming T ≥ 1.
Lemma 6.5. There are constants δ 1 , δ 2 > 0 depending only on G such that if T > T 0 ,
To emphasize, the constants δ 1 , δ 2 do not depend on either K, L, u or T .
So the total number of vertices in the range of a ′ r is at least σT . It follows that
where I is as in Lemma 6.4. Assume u ≤ δ ′ 1 . So Lemmas 6.2 and 6.4 imply
) to finish the lemma.
Lemma 6.6.
where Cov(·, ·) denotes covariance. Every walk in the support of ω ′ has length T . So if
Since 1 x∈V(ω ′ ) is either 0 or 1,
Proposition 6.1 follows from Lemmas 6.5, 6.6 and Chebshev's inequality.
At least one infinite cluster
By Lemma 5.3, the next result strengthens Theorem 1.5 (2).
Theorem 6.7. Let G = (V, E) be a connected bounded degree graph with spectral radius ρ < 1. Suppose simple random walk on G has uniform lower speed as in Definition 8. Then for every u > 0 there exists T u > 0 such that if T > T u then for P u,T -a.e. ω, the subgraph (V, E ω ) has infinite components.
Proof. Let D be the maximum degree of a vertex in G. Let T 0 , σ, δ 0 , δ 1 , δ 2 > 0 be the constants from Lemmas 5.4 and 6.5.
Recall that P u,T is the law of the Poisson point process on Ω [0,∞) with intensity measure uν (T ) . So if u 1 , u 2 > 0 are any positive numbers and ω 1 , ω 2 are independent random variables with laws P u 1 ,T , P u 2 ,T respectively, then ω 1 +ω 2 has law P u 1 +u 2 ,T . Since (V, E ω 1 ) is a subgraph of (V, E ω 1 +ω 2 ), it follows that if (V, E ω ) has an infinite cluster for P u 1 ,T -a.e. ω then (V, E ω ) also has an infinite cluster for P u 1 +u 2 ,T -a.e. ω. So it suffices to prove the theorem in the special case in which 0 < u < δ 1 . Assume this from now on.
Choose T large enough so that T > T 0 and
Let x ∈ V and recall the definition of ω x n from §4.1. Also set ω x 0 equal to the zero measure.
If n ≥ 2 and ω ∈ ∩ i<n E i , then
Apply Proposition 6.1 with
The reason this works is that if ω ∼ P u,T then V n (ω) ⊃ V(ω ′ ) by Corollary 4.2 and Proposition 4.3.
For any ω ∈ ∩ n≥1 E n the cluster V(ω x ∞ ) containing x is infinite. So this proves the theorem.
Infinitely many infinite clusters
The purpose of this section is to prove the following strengthening of Theorem 1.5 (3):
Theorem 7.1. Let G = (V, E) be a vertex-transitive connected graph so that every vertex of G has degree at most D. Let u, T > 0 and suppose that 0 < 1 + 2uD < ρ −1 where ρ is the spectral radius. Also suppose that for P u,T -a.e. ω, the subgraph (V, E ω ) has infinite components. Then for P u,T -a.e. ω, (V, E ω ) has infinitely many infinite clusters.
First we show that the cluster at the identity is stochastically dominated by a specially designed multi-type branching random walk (mBRW). The trace of this mBRW coincides with a branching random walk (BRW) which is shown to be transient via [GM06] . The theorem then follows from a percolation-theory argument due to Benjamini-Schramm [BS11] .
A random colored forest
Let u, D > 0. We will construct a random colored forest F but first we describe its general structure. The vertex set, denoted V F , is a disjoint union V F = ∪ n≥1 V F n and every edge is of the form (v, v ′ ) with v ∈ V F n and v ′ ∈ V F n+1 for some n. In this case we call v ′ a child of v and v is the parent of v ′ . We call V F n the n-th generation of the forest. Every vertex is assigned a color, either red, green or blue.
The forest is constructed as follow. The cardinality of the 1st generation is a Poisson random variable with mean uD. Every vertex in the 1st generation is green. Now suppose that the n-th generation has been construction. Then every green vertex has exactly two children, one red and one blue. Every red vertex has one red child, no blue children, and a Poisson(uD)-random number of green children. Similarly, every blue vertex has one blue child, no red children, and a Poisson(uD)-random number of green children.
The random variables in the n-th stage of the construction are independent of each other and of all previously constructed random variables.
We denote the random colored forest by F = (V F , E F , χ F ) where V F is the set of vertices, E F is the set of edges and χ F : V F → {red, green, blue} is the coloring function.
The random map into G
As usual, G = (V, E) is a connected graph with all vertex degrees bounded by D. Fix x ∈ V .
Let φ : V F → V be the random map defined by:
• φ(v) = x for every v in the first generation,
is a uniformly random neighbor of φ(v).
Moreover, we require that the random variable φ(v ′ ) is conditionally independent of all previously constructed random variables (and all other random variables constructed on this stage) conditioned on φ(v).
The pair (F, φ) is a multi-type Branching Random Walk (mBRW).
Lemma 7.2. Let G, x and (F, φ) be the mBRW constructed above. Then there exists a random variableω ∼ P x u,T taking values in Ω [0,∞) and coupled with (F, φ) such that
Proof. Let G ⊂ V F be the subset of green vertices. Let {τ For each v ∈ G, the red branch starting at v 0 is the unique path
Blue branches are defined similarly.
be the associated random walk.
Also let ω ∼ P u,T . By Proposition 4.3, the law ofω 1 is the same as the law of ω x 1 . Supposeω n and G n ⊂ G ∩ V F n have been defined so thatω k has the same law of ω
In other words, v ∈ G n+1 if the image of the red branch does not return to V(ω n ) and the image of the blue branch does not traverse V(ω n−1 ). Now let
By induction and Proposition 4.3, the law ofω n+1 is the same as the law of ω x n+1 . Let ω = sup nω n . By construction,ω ∼ P x u,T and φ(E F ) ⊃ E(ω) a.s.
Branching random walk
The next step is to show that the image of the mBRW constructed above agrees with a certain branching random walk. Let θ be a probability distribution on N. The Galton-Watson Tree with offspring distribution θ is the random tree T = (V T , E T ) constructed as follows. As in the case of the random colored forest there is a partition V T = ∪ n≥0 V T n of the vertices and every edge is of the form (v, v ′ ) with v ∈ V T n , v ′ ∈ V T n+1 for some n. In this case the index starts at 0 instead of starting at 1.
1. The 0-th generation consists of a single individual.
2. Suppose the n-the generation has been constructed. Then every vertex of the n-th generation has a random number of children with law θ. Moreover, these random variables are jointly independent and independent of all the random variables used in the construction of the n-th generation.
The Branching Random Walk (BRW) with offspring distribution θ started from x ∈ V is a random pair (T, ψ) where 1. T is a Galton-Watson Tree with offspring distribution θ, • (T, ψ) is a BRW started at x with offspring distribution θ where, if X ∼ θ then
• the images ψ(T) and φ(F) agree.
Proof. Let (F, φ) be a mBRW started at x as in Lemma 7.2. Let G ⊂ V F be the subset of green vertices. Let T ′ be the tree obtained from F by adding one green vertex at the 0-th generation and connecting it to every vertex in the 1st generation and then contracting every edge of the form (v, v ′ ) such that χ F (v ′ ) = green. We view T ′ as an uncolored tree.
The law of T ′ is almost the same as the Galton-Watson tree with offspring distribution.
The difference is that the 1st generation of T ′ has cardinality ∼ 2Poisson(uD) instead of ∼ 1 + 2Poisson(uD). Otherwise, the laws are the same. Therefore, it is possible to couple
Set ψ equal to φ on T ′ . This is well-defined because every edge that gets contracted is mapped under φ to a single vertex. Extend ψ to all of T so that (T, ψ) is a BRW with offspring distribution θ. The lemma now follows by construction.
Proof of Theorem 7.1. This argument is essentially the same as one in the proof of [BS11,
Theorem 4].
Let θ be as in Lemma 7.4. Then the mean of θ is 1 + 2uD < ρ −1 . By Lemma 7.3, the BRW started at x with offspring distribution θ is transient.
Let ω ∼ P u,T . To obtain a contradiction suppose there are pairs of vertices (x n , y n ) and ǫ > 0 such that d G (x n , y n ) → ∞ as n → ∞ and yet the probability that x n and y n are in the same cluster of ω is at least ǫ for all n. Since the BRW stochastically dominates the clusters, this means that with probability ≥ ǫ BRW started from x n hits y n and with probability ≥ ǫ BRW started from y n hits x n . Consequently, with probability ≥ ǫ 2 , the BRW started from x n will reach x n again after at least d G (x n , y n ) time steps. Since G is transitive, we may assume without loss of generality that all the x n 's are the same. But this contradicts transience of the BRW. This contradiction shows that for every ǫ > 0 there is a k such that d G (x, y) > k implies that with probability < ǫ, x, y are in the same cluster of ω.
Let r > 0 and consider m balls of radius r in G. If r is large then the probability that each ball will intersect an infinite cluster of ω nontrivially will be close to 1. However, the probability that any infinite cluster of ω intersects two balls tends to zero as the distance between the balls tends to infinity. It follows that, almost surely, there are at least m infinite clusters of ω. Since m is arbitrary, this proves the theorem.
Infinitely many ends and indistinguishability
The purpose of this section is to prove the following slight strengthening of Theorem 1.5 (4):
Theorem 8.1. Let u, T > 0 and ω ∼ P u,T . Suppose G is vertex-transitive. If (V, E ω ) has infinitely many infinite clusters a.s. then each infinite cluster has infinitely many ends a.s.
Moreover (V, E ω ) has indistinguishable infinite clusters in the sense of [LS99] .
Definition 9. Let G = (V, E) be a graph. Given an edge e ∈ E and a subset A ⊂ E, we let Π e (A) := A ∪ {e}. Given a collection A ⊂ 2 E of subsets, let Π e (A) := {Π e (A) : A ∈ A}.
Now suppose S is a random subset of E. We say that S is insertion-tolerant if for every edge e ∈ E, Prob(S ∈ A) > 0 implies Prob(S ∈ Π e (A)) > 0.
Proposition 8.2. For any u, T > 0, if ω ∼ P u,T then E ω is insertion tolerant.
Proof. This follows from the description of P u,T as a Poisson point process.
Proof of Theorem 8.1. By [LS99, Proposition 3.10, Theorem 3.3], insertion tolerance together with vertex-transitivity of G implies the conclusion.
Theorem 1.5 follows from Theorems 3.1, 6.7, 7.1 and 8.1.
9 Proof of Theorem 1.1
In this section, the final pieces are assembled to prove Theorem 1.1. We need to review a few standard facts from the theory of cost and treeability.
Cost and treeability
First we will need a bit of terminology. Let (X, µ) be a standard probability space. A Borel equivalence relation R ⊂ X × X is measure-preserving if for every Borel automorphism φ : X → X such that (x, φx) ∈ R for every x satisfies φ * µ = µ. The relation R is countable if its equivalence classes are countable. It is ergodic if for every measurable set A ⊂ X that is a union of R-classes, µ(A) ∈ {0, 1}. For x ∈ X, let [x] R ⊂ X denote its R-class.
By Feldman-Moore [FM77] , R is a countable measure-preserving equivalence relation if and only if there is a countable group Γ and a measure-preserving action Γ (X, µ) such that R = {(x, gx) : x ∈ X, g ∈ Γ} is the orbit-equivalence relation.
A graphing of R is a measurable set G ⊂ R such that
• for a.e. x ∈ X, the graph G x with vertex set [x] R and edges
A graphing G is a treeing if for a.e. x ∈ X, the graph G x is a tree. We say R is treeable if it admits a treeing.
The cost of a graphing G is
The cost of R is the infimum of cost(G) over all graphings G of R.
The theory of cost was initiated by Levitt [Lev95] and developed into a powerful tool by Gaboriau [Gab00] . The main result we need is: if G is a treeing then G realizes the cost of
The next lemma will help us promote a treeing on part of X to a treeing on all of X.
Lemma 9.1. Let (X, µ) be a standard probability space, R ⊂ X × X a countable measurepreserving ergodic equivalence relation and Y ⊂ X a subset with positive measure. Let Proof. Let G be a treeing of S. Also let φ : X \ Y → X be any measurable map such that
Such a map exists because R is ergodic. Define G ′ to be the union of G with the edges (x, φx) and (φx, x) for x ∈ X \ Y . Also let S ′ be the smallest subequivalence relation of R that contains G ′ . Then G ′ is a treeing of S ′ . Moreover the cost of S ′ is equal to
. This is because for every x ∈ X \ Y , we are adding an edge that adds one to the degree of x and adds one to the degree of φ(x). Since cost(S ↾ Y ) > 1, this implies cost(S ′ ) > 1.
In order to see that S ′ is ergodic, let A ⊂ X be a measurable union of
For a.e. x ∈ X, the S ′ -class of x intersects Y . So the fact that
The next lemma will help us promote the weak vND on a factor action to the weak vND on the action.
Lemma 9.2. Suppose Γ (X, µ) is an ergodic probability-measure-preserving action with an essentially free factor Γ (Y, ν). If this factor is weakly vND then Γ (X, µ) is also weakly vND.
Proof. Because the factor is an essentially free action of Γ, the factor map Φ : X → Y is class-bijective. This means that for a.e. x ∈ X, the restriction of Φ to the orbit Γx is a bijection onto the orbit ΓΦ(x).
Let F 2 (Y, ν) be an essentially free, ergodic action of F 2 whose orbits are contained in the orbit of the Γ-action. For x ∈ X and f ∈ F 2 , define f x ∈ Γx to be the unique element such that Φ(f x) = f Φ(x) where Φ : X → Y is the factor map. This is well-defined for a.e. x because Φ is class-bijective. Moreover it defines an essentially free action of F 2 whose orbits are contained in the Γ-orbits.
Strong solidity
Strong solidity will be used to promote the weak vND to vND.
Definition 10. Let Γ (X, µ) be a probability-measure-preserving action and let R = {(x, gx) : x ∈ X, g ∈ Γ} be the orbit-equivalence relation. Then the action is said to be solidly ergodic if for any measurable subequivalence relation S ⊂ R there exists a measurable partition of X into countably many pieces X = ⊔ ∞ i=0 X i such that 1. each X i is union of S-classes, 2. S ↾ X 0 is hyperfinite, 3. and S ↾ X i is strongly ergodic for all i > 0.
This concept was introduced in [CI10] and given its name in [Gab10] .
Proposition 9.3. Let Γ (X, µ) be an essentially free, solidly ergodic action. If this action is weakly vND then it is vND.
Proof. Without loss of generality, we may assume Γ is non-amenable. Let R be the orbitequivalence relation of this action. By assumption there exists an essentially free action
Because the action is solidly ergodic, there exists a measurable partition of X into countably many pieces X = ⊔ ∞ i=0 X i such that S ↾ X 0 is hyperfinite and S ↾ X i is strongly ergodic for all i > 0. Because F 2 is non-amenable, X 0 must be have measure zero. Without loss of generality, µ(X 1 ) > 0. By Lemma 9.1 there exists an ergodic treeable subequivalence relation S ′ ⊂ R with cost > 1.
By [GL09, Proposition 14], S ′ contains a subrelation that is the orbit-equivalence relation for an ergodic essentially free action of a rank 2 free group. This last result uses Hjorth's Lemma [Hjo06] .
The final step
We will need a recent result of Seward (not-yet-published) which builds on previous work of myself [Bow12b] : Proof of Theorem 1.1. Without loss of generality, we may assume Γ is non-amenable. Because amenability is closed under direct unions, every non-amenable group Γ contains a finitely generated non-amenable subgroup Γ ′ . Any Bernoulli shift action Γ (K, κ) Γ restricts to a Bernoulli action of Γ ′ . So we may assume without loss of generality that Γ is finitely generated.
By [CI10] every Bernoulli shift action of Γ is solidly ergodic. By Proposition 9.3 and Lemma 9.2 it suffices to show that every Bernoulli action Γ (K, κ) Γ admits an essentially free factor Γ (X, µ) that is weakly vND. Because Bernoulli shifts are mixing, every nontrivial factor of a Bernoulli shift is essentially free. By Corollary 9.5, it suffices to prove that for every ǫ > 0 there exists a Bernoulli shift Γ (K, κ) Γ with H(κ) < ǫ such that this Bernoulli shift admits a nontrivial factor that is weakly vND.
Let G = (V, E) be a Cayley graph of Γ. By Theorem 1.5 there exist u, T > 0 such that Γ (Ω, P u,T ) is measurably conjugate to a Bernoulli shift with base entropy < ǫ and for P u,T -a.e. ω, (V, E ω ) has infinitely many infinite clusters with infinitely many ends. Moreover, (V, E ω ) has indistiguishable infinite clusters (where ω ∼ P u,T ).
The rest of the proof is essentially the same as in [GL09] . Let Γ act on E by lefttranslation. This induces an action on 2 E , the space of all subsets of E with the pointwise convergence topology. The map ω → E ω from Ω [0,∞) to 2 E is Γ-equivariant. So E * P u,T is an invariant measure on 2 E . Let R = {(ω, gω) : ω ∈ 2 E , g ∈ Γ} be the orbit-equivalence relation.
Let X ∞ ⊂ 2 E be the set of ω ⊂ E such that the identity element is contained in an infinite cluster of (V, E ω ). The cluster relation, denoted R cl ⊂ R, is the set of all pairs (ω, gω) such that the component of the graph (V, E ω ) containing the identity element also contains g −1 . Because (V, E ω ) has indistinguishable infinite clusters, R cl ↾ X ∞ is ergodic with respect to the measure E * P u,T .
By [Gab00, Cor. IV.24 (2)], because the cluster containing the origin has infinitely many ends with positive probability, the cost of R cl ↾ X ∞ is larger than 1. So the action F 2 (2 E , E * P u,T ) is vND. Since this is a factor of the Bernoulli action Γ (Ω, P u,T ) which has base entropy < ǫ, this completes the proof.
Applications
Actions with positive Rokhlin entropy
This section proves Theorem 1.2. We need to recall the notion of Rokhlin entropy.
Definition 11. Fix a standard probability space (X, µ). The Shannon entropy of a countable measurable partition P of X is defined by H µ (P) := − P ∈P µ(P ) log µ(P ).
A partition P is generating for an action Γ (X, µ) if the smallest Γ-invariant sigma-algebra containing P contains all Borel subsets (up to measure zero). The Rokhlin entropy of an ergodic probability-measure-preserving action Γ (X, µ) is defined to be the infimum of H µ (P) over all generating partitions for the action.
Seward's generalization of Sinai's Factor Theorem [Sew15] is:
Theorem 10.1 (Seward's Factor Theorem). Let Γ be a countably infinite group and Γ (X, µ)
an essentially free, probability-measure-preserving, ergodic action with positive Rokhlin entropy. Then Γ (X, µ) factors onto a Bernoulli shift.
