We gave a new criterion for graphical partitions. We derive a new recursion formula, which allows the computation of the number g(n) of graphical partitions of weight n for up to n > 900.
Introduction
A partition λ of weight n is a nonincreasing sequence of nonnegative integers (λ 1 , λ 2 , . . . , λ k , . . .) whose sum is n. The weight is denoted by |λ|. The number of nonzero elements in the sequence is the length of the partition denoted by l(λ). The set of all partitions of weight n is denoted by P (n). The number of partitions of weight n is denoted by p(n). There is one partition of weight 0, it is the partition of length 0. A partition is called graphical if it is the degree sequence of an undirected simple graph. As each edge is the graph is counted twice, a graphical partition must be of even weight. The partition of weight 0 is graphical as it corresponds to a graph without edges. The set of graphical partitions of weight n is denoted by G(n). The number of graphical partitions is denoted by g(n).
A partition λ is visualized using the Ferrer's diagram F λ , i.e. an array of λ i left justified boxes in the i-th row of the first quadrant of the plane. The number of boxes on the main diagonal of the Ferrer's diagram F λ is the Durfee size of the partition and denoted by d(λ). The subpartition built from the d(λ) × d(λ) boxes is called the Durfee square of the partition λ. If we count the number of boxes in each column of the Ferrer's diagram F λ , we get again a partition, which is called the conjugate partition and is denoted by λ . There are several partial orders on the set of all partitions. We are interested in the dominance order. A partition λ is dominated by the partition µ, denoted by λ µ if
µ i for all k > 0. This is a partial order, as there are pairs of partitions which are not comparable. (e.g. (5, 1, 1, 1, 1, 1) and (2, 2, 2, 2, 2)).
Criterion
It is possible to write a partition λ as a unique tuple of 3 smaller partitions using a decomposition according to the Durfee square. The first partition L(λ) is defined to be
The second one M (λ) is the Durfee square minus one column. The third one R(λ) is defined to be (λ 1 − d(λ) + 1, . . . , λ d(λ) − d(λ) + 1).
In the following figure these three partitions are marked with R, M and L.
The three corresponding partitions are L((6, 4, 4, 4, 2, 1)) = (3, 1), M ((6, 4, 4, 4, 2, 1)) = (3, 3, 3, 3) and R((6, 4, 4, 4, 2, 1)) = (3, 1, 1, 1). Now it is possible to give a theorem which connects the question of being graphic with the dominance order of partitions.
Theorem 1 A partition λ is graphical if and only if
This is a corollary of the criterion of Hässelbarth [Ha] which says that λ is graphical if and only if
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Recurrence
Using the above criterion it is possible to compute the number of graphical partitions of weight n. We define
where G i (n) is the set of graphical partitions of weight n and a Durfee square of size i. To get the partitions in G i (n) we have to get all pairs of possible L(λ) and R(λ). The criterion provides a bijection
We denote by g i (n) the number of partitions in G i (n). The set on the right hand side will be decomposed into smaller subsets well suited for the recursion. We denote by P (m, k, n, l) the set of pairs of partitions (µ, ν) with the following properties
• µ is a partition of weight m with length k
• ν is a partition of weight n with length l
• µ ν
So we get a bijection with r = n − i * (i − 1)
Defining p(m, k, n, l) to be the order of P (m, k, n, l) we use this bijection for the computation of g(n). As we are only interested in the number of partitions we get:
Last step in the algorithm for the computation of the number of graphical partitions is the following bijection:
is a bijection given by removal/addition of the first column in the pair of partitions.
Proof:
Take a pair (L, R) of partitions from P (m, k, n, l), so for example L = (3, 2, 2),
We remove in the Ferrer's diagrams the first column of L and R, and get a pair of partitionŝ
When we check the different cases for the lengths of the partitions L and R we getL R , so the pairL,R is element of P (m − k, i, n − l, j) with i =length of the second column of L, and j =length of the second column of R.
• Using this recursion on
we computed recursively the number of graphical partitions.
Properties of p(m, k, n, l)
There are several properties of the values p(m, k, n, l) which allow the faster computation of the number of graphical partitions. We have to count the number of pairs of partitions (µ, ν). There is a unique lexicographical minimal partition µ − with weight m and length k, and a unique lexicographical maximal partition ν + with weight n and length l. We have the following lemma 
as every partition in the set P (m, k) := P (m, k, 0, 0) dominates any partition from P (n, l).
In the case of m > n we get a teleskoping sum (thanks to the referee) which allows a fast computation in this case Lemma 4 For m > n we have:
Proof: start with the difference of
and in the case of n − 1, l − 1:
The difference of the last two lines gives the statement of the lemma.
•
Computation of g(n)
Like in the case of Barnes and Savage [BS] it is useful to store the computed values p(m, k, n, l) in a four dimensional table. As k and l are limited by √ n the space requirement of the algorithm is like in their case O(n 3 ). The telescoping lemma helps to speed up the computation, but it does not reduce the amount of memory necessary to store the intermediate results. The formula for the computation of the number of graphical partitions of weight n computes in the outer loop the number of graphical partitions of n with a fixed Durfee size d. These numbers, which add up to g(n) are listed in the following table. We computed the number of graphical partitions up to n > 900. This table extends the table previously published by Barnes and Savage [BS] . Like in their table we include p(n) the number of partitions and the ratio g(n)/p(n).
the electronic journal of combinatorics 10 (2003), #R00 To group digits in the larger numbers we included a . at every sixth position. (0), . . . , g(760) of graphical partitions. For the values for n > 760 we had to use a different method of computation. We computed the number of pairs L(λ) R(λ) for a given size i of the Durfee square. Afterwards we remove all precomputed values p(m, k, n, l) with l < i, and started with the next size of the Durfee square. This method works because as you see in the telescoping lemma, we need for the computation of p(m, k, n, i) other values with parameter i or i − 1 only. This reduces the amount of memory necessary for the storage of precomputed values from O(n 3 ) to O(n 2.5 ). (thanks to the referee) This helps in the cases m! = n, but in the limiting case m = n we have to recompute new results, but overall this trick reduces the amount of memory necessary to store intermediate results.
But we were able to compute larger values up to n > 900. But we didn't have time to compute all the values, which explains the missing values in the above table.
A current version of the table can be fetched from http://www.mathe2.uni-bayreuth.de/axel/numberofgraphicalpartitions.pdf.
