We present a novel multigrid-continuation method for treating parameter-dependent problems. The proposed algorithm which can be flexibly implemented is a generalization of the two-grid discretization schemes [C.-S. Chien, B.-W. Jeng, A two-grid discretization scheme for semilinear elliptic eigenvalue problems, SIAM J. Sci. Comput. 27 (2006Comput. 27 ( ) 1287Comput. 27 ( -1304. That is, approximating points on a solution curve do not necessarily lie on the same fine grid. We apply the algorithm to compute energy levels and superfluid densities of Bose-Einstein condensates (BEC) in a periodic potential. Both positive and negative scattering lengths are considered in our numerical experiments. For positive scattering length, if the chemical potential is large enough, and the domain is properly chosen, the results show that the number of peaks of the first few energy states of the 2D BEC in a periodic potential depends on the wave number of the periodic potential. Moreover, for bright solitons the number of peaks of the ground state solutions is (
d

Introduction
During the past years, multiscale computational methods have become an interesting research area, and have attracted the attention of researchers in computational physics [1, 2] , computational chemistry [1, 3] , engineering as well as in applied mathematics [4] . A robust and efficient, adaptive multigrid (MG) eigenvalue algorithm [5] was proposed for computing solutions of a large-scale eigenvalue problem, namely, the Schrödinger eigenvalue problem (SEP). Some simultaneous multigrid techniques [6] were described to compute solutions of a large-scale self-consistent nonlinear eigenvalue problem, namely, the Schrödinger-Poisson eigenvalue problem. Recently, Wijesekera et al. [7] applied the methods [5, 6] , and developed efficient real space multiscale methods for large-scale electronic structure calculations, which is also governed by self-consistent eigenvalue problems.
In this paper, we present another application of real space methods. To be precise, we are concerned with finite difference approximations of solution curves which satisfy parameter-dependent equations of the form F (u, λ) = −∆u + λf (u) = 0 in Ω, u = 0 on ∂Ω, (1.1a) or F (u, λ) = −∆u + f (u, λ) = 0 in Ω, u = 0 on ∂Ω, (1.1b) where F : B 1 × R → B 2 with u ∈ B 1 , λ ∈ R is a smooth mapping, 0 ∈ B 2 a regular value, B 1 and B 2 are two real Banach spaces, f is a smooth odd function of u, Ω is a bounded domain in R 2 with piecewise smooth boundary ∂Ω, and R is the real line. If the assumption that 0 is a regular value is not satisfied, that is, the Jacobian matrix DF does not have full rank, then F −1 (0) may contain bifurcation points.
Recently, Chien and Jeng [8] applied the two-grid discretization scheme proposed in [9, 10] , and developed two-grid discretization schemes for tracing solution curves of (1.1a). Leth, h ∈ (0, 1) with h <h be any two fixed positive numbers such that h = O(h 2 ). Note that the main cost of the two-grid discretization scheme for curve-tracking lie on solving linear systems in Newton iterations on the fine grid. Since h = O(h 2 ), what we would like to emphasize here is that the approximating points we wish to obtain do not have to be on the same level of fine grid. That is, the two-grid scheme can be implemented in a flexible way so that total number of Newton iterations in the continuation process can be reduced to the minimum requirement. Therefore, certain amounts of computational cost can be saved. The proposed algorithm is an adaptive multigrid method because the approximating points can be on different levels of fine grids. The adaptive multigrid algorithm we propose could be very efficient whenever a high order approximation, e.g., a high order compact difference scheme or Adini's element, is used to discretize the Laplacian. We will apply the adaptive multigrid algorithm to compute energy levels and superfluid densities of Bose-Einstein condensates (BEC) in a periodic potential. The BEC are clouds of ultracold, weakly interacting alkali-metal atoms/molecules that occupy a single quantum system [11, 12] . Recent development of physical experiments on BEC is opening up various possibilities to explore new physical phenomenon, such as superfluidity in the weak-coupling regime [13] , quantized vortices [13, 14] , nonlinear atom/molecule optics [15] , including dark and bright solitons [16, 17] . The mathematical model of BEC is described by the nonlinear Schrödinger equation (NLS), or the so-called Gross-Pitaevskii equation (GPE) [18, 19] ,
Ψ (x, t) = 0, x ∈ ∂Ω, t ≥ 0.
(1.2)
Here Ψ = Ψ (x, t) is the marcoscopic wave function of the BEC, V (x) the trapping potential, µ the scattering length which can be positive or negative, Ω a bounded domain in R n , n = 1, 2, 3, with piecewise smooth boundary ∂Ω, and σ = 1 or 2 depending on the nonlinearity is cubic or quintic. The behavior of BEC depends on the sign of atomic/molecular interactions, namely, the sign of µ. If µ < 0, the interaction is attractive, which results in bright solitons. If µ > 0, the interaction is repulsive, and dark solitons occur. An important invariant of the NLS is the mass conservation constraint, or the normalization of the wave function
(1.
3)
The energy functional associated with (1.2) is
During the past years, various numerical methods have been proposed to study quantum behavior of (1.2). For instance, Bao et al. [20] used the time-splitting spectral method to compute the ground and excited state solutions of BEC. García-Ripol and Pérez-García [21] exploited a version of the continuous steepest gradient, namely, the imaginary time evolution to minimize (1.4) by using the Sobolev gradient of the energy functional as the preconditioner. In this paper, we study energy levels and superfluid behavior of the BEC where atoms/molecules are confined in a periodic potential. When the periodic potential is provided by a one-dimensional (1D) optical lattice [22] [23] [24] , the governing equation for this physical system is
Here d is the distance between neighbor wells (lattice constant) and
the depth of the potential with I the intensity of one laser beam, I 0 the saturation intensity of the 87 Rb resonance line, Γ the decay rate of the first excited state, and γ the detuning of the lattice beams from the atomic/molecular resonance [23] .
Recently, Kapitula and Kevrekidis [25] studied the existence and stability for solutions of (1.5) in one dimension. In this paper, we will mainly concentrate on investigating energy levels and superfluid densities of bright and dark solitons of BEC in a 2D optical lattice which is governed, say, by the dimensionless GPE
where a and b are positive constants, d is defined as in (1.5), and l ∈ R + .
To find the energy levels of a BEC confined in a periodic optical potential, we substitute the formula
into (1.6), and obtain the nonlinear eigenvalue problem
u(x) = 0 on ∂Ω, (1.8) where λ is the chemical potential of the condensate, and u(x) the stationary-state real function independent of t. Note that (1.8) is a parameter-dependent problem involving five parameters λ, µ, a, b, and d. It is well known that solutions of (1.8) depend on the parameters, as well as the boundary length l of the domain Ω, and present a chaotic behavior. Stationary-state solutions of (1.5) can be efficiently obtained using numerical continuation methods [8, 26] , where λ is treated as the continuation parameter. More precisely, we start with a bifurcation point on the trivial solution curve {(u, λ) = (0, λ)|λ ∈ R}, which is just an energy level of the Schrödinger eigenvalue problem (SEP)
is regarded as a target point on the nontrivial solution curve. That is, we stop our curve-tracking whenever the target point is reached on the solution curve. The wave function Ψ (x, t) can be easily computed using (1.7) for any time scale t whenever the target point on the solution curve is reached [27] . As a remark, although in BEC we are only interested in the first few energy levels, the continuation algorithm we describe in this paper could compute all energy levels of the discrete problem.
Other numerical methods we cited above can only compute ground state and the first excited state of the BEC. Note that the sine function in (1.6) may be replaced by the cosine function. In this case, the corresponding nonlinear eigenvalue problem is
u(x) = 0 on ∂Ω.
(1.11)
Basically it makes no difference to choose either sine or cosine function in the periodic potential. But as we may see from our numerical results, there is a slight difference between these two cases concerning the number of peaks of the ground state solutions. This paper is organized as follows. In Section 2 we discuss the relationship between energy levels of the SEP (1.9) and bifurcations of (1.8). We indicate in Section 3 that the function u(x) defined in (1.7) can be a complex function. Then the dimensionless NLS is equivalent to a special case of the two-component NLS. We show that some properties are shared by these two cases. In Section 4 we derive the adaptive multigrid method using centered difference approximations for curvetracking. Of particular interest is to apply the adaptive multigrid method to compute energy levels and superfluid densities of BEC. In Section 5 we compare the differences between the multigrid-continuation methods and other numerical methods such as continuous normalized gradient flow (CNGF) [28, 29] and time-splitting spectral method [30] . If the chemical potential is large enough, our numerical results reported in Section 6 show that the number of peaks of the 2D BEC in a periodic potential is proportional to the intensities of laser beams, and is completely determined by the distance of neighbor wells. For bright solitons with a proper chosen domain, the number of peaks of the ground state solutions of (1.8) and 2 , respectively. However, these formulae do not hold for dark solitons. Moreover, the ground state solutions as well as the first few excited state solutions present a chaotic behavior. The numerical study is extended to the two-component BEC in a periodic potential. Our numerical results show that the solution behavior of one component is similar to that of a single equation. However, the second component does not even satisfy the normalization condition. Finally, some conclusions are given in Section 7.
Energy levels, eigenvalues and bifurcations
We will discuss the relationship between energy levels of (1.6) and the associated Hamiltonian operator defined in (1.9), namely,
If we neglect the effect of trapping potential and periodic potential in (2.1), we obtain the linear eigenvalue problem
Note that the eigenpairs of (2.2) are well known for some specific domains. For instance, Ω = (0, 1) n , n = 1, 2, 3, or Ω is a disk or a cylinder [27] . However, the eigenpairs of (2.1) can only be obtained using numerical methods [5, 6, 26] . Since (2.1) is a linearization of (1.8), the eigenvalues of the former are just bifurcation points of the latter on the trivial solution curve {(u, λ) = (0, λ)|λ ∈ R}. Nontrivial solution curves of (1.8) will bifurcate at the eigenvalues of (2.1) on the trivial solution curve. Thus, to find the ground state solution of (1.8), we can use predictor-corrector continuation methods [8, 26, 27, 31] to trace the solution curve branching from the first bifurcation point (0, λ 1 ), or correspondingly, the minimum eigenvalue λ 1 of (2.1). We stop the curve-tracking whenever the mass conservation constraint (1.3) is satisfied. That is, the target point
on the solution curve is reached, where
and λ * 1 represents the ground state energy of (1.8). The excited state solutions of (1.8) can be treated in a similar way. We may study the bifurcation scenario of (1.8) using Lyapunov-Schmidt reduction [32] . For completeness we recall the following result [26] .
Theorem 2.1. The first bifurcation of the NLS
is pitchfork. The pitchfork bifurcation is supercritical if µ > 0, and is subcritical if µ < 0.
We remark here that both (1.8) and the following equation
have the same bifurcation behavior as that of (2.3). The proof is almost the same as that of Theorem 2.1 and is omitted here.
Complex wave functions and two-coupled NLS
As is well known, the wave function u(x) in (1.7) is real. However, in some cases we must treat u(x) as a complex function. For instance, the stationary-state governing equation for rotating BEC is
where ε > 0, ω is an angular velocity and
the z-component of the angular momentum L = x × P with the momentum operator
T . In (3.1) the wave function u(x) must be complex. Another example is closely related to (1.7). That is, the Bloch wave of a BEC in a periodic potential is governed by [33] 
. The wave function u(x) in (3.2) must be complex.
Now we suppose that
, where u 1 (x) and u 2 (x) are two real functions. Substituting (1.7)
into (1.6), we obtain
On the other hand, the two-component BEC in a periodic potential is governed by the two-coupled NLS
where V i (x), λ i , a i , b i , and d i are defined as in (1.8). Thus (3.3) may be regarded as a special case of (3.4). We rewrite (3.3) as a system of operator equations of the form T , we obtain the linearization L of the operator F , namely,
Our main concern here is that whether the ground state solutions of (1.8) and (3.3) have the same energy levels or not. We have the following results. Proof. The result (a) follows immediately from the linearization D u F (u 0 , λ) in (3.6).
The result (b) is a consequence of the two-coupled equations in (3.3). That is, the cubic nonlinear term is symmetric with respect to u 1 and u 2 . Thus, we have u 1 = u 2 , and the solution curves of u 1 and u 2 coincide each other.
(c) The constraints for (1.8) and (3.3) are
It is straightforward to see that different chemical potentials are required for both constraints.
As we may see from the numerical results reported in Section 6, the contours of the stationary-state NLS are independent of the wave functions which are real or complex. Thus it suffices to treat the wave function as a real function if the differential operators in the NLS do not contain the imaginary unit.
Multigrid algorithms for curve-tracking
In multigrid or two-grid methods for solving elliptic partial differential equations, the finest/fine and coarsest/coarse grid sizes are always chosen to be fixed. When these methods are applied to solve parameter-dependent problems for curvetracking, we always follow the same rule [8] .
For the latter what we would like to emphasize here is that approximating points we wish to obtain do not necessarily have to lie on the same fine grid. In the two-grid method we chooseh and h with 0 < h <h < 1 such that h = O(h 2 ) [9, 10] . This suggests that the choice of h can be very flexible. To this end, we will generalize the two-grid discretization scheme [8] so that approximating points will lie on different levels of fine grids. In other words, the algorithms we propose here are executed like classical two-grid methods, but at the same time it can be regarded as a multigrid method. That is, the classical multigrid method can be implemented in a different way. The proposed algorithm has the following advantages: (i) The step size can be chosen as large as possible so that minimum continuation steps is allowed for curve-tracking.
(ii) The total number of Newton iterations can be reduced to the minimal requirement so that certain amount of computational cost can be saved for solving linear systems on the fine grids.
For convenience we use the centered difference approximations to discretize (1.1a). Eq. (1.1b) can be treated in a similar way [8] . Let (u˜h, λ˜h) ∈ R N 2 × R be an approximate solution of (1.1a) on the coarse grid with uniform meshsizeh = 
Let (u, λ˜h) be an exact solution of (1.1a). We fix the parameter λ˜h so that we can make a correction for the state variable uh on the fine grid. The linear approximation of the mapping F (u, λ˜h) at uh is .4) is
where A h is the coefficient matrix corresponding to −∆ on the fine grid with h = 
For the further correction on the coarse grid, we use the quadratic approximation of F (u, λ˜h) at uh, i.e., in Ω, e = 0 on ∂Ω. Denote
then the centered difference analogue of (4.9) is
where eh is the solution of (4.9) yet to be computed. In order to obtain an accurate parameter λ h on the fine grid, we set 
. Now the adaptive multigrid-continuation algorithm for curvetracking may be stated as follows. Use a predictor-corrector continuation algorithm to find an approximating point (u
3. Inner continuation.
(i) Predictor.
) as the predicted point.
(ii) Corrector.
(a) Make a correction on the fine grid with grid size h <h: solve the linear system
).
(b) Make a further correction on the coarse grid: solve the linear system
h ) as an approximating point on the current fine grid. The algorithm could supply us an optimal number for solving linear systems on the fine grids. Therefore, the computational cost can be reduced to the minimal requirement.
We may apply Algorithm 4.1 to trace solution curves of nonlinear eigenvalue problems, including the NLS, to the desired accuracy. For the latter, we are only interested in the target point on the solution curve which is accurate enough. In order to efficiently compute energy levels and superfluid densities of BEC, Algorithm 4.1 needs to be modified as Algorithm 4.3. An adaptive multigrid-continuation algorithm for computing energy levels and superfluid densities of BEC.
Input: same as Algorithm 4.1.
1. Compute the desired eigenpair of the linearized problem on the coarse grid with grid sizeh. 2. Outer continuation. Use a predictor-corrector continuation method to trace the solution curvec on the coarse grid until an approximating
) is obtained which is close to the target point onc.
(a) Make a correction on the fine grid with grid size h <h: solve the linear system.
(b) Make a further correction on the coarse grid with grid sizeh.
h ) is the target point, then stop and exit. , where u 2 ≈ 0.6, 0.8, 0.95, 0.99, and 1.0, respectively. TNNI: The total number of Newton iterations on the finest grid.
Table 2
Using the HOC scheme to compute the first four eigenvalues of (6.1) with various choices of trapping potentials V (x). 4. Perform the predictor-corrector continuation algorithm and use the same strategy as step 2 until the target point is reached, and stop.
It is expected that both Algorithms 4.1 and 4.3 could make the step-length as large as possible. Furthermore, the total number of Newton iterations could be reduced to the minimum requirement. Therefore, certain amount of computational cost can be saved in the proposed continuation algorithms. Finally, we remark here that it is straightforward to modify Algorithms 4.1 and 4.3 using the fourth order finite difference approximations. The details will not be given here.
A comparison with other numerical methods
In path-following numerical continuation methods, to trace a nontrivial primary solution curve of (1.1a) branching from the trivial one, we first have to detect a bifurcation point along the trivial one. Next, we need to determine the unit tangent vector at the bifurcation point in the predicted step for branch-switching. Two possible choices for the unit tangent vectors are: (i) (u, λ)
T , (ii) the normalized eigenfunction of the linearized problem of (1.1a). The first choice is free of cost but a larger interval is required for solving the perturbed problem of (1.1a). On the other hand, only a relatively small interval is necessary if we choose (ii) as the unit tangent vector. More precisely, we need to compute the desired eigenpair of the linearized problem as the initial data for curve-tracking. The strategy can be applied to compute energy levels and wave functions of the GPE as well.
When the CNGF [28, 29] is exploited to compute the ground state solution of the GPE, one may also choose the Gaussian
−|x| 2 /2 as an initial guess for the iterative procedure if the coefficient of the nonlinear term µ is not too large. Note that the Gaussian function is just the eigenfunction of the SEP associated with the minimal eigenvalue. Thus, the initial guess is similar to that of the continuation algorithms [26, 27, 31] . However, the coefficient µ can be any real number in the latter. Probably the manifest difference between the CNGF and the continuation algorithms is that the former only can compute the ground state and the first excited state solutions of the GPE. But the continuation algorithms can compute wave functions, and in particular, all energy levels of the GPE [26, 27, 31] . Although the centered difference approximations are not as accurate as the Fourier sine spectral method, the numerical result [31] shows that we could obtain more vortices for rotating BEC. Currently we are developing spectral-Galerkin continuation algorithms using Fourier sine functions to treat the GPE. The details will be given elsewhere.
Numerical results
Algorithm 4.3 was implemented to compute energy levels and wave functions (or superfluid densities) of (1.8) defined in a square box. The accuracy tolerance for the Newton corrector is ε = 10 −9 . The computations were executed on a Pentium 4 computer using Matlab language. The following methods listed in Table 1 were executed in Example 2, where the implementations of Algorithm 4.3 with various grid sizes were denoted by Methods 2-4. In Examples 3-6 we used Method 
Example 1.
We used the high order compact scheme (HOC) [34] with uniform meshsize h = 0.0025 to discretize the linear Schrödinger equation: respectively. The result shows that the total energy of the physical system is proportional to the coefficients of trapping potentials.
Example 2.
We consider the following nonlinear eigenvalue problem
where Ω = (0, 1) 2 , V (x) = (1, 0) , (100, 0), (50, 50), (100, 50) and (100,100), respectively. The solution curves are not shown here. Fig. 1 shows the contours of the wave functions u(x) at the target points of the first solution branches. Next, we compared the difference of the solution curves of (6.2) between cubic nonlinearity and quintic nonlinearity. Fig. 2(a) shows the solution curves branching from the first bifurcation points , λ ≈ 1793.83. (0,119.65) and (0, 120.11), where σ = 1 and σ = 2, respectively, and a = 100, b = 50. The result shows that quintic nonlinearity has larger chemical potential than the cubic one. We also compared the performance of Algorithm 4.3 with that of a single grid method. The execution time in Table 3 shows that we always can find optimal grids to implement Algorithm 4.3. Moreover, the efficiency depends on the total number of the Newton iterations on the finest grid, which we have addressed in Section 4. Additionally, Algorithm 4.3 is very competitive [35] compared to the CNGF. , and λ ≈ 4296.34. , and λ ≈ 3592.57. . Fig. 8 . The solution curves branching from the first bifurcation points of (6.2) with σ = 1 and µ = ±8. , and λ ≈ 4239.31. Fig. 9 . The contours of u(x) at the target points of the first solution branches of (6.2) with σ = 1 and µ = −8. , and λ ≈ 2467.5091.
(
, and λ ≈ 2800.1007. , respectively. The corresponding number of peaks for the ground state solutions is 4, 9, 81, and 961, at λ ≈ 2803.0992. respectively. Additionally, the contours of the first excited solutions are displayed in Fig. 7 with d = , and 1 7 , the first solution curves of (6.2) are very similar. Fig. 8 , respectively. We observe that in Fig. 8(a) the λ-values go from positive to negative. . We find that the number of peaks in Fig. 9(b) is 961. But certainly this rule does not hold for other values of d.
Example 6 (Bright and Dark Solitons).
We used the same data as in Example 5 for (1.11), where the coefficient 1 2 in the first term was omitted. Table 4 shows that for d ≥ 1 4 , the first few eigenvalues of (1.11) are clustered. Fig. 10 shows that the solution curve of (1.11) is supercritical if µ > 0, and subcritical if µ < 0, which corresponds to the case that the curve turns to the right and to the left, respectively. Additionally, for µ > 0 the solution curve is more stiff than the case µ < 0, which means that less continuation steps are required to reach the target point. Fig. 11 shows the contours of the ground state solutions for the bright solitons, where the number of peaks is (
. Fig. 12 shows that this formula does not hold for dark solitons.
Example 7 (Complex Wave Functions).
(1) 1D problem. The centered difference approximation with uniform meshsize h = 0.01 was exploited to discretize
where
, µ = 8, and u(x) = u 1 (x) + iu 2 (x). Fig. 13(a) shows the solution curves of u(x), u 1 (x) and u 2 (x) branching from the first bifurcation point of (6.3). Note that the solution curves of u 1 (x) and u 2 (x) coincide each other. Fig. 13(b) shows that the ground state solution has 5 peaks. For comparison we also considered u(x) as a real function in (6.3). Fig. 13(c)-(d) shows the solution curve branching from the first bifurcation point of (6.3), and the contour of the ground state solution. We observe that the energy levels of the ground state solutions for the real and the complex cases locate at λ ≈ 2979.6274 and λ ≈ 2982.2149, respectively. Further, the function values for both cases are also different. See , respectively. The corresponding number of peaks for the ground state solutions is 9 and 36, respectively. Fig. 14 shows the contours of the wave functions |u| 2 at the target points of the first solution branches. Next, we consider the case µ = −8. Fig. 15 , respectively. By comparing Fig. 9(a) with Fig. 15(a) , we may see that similar contours for the ground state solution could be obtained regardless we treat u(x) as a real function or a complex function. However, they lie on the different energy levels. Here λ 1 was chosen as the continuation parameter, λ 2 = 9.7, V 1 (x) = V 2 (x) = 1 2
x 2 , and a 1 = a 2 = 5000. First we considered the case of positive scattering length with µ 1 = µ 2 = 8. Fig. 16(a) shows the first solution curves of u 1 and u 2 with d 1 = . The contour of the ground state solution of u 1 is shown in Fig. 16(b) . Fig. 16(c) . Fig. 16(d) shows that the number of peaks of the ground state solution is 10. Next, we chose . The solution curves of u 1 and u 2 and the contour of u 1 are shown in Fig. 17(a)-(b) . (2) 2D problem. The 2D results are similar to those of the 1D problem, and are not given here.
Conclusions
We have presented an adaptive multigrid-continuation scheme for tracing solution curves of parameter-dependent problems. The scheme is a generalization of the two-grid discretization scheme proposed by one of the authors. A variant of the scheme was exploited to compute energy levels and superfluid densities of 2D BEC in a periodic potential, which also can treat the 3D problem in a straightforward way. The algorithm can be applied to compute wave functions of BEC under various confinements, e.g., rotating BEC and BEC in a rotating optical lattice. Specifically, the continuation algorithms can compute all nondegenerate and degenerate energy levels and associated density functions as well as the dynamics of the discrete GPE. Based on the numerical results reported in Section 6, we will give some concluding remarks as follows.
(1) The chemical potential of the BEC in a periodic potential is proportional to the depth of the potential U 0 , or equivalently, the intensities of laser beams. For the BEC in a periodic potential with positive scattering length, if the domain is properly chosen, and the chemical potential is large enough, the number of peaks of the ground state solutions is (
2 , depending on the periodic potential is described by the sine or the cosine functions. In other words, if the distance between neighbor wells is small enough, and the intensities of laser beams are large enough, then the number of peaks of the ground state solutions of the BEC in a periodic potential with positive scattering length depends on the wave number of the sine (or cosine) functions. The numerical results are certainly consistent with those in Greiner et al. [36] . However, this rule does not hold in the case of negative scattering length.
(2) For the two-component BEC in a periodic potential, the numerical results show that the solution behavior of one component is similar to that of a single equation as shown in (1) . However, the other component does not even satisfy the normalization requirement.
(3) It is unnecessary to treat the wave function as a complex function if the differential operators in the stationary-state nonlinear eigenvalue problem does not contain the imaginary unit.
Finally, it would be interesting to study superfluidity of BEC in an optical lattice, which is represented by a Bloch wave [33] , a plane wave with periodic modulation of the amplitude. The details will be given in a forthcoming paper.
