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SUMMARY 
A low frequency approximation for the response of the surface 
of an elastic half-space, due to the vertical oscillation of a rigid 
"body with a flat circular base, is obtained by means of a variational 
principle which characterizes the displacement field at an arbitrary 
point on the free surface. A first variational approximation is 
obtained and checked for accuracy by means of a second variational 
approximation. This problem has many practical ramifications. 
CHAPTER I 
HWRODUCTION 
We consider a mixed boundary value problem in elastodynamics, 
which is of interest in connection with seismology and the effect of 
vibrating machine foundations. This problem can be described physically 
in terms of a body with a flat circular base oscillating normal to the 
surface of an elastic half-space. We are interested in the displace­
ment field on the surface of the half-space. Our model will consist 
of a rigid body with a flat frictionless base oscillating normal to 
the surface of a linear, homogeneous, isotropic half-space, which is 
otherwise free from tractions. The oscillations are assumed to have 
harmonic time dependence e ̂ a;^. 
Our procedure is to construct a pointwise variational principle 
for the above displacement field, that is, a variational principle 
which has as its stationary values the components of displacement on 
the free surface of the half-space. This variational principle, which 
is similar to that previously constructed in [1], is based on an 
integral equation formulation of our problem and is discussed in 
Chapter II. Our results are valid in the "low" range of a certain 
frequency parameter and for arbitrary points on the free surface of 
the half-space, except in the immediate vicinity of the edge of the 
vibrating body. 
The variational principle constructed in this thesis is only a 
2 
stationary principle, and it is not possible to obtain errbr estimates 
using currently available procedures. To motivate the reasons for this 
difficulty we will compare certain properties associated with Laplace's 
equation and the Helmholtz equation in a half-space. This will enable 
us to anticipate the analogous differences to be expected when problems 
in a half-space associated with the differential equations governing 
elastostatics and harmonic elastodynamics are considered. For physical 
problems leading to Laplace's equation one is concerned with real-valued 
solutions. However, the Helmholtz equation, which arises in connection 
with harmonic wave phenomena, requires complex-valued solutions in a 
half-space. This is because of the necessity of imposing the Sommerfeld 
radiation condition which corresponds physically to the exclusion of 
waves coming from infinity. Hence an error estimate would necessarily 
involve error estimates for both the real and imaginary parts of the 
solution. The standard variational principle for Laplace's equation 
is Dirichlet's principle. This principle is a minimum principle and 
is associated with a positive definite metric. Hence there is a 
corresponding Schwarz inequality which is the basic tool used in 
obtaining error bounds. The analogous variational principle generating 
the Helmholtz equation is associated with an indefinite metric, and 
the corresponding stationary point does not correspond to either a 
maximum or a minimum of the associated functional. Furthermore, 
there is no Schwarz inequality, and therefore no bounds are possible. 
These difficulties are discussed by Dolph [2], [ 3 ] , [ 4 ] , Bramble and 
Payne [ 5 ] , based on a knowledge of the smallest eigenvalue of an 
3 
operator associated with the governing differential equation, have, 
by means of a number of ingenious devices, developed a procedure for 
obtaining bounds in the Dirichlet problem for a class of elliptic 
second order partial differential equations with an associated metric 
of indefinite type. However, it should be pointed out that their method 
is not applicable to exterior problems, for example, half-space problems.. 
A method for obtaining pointwise bounds on the value of the unknown 
solution of a boundary value problem, or on the derivatives of such a 
solution, governed by a linear elliptic equation with an associated 
quadratic form of positive definite type is presented in the work of 
Synge [ 6 ] , The method is motivated by geometry and employs generalized 
notions of circle, angle and vector projection. As Synge indicates in 
Part III of [ 6 ] , for problems associated with an indefinite metric the 
concepts of generalized angle and .vector projection are lost, and the 
notion of a circle is replaced by that of a hyperbola. Consequently, 
SyngeTs technique fails for problems associated with an indefinite 
metric. 
We circumvented the corresponding difficulties in our elasto­
dynamics problem by using two variational approximations. In the first 
such approximation the trial functions used were exact in the limit of 
zero frequency. To obtain our second variational approximation we took 
a set of trial functions containing parameters such that the resulting 
expression reduced to the first variational approximation when these 
parameters were set equal to zero. The results obtained from the second 
variational approximation were found to agree extremely well with the 
first for "low" frequencies, thereby providing a check on the first 
variational approximation. In addition the second variational 
approximation should lead to results valid over a much wider range of 
frequencies than the first. 
The only work located that is related to our problem is contained 
in articles [7 ] and [ 8 ] , In [7] the authors obtain numerical results 
for the response of the free surface of an elastic half-space due to 
the oscillation of a rigid body of the type considered in this thesis, 
but in various modes of excitation. However, their results are based 
on a rather restrictive assumption, namely, that the distribution of 
stress under the oscillating body is the same as that in the correspond­
ing static problem. Our procedure, while bearing some similarity to 
the method discussed in [ 7 ] , is a basically different and more accurate 
approach to the problem under consideration. The authors of [8] also 
discuss the same problems as those discussed in [ 7 ] , Their procedure 
is based on integral equation formulations of the corresponding boundary 
value problem. However, only the far-field displacements are obtained. 
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CHAPTER II 
CONSTRUCTION OF A POINTWISE VARIATIONAL PRINCIPLE 
We shall construct a pointwise variational principle for the 
following problem, in elastodynamics. Determine the displacement field 
within a half-space D, with boundary By due to a rigid body with a flat 
base of arbitrary shape oscillating harmonically normal to its surface 
with zero shear stresses in the area B^ beneath the body and all stresses 
zero in B^ = B - Bu» 
Let the half-space D = {x^x^x^): x^ > 0 } 1 and take n = (0,0,-1) 
as the unit normal vector to B. Let the components of displacement and 
stress at the point P e D+ B be given by u.(P) and T. . (P), respectively. 
I 1 J 
Let the time dependent displacement of the body in the x^-direction be 
u (Q) = de i a j t, Q e B Let \ and p, be the Lame* constants [9], Then 
the physical problem described in the preceding paragraph corresponds to 
the boundary value problem 
|iu. (P) + (\ + n)u (P) + pc/u (P) = 0 , P e D , (la) 
u~(Q) = d , Q e B u , (lb) 
^Throughout this chapter we employ rectangular- Cartesian 
coordinates. 
Unless otherwise indicated, here and in the sequel i, j and a 
each take on the values 1 , 2 and 3 » 
^The factor e will be omitted in subsequent expressions. 
6 
t13(Q) = t23(Q) = 0 , QsBu, (lc) 
t13(Q) =0 , Q e BT , (Id) 
together with an appropriate radiation condition to assure outgoing 
waves at infinity. Here repeated subscripts indicate summation over 
the range 1, 2, 3 and commas denote partial differentiation. 
We now proceed to construct a functional which has as its sta­
tionary values the three components, u (P), P e D + B m, of the 
Qi 1 
displacement field for the problem (la,b,c,d). The resulting variational 
principle is a modification of that derived in [1], 
In order to construct the required functional, we first develop 
three integral representations for u (P), P e D + B m. 
ot i 
To obtain our first integral representation, we let u1(P,Q) be 
& 
the components of displacement in the x -direction P Q D + B m due to a 
a 1 
unit oscillating force in the x^-direction at Q e with the boundary B 
otherwise free from tractions. In other words the associated traction 
^(PjQ) = 0, Q e B, P e D + B - {Q}. According to [1] we have the ot 
integral representation 
u (P) = - f u%,Q;W (Q)dA , P e D + B , (2) 
u 
where T ^ ( Q ) is the stress normal to B^ at Q. 
We now proceed with the construction of a second integral 
representation for u (P). Let u.a(Q,P), P e D + B , Q e B, with 
Qi 
associated tractions T^ (Q>P)> be the displacement in the x^-direction 
at Q due to a unit oscillating point force in the x -direction at P Qi 
7 
with the specifications 
u*a(Q,P) = 0, P e B T , Q e B u , (3) 
T*"(Q,P) = T**(Q,P) =0,PeD + B r p , Q e B u , , 
and 
T**(Q,P) = 0, P e D + B T , Q e ̂  - fQ] 
and an appropriate radiation condition at infinity. We note that the 
functions defined above are not the same as those defined in equation 
(82) of [1]. Proceeding "by analogy with the development in [1] 
ua(P) = / T^Qju* 1 (Q,P)dAQ + J T2(Q)u^(Q,P)dAQ (4) 
Bu Bu 
- J T^(Q,P)u3(Q)dAQ + | T.(Q)u^(Q,P)dAQ 
Bu 
= - J T^(Q,P)u3(Q)dAQ , P e D + B T , 
Bu 
since T . ( Q ) = T .(Q)n. = 0 for Q e by (id). Also, because 
T*"(Q,P) = T^(Q,P)n. = - T ^ ( Q , P ) , ve have 
V P ) = I T33(Q^P) u 3 ( Q ) d V P e D + ̂  . (5) B u 
For future reference we note that 
u^P.-Q) = J" T**(R,P)U3(R,Q)â , P e D + B T, Q e B u . (6) 
8 
The derivation of this result is analogous to that for (5). 
A third representation for the displacement field ^(P) c a n 
be obtained by combining the representations (2) and (6) obtaining 
ua(P) = - J* J T^[(Q,P)u^(Q,R)T33(R)dA^ dA Q, P e D + BT . (7) B B u u 
The integral representations (2), (5) and (7) motivate the construction 
of the stationary functional 
J ^ ( P , Q ) ? 3 3 ( Q ) d A Q • JB ?J(Q,P)u3(Q)dAQ 
f u a ( P ) } = — --~ , P e D + 1^ , . (8) 
/ ; ? 3 3 * ( Q , P ) ^ ( Q , R ) ? 3 3 ( H ) dAj, dA Q 
B u B u 
which gives the exact displacement field u ( P ) , when the admissible 
(trial) functions ? 3 3 ( Q ) and T 3 3 ( P , Q) are replaced by the exact dynamic 
stress distributions T-^Q) and T 3 3 ( P > Q ) J respectively. The notation 
fu ( P ) } in (8) is used to indicate that the stationary value of the 
a 
functional is u ( P ) . We note that the functional (8) is homogeneous ot 
with respect to the admissible functions so that multiplicative con­
stants are unessential. 
We now proceed to show that the functional (8) is stationary 
with respect to variations in the vicinity of the exact dynamic stress 
distributions, T 3 3 ( P > Q ) and T 3 3 ( P > Q ) J and that this stationary value 
is u ( P ) . For this purpose we will consider the functional 
9 
f u ( p ) } = - f u3(P,Q)?„(Q)dA + / \*«(Q,P)u ('Q)aA (9) 
a Jo Q J B o o 0 Q 
u u 
"̂ U ^U 
and observe that (8) is merely the homogeneous form of (9) and has the same stationary value. Let 
t3(Q) " t3(Q) =0(e) (10) 
and 
a*ot * t33(Q,P) - t̂(Q,P) = 0(e) . (11) 
We therefore require to show that [u (P)} - u (P) = 0(e2), PeD+B, . (12) Ot ot 1 
We have 
futf(P)J - Utf(P) 
u u 
(13) 
+ J J (̂Q^u^R^R)^ dAQ] 
"̂ U "̂u 
10 
- ["J" ^ ( P ' Q H 3 3 ( Q ) % + I T*^(Q,P)u3(Q) dA Q B B u u 
+ J * B J ; T > , P ) ^ ( Q , E ) T 3 3 ( R ) d A ^ ] 
u u 
I ^ ( P ^ ; r T 3 3 ( Q ) - T 3 3 W ] d A Q 
B u 
B u 
B B u u 
+ ; ,f T * | (Q,P ) U 3 (Q,R ) [ T 3 3(H ) - T 3 3 ( R ) ] DAJJ 3 A Q 
B B u u 
+ J J1 [ T 3 3 ( Q , P ) - T*<*(Q,P)] U^(Q,R)[T 3 3(R) - T 3 3(R)] clAjj dA Q 
B B u u 
Using (6) we have 
,*3 J ^ ( P , Q ) [ ? 3 3 ( Q ) - T 3 3 (Q)] aA Q • (14) 
B 
u 
= L L T 5 ( R , P ^ ( B , Q ) [ ? 3 3 ( Q ) - T 3 3 ( Q ) ] % 
JJ JJ 
u u 
and ( 2 ) implies that 
.a-% 
J CT^(Q,P) - T 3 ^ ( Q ,P ) > 3 ( Q) dA Q (15) 
B u 
= " I I C?5(̂ p) - T 3^(Q,P)]U3(Q,R)T 3 3(R) d ^ dA Q 
B B u u 
1 1 
COMBINING EQUATIONS (L3)> (1*0 AND (15) W E HAVE 
F U A ( P ) ] - U A ( P ) (16) 
B B U U 
= L L - T ^ ( Q , P ) ] u 3 ( Q,R)[? 3 3(R) - T 3 3 ( R ) ] dAR dAQ 
= 0 ( e 2 ) 
AS W A S REQUIRED. 
W E REMARK THAT THE FUNCTIONAL ( 8 ) HAS A SADDLE POINT W H E N 
T 3 3 ^ = T 3 3 ^ ^ T33^'^ ~ T 3 3 ^ ^ ^ ^ RATHER THAN A MA X I M U M OR 
MINIMUM, SO THAT I T I S N O T POSSIBLE T O OBTAIN BOUNDS ON APPROXIMATIONS 
OBTAINED B Y VARYING THE TRIAL FUNCTIONS ABOUT THEIR STATIONARY VALUES. 
FOR AXISYMMETRIC PROBLEMS I T I S CONVENIENT T O M O D I F Y THE FUNDA­
MENTAL SINGULARITIES. FOR A DISCUSSION O F T H I S AND AN EXPLANATION O F 
THE NOTATION, SEE A P P E N D I X A„ W I T H THE RESULTING MODIFICATIONS, W E 
OBTAIN THE HOMOGENEOUS FUNCTIONALS 
A Z ^ A A,^R 
/ U R ( B , P ) R Z Z ( P ) P D P • J R Z Z ( P , B ) U Z ( P ) P D P 
KM} = -jrr— 2 
I 1 0 P ' B ) ^ Z ( P ^ P , ) ^ Z Z ( P , ) P P , D P D P O O 
AND 
f ^ ( * - , P ) ? Z Z ( P ) P D P . f ? Z Z ( P , B ) U Z ( P ) P D P 
A A A * 
I I T Z Z ( P , B ) U Z ( P , P ' ) T Z Z ( P ) P P ' D P D P ' 
O O 
1 2 
which are analogous to ( 8 ) . Here the superscript a indicates an 
admissible (trial) function. The homogeneous functionals (17) and (18) 
will be used to obtain an approximate solution of the boundary value 
problem (la,b,c,d) at points P(b,0,0) in the special case where is 
the circular region 0 ^ p ̂  a, z = 0. To this end we will choose the 
a , a*z, x a*r. x trial functions T \p), T (p>b) and T \P>b) so that they have certain 
Z Z Z Z Z Z 




CONSTRUCTION OF TRIAL FUNCTIONS 
AND VARIATIONAL APPROXIMATIONS 
For future reference we introduce the quantities h, k and y 
according to 
and Y = k < 1 J ( 1 9 ) 
c^ and c^ "being, respectively, the velocity of dilatation and equivo-
luminal waves and cu the circular frequency of oscillations, so that 
k = 0 yields the corresponding static problem. 
For our first variational approximations we use as our admissible 
functions the exact static stress distributions corresponding to 
T ( p ) > T Z (p>b) and T r ( p j h ) , which will subsequently be labeled z z z z z z T ( p )> T Z ( p j b ) and T^Cpjb)* respectively. These stress distributions z z z z z z 
have singularities of the correct type at the edge of the disc', 
see Appendix C. 
The trial function T ( p ) is given in [ 1 0 ] as 
1 i i 0 £ p < a ( 2 0 ) 
T̂The sign is 
of the half-space D. 
opposite to that given in [ 1 0 ] due to the choice 
l^Z / \ 1"^T / \ 
The trial functions T Z Z ( P > b ) and T z z(p>b) can be obtained by 
solving a pair of Fredholm integral equations. These integral equa­
tions are obtained from the integral representations 
a 
tfz(l5'p,)lk=0 =J ^(PipOl^o pdp,D > a , p' < a , (21) o 
and 
Si ^b'P')lk=0 = / T^(p,t») ̂ ( p ^ ' ) ! ^ paP,h >a,p- < a , (22) 
o 
which are adapted from Appendix A, equations (lk6) and (ihj), 
respectively. 
From [9] the z-component of the displacement on B, at distance 
r from the origin, due to a force of unit strength in the z-direction 
at the origin is 
X + 2u 1 Hence the z-component of the displacement on B at distance b from the origin due to a ring of unit point forces, acting in the z-direction 
at distance p? from the origin, is 
2tt 
UZ(b,p')| = t } + 2 K f ^ (23) Vb * (p1) - 2bp'cos(e - cp) 
(See Figure l). Our integral equation for t ^ C P j ! 3 ) * obtained from (21) zz and (23)> can now be written 
15 
I 
0 -/b2 + p' 2 - 2BP'cos(e - q,) 
= ^ ] T^(p,b)pdp, 1, > a, ( 2 U ) 
° ° V p 2 + (p') 2 " 2PP'oos(e - cp) < a > 
This integral equation for T Z(p>b) can be solved by a method due to 
z z 
Copson [11]. Using a result in [11], we can write 
/ [ f = ] £<P,l>),*P ( 2 5 ) 
° ° Vp + p* - 2PP'cos(e - tp) 
a min(p,p') 
= * / ' / - (P,b)pdpdt 
after a change of the order of integration. The integral equation 
(24) can now be written 
i f n 
0 Vh2 + (p') 2 " 2BP'cos(e - cp) 
P' i r ® % z(p,b) pdp 
= f 1 f 1 dt, b > a , (26) 0 V(P.)2 - t2 * VP2 - t2 
which is equivalent to the system of integral equations 
s(*) = r p T*;(p,b)pdP 
and 
1 j2TT dcp = jp1 S(t) at 
0 V*2 + (p')2 - 2-bp'cos(e - cp) ° VCP')2 - t2 
We first solve equation (28) forS(t). We can then substitute the 
result into equation (27) and solve for T*Z(p>b). Equation (28) is 
2 Z 
solved using [11] obtaining « , • > - * £ ; ; • - p A = 5 f t ; * — * _ > . V(p') - t 0 Vb2 + t2 - 2btcos(9 - cp) 
This can be evaluated in closed form. From [12] we have 
2tt 2t? J"0 ^ = =J f Jo(r/2+t2-2btcos(e-cp)) Vb + t - 2btc s(6 - cp) °° dTdcp . Using, an addition formula for Bessel functions [12] we have 2tt 
dcp 
0 Vb2+ t2 - 2btcos(e - cp) 2tt oo » 
= S 1 Z. Jn(1:)T)Jn(tT)C0S n(© " cp)didcp o o n=-« 00 = 2tt f J (bT)J (tr)dT «JO O O 
IT 
after term "by term integration. Hence 
b(pO = h ( ==f= [f /g ,gdCP > (32) 
V(p') - t Vb + td - 2btcos(e - <p) 
&f j" ==|== J0(tT> Jo^dTdt 0 °V(P-)2-t2 
oo p» t J (t-r)dt 0 ° 0 v̂ FT7 
» J ("bT)sin(pfT)dT oo 
-J — = J JQ(lDT)cos(pTT)dT 
_d 
dp . 
VD2 - ( P ' ) 2 
using results in [12] and [13]• We can now write (27) as 
a T*Z(p,h)pdp = = / • • (33) 
From [11] the solution of (33) is 
18 Hence 
T^Cpjb) = 1 , 0 £ p < a , b > a , (35) / • 2 2 , 2_ 
V 1 ( a ) C(a) " U) J 
except for a nonessential multiplicative constant. 
The analogous integral equation for T (p,b), p < a, b > a, 
zz 
is given in (22). To obtain ̂ (b,p 1) we use the expression [9] 
for the radial component of displacement on B, at a distance r from 
the origin, due to a force of unit strength in the z-direction at the 
origin. Referring to Figure 2, we see that CE = b - p'cos(0 - cp) and 
therefore cos = ̂  " P ° R S ^ ~ ̂  • Hence the radial component of 
displacement at C(b,0,0) due to a unit force in the z-direction at A(pScp,0) is 
1 b - p'cos(0 - cp) J37J 
W T U b 2 + (P!)2 _ 2 b p , c o s ( e . j 
Hence the radial component of the displacement on B at distance b from 
the origin due to a ring of unit forces in the z-direction on B acting 
at distance p 1 from the origin is 
rV W + v l J0 T2 +(PL)2 _ 2BP,COS(E . } * 
19 
0 , b < p' 
1 2(\+ ^)b > b > P ' 
Using the results (23) and (38) the integral equation (22) can be 
written 
n • PTT 
dxg 
1 = pa'f \ 2̂  r2TT 2(X+ |J,)B J L TWTJJX X +MT J 
° V P 2 + ( P ' ) 2 ~ 2P 'cos(E - cp) 
] (39) 
Since 
a _ 2TT 
I Cr 
0 0 
T (P,b)pdp, b > a . 
Z1Z1 
dcp 
VP2 + (p») 2 - 2pp'cos(E - cp) 
;] T * £ ( P , B ) P D P (*0) 
a min(p',p) dt 
0 0 
V ( P 2 - T 2 ) ( ( P - ) 2 - T 2 ) 
: ] R * ^ ( P , B ) P D P 
rp' ra P ' T ^ C P . W D P D T 
" 4 J ° • * ] ( P 2 - T 2 ) ( ( P - ) 2 - T 2 ) 
using [11] and changing the order of integration, the integral equation 
(39) is equivalent to 
_ TT q 1 P1 & P T ^ ( p ^ ) d P d t 2 X + 2 ^ = J , ° ; ^ ( P 2 - t 2 ) ( ( p . ) 2 - t 2 ) , b > a . (ia) 
20 
The integral equation (k-l) is equivalent to the system of integral 
equations 
a P T lC"b,p')dp 
S(t) = f z z , 0 t £ a , b > a, (k-2) 
and _ TT 1 Ii _ p P' S (t)dt 
- t 
° v(p.)2 -2 
Equation (v3) has the solution [11J 
s( 0i) = £ _d.p 1 [. Jjlji ~]d t__l — 
b^P ' TTdp'J i o — o . 2bX+2(Jca~ b x+ 2^ * ^ 
° V(p«)2 - t2 
Using the result (hh), equation (h2) becomes 
VP - t 
From [11] we have 
Kl^) = - | £ n% 7===^ , 0 < p < a, b > a . (46) 
Va - p 
2 2 
The trial functions for the second variational approximation 
were constructed so that they possessed the correct singularities at 
2 
the edge of the disc and in addition were functions of p ; see 
Appendix C. A set of functions with these properties is 
?ZZ(P) = TZZ(P)(L +E L P 2) ( 4 7 ) 
T* z(p) =T 2 Z(P ) (1 +0 2P 2) ( M ) 
T^(P,B) =^(P,B)(L+ CGP2) (h9) 
?*Z(P,B) =^(P,B)(L+ V 2 ) (50) 
where c^, c^, c^ and c^ are parameters which will eventually he chosen 
to he functions of the frequency parameter k; "j10 (P) and %z (P) are the 
ZZ ZZ 
trial functions corresponding to the admissible function j (P) in the 
Z Z 
second variational approximations for U (b) and U (b)} respectively, 2T Z 2*T/ X 2*Z/ X 
and TZZ(P,b; and r^KPt'b) are the trial functions corresponding to the 
functions ? R(P>h) and ? Z(P>*0> respectively. We note that the trial Z Z Z Z 
functions for the first variational approximation are special cases of 
those constructed above for the second variational approximation. 
We now proceed to determine the points (c^c^) and (c2>C2P which 
are stationary points for the functionals 
a 2r ^ 2"̂"r J" tf^P'B)TL(P)PDP ' S TZZ(P>b)UZ(P)PDP 
f u r ( b ) } = - 2 - ^ 2 : (51) 
/ J" ^(P^^P^POR'^POPP-DPTIP' 
22 
and 
s 2z ^ 2̂z f U*(p,b)Tz(p)pdp ' J Tẑ (p,*>)Uz(p)pdp 
P z 0 > ) } = - 2 _ 2 , ( 5 2 ) / ,f P • ) ? Z Z ( P • to'W 
o o which are obtained from (17) and (l8) respectively. Solving the system 
of algebraic equations 
•g- fUp(D)}(vop = 0 (53) 
f̂Ur(b)3(c?,c3C)=0 
^ 'p!z(T»)Ĵ ,e») =0 
^ {az(T»)}(c|,9») =0 
we obtain 
I I - I I 
S Vl3 ^ , ^ 
" I T T _ T T W ^ V 
C — 
I T T - T T 
x x±h 2 1 10 
I13I6 " I5Il0 






<=W^TT7 ( 5 7 ) 
4 1 1 5 J - 8 7 1 6 
a l*r I 1 = J VZ^'^VP^P ( 5 8 ) 
a l*r X2=S T Z Z ( P , l > ) P Z ( P V A P ( 5 9 ) 
a l*z 
^ = J T Z Z ( P , B ) U Z ( P ) P A P ( 6 O ) 
A 1 * 2 
\ = 1 T Z Z ( P , B ) U Z ( P ) P J D P ( 6 1 ) 
I 5 = J tf>,P)TZZ(P)PDP ( 6 2 ) 
O 
J 6 = , M > > P ) T Z Z ( P ) P 3 A P ( 6 3 ) 
^ - / • ^ P ^ T P J P A P ( ^ ) 
O 













I 9 = . F / O P S B ) " Z ( P , ^ ^ Z Z ( P ) P P , D P D P ' < 6 6 ) 
HO=S / T ^ ( P M . ) ^ ( P ' , P ) * ( P ) P 3 ( P : ) 3 D P D P ' ( 6 7 ) 
o o 
HL=I I T * , ( P , , b ) ^ ( P S P ) T 2 Z ( P ) P P ' D P D P ' ( 6 8 ) 
^ " J " / T ^ ( P , ^ ( P ' . P ) T 2 Z ( P ) P 3 P 1 D P D P ' ( 7 0 ) 
0 0 
^ - . R . R O P , ' T ^ P , ' P ^ Z Z ( P ) P ( P , ) 3 D P D P ' ( 7 I > 
J 1 5 = / / T ^ P ' , ^ ( P ' , P ) I B ( P ) P ( P ' ) V P ' ( 7 2 ) 
o o 
J 1 6 = 1 I T £ ( P S 1 > ) ^ ( P ' , P ) T B Z ( P ) P 3 ( P ' ) V P ' • ( T 3 ) 
The first variational approximations for U^(b) and U z(b) are 
I n I , 4(b) = 4^ (7h) 
9 
2 5 
A N D 
U » »--2-Z , (T5) 
1 / \ L ^ R / % L ^ Z / \ R E S P E C T I V E L Y , W H E N T H E T R I A L F U N C T I O N S T ( P ) , T ( P 1 , 1 3 ) A N D T ( P S 1 3 ) 
ZZ Z Z ZZ ! 
A R E S U B S T I T U T E D I N T O T H E H O M O G E N E O U S F U N C T I O N A L S ( I T ) A N D (L8). 
T H E S E C O N D V A R I A T I O N A L A P P R O X I M A T I O N S S I M P L I F Y C O N S I D E R A B L Y W H E N 
T H E E X P R E S S I O N S (5*0, (55) > (56), A N D (57) A R E S U B S T I T U T E D F O R C ^ , C ^ , 
S S 
C ^ A N D C ^ , R E S P E C T I V E L Y . T H E R E S U L T S A R E 
§ to = V i ^ - V A o ^ W i j - 1 ^ ( T 6 ) 
R 1L31L4 " 191io 
A N D 
g (B) = yfo - Wig - W S ( 7 7 ) 




We now describe various techniques which were used to reduce 
the integrals 1 ^ to to forms convenient for subsequent numerical 
evaluation. For purposes of checking, the nonessential multiplicative 
constants have been retained. 
Four of these integrals may be evaluated in closed form and 
therefore do not require the use of numerical quadrature. They are 
L2 3tTb ' K V} 
I. = — arc sin (|) , ( 8 0 ) 2 D '3 " TT 
and 
where y is defined in ( 1 9 ) . 
It is of interest to note that the above expression ( 7 8 ) for 1 ^ 
is exactly the radial displacement Ur(b) on the plane B at r = b for 
the problem referred to at the end of Chapter II in the static case. 
This is indeed to be expected if one compares the integral representation 
27 
(l43) with the definition of 1̂  as given by (58). By comparing (132) 
and (60) a similar statement can be made for given in (80). These 
observations provide a check on the trial functions j^ip*10) and 
T z z ( p j b ) which are given by (34) and (46) , respectively. 
We were not able to evaluate the integrals I to 1^ in closed 
form. Because the fundamental singularities t?z(b, p) and tfZ(b,p) as 
given by (160) and (165), respectively, are expressed in terms of 
integrals from zero to infinity and, since the integrands have a variety 
of singularities, special techniques have been employed to put the 
integrals in forms convenient for numerical computation. 
We let 
t = I > 1 , (82) 
and 
x = kax , (83) 
where k is defined in (19). We also let 
f.(s) = 2s(2s 2-l) - 2sVs2-l - -
Vs -Y V s -1 
where s > 1 is the location of a Rayleigh pole [l4], 
(84) 
2 fJx) = (x 2+ i) - X 2 / X 2 + Y 2 A/x 2+ 1 , (85) 
s a kas , (86) 
2 8 
and 
K(x) = { 
( / 2 2 
/ 2 1\ 2 2 / 1T~ 2 A 2 
F X - 2) X VY -X Vl-X 0 <. 7L <. Y 
(87) 
x ix - Y ,vi-x , Y < x * 1 , 
2 I V . 4, 2 2 W , 2. X - F ) + X L / - Y )(l-X ) 
with Y A S I N ( 1 9 ) . To avoid possible confusion we note thatKQ(z) is 
a modified Bessel function. Furthermore, we let 
q(x) = 
l + £ 2 + fi£ 3 + ±A£ + (£+ 2 I £ - l)e 
3 1 5 . 
7B 
X 
2 I X 
(88) 
Q(x) i fl-e' 
~ " 2 L A 
2 I X 







1 A / A\ 
- 2 xq(x) , (89) 
K(x) = 
X X 
( * 2 - L ) 
1\ , V 2 2w_ 2x + x (x -Y )(l-x ) 
Y ^ x £ 1 (90) 
A A . / A2 \ A 
T(A) = X C O S X +JX - 1 ) S 1 P X , (91) 
TL(x) = 1 - e 
2 I £ 
( 9 2 ) 
. A 
V(x,u) = 1TT[1 - e L XJ Q(ux)] ( 9 3 ) 
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«*> = ̂ 6 • h ̂  ft) > <*> 
IX X X 




T ( u j ) — - § - ^ + S(̂ )Jo(u5) . . (96) 
ix x ix 
We also note that \, jj, and v obey the identities [9] 
l ^ = i- y2 (97) 
and 
T t ^ = Y 2 . (98) 
The integrals 1^ to 1 ^ follow, grouped according to the method 
used to put them in forms suitable for subsequent numerical quadrature. 
An example of each method is provided in Appendix B. 
Method 1: 
I 5 (1 - Y2)[-iJ1 (̂x) Ĥ CtxJsin x dx (99) 
+ 
TTis(2s2 - 1 - 2j 2 - y 2 Js2 - l)H (̂tB)sln s 
] 
30 1 ̂ (x)4l)(t^)T(^)dx 
: a (i-Y2)[-I/ !_ 
irk Y 
X (100) - 1 -
2 IS2 - V 2 J^TL^ht^CS} 
Method 2: 
I = - - (1 
7 TT K 
- Y 
^/c2 + v 2 K^(tx)sinh x 
dx 
(101) 
1 K ( x ) H ( l ) ( t x ) s i n x TTI /s2 - v 2 H ( l ) ( t S ) s i n s\ 
- 1 / — ^ ta—^—#r } 
o -J-
X8 ~ TT Y 
: ) H / 





TTL./S - Y 2 H ( l )(ts)T(s), 
x 
Method 3i 
. ? „_ lK(x)Tn(x) nijs2 - Y 2 T n(s), 
31 
Method k : 
TT 
Y
2 ) r / « i d x 
t t / s 2 - Y Q(s) 
fx(s) (104) 
2rr _ J L 
15 1 - Y2*" 
Method 5 : 
^ 1 = TT O /-
U 
V'l - u 2 [t2 - u 2] 
fi f p 1 K(x)v(x,u) 
ITT U X 
dx - TT 
- Y V(s,u)_, 
E J i J _ 
TT 
(105) 
1 - Y 2J 
,1- du 
da , '2 
•12 TT V «J 
U 
o L 2 r , 2 2_ VI - u [t - u ] 
(106) 
(1 - Y 2)i g [" J Y K(x)T2(u,x)dx 
o 
/ 2 2 
1 . TTS/S - Y . «, i pv> 
/ K(x)T2(u,x)dx+ V ^ T 2 ( u , b ) J - ( l + f u J j . du 
32 2 2 
1 TTS Is - y 
- ; K(x)T2(u,x)dx + " jf^ T2(u,s)] - (l + \ u2^)jdu 
The remaining three integrals, 1^, I and 1^, can be expressed 
in terms of integrals which have previously been considered, as follows: 
\ h = l 1 3 (108) 
2. J i 5 = K I n + a ' b -r -a2^ (109) 2. 72 2 a b /b - a 




NUMERICAL INTEGRATION TECHNIQUES 
A number of special numerical quadrature techniques were used 
in approximating the integrals I to I..n. 
5 1 3 
In those integrals whose integrands involved K(x), the derivative 
of the integrand became unbounded in the vicinity of Y and 1. The 
trapezoid rule was discovered to be more satisfactory computationally 
in the neighborhood of these points. Hence, the trapezoid rule was 
applied on the intervals [ y - .05, Y + - 0 5 ] and [ . 9 5 A ] . Simpson's 
Rule was used elsewhere. 
The integrals 1 ^ and Ig were reduced to sums of integrals^in each 
case including an infinite integral with an exponentially decaying 
integrand. For example, the integral I involved the infinite integral 
P o v 
J / 2 ^ 1\2 2 T 2 ~ 2,1/2, 2 , _vl/2 * o (x + g ) - x (x + Y ) (x + 1 ) / 0
If (ill) is approximated by 
3h 
the error is 
E 
akt 
KQ(tx)sinh x jx 2 + y2 
dx . (113) 
fx2 + ^ -x 2/c 2 + v2 /c2+ 1 
Since 
2 , 2 + Y 
,2 
x" + - + Y ^ +1 (1 - Y )x as x -» a (mo 
and (see [15]) 
2 H ; e as u -* » (115) 
KQ(tx)sinh x ̂ x 2 + y 2 
E 50 
akt x
2 + |) - x 2 ^ 2 + Y 2 ^ 2 dx (n6) + l 
50 
akt 
/Tj_>y2 -"bx feX - e"X] 2 W 6 1 2 J(l-v2): dx 
/ TT \l/2 1 00 1 
= Ukat/ ~ 2 ~ 2 
1 - Y _5°_ x 
akt 
e(i-t)£. e - ( ^ t ) ^ x 
te)Va 777 4 [e("t)5" e"(1+t)5> 
akt 
35 
if akt ^ 5 0 . The final expression in ( l l 6 ) is equal to 
'jjakV 
, 2 t ) 
1 
1 - Y 
^ {exp[-50(l-l/t)] - exp[-50(l+l/t]} ( U T ) 
which can clearly be neglected if t > 1 . 1 . If akt > 50,. the integral 
can be neglected by a similar argument. 
Although the integral (112) has a removable singularity at 0 , 
the logarithmic behavior of KQ(tx) as x -» 0 leads to computational 
difficulties due to roundoff error. We therefore use the following 
special numerical technique. If f(x) is continuous on [0 ,e] and c > g 
is constant, a form of the Mean Value Theorem for integrals yields 






is sufficiently accurate. Hence, if F(x) = f(x) log \—j , x > 0 
we use the approximation 
36 e 
J F(x)dxP^e Ffjj . (121) Similarly, computational*roundoff error leads to difficulties with such expressions as 
-i . 2 2. 3 _,_ 4 • 5 _,_ / 2 _,_ 0 . n v 2i'x 1 1 + x +. — i x--+ — i -xr (x + 2i x - l)e 
q(x) = ? ( 1 2 2 ) 
x 
as x -» 0 . The remedy for this is to approximate the function "by a 
Taylor polynomial when x is near 0, i.e. 
q(x) « .8888888 - .4571424 ix + .1777604 x 2+ .0564372 i x3.,(l23) 
The integrals 1 ,̂ I ^ and I are of the form 
f1 — ^ , t > 1 , (124) 
where f(u) is continuous and "bounded on (0,1]. The singularity at 1 
was eliminated "by making the transformation 
u = sin 0 o 
The resulting integral was approximated using Simpson's Rule. 
The above numerical techniques were used to construct the 
programs UR and UZ20 in Appendix D for the approximation of U r(b) 
and U z(b), respectively. 
•kuhis function occurs in the treatment of the integral Î Q" 
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APPENDIX A 
REDEFINITION OF THE FUNDAMENTAL SINGULARITIES 
FOR OUR AXISYMMETRIC PROBLEM 
If B is a disc of radius a > o centered at the origin in the u to 
plane B = {(x,y, z):z = 0], P = (r,0,O) and Q = (p,cp>0) in cylindrical 
polar coordinates, the representation (2) becomes 
2TT a 
u ( r , 0 , O ) = - J J u^(r,e,0;p,cp,0)Too(p,cp,0)pdpdcp . ' (l25) 
0 1 o o 
We note that Too(PjCp>°) i s independent of cp. For this reason 33 
we adopt the notation 
T Z Z ( P ) = T33(p,cp,0) (126) 
We shall now use (125) to reformulate definitions for the 
fundamental singularities. v ; 
It will be observed that the component of displacement in the 
azimuthal direction is zero because of the axisymmetry. 
We will now direct our,attention to the points P q = (b,0,0). 
In view of the axisymmetry u^(b,0,0) is independent of 9, and 
hence we may adopt the notation 
We let 
Uz(b) = u3(b,9,0) . (127) 
U(b,p)sf u^(b,0,O;p,cp,O)dcp (128) z U Q 5 
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W H I C H I S I N D E P E N D E N T O F 0 B E C A U S E U 3 ( B , 0 , 0 ; P,CP , 0 ) D E P E N D S O N 0 A N D CP 
O N L Y I N T H E C O M B I N A T I O N 0 - CP. T H E D E F I N I T I O N ( 1 2 8 ) C A N B E T A K E N A S 
A R E D E F I N I T I O N O F A F U N D A M E N T A L S I N G U L A R I T Y F O R O U R A X I S Y M M E T R I C 
P R O B L E M A N D C A N B E I N T E R P R E T E D A S T H E D I S P L A C E M E N T I N T H E Z - D I R E C T I O N 
O F A P O I N T O N T H E R I N G R = B , Z = 0 , D U E T O A R I N G O F U N I T P O I N T F O R C E S 
O S C I L L A T I N G I N T H E Z - D I R E C T I O N A R O U N D T H E C I R C L E R = P, Z = 0 . U S I N G 
( 1 2 6 ) , ( 1 2 7 ) A N D ( 1 2 8 ) , W E O B T A I N F R O M ( 1 2 5 ) 
U Z ( B ) = " I TFZ(B'P)TZZ(P)PDP ' ( 1 2 9 ) 
O 
T A K I N G a = 3 , P = P Q A N D Q = ( P , C P , 0 ) , E Q U A T I O N (k) C A N B E W R I T T E N 
2TT A X? 
U ( B , 0 , O ) = - J I T ( P , C P , 0 ; B , 0 , O ) U _ ( P , C P , O ) P D P D C P . ( 1 3 0 ) 
0 0 
W E D E F I N E T * Z ( P , B ) B Y z 
2TT 
T Z Z ( P , B ) S J T ^ ( P , C P , O ; B , 0 , O ) D C P , B > A , 0 <; P < A , ( 1 3 1 ) 
O 
U S I N G T H E O B S E R V A T I O N T H A T T ^ ( P , C P , 0 ; B , 0 , 0 ) D E P E N D S O N 0 A N D CP O N L Y I N 
T H E C O M B I N A T I O N 0 - CP. U S I N G D E F I N I T I O N S ( 1 2 7 ) A N D ( l 3 l ) > W E O B T A I N 
F R O M ( 1 3 0 ) 
U Z ( B ) = - f T Z Z ( P , B ) U Z ( P ) P , D P . ( 1 3 2 ) 
O 
E M P L O Y I N G A N A R G U M E N T A N A L O G O U S TO, T H E O N E G I V E N F O R ( 1 2 5 ) , W E 
H A V E 
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2 N * A3 
u (b,0,O) = - J J u^(;b,e,0;p,cp,0)To3(p.cp,0).pdpdcp , b > a (133) 
0 0 
where u r ( b , 0 , O ) i s t h e r a d i a l component o f d i s p l a c e m e n t a t (b,0 ,O) due 
t o t h e s t r e s s d i s t r i b u t i o n Too(p>cp>0) s T (p) and u^(b , 0 ,0;p ,cp,0) i s 
j j zz r 
t h e r a d i a l component o f d i s p l a c e m e n t a t ( b , 0 , 0 ) due t o a r i n g of u n i t 
p o i n t f o r c e s o s c i l l a t i n g i n t h e z - d i r e c t i o n around t h e c i r c l e r = p, 
z = 0 . The symmetry i m p l i e s t h a t u r ( b , 0 , O ) i s independent o f 0, and 
hence we adopt t h e n o t a t i o n 
U r ( b ) = u r ( b , 0 , O ) . (134) 
We d e f i n e t h e fundamental s i n g u l a r i t y U^(b,p) b y 
2TT 
lT(b,p)=r uji(b,0,O;p,cp,O)dcp (135) 
o 
w i t h an i n t e r p r e t a t i o n ana logous t o t h e one g i v e n f o r (128). Using (126), (134) and (136), (133) g i v e s 
U r ( b ) = - f tf*(b,p)Tzz(p)pdp . (136) 
o 
We now proceed t o c o n s t r u c t a n o t h e r i n t e g r a l r e p r e s e n t a t i o n f o r 
U r ( b ) . Let u ? r ( Q , P ) , P e B^, Q e B, w i t h a s s o c i a t e d t r a c t i o n s T * r ( Q , P ) , 
be t h e component o f d i s p l a c e m e n t i n t h e x ^ - d i r e c t i o n a t Q due t o a u n i t 
o s c i l l a t i n g p o i n t f o r c e i n t h e r a d i a l d i r e c t i o n a t P w i t h t h e s p e c i f i ­
c a t i o n s 
u * r ( Q , P ) = 0 , P e B T , Q e B u , ( 1 3 7 ) 
and 
4 O 
T*r(Q,P) = T*r(Q,P) = 0 , P e B T , Q e B y , ( 1 3 8 ) 
T*r(Q,P) = 0 , P e B T , Q e B T - fP] . ( 1 3 9 ) 
Then an argument analogous to that given for ( 4 ) leads to 
ur(P) = - J T3r(Q,P)u3(Q)dAQ . ( L 4 0 ) 
B u 
Taking P = (b,0,O), Q = (P,cp,0) and B^ the disc P :£ a, ( L 4 O ) "becomes 
2rr a ^ 
u (b,0,O) = - J J T R(P,cp,O;b,0,O)u (P,cp,0)pdpdcp . ( L 4 L ) 
0 0 
Since T^ (P,cp,0;b,0,0) depends on cp and 0 only in the combination 0 - cp, 
we can write 
« 2TT v 
T Z R ( P , b ) : = f T3R(P,cp,O;b,0,O)dcp . ( L 4 2 ) 
Using ( 1 2 7 ) , ( 1 3 4 ) and ( L 4 2 ) , ( L 4 L ) gives 
Ur(b) = - f T Z R ( P , b ) U Z ( P ) P D P , ( 1 4 3 ) 
o 
which is a representation analogous to ( 4 ) . 




and, in a similar manner, we obtain 
a a 
U r ( b ) = J J T* r(p,b)U^p,pOT z z(pOpP'dpclp' (1̂ 5) 
o o 
from (1̂ 3) and (129). 
We note that 
and 
T* Z(p,b) = - r* z Z(p,b) 
T* r (,p,b).'= % T**(p ,b) 
and, hence, that the representations (132), (l43), (l44) and (lV?) can 
be written 
and 
u z ( b ) = f T^(p ,b)U z (p)pd p , (146) 
O 
a ^ 
U r ( b ) T z z (p,b)U z (p)pdp , ( I k j ) 
o o 




We now proceed to obtain the resulting expressions for 
tfZ(*>>p) tfZ(b,p). From the classical result of Lamb [16], which is 
quoted in [17 ]> we have 
and 
- » xor(x)J (krx) 




orto = < 
3(x) = i -
/ 2 „2 
Vx - Y > x > Y . / 2 2 - IVY -x > -
[2 2 Vx - Y > 
Y ^ x ^ Y 
x < - Y , 
x > 1 
- 1 £ x £ 1 
x~ - 1 , x < - 1 
Vx2 - 1 , 




f(x) = (x 2 - |) - x 2 or(x)3(x) . (154) 
We note that n a ^ branch points at x = + y and x = + 1 and simple 
poles at x = + s, where s > 1 is the location of a Rayleigh pole [l4]. 
43 
In view of these singularities the integrals (150) and (151) require 
interpreting. This interpretation must "be in accordance with the 
radiation condition appropriate for an e ittirt time dependence. The 
contour of integration, in the complex z-plane, satisfying this 
requirement is shown in Figure 4, where we have taken the "branch cuts 
outward along the real axis to infinity from + y and + 1 for the 
functions cv(z) and 3(z), respectively. We note that the radiation 
contour has infinitesimal indentations "below the points y, 1 and s, 
respectively. For later reference we have also included in (152) and 
(153) the appropriate definitions of c*(x) and p(x) on the negative 
real axis "below the corresponding "branch cuts. 
We now use the expressions (150) and (151) to construct the 
fundamental singularities tfZ(b,p) and U^(b, p). 
z r 
Referring to Figure 3> we have 
2TT » xa(x)J (kxR) *>p> - - A / J* — — A X A C P (155) 
where 
R = * J b 2 + p2 - 2hpcos(e-cp) . (156) 
Using an addition formula for Bessel functions [12], we can write 
m=-oo 
kk 
Changing the order of integration and integrating with respect to cp, 
we have 
o 
With the adoption of the notations 
t = l (159a) 
and 
u = f (159b) 
equation (158) can be written 
where x i s given in (83) . 
To obtain the corresponding expression for ^ ( b ^ p ) , we again refer 
to Figure 3. Using the notation indicated in this figure and the result 
(151) the displacement in the radial direction at P due to a unit force 
oscillating in the z-direction at Q is 
^ _ j . " * W - l - ^ ( x ) P ( x ) l J i ( k x H ) d x . c o s t ( l 6 l ) 
where R is given in (156), Hence 
d > P > = ofe j f f x 2 [ 2 x 2 ' f (g ( X ) P ( X ) : 1 V 1 ^ 0 3 • ̂ V (162) 
Using an addition formula for Bessel functions we have 
tf>,p) = (163) 
m=-oo 
Reversing the order of integration and integrating with respect to cp, 
we obtain 
rfr(b' P> = i / " ' ^ j f f l ' W ' l J ^ ( i t e )J 0 (kpx) to . (164) 




METHODS OF ANALYSIS FOR INTEGRALS 
We give examples to illustrate the methods used to reduce the 
integrals of the five types given in Chapter IV to forms suitable for 
numerical approximation. 
As an example of Method I, we consider the integral 
l 5 = JAU>,P)TZ(P)PAP (166) 
4 A+JL. ,VWLR ,°°̂(̂2-I-M̂)E(̂))J1(TX)J0(UX)DX1 UDU 
" v (KA) J0 L i 0 F!3 . 
where T (p) and UZ(b,p) are as given in equations (20) and (165), 
respectively, and u = Using the identity [13] 
1 u (ux)du . A 
r ° Q^BJE , (L6T) 
and the relationship (97) , ( l66) leads to 
2 A A 
, 0 0 x(2x -l-2a(x)3(x))Jn(tx)sinx I5 = A ( 1-Y 2) J F̂E) 1 AX • <168> 
o Introducing the Hankel functions, we have 
hi 
(1), , „ - « x(2x - l - 2 c K x ) p ( x ) ) H ^ ( t x > i n x 
h = k ( 1"Y >[/ ter1 ax (l69) 
» x ( 2 x 2 - l - 2 a ( x ) 3 ( x ) ) H [ 2 ) ( t x ) s i n x 
/ fHEJ d x J -
+ J 
O 
The integrals in (169) are understood to be taken along the radiation 
contour described in Appendix A. 
To reduce (169) to a sum of finite integrals we consider the 
contour integral 
z[2z2-l-2or(z)3(z)]H(2)(tz)sin z ' 
J r f T i r * d Z ' ( 1 T 0 ) 
where z = kaz and r i s "the contour shown in Figure 5 . We note that 
cr(z) and J3(z) as defined in (152) and (153) have been extended 
analytically into the lower. half -plane with branch cuts outward along 
the real axis to » for + v and +1 for c*(z) and p(z), respectively. The 
contour r has semicircular indentations beneath the branch points and 
the simple poles +s. There is also a branch cut along the negative 
(2) A 
real axis for the function H£ (tz). 
By Cauchy's Theorem the integral (lTO) is zero. Also, since [15] 
z[2z2-l-2of(z)a(z)]H^2^(tz)sin z 
f ^ r 1 ( 1 T 1 ) 
^ . -±(t-i)S ±(t+i)L / \ n 
— 3 7 2 ^ E " E J ' Z ~* °°' IM(Z) < 0 > 
r 
48 
where i s a complex constant and because t > 1, Jordan's Lemma 
applies, and therefore 
z[2 z 2 - l -2cv(z)3(z) ]Hf } ( t z > i n z 
ELJr — - — W ) — 1 d z = 0 • { 1 1 2 ) 
Letting the radii , q, and $ y of the semicircular indentations 
tend to zero, we obtain 
1 -Y 0 
•f T2(x)dx + J 1 T2(x)dx + J T2(x)dx+R(-s) (173) 
-00 - 1 -Y 
Y 1 o 
+ J T 2(x)dx + J T 2(x)dx + £ T 2(x)dx + R(s) = 0 , 
o Y 1 where R(s) and R(-s) are the contributions: from the Rayleigh poles, s 
and - s , respectively, and 
x[2x 2-l-2cv(x)3(x)]H^ 2^(tx)sin x 
T 2 (x) = -pj 1 . (174) 
00 - 1 
Here and in subsequent expressions the notations § and £ denote the 
1 -00 
Cauchy principle value integrals with respect to the poles s and - s , 
respectively. Hence 
00 Y 1 
£ T 2(x)dx + J 1 T 2 (x)dx+ / T 2 ( x ) d x + R ( s ) (-175) 
1 o Y 
-1 -Y o 
= - £ T 2(x)dx - / T 2(x)dx - / T 2(x)dx - R(-s) 
-co -1 -Y 
1*9 
CO 1 \ Y 
= - £ T2(-x)dx - J T2(-x)dx - J T2(-x)dx R(s) , 
1 Y o 
where i t has been noted that , 
- s ^ s ^ l ^ C - s J p C - s J j H ^ ^ - t ^ s i n C - s ) 
R(-s) = TTi — f t(_ s) - - (176) 
s p s ^ l ^ C s J p C s J j H ^ ^ t s J s i n s 
= F , ( B ) : = " R ( s ) > 
since f'(-s) = f'(s) and H^(-ts) = H^( t s ) . Wow, since f'(s) is 
the same as f-^s) in (84) , combining the results (169), (174), (175) 
and (176) and using the notation in (90) , we obtain 
I_ = - (1-Y2){"i ^ K(x)H-(l)(tx)sin x dx (177) 
nl s [ 2 s 2 - l - 2 y S 2 - Y 2 Js2-13HP(ts)sin s 
+ tjs) ' 
which is identical to equation (99)• 
Method 2 is illustrated by the integral 
1 = / a ^ ( b , p ) ^ z ( p ) p d P (178) 
= " ^ - V 2 W J o ( t x ) J o ( u x ) dxdu 
50 
where equations (20) , (l6o) and (l59"b) have been used. Changing the 
order of integration and using (167), we have 
I 7 = - f ( l - Y 2 ) f f f f } J 0 ( tx ) sin x dx . (179) 
Introducing Hankel functions, we obtain 
I = - f- ( l - Y 2 ) [f 44 H ^ ( t l ) sin x dx (180) 
where the integrals are taken over the radiation contour as previously-
explained in Appendix A. In order to reduce (180) to a form more 
suitable for numerical analysis, we consider the contour integral 
/ f S H f ) ( t 2 ) s i 1 1 z * d z ( i 8 i ) 
where z = kaz and V i s the contour shown in Figure 5. Branch cuts for 
cv(z) and |3(z) are the same as those for the contour integral (170) with 
a branch cut taken along the negative real axis for the function 
(2) A 
Br ( t z ) ; ck'(z) and 0(z) have been extended analytically into the lower 
half-plane. 
By Cauchy's Theorem the integral ( l 8 l ) is zero. Furthermore, 
since [15] 
51 
a(z)Ĥ 2)(t2)sin z VL . / . n v A . / + J . , \ A 
° f ( z ) ~ ^ [ e - l ( t ' l ) z - e ^ ^ ] , (182) 
z -» » , Im(z)< 0 , t > 1 , 
where is a complex constant, Jordan's Lemma applies^and therefore 
£ ;„ —%r-—dz =0 (183) or(z)H ( 2 ) ( tz)s in z 
where i s shown in Figure 5. Hence, upon letting the radii , $, 
e 2 and e^, of the indentations tend to 0, 
-1 -v o 
/ T (x)dx + J1 T (x)dx + J T (x)dx + R-(-s) (l84) -co J -1 J -v •Y 
1 
Y 
y a. oo 
+ f T 0 (x )dx+ f T_(x)dx+ f T Q (x)dx+ R_(s) = 0 
J o 3 J Y 3 1 3 1 
where 
or(x)H ( 2 ) (tx)sin x 
T 3 W = ^ ' ( 1 8 5 ) 
and R ^ - s ) and R-^s) are the contributions from the Rayleigh poles,-s 
and s, respectively. Hence 
52 
f T_(x)dx+P T_(x)dx + f T_(x)dx + R_(s) o 3 v 1 3 1 
-1 -Y 0 = - f T (x)dx - P T (x)dx - J T (x)dx - R-(-s) 




where it has ben observed that 
= T3(-x)dx - J T3(-x)dx - J T3(-x)dx - R̂s) 
/*2 2 T T(2) / ^ A N . , A N -ss -Y IT y(-ts)sin(-s) V-s) = * p fo (i8T) 
2 2 TT(l)/̂Av . A 
3 -Y H y(ts)sin s 
= m-* ^ = Rl(s) , 
since f'(-s) = - f (s) and Ĥ2(-ts) = - Ĥ(ts). Combining the results (180) , (185) , (186) and (187) , we obtain
/ 2 1 \ 2 /FT I_ = - * (l-Y2)!/ ̂(txjsin x V "2' dx (188) 
7 " LJV ° (x2 - I)* +x\x2-v2)(l-x2) 
n r i > + f H(l)(tx)sin x 5^— dx] . / x 2 "I) 
The Cauchy principle value integral in (l8) is not in a form convenient for numerical aproximation. In order to obtain a more satisfactory expresion, we consider the contour integral 
53 
(• ^ l H ( 2 ) ( T J ) S I N 2dz 
J _ z O 
(189) 
W H E R E 
M( Z ) = ZQT0(z) (z
2 " i) . - z2Qr2(z)P2(z) (190) 
1^ I S THE CONTOUR SHOWN I N FIGURE 6 / ^(z) and P^(Z) ARE THE ANALYTIC 
CONTINUATIONS INTO THE UPPER RIGHT QUARTER P L A N E O F THE FUNCTIONS 
W H O S E VALUES ARE "\ . 
AND 
<*2 (x) = 
£ 2 2 
f -Y > 
0 ̂  x ̂  y x > Y (191) 'I / L - X 2 , 0 <; x <; 1 
3o(x) =< 
v/x - 1 , X > 
(192) 
ON T H E POSITIVE REAL LINE W I T H "BRANCH C U T S ON THE REAL LINE OUTWARD TO 
OO FROM Y A N D 1
 for ar2(z) 81(1 3g^ z ^ RESPECTIVELY. N A S SEMICIRCULAR 
INDENTATIONS ABOVE THE BRANCH P O I N T S Y AND 1 AND THE P O L E S, RESPECTIVELY. 
THE CONTOUR INTEGRAL (189) I S ZERO B Y CAUCHY'S THEOREM. A L S O , SINCE 
[15] 
54 
% I H^TSJSIB 5 CE I ( T' 1 ) Z " E ± ( T- L ) Z] , (193) 
Z 3/2 
Z -» co,T > 1, IM(Z)>0, 
WHERE IS A COMPLEX CONSTANT, JORDAN'S LEMMA APPLIES ON AS T « 
(SEE FIGURE 6 ) , AND THEREFORE 
LIM P M ( Z ) __(L)/. Ax . A 
T-HCO J "IT" HO ( T Z) S I N Z DZ = 0 . 
RIT 
THEREFORE, UPON LETTING T -» » AND EĴ  AND EG "TEND TO 0, WE OBTAIN 
/ Y H(L)(TX)SLN X DX + F1 H^TXJSIN X DX (194) 
O X O ' Y X ° 
+ F" & L H(L)(TX)SLN X DX + R,(S) + r H(L)(T2)SIN £ DZ JN X O V J 3 J_ 2 O loo A, 
1 ~ "O 
= 0 
ioo 
WHERE R~(S) IS THE CONTRIBUTION FROM THE RAYLEIGH POLE S AND F 
3 o 
INDICATES AN INTEGRAL ON THE IMAGINARY AXIS. SOLVING FOR THE CAUCHY 
PRINCIPLE VALUE INTEGRAL IN (19*0 AND USING THE IDENTITY [15] 
H ( l ) ( z e l T T / 2 } = | _ _ ^ < a r g z < ^ ^ ( 1 9 5 ) 
WE HAVE 
F"^-H ( L )(TX)SIN X DX ( 1 9 6 ) J- X O 
= - FY KSL H(L)(TX)STO 1 DX - F1 &IL ̂ ^(TXJSIN X DX J X O J . X O X / 
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A 2(s)H(L)(TS)SIN S 2 REA/A7K0(tx)Sinhxdx 
+ 7 , 1 " 12155 
where fg(x) i s given in (85) . Now, since f ' ( s ) i s the same as f-^s) 
in (84) , combining results (188) and (196) we have 
a i x 2 + y 2 K (tx)sinh x dx 
00 A7 O 
I ? . . S ^ R J . 1 ̂  _ ^ ( 1 9 7 ) 
- i / ^ ( t x j s i n x dx - i / ^ H ^ t x j s i n x dx 
/ s 2 - Y 2 H ^ t ^ s i n s 
+ i TT ] 
where K(x) i s given in (87) . We note that this agrees with (101) . 
As am illustration of Method 3 , we consider the integral 
X 9 = / / T£(D,P')^(PSP)*K(P)PP'W (198) 
O O 
= \ V 2D-Y 2) / / /" ^(^^(VDDXDUDV 
where we have used (20 ) , (46) and (160) and where u = & and v = 
a a 
1 
Again the infinite integral i s interpreted aŝ  in Appendix A. Reversing 
the order of integration we have 
56 
o o O J 2 . co / \ _ l u J (ux)du„ 2 
w o 1 ' o 
where the symmetry with respect to u and v has been employed. From 
the identity (167) i t follows that 
(200) 
where t = — • To reduce the final expression in (200) to a sum of f inite a 
integrals we consider the contour integral 
(201) 
where r i s the contour shown in Figure % and branch cuts are taken as 
in the treatment of the contour integral ( l?0) for the functions <y(z) 
and 3 ( z ) . Using a procedure similar to the one used for I q we obtain 
(202) 
57 
where we note that f^(s) = f ' ( s ) . Since 
T x (x) = 
- 2ix 1-e 
A 
X 
this agrees with (103) . 
We now consider the integral 
a a 
I10=/ / v(b,p')̂(p',p)T!!(p)pVVp' (203) o o 
= - Y ( l -Y ) - 5 - J J / - = — ~ F £ J dxdudv , 
where we have used (20 ) , (46) and (160) and where u = and v = 
a a 
to i l lustrate Method 4. Interchanging the order of integration and 
using the symmetry in u and v we have 
0 0 0 ^ 6 , 00 / x r l u 3 J (ux)du^ 
ho = % V 2 d - Y 2 ) ^ / » G [ / -7%̂ ] -x- , (204) 
n o w o ŷ 2 
Using the identity 
1 u 3 J (ux)du 1/2 J , (x) J / (x) 
-R0-r=£--® [ - S ^ - - - ^ - ] ' ( 2 0 5 ) 
Vl-u 
X ' X 
which can be derived by making the transformation u = sin t , referring 
to [18] and using the identity [15] 
J5/2 ̂  = z J3/2 (Z) _ "V2 (Z) ' 
58 
( 2 0 h ) becomes 
^ o 4 v W ) # [ f M ( x ) ^ 4 ^ dx ( 2 0 6 ) 
O X 
- 2 J " M(x) X ' Z J > l 2 dx + / M(x) - 2 Z I _ D X J 
o 
where 
M(x) = agj. . (20T) 




We observe that the integral (209) has already been considered in 
connection with I,-,. 
The integral 
59 
= £ M(x) (x)x ^ 2 sin x dx (211) 
was treated by f irs t using the integral representation [15] 
A3/2 1 q 
J , / p ( x ) = *• f ( l-v 2 )cos(vx)dv ( 2 1 2 ) 
obtaining 
/2tt o " 
A A 
sin x cos V X 
:A 
X 
dx] dv . (213) 
The integral 




= M J M ( X ) 
oo i ( l + v ) x , i ( l - v ) x 
4 re v ' + e v 7 
A 
dx 
- i ( l+v)x -i(2Hr)x 
- J M(x) -f-^- • — j l x j , v < 1 , 
can be reduced to a sum of f inite integrals by considering the contour 
integral 
r - i ( l+v)z - i ( l - v ) z _ 
; M( Z) [ S j±S •] dz (215) 
6o 
where r i s the contour in Figure 5. We refer to the explanation 
following the contour integral (170) for the necessary branch cuts 
for the functions a(z) and J3(z). The procedure i s similar to the 
one used for the integral I,-, and the result i s 
f*° ynf \ Sin X C O S V X _ 1 f ^ K(x) m / Ax / o i ^ N £ M(x) *x = 2E { I x Vv'x)dx , (2l6) 
where K(x) is given in (87) and 
m / Ax i ( l+v)x , i ( l - v ) x /onr,\ T^(v,x) = e v ' + e v 7 . (217) 
Using the result (213) , reversing the order of integration, and 
integrating from 0 to 1 with respect to v, we obtain 
Ho - - V!={ JL ¥ l̂ 1 - ̂ ] d x <2i8> 
/ 2 2 . A _ . A A_ „ 
Vs -y is f sm s cos s i *i 
-77 iFfUy e L A3 " A2 J J" 
The third integral in (206) is 
T 2 , Ax 
I£ = J M(x) dx (219) 
o x 
-/ [MW + R^]^73—DX-R^R^V-DX-
o l -Y x l -Y o x 
6 l 
From [12] we obtain 
2,A 
oo J-/p. (x) ? _ 
; ^ 7 3 — a x = i 5 ^ • ( 2 2 o ) 
o x 
Since by [15] 
_ /Ax j 2 px cos x - sin x*1 / o o n A 
J 3 / 2 ( x ) - V n L S 7 S J ' ( 2 2 1 ) 
we have 
2/A, 
/  oo 
= f [ M ( X ) + - i ^ ] J - ^ 2 3 dx (222) "'"IO 
A2 2 A « A . A A .2 A. = | / [M(x) + - S ^ ] [ x cos x - 2x J i n x cos x + sin x j flx _ 
The use of several trigonometric identities yields 
h 2 i n , 2.A3', 4 . A5 , 2ix/A2 . . a . , ^ n oo _x +1+—ix +r-ixx+e (x -2ix+l)-
^ H / [ " W + A r J F — i - J f i a | B J d x ( 2 2 3 ) 
O -J-- y -A. 
A2,_ 2. A3 4 .A5, -2iX/A2 N.A NN « r o -i r-x +l-rix^-—ix^+e (x -2ix-l) . 
+ j [M(x) + f j ] f * ^ ] d x } . 
o 1-Y x "* J 
The integral (222) was broken up in this manner in order to preserve 
convergence. To reduce (223) to a sum of finite integrals we consider 
the contour integral 
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. A2 2.A3 4 ^ 5 ^ -2iz/A2 _ . A _* .1 + z - —iz - -rriz + e (z - 2iz - 1) 
+7V) [ 2 i S 7 5 - > ^ 
where r i s the contour shown in Figure 5. For associated branch cuts . 
we refer to the explanation following the contour integral (lTO). Since 
2 \ 
M(z)+ £ , z - 00, Im(z) < 0 , (225) 
l -Y z 
where is a complex constant, 
_ , A2 2 .A 3 h . A5 . - 2 i Z / A2 0 . A _ N 
Q - r l t z - - i z i z y + e (z - 2 i z - l ) _ 
[ M ( z ) + [ 1 — 1 ^ ] d z ( 2 2 6 ) 
= 0 . 
By a procedure similar to the one used for the integral 1^, we obtain 
I * 0 = - f { / K(x)q(x)dx + / K(x)q(X)dx - " Sf^ q . ( S ) } (227) 
where K ( X ) and q(x) are given in equations (87) and (88) , respectively. 
Finally, combining results (206), (218) , (219), (220) and (227), 
we have (see equation (89)) 
ho TT O 1 V ' J 1-V J 
where i t has been noted that f-^s) = f ' ( s ) and t = b/a. This result 
agrees with (104). 
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The integral 1 ^ wi l l be used to i l lustrate Method 5. Upon 
using (20) , (35) and ( l6o ) , we have 
a a 
o o 
2dak /„ 2 1,2 « 1 ̂  u 
2 ( i - Y
2 / - i / j 
n 0 ° [ t 2 - u 2 ] 
[j* M(x)J o (ux)J o (vx)dx] 
vdudv 
where M(x) is given in (207). Changing the order of integration and 
using the identity (167) we have 
h l * - ^ ( k a ) f " (230) 
" 0 V l - u 2 [ t 2 - u 2 ] 
f f M(X)J ( u x ) d x l d u . 
L ' o 0 x 
We proceed to reduce 
= f M(x) J (ux) dx , 0 £ u £ 1 , (231) 
o X 
to a sum of f inite integrals. We f irs t note that 
l / 2 0 
hi = ( 2 ) / M(x)J0(™)Jl/z<.x)xl/Z to (232) 
64 
= ( f ) 1 / 2 { / " [ M ( X > J 0 ( « ) v ( 4 ) i ' V a d x 
• - ^ l / " J 0 ^ ) J l / 2 ( x ) x " l / 2 d x } • 1-Y o ' J 
From [12] we obtain 
J o(ux)J l / 2(x)x d x = ( 2 ; 3 
and 
(233) 
To treat the integral 
= [M(x) + J o(ux)J l / 2(x ) r l / 2 dx , (234) 
we use the integral representation [15] 
J (ux) r 1 c^(^)dTi ( 2 3 5 ) O T J / Q 
0 W 
J l / 2(x) = ( | p ) l / 2 J 1 CO8(IR£)* , (236) 
o 
to obtain, after changing the order of integration, 
3 / 2 l 1 . 
i £ = © ; ; ; 7 = [ M « + T 4 ] C O S ( 1^ ) • ( 2 3 T ) 




I.,, s= f M(x) + p- cos(uT)x) cos(wx)dx 
o L l-Y J 
(238) 
[M(x) + - ^ J [ e 1 ^ ^ + e i M - W l x ] dx 
+ J°°[M(X)+ - 2 ^ ] [ e - 1 ^ ) * + e ^ ' ^ l ^ d x } 
can be reduced to a sum of finite integrals by considering the contour 
integral 
A _ 
-wi z J [M(Z) + - 2 - g ] [ e " 1 ^ ^ 8 + e - 1 ! ^ ! dz , (239) 
UT] f w 
where branch cuts are taken as in the contour integral (170) for cv(z) 
and $(z) (see Figure 5 ) . The result is 
1 /~2 2 
t"x = - | ' [ J K(x)R<a,H,w,u)ta - tt Sjffi- R(S,Tfrv,u)] , (240) 
where 
_ / A „ \ i(uT]+w)x iluTl-wlx R(x,T)^w,u) = e x 1 ' + e 1 1 I (241) 
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We now note that 1 1 ~ , A 
1 1 i(u1]-»v)x 1 T]t i7)ux -iwx 
1 1 -iflux iwx + r r e dwdn 
0 « • A C T 
. A
IX X . A 
IX IX IX . A TT r 1X_ / A N _ = — [e J (ux) - 1 ] , ix ° where HQ(ux) is the Struve function with argument ux. [19] Combining (232), (233), (24l) and (242) , we have 
11 =. i rr1 K(x)V(x;u) _ nvgI7v-(^u)-i_^.^ ,k) 
T T L J 0 A a 1 7 f»(s) J 1 - v 2 ak 
where 








{ - $ [R. 
K(x)V(x,u)dx 
x - TT 
2 2 / A . 
S - Y V T S Y U ) 
l-Y ' 
The integrals i ^ , I and 1 ^ are related to the integrals 
I 9 > 1 1 1 ' a n d a s f o l l ' o w ' s « 
a a 
o o 
1 1 3 00 ' 
A f P F R M(x)j : (ux)J (vx)dx 1 — 1 — dudv 
1 1 _ co _ 3 
A R F — F F M(X)J (UX)J (VX)DXL DUDV 
= J S / T ^ ( p S b ) ^ ( p . , p ) ^ ( p ) p 3 p . d p d p . = i . 
0 0 J 
(Here A is a constant.) 
xi5 = / / T * Z ( P ^ B ) ^ ( P ^ P ) ^ Z ( P ) P ( P . ) 3 D P D P , & * ) 
o o 
68 
Va -p [b - p ' ] 
a a 
o o 
f f ^ ( p . , ^ ( p S p ) ^ ( p ) p p . d p d p -
Y o o 
2 - -h 2T + a bŷ T̂ a' 
~ D 1 1 1 2 1 Q > 
Y 




SOME PROPERTIES OF THE ADMISSIBLE FUNCTIONS 
T (p)> T*Z('P̂ "b) and f*r(pjh) 
ZZ ZZ ' ZZ 
a . x a* Z / a*r. x The admissible functions T Kp), T (p>"b) and T \ P ^ j were 
Z Z Z Z ZZ 
constructed so that they possessed certain properties of the corre­
sponding exact stress distributions. 
It is well known that the exact stress distributions T (p)> 
z z 
*T / \ *"Z / \ T l.p,bj and T (pjh), 0 ^ p < a,b > a, each have a singularity of 
ZZ z z 
the form "̂ at the edge of the disc. 
/"IT" 2 
V-a -, •P 
We also claim that the these exact stress distributions are 
even functions of p, and we will now verify this. 
In order to determine T (p), 0 = s p < a , we must solve the 
ZZ 
boundary value problem (la,b,c,d) modified for our axisymmetric problem. 
That is, we must consider the boundary conditions 
T rz ( p ) = 0 , p ;> 0 (247) 
u ( p ) = d , 0 <; p < a (248) 
Z 
and 
T z z ( p ) = 0 , p > a (249) 
on B = {(x,y,z):z = 0} where T (p) is the shear stress at (p,cp,0). 
From [20] these conditions are equivalent to 
TO 
- jik3 J [2A(kx)x2 + C(kx)(2x2 - l ) ] J (pkx)dx = 0 , p :> 0 , (250) 
k J x[A(kx) + C(kx)]J (pkx)dx = d, 0 <; p < a, (251) 
o 
and 
CO 2 - Vk3 J [A(kx)rX + 2P(x)C(kx)}r (pkx)dx = 0 , p > a , (252) o ot\ J J 
respectively, for the functions A(kx) and C(kx). Equation (250) implies 
that 
2A(kx)x2 + C(kx)(2x 2 - l) = 0 . (253) 
We obtain from equations (251), (252) and (253) the dual integral 
equations 
k f 2 X J (pkx)A(kx)dx = d, 0 <; p < a , (25*0 
o 2x - 1 0 
and 
2 2 -
- M^3 f x p3^)1 " | W j JQ(pkx)A(kx)dx = 0, p > a . (255) 
We extract T z z(p) [20] as 
T Z Z ( P ) = - ̂ 3 x p^r + r^S) J°(pkx) A(kx)ax • (256) 
Since J (y) is an even function of its argument y, T (p) is an even o z z 
function of p. 
71 
The function T (p>h; is obtained in a similar manner by first zz 
considering the boundary value problem (la,b,c,d) for axisymmetric 
problems with the associated axisymmetric boundary conditions 
T ^ ( p , b ) = 0 , p ;> 0 , (257) 
T**(p,b) = f ( p ) , p > a , (258) 
and 
u*Z(p,b) = 0 , 0 £ p < a , (259) 
where f(p) is a generalized function representing the stress distribu­
tion due to a ring of unit point forces applied at p = b in the direction. 
By an analysis similar to the one given for T (p) we obtain 
zz oo 2 2 
T!!(P,D) = -nk3 / x + J^LlMl A (kx)j (pkx)dx , (260) 
o L a K J 1 - 2x J zz 
where the function A^(kx) is determined by the boundary value problem. 
Hence again since J (y) is an even function of its argument y, x (p>*>) 
o z z 
is an even function of p. By a similar argument, we can also show that 
T (p>b) is an even function of p. z z 
APPENDIX D 
COMPUTER PROGRAMS USED TO COMPUTE THE 
VARIATIONAL APPROXIMATIONS 
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PROGRAM UZ20(INPUT* OUTPUT,TAPE5 = INPUT,T APE6=OUTPUT) 
COMPLEX R5 »R6,RG,RH,RRi,RR2*RI,RJ»ANUM1,ANUM2, OEN 
COMPLEX VAR1,VAR2 
C THIS FROGRAM COMPUTES THE FIRST AND SECOND VARIATIONAL 
C APPROXIMATIONS FOR UZ 
G=.57735 
S = i .Q8766387*f 
REAO *,N 
WRITE<6,87> 
87 FORMAT(*APPROXIhfATICN FOR UZ* ) 
OO 310 K = 1,N 
READ * , T , A K 
PI = 3. i<*15926536 
C COMPUTE THE INTEGRAL - 1 7 
CALL S 5 ( A K , T , G , S , R 5 ) 
C COMPUTE THE INTEGRAL - 1 1 1 
CALL S 6 ( A K , T , G , S , R 6 ) 
C COMPUTE THW INTEGRAL 13 
R7 = 2.*ASIN ( i . / T ) / P I 
C COMFUTE THE INTEGRAL Ik 
RF=<2. /PI )*<T*T*ASIN<1. /T>-SQRT<T*T-1 , ) ) 
C COMPUTE THE INTEGRAL - 1 8 
CALL SG(AK,T,G,S,RG) 
C COMFUTE THE UTEGRAL 112 
CALL SH(AK,T,G,S » RH) 
CALL SR1(AK,T,G,S,RR1) 
CALL SR2(AK,T,G,S,RR2> 
C COMPUTE THE INTEGRAL - 1 1 5 
RI=T*T*R6-2.*RR1*SQRT(T*T-1.>/PI 





C COMFUTE THE FIRST VARIATIONAL APPROXIMATION 
VAR1=R5*R7/R6 
C COMPUTE THE SECONO VARIATIONAL APPROXIMATION 
VAR2=(ANUfl+ANUM2)/OEN 
W R I T E ( 6 , i i ) A K , T , G 
11 FORMAT(IX,*AK=*,F 1 0 . 5 , * T = * , F l 0 . 5 t * G = * , F 1 0 • 5 ) 
WRITE(6,12)VAR1,VAR2 




l*t7 FORMAT ( 1 X , * A 1 = * , F 1 0 . 5 , * A 2 = * , F l 0 . 5 • / > 
310 CONTINUE 
END 
SUBROUTINE S5<AK,T ,G,S ,F ) 
COMPLEX A I , S l , S 2 , S 3 , S 8 , H O , R E S , F 
P I = 3 . 1 ^ 1 5 9 2 6 5 3 6 
AI=CMPLX(0 .0 ,1 .0 ) 
CALL S I 1 ( A K , T , G , S 1 ) 
CALL SI2<AK,T,G,S2) 
CALL S I 3 ( A K , T , G , S 3 ) 
X=AK*T*S 
X 1 = ( 1 . 0 , 0 . 0 ) * X 
CALL 8 E S S I ( 0 , X i , 2 , B J » e Y , H O , H 2 ) 
A=SQRT(S*S-G*G) 
9=SQRT(S*S-1. ) 
0EN = 2*S* < 2 * S * * 2 - i . ) - 2 * S » A » B - S * * 3 * A / 9 - S * * 3 * 8 / A 
RES=PI*AI*HO*SIN (AK*S)*A/DEN 
S8=-S1-AI*S3+RES-AI*S2 
F = ( i . - G * G ) * S 8 / P I 
RETURN 
END 
SUBROUTINE 3 1 1 ( A K , T , G , R ) 
REAL 1 1 1 , 1 1 2 
PI = 3. i<*15926536 
M=50 
MM=M-1 
1 1 1 = 0 . 0 
P = .02/EXP ( 1 . ) 
CALL HINT(AK»TtGfP f SI) 
R=.Q2*S1 
CALL H I N T ( A K , T , G , . 0 2 , S 1 ) 
OO 105 I=1,MM,2 
Y 2 = . Q 2 + . 9 8 * I / M 
Y3 = . 0 2 + . 9 8 * ( H - i ) / H 
CALL HINT(AK,T,G,Y2,S2) 
CALL HINT(AK,T,G,Y3,S3) 
I l l = IlH-(SH-<f*S2+S3) 
S1 = S3 
105 CONTINUE 
R=I11* .98 /<3*M)+R 
IF <(50 . -AK*T) . L T . 0 . 0 ) GO TO 123 
F=10 . / (AK*T) 
M=INT(F*10) 
MM=M-1 
H = ( F - 1 . ) / M 
DO 205 1=1,MM,2 
AM =M 
Y 2 = i . + I * H 
Y 3 = l . + ( I * i ) * H 
CALL H I N T ( A K , T , G » Y 2 , S 2 > 
CALL H I N T ( A K » T , G , Y 3 i > S 3 ) 
R=R+<Si+<.*S2 + S 3 ) * H / 3 
S i = S 3 
2 0 5 CONTINUE 
1 2 3 R = R / P I 
RETURN 
END 
SUBROUTINE H I N T ( A K , T , G , T A U , 8 1 NT) 
COMPLEX S 2 , 3 J , 8 Y , H l , H 2 f A I 
A I = C M P L X ( G . 0 t l , 0 ) 





A E X P = E X P ( V ) - E X P ( - V ) 
S 1 = V * T 
S 2 = A I * S 1 
CALL B E S S I ( 0 , S 2 , 2 * B J t B Y , H l , H 2 ) 
8 K - R E A L ( . 5 * P I * A I * H 1 ) 
ANUM=BK*AEXP*A 
BINT=ANUM/OEN 
9 6 0 RETURN 
END 
SUBROUTINE S 1 2 ( A K • T , G , S 2 ) 
COMPLEX S 2 , S 2 1 , S 2 2 t S 2 3 , H O 
COMPLEX X 1 , J 1 , Y , H 2 
M = 5 0 
MM=M-1 
S 2 = 0 . 0 
S 2 1 = 0 . 0 
0 0 8 0 J = 1 , M M , 2 
Y2 = G + . 0 5 + U 9 0 - G ) * J / M 
Y3 = G + . 0 5 M . 9 0 - G ) M J + 1>/M 
CALL C I N T ( A K , T , G , Y 2 , S 2 2 ) 
CALL C I N T ( A K , T , G , Y 3 , S 2 3 ) 
S 2 = S 2 * S 2 1 + < f * S 2 2 + S 2 3 
S 2 1 = S 2 3 
8 0 CONTINUE 
S 2 s S 2 * ( , 9 0 - G ) / ( 3 * N ) 
N-50 
CALL C I * T ( A K , T , G , G , S 2 1 > 
DO 1 8 0 J = 1 * N 
Y 2 = G + . 0 5 * J / N 
CALL C I N T ( A K , T , G » Y 2 , S 2 2 ) 
S 2 = S 2 + , 0 2 5 * ( S 2 1 + S 2 2 ) / N 




OO 195 J=1,N 
Y 2 = 1 . - . 0 5 * J / N 
CALL CINT(AK,T,G,Y2 ,S22) 







S 1 = A K * T * X * ( 1 . 0 , 0 . 0 ) 
CALL BESSI(0 ,S1 ,2 ,RJ ,RY,HC,H2) 
ANUM2=H0*SIN(AK*X)*X*X*SQRT(1.-X*X)*(X*X-G*G) 




SUBROUTINE 3 1 3 ( A K , T , G , S 3 ) 
COMPLEX S 3 1 , S 3 2 , S 3 3 , S 3 , R , S 1 
M = 50 
MM=M-1 
S=.02/EXP ( 1 . ) 
CALL DIM (AK,T,G, S,S1) 
R=.02*S1 
CALL O I N T ( A K , T , G , . 0 2 , S 3 1 ) 
DO 100 J=1,MM,2 
Y 2 = ( G - . 0 7 ) * J / M + « 0 2 
Y3=<G- .0 7 ) M J + 1 . ) / M + . Q 2 
CALL D I M (AK,T ,G, Y 3 , S 3 3 ) 




S3=R* ( G - . 0 7 ) / < 3 * M ) 
200 CONTINUE 
M=5 0 
X = G - . 0 5 
CALL D I M ( A K , T , G , X , S 3 1 ) 
OO 220 1 = 1,*f9 
Y 2 = G - . 0 5 + . 0 5 * l / M 
CALL OINT(AK,T,G,Y2 ,S32) 







SUBROUTINE 0 1 N T ( A K f T , G , X , S 3 ) 
COMPLEX H O , A N U M , S 3 , Y 1 , B J , B Y , H 2 
Y=AK*T*X 
Y 1 = ( 1 . 0 » Q . 0 ) * Y 
CALL B E S S I ( 0 , Y 1 , 2 , B J , B Y , H O , H 2 ) 
ANUM=HO*SIN(AK*X)*SQRT(G*G -X*X) 




SUBROUTINE S 6 ( A K , T , G , S » R ) 
COMPLEX R , Y l * Y 2 , Y 3 , Z l t Z 2 » Z 3 
PI = 3 . 1 < t l 5 9 2 € 5 3 6 
H = P I / 1 0 0 , 
R=0 • 0 
Xl=Q.O 
CALL F 5 ( A K , G , X 1 , S , Z 1 ) 
Y i - 0 . 0 
DO 5 0 1 = 1 , 5 0 , 2 
X 2 = S I N ( I * H ) 
X 3 = S I N ( ( I 4 1 ) * H ) 
CALL F 5 ( A K , G , X 2 , S , Z 2 ) 
CALL F 5 ( A K , G , X 3 , S , Z 3 ) 
Y 2 = Z 2 * X 2 / ( T * T - X 2 * X 2 > 
Y 3 = Z 3 * X 3 / ( T * T - X 3 * X 3 ) 
R=R*H*(Yl+<f*Y2+Y3 ) / 3 
Y 1 = Y 3 
5 0 CONTINUE 
R= ( 2 . / P I ) * S Q R T ( T * T - 1 , ) * R 
RETURN 
END 
SUBROUTINE F 5 ( A K , G , U * S , R ) 
COMPLEX A I , R , Y 2 3 , Y 3 3 , S E , A N U M , R E S , Y i , Y 2 , Y3 
P I = 3 , 1 < » 1 5 9 2 6 5 3 6 
H = « 0 0 1 
Y 1 = 0 , 0 
R = 0 . Q 
A I = C M P L X ( 0 . 0 » 1 . 0 > 
0 0 1 0 0 1 = 1 , 5 0 
X 2 = . 0 0 1 * 1 
CALL A X 5 ( G , X 2 * Y 2 2 ) 
CALL E S 5 ( A K f X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R=R+.5*H*(YH-Y2> 
Y1 = Y2 
1 0 0 CONTINUE 
H = ( G - . l ) / 5 0 
D O 2 0 0 J = 1 . 5 0 , 2 
X 2 = . Q 5 + J * H 
X 3 = . 0 5 + ( J U ) * H 
C A L L A X 5 ( G , X 2 , Y 2 2 ) 
C A L L E S 5 ( A K . X 2 . U » Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
C A L L A X 5 ( G , X 3 , Y 3 2 ) 
C A L L E S 5 ( A K . X 3 . L . Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R + ( H / 3 . )*( Y 1 + < « * Y 2 + Y 3 ) 
Y 1 = Y 3 
2T)0 C O N T I N U E 
H = . 0 0 I 
D O 3 0 0 1 = 1 . 1 0 0 
X 2 = G - . 0 5 + I * H 
C A L L A X 5 ( G . X 2 . Y 2 2 ) 
C A L L E S 5 ( A K . X 2 . U . Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 ) 
Y I = Y 2 
3 0 0 C O N T I N U E 
H = U 9 - G > / 5 0 
D O i * Q Q 1 = 1 . 5 0 . 2 
X 2 = G + . Q 5 + I * H 
X 3 = G + . 0 5 + ( I + I ) * H 
C A L L A X 5 ( G . X 2 . Y 2 2 ) 
C A L L E S 5 ( A K . X 2 . U . Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
C A L L A X 5 ( G . X 3 . Y 3 2 ) 
C A L L E S 5 ( A K . X 3 T L S Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R + ( H / 3 . ) * ( Y I + <**Y2 + Y 3 ) 
Y I = Y 3 
*»00 C O N T I N U E 
H = . 0 0 I 
O O 5 0 0 1 = 1 . 5 0 
X 2 = . 9 5 + I » H 
C A L L A X 5 ( G , X 2 . Y 2 2 ) 
C A L L E S 5 ( A K . X 2 . U . Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 ) 
Y I = Y 2 
5 0 0 C O N T I N U E 
C A L L E S 5 ( A K . 3 . U . S E ) 
A = S Q R T ( S * S - G * G ) 
B = S Q R T ( 3 * S - I . ) 
A N U M = P I * A + S E 
A C E N = 2 . * ( S * S - . 5 ) * 2 . * S - 2 * S * A * B - S * * 3 * A / 3 - S * * 3 * B / A 
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R E S S A N U K / A D E N 
R = ( I . - G * G ) * A I M R - R E S > / ( P I * P I > 
R = - R - L . 
R E T U R N 
E N O 
S U B R O U T I N E A X 5 ( G , X , Y > 
I F (X . G E . G ) GO TO 6 0 0 
A = S Q R T ( G * G - X * X > 
8 = S Q R T ( 1 . - X * X > 
A N U M = A 
A 0 E N = ( X * X - . 5 ) * * 2 + X * X * A * 8 
Y = A N U M / A D E N 
GO TO 7 0 0 
6 0 0 ANUM = X * * 2 * < X * X - G * G > * S O R T < 1 . - X * X > 
A D E N = ( X * X - . 5 ) * * ^ + X * * I * * ( X * X - G * G ) * ( L . - X * X ) 
Y = A N U M / A O E N 
7 0 0 C O N T I N U E 
R E T U R N 
E N D 
S U B R O U T I N E E S 5 ( A K , X , U , Y ) 
C O M P L E X U H 1 , J , 3 Y , H 1 , H 2 
C O M P L E X E , Y , A I 
P I = 3 . 1 < F L 5 9 2 6 5 3 6 
A I = C M P L X ( G , 0 , 1 , 0 ) 
X H = A K * X 
E = C E X P ( A I * X H ) 
U H = U * X H 
U H 1 = ( 1 . 0 , 0 . 0 ) * U H 
C A L L B E S S K 0 , U H I , I , J , B Y , H 1 , H 2 > 
8 J = R E A L ( J ) 
Y = A I * P I * ( 1 . - E * B J ) 
R E T U R N 
E N D 
S U B R O U T I N E S G < A K , T , G , S , F > 
C O M P L E X X 1 , B J , 8 Y , H 2 
C O M P L E X A I , S L , S 2 , S 3 , S 5 , H O , R E S , F 
P I = 3 . I * F I 5 9 2 6 5 3 6 
A I = C M P L X ( Q . 0 . 1 . 0 ) 
C A L L S I M A K , T , G , S 1 ) 
C A L L S I 5 ( A K » T , G , S 2 ) 
C A L L S I 6 ( A K , T , G , S 3 » 
X = A K * T * S 
X 1 = A I * X 
C A L L B E S S I ( 0 , X 1 , 2 , B J , B Y , H G , H 2 ) 
A = S Q R T ( S * S - G * G ) 
B = S Q R T ( S * S - 1 . ) 
0 E N = 2 * S * ( 2 * S * * 2 - 1 , » - 2 * S * A * 8 - S * * 3 * A / B - S * * 3 * B / A 







SUBROUTINE S I M AK ,T ,G ,R ) 
REAL 111,112 




S l = Q . O 
OO 105 1 = 1,MM,2 
Y2=1.0*I/M 
Y3= i.0* < I * l)/M 
CALL HINT1(AK ,T,G,Y2,S2) 
CALL HINT1(AK,T,G,Y3,S3) 
111 = 111+ ( SI 44*S2*-S3> 
S1 = S3 
105 CONTINUE 
R= I l l/(3+M) 











R=R«-(Sl-K**S2 + S3)*H/3 
















S2=AI * S 1 
CALL B E S S K O , S 2 • 2 • B J , B Y , H O , H 2 ) 
8 K = R E A L ( . 5 * P I » A I * H 0 ) 




SUBROUTINE S 1 5 ( A K , T , G , S 2 ) 





CALL CINTi(AK,TtG F X,S21> 
DO 80 J = l T M M , 2 
Y 2=G+.05+(.90-G)*J / M 
Y 3 = G + ( . 9 0 - G ) M J * l ) / M 
CALL C I K T 1 ( A K , T » G , Y 2 » S 2 2 ) 
CALL C I K T i ( A K , T , G , Y 3 „ S 2 3 ) 
S2 = S2 + S2H-***S22 + S23 
S21=S23 
80 CONTINUE 
S 2 = S 2 * ( . 9 0 - G ) / ( 3 * H » 
N = 50 
AI=CMPLX (0.0 tl.O ) 
CALL C I K T l ( 4 K , T , G F G , S 2 I > 
DO 180 J=1 , N 
Y 2=G+.05*J / N 
CALL CINT1(AK,T,G , Y 2,S22) 




DO 195 J = 1 , N 
Y 2=1.-.05*J / N 
CALL CINT1 ( A K.T» G,Y2»S22) 





SUBROUTINE C I N T 1 (A K , T , G ,X , S 2 ) 
COMPLEX ANUM2.S2,S3 , E J,eY,HO,H2 
Si=AK* T * X 
S3=(1.0,0.0 ) * S 1 
CALL BESSICQtS3f2,eJt8YfH O fH2) 
XH=AK*X 
8 2 
Q=XH*COS(XH)+(XH*XH- i . )*SIN (XH) 
ANUM2=H0*Q*X*X*SQRT < i . - X * X > * ( X * X - G * G > 




SUBROUTINE S I 6 < A K , T , G , S 3 ) 
COMPLEX S 3 1 , S 3 2 , S 3 3 , S 3 , R 
M=50 
MM=M-1 
R = 0 . 0 
S31=Q«Q 
DO 1 0 0 J = i , M M , 2 
Y 2 = ( G - . 0 5 ) * J / M 
Y 3 = < G - . Q 5 ) * < J + i . ) / M 
CALL D I N T 1 ( A K , T , G , Y 3 , S 3 3 ) 
CALL D I N T i ( A K , T , G , Y 2 , S 3 2 > 
R=R+<,*S324S33 + S 3 1 
S 3 i = S 3 3 
1 0 0 CONTINUE 
S 3 = R * ( G - . 0 7 ) / ( 3 * M ) 
2 0 0 CONTINUE 
M = 5 0 
X = G - . 0 5 
CALL D I N T i ( A K , T , G , X , S 3 i ) 
OO 2 2 0 1 = 1 , ^ 9 
Y 2 = G - . 0 5 + . 0 5 * I / M 
CALL 0 I N T i ( A K , T , G , Y 2 , S 3 2 ) 
S 3 = S 3 + . 0 2 5 * ( S 3 1 + S 3 2 ) / M 
S 3 1 = S 3 2 
2 2 0 CONTINUE 
3 0 0 CONTINUE 
RETURN 
END 
SUBROUTINE OIN T1 ( A K , T , G ,X » S 3 ) 
COMPLEX HO , A N U M , S 3 , Y i , B J , B Y , H 2 
Y=AK*T*X 
Y l = < 1 . 0 , 0 . 0 ) * Y 








SUBROUTINE S H ( A K , T , G , S , R ) 
COMPLEX R , Y 1 , Y 2 , Y 3 , Z i , Z 2 , Z 3 
8 3 
P I = 3 . 1 M 5 9 2 6 5 3 6 
H = P I / 1 0 Q . 
R = 0 . Q 
X 1 = 0 . 0 
C A L L F ( A K » G , X 1 , S , Z 1 ) 
Y 1 = 0 . 0 
0 0 5 0 1 = 1 , 5 0 , 2 
X 2 = S I N ( I * H ) 
X 3 = S I N < ( H 1 ) * H > 
C A L L F ( A K , G , X 2 , S , Z 2 ) 
C A L L F ( A K , G , X 3 , S , Z 3 ) 
Y 2 = Z 2 * X 2 / ( T * T - X 2 * X 2 ) 
Y 3 = Z 3 * X 3 / < T * T - X 3 * X 3 ) 
R = R + H * ( Y L * < * * Y 2 + Y 3 ) / 3 
Y 1 - Y 3 
5 0 C O N T I N U E 
R = 2 . * R * S Q R T ( T * T - 1 . ) / P I 
R E T U R N 
E N O 
S U B R O U T I N E F ( A K » G , U , S , R ) 
C O M P L E X A I , R , Y 2 3 , Y 3 3 . S E » A N U M , R E S » Y 1 , Y 2 * Y 3 
P I = 3 . 1 M 5 9 2 6 5 3 6 
H = . 0 0 1 
Y 1 = 0 . 0 
R = 0 . 0 
A I = C M P L X ( 0 . 0 , 1 . 0 ) 
0 0 1 0 0 1 = 1 , 5 0 
X 2 - . 0 0 1 * 1 
C A L L A X ( G , X 2 , Y 2 2 ) 
C A L L E S ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 ) 
Y1 = Y 2 
1 0 0 C O N T I N U E 
H = ( G - . L ) / 5 0 
0 0 2 0 0 J = L , 5 0 , 2 
X 2 = . 0 5 + J * H 
X 3 = . 0 5 + ( J + 1 . ) * H 
C A L L A X ( G , X 2 , Y 2 2 ) 
C A L L E S ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
C A L L A X ( G , X 3 , Y 3 2 ) 
C A L L E S ( A K , X 3 , U , Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R * ( H / 3 . ) * ( Y L + I » * Y 2 + Y 3 ) 
Y 1 = Y 3 
2 0 0 C O N T I N U E 
H = . 0 0 1 
DO 3 0 0 1 = 1 , 1 0 0 
X 2 = G - . 0 5 * I * H 
CALL A X ( G , X 2 , Y 2 2 > 
CALL E S ( A K , X 2 , U , Y 2 3 > 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 ) 
Y1 - Y 2 
3 0 0 CONTINUE 
H = ( . 9 - G ) / 5 0 
DO *»00 1 = 1 , 5 0 , 2 
X 2 = G + . 0 5 * I * H 
X 3 = G + . 0 5 + ( I 4 1 ) * H 
CALL A X ( G , X 2 , Y 2 2 > 
CALL E S ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
CALL A X ( G , X 3 , Y 3 2 ) 
CALL E S ( A K , X 3 , U , Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R=R + ( H / 3 . ) *( Y1 + *«*Y2+Y3> 
Y1 = Y3 
<f0Q CONTINUE 
H = . 0 0 1 
OO 5 0 0 1 = 1 , 5 0 
X 2 = . 9 5 + I * H 
CALL A X ( G , X 2 , Y 2 2 ) 
CALL E S ( A K , X 2 , U , Y 2 3 > 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 > 
Y 1 = Y 2 
5 0 0 CONTINUE 
CALL E S ( A K , S , U , S E ) 
A = S Q R T ( S * S - G * G ) 
B = S Q R T ( S * S - 1 . ) 
ANUM=PI*S*A*SE 
A D E N = 2 . * ( S * S - . 5 ) * 2 . * S - 2 * S * A * B - S * * 3 * A / 8 - S * * 3 * B / A 
RES=ANUM/AOEN 
R = ( 1 . - G * G ) * . 5 * A I * A K * ( R - R E S ) / P I 
R = ( - R-<i . * . 5 * U * U > ) / 2 « . 
RETURN 
END 
SUBROUTINE A X ( G , X , Y ) 
I F (X . G E . G)GO TO 6 0 0 
A=SQRT(G*G-X*X) 
8=SQRT(i . -X*X> 
ANUM=X*A 
A D E N - ( X * X - . 5 ) * * 2 + X * X * A * 8 
Y=ANUM/ADEN 
GO TO 7 0 0 
6 0 0 A N U M = X * * 3 * ( X * X - G * G ) * S Q R T < 1 . - X*X) 
ADEN= ( X * X - . 5 ) * * * . + X * * * . » ( X * X - G * G ) * ( l . - X * X ) 
Y=ANUM/ADEN 
7 0 0 CONTINUE 
RETURN 
END 
SUBROUTINE E S ( A K , X , U , Y ) 
COMPLEX U H 1 , J , B Y , H 1 , H 2 
COMPLEX A I , Y , A l , A 2 » A 3 , A U , Y I 
P I = 3 . 1 < * 1 5 9 2 6 5 3 6 
A I = C M P L X ( 0 . 0 , 1 . 0 ) 
XH=AK*X 
IF (XH . L E . . 0 0 0 * » ) GO TO 1 7 
A l = - 2 . / ( A l * X H ) - < * , * A I / < X H * » 3 ) - U * U / < A I * X H ) 
UH=XH*U 
U H 1 = C 1 . 0 , 0 . 0 ) * U H 
CALL B E S S I ( 0 , U H 1 , 1 , J , B Y , H 1 , H 2 ) 
9 J - R E A L ( J ) 
A 2 = C E X P <AI*XH> 
A 3 = 2 . / ( A I * X H ) +2i,/irXH*XH)+2.*Al/ (XH**3) 
A * * = 2 . * A 2 * A 3 « l B J 
Y = A1 + A*» 
GO TO 1 8 
1 7 CONTINUE 
C i = 8 . / 3 , 
C2 = - . 5 + U * U / 2 . + ( U * * * * ) / 1 6 . 
C 3 = - 8 . / 1 5 . - 2 * U * U / 3 . 
Y=Ci+AI*C2*XH+C3*XH**3 
1 8 CONTINUE 
RETURN 
END 
SUBROUTINE S R K A K , U , G , S , R ) 
COMPLEX A I , R , Y 2 3 , Y 3 3 , S E , A N U M , R E S , Y 1 , Y 2 , Y 3 
P I = 3 . H t l 5 9 2 6 5 3 6 
H = . 0 0 1 
Y 1 = 0 . Q 
R = 0 . 0 
AI = C M P L X ( 0 . 0 , 1 . 0 ) 
OO 1 0 0 1 = 1 , 5 0 
X 2 = . 0 0 1 * I 
CALL A X 2 ( G , X 2 , Y 2 2 ) 
CALL E S 2 ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R * . 5 * H * ( Y 1 + Y 2 ) 
Y1=Y2 
1 0 0 CONTINUE 
H = ( G - . l ) / 5 0 
DO 2 0 0 J = i , 5 0 , 2 
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X 2 = . Q 5 + J * H 
X 3 = . 0 5 + ( J 4 l . ) * H 
CALL A X 2 ( G , X 2 , Y 2 2 ) 
CALL E S 2 ( A K , X 2 , U , Y 2 3 > 
Y 2 = Y 2 2 * Y 2 3 
CALL A X 2 ( G , X 3 , Y 3 2 > 
CALL E S 2 ( A K , X 3 , U , Y 3 3 > 
Y 3 = Y 3 2 * Y 3 3 
R = R * ( H / 3 . > * ( Y H ^ * Y 2 + Y 3 > 
Y 1 = Y 3 
2 0 0 CONTINUE 
H=.0Q1 
0 0 3 0 0 1 = 1 , 1 0 0 
X 2 = G - . 0 5 + I * H 
CALL A X 2 ( G , X 2 , Y 2 2 ) 
CALL E S 2 ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R=R«-.5*H* ( Y 1 + Y 2 ) 
Y1 = Y2 
3 0 0 CONTINUE 
H = ( . 9 - G > / 5 0 
0 0 *»00 1 = 1 , 5 0 , 2 
X 2 = G + . 0 5 + I * H 
X 3 = G 4 . 0 5 + ( I * 1 ) * H 
CALL A X 2 ( G , X 2 , Y 2 2 ) 
CALL E S 2 ( A K , X 2 f U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
CALL A X 2 ( G , X 3 , Y 3 2 ) 
GALL E S 2 ( A K , X 3 , U , Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R + ( H / 3 , >*<Y1+<»*Y2 + Y3> 
Y 1 = Y 3 
ilOO CONTINUE 
H=.QQ1 
0 0 5 0 0 1 = 1 , 5 0 
X 2 = . 9 5 + I * H 
CALL A X 2 ( G , X 2 , Y 2 2 ) 
CALL E S 2 ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R * . 5 * H * ( Y 1 + Y 2 ) 
Y 1 = Y 2 
5 0 0 CONTINUE 
CALL E S 2 < A K , S , U , S E > 
A = S Q R T ( S * S - G * G ) 
B = S Q R T < S * S - 1 . ) 
ANUM=PI*A*SE 
A0EN=2 • * ( S * S - » 5 ) * 2 o * S - 2 * S * A * B - S * * 3 * A / 8 - S * * 3 * 8 / A 
RES=ANUK/ADEN 
R = - 1 . * ( 1 . - G * G ) » « > 5 « A I * < R - R E S ) / P I 
RETURN 
ENO 
SUBROUTINE A X 2 ( G , X , Y ) 
IF (X •GE• G) GO TO 6 0 0 
A=SQRT(G*G-X*X) 
B = S Q R T < 1 . - X * X ) 
ANUM=A 
A D E N = ( X * X - . 5 ) * * 2 + X * X * A * B 
Y=ANUM/ADEN 
GO TO 7 0 0 
6 0 0 A N U M = X * * 2 M X * X - G * G ) * S Q R T ( 1 . - X * X ) 
A D E N = ( X * X - . 5 ) ^ » ^ * X ^ < » ? ( X * X - G * G ) M l . - X ^ X ) 
Y=ANUM/ADEN 
7 0 0 CONTINUE 
RETURN 
ENO 
SUBROUTINE E S 2 ( A K , X»U,Y ) 
COMPLEX A I . E , Y 
A I = C M P L X < 0 . 0 , 1 . 0 ) 
XH=AK*X 
E = C E X P ( 2 . * A I » X H ) 
Y = ( 1 , - E ) / X H 
RETURN 
END 
SUBROUTINE S R 2 < A K , U » G , S , R ) 
COMPLEX R , Y 1 , Y 2 , Y 3 , Z 1 , Z 2 , Z 3 
P I = 3 . 1 « * 1 5 g 2 6 5 3 6 
H = P I / 1 0 0 . 
R = 0 . 0 
X 1 = 0 . 0 
CALL FtAK,G,X1,S,Z1) 
Y 1 = 0 . 0 
DO 5 2 1 = 1 , 5 0 , 2 
X 2 = S I N ( I * H ) 
X3=SIN< ( I U ) * H ) 
CALL F ( A K , G , X 2 , S , Z 2 ) 
CALL F ( A K , G , X 3 , S , Z 3 ) 
Y 2 = Z 2 * X 2 
Y 3 = Z 3 » X 3 
R=R4H * ( Y l + 4 * Y 2 + Y 3 ) / 3 « 
Y 1 = Y 3 
5 2 CONTINUE 
R = - 1 . * R 
RETURN 
END 
SUBROUTINE B E S S I ( O R D E R , Z , M , J , Y , H i , H 2 ) 
INTEGER OROER 
8 8 COMPLEX Hl,H2,J,P,Q,T,TO,Z,Zl,A,Y OIMENSION AJ(2,8),AP(2,6),AQ(2,6),AY(2,9) OAT A AJ/1.0,1.99 99999998,-3.9999998721,-3. 9999999710 , 13.99999730 21,2. €6666605**4.-1. 77 77560599 ,-. 8888339649, 2.4443584263, .1777582922, -.0709253492,-. 0 236616773, 3.0 0 767718 53, . 0022069155 ,-. 00050 14*15 ,-. 0 0012 89769/, 4AP/.3939422793,.3989422819,-.0017530620,.0029218256, 5.000173U30 0,-.0 002232030,-.000 048 7613,. 0 0 005 80 75 9, 6.0 00 0173565,-.0 00 0200 920,-. 00 0 00 370 43,. 0 00 00 42414/, 7AQ/-. 0124 669441,. 0 37*#00 8364,. 00 04564324,-.0006390400 , 8-.0000869791,•0 00106̂ 741,.0 000 342468,-.0 0003 9870 8, 9-.0 000200 920,.0 00016220 0,.0000 0 32 312,-.0 00 00 36594/ OATA AY/-.5772156649,1.00000000004,-1.6911374142, 1-.6177253972,3.691138879,-10.7645472724,-2.23311002234, 13.691138879,-10o7€45472724,-2,2331102234, 211.6207691416,.6694321484,-4.9105291148,-.1214187561, 3.66943214 84,-4.9105291148,-.1214167561, 31.14180 33012,.0148999 271,-16910 81720,-.0 01350 8487, 4.01̂ 8999271,-.16 910 81720,-.0013 50648 7,. 0169921876, 4 .0169921876,.0 000 891322,.0 010266 336 8/ PI=3.14159265359 T=Z/4 IF(CABS(T) •GT. 1.0) GO TO 130 J-(0.0,0.0) TO = (l.0,0.0) 00 100 1=1,8 J=J*AJ(ORDER+l,I)*TO 100 TO=TO*T*T IF(ORDER .EQ. 1) J=T*J GO TO (125,200,200) ,M 125 RETURN 130 T = l/T P=(0.0,0.0) Q=(0.0,0.0) TO=(1.0,0 .0) DO 140 1=1,6 P=P+AP(0RDER+1,I)»TO Q=Q+AQ(ORDER+1,I)*TO 140 TO=TO*T»T P=SQRT(2*PI)*P Q=Q*T*SQRT(2*PI) N=(REAL(Z)-PI/4-ORDER*PI/2)/(2*PI) A=CSQRT(2/(PI*ZH Zl-Z-PI/4-0R0ER*PI/2-2*PI*N J=A*<P*CC0S(Z1)-Q*CSIMZ1)) Y=A*(P*CSIN(Z1)4Q*CC0S(Z1)) H1=J4(0.0,1.0)*Y H2=J-(0.0,1.0)*Y 
RETURN 
2 0 0 Y = < 0 . 0 , 0 . 0 ) 
T O = ( i . 0 , 0 . 0 ) 
0 0 2 1 0 1 = 1 , 9 
Y = Y + A Y ( 0 R D E R + 1 , I ) * T 0 
2 1 0 TO=TO*T*T 
IF (ORDER . E Q . i ) Y=Y/Z 
Y = 2 / P I M J * C L 0 G ( T * 2 ) - Y ) 
H 1 = J + ( 0 . 0 , 1 . 0 ) * Y 
H 2 = J - ( 0 . 0 , 1 . Q ) * Y 
END 
90 
PROGRAM UR(INPUT,OUTPUT,TAPE5 = INPUT,TAPEF =OUTPUT) 
COMPLEX R 1 , R 2 , R B , R C , R E , A N U M i , A N U M 2 , A O E N 2 , U R 1 , U R 2 
C THIS PROGRAM COMPUTES THE FIRST AND SECONO VARIATIONAL 
C APPROXIMATIONS FOR UR 
RE AO * , N , A K 
G = . 5 7 7 3 5 
S = 1 . C 8 7 6 6 3 S 7 H 
W P I T E < 6 , 2 9 ) 
2 9 FORMAT( * APPROXIMATION FOR UR*) 
DO 6 9 K=i ,N 
RE AO * , T 
P I = 3. i « , 1 5 9 2 6 5 3 6 
C COMPUTE THE INTEGRAL 1 5 
CALL U 1 ( A K , T , G , S , R 1 ) 
C COMPUTE THE INTEGRAL 1 9 
CALL U 2 ( A K , T , G , S , P 2 ) 
C COMPUTE THE INTEGRAL I i 
R < + = - 2 . * G * G / ( P I » T ) 
C COMPUTE THE INTEGRAL 1 2 
R A = . * G * G / ( 3 . * P I * T ) 
C COMPUTE THE INTEGRAL 1 6 
CALL U 3 ( A K , T , G , S , R R ) 
C COMPUTE THE INTEGRAL I13=Il<t 
CALL U C ( A K , T , G , S , R C ) 
C COMPUTE THE INTEGFAL 1 1 0 
CALL U E ( A K , T , G , S , R E ) 
C COMPUTE THE SECOND VARIATIONAL APPROXIMATION 
A NUMi = Ri * RC* RA-Ri * R*t* RE 
AN/UM2 = R^*R*,*RC-R8*R2*RA" 
A DEN2=RC* PC-R2 *RE 
UR2= (4NUM1+ANUM2)/AOEN2 
C COMPUTE THE FIRST VARIATIONAL APPROXIMATION 
UR1 = R1 *R<*/R2 
W R I T E ( 6 , 1 0 0 ) A K , T , G 
1 1 0 F O R M A T ( 1 X , * A K = * , F 1 0 . 5 , * T = * , F 1 G . 5 , * G = * , F 1 C . 5 ) 
WRITE ( 6 , 2 0 0 ) UP.1,UR2 
20 0 F O R M A T ( I X , * 1 S T VAP APP = * , 2 F 1 9 . 5 , » 2 N D VAR APP = * , 2 F 1 0 . 5 ) 
A 1 = C A 3 S ( U R 1 ) 
A 2 = C A 8 S ( U R 2 ) 
W R I T E ( 6 , 2 J 5 ) A 1 , A 2 
20 5 F O R M A T ( I X , * A i = * , F l G . 5 , * A 2 = * , F 1 0 . 5 , / ) 
60 CONTINUE 
6 9 CONTINUE 
END 
SUBROUTINE U 1 ( A K , T , G , S , F ) 
COMPLEX A I , H S 1 , R E S , Yi , Y2 , Y 3 , A NUM, RES1 , F 
COMPLEX S 2 , J 1 , Y , H 2 
91 
AT-=CMPLX(fl.O,l.«l PI=3.1415926536 RES-0.0 Xi=G+.35*(1.-G)/5D CALL A IN1(AK»T,G,S,X1,Y1 ) DO 1C1 1=1,50 X2=G+(I)* .G5*( l.-G')/53 CALL AIN1<AK,T,G,S,X2,Y2> RCS=RES+ ( .5*.G5M i.-G)/50 > *(Y1 + Y2) Y1 = Y2 101 CONTINUE OO 10*4 J = i, lQt ,2 X 2 = G+.35* (1 . -G >«-J* (.95-G)/lGQ X3=G+.05*(1.-G)•(J+l)*(.95-G)/100 CALL AIN1(AK,T,G,S,X2,Y2) CALL AIN1 (AK,T,G,S,X-5,Y3) RES-RES*((.95-G)/100/3)*(Y1+4*Y2+Y3) 
y i=Y3 104 CONTINUE A = SORT(S*S-G*G) 8=SQRT<S*S-1> AEXP̂ SIN(AK*S) S1=AK*S*T S2=(1.0,0.0)*S1 CALL 3£SSI(1,S2,2,Ji,Y,HSi,H2) A NUM=(2*S*S-1-2*A* B)*HSi*AEXP*S AOEN=(2*(S*S-.5>*2*S-2*S*A**-S**3*A/B-S**3*B/A) RESi=ANUM/ADEN F = - RES+PI* PES1 F = F*(l.-G*G)*AI/(PI) RETURN ENO SUBROUTINE AINi(AK,T,G,S»X,Y) COMPLEX H,ANUM,Y,X2,Y1,J1,H2 AEXP=SIN(AK*X> X 1 = AK* T*X X2=(l. J, j.GI *X1 CALL BESSI(1,X2,2,Jl,Y1,H,H2> A=SQPT<X*X-G*G) 3 = SORT (1 . -X*X) A NUM= ( X'*X-.5 I * A*8*H*AEXP*X AOEN (̂ (X*X-.5) **4+X**4*(X*X-G*G>*(i.-X*X)) Y = ANUfi/ADEN RETURN 
END SUBROUTINE U2(AK,U,G,S,P) COMPLEX AI,R,Y23,Y33,SE»ANUM,RES, Y1,Y2,Y? 
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° I = 3 . 1*415926536 
H = . 3 C 1 
Y L - O . W 
P — 3 • C 
A I = C M P LX < 0 • 0 , 1 • 3) 
0 0 I C ' J 1 = 1.-5 0 
X 2 = . C - J 1 * I 
C A L L A X ( G , X 2 , Y 2 2 > 
C A L L E S ( A K . X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 > 
Y 1 = Y 2 
I O C C O N T I N U E 
H = (G - . L ) / I A C 
• 0 2 C J J = 1 , 1 C C , 2 
X 2 = . G 5 * J * H 
X 3 = . F C 5 * ( J T - I , ) * H 
CALL A X ( G , X 2 , Y 2 2 > 
C A L L E S ( A K , X 2 , U . Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
C A L L A X ( G , X 3 * Y 3 2 ) 
C A L L E S T A K , X 3 , U , Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R + < H / 3 . ) * < Y 1 + V » Y 2 + Y 3 ) 
Y I = Y 3 
200 C O N T I N U E 
H — • J U L 
00 30G 1 = 1 , I O C 
X 2 = G-. 0 5 * I » H 
C A L L A X ( G , X 2 , Y 2 2 ) 
C A L L E S ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R + , 5 * H * ( Y 1 + Y 2 ) 
Y 1 - Y 2 
3 C C C O N T I N U E 
H = ( , 9 - G ) / I O C 
00 <TL£ 1 = 1 , I C G , 2 
•X2 = G+. G 5 + I * H 
X 3 = G + . 3 5 + ( 1 + 1 ) * H 
C A L L A X ( G , X 2 , Y 2 2 ) 
C A L L E S ( A K , X 2 , U , Y ? 3 > 
Y 2 = Y 2 2 * Y 2 3 
C A L L A X ( G , X 3 , Y 3 2 ) 
C A L L E S ( A K , X 3 , U , Y 3 3 ) 
Y 3 = Y 3 2 * Y 3 3 
R = R + ( H / 3 . ) M Y 1 + < . * Y 2 + Y 3 ) 
Y 1 = Y 3 
93 
40C CONTINUE 
H = , 2 C i 
OO 5uC 1 = 1 , 5 0 
X 2 = . 9 5 + I * H 
CALL A X < G , X 2 , Y 2 2 > 
CALL E S ( A K , X 2 , U , Y 2 3 ) 
Y2= Y 2 2 * Y 2 3 
R = R + . 5 * H * ( Y 1 + Y 2 J 
Y 1 = Y 2 
5HG CONTINUE 
CALL E S ( A K , S , U , S E ) 
A=SQRT<S*S-G*G) 
3 = S Q R T ( S * S - 1 . ) 
A M UM = PT* A* SE 
AOEN = 2 . * ( S * S - . 5) * 2 . * S - 2 * S * A * 8 - S * * 3* A / 8 - S * * 3 * 6 / A 
RES=ANU^I/AOEN 
R = < 1 . - G * G ) * . 5 * A I * <R-RES>/PI 
R = - 2 . * G * G * R / ( U * P I ) 
RETURN 
END 
SUBROUTINE A X < G , X , Y ) 
I P ( X • GE • G)GO TO 60C 
A=SQPT <G*G-X*X > 
B = S Q R T ( 1 • - X * X > 
A NUM= A 
A O E N = ( X * X - . 5 ) * * 2 + X * X * A * B 
Y = ANUM/AO£ N 
GOTO 7 0 0 
60 0 ANUM = X * * 2 M X » X - G * G ) *SCPT ( 1 . - X * X ) 





SUBROUTINE E S ( A K , X , U , Y ) 
COMPLEX A I , E , Y 
A I = C M P L X ( 0 . b , l . G > 
X H = AK*X 
E = C E X P ( 2 . * A 1 * X H ) 
Y= ( l . - E ) /XH 
RE TURN 
ENO 
SUBROUTINE U 8 ( A K , T , G , S , F V 
COMPLEX A I , H S 1 , R E S , Yi , Y 2 , Y 3, ANUM, R E S i ,F 
COMPLEX S 2 , J i , Y , H 2 
A I = C M P L X ( 3 . 0 , 1 . 0 ) 
P I = 3 . 1 4 1 5 9 2 6 5 3 6 
9h 
R E S = C . 0 
X i = G + . 3 5 * ( l . - G ) / 5 0 
CALL A IN 2 ( A K , T , 6 , S , X 1 , Y I ) 
0 0 1 0 1 1 = 1 , 5 C 
X 2 = G + < I ) * . 0 5 * ( l . - G ) / 5 t 
CALL A H 2 ( A K , T , G , 5 , X 2 , Y 2 ) 
P E S = R E S * ( . 5 * . Q 5 * ( l . - G ) / 5 u ) * ( Y 1 + V2) 
Y 1 = Y 2 
1 0 1 CONTINUE 
0 0 1 0 4 J = l , 1 0 0 , 2 
X 2 = G+. 3 5* ( l . - G H - J * (..95-Gl/l-lj-j 
X3=G+, 0 5 M 1 . - G ) + ( J + 1 ) » ( . 9 5 - G ) / 1 0 0 
CALL A I N 2 ( . A K , T , G , S , X 2 , Y 2 > 
CALL A I N 2 ( A K , T , G , S , X 3 , Y 3 > 
PES=RES+ < U 9 5 - G ) / 1 0 3 / 3 ) * ( Y 1 + 4 + Y 2 + Y 3 ) 
Y 1 = Y 3 
1 G 4 CONTINUE 
A = SQRT<S*S-G*G) 
B = S Q R T < S * S - i > 
A E X P = A K * S * C O S ( A K * S ) + ( A K * A K * S * S - 1 > * S I N ( A K * S ) 
S 1 = A K * S * T 
S 2 = ( 1 . 0 , J . 0 1 * S 1 
CALL B E S S I < i - , S 2 , 2 , J l , Y , H S i , H 2 ) 
A N U M - ( 2 * S * S - 1 - 2 * A * 8 ) * H S 1 * A E X P 
A O E N = ( 2 * ( S * S - . 5 ) * 2 * S - 2 * S * A * R - S * * 3 * A / 8 - S * * 3 * 8 / A ) * S 
R E S i = A NUM/AOEN 
F = - A I * R E S + P I * A I * R E S 1 
F= ( 1 , - G * G ) * F / ( P I * A K * A K ) 
RETURN 
ENO 
SUBROUTINE A I N 2 < A K , T , G , S , X , V ) 
COMPLEX X 2 , Y 1 , J 1 , H 2 
COMPLEX H,ANUM,Y 
AEXP=AK*X*COS< AK*X> *•< A K * A K * X * X - i > * S I N ( A K * X ) 
X 1 = AK*T*X 
X2 = ( i . Q , C 0 ) * X i 
CALL 3 E S S I ( l , X 2 , 2 , J i » Y i , H , H 2 ) 
A = SQRT(X*X-G*G) 
P = SQRT (i . - X * X ) 
ANUM=(X*X- .5 )*A*B*H*AEXP 
A D E N = ( ( X * X - . 5 ) * * 4 « - X * * 4 * ( X + X - G * G ) * i l . - X * X ) ) * X 
Y = ANUM/ADEN 
RETURN 
END 
SUBROUTINE F 1 < AK, G , U , S , R ) 
COMPLEX A I , R , Y 2 3 , Y 3 3 , S E , A N U M , R E S , Y 1 , Y 2 , Y 3 
P I = 3 . 1 4 1 5 9 2 6 5 3 6 
H = . 0 0 1 
Y l=u.C 
A I ^ C M P L X ( 0 . 0 * 1 . 0 ) 
0 0 l i i ' j I = 1 , 5 0 
X2=.GJ1*I 
CALL A X I ( G , X 2 , Y 2 2 ) 
CALL E S K A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R=R+.5*H* ( Y 1 + Y 2 ) 
Y 1 =Y 2 
1 0 0 CONTINUE 
H = ( G - . 1 ) / 1 Q C • 
0 0 2J: J=i,iCG,2 
X 2 = . 0 5 * J * H 
X 3 = . 0 5 + ( J + l . ) * H 
CALL A X 1 ( G , X 2 , Y 2 2 ) 
C A L L ESI< AK* X 2 . U . Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
CALL A X 1 ( G , X 3 , Y 3 2 ) 
CALL E S I ( A K , X 3 , U , Y 3 3 ) 
Y3= Y 3 2 * Y 3 3 
R = R + ( H / 3 . ) * (YI*<**Y2+Y3) 
Y i = Y 3 
20 0 CONTINUE 
H = . G 0 1 
0 0 30 J 1 = 1 , 1 0 0 
X 2 = G - . G 5 + I » H 
CALL A X 1 ( G , X 2 , Y 2 2 ) 
CALL E S i ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
R = R+ .5*H* ( Y 1 + Y 2 ) 
Y 1 = Y2 
3 0 0 CONTINUE 
H = ( . 9 - G ) / 1 0 0 
0 0 <tG0 1 = 1 , 1 0 0 , 2 
X 2 = G + . 0 5 + I*H 
X 3 = G + . ( 1 + 1 ) * H 
CALL A < i ( G , X 2 , Y 2 2 ) 
CALL E S I ( A K , X 2 , U , Y 2 3 ) 
Y 2 - Y 2 2 * Y 2 3 
CfiLL A X l ( G « X 3 f v 3 2 ) 
CALL £51 ( A K , X 3 , U , Y 3 3 ) 
Y 3 ~ Y 3 2 * Y 3 3 
R = R M H / 3 . ) M Y H - V » Y 2 + Y3> 
Y 1 = Y 3 
<tuO CONTINUE 
96 
H = .Oi)l 
0 0 5 C 0 1 = 1 , 5 C 
X ? = , 9 5 + I * H 
C A L L A X 1 ( G , X 2 , Y 2 2 ) 
C A L L T S I ( A K , X 2 , U , Y 2 3 ) 
Y 2 = Y 2 2 * Y 2 3 
S? = R * . » 5 * H * ( Y 1 + Y 2 ) 
Y 1 = Y 2 
5 O C C O N T I N U E : 
C A L L E S I ( A K , S , U , S E ) 
A = S Q R T < S * S - G * G ) 
B = S Q R T ( S * S - 1 . ) 
A N U M = P I » S * A » S E 
A D E N = 2 . * C S * S - . 5 ) * 2 . * S - 2 * S * A * B - S * * 3 * A / B - S * » 3 * B / A 
R E S = A N U M / A O E N 
R = ( L . - G * G ) * . 5 * A I * A K M R - R E S 1 / P T 
R = ( - R - ( 1 • f • 5 * U * U ) )/(2.) 
R E T U R N 
E N O 
S U B R O U T I N E A X 1 ( G , X , Y ) 
I F ( X • G E • G ) G O T O 6 0 C 
A = S Q R T ( G * G - X * X ) 
9 = S Q R T ( I . - X * X ) 
A N U M = X * A 
A D E N = ( X * X - . 5 ) * * 2 + X * X * A * 0 
Y = A N U M / A D E N 
G O T O 7 0 0 
6 0 0 A N U M = X * * 3 * ( X * X - G * G ) * S Q P T ( 1 . - X * X ) 
A D E N = ( X * X - . 5 ) * * ^ " * - X * * < * * ( X * X - G * G ) M 1 . - X * X 1 
Y = A N U M / A D E N 
7 0 0 C O N T I N U E 
R E T U R N 
E N D 
S U B R O U T I N E E S I ( A K , X , U , Y ) 
C O M P L E X U H 1 , J , Y 5 » H I , H 2 
C O M P L E X A I , Y , A 1 , A 2 , A 3 , A » » , Y 1 
P 1 = 3 . 1 < * 1 5 9 2 6 5 3 6 
A I = C M P L X ( 0 . C , 1 . Q ) 
X H = A K * X 
I F ( X H . L E . . 0 0 0 * 4 ) G O T O 1 7 
A I = - 2 . / < A I » X H ) -1*. * A I / ( X H * * 3 ) - U * U / ( A I * X H 1 
U H = X H * U 
U H 1 = U H M 1 . 0 , 0 . 0 ) 
C A L L 3 E S S I ( 0 , U H L T I , J , Y 5 , H L , H 2 > 
3 J = R E A L ( J ) 
B J = R E A L ( J ) 
A 2 = C E X P ( A I * X H ) 
97 
A 3 = 2 . / ( A I * X H ) + 2 . / ( X H * X H ) + 2 . * A I / ( X H * * 3 ) 
A 4 = 2 . * A 2 * A 3 * R J 
Y = A 1 + A 4 
G O TO I S 
1 7 C O N T I N U E 
C L = 8 . / 3 . 
C 2 = - . 5 + U * U / 2 . + < U * * 4 ) / 1 6 . 
C 3 = - 8 . / L 5 . - 2 * U * U / 3 . 
Y = C H - A I * C 2 * X H * C 3 * X H * * 3 
18 C O N T I N U E 
R E T U R N 
E N O 
S U B R O U T I N E U C ( A K , U , G , S , R) 
C O M ° L E X R , Y 1 , Y 2 , Y 3 , Z 1 , Z 2 , Z 3 
P I = 3 . 1 4 1 5 9 2 6 5 3 6 
H = P I / 1 3 J . 
R = 0 . 0 
X 1 = 0 . 0 
C A L L F 1 ( A K , G , X 1 , S , Z 1 ) 
Y 1 = G , G 
O O 52 1 = 1 , 5 £ , 2 
X 2 = S I N ( I * H ) 
X 3 = S I N ( ( I + 1 ) * H ) 
C A L L F I ( A K , G , X 2 , S , Z 2 ) 
C A L L F L ( A K , G , X 3 , S , 7 3 ) 
Y 2 = Z 2 * X 2 
Y 3 = Z 3 * X 3 
R - R + H * ( Y L + 4 * Y2 + Y 3 ) / 3 . 
Y 1 = Y 3 
5 2 C O N T I N U E 
R = 2 . * G * G * R / ( P I * U ) 
R E T U R N 
E N O 
S U B R O U T I N E U C ( A K , T , G , S , R ) 
C O M P L E X A I , Y 2 2 , Y 3 2 , Y 1 , Y 2 » Y 3 , A , A N U M , R E S » R 
A I = C M P L X < C . £ , 1 . 0 ) 
P I = 3 . 1 4 1 5 9 2 6 5 3 6 
R = 0 • C 
H = .0 5 / 5 0 
Y 1 = A K * G 
OO LOG 1 = 1 , 5 C 
X 1 = I * . 3 5 / 5 0 
C A L L A M ( G , X 1 , Y 2 1 ) 
C A L L A G ( A K , G , X 1 , Y 2 2 ) 
Y 2 = Y 2 I * Y 2 2 
P= R + H * ( Y 1 + Y 2 J / 2 
Y 1 = Y 2 
98 
10 0 CONTINUE H= (G-. 1) / IOC-DO 2CQ 1=1,100,2 X 1 = •G 5 +1* H X2=.C5+(I+i)*H CAL  AM(G,X1,Y21) ĈL  AG(AK,G,X1,Y22) Y2=Y21*Y22 CAL  AM(G,X2,Y31) CAL  AG(AK,G,X2,Y32) Y3=Y3i*Y32 RrRfH* (Y 1 + 4* Y2 + Y 3 )/3 Y1=Y3 230 CONTINUE H = .35/50 O  30 : 1 = 1, 5 G Xi=(G- .45) +I*H CAL  AM(G,X1,Y21) CAL  AG(AK,G,X1,Y22) Y2=Y21*Y22 R = R + H+ (Y1+Y2 ) /2 Y1 = Y2 30 0 CONTINUE O  V K 1 = 1,50 X i = G+I*H CAL  AM(G,Xl,Y2i) CALL AG(AK,G,X1,Y22) Y 2 =Y21*Y2 2 R = R + H• (Y1+Y2 )/2 Y1=Y2 40C CONTINUE H= (.9u-G)/ICQ DO 5G.i 1 = 1.10C,2 X1=G+.35+I*H X 2=G + . 35+(I + l)*H CAL  AM(G,X1,Y21) CAL  AG( AK,G ,X 1, Y 22) Y2=Y2l*Y22 CALL AM(G,X2,Y31) CALL AG(AK,G,X2,Y?2) Y3=Y31*Y32 R=R+H*(Yi+4*Y2+Y3)/3 Y 1 = Y3 5CG CONTINUE H=.U5/5G DO 603 1=1,50 XI = .95 +I*H 
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C A L L A M ( G , X 1 , Y 2 1 ) 
C A L L A G ( A K , G , X 1 , Y 2 2 ) 
Y 2 = Y 2 L * / 2 2 
R = R + ( Y 1 + Y 2 ) * H / 2 
Y I = Y2 
6 0 C C O N T I N U E 
C A L L A G ( A K T G T S F A ) 
A N U M = P I * S Q R T ( S * S - G * G ) * A 
A I = S Q R T ( S + S - G * G ) 
A 2 = S Q R T ( S * S - I ) 
A D £ N = 2 * S * ( 2 * S * S - 1 . ) - 2 * S * A L * A 2 - S • * 3 * A L / A 2 - S * * 3 * A 2 / A 1 
R E S = A N U M / A D E N 
R = R - R E S - 2 . * P I / ( 1 5 . * ( 1 . - G * G ) ) 
R = - G * G * ( I . - G * G ) * R / ( P I * P I * P I * T ) 
E N D 
S U B R O U T I N E A M ( G , X , Y ) 
I F ( ( X-G) . L T . 0.) GO TO 8 0 0 
A N U M = X * X * ( X * X - G * G ) * S Q R T ( 1 . - X » X ) 
A D E N = ( X * X - . 5 |*+<+ + X**<+* ( X * X - G * G ) * ( I . - X * X ) 
Y = A N U M / A O E N 
G O TO 85 0 
80C A N U M = S Q R T ( G « G - X * X ) 
A D E N = ( X * X - . 5 ) * * 2 + X * X * S Q R T ( G * G - X * X ) * SQRT (1 . - X * X ) 
Y = A N U M / A D Z N 
85 0 C O N T I N U E 
R E T U R N 
E N D 
S U B R O U T I N E A G ( A K , G , X , Y ) 
C O M P L E X Y , A I . X 2 , T I F S I , S 2 . R 
A I = C M P L X < 0 . 0 . 1 . 0 ) 
X 1 = A K * X 
X 2 = X 1 * A I 
T I = - . 5 * A I * ( 1 . - C E X P ( 2 . * X 2 M / X I 
S 1 = 2 * C E X P ( X 2 ) 
C A L L B ( A K T X L . R ) 
C = S I N ( X I ) / ( X 1 * * 3 ) - C O S ( X I ) / ( X L * * 2 ) 
Y = T I + S I * C - A I * X L * R / 8 . 
R E T U R N 
E N O 
S U B R O U T I N E B ( A K . X I , R ) 
C O M P L E X A I , R , E , T I , T 2 , S 1 , S 2 , U 1 , U 2 
A I = C M P L X ( 0 . 0 , 1 . 0 ) 
I F ( X I • Lt• . 2 3 9 3 3 3 3 ) 0 0 TO 900 
E = C E X P ( A I * X 1 ) 
T L = 2 . * ( A . * A I / ( 1 5 . * X I ) - . 5 / ( X l * X I ) * * . * A I / ( 3 * ( X L * * 3 ) ) ) 
T 2 = ( - 2 / ( X L * X L > - 2 * A I / ( X 1 * * 3 ) ) * E 




GO TO 950 
90S Ul = . 88 88888- .4571424*A I* X1 + .17776?4*X1*Xi 




SUBROUTINE 8 ESSI ( OROE R , Z , M , J , Y , Hi , H2) 
INTEGER OROER 
COMPLEX H1,H2,J,P,Q,T,TO,Z,Zi,A,Y 
DIMENSION AJ(2,8) , AP(2,6) ,AQ(2,6) ,AY(2,9) 
OATA AJ/i.O, 1. 9999999998,-3 .9999998721,-3.9999999711, 
+3.999997 3 0 21,2.6666660544,-1,7777560599,-.8888839649, 
+ ,4 443 5 842 63,.1777582922,-.070 925349 2,-.0 236616773, 
+ .0 0 76771853,.0322069155,-. 0GC5014415,-.0001289769/, 
• AP/.3989422793,.3989422819,-.0017 53 0620 GO 29218256, 
+ .0 CO 173430 3,-. 000 2 2 32 0 32 ,-. 30 00487613,. 0 0 0058C759, 
+ . 0 000 1 73 5 65,-. 00 00 20092c,-,COOOC37043,. 0 GOO 042414/, 
• AO/-. G 124 669 441, .C 374 0 G 8 364 ,. Cl 0 u4 56 4324 , - .CCC 6390 4 30, + - .OCEC 869 791,. 0001064741,.000C342*68,-.00 00 398708 , 
+ -. 0 00G 2QG92G,. 0 00 0162 2CC,. 0000032 312,-.0 0 00036594/ 
•ATA AY/-.5772156649,l.c0C0C0G0C0 4, 
+-1.6911374142,-.6177253972,3.691138879, 
+ -10.7 6454 727 24,-2 . 233110 223 4, 11.6 2 3 78 91416 
+ ,.669 4 3214 84,-4.9105291148,-.1214187561,1.1418033012, 
+ .0148999271,-.1691081720,-.0013508487,.C169921876, 
+ . 0300891322,. 001152663368/ 
PI = 3. 14159265359 
T = Z/4 
IF(CARS(T).GT.1.0)GO TO 133 
J=(t3. 3,3.0) 
TO=(l.J,J.3) 
00 luO 1=1,8 
J=J+AJ(OROER + 1 ,1) *TO 
ICC TO=TO*T*T 
IF (OROER .EQ.i) J = T*J 
GO TO (125, 200 , 200 1 ,M 
125 RETURN 




00 140 1=1,6 
P = P+AP(OROER + 1»I)*TO 
Q = Q + AQ(OROER + 1,I)* TO 
140 TO=TO*T*T 
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P = 5 Q R T ( 2 * P I ) * P 
Q = Q * T * S Q R T ( 2 * P I ) 
N = ( R E A L C Z ) - P I / 4 - 0 R D E R * P I / 2 ) / ( 2 * P I ) 
A = C S Q R T ( 2 / ( P I * Z ) ) 
Z I = Z - P I M - O R O E R * P I / 2 - 2 * P I * N 
J = A M P * C C 0 S ( Z I ) - Q + C S I N ( Z L ) ) 
Y = A * ( P * C S I N ( Z I ) + G * C C 0 S < Z I ) ) 
H L = J M 0 . 3 , I . C ) » Y 
H 2 = J - ( U .J,1.G)* Y 
R E T U R N 
20 l Y = ( J. •:• .0. G) 
T O = ( 1 . 0 , 0 . 0 ) 
DO 21'i 1 = 1,9 
Y = Y + A Y ( O R D E R + 1 , 1 ) * T 0 
21C T O = T O * T * T 
I F ( O R D E R . E Q . 1) Y = Y / Z 
Y = 2 / P I * U * C L 0 & ( T * 2 ) - Y ) 
H L = J + ( T 3 , C » L . 0) * Y 
H 2 = J - ( 0 . 0 , 1 . i ) * Y 
R E T U R N 






Table 1. First and Second Variational Approximations for U . 
(ak = .2, .5, Y 2 = 1/3) r 1.25 -.1786 -.1786 .0181 .0181 • .1796 2.0 -.1199 -.1199 .0028 .0028 .1200 5.0 -.0557 -.0557 -.0269 -.0269 .0618 10.0 -.0056 -.0056 -.04l8 -,04l8 .0422 20.0 .0292 .0292 .0114 .0114 .0314 30.0 -.0199 -.0199 .0172 .0172 .0263 4o.o -.0048 -.0048 -.0211 -.0211 .0216 50.0 .0161 .0161 .0053 ,0053 .0169 
1.25 -.2104 -.2104 .0216 .0216 .2115 2.0 -.1504 -.1504 -.0332 -.0332 .1540 5.0 .0143 .0143 -.0938 -.0938 .0949 10.0 .0280 .0280 .0660 .0660 .0717 20.0 .0421 .otei .0034 .0034 .0422 30.0 .0272 .0272 -.0128 -.0128 .0301 4o.o .0068 .0068 -.0328 -.0328 .0335 50.0 -.0167 -.0167 -.0193 -.0193 .0255 
1 0 4 
Ta"ble 2. F i r s t and Second V a r i a t i o n a l Approx imat ions f o r U . 
(ak = 1 . 0 , 1 . 5 , Y = 1/3) r 
1.25 - . 2 6 4 2 - . 2 6 4 3 -.0222 -.0222 .2652 
2 .0 - .1387 -.1388 -.1545 - . 1 5 4 5 .2076 
5.0 .1001 .1002 .1030 .1030 . 1 4 3 7 
10.0 .0795 .0795 -.0258 -.0258 .0836 
20.0 -.0113 -.0113 -.0662 -.0662 .0671 
30.0 -.0505 -.0505 .0106 .0106 .0516 
4 0 . 0 .0166 .0166 .0376 .0376 .Oil-ll 
50.0 .0301 .0302 -.0223 -.0223 .0375 
1.25 -.28^5 -.2859 -.1209 - . 1 2 1 4 - .3106 
2.0 - .0001 -.0003 - .255^ -.2565 .2565 
5.0 -.1692 -.1698 .0236 .0236 .IJlk 
10.0 .0385 .0387 -.0733 - .0737 .0833 
20.0 - .0660 - .0662 .0370 .0373 .0760 
30.0 .0654- .O656 -.0026 - .0027 .0656 
kO.O - . 0 4 ^ 7 -.0*1-69 -.02^9 - .0250 .0532 
50.0 .0190 .0191 .0398 . 0 4 0 0 . 0 4 4 3 
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Table 3. First and Second Variational Approximations for U . 
(ak = 2.0, 2.5, Y 2 = 1/3) r 
1.25 -.2081 -.2132 -.2535 -.2642 .3395 
2.0 .2172 .2251 -.1897 -.1942 .2973 
5.0 .0793 .0831 -.1240 -.1249 .1500 
10.0 -.0822 -.0837 -.0967 -.0998 .1302 
20.0 .0542 .0555 .0405 .0428 .0701 
30.0 -.0625 - .0639 -.0159 -.0172 .0662 
4o.o .0529 .0545 .0101 .0109 .0556 
50.0 -.0452 -.0467 .0087 .0082 .0474 
1.25 .0384 .0946 -.2507 -.2670 .2832 
2.0 .2303 .2296 .0899 .1344 .2660 
5.0 .0052 -.0114 .0392 .0275, .0297 
10.0 -.0493 -.0494 .0151 -.0002 .0494 
20.0 .0105 .0209 -.0435 -.0392 .0445 
30.0 .0247 .0174 .0276 .0336 .0378 
4o.o -.0327 -.0345 .0072 -.0008 .0345 
50.0 .0092 .0163 -.0282 -.0262 .0308 
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Table *4-. First and Second Variational Approximations for U . 
(ak = 3 .0 , h.0, y 2 = 1/3) r 
1.25 .0*4-27 .0307 .0709 .1398 .1431 
2.0 .0020 -.0330 .0388 .0000 .0330 
5.0 .0120 .0109 .0908 .1190 .1195 
10.0 - .0020 .0085 - .0331 -.0533 .0540 
20.0 .0023 .0159 .0144 .0139 .0211 
30.0 -.00214- .0005 .0189 .0301 .0301 
40.0 -. 007*4- - .0152 .0010 .0075 .OI69 
50.0 -.0039 -.0113 -.0120 -.0166 .0201 
1.25 -.33**-l - .3555 -.1126 -.1208 .3755 
2 .0 o 21*4-0 .2295 .15*4-0 .1562 .2776 
5.0 .0718 .0778 .1362 .l*4-*4-6 .16*42 
10.0 -.105*4- - .1090 -.0990 -.1032 .1501 
20.0 - .0890 -.0932 -.02*4-5 - .0260 .0968 
30.0 -.0719 - .0754 .0120 .0129 .0765 
*40.o - .0534 -.0556 .0380 .0*400 .068*4-
50.0 - .0267 - .0277 .0538 .0562 .0627 
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Table 5. First and Second Variational Approximations for U • 
(ak = 5 .0 , Y 2 = 1/3) r 
1.25 -.0756 - .0810 -.3919 -.3986 .ko68 
2.0 -.1982 -.1958 .2034 .2057 .2840 
5.0 .1988 .1996 - .0074 -.0076 .1998 
10.0 - .0531 - .0530 .1298 .1308 .1412 
20.0 .0959 .0968 -.0196 -.0199 .0988 
30.0 -.0568 -.0575 -.0556 - .0561 .0803 
40.0 -.0122 -.0122 .0675 .0682 .0693 
50.0 .0559 .0565 -.0248 - .0251 .0618 
108 
Table 6. First and Second Variational Aproximations for U . 
(ak = . 2 , . 5 , Y 2 = 1/3) Z 
1.25 .5829 .5828 .0651 .0650 .586*4-
2.0 .3169 .3169 .1036 .1036 .333**-
5.0 .0623 .0623 .11*14 .11*44 .1303 
10.0 -.0*4-5*4- -.0*4-5*4- .0510 .0510 .0683 
20.0 - .0020 - .0020 -.0395 -.0395 .0396 
30.0 .0238 .0238 .0188 .0188 .030*f *io.o - .0251 - .0251 .0056 .0056 .0257 
50.0 .0100 .0100 -.0208 -.0208 .0230 
1.25 .5611 .5599 .1611 .1610 .5826 
2 .0 .23*4-7 .23*4-7 .2380 .2379 .33*4-1 
5.0 -.12*4-1 -.12*4-1 .0660 .0660 .1*406 
10.0 .06*4-3 .06*4-3 - .0550 - .0550 .o8*j6 
20.0 .0121 .0121 -.0560 -.0560 .0573 
30.0 - .0271 - .0271 -.0*4-23 -.0*423 .0502 *4O.0 -.0*4-29 -.0*429 -.006*4- -.006*4- .0*4-3*4-
50.0 -.0315 -.0315 .0237 .0237 .039**-
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Table J, First and Second Variational Approximations for U • 
(ak = 1.0, 1.5, Y 2 = 1/3) Z 
1.25 .4810 .4772 .3093 .3081 .5680 
2.0 -.0090 -0OO88 .3362 .3359 .3360 
5.0 .0760 .0759 -.1468 -.1468 .1652 
10.0 -.0179 -.0179 -.1112 -.1112 .1126 
20.0 -.0836 -.0836 .0192 .0193 .0858 
30.0 .0233 .0233 .0708 .0708 .0746 
4o.o .0590 .0590 -.0273 -.0273 .0650 
50.0 -.0254 -.0254 -.0534 -.0534 .0592 
1.25 .3382 .3327 .4208 .4194 .5353 
2.0 -.2532 -.2520 .2147 .2159 .3318 
5.0 .0283 .0284 .1831 .1829 .1851 
10.0 -.1381 -.1381 -.0442 -,o44i .1450 
20.0 .0653 .0654 .0871 .0871 .1089 
30.0 -.0068 -.0068 -.0886 -.0887 .x>889 
4o.o -.0381 -.0380 .0645 .0645 .0749 
50.0 .0608 .0608 -.0267 -.0267 .0664 
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TABLE 8. F I R S T AND SECOND VARIATIONAL APPROXIMATIONS FOR U . 
(AK = 2.0, 2.5, Y 2 = 1/3) Z 
1.25 .1362 .1230 .4245 .43l»0 ' .4511 
2.0 -.2869 -.2891 -.0673 -.0605 .2953 
5.0 -.1178 -.1180 - . 1 4 4 2 -.1437 .1859 
10.0 -.1056 -.1055 .1038 .1038 .1480 
20.0 .0652 ..0651 -.0938 -.0938 .1142 
30.0 -.0277 -.0276 .0847 .0847 .0891 
4 0 . 0 .0068 .0068 -.0787 -.0787 .0790 
50.0 .0083 .0083 .0686 .0686 .0691 
1.25 .0718 .0071 .2245 .2103 .2104 
2.0 -.0368 -.0506 -.1354 -.1372 .lk62 
5.0 .1014 .1013 .0808 .0801 .1292 
10.0 -.0144 -.0143 .1000 .1000 .1010 
20.0 -.0438 -.o44o -.1068 -.1069 .1155 
30.0 .0491 .0491 -.0324 -.0324 .0589 
4o.o .0035 .0035 .0517 .0517 .0518 
50.0 -.0436 -.0436 -.0186 -.0186 .0474 
I l l 
Table 9. First and Second Variational Approximations for U . 
(ak = 3.0, 4.0, Y 2 = 1/3) 2 


















































I.25 -.0168 - .0141 .5592 .5656 .5658 
2.0 .1506 .1520 -.3621 -.37te .4039 
5.0 .2274 , .2279 -.1280 -.1289 .2618 
10.0 -.1368 -.1369 .1367 .1370 .1936 
20.0 -.0417 -.0417 .1268 .1270 .1336 
30.0 .0172 .0173 .1097 .1097 .1110 
4o.o .0578 .0578 .0771 .0771 .0964 
50.0 .0781 .0781 .0371 .0371 .0865 
112 Table 10, First and Second Variational Approximations for U • (ak = 5.0, Y2 = 1/3) Z 
1.25 -.3020 -.3307 .2294 .2389 .1*080 2.0 .2440 .21*32 .2606 .2582 .3581 5.0 -.0192 -.0198 -.2712 -.2715 .2722 10.0 .2852 ,2844 -.4133 -.4l42 .5024 
20.0 -.0295 -.0297 -.1389 -.1389 .iteo 30.0 -.0797 -.0796 .0813 .08i4 .1139 4o.o .0983 .0983 .0162 .0162 .0997 50.0 -.0358 -.0359 -.0815 -.0815 .0890 
A P P E N D I X F 
F I G U R E S 
Ilk 
CCb.e.o) 
Figure 2. Geometry Used in the Derivation of Equation (37) . 
Figure 4. The Radiation Contour. 
- l -y o y l s 
Figure 5. The Contour T. 
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