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ABSTRACT
As technology advances to harness new energies and to create new cures, the sophistication of
analysis grows not only in depth but in efficiency. Total internal reflection (TIR) has been
coupled to microscopy leveraging its unique optical phenomenon on a breadth of topics. In this
dissertation, the work presented will show how TIR was applied in two different instrumental
analyses to evaluate two unique and complex systems. The first project features TIR paired with
the transient absorption microscopy (TAM), a nonlinear optical technique, to gauge solvent
mixing and diffusion in microreactors. Microreactors gained acclaim for their ability to produce
high grade products while producing less waste and for their modular assembly that facilitates
production. Major avenues of interest for microreactors range from pharmaceuticals to
nanoparticles; however, microreactors need a quick and sensitive method in order to optimize the
numerous reaction conditions: temperature, flow velocity, and reactant concentration. TIRTAM
resolves these issues by measuring solvent mixing and diffusion in an on-line apparatus that
allows for high throughput analysis. The second project employs TIR in tandem with
fluorescence anisotropy to measure molecular dynamics in microemulsions. Microemulsions are
thermodynamically stable mixtures composed of oil, water, and surfactant. The most well-known
application for microemulsions is oil recovery, but an exciting, emerging application for
microemulsions are acting as solutions for electron transfer in flow batteries which are intended
for green energy storage. Before microemulsions can be used for such an application, the ideal
composition needs to be identified. Measuring dynamic information from microemulsions can
reveal structural knowledge that will aid in electron transfer, and TIR anisotropy can measure the
surface versus conventional anisotropy that can only probe the bulk solution. Ascertaining
surface dynamics can inform how microemulsions would be affected by electrode surfaces.
These projects highlight the themes of versatility for TIR and functionality of the techniques.
TIR’s capabilities have much promise and more can be gleaned and built from the work
presented herein.
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CHAPTER 1
INTRODUCTION
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1.1 Motivation
In the constant pursuit of analyzing complex systems on smaller and smaller length scales, the
fields of microscopy and spectroscopy have been pushed into unexpected new directions.
Microscopy on microreactors has revealed information into complex reaction schemes, and
spectroscopy on microemulsions uncovered compelling structural features. However, there are
barriers for both these systems. In order for microreactors to become more industrially capable,
on-line measurements, which are conducted during the reaction, must be done in a highthroughput design to allow for a faster optimization, and this type of rapid feedback monitoring
could be performed near the interface of a reactor channel and the solution. Likewise,
microemulsions could be a great candidate as a vessel in redox flow batteries, but there is lack of
information at the interface between the solid surface (e.g. an electrode) and the microemulsion
which can hinder electron transfer and cause poor efficiency in energy storage. These points
illustrate similar technical limitations for microreactors and microemulsions that can be
overcome by studying the solid/liquid interface. In the following sections, the impetus for
examining these intriguing systems is outlined and research progress is summarized.

1.2 Microreactors
Microfluidic reactors manage fluids in an organized manner that allows for even mixing by
having viscosity dominate flow over inertia and balancing heat distribution. Both attributes result
from the small channel size of <500 microns.1 In Figure 1.1, a schematic of the microreactor is
displayed in which the reactants are introduced through the inlets and subsequently into the
channel paths of the microfluidic. After the initial mixing of the reactants, a serpentine path will
utilize the most area on the device, to ensure even mixing, and to minimize the size. These types
of microreactors began in the 1990s, and since then, they have been used in many different
fields, among them being biological sensing2, catalysis3, energy conversion4, and energy
storage4. Despite this progress, microreactors have had limited commercial success. For
example, many industrial microreactors that are fabricated from aluminum or stainless steel have
a restricted reaction range designed for specific gas-liquid reactions. Also, the extensive
academic research that has expanded a microreactors chemical range are not easily scalable
because of the complex and expensive process in creating the devices. Incidentally, Elvira et al.
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Figure 1.1: Schematic of microreactor design of similar geometries to Elvira et al.1
Size of focal region exaggerated for visual clarity.
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has posited there is a diverging interest between academia’s focus on different types of
fabrication and industries’ targeting of cost-effective production that curtails collective
improvement.1 A potential answer to this ongoing issue lies in a new type of analysis: on-line
detection.
On-line detection allows for measurements within the microreactors as a reaction occurs.
This robust analysis can measure short-lived intermediates5 and gives information on the reaction
during its progression, therefore, granting a faster feedback mechanism that can improve reaction
yield and reduce waste6. On-line detection has been performed with many modalities:
fluorescence, IR, X-ray, NMR, Raman, and absorption. Although there has been considerable
development with on-line detection, limited chemical information has prevented from adapting
microreactors for rapid optimization. Absorption can allow for better optimization by having the
ability to determine concentration, but the rare report that features such a methodology requires a
flow cell that is externally connected to the microreactor.7-8 Yue et al. have said that on-line
absorbance analysis is expected to become a main priority in the field of microreactors9 and is
our reasoning for developing a novel absorption technique.
In chapter 3, a nonlinear absorbance online detection technique is devised, and for the
first time, on-line measurements are conducted without the specialized approaches that were
required for the previous techniques. This methodology uses transient absorption and total
internal reflection (TIR) to monitor individual species mixing and diffusing in an on-line
detection geometry. The ability to measure absorbance in this manner can open many avenues of
interest to provide improved efficiency in parallel production or obtain refined chemical
information from complex synthesis performed within the reactor.

1.3 Microemulsions
While microreactors can impose nanoscale structure via external confinement, complex fluids
exist in which nanoscale structure is inherent, and one example of these types of fluids are
microemulsions. Microemulsions are optically transparent, thermodynamically stable mixtures
with a ternary composition of water, oil, and surfactant/co-surfactant. Depending on the
distribution between the three components, there are three main types of microemulsions. Two
structures are droplets of one phase dispersed throughout the other (i.e., water droplets in oil or
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Figure 1.2: Cartoon of microemulsion structure. (A) Droplet structure. (B)
Bicontinuous structure.
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vice versa). The third structure has domains of oil and water that are intersected throughout by
surfactant and is defined as bicontinuous (Figure 1.2). The label microemulsions (μEs) was first
coined in 1959.10 However, the name is a misnomer as the word micro belies the actual
nanoscale of the structure that is present, and the term emulsion implies a formation from
droplets which is not always the case for many uEs.11 The first major application of μEs was in
oil recovery during the 1970s gas crisis where a μE was used to capture crude oil through
emulsification.12 Microemulsions efficiency in recovery was the result of the low interfacial
tension, so in attempting to determine the formulations that would have an optimal interfacial
tension, a vast amount of analysis into the physical chemistry of μEs was conducted over the past
five decades to provide greater clarity into both their structure and properties.
Since its initial success, μEs have been implemented in fields ranging from drug
delivery13, nanoparticle synthesis14, and in food processing15. Typically, modalities, such as
NMR, DLS, and small-angle scattering, were employed to understand the structure of these
compositions. Numerous models have also been developed to describe the structure or the
interfacial tension. For instance, one model is the hydrophilic-lipophilic balance (HLB) which
determines the hydrophilicity of nonionic ethoxylated surfactant and predicts the type of droplet
μE that would be created.16 Another model known as the effective packing parameter (EPP)
would use properties of the surfactant to characterize the shape of a μE by describing the
surfactant self-assembly when certain amounts of water and oil are present.17 Both of these
models seek to describe the structure of μEs, but each model was restricted to certain types of
microemulsions. HLB requires a certain type of surfactant, and EPP can only apply to “rigid”
μEs. Many more models have also been developed in the vein of classifying the abundant types
of μEs that have been produced.18-20
In chapter 4, TIR fluorescence anisotropy will be utilized for the first time on μEs to
investigate how a fluorophore species will interact in a series of μEs at a surface. The reason for
studying this solid/liquid surface is for electrochemical applications as the structure at this
surface can impact electrode performance. A recent paper on μEs using cyclic voltammetry to
measure current density at the surface of electrode that diverged drastically from the bulk
composition.21 A fundamental difference with fluorescence anisotropy versus the previous
methods used on μEs is the direct measurement of a species interacting with an assumed
6

structure as opposed to surmising the behavior of small molecules in a μE based on direct
measurement of a structure. The aim of this work is to determine how the structure of the μE
would impact the rotation and lifetime of a well-defined fluorophore. Ultimately, these results
can be extended to optimize compositions intended for drug delivery or for green energy
storage22.

1.4 Organization
This paper is organized to first introduce a detailed background of methodology imparting a
holistic understanding for the later chapters which will focus on the results of TIR on
microreactors and microemulsions, respectively. In turn, Chapter 2 will focus on theoretical
background. This chapter will lay the groundwork of light-matter interactions, TIR, transient
absorption, and fluorescence anisotropy. Chapter 3 is centered on microreactors and the
development of the novel technique that combines TIR with TAM. Chapter 4 demonstrates
fluorescence anisotropy being used to elucidate the behavior of chromophore rotation near the
surface interface of a microemulsion. The final chapter looks to the numerous projects that can
take advantage of these TIR techniques for alternative, robust instrument designs and are capable
of complex analysis.
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CHAPTER 2
THEORETICAL BACKGROUND
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2.1 Light-Matter Interactions
Understanding the methods that were used to study microreactors and microemulsions as
described in the following chapters requires a fundamental appreciation of light-matter
interactions. There are two broad categories for measurement techniques utilizing light: linear
and nonlinear. Nonlinear optical phenomena occur when a material system’s response is
nonlinear with respect to strength of the applied electric field.23 These nonlinear light-matter
interactions are dictated by how the dipole moment per unit volume, polarization 𝑃̃(𝑡), of a
material reacts to the input electric field 𝐸̃ (𝑡). Here, the tilde ascribed to the term for the electric
field denotes that the quantity will vary rapidly in time. The relationship between polarization
and electric field provides a connection between the transition dipole moment, the process
responsible for molecules absorbing light, and the applied electromagnetic radiation. This is
simply done by first illustrating the induced polarization in linear light-matter interactions:
𝑃̃(𝑡) = 𝜖0 𝜒 (1) 𝐸̃ (𝑡)

(2.1)

𝜒 (1) is the linear susceptibility term that describes the degree of polarization of a material in
response to an electric field, and 𝜖0 is the permittivity of free space. An example of a linear
process would be a one photon excitation giving rise to fluorescence. Fluorescence anisotropy
utilized polarized, linear fluorescence when studying microemulsions and will be discussed more
in section 2.3. It should be noted that the induced polarization on the material from the electric
relates to the dipole moment per unit volume, whereas polarization for fluorescence anisotropy
refers to the orientation of the absorption and emission dipoles of the fluorophore.

When

explaining nonlinear phenomena, the original polarization equation is expressed as a power
series to include terms for higher order susceptibilities and electric fields.

𝑃̃(𝑡) = 𝜖0 [𝜒 (1) 𝐸̃ (𝑡) + 𝜒 (2) 𝐸̃ (𝑡)𝐸̃ (𝑡) + 𝜒 (3) 𝐸̃ (𝑡)𝐸̃ (𝑡)𝐸̃ (𝑡) + ⋯ ]

(2.2)

The second term 𝜒 (2) 𝐸̃ 2 (𝑡) in the generalized expression of polarization is responsible
for nonlinear processes like second harmonic generation, sum-frequency generation, and
difference-frequency generation. Frequency resolved optical gating (FROG) is also a process that
9

utilizes this second term is used for calibration of the temporal resolution and is detailed in
chapter 3. There are two types of third-order nonlinear interactions: parametric and
nonparametric. Parametric is defined as a population (e.g., an electron population) being
removed from the ground state and returning to the ground state after only briefly interacting
with virtual states. A nonparametric process is one where a population moves from the ground
state to another real state, and a 3rd order nonlinear, nonparametric absorption is known as
transient absorption which is the subject of section 2.4.
When describing light-matter interactions in terms of linear (Equation 2.1) and nonlinear
(Equation 2.2) and their associated process of either absorption or fluorescence, it is conducive to
describe how each process can be either linear or nonlinear. For example, linear absorption
occurs when a single photon is absorbed by the material, whereas nonlinear absorption requires
the absorption of multiple photons. Likewise for fluorescence, the absorption of a single photon
that leads to the emission of a single photon would be linear. For nonlinear fluorescence (e.g.,
stimulated emission), the initial absorption of a photon promotes an electron into a higher energy
state which in turn allows for a second photon to stimulate emission by allowing the
instantaneous relaxation of the electron. In short, a process using a single photon when
interacting with the material is linear and a process utilizing multiple photons when interacting
with the material is nonlinear. Connecting the electric field more directly photon processes
necessitate a review of perturbation theory and knowing that 𝜒 (1) involves resonance between a
pair of states and 𝜒 (3) involves resonance with multiple energy levels. Further discussion can be
found in Boyd’s Nonlinear Optics.23 Before describing the specific linear and nonlinear
processes used for the analysis of our nanostructured samples, the shared instrumental aspect
between the measurements must be introduced which is total internal reflection.

2.2 Total Internal Reflection
2.2.1 Theory
A plane wave impinging on a planar interface that is constituted of two different refractive
indices will produce a refracted and reflected wave defined by Fresnel coefficients and Snell’s
Law.24 Alternatively, if the plane wave is introduced to the interface at an angle greater than the
critical angle an evanescent wave is produced, and this phenomenon is known as total internal
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reflection (TIR). The critical angle is defined by the sine inverse relationship between an initial
refractive index (𝑛1 ) that is higher than the subsequent refractive index (𝑛2 ) (Equation 2.3).
𝑛

θ𝐶 = sin −1 (𝑛2 )
1

(2.3)

When the angle of the incoming beam (θ) is less than the critical angle (θ𝐶 ), the light will refract
through the medium at an angle and when θ is equivalent to the critical angle, the incoming light
will propagate along the interface between the two different substrates. Only when θ exceeds the
critical angle does the light totally reflect at the interface. (Figure 2.1)
Despite the incoming light beam being totally internally reflected in the denser medium
of n1, a confined electromagnetic wave will pass through the interface and into the n2 medium.
The intensity of this wave is defined as a function of distance, z, as shown in Equation 2.4. The
penetration depth (d) is defined by the incident angle, their respective refractive indices, and the
wavelength of the incoming wave. (Equation 2.5). The depth varies from ten to hundreds of
nanometers by selectively controlling the wavelength or angle of the incident light.25
𝐼(𝑧) = 𝐼0 𝑒 −𝑧/𝑑
𝑑=

𝜆0
4𝜋

[𝑛12 sin2 𝜃 − 𝑛22 ]−1/2

(2.4)
(2.5)

A final property of the evanescent field to consider is the polarization. Both linear and circular
polarization have been used in TIR, but for our purposes we will be focusing on the linear
polarizations s and p. s-polarization is a linear polarization that has an electric field oscillating in
a horizontal orientation with respect to the direction of propagation; conversely, p-polarization
has an electric field oscillating in a vertical orientation compared to the direction of propagation.
In the TIR geometry, each of these polarizations will affect the polarization of the evanescent
wave differently (Figure 2.2). When the plane wave has a s-polarization, the polarization of the
evanescent wave is purely normal with respect to the plane of incidence. The p-polarization
evanescent wave is more complex having an elliptical polarization that ‘cartwheels’ around the
interface between the two mediums.26 In Figure 2.2, the cartwheel polarization is shown by the
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Figure 2.1: Schematic of light wave propagation depending on the angle that light is
introduce at an interface. Lateral dimension of evanescent wave exaggerated for visual
clarity.

Figure 2.2: (left) s-polarization of evanescent field where the polarization is normal with to
the plane of incidence and is shown to propagate in the z direction. (right) p-polarization of
evanescent field where the polarization cartwheels in the z and x directions. Elliptical
polarization is shown for almost 1 period of oscillation for clarity as the real polarization has
many more periods of oscillation.
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direction of the arrows as the polarization oscillates in the x and z dimensions. Both s- and ppolarizations are utilized for TIR anisotropy measurements and will be discussed more in section
2.3 and chapter 4.

2.2.2 Microscopy
TIR has been used in conjunction with Raman27, X-ray fluorescence28, and IR spectroscopy29,
and the coupling of TIR to conventional fluorescence (i.e., TIRF) began in the 1960’s and 1970’s
depending on the interfaces used in the experiment.30-32 TIRF itself has been combined with
other fluorescence techniques such as energy transfer33, correlation spectroscopy34, and
polarization35. TIRF microscopy has unique advantages because of the confined excitement near
a surface which will confer a low background fluorescence and decrease the probability of
photobleaching. Many groups have used TIRF to track single molecule fluorescence36, to
measure kinetic rates of cytoskeletal R-WGA and anti-spectrin proteins in the submembrane of a
red blood cell37, or to study the actin adhesion between the endothelial cell and a glass
substrate38. The two general configurations for implementing TIRF on a microscopic platform is
with either a prism or a high numerical aperture (NA) objective.
Prism-based and objective-based geometries are depicted in chapter 3 Figure 3.1. Prism
configurations introduce light into the prism and fluorescence is collected by an objective.
Objective-based configurations require a high NA objective and a focusing lens to obtain the
supercritical angle for TIR. Prisms can limit both the types of objectives used for light collection
and the types of samples. These restrictions on light collection are discussed more in chapter 3.
However, prisms will have a more ideal evanescent wave for two reasons: flexibility in the
denser medium and a reduction of scatter/fluorescence from the high NA objectives.26 The
medium for high NA objectives usually requires an immersion oil to obtain the angle necessary
to produce TIR, and these oils will have some autofluorescence even when they are classified as
a low fluorescence standard. Likewise, the series of optical elements that make up an objective
will give rise to some scattering as the excitation light passes through each lens.
Objective configurations use a focusing lens will serve to focus a collimated beam on the
back aperture of the objective and will focus the plane wave that will be incident upon the
sample to create the evanescent field. The supercritical angle is produced by translating the lens
laterally from the optical axis in relation to the objective, and there is a direct relationship
13

between the translation of the focusing lens and the light’s incident angle on the sample. The
maximum angle of collection (𝜃𝑚 ) for an objective is defined by
NA = noil sinθm

(2.6)

where 𝑛𝑜𝑖𝑙 is the refractive index of the immersion oil which is 1.512. High NA objectives
becomes necessary when the refractive index of the sample approaches the NA of the objective.
For example, an objective with a numerical aperture of 1.4 would have a maximum incidence
angle of 67.8°. The critical angle for an interface with a sample medium of water with a
refractive index of 1.33 would be 61.59°, so TIR can be easily achieved with translation of the
focusing lens to focus the beam near the periphery of the objective to obtain the necessary
incident angle. For a cell sample with a higher refractive index of 1.38, the critical angle is
65.88°. For this sample, achieving the critical angle will require fine-tuning of the lens
translation, and the evanescent wave will extend hundreds of nanometers into the sample. Such a
critical angle will lose information near the surface as the signal will be influenced by
fluorophores that are deeper in the sample. Higher NA objectives allows for TIRF in higher
refractive index samples but also allows for a greater breadth of angles which simplifies
alignment. Another asset for objective-based systems is the ease in construction from
commercial accessories that conveniently conform to standard microscope platforms. These
arrangements also have the advantage of excitation and collection taking place on the same side
of the sample so that light is not lost due to propagation through the sample. For these reasons,
we chose an objective-based geometry for both transient absorption and fluorescence anisotropy
as potentially bulky microreactors can be analyzed or large volumes of microemulsion can be
examined.

2.3 Fluorescence Anisotropy
2.3.1 Theory
Fluorescence depolarization uses polarized excitation to selectively excite fluorophores whose
absorption dipoles are aligned parallel with respect to the incident light. The emission arising
from this aligned subset will be initially polarized but that polarization will be lost as the
molecules rotate over time. Anisotropy is defined as the ratio of the difference of polarized
emission to the total emission intensity, and the general equation for is as follows:
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𝐼 −𝐼

𝑟 = 𝐼 ∥+2𝐼⊥
∥

⊥

(2.7)

where r is anisotropy, 𝐼∥ is the intensity of the emission with a polarization that is parallel to the
excitation polarization, and 𝐼⊥ is the intensity of the emission with a polarization that is
perpendicular to the excitation polarization. These intensities are obtained by utilizing polarizers
for both excitation and emission to collect the correct polarized orientations. The value of r will
depend on many conditions: intrinsic depolarization, extrinsic depolarization, and optical
depolarization.
Before discussing each of these sources of depolarization, one should be directed to a
treatment by Lakowski on the symmetrical nature of emission in relation to the axis that the
transition dipole is aligned.39 A few important points from that discussion: θ describes the
angular difference between the excitation dipole and the emission dipole, scattered light will
have a θ=0 and a r=1.0, and all anisotropy is negated when θ=54.7°. The last point will be
revisited when discussing instrumental error in data collection in section 2.3.4 and in chapter 4.

2.3.2 Intrinsic Depolarization
Intrinsic depolarization is dependent on the excitation/photoselection of fluorophores and the
photophysical properties of the molecule itself. Excitation of fluorophore is associated to the
probability of absorption which is proportional to cos2φ where φ in this case is the angle between
the absorption dipole and the polarization of the excitation light. Applying a polarized excitation
source to a fluorophore will excite only a subset of the electron population. This process is
known as photoselection, and in Figure 2.3, absorbing fluorophores are shown to absorb the
polarized photon whose absorption dipoles are symmetrical distributed around the defined
polarization of excitation source. A theoretical calculation of anisotropy based solely on intrinsic
polarization will require a model solution that is vitrified (i.e., very vitreous or glasslike), dilute,
and isotropic. Calculating anisotropy under these model’s conditions gives a value of r=0.4.
However, many molecules do not have collinear absorption and emission dipoles, and intrinsic
depolarization that stems from dipoles that are not parallel will result in a r<0.4. The parameter
of r0 is the fundamental emission anisotropy and would be equivalent to r in a solution that does
not have any influence from any other depolarizing source. Extrinsic depolarization will lead to a
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Figure 2.3: (A) Depiction of unpolarized excitation of fluorophores which allows for all
molecules to be excited regardless of their orientation. (B) Depiction of vertically
polarized excitation of fluorophores in which only a subset of the molecules is excited.
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difference in r and r0 over time.

2.3.3 Extrinsic Depolarization
Extrinsic depolarization occurs while the fluorophore is in the excited state. The two main
extrinsic depolarization processes are energy transfer and rotational diffusion. An example of a
type of energy transfer is Fӧrster resonance energy transfer (FRET). In FRET, energy from
excited donor molecule will transfer to an acceptor chromophore. This event leads to
depolarization when the emission dipoles of the donor and acceptor are not parallel. Rotational
diffusion occurs due to the Brownian motion of molecules when they are in solution. A molecule
that has a rotation that is faster than the excited state lifetime can lead to depolarization, and this
phenomenon arises from the dipole moment rotating between the absorption and emission of a
photon. To characterize rotational diffusional exclusively requires a time-resolved anisotropy
measurement, which can be modeled with a single exponential (Equation 2.8):
𝑟 = 𝑟0 𝑒 −𝑡/𝛷

(2.8)

where 𝑟0 is the initial anisotropy, t is time, and 𝛷 is the correlation time. 𝛷 itself can be further
broken down into (Equation 2.9):
𝜂𝑉

𝛷 = 𝑅𝑇

(2.9)

where 𝜂 is the viscosity, V is solute volume, T is the temperature, R is the Boltzmann constant.
Radiationless energy transfer and rotational diffusion causes depolarization while the molecule is
in the excited state and is defined by 𝛷 . Depolarization is inversely proportional to 𝛷, so a large
correlation time indicates a small amount of depolarization over time and vice versa. It should be
that depolarization can only be attributed to 𝛷 when the temporal resolution of the instrument is
faster than the dynamics of the system. Any dynamics that are faster than the instrument
response will only appear to decrease the r0 and will complicate the analysis of the orientation
between dipoles. A final remark on the single exponential model is that it is limited to providing
a basic representation of a spherical molecule’s anisotropy, but for multiple depolarization
processes or a non-spherical molecule, more expansive models are needed to properly fit the
measured anisotropy.40
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2.3.4 Optical Depolarization
The last source of depolarization is optical or instrumental in nature as the processes giving rise
to optical depolarization are the result of instrumental artifacts on polarization rather than from
the sample itself. Optical depolarization can be caused by light scattering, reabsorption, and
polarizer misalignment. A delineation should be made as scattered light was said to have a higher
anisotropy, but here it serves as a source of depolarization. The difference is that scattered light
that is detected as emission will increase the anisotropy but scattering of the excitation light
away from the sample, or of the molecule’s fluorescence away from the detector, will lead to
depolarization. As mentioned previously, the high NA objectives needed for TIR anisotropy will
scatter incident light from their multiple optical surfaces and cause depolarization. The
correction for this type of depolarization will be explained in the next section. In addition,
different optical elements will inherently have a polarization dependent transmission efficiency.
This phenomenon is a separate issue from other types of optical depolarization and is rectified by
invoking a correction factor.
There are differences in transmission for optics based on the polarization of light, so a
correction for those differences is known as the G-factor.39 Defining the G-factor requires first
defining the observed intensities for parallel or perpendicular polarization (second subscript
either V or H) for vertically polarized incident light (first V subscript). These intensities are
𝐼𝑉𝑉 = 𝑘𝑆𝑉 𝐼∥

(2.10)

𝐼𝑉𝐻 = 𝑘𝑆𝐻 𝐼⊥

(2.11)

where k represents a proportionality factor that accounts for other measurement factors, e.g.,
quantum yield, S is the sensitivity of the emission channel where the polarization is indicated by
the subscript, and 𝐼∥ and 𝐼⊥ are the unbiased emission intensities when the polarization is either
parallel or perpendicular when compared to the excitation polarization, respectively. When
dividing the intensities of the observed parallel and perpendicular intensities which is
𝐼𝑉𝑉
𝐼𝑉𝐻

𝑆 𝐼

𝐼

= 𝑆 𝑉𝐼 ∥ = 𝐺 𝐼 ∥
𝐻 ⊥

⊥

(2.12)

the resulting ratio of the sensitivities to each polarization is defined as G. This method of
determining G is possible when there are no rotational components that contribute to the signal
intensity. Experimentally the method typically employed for determining the G-factor is known
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as tail-matching (Figure 2.4). Tail-matching is performed by dividing 𝐼∥ by 𝐼⊥ with signal that
arises after rotational diffusion has depolarized each both intensities. The concept is that any
difference between the components at that location of the lifetime must come from instrumental
differences. However, when the correlation time of the sample being studied is much longer than
its fluorescence lifetime, then there is no observable tail. To circumvent the problem of an absent
tail, an incident horizontal polarization can be used (Figure 2.4). This horizontal polarization Gfactor will account for the same differences in transmission as the tail-matching G-factor but is
defined as
𝐼𝐻𝑉
𝐼𝐻𝐻

𝑆 𝐼

𝑆

= 𝑆𝑉 𝐼⊥ = 𝑆 𝑉 = 𝐺
𝐻 ⊥

𝐻

(2.13)

where the rotation of the emission polarizer appears as a perpendicular intensity that would not
be affected by rotational components. To explain how this is achievable, the conventional
spectroscopy arrangement must be illustrated. In Figure 2.4, the conventional schematic for
fluorescence anisotropy known as the L-format is shown. In this geometry, it is possible to
collect the emission similar to the horizontal polarization in spectroscopy due to the orthogonal
location of the detector when exciting with the perpendicular polarization. The final definition of
measured anisotropy that incorporates observed intensities and the G factor is
𝐼

−𝐺𝐼

𝑟 = 𝐼 𝑉𝑉+2𝐺𝐼𝑉𝐻
𝑉𝑉

𝑉𝐻

(2.14)

Finally, to ensure our anisotropy measurements are not impacted by laser instability and
to monitor for photobleaching data are also acquired an emission polarization angle equal to
54.7° from the parallel emission direction. This calibration checks the polarization error in each
trial by comparing the vertical and horizontal intensities to the magic angle data where rotational
diffusion contributions are eliminated and will be discussed in more detail in chapter 4. While
calibration for standard spectroscopic anisotropy measurements revolve around the G-factor and
magic-angle, additional calibration checks must be done when attempting TIRF anisotropy.

2.3.5 Total Internal Reflection Fluorescence Anisotropy
TIRF anisotropy grants the ability to probe anisotropy at the surface, but there are a few
instrumental caveats that must be considered. The first correction factor is one that is present in
the spectroscopic setup: G-factor. While the G-factor is relatively straightforward to calculate

19

Figure 2.4: L-format spectroscopy setup for fluorescence anisotropy. (Left) Vertically
polarized excitation and emission. (Right) Horizontally polarized excitation and
emission. Polarizers are rotated to transmit the vertical emission component. Each
excitation shows the resulting intensities that are used in calculating the G-factor.
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using horizontal excitation for spectroscopy, a traditional microscopic platform prevents the use
collection at 90° from the sample. In Figure 2.5, a collinear geometry reflects that using
horizontal excitation does not result in the same perpendicular components like in the
spectroscopy setup. Tail matching in a collinear setup remains a comparable calculation to the
spectroscopic tail match; however, in order to calculate this G-factor where there is no tail is
done with the following equation
𝐼

𝐼

𝐺 = [(𝐼 𝑉𝑉 ) ∗ (𝐼 𝐻𝑉 )]1/2
𝑉𝐻

𝐻𝐻

(2.15)

This collinear G-factor is equivalent to the tail matching G-factor, but this calculation requires
that each excitation/emission be recorded to obtain the G-factor that is independent of rotational
components.41 Tail matching the G-factor in TIRF has also been used42, and Strohl et al. have
developed a tail-independent G-factor in TIRF43. This method used an incident p-polarized light
at exactly the critical angle to obtain an intensity that would be polarized along the optical axis
which would mirror the orthogonal nature of the horizontal polarization. We have opted to use
the method Funston et al. that utilizes a scaling factor that is a result from fitting to the magic
angle data before calculating the anisotropy.44 Tail-matching is still used to gauge the amount of
deviation from unity for our experiments as many of our correlation times were longer than the
fluorescence lifetime of the fluorophore. Otherwise, a collinear G-factor was calculated instead.
A source of instrumental depolarization that is exclusive to TIRF anisotropy stems from the high
NA objectives. These objectives have large collection angles that mix different polarizations and
is shown in Figure 2.6. Molecules of different orientations will be collected as the objective
collects emission over a broader angle than the 90 degree spectroscopic setup. Excitation can
also be affected by the large angle of the high NA objectives, but the TIR plane wave acts as a
widefield illumination where the effects of this optical depolarization is negligible.45 Devaughes
et al. formulated the eponymous Devaughes method which calculates a correction factor that
replaces the “2” in the anisotropy equation seen in Equation 2.14.42 This χNA factor is obtained
by using the anisotropy values from a low NA objective, the measured intensities of the high NA
objective, and the G-factor of the high NA objective. Although this method can correct for the
optical depolarization, there is a lengthy, cumbersome calibration that must be performed. An
alternative method devised by Axelrod uses a theoretical treatment that does not need a
calibration in order to correct the depolarization and is the chosen method for our work. While
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Figure 2.5: Collinear microscopy setup for fluorescence anisotropy. The initial
vertical polarization on the table is switched due to the change in the plane of
incidence at the sample in the xz plane. Polarizers are rotated to transmit the
vertical emission component.

Figure 2.6: Collection of emission for a high NA objective. Emission from
molecules of different orientations will be collected which will lead to depolarization.
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the original calculation was introduced by Axelrod46, we use a variation presented by Strohl et
al. where the different components of the emission are defined in a straightforward manner.43
Briefly,
𝑐
[𝐼𝐼⊥] = [𝐾𝐾𝑎+𝐾
+𝐾
∥

𝑎

𝑏

𝐾𝑏 𝐼𝑥
][ ]
𝐾𝑐 𝐼𝑦

(2.16)

where 𝐼∥ and 𝐼⊥ are the measured parallel and perpendicular intensities, respectively. 𝐼𝑥 is the
corrected parallel intensity, and 𝐼𝑦 is the corrected perpendicular intensity. 𝐾𝑎 , 𝐾𝑏 and 𝐾𝑐 are
weights for each of the three different orientations of emission that are collected and are defined
as
𝐾𝑎 = 1/3(2 − 3 cos(𝛼) + 𝑐𝑜𝑠 3 (𝛼))

(2.17)

𝐾𝑏 = 1/12(1 − 3 cos(𝛼) + 3 𝑐𝑜𝑠 2 (𝛼) − 𝑐𝑜𝑠 3 (𝛼))

(2.18)

𝐾𝑐 = 1/4(5 − 3 cos(𝛼) − 𝑐𝑜𝑠 2 (𝛼) − 𝑐𝑜𝑠 3 (𝛼))

(2.19)

where 𝛼 is the maximum half angle that is subtended by the objective. The variable 𝛼 is then
identical to 𝜃𝑚 in Eq. 2.6 and calculated accordingly. Solving equation 2.16 for 𝐼𝑥 and 𝐼𝑦 gives a
final equation of

𝐼 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑

[𝐼⊥𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 ] = [𝐼𝐼𝑥 ] = (𝐾
∥

𝑦

1

𝑏 −𝐾𝑐 )(𝐾𝑎 +𝐾𝑏 +𝐾𝑐 )

𝑐
× [𝐾𝐾𝑎+𝐾
+𝐾
𝑎

𝑏

𝐾𝑏 𝐼⊥
] [𝐼 ]
𝐾𝑐
∥

(2.21)

These corrected intensities are fitted to obtain the final anisotropy and correlation time, and when
using the scaling factor for the G-factor, the simulated sum is used instead of magic angle data.

2.4 Transient Absorption
2.4.1 Theory
Transient absorption (TA) is a nonparametric optical process that falls under the broader
category of pump-probe spectroscopy. A third-order polarization on the sample occurs after
interaction with three different electric fields where there are two simultaneous interactions with
the pump and with the probe.47 The three main processes that contribute to the overall TA signal
are ground state bleach (GSB), excited state absorption (ESA), and stimulated emission (SE)
(Figure 2.7). Specifically, for GSB, the pump excites molecules from the ground state to the
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Figure 2.7: Jablonski diagram of different processes for transient absorption.
Ground state bleach (GSB) in gray. Excited state absorption (ESA) is in blue.
Stimulated emission (SE) is in purple.
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excited state leaving a smaller population in the ground state to interact with the probe photons.
This causes more probe light to reach the detector when the pump is incident on the sample first
than when the pump is not causing a gain in TA signal. For SE, the increase in emission intensity
develops from having a larger excited state population available after the pump interacts to be
stimulated back down to ground state by the probe. This stimulation results in the emission of a
photon which again increases the intensity of the probe signal on the detector. ESA, however,
will cause a loss in the measured probe signal as the electrons in the first excited state will absorb
the probe photons and move into a higher energy state. Depending on the sample there are
additional processes that can contribute to TA signal such as absorption from a new species
made after excitation of the sample.48 It should be noted that when using a lock-in amplifier, the
phase of the signal relative to the pump modulation for absorption and gain processes will be
180° out of phase, so ESA will be the opposite phase compared to GSB and SE. TA
spectroscopy has utilized these phase components to characterize a wide range of systems by
either determining lifetime dynamics with ultrafast temporal resolution or by elucidating
electronic structure with global ( e.g. evolved associated difference spectra)49 or target (e.g.,
species associated difference spectra) analyses50. TA microscopy allows for connecting these
dynamics to a spatial position within a heterogenous sample.

2.4.2 Microscopy
TA microscopy (TAM) has inherent advantages compared to both linear microscopes and other
types of nonlinear modalities. When comparing TAM to linear microscopy, there is natural
optical sectioning that increases the 3D resolution. This enhanced resolution is a result of the
required multiphoton interactions which means that only at a high photon density, i.e., the focal
position, will a nonlinear event occur. Linear microscopy draws signal from the volume of light
that passes through the sample, so light outside the focal position will degrade the spatial
resolution unless either deconvolution51 or a confocal pinhole52 is implemented. Alternative
nonlinear techniques, such two-photon fluorescence, retain the advantages of nonlinear
interactions, but there are sample restrictions as many materials do not exhibit an appreciable
quantum yield.47 Fluorescence tagging can overcome a sample’s inability to fluoresce, but this
action can also influence the natural activity of the sample.53 TAM not only has multiple modes
of contrast based on the three processes within the TA signal described above, but also,
information can be extracted on a sample in its native environment. An important limitation to
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note to TAM is that it requires the light to be resonant with energy level in the molecule. Despite
TAM’s advantages, there is a large amount of background as the signal measured is small
changes in intensity of the probe light. This is in contrast to fluorescence in which small
intensities of light are measured on an ideally dark background. Lock-in amplifiers with
frequency modulation provide a method for increasing the signal-to-noise ratio (SNR) by
removing frequency components that do not belong to the signal, specifically the non-interacting
probe light. Standard TAM requires a transmitted geometry due to the coherent nature of the
emitted light, so objectives are placed on either side of the sample for excitation and collection.
This geometry places limitations on the sample thickness. The next chapter will demonstrate
how connecting TIR to TAM allows for overcoming this limitation and provides an ability for
on-line detection for microreactors.
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CHAPTER 3
Total Internal Reflection Transient Absorption Microscopy:
An Online Detection Method for Microfluidics
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3.1 Abstract
Microreactors have garnered widespread attention for their tunability and precise control of
synthetic parameters to efficiently produce target species. Despite associated advances, a lack of
online detection and optimization methods has stalled the progression of microfluidic reactors.
Here we employ and characterize a total internal reflection transient absorption microscopy
(TIRTAM) instrument to image excited state dynamics on a continuous flow device. The
experiments presented demonstrate the capability to discriminate between different
chromophores as well as in differentiating the effects of local chemical environments that a
chromophore experiences. This work presents the first such online transient absorption
measurements and provides a new direction for the advancement and optimization of chemical
reactions in microfluidic devices.

3.2 Introduction
Microfluidic reactors have come into prominence as a bespoke method of chemical synthesis that
provides the ability to finetune environmental conditions in order to generate high-grade
products.1, 6, 9, 54-59 Compared to manually driven batch synthesis, a microreactor’s automated
model is preferred for monitoring unstable intermediates, reducing waste, and yielding high
monodispersity.6, 55-56, 59-61 Automation of an extensive range of microreactor parameters,
including flow rate, reactant amounts, and temperature, allows for the precise control over
reaction conditions that are necessary to extend a microreactor’s applicability to yield complex
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products like those needed in pharmaceutical production, nanomaterial optimization, and
catalysts development.9, 54, 58, 62-63 A key component to advancing the technology of
microreactors is the analytical ability to monitor reactions in situ. For example, solid catalysts
have been tested under multiple practical working conditions, photoluminescence spectra have
been monitored to gauge size distribution and surface defects for CdSe and ZnO quantum dots,
and flow schemes were observed and adjusted to provide an enhanced diffusion-controlled
mixing.64-72 These types of online detection are necessary for tuning the design of microreactors
to optimize the synthesis of desired properties.8, 54, 73-75 Online detection is also necessary for the
concept of algorithmically controlling parameters in a microfluidic, known as intelligent
synthesis, which was realized on CdSe quantum dots by Krishnadasan et al.76 Numerous
spectroscopy techniques have been employed as online detection, but there are many drawbacks
to the currently used techniques that restrict the growth of microreactor technology.54, 77
Optical spectroscopies are especially suitable for online detection as they are noninvasive
and lossless, two desirable traits for rapid reaction optimization and cost-effectiveness. This
viewpoint becomes readily apparent when reviewing the vast number of optical techniques that
have been employed in online detection.9, 54, 65, 67-68, 78-79 Of the optical spectroscopies available,
linear fluorescence spectroscopy is the most prominent method employed due to its high
sensitivity and ease of on-chip integration.65, 67-68, 78-80 However, because fluorescence is limited
by a molecule’s quantum yield, the analyte of interest typically requires tagging with an
exogenous fluorophore. In order to broaden the capabilities of microreactors, an online
absorption technique that can monitor nonfluorescent species in situ within an inhomogeneous
microfluidic flow is needed for creating new nanomaterials that are not possible with batch
methods. To enable the detection of a wider range of species, online detection with either
absorption or Raman spectroscopy is preferred as these methods allow for qualification of
samples that are not fluorescently tagged. There also exists the potential for both of these
spectroscopies to provide quantitative analysis, however, both absorption and Raman also have
their own limitations. Raman signals are inherently weak, and previous absorption methods
required a transmissive flow cell that was connected after the microreactor. This type of offline
method is not integrated to monitor the reaction as it proceeds within the reactor.7, 81-82
Alternative absorption techniques needed specialized flow cells that utilized silicon oxide
cladding and integrated waveguides to enable online detection.83-84 A significantly more
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advanced spectroscopic technique, two dimensional infrared spectroscopy, has also been applied
to a microfluidic device. While this study highlights the highthroughput advantages that can be
gained by interfacing nonlinear optical spectroscopy with microfluidic technology, this
application also required a specialized sample chip.85
Here we present an absorption method that utilizes transient absorption microscopy in
conjunction with a total internal reflection excitation geometry to serve as a novel approach in
online detection. Transient absorption (TA) is a nonlinear process that resolves the temporal
dynamics in a sample of interest by utilizing two light pulses. The first pulse, the pump, will
initially excite a population from the ground state to an excited state, and the second pulse, the
probe, will stimulate a signal on the basis of the sample’s interaction with the pump. Depending
on the energies of the pump and probe pulses and the electronic structure of the sample itself, the
TA signal will include ESA , SE, and/or GSB components. Additionally, varying the time delay
between the pump and probe pulses (Δt) allows for the dynamics of the target molecule’s excited
states to be directly tracked in time.
In spectroscopic applications, TA is limited to studying homogeneous samples. In 1992,
the TA signal was first collected through a microscope objective coupling the ability to obtain
spatial information with excited state dynamics.86 Since then, transient absorption microscopy
(TAM) has been used to study carrier dynamics in materials such as nanowires, perovskite solar
materials, and graphene.87-92 It has also been applied to biological systems including blood
vessels, living cells, and mice.93-95 TAM’s utility even extends to the identification of pigments
in artwork and the detection of single molecules.48, 96 TAM’s versatility to provide unique
information over a wide range of systems has been proven, but there is one main limitation that
inhibits its application toward microfluidics: the experimental condition that the sample and its
cuvette or flow cell be optically thin and transparent for the collection of the transmitted light.
Since TA is a nonlinear optical process, a high photon density is a prerequisite for the
phenomena to occur.47, 97 High repetition rate lasers are often used for TAM to increase the
sampling of the small volume of the system being studied, but in these cases, small focal spots
are essential in order to generate the high photon densities necessary for TA signal.47, 97 High
numerical aperture (NA) objectives allow for optimal focusing in TAM, but the objectives
require short working distances that constrain sample thickness to a coverslip-to-coverslip
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width.98 This width cannot be easily fabricated for many microfluidic designs.9, 80, 99-104 To
overcome the limitation of sample thickness and apply the technique to a wider range of devices,
we employ total internal reflection (TIR) excitation.
TIR occurs when light approaches an interface above a critical angle and produces an
evanescent wave that penetrates a finite depth into the interface.25 Excitation with TIR has been
generally achieved with either a prism or objective configuration, as shown in Figure 3.1. When
used in linear fluorescence microscopy, TIR excitation has allowed for monitoring individual
fluorophore dynamics and tracking changes in structure for protein subcomponents.105-106 TIR
fluorescence has also been applied to microreactors to measure temperature distributions on the
flow channel wall, and microfluidic devices have even been fabricated to convert the common
inverted microscope into one with evanescent capabilities.107-108
Moving beyond linear spectroscopy, many nonlinear techniques have also previously
integrated TIR to take advantage of the evanescent wave’s depth into a sample to measure
properties of interfacial regions. Most nonlinear applications have relied on a prism based
configuration with only one of the two beams that interact with the sample in a TIR geometry.109115

For example, two-photon fluorescence, 109 second harmonic generation,110 transient grating,111

and transient absorption112-113 have previously used a focused pump with only the probe beam
incident in the TIR geometry. Shimosaka et al. introduced only the pump beam onto the sample
in the TIR geometry for their photothermal spectroscopy experiment114 while Sugimoto et al.
used both a pump and probe in TIR for their transient lens, albeit in a prism configuration.115 In
fact, two-photon fluorescence, second harmonic generation, and electronic sum frequency
generation are the only nonlinear phenomena to date that have employed an objective
configuration for TIR.116-119 The TIRTAM instrument we present here incorporates both pump
and probe into a TIR excitation geometry with an objective to provide easy adaptability for
online integration in a standard inverted microscope.
Herein we report the details of our TIRTAM instrument including the characterization of
its spatial and temporal resolution, and the collection of images from a dual-channel device with
two parallel liquid phases that merge into a single channel. Two different sets of samples were
studied in this device to demonstrate the technique’s sensitivity to different chromophores and
different solvent environments. Specifically, DTTC and IR-144 in methanol were imaged, while
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in a separate experiment IR-144 is imaged in both methanol and DMSO. Images taken at probe
delay times show the progression of the temporal profiles, and the full range of excited state
dynamics are captured in localized positions on the device. Furthermore, chromophores were
measured in individual channels as well as during mixing to highlight the capability of the
instrument to be used to either multiplex several different experimental conditions quickly or
examine more complex solutions.

3.3 Methods
TIR arises when light is incident on an interface at a critical angle (θC) that is dependent on the
substrates’ refractive indices. Specifically, the introduction of light must start on the side of the
interface with a higher refractive index (n2), and the relationship between refractive indices and
the critical angle is defined in Equation 3.1.25
𝜃𝐶 = sin−1 (𝑛2 /𝑛1 )

(3.1)

When the angle of light exceeds the critical angle, a confined electromagnetic wave
penetrates past the interface to a very limited depth. This evanescent wave decays exponentially,
and the intensity of this wave, shown in Equation 3.2, is dependent on the distance away from
the interface and the penetration depth (d). This depth is defined by the wavelength of the light in
vacuum (λ0), angle of incident light, and refractive indices.

𝑑=

𝜆0
4𝜋

𝐼(𝑧) = 𝐼0 𝑒 −𝑧/𝑑

(3.2)

[𝑛12 𝑠𝑖𝑛2 𝜃 − 𝑛22 ]−1/2

(3.3)

Equation 3.3 shows how the penetration depth of the evanescent wave can be modified to range
from tens to hundreds of nanometers into the sample by changing either the wavelength or angle.
As mentioned previously, the conditions for TIR are often achieved in either a prism or
objective configuration (Figure 3.1). In the prism setup (Figure 3.1A), the primary alignment
method used consists of light originating from the far side of the prism, and the internal
reflection is produced in a defined area with high refractive index silica surfaces on either side of
a lower refractive index medium such as water or air.120 The prism configuration’s main
advantage, aside from the straightforward assembly, is the separation of fluorescence detection
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Figure 3.1: (A) Prism TIR configuration with light entering the prism and
interacting with the far side of the coverslip. (B) Through-the-objective TIR
configuration with light originating and leaving through the back aperture of a
single objective. (C) Focused geometry with two high NA objectives on either side
of a sample slide.
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from the path of the excitation beam.117 Such a separation allows for a higher signal-to-noise
compared to an objective. Despite this asset, a prism limits lateral resolution and collection
efficiency as the light must travel across the sample.120 The approach chosen in this paper is a
through-the-objective configuration (Figure 3.1B), which relies on a lens to focus incoming light
onto the back aperture of the objective. The position of the lens will vary the critical angle, and
the reflected light will exit through the same back aperture where the light was introduced. The
benefits for this method are 3- fold: accessible coupling to a standard inverted microscope,
adaptability with standard excitation paths, and an increased collection performance.117
TAM has been typically performed in the focused geometry as depicted in Figure 3.1C.
This geometry allows for a diffraction-limited resolution of 200 nm, but as mentioned before,
restricts the sample being investigated due to the transmissive collection and small working
distances of the objectives.121-123 TIR excitation for TAM as shown in Figure 3.1B has a single
objective requiring only a single side of the sample be accessible to the light. It should be noted
that this could be considered similar to transient reflectivity;124-126 however, by utilizing TIR we
are not dependent on the reflectivity of the sample itself to return a large amount of the light. For
demonstrating online detection on a flow channel device, the TIR configuration for both beams
was used for data collection. Images and excited state dynamics were collected from the homebuilt TIRTAM microscope shown in Figure 3.2.
Briefly, the initial light source emanated from a femtosecond modelocked Ti:sapphire
laser (Griffin, KM Laboratories) with pulses centered at 800 nm having a pulse width of 37 fs at
a repetition rate of 80 MHz. Three different prism compressors were used to maintain the
ultrashort pulse width at different places along the optical path. The initial beam was split into
pump and probe beams of variable power with a waveplate/thin film polarizer combination. The
pump beam was modulated to 8 MHz with an acousto-optic modulator for lock-in detection. The
probe beam was focused onto a photonic crystal fiber (PCF) (C110-540-000 Femtowhite 800,
Newport) to produce a white-light supercontinuum. Approximately 50 nm of bandwidth was
from the ∼400 nm output of the PCF supercontinuum for the probe pulse. The resulting light was
collimated with an off-axis parabolic mirror and directed through a delay line to allow for the
monitoring of temporal dynamics within the samples. Both beams were brought through 4×beam
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Figure 3.2: Instrumental schematic of the TIRTAM microscope: PO, pickoff
mirror; WP, waveplate; TFP, thin film polarizer; AOM, acousto-optic
modulator; OBJ, objective; PCF, photonic crystal fiber; OAP, off-axis
parabolic; DC1, dichroic mirror; APD, avalanche photodiode.
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expanders and recombined with a 750 shortpass dichroic mirror (FF750-SDi02, Semrock). The
beams were then focused through a 500 mm achromatic lens onto the back aperture of the 100×
1.49 NA oil immersion objective (MRD1991, Nikon). It is important to note that most
applications of the through-the-objective TIR excitation do not collect the beam after it interacts
with the sample. In these cases, the critical angle is often achieved by moving the beam off of the
center of this focusing lens. For TIRTAM, this will lead to significant aberration in the collected
beam so this alignment is avoided in our configuration. Collection of the return beam was
achieved with a half-cleaved silver mirror (PFR10-P01, Thorlabs).
The final output is processed by a lock-in amplifier (SR844, Stanford Research Systems)
where the signal was isolated and read by custom LabView codes. Lock-in sensitivity, ranging
from 60 to 300 μV, was adjusted to maximize signal gain while reducing background noise.
When using TIR excitation, it is important to note how the polarization of the incident
light impacts the evanescent wave. First the evanescent wave can have a larger intensity than the
incident beam, but this effect is significantly larger for p-polarized light than for s.127 The use of
p-polarized excitation, however, also results in the generation of an evanescent field with elliptic
polarization.127 Figure A.1 shows the excited state dynamics collected from a sample of 1 mM
IR-144 in methanol for both pump and probe beams either in s- or p-polarized incident light to
compare the differences in intensities due to the resulting evanescent waves. For all of the other
experiments performed here, the polarization of both beams was matched and set to ppolarization. Because the polarization angle between the pump and probe beams was not set to
the magic angle, the observed excited state lifetimes extracted from our TA measurements will
include rotational dynamics leading to differences from literature values.
The solvents used in the experiments were methanol (99.9%, Fisher) and DMSO (99.5%,
Sigma) and the chromophores examined were [N,N-diethylethanamine-3- [(2Z)-2-[(2Z)-2-[(3E)3-[(2E)-2-[1,1-dimethyl-3-(3- sulfopropyl)benzo[E]indol-2-ylidene]ethylidene]-2-(4ethoxycarbonylpiperazin-1-ium-1-ylidene)cyclopentylidene]- ethylidene]-1,1dimethylbenzo[E]indol-3-yl]propane-1-sulfonate] IR-144 (08690, Exciton) and [3,3′diethylthiatricarbocyanine iodide] DTTC (381306, Sigma). Structures of these molecules are
depicted in Figure A.2
In order to demonstrate online detection with TIRTAM, continuous flow devices were
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devised and built in-house. A dual-channeled device that was used for the experiments is
depicted in Figure 3.3.128 A glass microscope slide served as the substrate for flow ports (N-333,
IDEX), which were attached with silicone. This bonding method prevents the adhesive from
contacting solvents that would degrade the connection and is more robust to DMSO than the
more commonly used epoxy. The design and fabrication of the channel design in doubledsided
tape (7602A53, McMaster-Carr) was made with a die cutting machine (Cricut), and the final part
of the device was the coverslip. The assembled device brought two different solutions in parallel
channels before combining into a single channel that is attached to the output port. Syringe
pumps were used to introduce the sample solutions into the flow device with positive pressure,
and the flow rates for the experiment with two solvents were 0.07 mL/min and 0.013 mL/min for
methanol and DMSO, respectively. In the case of the two different chromophores with methanol,
a flow rate of 0.05 mL/min for DTTC and 0.03 mL/min for IR-144 was used, respectively. The
channel widths for the device were 2 mm for the single channel labeled with the red box (region
I) and 1 mm for the single channel labeled with the blue box (region II) in Figure 3.3B. The
single channels combined into a channel with a width of 3 mm labeled with the purple box
region (III). The depth of the channel was based on the thickness of the tape, which was ∼0.1
mm. A similar coverslip-to-coverslip single channel variant has been employed before in our
focused geometry TAM.98 For image collection, the stage was scanned using motorized actuators
(Newport, TRA25PPD) with a 300 ms pixel dwell time.
To explore any impact of surface effects on our measured dynamics, coverslips with both
hydrophilic and hydrophobic surfaces were tested. For the hydrophobic surface, the coverslips
were used as received. To produce a hydrophilic surface, the coverslips were acid washed using
a procedure by Cras et al.129 Briefly, the coverslips were first submerged in 50:50 methanol
(99.9%, Fisher)/HCl (95.0%, Fisher) solution for 30 min. They were then rinsed with Milli-Q
water and dried under N2 before being submerged in H2SO4 (95.0%, Fisher) for 30 min. The
coverslips were then subjected to the same water wash and N2 drying steps. The coverslips were
stored under methanol in sealed containers before being used in flow devices. The difference in
contact angle for water on the acid-washed vs standard coverslips is shown in Figure A.3.
To study diffusion-controlled mixing and observe the intensity profile across the width of
a diffusional mixing channel, a hybrid PDMS/glass microfluidic device was fabricated. A
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Figure 3.3: (A) Flow cell diagram with the glass slide as the top layer with silicone
adhered ports, the middle layer as the tape-cut channel, and the bottom layer as a
coverslip. (B) Scaled pictured of constructed flow cell with squares outlining where
single channel images (red region I and blue region II) and mixed channel images (purple
region III) were obtained.
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Yshaped channel geometry was cut from a 250 μm thick sheet of PDMS (HT6240, Stockwell
Elastomerics, Inc.) using a direct-write CO2 laser cutting instrument (VLS 2.30, Universal Laser
Systems, Inc.). Standard 25 mm × 75 mm microscope slides, 25 mm × 75 mm no. 1 coverslips,
and the laser cut PDMS channels were placed together in the chamber of a plasma cleaner (PDC001-HP, Harrick Plasma) and subjected to plasma cleaning at approximately 250 mTorr pressure
of room air with the instrument operated in high power mode. Plasma was discontinued after 3
min, and the chamber was vented rapidly to allow the assembly of a microscope
slide−PDMS−coverslip sandwich structure within 30 s of discontinuing the plasma. The
glass−PDMS−glass sandwich was immediately placed on a hot plate at 95 °C for 1 h to allow the
formation of irreversible PDMS−glass bonds, thereby sealing the device for flow experiments.

3.4 Results and Discussion
Before online detection was conducted, the spatial and temporal limits of the technique were
determined to fully characterize the instrument. Spatial resolution measurements were achieved
by fitting a logistic function on an oversampled TA image of an edge.130 In most TIR microscopy
applications, the TIR excitation generates a wide field of illumination that is decoupled from the
spatial resolution which is determined by the fluorescence collection and detection optics. In
these cases, the ideal TIR spot size is generated by focusing the incoming light on the back
aperture of the objective to produce a large collimated beam on the sample. In contrast, our
TIRTAM is a point-scanning technique in which the spatial resolution is determined by the TIR
spot itself. As such, we have improved our spatial resolution by moving the focus away from the
back aperture such that the light on the sample is not collimated and therefore illuminates a
smaller area. Figure 3.4A shows the TA of IR-144 in methanol with a piece of Teflon tape
(8569K16, McMaster-Carr) in the channel path. Figure 3.4B is the logistic function fit on the
edge of the tape with the sample solution, which yielded a spatial resolution of ∼30 μm. Teflon
was specifically chosen for the spatial resolution measurement as its similarity in refractive index
to that of methanol minimized any potential changes in the beam path.131-132 If the beams had
been perfectly focused on the back aperture of the lens, the resulting spot sizes on the sample
would have been ∼80 μm according to the equation:133
diameter at sample = diameter at TIR lens ∗

objective focal length
TIR lens focal length

(3.4)
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Figure 3.4: Spatial characterization. (A) 3 × 80 TA image used for spatial
resolution with a vertical scale bar equal to 50 μm and a horizontal scale bar equal
to 5 μm. The red line demarcates the data that were used for fitting. (B) Logistic
function fit of an edge from the TA image.
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Moving the focus away from the back aperture then significantly increases the
instrument’s spatial resolution. An important consideration with this approach, however, is that
care has to be taken to recollimate the light exiting the objective after interacting with the sample
as it will not be propagating with the same characteristics as that in widefield TIR microscopy.
While a 30 μm focal spot size is relatively easy to generate with more conventional
optics, the lack of confinement in the z-dimension afforded by the TIR excitation significantly
reduces the power density and resulting nonlinear signal. In addition, the focal depth for a
conventionally focused beam with the same lateral resolution would extend beyond the channel
depth of our flow devices, reducing signal even more than the TIR geometry excitation. In
contrast, a more tightly focused beam with a smaller focal depth would require a device design
that allows for collection with a higher NA objective above the flow cell. In this way, the TIR
excitation provides an alternative option to balance the needs of sample constraints and power
density.
Temporal characterization was carried out with cross-correlation frequency resolved
optical gating (x-FROG),134 as shown in Figure 3.5A. In these experiments, the sum frequency
generation from the pump and probe beams on a crystal of potassium dihydrogen phosphate was
collected above the sample with a UV objective (LMU-40X-UVB,ThorLabs). In order to
optimize the collection of the UV signal, small adjustments to the TIR lens were required but
kept minimal to not significantly distort the measured dispersion from that in the TAM
experiments. A nominal temporal resolution of 100 fs was measured as shown in Figure 3.5B. In
order to mimic the TAM experimental conditions, the bandwidth of the probe beam was limited
in its prism compression line for the xFROG measurements to match the bandwidth of the filters
used for TA signal collection.
Online detection was first carried out on two different chromophores to demonstrate the
instrument’s capability to separate these distinct signals. The two chromophores, IR-144 and
DTTC, are both symmetrical carbocyanines and were chosen because their excited state lifetimes
have previously been reported in the literature for a range of experimental conditions.135-137 A
pump beam centered at 800 nm with 1.25 nJ/pulse into the microscope was used to initially
excite the chromophores from the ground state to the first excited state. . A probe beam centered
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Figure 3.5: Temporal resolution. (A) xFROG spectrogram (B) Integrated intensity
from the xFROG data showing a ∼100 fs fwhm temporal resolution.
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at 550 nm with 0.032 nJ/pulse was used to stimulate the ground state bleach response that was
monitored as the probe pulse was delayed. TIRTAM images of 1 mM solutions of the individual
chromophores in methanol before mixing are shown in Figure 3.6A,B, which correspond to
positions labeled as region I and II in Figure 3.3B, respectively. In Figure 3.6A, the black region
represents tape and is the absence of signal while the dark blue region is signal arising from the
DTTC solution. The highest signal region was at the interface between the solution and tape, and
this signal most likely stems from aggregation at this interface.138 It should be noted that this
aggregation was only observed for DTTC and not IR-144, suggesting a molecularly specific
interaction between DTTC and the tape.
It is, however, important to note that the flow velocity along the edges of the channel will differ
from the bulk/center region. Specifically, for laminar flow conditions, such as those in our
experiments, the velocity profile will be parabolic for a cylindrical channel139 while our
rectangular channels have a more complex profile.140 In all channel shapes, however, the flow
near the coverslip surface is significantly slower. This could be expected to impact the TIRTAM
results and applications in multiple ways. First, increased photodamage may be expected for
TIRTAM compared to standard transmission TA spectroscopy experiments under the same flow
conditions. We did not see any significant photodamage effects in any of the experiments we
report here. Second, the detection of any changes to the experimental conditions over time, for
example, a change in the concentration of input solution, will lag behind and be spread in time
relative to the actual input changes. Third, the region at the coverslip interface sampled by the
evanescent wave in our TIR experiments may make these measurements more sensitive to
molecular interactions with this surface. To explore the possible impact that any resulting surface
effects may have on our observed dynamics, the excited state lifetime of IR-144 solutions were
measured flowing over coverslips with either hydrophobic or hydrophilic surfaces. These results
are shown in Figure A.3. IR-144 was expected to interact more strongly with the hydrophobic
surface promoting additional aggregation and resulting in faster decay dynamics. No differences,
however, were observed in the measured dynamics between the hydrophobic and hydrophilic
surfaces, suggesting that our measured transient absorption arises predominantly from the bulk
solution and not a surface specific sample.
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Figure 3.6: TIRTAM images and excited state dynamics of 1 mM solutions of DTTC
and/or IR-144 in methanol. (A) 32 × 32 single channel image of DTTC in region I taken
at Δt = 10 ps. Scale bar is 200 μm. (B) 32 × 32 single channel image of IR-144 in region
II taken at Δt = 10 ps. Scale bar is 200 μm. (C) 33 × 13 image of the solutions mixing in
region III at a time of Δt = 400 ps with the red and green circles outlining where excited
state dynamics were obtained for DTTC and methanol, respectively. The black unlabeled
region on the right edge of the image is tape. The vertical scale bar is 10 μm and the
horizontal scale bar is 200 μm. (D) Excited state dynamics obtained at the outlined
locations in (C) where the red trace is DTTC and the green trace is IR-144.
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The excited state dynamics of this interfacial region between the DTTC solution and the
tape edge of the channel (Figure A.4) display an increased fast component compared to the
solution away from the interface, which matches the dynamics observed in region III. The
interfacial feature is absent in the IR-144 solutions (Figure 3.6B) where the highest signal
appears in the bulk of the solution as it does in all other images obtained. The mixing channel
image, taken at Δt = 400 ps, shows three regions of signal in Figure 3.6C. The highest signal is
observed from IR-144 portrayed as the white region, DTTC is the primary component in the blue
region, and tape again appears as the black region. Figure A.5 depicts time delay images at Δt =
10 ps and Δt = 400 ps, which were taken to demonstrate how contrast in the images changes due
to the chromophores’ differences in lifetimes, and an image obtained at Δt = −13 ps confirms
that the source of the signal is TA as all contrast is lost and only noise is apparent. Excited state
dynamics of each chromophore (Figure 3.6D) were collected at the locations on the device
marked with a red circle for DTTC and a green circle for IR-144 in Figure 3.6C. Fits of the
dynamics yielded IR-144 with a dominant single exponential lifetime of 358 ps and DTTC with
a biexponential decay containing a short lifetime component of 15 ps and a long component of
507 ps. The lifetime of DTTC has previously been reported as varying over a large range under
different power densities, and aggregation exacerbates the contribution of the short component
resulting in a biexponential decay.137, 141 Our IR144 result is also shorter than the published
lifetime of 450 ps mostly likely due to two factors, polarization and aggregation.135, 142
Specifically, when measuring excited state dynamics in standard TA spectroscopy, the
polarization of the pump and probe beams are set to the magic angle to eliminate any rotational
components that would decrease the observed transient lifetime.136 This behavior is difficult to
match when using TIR excitation. As such, both of the beams in our experiment are incident in
p-polarization, causing an evanescent wave with elliptical polarization to interact with the
sample. While our measured dynamics will certainly contain rotational components, the larger
source of deviation between our measured lifetimes and the literature values for IR-144 is the
presence of aggregated species. The study by Yu et al. was performed with a 70 μM
concentration as opposed to the 1 mM concentration in our measurements.142
The next set of TIRTAM experiments focused on imaging contrast from the solvation
dynamics of a single chromophore. IR-144 lifetimes in 1 mM solutions in DMSO and methanol
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have been recorded in multiple sources, and the difference in TA dynamics and intensity were
used to map the signal in the images shown in Figure 3.7.
In Figure 3.7A, the IR-144 in methanol in region I of the device gave the highest signal in
the bulk of the solution in the white region whereas the tape was in the black region without a
signal. Figure 3.7B mimics Figure 3.7A with similar color designations for signal from IR-144 in
DMSO in region II. The image of region III in Figure 3.7C features methanol with the highest
signal in the white region, DMSO in the blue region, and the tape in the black region. Excited
state dynamics were measured in the marked regions with the green circle denoting the location
where the IR-144 in DMSO lifetime was collected and the red circle denoting where the IR-144
in methanol lifetime was collected in Figure 3.7D. Differences between the solvent environments
are clearly visible in these dynamics. When moving between different solvent environments, it is
important to consider the differences in their refractive indices. The critical angle for DMSO and
the coverslip is ∼76°, but the critical angle for methanol is lower at ∼62°. Excited state dynamics
obtained in regions I and II (Figure A.6) were collected at the critical angle to match each
solvent, while in region III the angle was set to that of DMSO over the entire image. Collection
at different delay times is shown in Figure A.7 and display similar results obtained in Figure A.5.
The signal collected for IR-144 in methanol was seen to be affected by this angle due to
differences in the evanescent field generated. Despite this discrepancy, however, it is clear that
different solvent environments can be resolved for the same chromophore with TIRTAM.
Finally, TIRTAM was used to visualize a dynamic process, namely diffusion, across the
channel. For these measurements, a channel ∼1 mm in width was fabricated using PDMS, as
described in the Methods. A 1 mM solution of IR-144 in methanol was introduced into one port
of the device while pure methanol was flowed on the other side of the channel. The intensity
variation of the transient absorption signal across the channel width corresponds to the diffusion
of the IR-144. Parts A and B of Figure 3.8 show the resulting images for two different flow rates.
The darker blue/black regions on the bottom of the images correspond to the PDMS edge near
the side of the channel with the concentrated IR-144/methanol solution. The white represents the
highest concentration of IR144, and as the chromophore diffuses to lower concentration, the
signal becomes shades of light blue then finally darker blue to black near the top of the image
where pure methanol was introduced. While this channel width was still too large to see
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Figure 3.7: TIRTAM images and excited state dynamics of 1 mM solutions of IR-144 in
methanol and/or DMSO. (A) 32 × 32 image of IR-144 in methanol in region I was taken
at Δt = 10 ps. Scale bar is 200 μm. (B) 32 × 32 image of IR-144 in DMSO in region II
taken at Δt = 10 ps. Scale bar is 200 μm. (C) 33 × 13 image of the solutions mixing in
region III at a time of Δt = 10 ps with the red and green circles outlining where the
dynamics were obtained of IR-144 in methanol and DMSO, respectively. While IR-144
decays faster in methanol, its transient absorption signal in this solvent is initially higher.
The black unlabeled region on the right edge of the image is tape. The vertical scale bar is
10 μm, and the horizontal scale bar is 200 μm. (D) Excited state dynamics were obtained
at the outlined locations in (C) where the red trace is IR-144 in methanol and the green
trace is IR-144 in DMSO.
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Figure 3.8: TIRTAM images and intensity profile across the channel of 1 mM
solutions of IR-144 in methanol and pure methanol. All images were taken at Δt =
300 fs. (A) 3 × 200 image of IR-144 diffusing into solvent at a flow rate of 2.7
μL/min at 38 mm from the merge point. (B) 3 × 200 image of IR-144 diffusing into
solvent at a flow rate of 0.05 mL/min at 38 mm from the merge point. (C) Graph of
intensity versus channel position at the three different flow rates of 0.05 mL/ min
(red), 0.01 mL/min (blue), and 2.7 μL/min (black). Error bars show the standard
deviation from three measurements.
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significant changes in the diffusion profile at different channel length positions, differences in
diffusion are evident at the same position for different flow rates. Figure 3.8A was taken with
both the IR-144 solution and the pure methanol introduced with a 2.7 μL/min flow rate. The
extent of signal from IR-144 across the channel is greater in this image as compared to Figure
3.8B, which shows an image from the same position but with a higher flow rate of 0.05 mL/min,
which significantly reduces the chromophore diffusion. To better compare the differences
between these images, the average signal intensity from these images was plotted as a function of
cross-sectional channel position for the different flow rates in Figure 3.8C. The data from an
intermediate flow rate of 0.01 mL/min is also plotted in Figure 3.8C although the image for this
flow rate is not shown. For all flow rates, the highest signal is found at the ∼200 μm channel
position corresponding to the PDMS edge. Some signal is seen at positions corresponding to
chromophore within the PDMS layer, which is not unexpected as PDMS is known to allow for
small chromophore absorption.143 The absorption of some of the IR-144 into the PDMS is also
expected to cause differences in integrated intensities between different experiments. The fastest
flow rate, 0.05 mL/min shown in red, has the highest concentration at the edge and the fastest
drop in signal across the channel while the black data corresponding to the slowest, 2.7 μL/min,
flow rate shows the lowest IR-144 signal at the edge and a more gradual change in signal across
the channel as the chromophore has diffused more.

3.5 Conclusions
In this work, we have demonstrated the first ultrafast optical online detection method capable of
probing and distinguishing the excited state dynamics of species in microfluidic channels using
TIRTAM. Images and excited state dynamics on different chromophores in a single solvent
environment and a single chromophore in two different solvents showcases the applicability of
the technique to separate distinct species on the basis of subtle differences in the local chemistry
and solvation. These experiments can readily be adapted in a microreactor to, for example,
multiplex a range of conditions in parallel channels for high throughput experiments or observe
the formation of a nanomaterial in a complex environment. While our TIRTAM instrumentation
can be utilized with standard microfluidic devices, this technique also highlights an opportunity
for improved spectroscopic measurements. Specifically, by imaging a microreactor, one can map
chemical kinetics to different positions along the flow device. Measuring TAM at these different
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positions, and hence at different times during the reaction, allows for the collection of
information on both the ultrafast, molecular time scale and the time scale for chemical kinetics.
This allows for contrast in chemical reactivity to be related to changes in dynamics that take
place on the molecular level. Furthermore, a quantifying online absorption technique could be
realized with the introduction of an internal standard.144 Coherent Raman online detection could
be an easy adaptation as well because of the similarity between the optical configuration of
stimulated Raman spectroscopy and transient absorption.51 Finally, envisioning a microscope
platform with the ability to use fluorescence, transient absorption, and Raman would enable full
characterization of microfluidic devices, and such a concept becomes possible with the
instrument design presented here.
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CHAPTER 4
Surface Influence on Microemulsions: Differentiating
Dynamics with Total Internal Reflection Anisotropy
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A version of this chapter is in preparation for submission.
This chapter describes experimental design by myself and Tessa R. Calhoun. A part of data
collection was performed by M.R. Hassan. I completed the first series of experiments. Data
analysis was performed by myself and Tessa R. Calhoun. The manuscript was prepared by
myself, M.R. Hassan, and Tessa R. Calhoun.

4.1 Abstract
Microemulsions (μEs) have been used in a range of applications, and most recently, a tween 20
bicontinuous formulation has been proposed as a promising solution for redox flow batteries.
Previous work has revealed the nanoscale structure of these complex fluids is altered at the
interface with solid substrates. In order to assess the impact of these structural changes on small
molecule dynamics, time-resolve total internal reflection fluorescence (TIRF) anisotropy is
employed to monitor the behavior of the fluorescent probe, coumarin 153, near the solid/liquid
interface. The reduction in rotation and preferential ordering show a difference in the structure
near the surface and presence of a different solvation environment.

4.2 Introduction
A microemulsion (μE) is a thermodynamically stable mixture made of a ternary composition:
water, oil, and surfactant. When attempting to make certain formulations stable, a fourth
component is added as a cosurfactant. These mixtures are optically transparent which indicate
the underlying dimensions of the nanosized dispersions. The three structures that can be
produced are water droplets in oil (w/o), oil droplets in water (o/w), and intersecting continuous
phases of oil and water (bicontinuous). For the application of μEs as nanoreactors or for drug
delivery, droplet systems are the dominant formulation employed; specifically, the size and
interfacial area of the droplets makes them ideal in synthesizing monodisperse nanoparticles145 or
releasing drugs that cannot be administered in a traditional way146. However, bicontinuous μEs
were originally considered as the optimized composition for oil recovery applications11 and
display an increased capacity for electro catalytic activity147. The reason for bicontinuous μEs
having enhanced properties is the equal solubilization of water and oil which corresponds to the
lowest interfacial tension a μE can achieve.11 The nature of the surfactant also provides many of
the μE’s attributes, for example, the nonionic surfactant Triton X-100 in μEs has an increased
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sensitivity to temperature and solvent when compared to its ionic counterparts.148 Another
nonionic surfactant Brij 96 μE utilized a unique transition from w/o to o/w through a
bicontinuous phase that maximizes transport for anti-tuberculosis (TB) drugs.149 Tween 20
(TW20), a nonionic surfactant, μEs were successful for delivering anti-TB drugs150, improving
the bioavailability of the anti-inflammatory curcumin151, and augmenting ocular uptake of the
drug chloramphenicol152. TW20 μEs droplets were also used in other processes as well such as
the synthesis of silver nanoparticles153 and prolonging the shelf life of food grade peppermint
oil154.
Recently, a bicontinuous TW20 μE comprised of 1-butanol as the cosurfactant, water as
the aqueous phase, and toluene as the oil phase (TWBT μE) was used as an electrolyte where it
was shown to facilitate reversible electron transfer of ferrocene.155 The rate of the electron
transfer was hypothesized to arise from both the ionic and electroactive species being located
close together in the surfactant region. Previous work by Hassan et al. (unpublished) showed the
locations of many different probes that have different polarities. The laurdan surfactant probe
demonstrated the surfactant region being loaded with water as the water percentage increased in
the μE. Rhodamine 6G, an ionic fluorophore, and C153, a polar hydrophobic fluorophore, both
were shown to be located in the surfactant region. Both probes were in close enough proximity in
the surfactant region to experience FRET, but C153 and methyl viologen did not exhibit
photoinduced electron transfer suggesting that C153 beyond the range of a few angstroms. With
the concept of electrochemical systems in mind, the surface composition of the μE must be
determined as it can impact electrode performance.156 The structure of a μE at a surface must be
characterized in order to optimize the composition needed for such an application.
A few works have also defined the μEs surface structure at the interface between the
substrate and the μE with scattering techniques. A total internal reflection scattering technique
observed the formation of an ionic AOT surfactant μE as droplets at a liquid/liquid interface of
dodecane and water.157 Other works defined the surface of a bicontinuous μE made up of the
nonionic surfactant C10E4 by invoking an evanescent wave through grazing-incidence smallangle neutron scattering.158 These works illustrated a lamellar structure near the surface that
perforated into a bicontinuous composition .The surface dynamics were shown to be faster
relative the bulk and provided insight into membrane activity when in proximity to a solid/liquid
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interface.158 From the recent paper on TWBT μEs, neutron reflectivity detected an ordering on a
surface electrode that diverged drastically from the bulk solution.21 When approaching from a
fluorescence anisotropy perspective, we can utilize an evanescent wave technique to analyze the
probe’s local environment with respect to the surface.
The TWBT μEs show much promise in the applications of redox flow batteries. For this
reason, we chose to examine the bicontinuous TWBT μE. The structure of a TWBT μE was
characterized with neutron reflectivity and small-angle neutron scattering, and cyclic
voltammetry described the electrochemical kinetics.21, 155 While many different techniques were
used, there is a dearth of information around the small molecule dynamics in the surface of this
system. To understand the microenvironments of these TW20 μEs, we will employ time-resolved
fluorescence anisotropy to examine the localized small molecule dynamics.
As previously described in Chapter 2, total internal reflection fluorescence (TIRF)
anisotropy is a technique that relies on inducing an evanescent wave at an inhomogeneous
interface of two different optical mediums in order to observe depolarization of the probe surface
dynamics. In Figure 4.1, a schematic of our objective-based TIRF experiment on the TBWT
bicontinuous μEs is shown. The previously discussed neutron scattering experiments observed a
lamellar structure comprised of the surfactant extending ~20-60 nm from the surface depending
on the formulation. In comparison, the evanescent wave produced in our TIRF measurements
extends at ~200 nm with the highest intensity of excitation light closest to the interface. TIRF
anisotropy has been primarily used for membrane dynamics in biological systems42 or to
examine liquid-liquid interfaces159. According to our literature survey, this is the first time that
TIRF anisotropy has been utilized on μEs to determine the dynamics at an interface versus in the
bulk solution.
A C153 probe will be used to investigate the bulk and surface microenvironments of
TWBT μEs with fluorescence anisotropy and TIRF anisotropy, respectively. Anisotropy research
with this probe is extensive. C153 has unusual rotational features in polar protic solvents despite
its simplistic electronic structure.160 The unique properties of C153 in these solvents extend to
aggregation, and thus an aggregate emission at the blue edge is observed even at low micromolar
concentrations.161 Fluorescence lifetimes can monitor the solvation dynamics to determine these
different species or different environments. Time resolved anisotropy to resolve rotational
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Figure 4.1: Cartoon depiction of proposed structure of a microemulsion with a
structured lamellar surface versus a bicontinuous bulk. The green represents the
oil phase and the purple represents the water phase. The lamellar structure
should have oil and surfactant near the surface, and as the surface structure gets
perforated, it leads into water phases and finally a bicontinuous bulk. Lamellar
structure was proposed in a previous work.21,154,157
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dynamics to determine whether probe’s rotation is restricted or are allowed to freely rotate.
Anisotropies that have a difference in the angle of absorption and emission can also be utilized to
gauge structural differences between the surfaces and the μE compositions. Three emission
wavelengths, that are arrayed along the emission spectrum, will be monitored to observe
aggregate and monomeric species.161 Finally, surfaces will be functionalized to ascertain whether
the hydrophobicity can affect the anisotropic dynamics at the surface. Given the key role the
surfactant plays in mediating the behavior of electroactive species and the perturbation of the
surface on the surfactant structure, we expect these interfacial dynamics to provide new insight
into the use of microemulsions as electrolytes.

4.3 Methods
Steady-state fluorescence measurements were obtained on a Cary Eclipse Fluoroscence
Spectrometer (Agilent). Excitation spectra were obtained at emission maximums of 480 nm, 525
nm, and 580 nm. Emission spectra were collected with an excitation wavelength of 400 nm.
A time-correlated single photon counting (TCSPC) instrument was used to record timeresolved emission decays. (Figure 4.2) Briefly, a light source originates from a femtosecond
modelocked Ti:sapphire laser (MaiTai, SpectraPhysics) having pulses centered at 800 nm with a
temporal pulse width of 90 fs and a repetition rate of 80 MHz. The beam was modulated to 22.6
MHz with an electro-optic modulator which was also used as a sync input for time correlation.
The beam passed through a 4× beam expander and an excitation 400/25 nm bandpass filter
(Edmund Optics #86-652) before being introduced into the microscope. Three different dichroic
and emission filter pairs were used: a 550 longpass dichroic (Edmund Optics #69-877) with a
530/55 nm bandpass emission filter (Edmund Optics # 87-750), a 572 longpass dichroic (Omega
570 DRLP) with a 605/55 nm bandpass emission filter (Chroma AT605/55), and a 482 longpass
dichroic (Edmund Optics #80-331) with a 472/30 nm bandpass emission filter (Edmund Optics
#67-027). When probing the bulk of the microemulsion, a 10×0.3 NA air objective (N10X-PF)
was employed to focus the light inside the sample beyond the coverslip surface. To probe the
sample near the coverslip interface, the beam was focused through a 500 mm achromatic lens
onto the back aperture of a 100× 1.49 NA oil immersion objective (MRD1991, Nikon). The
emitted fluorescence from both bulk and TIRF measurements was focused onto a single photon
avalanche detector, and the signal was time correlated by a TCSPC module (PicoHarp 300). The
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Figure 4.2: Instrumental schematic of the TIRF platform: BS, beam-splitter; WP,
waveplate; Pol, Glan-Thompson Polarizer; EOM, electro-optic modulator; OBJ,
objective; DC, dichroic mirror; PD, photodiode; SPAD, single photon counting
avalanche photodiode; TCSPC, time-correlated single photon counting.
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data was recorded through the PicoHarp software and processed through custom-built MATLAB
codes.
The single photon avalanche photodiode detector ($PD-050-CTD) has a stated temporal
resolution of ~35 ps with a max of 50 ps. The instrument response was recorded by collecting the
signal from a o-DASPMI sample that displayed lifetime dynamics of 6.6 ps.162 The DASPMI
dynamics are much faster than the resolution of the detector, so DASPMI was used to record an
instrument response. A FWHM of ~40 ps FWHM allowed for a picosecond temporal resolution.
Typical instrumental parameters for data collection were 4 ps for each channel with a range of 20
ns and a maximum count of ~104 in the peak channel. All lifetimes were collected under magic
angle conditions to preclude an interference from rotational components, and the lifetimes were
fit to a sum of exponentials,
𝑡

𝐼(𝑡) = ∑ 𝐵𝑖 exp (− 𝜏 )
𝑖

(4.1)

where 𝐵𝑖 is the amplitude for the ith component of the decay and 𝜏𝑖 is the fluorescence lifetime.
Contributions from each lifetime were calculated as a weighted percentage.
Time-resolved fluorescence anisotropy was obtained with the same TCSPC instrument described
above, and the fluorescence emissions were collected either parallel (𝐼∥ ) or perpendicular (𝐼⊥ ) to
the s-polarized excitation beam. For conventional anisotropy, (r(t)) was determined from the
measured intensities by given in chapter 2. For TIRF anisotropy, Wirth et al. derived a specific
magic angle of 49°, instead of the conventional 54.7°, that is related to the rotation that is
oriented along the surface, and the maximum initial anisotropy for this restricted in-plane
rotation is 0.5 with anisotropic equation becoming
𝐼 −𝐺𝐼

𝑟 = 𝐼∥ +𝐺𝐼⊥
∥

⊥

(4.2)

Data with angles between excitation and emission polarization of both 49° and 54.7° were
collected and fit to the number of exponentials shown in Table B.1. Figure B.1 shows no
difference between the exponential fits for either magic angle data, so all anisotropy is fit to the
conventional anisotropy equation.
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All anisotropy measurements were fit to an iterative reconvolution model similar to
Funston et al. used the magic angle data as a scaling factor.44 The data in this chapter uses a
scaling factor that is the fit result from a simulated sum of polarized intensities.
𝑡

𝐾(𝑡) = ∑ 𝐵𝑖 exp (− 𝜏 )

(4.3)

𝐼∥ + 𝐼⊥ = 𝐾(𝑡)

(4.4)

𝐼∥ = 3 𝐾(𝑡) exp(1 + 2𝑟(𝑡))

(4.5)

𝑖

1

1

𝐼⊥ = 3 𝐾(𝑡) exp(1 − 𝑟(𝑡))

(4.6)

K(t) is the scaling factor that is a fit sum of exponentials to the sum of the polarized intensities
(Equation 4.3). This scaling factor is used to determine how much the experimental G-factor
would deviate from unity. The parallel and perpendicular intensities are then simultaneously fit
with the anisotropic model. The models used to fit the anisotropic decay were either single or
biexponential. The single exponential is a similar equation to the lifetime model and is also
expressed by equation 2.8. The biexponential model is expressed in the form
𝑡

𝑡

𝑟(𝑡) = 𝑟𝑜 [𝑎1 exp (− 𝜃 ) + (1 − 𝑎1 )𝑒𝑥𝑝 (− 𝜃 )]
1

2

(4.7)

where 𝑟0 is the initial anisotropy and includes contributions from the angular displacement
between absorption and emission dipoles of the molecule, and 𝜃 is the correlation time which
represents depolarization over time. The amplitude component, 𝑎1 , is then used to calculate an
average correlation time which is expressed as
〈𝜃〉 = 𝑎1 𝜃1 + (1 − 𝑎1 )𝜃2

(4.8)

An average correlation time has been used in many former works to determine the correlation
time for biexponential anisotropy models as it can be difficult to clearly assign and analyze the
individual correlation times.40 A final calibration check was performed by calculating the
isotropic decay
𝐼𝑖𝑠𝑜 (𝑡) =

𝐼∥ (𝑡)+2𝐼⊥ (𝑡)
3

(4.9)
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This isotropic decay is compared to the obtained magic angle intensity to check for errors that
can arise from laser fluctuations, photobleaching, and instrumental drift. All anisotropy data in
which the isotropic decay was not within ±2% of the magic angle data were rejected.
In chapter 2, the concepts of TIR were introduced such as the critical angle and
penetration depth. In our experiments, the refractive index of the microemulsions will range from
a refractive index of TW20 (n=1.468) to water (n=1.333), and all samples were measured with a
refractometer (Atago, Japan) (Table B.2). As TIR is reliant on the refractive index of the sample
(𝑛2 ), a range of different angles are needed to induce the evanescent wave, and for objectivebased TIRF, there is a limit to the maximum angle accessible, which is 80.21° for a 1.49
numerical aperture (NA) objective, before the beam is blocked by the periphery of the
objective’s lenses.26 In turn, for these experiments we chose a constant supercritical angle that
allowed for TIR in both TW20 and water. This constant angle will translate to a narrow
penetration depth for a high-water percentage μE where ~ 75 nm from the interface will be equal
to ~10% of the wave’s intensity versus a surfactant dominated sample where ~ 200 nm from the
interface will be equal to ~10% of the intensity (Figure B.2).
The final calibration before data processing involves the high NA objective used for
TIRF anisotropy. A high NA objective can collect a larger range of emission polarizations in
comparison to more common spectroscopy anisotropy apparatuses because of its wide collection
cone. This expanded collection results in depolarization that will substantially alter the 𝑟0 but
have a minimal effect on the correlation time.163 Two different methods were devised to correct
for this instrumental depolarization: Axelrod’s theoretical treatment46 and Devaughes’
experimental protocol42. In testing both methods, the Axelrod correction was found to be more
robust and recovered the initial anisotropy without being as susceptible to SNR (Table B.3). The
final equation used to correct the TIRF anisotropy is shown in Equation 2.21.
The μE samples investigated are composed of TW20 (ultrapure, Thermo-Fischer) as the
surfactant, 1-butanol (99.9%, anhydrous, Alfa Aesar) as the cosurfactant, toluene (99.8%,
andydrous, Alfa Aesar) as the oil, and MilliQ water as the aqueous portion. The compositions
follow along a water dilution path in the ternary diagram where the oil: surfactant mass ratio was
kept at a constant of 1:10, and the surfactant: cosurfactant mass ratio was kept at 4.7:1 (Figure
4.3). This μE system has been investigated previously and determined to be in a bicontinuous
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Figure 4.3: Ternary diagram for uEs with mass weight percentages on the axis.
Compositions are composed along the line dotted with red markers that signify
each composition. These formulations fall into the one phase region. The black
marker line splits the ternary diagram from one- and two-phase regions, and it
shows where a uE (one phase) is produced.
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phase for the majority of compositions tested.155 The fluorophore probe C153 (Lambda Physik)
was used as purchased and made into a stock concentration 10-3 M in toluene for the μE samples.
Initial preparations began by depositing the stock solution of C153, and the final solutions were
made with subsequent additions of toluene, TW20, butanol, and water. All samples were mixed
by vortexing for 3 minutes and were then allowed to settle for 10 minutes. Samples were made
fresh before every experiment as the oxidation of the solution could affect the fluorophore.
Samples are stable for up to 6 months before it separates into its different components. The final
μE samples all contained a C153 concentration of 10-4 M. The labels of the compositions and the
components are shown in Table 4.1. While this C153 concentration is higher than other
reports164, C153 displays aggregates in protic solvents at detectable levels even at low
concentrations of ~10-6 M despite having a relatively high solubility of ~30 mM in these
solvents.161 In turn, emission wavelengths have been used to monitor aggregate and monomeric
species separately in our samples.161 Another issue that arises from probing high concentrations
is reabsorption, but C153 has absorption and emission spectrums that are well separated that
prevents this process from occurring.39
As TIR requires a coverslip and immersion oil to achieve the supercritical angle
necessary, a typical quartz cuvette could not be employed. Thin samples, with a depth of 100
microns, could be used as the 0.3 NA excitation focal volume of ~11 microns would not have
surface contributions, but for ease of changing the coverslips with different hydrophilicities, a
coverslip was adhered to a standard quartz cuvette. (Figure B.3) Double-sided tape (7602A53,
McMaster-Carr) was fashioned with a die cutting machine (Cricut), and the adhesive was
designed to cement to the edges of the cuvette which eliminates any interference in signal from
the tape itself. A total volume of 1 mL of solution was added to the cuvette for each
measurement.
Previously, similar TW20 uEs were characterized on hydrophobic surfaces, so purchased
coverslips were identified as a hydrophobic surface as they have a measured water contact angle
~60°.165 A hydrophilic surface was achieved by acid-washing coverslips using a method by Cras
et al.129 Briefly, the coverslips were initially immersed in 50:50 methanol (99.9%, Fisher)/HCl
(95.0%, Fisher) solution for 30 min and were rinsed with MilliQ water and dried under N2. The
coverslips were steeped in H2SO4 (95.0%, Fisher) for 30 min and followed by the same water
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Table 4.1: Table of microemulsions labels and composition along with chemical
structures of each substituent in the composition.
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washing and drying steps. All coverslips were stored under methanol in sealed containers before
being adhered to the quartz cuvettes. The measured contact angle for the hydrophilic surfaces
were ~30°, and a picture of the contact angles are shown in Figure A.3.

4.4 Results
4.4.1 Steady-State
Emission spectra were collected in the constituent parts of the μE in which the probe was
soluble: toluene, butanol, and TW20 (Figure 4.4). In butanol, a single peak is observed with an
emission maximum of 525 nm. The peak blue shifts in toluene with the maximum emission
becoming 480 nm. For the surfactant TW20, a broad peak that extends over the peaks of both
butanol and toluene is depicted with an emission maximum of 510 nm. Emission spectra were
collected of the 40 and 60 μEs, and a very small blue shift is depicted from the 60 to the 40 μE.
For each excitation spectra, three different emission wavelengths were used. Specifically,
the blue edge (λ=480 nm), the center maximum (λ=525 nm), or the red edge (λ=580 nm) of the
steady state C153 emission spectrum. In Figure B.4 A, butanol’s emission spectrum shifts
slightly blue and displays a broad excitation peak. Figure B.4 B illustrates the blue shift of the
excitation wavelength for the 60 μE, and the 480 nm peak excitation wavelength is at 400 nm
which shifted from the 425 nm excitation maximum for the 525 nm and 580 nm emissions.
Excitation of the probe in toluene is presented in Figure B.4 C and shows no shift in excitation
wavelength. TW20’s excitation spectrum shows a smaller blue shift compared to the 60 μE, and
the excitation wavelength shifts to 410 nm from 425 nm (Figure B.4 D).

4.4.2 Lifetime Dynamics
Fluorescence decays of C153 in each solvent are shown in Figure 4.5. In toluene, a nonpolar
solvent, a single exponential decay of the C153 lifetime is observed at all wavelengths (Figure
4.5 A). Conversely, the blue edge emission in the polar solvents of butanol and TW20 exhibited
multiexponential lifetime decays (Figure 4.5 B, 4.5 C). In each of the polar solvents the C153
lifetime was fit to a single exponential for 525 nm emission, so for the purposes of lifetime
fitting, the 480 and 525 nm are fit exclusively for the μEs. A previous study into the C153
aggregation in neat solvents derived that the multiexponential emission arises from different
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Figure 4.4: Emission spectra of C153 in toluene, butanol, TW20, and
the 40 and 60 μEs. Emission spectra of the μEs overlaps with the
butanol spectrum but has a blue shoulder that corresponds with tween
and toluene.
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Figure 4.5: Fluorescence lifetime data of C153 in the neat solvents of toluene (A),
butanol (B), and TW20 (C). The emission wavelengths of 480, 525, and 580 nm are
shown in blue, green, and red, respectively. The instrument response function (IRF)
is plotted in black. A Jablonski diagram depicting the electronic structure of C153,
and the splitting of the S1 energy level into two different energy levels that represent
the emission levels of either the H- or J- aggregate which are expected to contribute
to the lifetime decays measured at the blue and red edges of the emission spectrum,
respectively (D).
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aggregate orientations161, and the electronic structure illustrating this concept is depicted in
Figure 4.5 D. The Jablonski diagram shows that multiexponential behavior at the blue edge of
emission can originate from an aggregate whose orientation is stacked and is known as a Haggregate. Moreover, an aggregate that would give rise to emission at the red edge of the
spectrum would have an orientation that is tail-to-tail and is called a J-aggregate. The lack of any
multiexponential behavior when probing C153 at the red edge of its emission in all solvent and
μE samples confirms the absence of J-aggregates. The multiexponential behavior we observe
suggests the presence of C153 H-aggregates in butanol; however, the possibility of these
aggregates in the μEs or TW20 is entangled with multiexponential behavior stemming from a
heterogenous environment and will be discussed below.
At the 525 nm emission, only TW20 required a bi-exponential fit whereas all other fits
only a single exponential was needed. In Table B.4 and B.5, lifetime components and weights
are listed for the 525 nm emission. For the 525 nm emission, there is a ~10 % for τ1 with a
lifetime of ~2.2 ns for TW20, but the lifetime is mostly dominated by τ2 with a lifetime of ~5.6
ns. In all other samples the longest lifetime with a monoexponential fit was butanol ~5.0 ns. For
the 10 μE and toluene, the lifetime is ~4.7 ns, and all the other μEs exhibit a lifetime of ~4.3 ns.
These lifetimes apply for the bulk, surface, and functionalization.
For the 480 nm emission lifetimes, all decays required a triexponential fit except for
butanol that utilized two exponentials. In Tables B.6 and B.7, the weights and lifetimes for the
data are listed. The weight percentage of τ1 for butanol are all ~13%, and the lifetime was ~0.12
ns except for hydrophilic surface with a longer lifetime of 0.27 ns. The τ1 weight percentage in
TW20 is the same as butanol’s weight, but the lifetime is longer ~0.5 ns. The τ1 for the μEs is the
lowest for the 10 μE with a lifetime ~0.35 ns and increases with water loading to ~0.5 ns for the
90 μE. The weight percentage for τ1 in the μEs is the highest in the 60 μE and decreases in the 90
μE. τ2 had the longest lifetime component that is the highest in TW20 at ~6.5 ns, and for the μEs,
the lowest lifetime was ~4.5 ns for the 90 μE and ~5.2 ns for all other compositions. The weight
percentage for τ2 in TW20 is ~40 %, and for the μEs the weight percentage is lowest in the 10 μE
at ~27 % and highest in the 90 μE at ~45%. The τ2 in butanol is ~5.0 mirroring the lifetime
recorded in the 525 nm emission range. τ3 has a lifetime ~2 ns with the longest lifetime and no
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clear pattern could be observed, but the highest weight percentage was recorded for TW20 and
the 10 μE. There were no substantial differences between the bulk, surface, or functionalization.

4.4.3 Time-resolved Anisotropy
Time-resolved anisotropy was measured by the simultaneously fit of polarized emission parallel
and perpendicular with respect to the vertical excitation, and Figure B.5 shows an example of the
simultaneous fits and residuals. Single and bi-exponential models were tested for fitting the
anisotropy in every solution, and Table B.8 shows a comparison of the χ2 values for the single
and bi-exponential models. χ2 calculates the sum squared of the residuals and divides by the
degrees of freedom, so the lower χ2 values represents the better fit. In cases where one model
had a lower value than the alternative by ~0.02, that model was chosen based on the better χ2.
There are a few cases where the χ2 was not explicitly followed depending on parameters
resulting in a boundary condition or large standard deviations in correlation times or initial
anisotropies that occurred from approaching these boundaries. Tables B9 and B10 shows the
chosen model and the fit parameters that were extracted from the model. For butanol, toluene,
and TW20 only a single exponential was needed to fit the anisotropy decay for both the bulk and
the surface data. For the 10 μE, a bi-exponential was needed for both the bulk and the surface
results. For all of the other μE compositions, a bi-exponential decay model was used for the bulk
measurements while only a single exponential model was necessary to adequately describe the
data collected near the surface in the TIRF geometry.
In Figure 4.6, the initial anisotropies and correlation times for C153 at the 480 nm and
525 nm correlation times are plotted. At the 480 nm emission (Figure 4.6 A), there is a decreased
𝑟0 of ~ 0.2 at the surface for all samples with the lowest 𝑟0 value measured in the pure TW20
environment. The bulk 𝑟0 at 480 nm was ~0.35 with a value approaching the literature value of
0.375.160 Across all μE compositions for the 480 nm emission, there is a constant 𝑟0 value for
both the bulk and the surface, respectively. For the 525 nm, the surface 𝑟0 has a similar value to
the 480 nm data, but the bulk 𝑟0 decreases slightly as the water percentage increases. A large
deviation is observed for toluene as the previously reported correlation time of ~40 ps
approaches the temporal resolution of our measurements.40
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The correlation times for the 480 nm emission are shown in Figure 4.6 B, and the only
samples to exhibit a difference between the bulk and the surface are butanol, 40 μE, and 60 μE.
For butanol, the surface correlation time is higher than the bulk, but for the μEs, the surface
correlation time is lower than the bulk. In the 525 nm emission, there are no differences in
correlation times for the bulk compared to the surface across all samples (Figure 4.6 C). The
correlation time for TW20 is much higher than any other sample with a measured time ~3500 ps
for 480 nm and 525 nm emission. The μE with the highest correlation time was the 10 μE, and
there is a decrease in correlation time as water the percentage increases. The one striking feature
between the two emission range correlation times occurs at the 90 μE. The 480 nm emission
depicts the 90 μE with the lowest correlation time, but in the 525 nm emission, the 60 μE
displays the fastest dynamics as the correlation time increases for the 90 μE. In all samples, there
was no observable difference between the functionalized surfaces for either 𝑟0 or for correlation
time.

4.5 Discussion
4.5.1 Probe Location
Steady-state emission spectra of C153 in Figure 4.4 showed that the fluorescent probe resides in
the surfactant layer, and as the water percentage increased, a bathochromic shift of the emission
maximum occurs representing the water’s increased presence in the probe’s microenvironment.
Hassan et al.(unpublished) has also shown that energy transfer was observed between C153 and
an ionic species associated with the surfactant layer although electron transfer to a different ionic
species was not present. Overall, these results localize C153 to the headgroup region of the
surfactant layer but buried a significant distance away from the water volume.
Excitation spectra are often used to gauge the presence of multiple species in a
solution166, and Figure B.4 shows a blue shift when approaching 480 nm. It is interesting to note
that a very small shift in butanol could be the reason that there is no 3rd component needed when
measuring the lifetime decays at 480 nm. When comparing TW20 and the 60 μE spectra, the
blue shift is much more substantial compared to butanol, but the 60 μE has a much higher
intensity in the blue shoulder and shifts further blue compared to TW20. This could be indicative
of either increased aggregation in the μE or C153 accessing a different environment that is
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Figure 4.5: (A) 480 nm initial anisotropy versus sample. (B) Average
correlation time for 480 nm emission for all samples. (C) Average correlation
time for 525 nm emission for all samples.
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affecting the solvent relaxation.

4.5.2 Aggregation vs Heterogenous Environment
There has been much discussion concerning the origin of the multiexponential behavior observed
at the blue edge of emission. Funston et al. required a five exponential model to achieve
adequate fits when measuring C153 at the blue or red edges of emission in ionic liquids, and they
would not attribute any significance to these parameters as their goal was to resolve time decay
emission spectra.44 Verma et al. stated explicitly that the multiexponential behavior at the blue
edge arises from the formation of C153 aggregates, and these aggregates would form in polar
protic solvents (e.g. ethanol, butanol) but not in polar aprotic or nonpolar solvents.161 Karmakar
et al. asserted that time constants that change as a function of excitation wavelength signifies a
continuous time-dependent shift of the spectrum and not processes from specific energy states.167
Potentially one other reason for the multiexponential behavior in complex fluids like μEs is due
to the heterogeneous environment.168
Our lifetime dynamics indicate the presence of three different time constants at the 480
nm emission for all the μEs and in TW20 (Figure 4.5 and Tables B.6/B.7). The fastest
component τ1 has the highest weight percentage in the 60 μE which could mean that either
aggregation is the greatest in this composition or the exposure to different environments is
considerable. Knowing that the 90 μE has a higher water percentage, is it interesting to see a
decrease in this component as the water should induce more aggregation or insert more
heterogeneity into the microenvironment. Verma et al. noted a decrease in the fastest component
for C153 in ethanol along with a concomitant rise of the other slower components when
decreasing concentration which would support the idea of aggregation. This experiment in
concentration could aid in determining the source of this multiexponential behavior.

4.5.3 Surface Rotation Dynamics and Ordering
C153’s rotation near the surface appears to lose the bi-exponential behavior observed in the bulk.
Horng et al. claimed that the rotational dynamics of C153 in certain solvents would begin to
have nonexponential character due to the friction imposed on the molecule’s rotation; likewise,
heterogeneity in a complex fluid can also influence the rotational dynamics as well.40 Also
rotation of different species can induce nonexponential rotation, but in certain experiments,
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multiple species can exhibit a single exponential anisotropy and the only parameter impacted is
the overall correlation time.161
Our experiments clearly show an ordering at the surface as indicated by r0. This decrease
in the initial anisotropy at both 525nm and 480 nm reinforces that a surfactant structure is near
the surface as the probe’s location is known to be in the surfactant, and through the previous
study depicting surfactant ordering on the surface of an electrode.155 In the case of the correlation
times for C153, the only difference between the bulk and the surface is observed in the 40, 60
μEs and butanol at 480 nm emission. The difference between butanol and the μEs is that the
surface correlation time is longer for butanol is longer than bulk correlation, whereas the μEs
exhibit shorter correlation time on the surface versus the bulk. Aggregation could potentially
explain the increase in correlation time at the surface, but it would not explain the phenomenon
of the correlation time decreasing. A possible answer to a quicker correlation is C153’s rotation
is being dictated by the rotation of another molecule in the bulk.
The volume and axial radii have been reported previously for C153.169 Calculating the
TW20 rotation yields a correlation time that is much longer than any time reported here, but
association with another molecule could be possible as C153 is in the surfactant region.
Calculating the correlation time of C153 in butanol yields a correlation time of 744 ps which
does not describe the quicker dynamics at the surface, but this calculation also assumes a
spherical molecule and an assumption that the solvent molecules are much smaller than the probe
molecule (e.g., stick boundary, continuum model). Both a shaping factor and a boundary
condition can be multiplied to the volume to correctly model the molecular volume. The shaping
factor accounts for an ellipsoidal rotor and the boundary condition accounts for the size of the
probe molecule approaching the size of solvent molecule (e.g., slip boundary, mean spherical
approximation model). When calculating the correlation time under these conditions, a
correlation time matching the data of 100 ps for the surface of the 60 μE can be obtained with a
boundary condition approaching the slip limit of 0.09 and a shaping factor of 1.5. It should be
noted that the slip limit approaches zero as the stick limit approaches unity. This data drives the
hypothesis that a different rotational environment within the surfactant layer can lead to a faster
correlation time near the surface.
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4.6 Conclusion
TIRF anisotropy has been applied for the first time on a TWBT μE to determine the small
molecule dynamics near the surface of a solid/liquid interface. Steady-state spectra also
confirmed a higher absorption in bluer wavelengths compared to the surfactant and co-surfactant
suggesting that the μE structure is playing a role in accessing these higher energy states. Lifetime
dynamics shows a faster lifetime component being dominate in the 60 μE displaying an
increased weight percentage and faster lifetime compared to the surfactant alone. This is
interesting as the presence of a higher water percentage decreases the presence of this component
which can support the notion of a unique bicontinuous structure in the 60 μE. TIRF anisotropy
revealed an ordering at the surface due to the decrease in the initial anisotropy, and this data
posits that the faster dynamics observed at the surface versus the bulk for the 40 and 60 μEs
could be due C153 approaching an environment where the solvent molecules are smaller than the
probe molecule. This environment can have a direct implication for μEs in redox flow batteries.
More studies are needed with both a concentration dependence of C153 and different probes to
fully characterize the small molecule dynamics in this surface structure.
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CHAPTER 5
Conclusions and Future Outlook
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5.1 Conclusions
In this dissertation, the development of a novel technique that brought together total internal
reflection with transient absorption microscopy was introduced. This was the first time that both
pump and probe were introduced in the TIR geometry through an objective-based platform. This
work highlighted the capability of performing as an-online detection method for microreactors.
Microreactors require a fast feedback optimization in order to thrive in industrial applications,
and the TIRTAM technique displayed the fundamental elements needed when observing reaction
mixing in the reactors: differentiation between two chromophores in one environment, discerning
between the same chromophore in two different environment, and the ability to gauge diffusion
within the flow channel. This elementary analysis can be used for many interesting systems that
would help propel microreactors to the forefront in synthesizing high-grade material.
TIRF anisotropy and lifetimes were utilized for the first time on a unique system of
microemulsion. This technique resolved the difference in ordering and rotational dynamics
between the bulk and solid/liquid interface. Understanding the structure near the surface of this
interface can allow for optimization of these systems for redox flow batteries, and the faster
dynamics witnessed in certain compositions could be a factor that modulates electron transfer
within these systems. Overall, this technique has begun to discern the many different dynamics
that are involved with this complex fluid.

5.2 Outlook
An immediate research application for TIRTAM would be to study a more complicated reaction
or applied to more industrial version of microfluidic.77 Quantification is also a route that should
be explored as absorption techniques are prized for their ability to quantify at different times in a
reaction. Immediate research applications for TIRF should involve the use of cyclic voltammetry
with specialized conductive substrates.170-171 The ability to correctly gauge the electron transfer
near the surface with TIRF will allow for a more complete characterization of the surface
structure of the microemulsion and would be complementary to the anisotropy/ lifetime studies.
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171. Miomandre, F.; Lépicier, E.; Munteanu, S.; Galangau, O.; Audibert, J. F.; MéalletRenault, R.; Audebert, P.; Pansu, R., Electrochemical Monitoring of the Fluorescence Emission
of Tetrazine and Bodipy Dyes Using Total Internal Reflection Fluorescence Microscopy
Coupled to Electrochemistry. ACS applied materials & interfaces 2011, 3, 690-696.

86

Appendices
Appendix A: Supplemental Results for TIRTAM

Figure A.2: Chemical Structures of DTTC and IR-144.

87

Figure A.3: Excited state dynamics for 1 mM solutions of IR-144 with normal hydrophobic
coverslip and acid washed hydrophilic coverslip. Side profiles of 100 μL of water is shown
for a depiction of water contact angle.

Figure A.4: Excited state dynamics for 1 mM solutions of DTTC and/or IR-144 in methanol
collected in isolated channels in regions I and II (left) or in the mixed channel in region III
(right). The extracted fit parameters are shown in the tables below each plot where A1 and
A2 are the amplitude for the t1 and t2 lifetime components (in ps), respectively.
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Figure A.5: TIRTAM images of DTTC and IR-144 in methanol at different delay times.
On the right, no signal is observable -13 ps before time zero. In the center, 10 ps after time
zero, there are three distinct regions of signal with the medium blue signal of DTTC, white
high signal of IR-144, and tape in the black region. These signals are still visible at 400
ps after time zero albeit with lower overall signal as seen in the left region.

Figure A.6: Excited state dynamics for 1 mM solutions of IR-144 in methanol and/or DMSO
collected in isolated channels in regions I and II (left) or in the mixed channel in region III
(right). The extracted fit parameters are shown in the tables below each plot where A1 is the
amplitude for the t1 and lifetime (in ps).
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Δt = -13 ps

Δt = +10 ps

Δt = +400 ps

Figure A.7: TIRTAM images of IR-144 in methanol and DMSO at different delay times. On
the right, no signal is observable -13 ps before time zero. In the center, 10 ps after time zero,
there are three distinct regions of signal with the medium blue signal of IR-144 in DMSO,
white high signal from IR-144 in methanol, and tape in the black region. These signals are still
visible at 400 ps after time zero albeit with lower overall signal as seen in the left region.

90

Appendix B: Supplemental Results for TIR Anisotropy
Table B.1: Number of exponentials chosen for each emission range and
composition for the magic angle lifetimes. PHO=Hydrophobic Surface
and PHI=Hydrophilic Surface.
BuOH
TW20
Tol
10 μE
40 μE
60 μE
90 μE

Surface_525_PHO Surface_480_PHO
1
2
2
3
1
1
1
3
1
3
1
3
1
3

BuOH
TW20
Tol
10 μE
40 μE
60 μE
90 μE

Surface_525_PHI Surface_480_PHI
1
2
2
3
1
1
1
3
1
3
1
3
1
3

Bulk_525_PHO Bulk_480_PHO Bulk_525_PHI Bulk_480_PHI
1
2
1
2
2
3
2
3
1
1
1
1
1
3
1
3
1
3
1
3
1
3
1
3
1
3
1
3

Figure B.1: Comparison between 480 nm (left) and 525 nm (right) magic angle
data. There are no differences between the residuals, and the χ2 values were
lower for the normal magic angle lifetime.
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Table B.2: Refractive index of each sample and μE composition.
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

R.I.
1.3993
1.4969
1.4708
1.4488
1.412
1.3846
1.4488

Figure B.2: Intensity and penetration depth of the evanescent wave
based on the incident angle. TW20’s higher refractive index makes the
penetration depth much larger.
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Table B.3: Refractive index and calculated Devaughes correction. Very
similar refractive indices and therefore viscosity provided large
differences in the calculated correction.

R.I.
1.4364
1.4326
1.4327
1.4337
1.4328

Devaughes Correction
0.9134
0.4762
0.2785
0.4856
0.2621

Figure B.3: Picture of Cuvette and Coverslip. Tape is in contact with
only the edges of the cuvette cell to eliminate the tape’s interference
with emission signal.
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Figure B.4: Excitation spectra measured at three different emission maximums.
(A) Butanol excitation spectrum. (B) 60 μE excitation spectrum. (C) Toluene
excitation spectrum. (D)

Table B.4: Weights for lifetimes of TW20 at 525 nm emission.

TW20

TW20

TW20

TW20

525 nm Hydrophobic Surface
τ1 wt(%)
τ1 wt(%) st dev.
τ2 wt(%)
12
0.8
88
525 nm Hydrophilic Surface
τ1 wt(%)
τ1 wt(%) st dev.
τ2 wt(%)
11
1.3
89
525 nm Hydrophilic Bulk
τ1 wt(%)
τ1 wt(%) st dev.
τ2 wt(%)
10
1.1
90
525 nm Hydrophobic Bulk
τ1 wt(%)
τ1 wt(%) st dev.
τ2 wt(%)
15
0.7
85

τ2 wt(%) st dev.
0.8
τ2 wt(%) st dev.
1.3

τ2 wt(%) st dev.
1.1
τ2 wt(%) st dev.
0.7

94

Table B.5: Lifetimes at 525 nm emission.
525 nm Hydrophobic Surface
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
2.17
τ1(ns)

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

2.20
-

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
2.54
-

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
2.55
-

τ1 st dev.
τ2(ns)
5.02
4.61
0.007
5.62
4.77
4.30
4.20
4.27
525 nm Hydrophobic Bulk
τ1 st dev.
τ2(ns)
5.03
4.60
0.050
5.67
4.76
4.27
4.19
4.32
525 nm Hydrophilic Bulk
τ1 st dev.
τ2(ns)
5.03
4.64
0.051
5.59
4.75
4.27
4.17
4.26
525 nm Hydrophilic Surface

τ1 st dev.
0.222
-

τ2(ns)
5.01
4.64
5.61
4.77
4.28
4.19
4.19

2

τ2 st dev.
0.004
0.001
0.014
0.003
0.003
0.003
0.002

χ
1.16
1.20
1.12
1.24
1.23
1.20
1.18

τ2 st dev.

χ2

0.006
0.003
0.034
0.003
0.005
0.002
0.003

1.17
1.22
1.10
1.19
1.18
1.15
1.17

τ2 st dev.
0.004
0.0003
0.024
0.007
0.003
0.006
0.005

χ
1.14
1.22
1.10
1.20
1.19
1.17
1.15

τ2 st dev.
0.003
0.002
0.035
0.005
0.002
0.002
0.013

χ
1.20
1.22
1.11
1.32
1.19
1.18
1.19

2

2
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Table B.6: Weights at 480 nm emission.
480 nm Hydrophilic Bulk
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1 wt(%)
13
13
22
34
42
23

τ1 wt(%) st dev.
0.1
0.5
0.0
0.9
0.8
2.4

τ1 wt(%)

τ1 wt(%) st dev.

14
14
21
35
40
35

0.1
0.3
1.4
0.9
0.5
1.7

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ2 wt(%)
τ2 wt(%) st dev.
87
0.1
38
1.1
28
0.6
33
0.4
35
0.5
49
1.4
480 nm Hydrophobic Bulk
τ2 wt(%)
τ2 wt(%) st dev.

86
42
28
33
35
41

τ1 wt(%)

τ1 wt(%) st dev.

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

14
13
21
34
42
29

0.4
0.5
1.0
1.4
0.3
8.2

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1 wt(%)
13
13
21
33
41
23

0.1
1.6
0.4
1.6
0.5
1.0

480 nm Hydrophobic Surface
τ2 wt(%) τ2 wt(%) st dev.

86
0.4
38
0.9
26
0.4
32
0.4
32
0.2
46
4.6
480 nm Hydrophilic Surface
τ1 wt(%) st dev.
τ2 wt(%) τ2 wt(%) st dev.
0.2
87
0.2
1.3
37
0.4
1.2
26
0.7
0.5
31
0.3
0.4
32
0.7
0.1
50
0.2

τ3 wt(%)
49
50
33
24
29

τ3 wt(%) st dev.
1.3
0.7
0.8
1.2
1.1

τ3 wt(%)

τ3 wt(%) st dev.

45
52
32
25
25

1.8
1.1
2.2
0.8
0.7

τ3 wt(%)

τ3 wt(%) st dev.

49
53
35
26
25

0.4
1.4
1.2
0.2
3.6

τ3 wt(%)
50
53
36
27
27

τ3 wt(%) st dev.
1.7
1.5
0.3
0.5
0.3
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Table B.7: Lifetime components at 480 nm emission.
480 nm Hydrophobic Bulk
2

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
0.12
0.52
0.35
0.41
0.45
0.59

τ1 st dev.
0.002
0.020
0.019
0.012
0.006
0.019

τ2(ns)
τ2 st dev.
5.04
0.010
4.54
0.003
6.50
0.134
5.25
0.034
5.23
0.138
5.26
0.064
4.81
0.039
480 nm Hydrophilic Bulk

τ3(ns)
2.43
1.97
2.28
2.26
2.05

τ3 st dev.
0.073
0.105
0.114
0.052
0.063

χ
1.11
1.38
1.14
1.10
1.15
1.15
1.12

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
0.12
0.51
0.38
0.40
0.46
0.46

τ1 st dev.
0.001
0.007
0.003
0.012
0.006
0.025

τ2(ns)
5.03
4.54
6.10
5.31
5.15
5.30
4.33

τ3(ns)
2.44
2.15
2.17
2.32
1.53

τ3 st dev.
0.065
0.033
0.055
0.061
0.059

χ
1.11
1.27
1.10
1.10
1.14
1.15
1.20

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
0.11
0.51
0.34
0.39
0.46
0.51

τ1 st dev.
0.003
0.016
0.014
0.015
0.003
0.065

τ2(ns)
τ2 st dev.
5.00
0.009
4.52
0.002
6.21
0.038
5.10
0.055
5.11
0.021
5.14
0.040
4.52
0.226
480 nm Hydrophilic Surface

τ3(ns)
2.36
1.85
2.07
2.25
1.66

τ3 st dev.
0.021
0.100
0.095
0.012
0.227

χ2
1.15
1.48
1.17
1.14
1.16
1.19
1.25

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

τ1(ns)
0.27
0.51
0.35
0.39
0.44
0.46

τ1 st dev.
0.005
0.044
0.018
0.007
0.006
0.002

τ2(ns)
5.00
4.51
6.07
5.13
5.04
5.04
4.20

τ3(ns)
2.37
1.85
2.02
2.08
1.46

τ3 st dev.
0.090
0.130
0.031
0.012
0.012

χ
1.09
1.42
1.18
1.14
1.16
1.18
1.30

τ2 st dev.
0.012
0.003
0.063
0.044
0.074
0.148
0.064

2

480 nm Hydrophobic Surface

τ2 st dev.
0.013
0.003
0.097
0.065
0.024
0.065
0.051

2
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Figure B.5: Data, fit, and residuals for the 480 nm emission of the 10 μE
composition in the hydrophobic bulk.

Table B.8: χ2 values compared between single and biexponential models for anisotropy on all samples.
Bulk
480 nm Hydrophobic
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

1 exp χ
1.199
1.440
1.300
1.668
1.482
1.292
1.282

2

2 exp χ
1.194
1.413
1.298
1.269
1.283
1.269
1.218

Bulk
480 nm Hydrophilic
2

Δ
0.004
0.028
0.001
0.400
0.199
0.023
0.064

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

Bulk
525 nm Hydrophobic
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

1 exp χ
1.370
1.234
1.334
1.680
1.370
1.370
1.410

2

2 exp χ
1.477
1.234
1.335
1.330
1.213
1.240
1.240

1 exp χ
1.170
1.345
1.366
1.362
1.365
1.439

2

2 exp χ
1.172
1.342
1.253
1.303
1.343
3.454

2

Δ
0.107
0.000
0.002
0.350
0.157
0.130
0.170

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

1 exp χ
1.482
1.314
1.492
1.346
1.395
1.391

2

2 exp χ
1.396
1.310
1.352
1.329
1.351
2.082

2 exp χ
1.156
1.259
1.157
1.252
1.294
1.303
1.289

2

Δ
0.011
0.006
0.002
0.427
0.075
0.038
0.038

1 exp χ
1.274
1.313
1.601
1.653
1.364
1.447
1.387

2

2 exp χ
1.291
1.269
1.569
1.279
1.250
1.345
1.228

2

Δ
0.017
0.044
0.032
0.373
0.113
0.102
0.159

2

Δ
0.005
0.000
0.107
0.064
0.020
0.002

2

Δ
0.059
0.003
0.135
0.052
0.071
0.106

Surface
480 nm Hydrophilic
2

Δ
0.003
0.003
0.113
0.059
0.022
2.016

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

Surface
525 nm Hydrophobic
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

2

Bulk
525 nm Hydrophilic

Surface
480 nm Hydrophobic
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

1 exp χ
1.166
1.265
1.159
1.679
1.369
1.341
1.327

1 exp χ
1.179
1.351
1.392
1.387
1.371
1.445

2

2 exp χ
1.185
1.351
1.285
1.323
1.351
1.443

Surface
525 nm Hydrophilic
2

Δ
0.086
0.004
0.139
0.017
0.044
0.691

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

1 exp χ
1.556
1.433
1.509
1.320
1.520
1.590

2

2 exp χ
1.496
1.429
1.374
1.269
1.449
1.484
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Table B.9: Models chosen for bulk samples with initial
anisotropy and correlation time listed.

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.276
0.400
0.171
0.354
0.367
0.358
0.351

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.282
0.400
0.200
0.360
0.331
0.351
0.350

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.261
0.229
0.245
0.364
0.348
0.324
0.310

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.276
0.400
0.243
0.373
0.347
0.331
0.304

r0

Bulk
480 nm Hydrophobic
r0 st dev
θ
θ st dev
0.002
239
7
0.000
21
1
0.003
3791
322
0.019
855
79
0.015
341
56
0.022
301
43
0.031
195
13

Bulk
480 nm Hydrophilic
r0 st dev
θ
θ st dev
0.005
0.000
0.004
0.005
0.015
0.019
0.039

236
20
3564
956
647
440
233

12
2
47
48
177
159
25

Bulk
525 nm Hydrophilic
r0 st dev
θ
θ st dev
0.011
0.148
0.008
0.017
0.041
0.010
0.006

272
16
86
49
3446
121
819
57
430
78
378
19
472
20
Bulk
525 nm Hydrophobic
r0 st dev
θ
θ st dev
0.041
0.000
0.002
0.024
0.016
0.032
0.020

266
23
3405
791
430
366
478

30
1
7
95
26
17
34

Model
1
1
1
2
2
2
2

χ2
1.20
1.44
1.30
1.27
1.28
1.27
1.22

χ2

Model
1
1
1
2
2
2
2

1.17
1.26
1.16
1.25
1.29
1.30
1.29

Model
1
1
1
2
2
2
2

1.27
1.31
1.60
1.28
1.25
1.35
1.23

Model
1
1
1
2
2
2
2

χ2

χ2
1.37
1.23
1.33
1.33
1.21
1.24
1.24
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Table B.10: Models chosen for surface samples with initial
anisotropy and correlation time listed.

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.149

0.002

481

21

-

-

-

-

0.069
0.191
0.203
0.243
0.218

0.001
0.033
0.015
0.029
0.008

3509
964
165
103
173

541
449
27
21
16

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.137

BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

0.242

Surface
480 nm Hydrophilic
r0 st dev
θ
θ st dev
0.014

460

66

-

-

-

-

0.054
0.182
0.216
0.212
0.202

0.001
0.005
0.020
0.020
0.017

r0

3400
360
1100
265
142
27
118
15
173
13
Surface
525 nm Hydrophobic
r0 st dev
θ
θ st dev
0.088

234

62

-

-

-

-

0.119
0.255
0.195
0.223
0.225

0.005
0.085
0.013
0.038
0.037

3228
733
404
300
357

152
178
47
50
66

r0
BuOH
Tol
TW20
10 μE
40 μE
60 μE
90 μE

Surface
480 nm Hydrophobic
r0 st dev
θ
θ st dev

0.125

Surface
525 nm Hydrophilic
r0 st dev
θ
θ st dev
0.032

310

47

-

-

-

-

0.117
0.229
0.199
0.214
0.238

0.008
0.021
0.027
0.009
0.027

3149
816
365
331
416

337
64
57
7
52

Model
1
1
2
1
1
1

Model
1
1
2
1
1
1

Model
1
1
2
1
1
1

Model
1
1
2
1
1
1

χ2
1.17
1.34
1.25
1.36
1.37
1.44

χ2
1.18
1.35
1.28
1.39
1.37
1.45

χ2
1.48
1.31
1.35
1.35
1.39
1.39

χ2
1.56
1.43
1.37
1.32
1.52
1.59
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