We prove that if (M, g, X) is a noncompact four dimensional shrinking soliton with bounded nonnegative curvature operator, then (M, g) is isometric to R 4 or a finite quotient of S 2 × R 2 or S 3 × R. In the process we also show that a complete shrinking soliton (M, g, X) with bounded curvature is gradient and κ-noncollapsed and the dilation of a Type I singularity is a shrinking soliton. Further in dimension three we show shrinking solitons with bounded curvature can be classified under only the assumption of Rc ≥ 0.
Introduction
The study of solitons has become increasingly important in both the study of the Ricci Flow and in metric measure theory. Solitons play a direct role as singularity dilations in the Ricci Flow proof of uniformization, see [4] , and more recently Perelman proved shrinking solitons play a role in the analysis of finite time singularities of all three dimensional Ricci Flows. Under assumptions of nonnegative curvature and κ-noncollapseness Perelman classified three dimensional gradient shrinking solitons [14] for the purpose of studying such singularities. Given the importance of shrinking solitons for singularity dilations there has been much effort, see [11] [12] [13] for instance, to extend this classification to higher dimensions. The main results of this paper are to extend Perelman's result to the four dimensional case and prove some structural theorems about shrinking solitons in any dimension.
We will prove that there is an a priori lower injectivity radius bound on shrinking solitons which depends only on the curvature, soliton constant, and its f -volume. It was proved by Perelman in [14] that a compact shrinking soliton is always gradient, and we will extend this to noncompact shrinking solitons. Also as an application of the estimates we will see that a Type I singularity always dilates to a shrinking soliton. To make these statements more precise we begin with some definitions: Definition 1.1. Let (M, g, X) be a smooth complete Riemannian manifold with X a complete vector field. We call M a Ricci soliton if Rc + 1 2 L X g = λg, where λ ∈ R. We say the soliton is shrinking, steady, or expanding when λ > 0, = 0, < 0, respectively. If (M, g, f ) is a smooth Riemannian manifold with f a smooth function such that (M, g, ∇f ) is a soliton, we call (M, g, f ) a gradient soliton and f the soliton function.
We note that the soliton function for a soliton (M, g, f ) is well defined only up to a linear function. By tracing the soliton equation Rc + ∇ 2 f = λg with ∇f and with g we get the equations R + |∇f | 2 + 2λf = const and R + △f = nλ. Combining shows that any soliton function satisfies an equation of the form △f − |∇f | 2 + 2λf = constant, where the constant depends on the normalizing choice of f . Motivated by this and what is to come we make the definition: Definition 1.2. Let (M, g, f ) be a smooth soliton. By rescaling g and changing f by a constant we can assume λ ∈ {− For a normalized shrinking soliton we call the above the associated Ricci flow. We will often go back and forth without worry. We could of course have just as easily used a nongradient soliton in the above. For notational sake we will often denote τ = −t.
One more definition that will be used frequently is the notion of being noncollapsed: Definition 1.3. Let (M, g(t)) be a Ricci flow, t ∈ [0, T ]. Let κ > 0. We say the Ricci flow is κ-noncollapsed if for ∀ (x, s) ∈ M × (0, T ] and r > 0 such that the parabolic ball of radius r, P (x, s, r) ≡ B g(s) (x, r) ×(s −r 2 , s], has compact closure contained in M × (0, T ] and |Rm| g(s) ≤ r −2 in P (x, s, r), then V ol(B g(s) (x, r)) ≥ κr n , where n = dim(M).
The main theorem of this paper is the following:
Main Theorem. Let (M, g, X) be a noncompact four dimensional shrinking soliton with bounded nonnegative curvature operator, then (M, g) is isometric to R 4 , or a finite quotient of S 2 × R 2 or S 3 × R.
Along the way we will also prove the following theorems Remark 1.1. The above was proved by Perelman in [14] under the assumptions that the soliton is gradient, κ-noncollapsed and sec ≥ 0. The dropping of the κ-noncollapsed assumption follows from the next theorem, while the reducing of nonnegative sectional to nonnegative Ricci follows by a different splitting lemma at infinity and a new estimate on the mean curvature of soliton hypersurfaces. Under the additional assumption of being gradient, though not κ-noncollapsed, the above was proved in [13] by using techniques more in line with maximum principles. Remark 1.2. In the compact case this was proved in [14] . It is worth noting this is of course the best that can be said, in that a shrinking soliton (M, g, X) may itself not be gradient, the above just states that there is a gradient structure on (M, g). For instance, take your favorite gradient shrinking soliton (M, g, f ), let X be a nonparallel nontrivial killing field on M.
is a nongradient shrinking soliton. Of course the above states that any nongradient shrinking soliton has this form.
be a normalized shrinking soliton with bounded curvature. Then there exists κ = κ(n, V ol f (M)) such that the associated Ricci flow is κ-noncollapsed.
Remark 1.3. The result should be compared to a similar result for Einstein manifolds with positive Einstein constant. There an argument using Bishop-Gromov tells us that the manifold is noncollapsed with a constant depending only on the volume and the Einstein constant. Similarly for a shrinking soliton we will see the soliton is noncollapsed for a constant depending only on the f -volume and soliton constant.
To state our final theorem we need the following definition
) be a complete Ricci flow on a maximal time interval [0, T ). We say (M, g(t)) encounters a Type I singularity if
), a normalized κ-noncollapsed shrinking soliton with bounded curvature. Remark 1.4. We could let x ∈ M from above vary with i so long as x i doesn't tend to infinity in an appropriate sense. A similar result was obtained in [16] under the assumption that the blow up limit is compact.
The proof is organized as follows. In Section 2 we introduce a class of ancient Ricci flows with certain useful curvature properties. This class of Ricci flows includes, among others, the associated Ricci flows of shrinking solitons and smooth limits of sequences of shrinking solitons. We will begin by studying reduced length functions, as introduced by Perelman [14] , as well as a slight generalization which behaves as reduced a length function from a singular point on these spaces. The tools proved will be used to prove Theorems 1.2,1.3, 1.4 in Sections 2 and 3. The main technical tool is Theorem 2.1, which will prove the existence of asymptotic solitons at both the singular time and at negative infinity for this class of Ricci flows. In Section 4 we will use these tools to study the behavior of general noncompact shrinking solitons at infinity. Additionally Section 4 will prove a splitting lemma for arbitrary shrinking solitons with bounded curvature. The result is similar to one proved in [14] , but by not relying on the Toponogov theorem does not require a nonnegative sectional curvature assumption.
In Section 5 we take a detour and study the level sets of the soliton functions themselves. After proving some basic properties about them we will prove an estimate on the mean curvature of such level sets which requires only a nonnegative Ricci assumption. This is similar to estimates in [14] , [9] but these estimates required nonnegative sectional curvature and were only applicable in dimension three. Using this and the tools of Sections 3 and 4 we will give a proof of the classification of shrinking solitons in dimension three which requires only a nonnegative Ricci assumption. Section 6 will use the previous sections to give a full classification of the behavior of shrinking solitons at infinity. Then Section 7 is dedicated to proving a technical lemma which will be useful in proving the main theorem. We will show a shrinking soliton that satisfies 0 ≤ Rc and ∇ 2 f > 0 must be isometric R n . Sections 8 and 9
are then dedicated to finishing the proof of the main theorem.
Controlled Ricci Flows
We begin by pointing out that the main use of normalizing the soliton function is in the control of the f -volume of the manifold:
Remark 2.1. Note that in general if f and f ′ are not normalized this is not true, just
Proof. Since (M, g) and (M ′ , g ′ ) are isometric we may view f and f ′ as soliton functions on (M, g). We see then that
is a linear function. If L=constant then f and f ′ are both normalized iff L = 0. So we may assume L is not a constant. Then we see that (M, g) splits R × N such that L(t, n) = at + b for a, b constants. We then also see that f must restrict to a soliton function h on N such that f = h + (
R factor is quadratic. After a change of coordinates and absorbing b ′ into h we can
By tracing the soliton equation Rc + ∇ 2 f = λg with ∇f or with g we get the equations
and by substituting we see that if f is normalized then c = 0 in the above. Since this equation holds for both f and f ′ we see that
Now the ability to alternate between viewing a soliton as a structure on a fixed Riemannian Manifold and viewing it as a Ricci flow with special properties is very convenient, especially when trying to understand limiting behavior. With that in mind it will be useful for us to have analyzed a particular class of Ricci flows.
Remark 2.2. It is worth noting that although the κ-noncollapsed assumption is stated for simplicity throughout, none of the estimates of this section require it. It is only used in the final theorems to take limits. Additionally it will be clear from the proofs that though the estimates are proved under the assumption that a global curvature bound exists on (−∞, 0), if the curvature bounds exists only on intervals around 0 or −∞ then corresponding estimates exist on the respective intervals.
. Hence standard Shi estimates as in [9] give us uniform estimates on P (x, t, 1/2), hence at (x, t).
We recall the following definitions from [14] and [9] .
Definition 2.2. We call a continuous curveγ(τ
, where X is the horizontal component.
Definition 2.3. For any admissible curveγ
, where the inf is over all admissible curves connecting (x, T ) to (y, T −τ ).
The following computation can be found in [9] Lemma 2.3.
It is understood the Euler-Lagrange equation is a horizontal equation for γ. Definition 2.4. We call an admissible curveγ which satisfies the Euler-Lagrange equation an L-geodesic.
. Hence the result follows as in [9] .
From the above it follows (see [9] ) that L . For an admissi- We use the following tools ( [9] or [14] ):
Remark 2.4. The proofs of (1) and (2) are purely computational. (3) involves an estimate on the second variation formula for L τ x , not unlike the proving of the Laplace comparison theorems.
Rewriting the above we get (b2) hold globally in the distributional sense and (b1) = −2(b2) as distributions.
With the above we begin to analyze the reduce length functions on a controlled Ricci flow.
√τ
To get growth estimates on the reduced length functional we will show the following
and |
∂R ∂τ
| ≤C τ 2 . We will useC andC ′ to denote a constant depending on only n, C, thoughC itself may change from line to line. So we have
The following proposition is key to controlled the reduced length function. Under various curvature assumptions similar estimates may be found in [14] , [9] , [6] .
Proposition 2.2. There exists
A = A(n, C) such that ∀y ∈ M 1) l τ x (y) ≤ A(1 + d g(T −τ ) (x,y) √ τ ) 2 2) |∇l τ x |(y) ≤ A √ τ (1 + d g(T −τ ) (x,y) √ τ ) 3) | ∂l τ x ∂τ |(y) ≤ A τ (1 + d g(T −τ ) (x,y) √ τ ) 2 Proof. Let q ∈ U τ x . Then |∇l τ x | 2 (q) = l τ x τ − R(q, τ ) − 1 τ 3/2 K τ [γ q ] ≤ A τ (1 + m + l τ x (q)) for some A = A(n, c). Since l τ x is Lipschitz this must hold on all M in Lipschitz sense. Let σ(s) : [0, d g(T −τ ) ] be a minimizing geodesic from x to y in M × {T − τ }. Let z(s) = l τ x (σ(s)). Then z(s) is Lipschitz and z(s) > −m by Proposition (2.1). Let h(s) be a solution ofḣ = A τ (1 + m + h(s)) with h(0) = l τ x (x) > −m (so the solution
exists, is unique and is smooth).
Claim:
This is straightforward, the main point is to stay away from the singular initial
a solution with h ǫ (0) = h(0) + ǫ (so also smooth and unique). If z(s) is not less than
and by limiting we get our result.
• Now it is easy to check that for some
. By plugging into (a1), (a2) of proposition A and using our bound from the last lemma we get our result.
We will need the following to get good lower bound estimates on l
as claimed. Hence we can assume the length is larger than 2 √ s.
Since σ is minimizing we can take the second variation of the (Riemannian) energy in the direction Y i to get
, a locally lipschitz function. Then in the sense of forward difference quotients we havė
where σ is a unit speed minimizing geodesic in (M,
for all s ′ and equal at s. Hence inequality holds in forward difference sense). But by the last lemma
Hence after possibly increasing A we havė
We sum up by
As by Perelman we introduce
We define the reduced volume of A at τ by
Remark 2.5. If it is important to distinguish the Ricci flow on M we will write V (M,g(T −τ )) (τ ). An important property of the reduced volume is a scale invariance. Let c > 0 and note that c −1 g(T + ct) is also a Ricci flow on M. Then we observe
Proof. We have quadratic bounds on | 
Since l τ x is Lipschitz we may write this as
By
Again by our estimates we see e
Hence we can limit out r to get our result. 
Proposition 2.4. Let (M, g(t)) be a (C, κ)-controlled Ricci flow. Then
Proof. Because l τ x is Lipschitz and the below quantities are L 1 we can write
the reduced length with respect to the rescaled Ricci flow. As a Ricci flow we see
Because of our decay estimates on l τ x and our uniform curvature bounds we see that V (M,g i ) (−1) is converging to the reduced volume V (R n ,g 0 ) (−1), which by a computation we can see is (4π) n/2 . Since V M is monotone and V (M,g i ) (−1) = V (M,g) (τ i ) we have our result.
In our analysis it will not quite be enough to study the reduced length functions of points in our space-time. It will be useful as a tool to have a function which behaves as a reduced length function but is globally defined on M × (−∞, 0). Intuitively we will construct a reduced length function from a singular point on the boundary of our space time: Definition 2.7. We calll τ from the last proposition a singular reduced length function from (x, 0). The last proposition implies that we can define a singular reduced
Lemma 2.8.
Proof. Because (B) and (C) hold forl τ the proof thatV M is monotone is the same as before. To see the upper bound still holds we note that by the growth estimates of (C) and our uniform curvature bounds we have that for each fixed τ that We will be exploiting the following theorem later:
) is also isometric to S ± , and hence is a shrinking soliton.
Proof. Letl τ be a singular reduced length for (x, 0) with reduced volumeV M ,and
be singular reduced lengths for (M, g ± i (t)) at (x, 0) with respective reduced volumesV ± i . By compactness we get the existence of some (C, κ)-controlled Ricci flows (S ± , h ± (t), x ± ) after passing to subsequences. As in the construction ofl τ we can limit outl
which satisfy propositions (B) and (C), which have respective reduced volumes V ± (τ ). Now, however, there is some additional structure. Recall that by scale invariancē
, and that from the decay estimates in (C) we haveV
) are bounded monotone sequence, and hence converge regardless of τ . We see thatV ± (τ ) = c ± = constants. But as in [9] we see then
where it is understood △l ± has been extended as in remark (2.6). For simplicity we write D =
to be this linear functional. But then ∀φ with compact support and 0 ≤ φ ≤ 1 we can write 0
. By splitting any |φ| ≤ 1 into positive and negative parts we see D = 0 as a distribution. Since l ± are lipschitz it follows from standard estimates that l ± are in fact smooth solutions
It is then a clever computation of Perelman's ( [14] , [9] ) that this implies that l ± (τ ) are soliton functions with soliton constants 1 2τ
. Since l ± are solitons we see R + △l ± = n 1 2τ
and R + |∇l
we get though that a ± = 0 and hence l ± are normalized. It then follows that if (S ± , g ± ) are isometric then c
+ and lim τ →∞V (τ ) = c − , withV(τ ) monotone. HenceV(τ ) = constant and by the same argumentsl τ is a shrinking soliton structure on (M, g(t)) which must be isometric to (S ± , g ± ).
Remark 2.7. A little care is needed in the above. If we know (M, g(t)) is a shrinking soliton it is not necessarily the case that the asymptotic soliton (S − , g − ) is isometric to (M, g), and also not necessarily the case that the singular reduced length function l τ from (x, 0) is a soliton function. As we will see it is, however, always the case that (M, g) is isometric to (S + , g + ), a phenomena which will have applications for studying the collapseness and gradient behavior of an arbitrary shrinking soliton.
We apply the tools from this section to finish the proof of Theorem 1.4 Theorem 1.4. As in remark (2.2) we point out that all the estimates of this section hold on [−T, 0) if we only assume a curvature estimate |Rm| ≤ C |t| for t ∈ [−T, 0). So we may still construct a singular reduced length function at (x, 0) and if (M, g(t)) is uniformly κ-noncollapsed at (x, t) then verbatim as the last theorem we may limit out (M, g i (t), (x, −1)) and the singular reduced length functions l i to a normalized soliton function l on the limit. That (M, g(t) ) is κ-noncollapsed at (x, t) follows by a result of Perelman's (Theorem 3.1) because we have growth estimates on the reduced length functions and bounds on l τ x (x) by Proposition C, and thus we have a uniform lower bound on the reduced volume V M,g (τ ) and so lower bounds on κ-noncollapseness at (x, t).
Non-Collapsing and Gradient Behavior of Shrinking Solitons
We prove theorems 1.2 and 1.3 in this section. The key noncollapsing result we will need is the following theorem of Perelman's. In fact, Perelman's theorem is stronger than the following, but it will suffice for our purposes. 
Now we state our first main result of this section:
be a normalized complete shrinking soliton with bounded curvature. Then there exists κ = κ(n, V ol f (M)) such that the associated Ricci flow (M, g(t)) is κ-noncollapsed.
Proof. Let (x, T ) ∈ M × (−∞, 0). Since M × {T } differs from M × {−1} by rescaling and a diffeomorphism we may assume T = −1. Pick r > 0 such that |Rm| ≤ r −2 on P (x, −1, r). We will show ∃ V = V (V ol f (M)) such that the reduced volume V M (τ ) ≥ V > 0 for all τ . Then we can apply the last theorem to finish ours. Consider the sequence (M, τ −1 g(τ t), (x, −1)) as τ → ∞. We will show (M, τ −1 g(τ t), x) → (M, g(t), p) for some p ∈ M. Given this for the moment, we letl i be the singular reduced length functions to (x, 0) in (M, g i (t), x) where g i (t) = τ −1 i g(τ i t) with τ i → ∞ . As in the proof of theorem 2.1 we seel i →l, wherel is a normalized shrinking soliton function. By the estimates of proposition (C) and the bounded curvature we again get that V M (τ ) → M e −l dv g , a constant in τ . But by lemma 2.1 we showed the reduced volume of any two normalized solitons on the same isometry class are the same, hence M e −l dv g = M e −f dv g and we are done.
To prove convergence of (M, τ −1 g(−τ ), x) we begin by noting that (M, τ −1 g(−τ )) differs from (M, g(−1)) by a diffeomorphism. That is, for the 1-parameter family of diffeomorphisms φ t generated by
Hence the sequence (M, τ −1 g(−τ ), x) can be identified with the sequence (M, g(−1), φ −τ (x)) after we change by a diffeomorphism. Now x lies on a unique integral curve of f , and flowing backwards let p be the first critical point encountered along the flow (as usual, such a p exists because f is proper). Then if we can show
) must converge isometrically to (M, g(−1)), as claimed. But by the choice of p, φ −τ (x) is in fact converging to p. Of course the same argument works on any time slice and hence we are done.
Remark 3.1. As a consequence of the above we have that the associated Ricci flow to a normalized shrinking soliton with bounded curvature is automatically (C, κ)-controlled.
Next we show a shrinking soliton is gradient. Proof. First assume M is noncompact and let p ∈ M. By remark (5.1) < X, ∇d >→ ∞ uniformly and hence for large r < X, ∇d
. Then we see as in the last theorem that since < X, ∇d >> 1 on ∂B r (p) that if x ∈ B r (p) then φ −τ (x) ∈ B r (p) for τ → ∞. Hence we see (M, g i (t), x) → (M, g(t), x) since x remains unchanged by the generating diffeomorphisms. Ifl If M is compact then the above is even easier since d(x, φ −τ (x)) ≤ diam(M) ∀τ , and hence (M, g(t), φ −τ (x)) → (M, g(t)). The rest is then the same as above.
Asymptotic Solitons
We will apply the previous estimates on the singular reduced length function's to understand the geometry of infinity of a shrinking soliton. To begin with we will be able to use the soliton function directly to understand part of this behavior: 
Proof. Let x n be such a sequence. Let
for n large enough that
. Hence 
is immediate from compactness and Theorem 1.2. Because of lemma 5.1 the soliton functions f t = φ * t f for (M, g(t)) satisfy the conditions of the last lemma, so (M ∞ , g ∞ (t), x ∞ ) splits ∀ t, and by the existence result of ([Sh]) and the uniqueness result of ([CZ]) so must the Ricci flow.
Proposition 4.2. Let (M, g, f ) be a normalized shrinking soliton with |Rm| ≤ C. Then ∀ {x k } → ∞ ∃ subsequence {x n } and sequences {x Proof. Because the associated Ricci flow of a κ-noncollapsed shrinking soliton, Theorem 1.2, with bounded curvature is (C, κ)-controlled, we can pass to a sub-
, where φ t are the generating diffeomorphisms for the Ricci flow. Notice that z i and x n lie along the same integral curve of f and that
By letting τ k tend toward zero or infinity we get our two soliton sequences, and it follows from theorem 2.1 that if they are equal that (N, h, y) is also a shrinking soliton. Remark 4.1. With a little more work one can show the shrinking soliton above is uniquely defined by the integral curve γ. However as remark (6.1) shows the limit soliton can vary from integral curve to integral curve.
Geometry of Level Sets
The following lemma can be found in the unpublished work by the author [?] . Similar estimates are also in [9] .
Lemma 5.1. Let (M, g, f ) be a complete soliton with |Rc| ≤ C and let p ∈ M.
Then there exists a = a(n, C, |∇f |(p)) and b = b(n, C, |f |(p)) such that ∀x ∈ M |∇f |(x) ≥< ∇f, ∇d >≥ λd(x, p) + a and
Proof. 
Since γ is a minimizing geodesic we have by the second variation formula that
Summing yields
Using the soliton equation and plugging in
Rc(γ,γ) ≤ 2C, plugging in the soliton equation yields similar estimate. Integration over γ yields estimate for f . L X g ≥ λg for a complete vector field X to give us < X, ∇d >≥ λd(x, p) + a. Remark 5.3. We will replace the sec ≥ 0 with Rc ≥ 0 in the n = 4 case shortly.
We get as a corollary 
Our explicit formula for f tells us that the negative gradient flow from any x ∈ N converges to p, and hence from the above |Rm| takes a maximum at p. But we showed Rm(p) = 0. Hence Rm = 0. Because f is smooth and has a unique critical minimum we see N is homeomorphic to R n . Since N is simply connected and flat, N is isometric to R n .
Under a positivity assumption on Rc + ∇ 2 f we have the following estimate and Liouville type theorem: Proof of (1) . Let x ∈ M be arbitrary. Note by multiplying by e −f we get 
Now if we take the divergence of this we get △ f R = 2(λR − |Rc| 2 ) (7.3)
Now if ∂ i is an eigenbasis for Rc we write the rhs of (7.3) as (λR − |Rc| 2 ) = ΣR ii (λ − R ii ) ≥ 0 under our assumptions. In particular the scalar curvature is a bounded subsolution to △ f , and thus must be constant. Plugging this in we see that ΣR ii (λ − R ii ) = 0, which under our assumptions implies that each term is zero and thus every eigenvalue of Rc is either 0 or λ. Now we prove Theorem 7.1: Theorem 7.1. If ∇ 2 f > 0 then we must have that 0 ≤ Rc < λ. By the last lemma we must then have that Rc = 0. We proved a Ricci Flat shrinking soliton is isometric to (R n ), g 0 , and hence we are done.
