In this paper, we study convergence characteristics of a class of continuous time fractional-order cellular neural network containing delay. Using the method of Lyapunov and Mittag-Leffler functions, we derive sufficient condition for global Mittag-Leffler stability, which further implies global asymptotic stability of the system equilibrium. Based on the theory of fractional calculus and the generalized Gronwall inequality, we approximate the solution of the corresponding neural network model using discretization method by piecewise constant argument and obtain some easily verifiable conditions, which ensures that the discrete-time analogues preserve the convergence dynamics of the continuous-time networks. In the end, we give appropriate examples to validate the proposed results, illustrating advantages of the discrete-time analogue over continuous-time neural network for numerical simulation.
Introduction
The Fractional-calculus as a generalization of integer order differentiation and integral to noninteger order was first introduced 300 years ago, though their applications are rather recent. It has wide range of applications in control theory [1] , viscoelasticity [2] , signal processing [3] and social sciences [4] . It has been recognized that the integral derivative of a function is related only to its nearby points, while fractional derivative is related to all of the function history. It can be interpreted in other way that the future state of the system depends on its present state as well as upon its history values starting from the initial point. Thus fractional-order model possesses memory, and due to this, it becomes precise to describe the state of the neurons. Fractional derivative has ability to model memory and hereditary properties, since the fractional-derivative is non-local. Thus the models containing fractional derivative are very crucial. Recently, it has been found that the fractional-order calculus could be used in the study of Hopfield neural networks. Various results on fractional-order neural networks have been obtained as a result of development of fractional calculus [5] [6] [7] [8] . The discrete time fractional-order artificial neural networks were presented in [9, 10] .
Due to finite switching speeds of the amplifiers, time-delay is inevitable, which can also result in oscillations or instability of dynamic system. Thus, it becomes an interesting topic to study the stability of fractional-order neural networks containing delays. Also in some literatures, chaos and chaotic synchronization has been discussed [11] [12] [13] .
In [14] , Zhang et al. have investigated the Mittag-Leffler stability for a fractional-order neural network. In this paper, we study the Mittag-Leffler stability for a fractional-order neural network by introducing time delay term. Moreover, we derive sufficient approximating results for the solutions of fractional-order delayed neural network via solutions of corresponding fractional-order delayed neural network with piecewise constant arguments of generalized type. Having obtained sufficient conditions for the convergence dynamics of the continuous-time network, we propose an innovative method for obtaining discrete-time analogues from the continuous-time network. In particular, we propose a novel method to obtain a discrete-time fractional-order dynamical system whose dynamics is inherited from the continuous-time dynamic system. The discretization method proposed in this paper is different form the other discretization methods (such as predictor-corrector and Euler method), in the sense that our method is an approximation via piecewise constant arguments of generalized type, which has not been obtained in the related field of neural networks so far. Thus the results obtained are new and more general than the previous results derived in literature.
In this paper, we consider the following delayed fractional-order neural network model described by the following differential equation: where m represents the number of units in the neural network; D α t denotes the Liouville-Caputa fractional derivative of order α, 0 < α ≤ 1; x(t) = (x 1 (t), x 2 (t), · · · , x m (t)) T ∈ R m corresponds to the state vector at time t; f (.) and g(.) denote the activation functions; I i are constants denote the external bias on the i th neuron; the positive constants a i > 0 denote the rates with which the i th neuron will reset its potential to the resting state in isolation when disconnected from the networks and external inputs; the constants b ij and c ij denote the connections of j th neuron to i th neuron at time t and t − τ ; τ is the transmission delay respectively; a i = diag(a 1 , a 2 , · · · , a m ), b ij , c ij are the connection weight matrices; and The structure of this paper is as follows. In Section 2, we give some preliminaries regarding fractional order differential systems. In Section 3, we establish the Mittag-Leffler stability of system (1.1) by constructing suitable Lyapunov function. In Section 4, using discretization scheme, we show that that the solution z h i (t) of (4.2) approximates the solution x i (t) of (1.1) uniformly on any compact interval [0, T ), T < ∞. Later, we prove that the error function converges to the actual solution for h → 0 uniformly. Moreover, in Section 5, we present some numerical results to illustrate the effectiveness of the derived results followed with conclusion in Section 6.
Preliminaries on fractional -order differential systems
For the convenience of reader, we recall some definitions and lemmas of fractional calculus in this section (for instance, see [15] [16] [17] ).
Definition 2.1. [20] The Riemann-Liouville fractional integral with fractional-order α > 0 of function f (t) is defined as
where Γ(.) is the Gamma function and is given by Γ(z) =
The Liouville-Caputa derivative of fractional order α of a function f (t) is defined as
where n − 1 < α < n ∈ Z + .
Remark 2.3. For sake of simplicity, we denote
Remark 2.4. When α → 1, the fractional order derivative D α t f (t) converges to the integer order derivative f (t).
Definition 2.5. [19] The two-parameter Mittag-Leffler function is defined as:
where α > 0, β > 0 and z ∈ C, where C denotes the complex plane. When β = 1, we have
Further, for α = 1, β = 1, we have
Lemma 2.6. [19] The following properties exist for the Mittag-Leffler function.
1. There exists constants N 1 , N 2 ≥ 1 such that for any 0 < α < 1,
where A denotes denotes matrix, . denotes any vector or induced matrix norm.
Consider an n−dimensional fractional-order system given by
T of system (2.8) is said to be globally Mittag-Leffler stable, if 
where V (t, x(t)) : [0, ∞) × D → R satisfies locally Lipschitz condition on x;V (t, x(t)) is piecewise continuous, and lim s→t +V (s, x(s)) exists for any t ∈ [0, ∞); D ⊂ R m is a domain containing origin and V (t + , x(t + )) = lim s→t + V (s, x(s)); t ≥ 0, β ∈ (0, 1), α 1 , α 2 , α 3 , a and b are arbitrary positive constants. If the assumptions hold globally on R m , then x * = 0 is globally Mittag-Leffler stable. 
In particular, if 0 < α ≤ 1 and x(t) ∈ C[a, b], then we have the Fundamental Theorem of Calculus
Lemma 2.13. [33] Suppose that α > 0, x(t) be a non-negative function locally integrable on 0 ≤ t < T (for some T ≤ +∞) and v be a non-negative, non-decreasing continuous function defined on 0 ≤ t < T , v(t) ≤ M (real constant). Furthermore, if u(t) is non-negative and locally integrable on 0 ≤ t < T such that
Henry [18] obtained (2.16) for u and v constant. For the use of (2.16), see [19] .
Remark 2.14. If in Lemma 2.13, u(t) is a non-decreasing function on 0 ≤ t < T , then
3 Global Mittag-Leffler stability
In this section, we obtain sufficient condition for global Mittag-Leffler stability of the system (1.1), which further implies the global asymptotic stability of the equilibrium point.
We introduce the following conditions on our model system (1.1).
A1. The activation functions f (.) and g(.) are continuous and Lipschitz, i.e. for some x, y ∈ R, there exist positive constants L f and L g such that
A2. There exists positive constant c i (i = 1, 2, · · · , m) such that
A4. The time delay term τ is a positive real number.
Remark 3.1. The problems of existence and uniqueness of equilibrium solutions of fractional order delayed neural networks have been studied by several authors in literature. For more details, refer to [20] [21] [22] . For convenience of reader, we give the proof of existence and uniqueness of equilibrium point of system (1.1) as following theorem. Proof.
We will show that F is a contraction mapping on R m . From Assumption (A1), for any two vectors y, z ∈ R m , we have
, we obtain
Hence the mapping F : R m → R m is a strict contraction mapping on R m with Lipschitz constant c. Thus there exists a unique fixed point y * ∈ R m such that F (y * ) = y * , that is
.
T is the unique equilibrium point of system (1.1).
q.e.d.
Now we prove the Mittag-Leffler stability of the unique equilibrium point of system (1.1).
T be the unique equilibrium point of (1.1). Then for e ∈ R m , e = (e 1 , e 2 , · · · , e m )
T , it can be derived from (1.1) that the error
Proof. We construct a Lyapunov function as
It can be observed that the Lyapunov function satisfies equation (2.9) of Theorem 2.10. From
Assumptions (A1), (A3) and Theorem 2.11, the following inequality holds almost everywhere;
where
Thus from above estimate, for any solution e(t) of (3.3), that satisfies the Razumikhin condition
Form Assumption (A3), there exists a real number γ > 0, such that
It can be observed that the condition (2.12) of Theorem 2.10 is satisfied. Thus, we have
Hence,
Let m = ϕ 0 − x * τ , where m ≥ 0 and m = 0 holds only if 
Approximation Results

Formulation of discrete-time analogue: Euler's polygonal lines of order α
Recently, many researchers have applied the discretization method to discretize various cellular neural networks [23] [24] [25] [26] [27] [28] [29] . But discretizing the fractional-order differential equations is of main interest. In [30] , Riccati's fractional-order differential equation is discretized. It has been observed that as the fractional-order parameter α → 1, Euler's discretization method is obtained. In [31] , logistic fractional-order differential equation is discretized using same method. In [32] , discretization method is applied to Chua's system, which is one of the autonomous differential equations capable of generating chaotic behavior. Fixed points and their asymptotic stability are also investigated. Chaotic attractor, bifurcation and chaos for different values of the fractional-order parameter have been discussed. In the next result, we propose a numerical discretization scheme using piecewise constant arguments of generalized type, which has not been derived till now to the best of author's knowledge.
Let 0 < α ≤ 1, and consider the following fractional-order delayed neural network.
is the usual greatest integer function and h is a positive number in the interval (0, τ ]. In fact we can consider h = τ ν with ν ≥ 1 is an integer. It is clear that γ h (t) = hn for hn ≤ t ≤ h(n + 1), and n is a positive integer, also we have γ h (τ ) = νh.
The corresponding differential equation with piecewise constant arguments On I (n,h) we can rewrite equation (4.2)-(4.3) as
As γ h has been applied also in the linear part, the discretization method obtained is the α-fractional polygonal of Euler [30] . Our discretization method proceed as follows:
and by the Fundamental Theorem of Fractional Calculus (2.15), the solution of (4.4) is given by
and by the continuity of z h i (t) at t = h, we obtain
The solution on [h, 2h) of above is given as
and by the continuity of z h i (t) at t = 2h, we obtain
Using (4.5), we can rewrite (4.6) as
Repeating the process, it can be easily deduced that for nh ≤ t < (n + 1)h, the solution of IVP (4.4) can be given as
Replacing t = (n + 1)h in (4.7) and using continuity of z h i , we obtain
Define sequence a h i (n) = z h i (nh). This sequence satisfies the following non-linear system of delay difference equations
The initial value problem (4.9)-(4.10) is a discretization of the original problem (4.1).
From the above recurrence relation and initial conditions, we obtain
Based on the above calculations, we can deduce that
From the initial conditions, the above sequence a h i (n) is well defined. Hence the solution of system (4.3), for t ∈ I (n,h) , can be written as
are the α-fractional Euler method. We can write the above result as the following theorem.
Theorem 4.1. The system (4.2)-(4.3) has a unique solution, for t ∈ I (n,h) , in the following form: 
Approximation Results in Bounded Intervals: Error function
In this section, it is proved that system (4.1) can be approximated for t ∈ [0, T ) by the Euler schema.
To prove the result, we use the particular form of Lemma 2.12, i.e. for 0 < α ≤ 1 and
(4.17)
Let there exists a positive constant r. Then for every h ∈ (0, r) and
We can rewrite (4.18) as
Since from Definition (2.1), we have 
Note that
Using Lipschitz continuity of f (.) and g(.), we have
Now we take the sum of the above inequalities from 1 to m, and obtain where 24) and
Since u(t) is non negative, non-decreasing and locally integrable function on [0, T ), β is a positive constant, then by Lemma 2.13, (2.17) holds, i.e.
Using (2.7) we obtain
From the hypothesis of theorem, it follows that on [0, T ), ε h i (t) → 0 uniformly as h → 0. We can summarize the above result as the following theorem. Theorem 4.3. Assume that the assumptions (A1) and (A2) holds. Then for every h ∈ (0, r), the solution x of the system (1.1) can be approximated using constant argument and the approximation satisfies: 25) where β is given by (4.24) and w(x, h, T ) = max{ 
and for α → 1 the result is also true.
The results are true for the systems purely ordinary and purely delayed. 
can be approximated using constant argument and the approximate satisfies:
and for α → 1 the result is also true, with 
and for α → 1 the result is also true, with
Numerical Result
In this section we present two numerical examples to validate the obtained theoretical results. However, before to present the details we note that the sequence a
The above problem (5.1) is a discretization of the original system (1.1).
Example 5.1. Consider the following fractional-order bi-directional neural network without delay:
The activation function is f (·) = tanh(·).
In discrete form, we can write equation (5.2) as Table 1 and Figure 1 (a)-1(c) containing solutions at different values of h and α = 0.6 are given below. Table 2 illustrates the difference between the actual solution and approximated solution for different values of h, where absolute error ε i = |exact i − approximate i |, i = 1, 2 for different values of h.
Comparing the above tables and figures, we can say that the solution of system (5.2) can be approximated through the discretized system. Since error is decreasing with increase in the value of t, thus the obtained numerical results are in support of theoretical analysis done in sub section 4. Now, for error estimation, we proceed as follows. In this case, a 1 = a 2 = 1, b 11 = 0, b 12 = 2, b 21 = −1.5, b 22 = 0, L f = 1 and c ij = 0, for 1 ≤ i, j ≤ 2. Thus for some c > 0, using Corollary 3, we have
and for n ≤ T h , 
with initial conditions (10, 5) for t ∈ [−τ, 0]. We discuss three different cases of h for τ = 0.05 in this example. Table 3 Table 4 illustrates the difference between actual solution and approximated solution for different values of h, where absolute error is ε i = |exact i − approximate i |, i = 1, 2 for different values of h. As t is increasing, the difference between the actual solution and the approximated solution is decreasing. In other way, we can say that the approximated solution is converging to the actual solution.
For this example, error estimation proceeds as follows. In this case, a 1 = a 2 = 1, b ij = 0, for 1 ≤ i, j ≤ 2 and c 11 = 0.5, c 12 = 0, c 21 = 0, c 22 = 1.5, L g = 1. Thus for some c > 0, using Corollary In this case also, by varying h for different values, we can obtain various estimates for x 1 (t) and x 2 (t) and clearly from (5.6) and (5.7), z h i (t) → x i (t) uniformly as h → 0 supporting the theoretical analysis done in sub-section 4.2.
Conclusion
This work is devoted to study Mittag-Leffler stability for a delayed fractional-order cellular neural network containing along with the approximation of solution of model system (1.1) using discretization scheme. Later, it is proved that the solution of the original problem can be approximated for large t in a bounded interval [0, T ) using discretization with piecewise constant arguments of generalized type. Furthermore, the error function is estimated which establishes the uniform convergence of the fractional polygonal lines of order α as h tends to zero. Under the obtained sufficient conditions, the discrete-time analogue preserves the unique equilibrium of the continuous-time network. Moreover, the global Mittag-Leffler stability and hence global asymptotic stability indicates an improvement over the uniform stability of the continuous-time network established in [20, 21] . Hence the proposed study can be used to describe some essential aspects of fractional calculus in delayed and non-delayed neural network model system for approximating the solutions.
