We consider the stochastic differential equation
Introduction.
To introduce the subject of our paper, first consider the stochastic differential equation (SDE)
where W t is a d-dimensional Brownian motion, X t is a d-dimensional semimartingale and f : R d → R d . When f is bounded, weak existence and uniqueness of (1.1) are easily proved using the Girsanov transformation (see [20] , Section 6.4).
If f i is the ith component of f and we let In the terminology of Markov processes, A i t is the additive functional whose Revuz measure is f i (x) dx. The solutions to (1.2) with starting points x 0 ∈ R d form a strong Markov process whose infinitesimal generator is L = 
. , ∂/∂x d ).
In this paper we want to consider the SDE (1.2) with the f i (x) dx replaced by more general signed measures π i on R d , which may not be absolutely continuous with respect to Lebesgue measure on R d . This extension is motivated by considering examples such as Brownian motion, which drifts upward when penetrating fractal-like sets. For simplicity, let us assume throughout the paper that dimension d ≥ 3, although our main result holds for d = 2 as well (see Remark 2.8). The one-dimensional case has been understood for some time; see [16] .
For α > 0, define the Kato class where |π | stands for the total variation of the signed measure π and B(x, ε) denotes the ball in R d centered at x with radius ε. We say a function f ∈ K α if f (x) dx ∈ K α . An illuminating prototype is the following. Suppose d = 3 and = A × R, where A is the Sierpinski gasket in R 2 . It is well known that is a (1 + log 3/ log 2)-set in R 3 . Here a Borel-measurable set ⊂ R d is called a λ-set (cf. [15] ) for some 0 < λ ≤ d if there exist positive constants c 1 and c 2 such that, for all x ∈ and r ∈ (0, 1],
where H λ denotes λ-dimensional Hausdorff measure in R d . It can be shown (see Proposition 2.1) that H λ restricted to a λ-set in R d is in the Kato class
QUESTION. Can one construct a diffusion process in R 3 that behaves like Brownian motion outside but drifts upward when it filters through the set ? If such a process exists, is it unique in law?
The main result of this paper says that there is a unique weak solution to the SDE (1.2) when π i ∈ K d−1 for 1 ≤ i ≤ d and therefore gives an affirmative answer to the above question.
When |f | 2 ∈ K d−2 , it is well known (e.g., see [8] is a nonnegative martingale. The last fact can be proved similarly to arguments in [6] . In this case, weak existence and uniqueness for (1.1) can be obtained from the Girsanov transform (1.4) for standard Brownian motion W t (see, e.g., [7] and [12] ). On the other hand, when |f | 2 ∈ K d−2 , the following Kato-type inequality holds: for any ε > 0 there exists A ε > 0 so that, with π(dx) = f (x) dx
(1.5)
for any φ, ψ ∈ C ∞ c (R d ) (see [8] ). Therefore, the bilinear form associated with the generator (L, + f · ∇, is lower semibounded, closable, Markovian and satisfies Silverstein's sector condition (cf. [7] ). So there is a minimal diffusion process X t associated with L. It was proved in [7] that this diffusion process coincides with the diffusion obtained through the Girsanov transform (see also [17] ).
At first glance, one might think that it would be easy to extend the above results with π(dx) = f (x) dx to singular measures π = (π 1 , . . . , π d ) in some Kato class, using the above-mentioned Girsanov transform or Dirichlet form methods. But one quickly realizes that there are enormous difficulties in trying to use either of these two approaches. When π is not absolutely continuous with respect to Lebesgue measure, it is not at all clear how to interpret the condition that the square of dπ/dx is in K d−2 nor the meaning of the Girsanov transform (1.4). It is also not clear whether inequality (1.5) holds.
The results of this paper indicate that K d−1 is the right class to consider. As mentioned above, the Girsanov transform is not suitable for this class. We do not know whether inequality (1.5) holds for π ∈ K d−1 (we suspect in general it does not). In fact, it is not clear whether the model we consider in this paper can even be covered under the "generalized Dirichlet form" framework of Stannat [19] . So a new approach is needed.
We will give a number of examples of measures in
We note here that when σ is the surface measure of a (d − 1)-dimensional hypersurface, n denotes its inward normal vector field and π = nσ , then the corresponding SDE (1.2) gives a Brownian motion that is reflected on the hypersurface along the normal direction. There is quite an extensive literature on the study of reflecting Brownian motions. However, the approach in this paper does not cover this case. It follows from Hölder's inequality that
So even in the absolutely continuous case, while our approach cannot recover all the previously known results, our results include most of them and many more that are not covered by earlier results.
We now describe the approach of our paper. 
and we want the convergence to be uniform over t in finite intervals. We prove that there exists a weak solution in this sense and that the weak solution is unique.
Our method is essentially a perturbation one in the space of bounded continuous functions C b (R d ) (rather than in some L p -space or Sobolev space). For λ > 0, let R λ be the resolvent operator for Brownian motion. We show (see Proposition 4.6) that
converges as a bounded operator on the space C b (R d ) equipped with the uniform norm · ∞ , where B = π · ∇ denotes the operator that maps a C 1 function φ into the measure
Intuitively speaking, we construct S λ as the λ-resolvent of 1 2 + π · ∇. Furthermore, {S λ , λ > 0} is the family of resolvent operators of the diffusion process, which is the unique weak solution to the SDE (1.2). The key is that if µ ∈ K d−1 , then, for each fixed x, ∇R λ µ(x) is continuous in µ with respect to the weak convergence topology on bounded measures (see Proposition 3.9).
, the resolvent identity (1.6) is proved in [7] for diffusion processes obtained through Dirichlet form techniques but the convergence is in the Sobolev space W 1,2 of order (1, 2). Thus, the weak solution or diffusion process constructed in this paper coincides with the previous known ones when
Weak existence and weak uniqueness of (1.1) is well known to be equivalent to the martingale problem for the operator L being well posed, where L = As mentioned previously, the one-dimensional case has been understood for some time; see [16] . In higher dimensions, there is some previous work along these lines by [7] (cf. also [12] ). In this connection, we would like to mention that if f in (1.1) is ∇ log ψ, where ψ > 0 a.e. on R d and is locally in W 1,2 (R d ), then there is a conservative diffusion X that solves (1.1) (see [1, 5, 10, 11, 18] ). This process is called distorted Brownian motion and has relationships to Euclidean field theory, generalized Schrödinger operators and stochastic mechanics.
It is possible to extend our results to the case where Brownian motion is replaced by a diffusion on R d with sufficiently smooth coefficients (see Remark 6.1). However, our methods rely on a gradient estimate for the λ-resolvent density, and it is not at all clear that the analogue of our results holds for Markov processes corresponding to more general Dirichlet forms or infinitesimal generators.
In this paper we consider only weak solutions, that is, existence and uniqueness of a suitable probability measure. It would be interesting to know if strong solutions exist to (1.2) , that is, where X t is measurable with respect to the filtration generated by the Brownian motion; if so, this would imply a pathwise uniqueness result for (1.2) and vice versa. In this regard, see [21] for the existence and uniqueness of strong solutions to (1.1) when f is bounded and see also [9] .
In Section 2 we define our notation and give a precise statement of our main theorem. Section 3 is devoted to some estimates on Brownian resolvents. Section 4 proves existence of a weak solution and Section 5 weak uniqueness, both under the assumption of bounded support. This additional assumption is removed in Section 6.
We will use C b (R d ) and C 0 (R d ) to denote the space of bounded continuous functions on R d and the space of continuous functions on R d that vanish at ∞, respectively.
Preliminaries.
We first give some examples of measures in the Kato class K d−1 . To do this, we introduce a class of measures M(γ , κ).
Let B(x, r) denote the open ball of radius r with center x. We let the letter c with subscripts denote finite positive constants whose exact value is unimportant. If µ is a signed measure, let µ + and µ − be the positive and negative parts, respectively, and let |µ| = µ + + µ − . Let γ , κ > 0 and set M(γ , κ) = µ : µ is a signed measure and
If is a λ-set with λ
Hausdorff measure H λ restricted to the set as well as g(x)1 (x)H λ (dx) when g is bounded are measures in the class
is a positive measure and x 1 ∈ R d . There exists c 1 not depending on x 1 or µ such that, for each x and ρ ≤ 1,
PROOF. Clearly, the integral is largest when x 1 = x. Since B(x, 2) can be covered by a finite number of balls of radius 1, then µ(
Let us give some examples of measures lying in M(γ , κ).
It is easy to see that µ(B(x, r)) ≤ c 1 r 1+(log 2/ log 3) . Hence µ ∈ M(γ , κ) with γ = log 2/ log 3. This example can be generalized to higher order fractal sets lying in Euclidean space; for example, one could take the Hausdorff measure on the Sierpinski carpet in R 2 times the Lebesgue measure along the z-axis to get a measure in R 3 .
for some positive γ and κ. In fact, by Hölder's inequality,
What is interesting in this example is that |f | 2 is not even locally L 1 -integrable when γ < 1/2, so |f | 2 cannot be in the Kato class K d−2 . Thus, in general, drifts with this kind of singularity cannot be handled by Girsanov's theorem. The above also gives an example of an f that is in
and set
The stochastic differential equation we consider is
where A t is the limit of t 0 G n (X t ) dt. More precisely, let be the set of continuous functions mapping [0, ∞) to R d , let X t (ω) = ω(t) and let F t be the usual cylindrical σ -field generated by {X s , s ≤ t}.
where:
(a) A t = lim n→∞ t 0 G n (X s ) ds uniformly over t in finite intervals, where the convergence is in probability and G n is defined by (2.1); (b) there exists a subsequence
Brownian motion under P with respect to the σ -fields F t .
Our main theorem is as follows.
(a) There exists one and only one weak solution to (2.4) . This unique solution is conservative.
REMARK 2.7. As we mentioned earlier, the existing Dirichlet form literature allows the construction of a solution to (
is such a counterexample), a simple application of Cauchy-Schwarz shows that if, for some δ > 0, 
REMARK 2.8. We prove the theorem only for d ≥ 3. However, it is also true for d = 2. In the proofs it is necessary to replace p t (x) by the transition density for two-dimensional Brownian motion killed on exiting a large square [−M, M] 2 and then to let M → ∞.
We will need the following technical lemma. Let G be a sub-σ -field of F ∞ . A regular conditional probability for
Let θ t be the usual shift operators on so that θ t (ω)(s) = ω(s + t). Let S be a bounded stopping time and let P S (A) = P(A • θ S ).
PROPOSITION 2.9. Suppose P is a solution to (2.4) and S is a bounded stopping time. If Q S is a regular conditional probability for P S (· | F S ), then for almost every ω the probability Q S (ω, ·) is a solution to (2.4 
) starting at X S (ω).
The same is true if Q S is replaced by Q S , a regular conditional probability for
The proof of this is very similar to [3] , Proposition 6.2.1, and is left to the reader.
Estimates. Throughout we assume
We also write
Let B = π · ∇ and B n = π n · ∇ be the operators that map a C 1 function φ into a measure
respectively, where π i n is given by (2.2). For a signed Radon measure µ, define
, where c is independent of κ, γ and µ.
where K does not depend on x, x 1 or µ.
PROOF. From the definition of R λ , we have
This is bounded in absolute value by 
PROOF. As in (3.1),
We now impose a condition on our π i 's that we will remove in Section 6. Recall that K is the constant in Proposition 3.3. ASSUMPTION 3.5. There exist x 1 ∈ R d and ρ > 0 such that for each i the measure π i is in
The same is true if ν is replaced by ν n = B n R λ µ.
PROOF. We have
By Proposition 3.3, the right-hand side is bounded by
The result now follows by our assumptions on π i . Similarly,
Note that 
and
If we first choose β small so that c 5 m µ (β) < ε/(2d) and then choose λ large so that c 6 m µ (ρ)ϕ(λ, β) < ε/(2d), our proof is complete. µ, ν) ).
The function φ depends only on the bounds on m µ (r) and m ν (r).
PROOF. Fix i and define
Similarly, we compute ∂H δ /∂x j and we see that
We next look at (H − H δ )(x). Similarly to the above, we see that
We will choose β > 0 in a moment. If |x| ≤ β, we have
If |x| > β, we have
From (3.4) and (3.5), we have
where we write H δ µ(x) = H δ (x − z)µ(dz) and c 10 depends on κ, γ , ρ. From Proposition 2.1 and (3.7), we have (3.10) where µ β = µ| B(x,β) . By (3.8), we have
If we choose β so that β d+3 = δ 1/2 , then combining (3.10) and (3.11) yields
We have a similar estimate with µ replaced by ν. Combining with (3.9) and choosing δ so that 
. Then, by the Markov property,
By [2] , Proposition I.6.14, E x (sup t D 2 t ) ≤ c 2 εN , which is what we wanted.
Existence.
Throughout this section we assume Assumption 3.5 holds. Let G i n (x)dx be approximations to π i (dx) as in (2.1). Let X n t be the solution to the stochastic differential equation
n be the probability on induced by the law of X n under P when X n 0 = x 0 . Define
Taking P x expectations, multiplying by e −λt and integrating over t from 0 to ∞, we obtain
Suppose g ∈ C 2 is bounded and set f = R λ g. Then f ∈ C 2 and
This holds for g ∈ C 2 if g is bounded. By taking limits and using Proposition 3.4, this holds for all bounded continuous g. Taking further limits, we have, by (3.3) and Proposition 3.9,
for µ ∈ K d−1 such that µ has support in B(x 1 , ρ) for some ρ. We have finiteness by Proposition 3.3. We now iterate and obtain
Continuing to substitute for S λ n on the right-hand side, we have
By Proposition 3.6, G n (x)(∇R λ (B n R λ ) k µ)(x) is a function bounded by
If g is bounded with support in B(x 1 , 1 2 ) for some x 1 , setting µ(dx) = g(x) dx establishes (4.1) for such g. A function that is bounded with compact support can be written as the sum of finitely many bounded functions, each of which has support in some ball of radius , by (3.3) and Propositions 3.6 and 3.9,
as m → ∞. Now applying (4.1) to g m and letting m → ∞, establishes (4.1) for bounded functions g.
As a corollary we have the following.
THEOREM 4.2. The collection of functions {S
PROOF. By the preceding proposition,
Note that, for every φ ∈ C 1 , the support of B n φ is contained in B(x 1 , 2ρ) for n large. By Proposition 3.6, there is 0 < κ ≤ 1 such that, for any j ≥ 1,
The result now follows by (3.3) and Proposition 3.3.
Next we show that for each x the sequence P x n is tight. In fact, we have a uniformity over x as well. PROOF. By the Markov property and standard arguments, it is enough to show that there exists δ such that
By standard estimates on Brownian motion, it is well known that we can make
Therefore, it suffices to show that
uniformly in x and n if we take δ small enough. By Chebyshev's inequality, the probability in (4.4) is bounded by
If we set θ = 1/δ, this in turn is bounded by
. By Proposition 3.7, if we take δ sufficiently small, then
With (4.5), this yields the desired estimate.
PROOF. By Theorem 4.3, there exists ε such that P x n (τ < ε) < Next fix x. Let P and P be any two subsequential limit points of the sequence P x n m with respect to weak convergence. Since
will be the limit of some subsequence of S λ n m g if g is continuous and bounded, then
The same thing holds if we replace P by P . By the uniqueness of the Laplace transform and the continuity of the paths of X t , we have that E P g(X t ) = E P g(X t ) for all t and all g ∈ C 0 (R d ). To get the equality of higher order joint distributions, consider
where f and g are in C 0 (R d ). This is the limit along an appropriate subsequence of
By the Markov property, this equals
Using the fact that S λ n m g converges to S λ g and the equicontinuity of S λ n g, we deduce that this expression converges to S µ (f S λ g). Therefore, U 2 (P , λ, µ) = S µ (f S λ g)(x). The same is true for U 2 (P , λ, µ) . By the uniqueness of the multivariate Laplace transform, we conclude the two-dimensional joint distributions under P and P are the same. The higher order joint distributions are handled similarly. Therefore, we deduce that P = P .
We have thus shown that P x n m converges weakly, say, to P x , and the resolvents S λ n m g converge uniformly on compacts to
is a conservative Markov process with P x (X 0 = x) = 1. Moreover, S λ g is continuous with a modulus of continuity that depends only on a, b and g ∞ .
By taking limits, we have S λ g is continuous if g is bounded. Let P t g(x) = E x g(X t ). For any t > 0,
where the limit holds in the sup norm. Thus, P t g is continuous if g is bounded.
That is, X has the strong Feller property. It is then standard (see Theorem I.8.11 of [4] ) that (X t , P x ) is a strong Markov process.
PROPOSITION 4.6. If λ > 0 and g is bounded, then
PROOF. Let g be continuous. We have S λ n g = R λ (
n g → S λ g provided, we take n → ∞ along an appropriate subsequence. We will show R λ (B n R λ ) j g converges. In view of Proposition 3.4, Assumption 3.5 and Proposition 3.6,
Using dominated convergence, we will then have the proposition for continuous g. The case of bounded g then follows by a limit argument. Write
By Propositions 3.4 and 3.6, ν j k (g) = (BR λ ) j −k−1 g will be a measure in
is a measure in K d−1 . By (3.3) and Proposition 3.9,
n , π i )c 3 depends on g ∞ but not on n, and φ is a decreasing function with lim r↓0 φ(0) = 0 that depends only on the upper bounds on
will be a measure in K d−1 whose total variation is bounded by c 4 φ(β(n)) d i=1 |π i | where c 4 does not depend on n, and by Remark 3.3,
is a function whose sup norm is less than or equal to
, where again the constant depends on g ∞ but not on n. This implies that this term goes to 0 as n → ∞.
. So, by Proposition 3.6 and Remark 3.1, S λ g ∈ C 0 (R d ).
REMARK 4.7. The proof of Theorem 4.5 in fact shows that for every subsequence n k there is a sub-subsequence n k m such that P x n km converges for every x ∈ R d . The proof of Proposition 4.6 tells us that every subsequential limit of P k n has the same resolvent and therefore has the same law. This implies that P x n is convergent for each x. PROOF. It follows from (4.6) and Proposition 4.6 that 
is bounded, independently of n. Define µ i,+ n = ψ 2 −n * π i,+ and 
(X r ) dr converges to A i t uniformly over t in finite intervals in probability. Consequently, there exists a subsequence {n k } such that t 0 G i n k (X r ) dr converges to A i t a.s. for each i, uniformly over t in finite intervals. Note also that we can choose the subsequence not depending on x so that we have this convergence P x -a.s. for each x.
If we let µ i n = µ i,+ n + µ i,− n , then µ i n converges weakly to |π i n |. By the same argument as in the preceding paragraph, there exists a subsequence {n k } such that (X s ) ds converges to A i t uniformly over t in finite intervals, then T N < ∞ a.s. We construct a new solution, P, that behaves according to Q up to time T N and like P X T N after that. We specify P by setting
whenever B ∈ F T N and C ∈ F ∞ . It is easy to see that P is again a solution to (2.4).
Moreover,
The first term is bounded by N and the second is less than
using Proposition 4.9. If we show P = P x 0 , it follows that Q| F T N = P x 0 | F T N for each N . Since we are supposing that A t is locally of bounded variation, then T N → ∞ as N → ∞ and we conclude that Q = P x 0 . It therefore suffices to consider only solutions Q for which (5.1) holds. PROOF. Let Q be such a solution and let f ∈ C 2 . By Itô's formula,
Let us take the expectation with respect to Q, multiply by e −λt and integrate over t from 0 to ∞. We then have
Next multiply both sides by λ. If g ∈ C 2 and we set f = R λ g, then f ∈ C 2 and 1 2 f = λR λ g − g. Substituting, we obtain
Define the linear functional V λ by
We can then express (5.2) by 
But, using (5.3) again,
The limit as n → ∞ of the first term on the right-hand side is R λ (BR λ g)(x 0 ). For the second term on the right-hand side of (5.4), the integral is dominated by We thus have
We continue by writing the last expectation as the limit of
After k steps we arrive at
The absolute value of the last term is bounded by c 1 g ∞ 2 −k E Q ∞ 0 e −λt d|A t |, which tends to 0 as k → ∞. Since By the uniqueness of the Laplace transform, we have E Q [g(X t )] = E P x 0 [g(X t )] for all t, or the one-dimensional distributions of X t under Q and P x 0 are the same. To obtain equality of all the finite-dimensional distributions and hence equality of Q and P x 0 is standard; see [3] , Section 6.3.
Global results.
In this section we sketch the rather routine argument that shows that Assumption 3.5 is not necessary, leaving the details to the reader. PROOF OF THEOREM 2.6. We can find ρ > 0 such that It is routine to check that P x is a solution to (2.4) with X 0 = x. By standard arguments (cf. [3] , Section 6.3), we also have uniqueness.
It is obvious that
Part (b) follows from the uniqueness in (a) and Proposition 4.9.
REMARK 6.1. One question that arises is whether we can replace Brownian motion in (1.2) by other processes. If we have a diffusion in R d , in either divergence or nondivergence form, whose coefficients are sufficiently smooth (see, e.g., [14] ), the above proofs can be suitably modified. For example, using Schauder's estimate (cf. [13] ) and the gradient estimates for the Green functions in [14] , the main result, Theorem 2.6, of this paper holds if Brownian motion is replaced by a symmetric diffusion whose infinitesimal generator is a uniform elliptic operator in divergence form having C 1 coefficients. In general, however, the conditions of bounded and measurable coefficients together with uniform ellipticity are not enough to guarantee the necessary estimates.
