We present a new determination of the solar nitrogen abundance making use of 3D hydrodynamical modelling of the solar photosphere, which is more physically motivated than traditional static 1D models. We selected suitable atomic spectral lines, relying on equivalent width measurements already existing in the literature. For atmospheric modelling we used the CO 5 BOLD 3D radiation hydrodynamics code. We investigated the influence of both deviations from local thermodynamic equilibrium ("non-LTE effects") and photospheric inhomogeneities ("granulation effects") on the resulting abundance. We also compared several atlases of solar flux and centre-disc intensity presently available. As a result of our analysis, the photospheric solar nitrogen abundance is A(N)=7.86 ± 0.12.
Introduction
Images of the Sun reveal a very complex surface structure, which is referred to as granulation, and may be understood as the signature of the convective motions in the photosphere. Traditional static 1D model photospheres ignore all this complex phenomenology. In the last ten years hydrodynamical simulations of stellar photospheres have considerably improved and are now at the stage that they can be compared realistically against observations. This class of models (here and after referred to as "3D models") is physically better motivated, although computationally considerably more demanding, than traditional static 1D models. For the Sun, the comparison of present 3D models with observations shows encouraging agreement (e.g. Figure 1 ). The application of 3D models for abundance work is a largely unexplored territory, but promising work is in progress not only for the Sun but also for other solar-type stars. We began concentrating on chemical abundance determinations based on the analysis of high resolution spectra and the use of 3D models. The solar abundances clearly occupy a prominent place in this project, since we are able to obtain spectra of very high resolution and S/N ratio for the Sun. The pioneering works in this field by Allende Prieto et al. (2001) and Asplund et al. (2004) have led to a substantial downward revision of the solar metallicity, which implies an awkward tension with the helioseismic measurements (see Basu & Antia 2008 , and references therein). It is thus not unsurprising that we start our investigation by a reassessment of the abundances of the main contributors to the solar metallicity, Z, i.e. oxygen, nitrogen and carbon. The present contribution reports on a redetermination of the solar nitrogen abundance based on atomic lines. In Asplund et al. (2005) , among other elements, the solar abundance of nitrogen was also considered, based on a 3D model. Unfortunately not much information was given as to which lines are used, oscillator strengths and other details of the analysis. Both molecular and atomic lines were considered, giving an abundance which is 7.73± 0.05 and 7.85±0.08, respectively (including NLTE-corrections).
Models and line formation codes
Our analysis is mainly based on a 3D model computed with the CO 5 BOLD code (Freytag et al. 2002 (Freytag et al. , 2003 Wedemeyer et al. 2004) . Some basic information on the setup of this numerical simulation can be found in Caffau et al. (2008) , who used the same solar model to determine the solar oxygen abundance. We just point out the basic differences between the new approach using 3D models and the old approach using 1D models: while 1D models describe a time-independent, hydrostatic atmosphere, a 3D model is the result of solving numerically the timedependent hydrodynamic equations together with the equation of radiation transport. For any instant of time ("snapshot" in 3D-jargon) the 3D models give the physical quantities on a 3D mesh of points in the photosphere. This allows a more realistic description of the atmosphere (see Figure 1 ), since both vertical and horizontal fluctuations of physical quantities can be taken into account. Moreover, the (turbulent) velocity field in the stellar atmosphere is automatically obtained without the need to specify free parameters (like micro-and macroturbulence). We would like to point out that, although not requiring the free parameters needed in 1D computations to adjust the efficiency of the convective energy transport and the strength of the turbulent velocity field, 3D models are characterized by a set of numerical parameters, e.g. the numerical scheme used for solving the hydrodynamical equations, the spatial resolution of the numerical grid, the amount of artificial viscosity, the number of rays (angles) considered in computing the radiation field, and many others. The hope is that the results become essentially independent of the choice of these parameters once the numerical resolution exceeds some critical threshold.
Besides the CO 5 BOLD model, we considered also several 1D models for comparison. These include the semi-empirical Holweger-Müller model (Holweger 1967; Holweger & Müller 1974, hereafter 2 , which can also compute line formation using different kinds of 1D models as input. For comparison, in the case of 1D models we also used the WIDTH code for calculating equivalent widths (Kurucz 1993a (Kurucz , 2005b Castelli 2005; Sbordone 2005 ) and the SYNTHE code in its Linux version (Kurucz 1993b (Kurucz , 2005b Sbordone et al. 2004; Sbordone 2005) for calculating synthetic spectra.
Line selection, atomic and observational data
In the literature one can find different choices for the log g f values (see Table 1 ). We decided in favour of the NIST data, first of all because, in this database both computed and measured values are critically examined; second because all elements ara available, and third to be consistent with the other papers we produced on photospheric solar abundances. Our chosen line list and oscillator strengths are given in Table 2 .
Results from the line profile fitting using different solar atlases
We also derived the nitrogen abundance from line profile fitting for few selected lines.We did this exercice for comparing the abundance derived from the four high resolution, high S/N, solar atlases available, the two centredisc intensity atlases (the "Delbouille" atlas, i.e. Delbouille et al. 1973 and Delbouille et al. 1981 . From previous investigations of the solar observed spectra (see Caffau et al. 2008) we know that these atlases do not always agree. In Figure 2 we can see that the two centre-disk solar atlases are not in agreement for the line at λ 821.6 nm. The solar nitrogen abundance could be deduced from line profile fitting, but the twelve selected nitrogen lines are blended with molecular and atomic transitions. We are not sure of the oscillator strength of the blending lines and we do not have NLTE computations for these blending components. But for comparing the results from the four solar atlases this is not a problem. The four lines we chose are the cleanest, although also for these lines blends or close-by lines are evident (see Figure 3 ). For this reason, being this one only a comparative analysis, we performed this exercise only with 1D models, for which the complete line list with blends is available.
With the ATLAS, HM, and 3D solar models as input to SYNTHE, changing the nitrogen abundance, we computed three different grids of synthetic spectra. The fitting code, described in Caffau et al. 2005 , is based on a χ 2 minimisation, and for this purpose uses the MINUIT procedure. and Neckel (dashed) solar disc-centre intensity spectral atlases. The differences between the two solar atlases are not easily explained; possibly telluric absorption affect the Neckel profile. Table 3 shows that the scatter in the abundance derived from the 821.6 nm line from the four solar atlases is considerably larger than what is obtained from the other two lines. The systematic uncertainty due to the choice of a specific solar atlas that affects the abundance measurement is computed by comparing the average abundance obtained considering each atlas. This uncertainty is on average ± 0.02 dex. We did not use 3D synthetic spec- tra for the fitting procedure. In fact, some tens of lines would be necessary to consider the whole range. 3D run are very time consuming and are, for the time being, not able to handle too many lines. Nevertheless, we compared the 3D synthetic profile to the observed solar spectra. Two examples are visible in Fig. 3 . Only nitrogen is considered in the 3D profile; for this reason the synthetic profile is not able to reproduce the complete shape of the feature (see line at 746.8 nm) or gives a too high abundance (see line at 868.3 nm).
NLTE computations
The emergent flux depends on the LTE assumption. This is a good approximation for lines forming deeply in the photosphere, where the density is high. In fact LTE is valid if the photon mean free path is shorter than the distance over which matter temperature varies significantly. The photon mean free path depends on the probability for the photon to be thermalized, hence on the rate of the collisions between the absorbing atoms and electrons or hydrogen. This rate increases with matter density. Since we do not yet have a code able to solve the NLTE problem for nitrogen in the case of a 3D model, we computed the departures from LTE for the 3D and the HM model using the Kiel code (Steenbock & Holweger 1984) , with the model atom of Rentzsch-Holm (1996) . To take into account excitation and ionisation of the nitrogen atoms by inelastic collisions with neutral hydrogen atoms, the Kiel code uses a generalisation of the formalism found in Drawin (1969) . This formalism introduces a scaling factor, S H , that permits to modify the ef- ficiency of collisions with hydrogen atoms (0 < S H < 1). Currently we do not know which value of the scaling factor is the correct one, and therefore decided to compute the NLTE-corrections for the two extreme cases (S H = 0 and S H = 1), and an intermediate value largely used in the Kiel community, S H = 1/3. It could well be that each nitrogen transition we considered, actually require a different value of S H . Since, in any case, the NLTEcorrections are small, we shall consider this differential effect as negligible. We considered the effects of the horizontal temperature fluctuations on the NLTE-correction. The procedure we used is similar to the one that Aufdenberg et al. (2005) used to estimate the effects of horizontal temperature inhomogeneities. We ordered the emerging flux as a function of temperature. We divided in 12 bins in increasing temperature and produced horizontally and time-averaged models. We computed the NLTE corrections for these twelve average models.
From the results of this 1D-NLTE computation for each line we found that the NLTE-corrections are small and not exceeding -0.05 dex. Regarding the effects of the horizontal temperature inhomogeneities, we found that lines with lower excitation energy are more sensitive than lines with higher excitation energy that are formed deep in the photosphere. But these effects are small for our sample of nitrogen lines, since all of them have high excitation potential (cf. Table 2 ). From Figure 4 we can see that the horizontal variation of the NLTE corrections is 0.05 dex at most. For this reason we expect that a full 3D-NLTE computation would not differ from our 1D-NLTE calculation by more than 0.03 dex.
Nitrogen abundance
Our final 3D-NLTE nitrogen abundance is obtained by averaging the individual 3D-NLTE abundances of each line with equal weight. These abundances are obtained with the spectrum synthesis code Linfor3D (see Table 4 ). 
Discussion
In theory, the same nitrogen abundance should be derived from each line. In practice, this is not the case due to uncertainties in the analysis, related to the following elements: the model atmosphere, the log g f values and the EWs. The results discussed in the following refer to the 3D NLTE model, assuming S H = 1/3.
Concerning the log g f values and referring to Table  2 , one could select only lines with the Q value equal to B+ and consider the abundances derived only from these lines. From the results of Table 4 we find that selecting only lines with Q = B+ does not reduce the scatter (both for results from the 3D and the HM model) and the mean value becomes A(N)=7.83 dex, very close to our recommended value, A(N)=7.86 dex.
The EWs of Biémont et al. (1990) are slightly different from that of Grevesse et al. (1990) by 1 to 6 percent at most. This is an indication that these EWs are reliable. A possible way to try to decrease the scatter is to select the lines for which we have the EWs both from Grevesse et al. (1990) and Biémont et al. (1990) . Since both the two authors chose these lines, we can consider this subset more reliable. We find that the mean value does not change, while the scatter for the nitrogen abundance from Grevesse et al. (1990) decreases to 0.07 dex. A different possibility is to take the four lines, namely the lines 821.6nm, 871.8nm, 1011.2nm and 1011.4nm for which EWs of the previous authors differ by less than three percent. This agreement may be taken to imply that the EWs of these lines are more reliable than the others. The results from this subset are A(N)=7.88 ± 0.06 with EWs of Grevesse et al. (1990) and A(N)=7.89±0.06 with EWs of Biémont et al. (1990) . From this subset, it can be reasonable to discard the line at 1011.4 nm. In fact we could not obtain a good fit for this line and the correspondent abundance was too high if compared with the fitting results of the other three lines (see Section 3). This behaviour is the same for each model and each atlas we used. The nitrogen abundance we obtain from these three lines is A(N) = 7.86 ± 0.05 dex with EWs of Grevesse et al. (1990) , and A(N) = 7.87 ± 0.05 dex with EWs of Biémont et al. (1990) . With this selection the scatter is further decreased for both sets of EWs.
We conclude from this exercise that the mean nitrogen abundances given above are robust against exclusion of the lines which have either the more uncertain log g fvalues or exclusion of the lines for which we consider the EWs to be less reliable.
Our preferred value for the solar nitrogen abundance is A(N)=7.86± 0.12, assuming the NLTE-correction with S H = 1/3. The indicated error represents the line-toline scatter and does not include any uncertainty in the log g f values.
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