This paper reinterprets results of Ohanissian et al (2003) to show the asymptotic equivalence of temporally aggregating series and using less bandwidth in estimating long memory by Geweke and Porter- Hudak's (1983) estimator, provided that the same number of periodogram ordinates is used in both cases. This equivalence is in the sense that their joint distribution is asymptotically normal with common mean and variance and unity correlation. Furthermore, I prove that the same applies to the estimator of Robinson (1995) . Monte Carlo simulations show that this asymptotic equivalence is a good approximation in finite samples. Moreover, a real example with the daily US Dollar/French Franc exchange rate series is provided.
estimates standard error, the latter conclusion apparently due only to the shortening of the series imposed by aggregation.
An older issue concerns the spectral bandwidth to use in semiparametric frequencydomain estimation methods for long memory. It is agreed that the wider bandwidth used, the lower the estimates standard error. On the other hand, as long memory relates to the low frequencies of the spectrum, using a larger bandwidth makes the semiparametric estimation more susceptible to biases due to short memory components (see, for example, Souza and Smith, 2002, Smith, Taylor and Yadav, 1997) .
Reinterpreting results of Ohanissian, Russell and Tsay (2003) , I show that, asymptotically (for fixed aggregation level), aggregating the series to estimate long memory by Geweke and Porter-Hudak's (1983) estimator (GPH) is equivalent to reducing the spectral bandwidth to a specific number (band) of frequencies, such that the same number of frequencies is used both in the original and in the aggregated series. This equivalence is in the sense that their joint distribution is asymptotically normal with common mean and variance and unity correlation. I prove the same equivalence for the Gaussian semiparametric estimator (GSPR) of Robinson (1995) and conjecture that some kind of equivalence must hold for other periodogrambased estimators. Monte Carlo simulations show that the correlation between aggregated and (specific) low bandwidth estimates approaches one very fast for ARFIMA (0,d,0) and ARFIMA (1,d,0) processes, but considerably slower if a negative moving average component is present. In addition, the estimates mean and standard error are very similar.
The daily US Dollar/ French Franc exchange rate series from October 20, 1977 to October 23, 2002 is studied. In a long memory stochastic volatility (Breidt, Crato and Lima, 1998 ) model framework, the logarithm of the squared returns are analysed and the absence of long memory is rejected by the Lo's (1991) modified R/S test. For different levels of aggregation and same number of frequencies used the variation in estimates is minimal compared to the same level of aggregation and different number of frequencies.
Section 2 briefly explains long memory processes and the GPH and GSPR estimators, as well as the asymptotic equivalence. Section 3 shows some numerical results, Section 4 studies the US Dollar/French Franc exchange rate series and Section 5 offers a final consideration.
Technical details and proofs are relegated to the Appendix.
-Long memory processes
Stationary long memory processes are defined by the behaviour of the spectral density function near the frequency zero, as follows. 
where f(λ) is the spectral density function of the stationary process X t , then X t is a stationary process with long memory with (long-)memory parameter d. 
-The GPH estimator
The GPH estimator, proposed by Geweke and Porter-Hudak (1983) , estimates d from the spectrum behaviour close to the zero frequency. Taking the log of the both sides of (1) yields λ λ λ log 2 ) ( log ) (
in the positive vicinity of the zero frequency. Replacing the spectral density function by the periodogram I(λ j ) and rearranging gives way to:
where λ j = 2πj/T, j = 1, …, m, are the Fourier frequencies and T is the sample size. Leastsquares estimation applied to (2) yields an estimate for d. Hurvich, Deo and Brodsky (1998) prove that this estimator is consistent provided that the time series is Gaussian and m → ∞ and (m log m)/T → 0 as T → ∞. They also prove asymptotic normality:
Note that the variance of the asymptotic distribution depends only on the number of Fourier frequencies used in the estimation. It is usual to consider m as a function of the series length (m = F(T)).
-The Gaussian semiparametric estimator of Robinson (GSPR)
This estimator was proposed by Robinson (1995) and maximises the approximate form of the frequency domain Gaussian likelihood, where discrete averaging is carried out over a neighbourhood of zero frequency:
Robinson (1995) outlines the conditions under which this estimator is consistent and the ones under which it is asymptotically Gaussian so that:
It is important to point out that (5) is proved without imposing Gaussianity in the series.
Again, the asymptotic variance depends only on the number of periodogram ordinates used in the estimation, but note that the GSPR has lower asymptotic variance than the GPH if we consider the same number m of periodogram frequencies used. However, one must bear in mind that different assumptions are made in proving the results for the two estimators, details of which are found in the respective papers.
-Temporal aggregation of long memory processes
If one considers n as the level of temporal aggregation, it is equivalent to observing a flow variable at a frequency 1/n times the original one. In other words, summing up every n-th and its preceding n-1 observations. The aggregated variable Y t is observed as follows:
Definition 2: Let X t be a process observed at times t = 1, …, T X . Then , t = 1, …, T y ; T y = T X /n. Ohanissian, Russell and Tsay (2003) prove that if the series is Gaussian then the GPH estimators from the original and the aggregated series are asymptotically jointly normal, and the covariance between them is asymptotically equal to the variance of the estimate from the original series. Although they consider that less frequencies are used in the estimation of the aggregated series than in the estimation of the original series (m X > m Y ), the proof is still valid and hence the result holds for the cases in which the same number of frequencies is used for both. In this case (m X = m Y ), as asymptotically the estimator variance depends only on the number of frequencies used (see equation (3)), the variances are equal and the correlation approaches one as T → ∞.
To sum up, these estimates are asymptotically unbiased, jointly Gaussian with the same variance and correlation one. Reinterpreting their results, there is an asymptotic equivalence between temporally aggregating a variable in order to estimate long memory by the GPH method and using a specific lower number of frequencies to estimate the long memory in the original series, such that the same number of frequencies is used in the original and in the aggregated series. Consider, for example, the case where m = F(T) = T α , 0<α<1.
Asymptotically, estimating X t using F(T X ) frequencies is equivalent to estimate Y t using F*(T Y ) = F(T X ) = n α F(T Y ). Or, alternatively, estimating X t and Y t both using F(T Y ) frequencies yields asymptotically equivalent estimates.
In this paper I prove that the same equivalence applies to the GSPR estimator. However, it is not assumed Gaussianity in the data as in the GPH. Furthermore, Lemma 1 of Ohanissian et al. (2003) allows one to conjecture that other semiparametric long memory estimators must have some kind of asymptotic equivalence. The technical proof and details are found in the Appendix. The next Section contains simulations that show that even with a small sample size the estimates from the original and the aggregated series are correlated almost to the unity, both for the GPH and the GSPR.
-Simulations
This Section presents the results of simulations with Gaussian ARFIMA series. The simulation exercise consists of generating synthetic series of different lengths (T X = 200, 500, 1000) and computing mean, standard deviation and correlations between the estimates from the original series and aggregates up to aggregation level equal to 6 (n = 2, …, 6) over 500 replications of each model. The number of periodogram ordinates (m) to be used in the estimation, however, is held fixed across all aggregation levels, even though the number of observations decreases from T X (original series) to T Y,n = T X /n (aggregated series with aggregation level n). This is equivalent to use a shorter bandwidth in the long memory estimation of the original series. The idea is to compare the estimation with "reduced bandwidth" on the original series to the one with "usual bandwidth" on the aggregated series, illustrating thus in the finite sample the asymptotic equivalence between aggregating the series and reducing the bandwidth. To be precise, m should vary with T Y,n instead of T X (how the experiment is designed). However, both cases are equivalent once m is the same in estimating X t and Y t , and we use for simplicity the original series sample size as the argument of F(T). Doing so, there is no need to estimate the long memory of X t for every m = F(T Y,n ), n = 2, …, 6, but only for m = F(T X ). Given the asymptotic joint Gaussianity, these statistics are sufficient to specify the distribution of estimates for large samples. for α = 0.6. The bias is small but increases slightly as the series is aggregated, increasing the absolute value of the estimates. The larger the bandwidth used the more marked are the differences between estimates. Table 2 shows the corresponding results for the GSPR. They are qualitatively similar to those of the GPH estimator, attaining, however, lower standard deviation for all processes. The bias is comparable. Moreover, the results are slightly more uniform than for the GPH, both for the mean and the standard deviation.
It is well known that first-order negative AR and positive MA components do not entail substantial bias in long memory estimation. The corresponding results are not shown but are available from the author under request. A positive AR and a negative MA components, however, bias respectively upward and downward long memory estimation (see, for example, Souza and Smith (2002) and Smith, Taylor and Yadav (1997)) . This is what is observed in Table   3 . Table 3 short memory components (see Souza and Smith, 2003) , while keeping constant the variance of the estimates. In general, the MA increases the gap between the average estimates from the original and the aggregated series, whereas the effects of the AR component in this gap in not clear, sometimes increasing and other times decreasing it. Table 4 shows the same as Table 3, but for the GSPR instead of the GPH. The results are qualitatively similar to those from the GPH and the bias is comparable across all processes. The standard deviation, however, is lower for the GSPR and varies slightly less across aggregates. Table 5 shows the correlations between GPH estimates from the original series and the aggregates up to order 6. The results refer to the same processes and bandwidths considered in Tables 1 and 3 . The correlations are very high, being virtually one in some cases (specially between the original series and n = 2, positive values of d, highest sample sizes and when an AR is present). Regarding the results from previous tables and this one, we conclude that in general the asymptotic equivalence is a good approximation in small samples. The correlation increases with the series length, as expected, and with d for all processes studied and bandwidths tried.
The increase with d is expected, at least for the GSPR, as the convergence order depends on the value of this parameter, increasing as d increases (details in the Appendix). On the other hand, it decreases as the aggregation level n increases. It is noticed that the less bandwidth is used the closer to unity are the correlations. Remember that in Table 1 the difference between means are less marked in this case. These results allow us to conclude that the larger the bandwidth used in the estimation (the higher m) the larger must be T to the asymptotic relationship be a good approximation to the actual relationship. Furthermore, these results make sense with the theory, since the order of convergence (of the asymptotic equivalence) is dependent on the number of periodogram ordinates used in the estimation 3 . Adding short memory components to the purely fractionally integrated process affects the results as follows: the AR component seems to accentuate the correlation, whereas the MA inflicts the inverse consequence. Remember the effects of these components on the gap between average estimates from the original and the aggregated series. For small samples, hence, the equivalence is a better approximation when an AR component is present and is a worse one when there is an MA component, observed the parameter signs and magnitude used. Table 6 shows the same as Table 5 , but for the GSPR estimation method. This method yields correlations consistently higher than those from the GPH, albeit by a small margin, hinting that the equivalence as an approximation in small samples is more accurate for the GSPR. The results for the GSPR are consistent with those for the GPH.
If instead of m = F(T X ) one considers m = F(T X /n), which is the usual way to proceed in practice, the correlations are high but not so close to the unity. For example, for the ARFIMA by Breidt, Crato and Lima (1998) , which is given by the following relation:
where Y t is a stationary Gaussian long memory process independent of ε t , mean zero iid white noise, and R t is the (log-)return. The analysed series is then:
where µ = (log σ
) is iid mean zero. Z t is then a sum of a Gaussian long memory process and a white noise. The kurtosis of the series in study is approximately 3.68 and the skewness -0.79, so that the Jarque-Bera test rejects the hypothesis of Gaussianity at 1% confidence level. This does not mean that the Gaussianity of the nonobservable Y t is rejected since it is contaminated by the noise v t in the observed Z t . Furthermore, the reportedly conservative (Teverovsky et al., 1999) modified R/S test of Lo (1991) rejects the hypothesis of short memory in Z t at a 0.5% level. Although the series is of stock type, aggregating it as flow is advocated by Crato and Ray (2002) in order to decrease bias from estimating long memory from a series with added noise as Z t . Table 7 shows GPH and GSPR estimates of long memory for aggregates from aggregation levels up to 10 (lines), and different number of periodogram observations used in the estimation (columns; m = 10, 20, 30, 40, 60, 80, 100, 120, 150) . It is apparent that the variation within column (different levels of aggregation, same m) is minimal compared to the variation across columns (same aggregation levels, different m's) and this is more pronounced for GSPR. This illustrates the asymptotic equivalence between aggregating the series and using a narrower bandwidth in the original one provided that one holds fixed the number of periodogram observations to be used in the estimation. In other words, there is no need to aggregate the series just to diminish the bias, it is enough to use a narrower bandwidth in the estimation.
-Final considerations
There are two related discussions concerning the long memory estimation in time series.
One is about the trade-off implied by aggregating the series before semiparametric estimation and the other concerns the bandwidth to use in semiparametric frequency-domain estimation methods. Aggregating, as well as using less bandwidth, is known to reduce the bias induced by short memory components while increasing the estimates standard error.
This paper shows, based on results from Hurvich et al (1998) , Ohanissian et al (2003) and Robinson (1995) , that, for long memory estimation purposes, aggregating is asymptotically equivalent to use a specific lower bandwidth, holding fixed the aggregation level. This specific lower bandwidth is such that the same number of periodogram ordinates is used in the original and the aggregated series. The results are valid for the Geweke and Porter-Hudak (1983) and the GSPR (Robinson, 1995) estimators, but some kind of equivalence must hold for other periodogram-based semiparametric long memory estimators. A small simulation is provided to show that, in addition to the estimates mean and standard deviation being very similar, the correlation between estimates is close to unity even for small sample sizes. These results, however, are affected by other factors than the sample size, such as the memory parameter d, the aggregation level, the presence of a short memory component and the bandwidth used in the estimation. An additional example with the US$/FF exchange rate series illustrates that aggregating the series makes little difference when using the same number of periodogram ordinates in the estimation. 
, provided that: X t is Gaussian; a condition similar to Definition 1 holds; and the level of aggregation n increases at a slower rate than T. However, their proof seems to be missing a result, so that I provide a revision on it for n = 2, which is found further in the Appendix. The revised proof makes an alternative assumption on the long memory of the series, imposing it in the time-domain rather than in the frequency domain. Furthermore, the revision can be directly applied to their proof with general level of aggregation n, as long it is held fixed. This result refers to a convergence in probability, and the revision upon their proof provided in this paper allows one to reach a convergence speed different than theirs:
If j is fixed, the second term on the RHS is O(T -1 ) and the third is O P (T 2d-1 ), but one must remember that j varies from 1 to m in the estimation methods, and m is related to T. Thus, one must consider these terms as O(m 2 /T) and O P (m/T 1-2d ), respectively. As to the convergence speed in the general case, note that if
then (A1) holds at least for n = 2 k , k = 1, 2, 3, …, easily verified by induction. Let also Assumptions A1' -A4' of Robinson (1995) hold. Robinson proves (5) so that Robinson (1995) , please note, however, that n in his notation is equivalent to T in ours and refers to the sample size. Equation (4.2) of Robinson (1995) states that with probability approaching 1, as T → ∞, 
Robinson (1995) states further that
where
Now 
, log log log log 
where ∆H = H -H 0 . A particularization of (A5) for k = 0, 1, 2, followed by straightforward calculation, gives: 
Note that the second term on the right hand side of the equations (A6) dominates the third when H < ½, and the inverse occurs when H > ½. Adapting (A2) for n Ĥ gives:
, further calculation on (A8) and (A9), using (A6),
gives: 
Proof of (A1) with n = 2
This proof is a revision on a specific case of Lemma 1 of Ohanissian et al. (2003) . This revision, however, is directly applicable to a more general case, where n > 2 but is held fixed. The proof will require an alternative assumption (1B), which is given below. Also, the Proposition 1B is provided below in order to make the proof simpler. Note that j is to be considered as O(m), since j = 1, …, m. 
Α is O P ((j/T) 2 ), since
The revision upon their proof actually occurs from now forth. In order to match the lag between variables being multiplied in Β, one can take the first term relating to t 1 =1 and the second term relating to t 1 =T/2 -1 out from the summation on t 1 . Thus Β rewrites as follows: 
Cancelling terms, we have from (B6) 
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