The text retrieval method using Latent Semantic Indexing (LSI) 
Introduction
Latent Semantic Indexing (LSI) has emerged as a competitive text retrieval technique [5] . LSI is a variant of the vector space model in which a low-rank approximation to the vector space representation of the database is computed [3] . LSI assumes that there is some underlying or latent structure in word usage that is partially obscured by variability in word choice. It uses a truncated Singular Value Decomposition (SVD) of the term-document matrix to estimate the structure in word usage across the documents. Retrieval is performed using the databases of singular values and vectors obtained from the truncated SVD, not on the original term-document matrix. Several experimental tests show that these statistically derived vectors are more robust indicators of meaning than individual terms [6] . However, recent reports indicate that the truncated SVD strategy may be less effective for large inhomogeneous text collections [10] .
In addition, for large datasets the SVD computation may be too expensive to be carried out on conventional computers. Also, the dense data structure of the truncated SVD matrices poses a huge challenge for both disk and memory spaces of conventional computers [8] . These problems seem to have caught researchers' attention very recently, and some strategies based on clustering have been proposed [1, 12] . However, these reports do not provide convincing experimental results on large inhomogeneous datasets.
In this paper, we construct a large inhomogeneous text dataset by merging three popular text datasets of moderate size. We then use a -means clustering technique to partition the dataset into a few compactly structured datasets. The truncated SVD is performed on the clustered small datasets individually. Our experimental results show that the clustered SVD strategies may enhance the retrieval accuracy on large scale data collections and reduce the SVD computation time and storage space. This paper is organized as follows. In Section 2 we review the truncated SVD concept on text data matrix. A description of the proposed clustered SVD strategies is outlined in Section 3. Section 4 presents our experimental results and discussions. We summarize this paper in Section 5.
Singular Value Decomposition
A text document may be represented by the terms (words) it contains. A set of documents can be represented by a term-document matrix. The entries (elements) of the term-document matrix are the occurrences of each word in a particular document. Suppose we have . Since every word does not normally appear in each document, the matrix ¤ is usually sparse. It is estimated that, for typical term-document matrices, more than of the entries may be zero. In practice, local and global weightings are applied to increase or decrease the importance of certain terms within or among the documents [4] . In LSI, the matrix ¤ is factored into the product of three matrices using SVD [9] as
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. Here orthonormal dense matrix, the decomposition (1) actually consumes much more storage space than the original matrix ¤ does. LSI computes a low rank approximation to ¤ using an truncated SVD [9] . Let be an integer and
. We define as a new pseudo term-document matrix with reduced dimension. Several studies reported that LSI based on truncated SVD has been compared favorably with other information retrieval techniques, in terms of the retrieval accuracy [7] . However, for large scale datasets, the computing and storage costs associated with the truncated SVD representation may be prohibitive. Recent studies also indicate that the retrieval accuracy of the truncated SVD technique may deteriorate if the document sets are large [10] .
Several strategies have been proposed to deal with LSI on large datasets. Sparsification strategy is used to remove the less important entries in the truncated SVD matrices [8] . Clustered and distributed SVD strategies are proposed to partition large datasets [1, 12] . Unfortunately, the reports of both clustered and distributed SVD strategies are incomplete. The former [12] does not use large inhomogeneous datasets for experiments and the results may not valid for large unclassified datasets. The latter [1] does not report any experimental results at all.
The idea used in this paper is similar to the clustered or distributed SVD strategies, but we propose some interesting retrieval strategies and conduct a detailed study with experimental tests on a large inhomogeneous dataset.
Clustered Dataset with SVD
A large dataset can be divided into a few smaller ones, each contains data that are close in some sense. This procedure is called clustering, which is a common operation in data mining. In information and text retrieval, clustering is useful for organization and search of large text collections, since it is helpful to discover obscured words in sets of unstructured text documents.
One of the best known clustering algorithms is the -means, with many variants [11] . In our study, we use a -means algorithm to cluster our document collection into a few tightly structured ones. Due to the high dimensionality and low sparsity of the text data, the subclusters usually have a certain "self-similar" behavior, i.e., documents of the similar classes are grouped into the same cluster. The centroid vector (defined below) of a tightly structured cluster can usually capture the general description of documents in that cluster. An ideal cluster contains homogeneous documents that are relevant to each other.
Document clustering
First we use the -means algorithm to partition a large collection of documents into subsets of tightly structured documents. Let the set of document vectors be
where § ¨ i s the th document in the collection. We would like to partition the documents into sub-collections
For each fixed
are closer to its centroid than to the other centroids. If the clustering is good enough and each cluster is compact enough, the centroid vector may represent the abstract concept of the cluster.
Query strategy on clustered database
After clustering the original document collection, we have
We also obtain the centroid vectors of each clusters:
Given a query vector 1 , we can find the closest matching clusters by computing and comparing the cosine values (similarity measures) between the query vector and the centroid vectors We may retrieve the closest matching documents by computing and comparing all or part of
If all clusters are queried, no difference is made, compared to query the original unclustered collection. If part of the cluster list are queried, it may be considered as a faster retrieval strategy from the original database. The problems associated with querying the original document collection, such as polysemy and synonymy, will still persist.
To have better retrieval accuracy, we apply the LSI technique with truncated SVD on each individual cluster. In this way, either we query all or part of the cluster list, the truncated SVD encoded document sets are different from the original dataset.
Three strategies for retrieval
Non-cluster retrieval (NC+SVD). This is to retrieve on the original large dataset, pre-processed with truncated SVD. No clustering is done.
Full cluster retrieval (FC+SVD).
After clustering the large dataset with a -means algorithm, we need use SVD to approximate the matrix of the document vectors in each cluster. We sort the similarity measure of query to each document vector and return the documents which have the highest similarity measure (cosine values) in all documents. Since no clustering algorithm can group all relative documents into the same sub-cluster precisely, it is reasonable to expect that some documents may be misclassified.
Partial cluster retrieval (PC+SVD).
It is faster to search only a few clusters that are closely related to the given query. For a certain query, we ignore some clusters based on the inner products of this query and the centroid of each cluster. If we find that a cluster is not similar to the given query, that particular cluster will not be searched. The queried dataset consists of s have the highest similarity values in 
where is the number of iterations required by a Lanczos-type procedure to approximate the eigensystem of
, and is the rank of the truncated SVD. Here In the simplest case, let ¤ be partitioned as two parts
, we can see, for the dominant cost of the SVD computation, that
To simplify the analysis, we assume that the number of iterations in the Lanczos-type procedure is the same for the large matrix and the partitioned matrices. Then we have
Note that the first two parts in the right-hand side of Eq. (3) . In the second part of expression (2), the ranks of the truncated SVD of the clustered matrices are usually smaller than that of the large matrix. It follows that the cost of computing the truncated SVD on the clustered datasets is less than that of computing the truncated SVD on the combined large dataset. data values, and that of each clustered subset is
Storage cost of clustered SVD. Let
. The total storage cost for the truncated SVD matrices of all clustered subsets is
In a special case, we assume that the sizes of the clustered subsets are the same, the terms of individual clusters are orthogonal, we have 
It follows that the storage cost of the truncated SVD on the clustered subsets is inversely quadratically proportional to the storage cost of the truncated SVD on the original dataset.
Since the storage cost of the truncated SVD on large scale datasets is a major disadvantage of the LSI technique, the clustered SVD strategies provide an attractive solution to reducing the storage cost.
Evaluation and Results
To evaluate our clustered SVD strategies, we apply it to a large collective inhomogeneous database which consists of three popular document databases: CRAN, MED, and CISI. The large database collection is generated by merging terms and documents of these three databases. The terms of the large database collection are obtained by adding up all terms of these three matrices. If a term occurs in more than one dataset, it is listed only once. The documents of the large matrix is the sum of all documents of the three databases. The combined dataset is refereed to as the Merged DB. The database information is shown in Table 1 A standard way to evaluate the performance of an information retrieval system is to compute precision and recall values. We use precision-recall pair to evaluate our retrieval results. The precision is the proportion of the relevant documents in the set returned to the user; the recall is the proportion of all relevant documents in the collection that are retrieved by the system. We average the precision of all queries at fixed recall values such as The precision values that we report are the average precision over the number of queries at a given recall value. In precisionrecall pair, the higher curves indicates better performance of an information retrieval system. In this section, we will evaluate three strategies for text retrieval based on their precision-recall performance.
Experimental results without clustering
We first perform truncated SVD operation on the combined dataset Merged DB, and then compare the retrieval accuracy of the 367 queries with that on the original individual datasets. To obtain good performance on the Merged DB, we choose SVD rank
(after some experiments). Fig. 2 shows the precision-recall results of the Merged DB and the individual datasets. The retrieval accuracy of the Merged DB is worse than that of the individual homogeneous datasets. The retrieval accuracy degradation is most severe for the dataset MED, and least significant for the dataset CRAN. . Then, we compute the low-rank approximation of each subset with SVD. Finally, we retrieve on all subsets and compute their average precision and recall values.
To see how well the combined dataset represents the original three datasets, we partition the Merged DB into three clusters using the -means algorithm. Table 2 Table 2 shows that the -means algorithm has the ability to classify the documents with high level similarity in this particular collection of datasets. Only 23 and 4 documents in MED are misclassified into To test the performance of the strategy FC+SVD, we use the -means algorithm to cluster the Merged DB into ¡ £ 9 ¡
, and ¡ subsets. For the 4-cluster, 6-cluster, 8-cluster, and 16-cluster cases, the best rank of SVD is around 9 8 8 . For the 64-cluster case, the best rank of the SVD of each cluster is " 8 . For each clustering (3, 4, 6, 8-cluster) case, we plot the precisionrecall curve for the three different query sets, see Fig. 3 . For the query set of MED, the best number of clusters for retrieval is . For the query set of CISI, the 6-cluster solution yields the best performance. For the query set of CRAN, the 8-cluster solution is shown to be the best.
Partial clustered SVD retrieval (PC+SVD).
For this strategy, we only query part of the relevant clusters which contain most relevant documents. We split the original term-document matrix into 3-cluster, 4-cluster, 6-cluster, 8-cluster, 16-cluster datasets and compute the inner products of the query to the centroid of each cluster for each clustering case. For different queries, we do not need to search all clusters, since some clusters are irrelevant for particular queries. In Fig. 4 , we plot the best query results for different clustering cases. For queries of the MED dataset, choosing 3 in the 4-cluster is the best. For queries of the CISI dataset, taking 3 in the 4-cluster case yields the best results. For queries of the CRAN dataset, we find that choosing 4 clusters from the 8-cluster case gives us the best precision.
Comparison of all strategies
In Table 3 , we present the retrieval precision comparison of the three database pre-processing strategies. As we did previously, the rank of the truncated SVD for the Merged DB is
. For the clustered strategies, the rank of the truncated SVD is 9 8 8 . With the FC+SVD strategy, we use a 4-cluster database for the query sets of MED and CISI, and a 8-cluster database for the query set of CRAN. In general, the retrieval precision of the FC+SVD strategy is better than that of the NC+SVD strategy. However, the retrieval precision of the PC+SVD strategy is seen to be the best in most cases. Table 4 lists the CPU time in seconds (under the MATLAB environment) and the storage cost in MB in computing the truncated SVD matrices in the non-clustered SVD (original database) and clustered SVD (4 clusters) strategies. It can be seen that both the computing and storage costs are reduced substantially in the clustered SVD strategy. 
Computing and storage costs

Summary
We merged three popular text retrieval databases to form a large inhomogeneous test dataset. We proposed to partition a large text dataset into a few tightly clustered subsets. We then performed truncated SVD computation on the clustered datasets individually. Our experimental results confirm claims by other researchers that the retrieval accuracy of the LSI technique may deteriorate when retrieval on large size inhomogeneous datasets. We show that the accuracy of the LSI technique may be improved when retrieval on clustered subsets, especially retrieval on part of the most relevant clustered subsets. We also show that clustered SVD matrices have the advantages of lower computing and storage costs, compared with the SVD matrices computed from the original large databases. 
