Abstract. We introduce (and investigate various properties and characteristics of) certain class Hn(A, B) of analytic functions in the open unit disc by using the techniques of Briot-Bouquet differential subordination. Relevant connections of the results obtained here with the earlier works are pointed out.
Introduction
Let A denote the class of functions of the form For an analytic / given by (1.1) and for all integer values of n, Flett [4] defined the multiplier transformation l n f by 00 (1.2) l n f(z) = z + Y,kn a k z k (zeE). fc=2 Clearly, the function l n f(z) is analytic in E. We note that oo I~nf(z) = z + J2 k n a k z k = D n f(z), fc=2 where the operator D n f was introduced by Salagean [13] . We also have J n (T n f(z))=J n+m f{z) (zeE)
for all integers n and m. Further, the operator I™ can be seen as a convolution of two functions. That is,
where the function h(z) = log ---= z + Y,kL r 2 k~1z k occurs n times. It 1 -z follows from (1.2) that In the present paper, we derive certain properties and characteristics of the class H^(A, B) by using the techniques of Briot-Bouquet differential subordination. Our results presented here besides generalizing and improving the work of earlier authors yield a number of new results.
Preliminary lemmas
In our present investigation of the class H^(A,B), we shall require the following lemmas. 
7
for 7 0 and Re(7) > 0, then
A more general form of this lemma is contained in [7] .
LEMMA 2 [8] .//-l<B<A<l,/3>0 and the complex number 7 satisfy 
Main results

THEOREM l.Z,ei-l<jB<A<l and n be any integer. If f 6 H^-iiA, B), then
where Proof. Let / € W^A.B), g{z) = A J n_1 /(z) + (l-A)J"/(z) (0 < A < 1) and ri = sup{r : g(z) ± 0,0 < |z| < r < 1}. Using (1.3), it follows that
is analytic in \z\ < r\ and p(0) = 1. Making use the logarithmic differentiation on both the sides of (3.4) and simplifying the resulting equation, we deduce that
By Lemma 2, we obtain 1 4. a 7
where q(z) is the best dominant of (3.5) and is given by (2.1) for ¡3 = 1 and 7 = 0. Now, rewriting q(z) by changing the variables, we get
where Q(z) is given by (3.2). By (3.6), we see from (3.4) that g(z) is starlike(univalent) in \z\ < T\. Thus, it is not possible that g(z) vanishes in \z\ < ri. So, we conclude that ri = 1. Therefore, p(z) is analytic in E. This proves (3.1).
Next we show that To prove (3.7), we show that Re{(Q(z)) and r\ = sup{r : g(z) ^ 0, 0 < \z\ < r < 1}.
Then g(z) is analytic in \z\ < r\ and
is analytic in |z| < ri,p(0) = 1. Using (1.3) and (3.14) in (3.15), we get 
AJ-i/(z) + (l-A)I«/(z) ~P [Z)
+ p(z) + t i' < 1 + Bz Using Lemma 1, we deduce that where Q(z) is given by (3.13) and q(z) is the best dominant. Since Re{p(z)} > 0 in \z\ < ri, it follows from (3.15) that g(z) is univalent in \z\ < r\ and can not vanish on \z\ = r\ < 1. So, we conclude that ri = 1. Therefore, p(z) is analytic in E and this proves the first part of the theorem.
Proceeding as in Theorem 1, the second part follows. Taking A = 1 -2a, B --1 and A = 0 in Theorem 2, we have REMARK. We observe that for n = 0, Corollary 2 improves a result due to Bajpai and Srivastava [1] and Bernardi [2] Proof. From (1.2) and (3.10) , it follows that B = 0. Defining the function p{z) in E by (3.22) 
p(z) = T-T^z)
we see that p(z) = 1 + p\z + P2Z 2 H is analytic in E. Differentiating both sides of (3.22) , simplifying and using (3.18) in the resulting equation, we get
Using Lemma 1 in (3.23) followed by the use of the identities (2.3), (2.5) and (2.6), we get
To prove the second part of the theorem, we proceed as in Theorem 1 [12] . The result is best possible as q(z) is the best dominant. This completes the proof of the theorem.
Setting A -1-2a, B = -1 and n = 0 in Theorem 3, we get the following result which improves the corresponding work of Obradovic [10] . To show that the bound Ri is sharp, we consider the function T^ defined by
for z = -i?i, we complete the proof of the theorem. Putting n = 0 in Theorem 4, we get the following result which inturn yields the result due to Bernardi [3] for a = 0 and the result by Padmanabhan [11] for fi = l. (ii) If in addition to (3.11) , // is real, A/B > -(/J, + 1) and B < 0, then for f e7i^ (A,B) , we have
The result is best possible.
Proof. Setting
we see that p(z) is analytic in E with p(0) = 1. Making use of the logarithmic differentiation in (3.31), using (3.14) in the resulting equation and simplifying, we deduce that where P(z) = (fi + 1 )p(z) -fi. Using Lemma 2, we deduce that
where q(z) is the best dominant of (3.33) and is given by (2.1) for /3 = 1 and 7 = fj,. On simplifying (3.33), we get (3.28). Proceeding as in Theorem 1, the second part follows. This completes the proof of Theorem 5.
Taking n = 0, A = 1 -2a (0 < a < 1) and B = -1 in Theorem 5, we have 1){2FI(1,2(1 -a) ,n + 2; 1/2)}" 1 (z € E).
Putting fi -0 in Corollary 7, we obtain the following result which was also obtained by Goel [5] and MacGregor [7] .
where ¡3(a) is given by (3.9). The result is best possible. The result is best possible.
THEOREM 6. Let f e A and Ty, be defined by (3.10). If
Proof. Defining the function p(z) in E by
we see that p(z) = l+p\z+p2Z 2 H is analytic and has a positive real part in E. Making use of the logarithmic differentiation on both sides of (3.35) and using (3.14) in the resulting equation, we get Setting n = -1 in Theorem 6, we get 
