We revisit the classic Wigner semi-circle from two different angles. One consists in studying the Stieltjes transform directly on the real axis, which does not converge to a fixed value but follows a Cauchy distribution that depends on the local eigenvalue density. This result was recently proven by Aizenman & Warzel for a wide class of eigenvalue distributions. We shed new light onto their result using a Coulomb gas method. The second angle is to derive a Langevin equation for the full (matrix) resolvent, extending Dyson's Brownian motion framework. The full matrix structure of this equation allows one to recover known results on the overlaps between the eigenvectors of a fixed matrix and its noisy counterpart.
I. INTRODUCTION
Wigner's semi-circle law is certainly the most famous in Random Matrix Theory. There are many different ways to obtain it, each of them shedding a different light on the result. In the present paper written for this special issue on Random Matrix Theory, we revisit once again the Wigner problem. In the first part of this paper, we show that the semi-circle can be obtained by studying the (power-law) tail of the normalized trace of the resolvent g(x) on the real axis, rather than "just above" the real axis in the complex plane. On the support on the eigenvalue density, g(x) does not converge to a constant value (the limiting Stieltjes transform g 0 (x) is ill-defined for such x) but rather converges in probability to a Cauchy law, a result obtained by Fyodorov and collaborators [1] [2] [3] for the GOE and the GUE, 1 and later proven by Aizenman & Warzel [4] for a very large class of point processes. We re-derive this result using a Coulomb gas method, which amounts to study the response of such a gas to a singular perturbation. The second part of our paper follows Dyson's Brownian motion framework to derive a Langevin equation for the full (matrix) resolvent. This Langevin equation becomes deterministic in the large N limit; its trace leads to the well known Burgers equation the solution of which again produces Wigner's semicircle. But the full matrix structure allows one to characterize the evolution of the eigenvectors as well, and recover known results on the overlaps between the eigenvectors of a fixed matrix C and its noisy counterpart C + W, where W is the Wigner-Dyson Brownian random matrix. The case of an isolated (spike) eigenvalue is also discussed within the same framework.
II. THE RESOLVENT OF A WIGNER MATRIX ON THE REAL AXIS IS CAUCHY DISTRIBUTED A. Schur elimination and the Cauchy fixed point
A standard way to approach the distribution of eigenvalues of random matrices is to write a recursion relation for the elements of the resolvent matrix G, defined as
where z is in the complex plane, but outside the real axis to avoid the poles of G (i.e. the eigenvalues of W). The standard Schur relation then allows one to relate the elements of the resolvent matrix for a problem of size N and the same problem with one row and one column added to the matrix W. Denoting conventionally be "0" the index of the added row and column, one readily finds:
For Wigner random matrices with independent entries of order N −1/2 , one can further argue that the contributions of terms with i = j in the above formula are negligible in the large N limit, leading to:
A crucial point, which makes this formula useful, is that the new matrix elements W 0i and the resolvent elements G (N ) ii are completely independent. As recalled above, the standard route is to study the above iteration for z outside the real axis, in which case the diagonal elements of G converge, for large N , to the normalized trace (or Stieltjes transform)
where g 0 (z), is the solution of
where
One then recovers the classic result, from which the semi-circle law ensues:
(II.6)
For z = x real and within Wigner's band [−2σ, 2σ], g(x) cannot be well defined, because by definition x is then always very close to a pole of G. An idea, proposed in the context of Lévy matrices in [5] , is to turn this predicament on its head and actually exploit the divergence of g(x) when x is equal to any eigenvalue of W. In a hand-waving manner, the probability that the difference d i = |x − λ i |, between x and a given eigenvalue λ i , is very small is:
where ρ(x) is the normalized density of eigenvalues around x. But as ε → 0, the resolvent becomes dominated by a unique contribution -that of the λ i term. In other words, g(x) ≈ ±(N d i ) −1 , and therefore
Hence, the tail of the distribution of non-self averaging Stieltjes transform g should decay precisely as ρ(x)/g 2 . Studying this tail allows one to extract the eigenvalue density ρ(x) while working directly on the real axis. This was the strategy used used to [5] to obtain the eigenvalue density of Lévy matrices (see below), a result later revisited in [6] and rigorously established by Ben Arous and Guionnet in [7] . Here, we want to revisit this issue in the standard Wigner case, in order to shed light on an admittedly weird strategy that Ben Arous & Guionnet "unfortunately [could not] make sense of" [7] .
The first remark is that for a rotationally invariant problem, the distribution of a randomly chosen diagonal element of the resolvent (say G 00 ) is the same as the distribution P (g) of its normalized trace. Therefore, Eq. II.3 can be interpreted as giving the evolution of P (g) itself, i.e.: 
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Numerical simulation of the law of g(x) for a GOE matrix. For a fixed N = 5000 GOE matrix, we have sampled 4000 times the distribution of g(x + u/ √ N ), with x = 1 and u distributed uniformly between -1 and 1. Plotted is the left and right sample cumulative probability with the analytical result for the corresponding Cauchy distribution.
where we have used the fact that for large N ,
. Now, this functional iteration admits the following Cauchy distribution as a fixed point [8] :
(II.10)
This simple result, that the resolvent of a Wigner matrix on the real axis is a Cauchy variable, calls for several comments. First, one finds that P ∞ (g) indeed behaves as ρ(x)/g 2 for large g, as expected. Second, it would have been entirely natural to find a Cauchy distribution for g had the eigenvalues been independent. Indeed, since g is then the sum of N random variables (i.e. the 1/d i 's) distributed with an inverse square power, the generalized CLT predicts that the resulting sum is Cauchy distributed. In the present case, however, the eigenvalues are strongly correlated -in fact the spectrum is so rigid that the approximation λ i − λ j ≈ (i − j)/(N ρ(x)) holds locally to a good approximation. In this case, the Cauchy distribution for g was actually derived by Y. Fyodorov and collaborators for the GOE and GUE ensembles, using rather specific Random Matrix Theory techniques [1] [2] [3] . It was recently proven by Aizenman & Warzel [4] that the Cauchy distribution is in fact super-universal and holds not only for all Coulomb gas models, for arbitrary values of β, but in fact for a much wider class of point processes on the real axis. The gist of the argument of Aizenman & Warzel is summarized in Appendix A. In the next subsection, we want to give a physicist' approach to the problem for Coulomb gas models, where we recover the super-universal Cauchy distribution, that is also valid for an arbitrary confining potential. We believe that the direct calculation, using a saddle point method, is quite interesting in its own right and could be used to obtained some refined results at finite N .
B. From Coulomb to Cauchy
Let us consider the resolvent of a β-ensemble matrix W on the real axis:
where λ i are the eigenvalues of W. The joint distribution of the λ i 's is well known to be:
The case β = 0 corresponds to independent (Poisson) random eigenvalues for which, as mentioned above, the Cauchy result is a trivial consequence of the generalized CLT. The case β = ∞ corresponds to a perfectly periodic "crystal" of eigenvalues, for which an explicit calculation is also possible, see Appendix B.
The potential V (x) can be any confining potential. To simplify the discussion we start by considering the GxE potential 3 V (x) = x 2 /2 and introduce later an arbitrary potential. Let us fix an arbitrary value of x within the spectrum [−2, 2] and study the characteristic function of the distribution of g:
Introducing a density field ρ(l) and neglecting the entropy term, one finds (see [9] for a detailed account):
(II.14)
The saddle point equation on ρ then reads:
where K is the Lagrange multiplier insuring that ρ(x) is normalized, and k = N −2 k/β. Taking the derivative of this equation w.r.t. λ yields:
For k = 0, the solution is the familiar Wigner distribution:
Since the equation for ρ is linear, the solution for k = 0 simply reads:
This corresponds to a shift of the unperturbed eigenvalues λ 0 by a singular quantity δλ = i kδ(λ−x)/ρ 0 (x). So, although this solution is valid in the continuum limit, we cannot use it directly to estimate g(x) for finite N . We need to "zoom" into the Dirac delta function to resolve the shift on atomic distances. Nevertheless, we will later make use of the above result to fix the asymptotic behaviour of the shifted Stieltjes transform:
when |x − z| is large enough. In order to make progress, we write the discrete analogue of the saddle-point equation Eq. (II.16) as
Multiplying both sides by (N (z − λ i )) −1 and summing over i leads, after a few standard manipulations, to an equation for the Stieltjes transform g(z) that reads (neglecting a 1/N contribution):
where we have introduced a more general confining potential V (z) and associated function P (z) 4 . For the standard case, V (z) = z 2 /2 and P (z) = 1. Now, the strange thing that happens is that when z is the vicinity of x, the right hand side remains of order unity in the limit k → 0. More precisely, the eigenvalue density perturbation turns out to take the following scaling form:
where ζ = sign(k) and F (u) is a certain odd function of u. This means that the extra (imaginary) "charge" located at λ = x substantially affects the Coulomb gas density in a neighbourhood of size | k| ∼ N −1 around x, but has a negligible influence at larger distances.
From our scaling ansatz one obtains, after setting λ = x − | k|u and z = x − | k|y:
Inserting such a scaling form into the right hand side of Eq. (II.21) yields a result independent of k in the scaling regime:
Now, we re-write Eq. (II.21) in terms of g(z) = g 0 (z) + δg(z), where g 0 (z) is the unperturbed Stieltjes transform, solution of:
corresponding to an unperturbed eigenvalue density
Neglecting terms of order k, the equation for δg(z) then reads:
or, for z = x − | k|y + iζ0 + and x inside the eigenvalue spectrum,
One can immediately deduces from this ODE that the asymptotic behaviour of Γ(y) is:
Identifying with the asymptotic result Eq. (II.19) garnered from the continuum approximation, we get an equation fixing the value of Γ(0):
Note that this result is super-universal, in the sense that it does not depend on β, nor on the shape of the confining potential V (λ). Noting that Eq. (II.29) is of the Ricatti type and that Γ(y) is a regular, even function of y, one finds that the solution can be expressed in terms of the modified Bessel function of the first type as:
which is plotted in Fig. 1 together with the corresponding density perturbation F (u). The continuum limit completely disregards the non-monotonic nature of the function, while only retaining the −y
behaviour for large arguments. Endowed with these results, let us go back to our initial problem, which was to estimate the characteristic function of the distribution of g, Eq. (II.13). Using the fact that ρ 0 (λ) is a saddle point for k = 0, one finds:
The first contribution is simply the usual real part of the Stieltjes function g 0 (z) for z = x, given by V (x)/2 when x is inside the spectrum. The second term is imaginary and precisely given, to lowest order in k, by iζΓ(0). Therefore, for large N (and thus small k) one finally obtains:
which corresponds precisely the Cauchy distribution obtained in the previous section, that decays for large g as ρ(x)/g 2 , as expected from general arguments. Our detailed description of the saddle-point solution may allow one to characterize finite N and/or large deviation effects (see e.g. [11] ). 
C. The Lévy case
Most of the arguments of section II A only rely on the fact that the elements of W are independent, identically distributed random random variables with a finite second moment, but not necessarily Gaussian. If the second moment is finite, we expect that all the above results will generalize, since they only rely on local properties of the spectrum (see [4, 10] ). Let us remind the reader how such arguments must be adapted to the case where the matrix elements of W have a diverging second moment, or more precisely when:
with µ < 2. Then it is well known that the sum
G ii converges towards a Lévy stable distribution L C,β µ/2 of index µ/2, and scale and assymetry parameters respectively given by [12] :
Since S := x − 1/G 00 is distributed according to L C,β µ/2 (S), one deduces from Eq. (II.2) that G 00 itself is distributed according to:
Now, assuming that for large N G (N +1) 00
has the same distribution as the G (N ) ii allows one to find the following self-consistent relations for C and β for a given value of x [5] [6] [7] :
Finally, the distribution of eigenvalues ρ L (x) of Lévy matrices is obtained, as above, as the coefficient of the G −2 tail of P (G), i.e., from Eq. (II.38):
As shown in [7] , this result coincides (rather miraculously) with the one obtained using the standard route, i.e. working in the complex plane, with z = x − iε. However, note that the distribution of a single diagonal element (say G 00 ) is no longer a Cauchy distribution (see Eq. (II.38)), although it shares the same power-law tail. The difference with the Wigner case lies in the fact that the Lévy ensemble is not rotationally invariant, and is in fact characterized by strong correlations between eigenvectors and eigenvalues. In this case, there is no reason to expect that the distribution of the normalized trace of G and of its diagonal elements is the same. Still, one knows from Aizenman & Warzel that the super-universal Cauchy distribution also holds for the Stieltjes transform (or normalized trace) of Lévy matrices.
III. A DYSON BROWNIAN MOTION FOR THE RESOLVANT
Since the seminal paper of Dyson in 1962 [13] , it is well known that the spectrum of Gaussian random matrices can be described in terms of the (fictitious) motion of N interacting "particles" representing the position of the eigenvalues. More precisely, let us introduce a fictitious time t and define a symmetric random matrix M(t) as:
where the W ij (t), i j are independent and identically distributed real Brownian motions, of variance σ 2 t/N for i = j and 2σ 2 t/N for i = j. As is well known, the dynamics of the eigenvalues of M(t) is then characterized by a stochastic differential equation (SDE), known as Dyson's Brownian motion:
,
for i = 1, . . . , N , and where the b i (t) are independent real Brownian motions. The initial conditions λ i (t = 0) are given by the eigenvalues of C, µ 1 µ 2 . . . µ N .
Here, we present an approach that considers directly the time evolution of the full resolvent matrix G(z, t), which we have not seen in the literature before its publication in our review paper [14] . To that end, we define
Using Itô formula and the fact that dM kl = dW kl , one has
where we have treated M kl and M lk as independent variables following 100% correlated Brownian motions. Next, we compute the derivatives:
from which we deduce the second derivatives
where we have not written the other 6 GGG products. Now, using the properties of the Brownian noise W, the quadratic co-variation reads
so that we get from (III.4) and taking into account symmetries:
If we now take the average over with respect to the Brownian motion W kl , we find the following evolution for the average resolvent:
Now, one can notice that:
which hold even before averaging. By sending N → ∞, we obtain the following matrix PDE for the resolvent:
Note that this equation is linear in Ḡ (z, t) once the Stieltjes transform g(z, t) is known. Taking the trace of Eq. (III.11) immediately leads to a Burgers equation for g(z, t) itself [15, 16] :
Its solution can be found using the method of characteristics and reads:
It is plain to see that when C = 0, one has g C (Z) = 1/Z, leading to the familiar second degree equation for g(z) := g(z, 1):
identical to Eq. (II.5). More generally, Eq. (III.13) is identical to the well known free addition law for R-transforms [14, 18] . More interesting is the solution of Eq. (III.11) for the full resolvent, that simply reads [17, 19] :
as can be checked by inserting this ansatz in Eq. (III.11), and making use of Eq. (III.13). One can use this result to extract the mean squared overlap between the eigenvectors ū i (t) of the perturbed matrix M and the unperturbed eigenvectors ū j (0) = v j of C. Indeed, let us consider the following projection v j , G ii (z, t)v j with z = λ i − iε. In the large N limit, this quantity converges to 16) where ε N −1 and Φ(λ, µ j ) is the smoothed squared overlap between the eigenvector of C associated with eigenvalue µ j and eigenvectors of M around eigenvalue λ, averaged over a small interval of width ε. Therefore, one gets
, one finally obtains, for t = 1:
This result was first obtained in [16, 19] , and is the counterpart of the Ledoit and Péché result [20] in the context of multiplicative models (see [14, 21] for more details). Note that the square overlap is of order N −1 as soon as σ > 0. For a given λ i , the overlap has a Lorentzian shape as a function of µ j , that peaks at λ i − σ 2 Re g(λ i ). Note that Eq. (III.13) obviously generalizes to any intermediate time t 0 as g(z, t) = g(Z(z, t; t 0 ), t 0 ), Z(z, t; t 0 ) . 19) and correspondingly
This enables one to compute the eigenvector overlaps between any two times t 0 and t. Another interesting case is when the initial matrix C is of rank one, with a single non zero eigenvalue µ 1 and eigenvector v 1 , and all the other N − 1 ones are zero, as above. If one carefully keeps terms of order 1/N , the whole formalism allows one to keep track of the isolated eigenvalue for t > 0, and the corresponding overlap Φ 1 := ū 1 , v 1 2 . One readily finds that the isolated eigenvalues persists up to t = t * = (µ 1 /σ) 2 , and is located at [22] :
before colliding with the edge of the Wigner spectrum 2σ √ t precisely at t = t * and disappearing altogether in the Wigner sea for t > t * . This is the famous BBP transition [23] . The overlap Φ 1 is contained in the corresponding pole of G(z = λ 1 , t), as given by Eq. (III.13) and is found to be given by:
which goes to zero at t = t * , as it should be [17, 24] . The way Φ 1 (t * ) behaves for finite N is apparently not known. A natural conjecture is that, for t ≈ t * and N 1, the following scaling result holds: 23) where ϕ(u 1) = u and ϕ(u = 0) = ϕ 0 a positive constant.
Finally, it is interesting to write the dynamical equation for g(z, t) keeping terms of order 1/N , since some non zero noise survives in that limit. One finds the following Langevin equation:
where ξ is a white (Langevin) complex noise, such that:
It would be interesting to see if one can extract some useful information from this formalism. In particular, is it possible to recover the Cauchy distribution discussed in the first part of this paper as a stationary distribution of the above Langevin equation? It would also be interesting to generalize the Dyson approach to the resolvent of covariance matrices. Work in that direction is underway [25] .
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The paper of Aizenman & Warzel [4] is not easy to penetrate (at least for us). Here we give a simplified version of their approach, that allows one to understand the super-universal nature of the Cauchy law. Assume that instead of fixing the (real) value of x at which we want to compute the distribution of Stieltjes transform g(x) over the considered ensemble of random matrices, one rather fixes the position of the eigenvalues l i in a typical configuration, such that the local density is ρ(x) and the typical distance between consecutive eigenvalues is (N ρ(x) ) −1 . We now want to study the distribution of g(x + ηu), with u ∼ O(1) a random variable with an arbitrary distribution R(u) and η a small parameter such that N −1 η
1. The characteristic function of the distribution of g is then:
One of the lemma of [4] is that the choice of R(u) is arbitrary provided the range of ηu covers many eigenvalues, i.e. N i.e. a Cauchy distribution -but unrelated to the final (Cauchy) result we are looking for! 5 Now, one should note that the simple pole structure of g(x) implies that it maps the upper complex plane C + into the lower complex plane C − . Hence, exp[ikg(x + ηu)] is bounded when u is in the lower (resp. upper) complex plane when k > 0 (resp. k < 0). For k > 0, one can therefore calculate Eq. (A.1) using a contour integration in the lower complex plane, enclosing the pole of R(u) at u = −i. The result is:
Similarly, for k < 0, the pole is at u = +i and: The first sum can be replaced by a principal part integral, using ρ(x) = 1/(N ∆) and grouping the last two terms we get which is equivalent to saying that g(x) is distributed according to the Cauchy law centered at g R (x) and of width πρ(x), as for the Poisson case, or any other value of β for Coulomb gas models.
