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Abstract
We present an optimal portfolio problem with logarithmic utility in the following 3
cases:
(i) The classical case, with complete information from the market available to the
agent at all times. Mathematically this means that the portfolio process is
adapted to the filtration Ft of the underlying Brownian motion (or, more gener-
ally, the underlying Le´vy process).
(ii) The partial observation case, in which the trader has to base her portfolio choices
on less information than Ft. Mathematically this means that the portfolio process
must be adapted to a filtration Et ⊆ Ft for all t. For example, this is the case if
the trader can only observe the asset prices and not the underlying Le´vy process.
(iii) The insider case, in which the trader has some inside information about the
future of the market. This information could for example be the price of one
of the assets at some future time. Mathematically this means that the portfolio
process is allowed to be adapted to a filtration Gt ⊇ Ft for all t. In this case the
associated stochastic integrals become anticipating, and it is necessary to explain
what mathematical model it is appropriate to use and to clarify the corresponding
anticipating stochastic calculus.
We solve the problem in all these 3 cases and we compute the corresponding maxi-
mal expected logarithmic utility of the terminal wealth. Let us call these quantities
VF , VE and VG , respectively. Then VF − VE represents the loss of value due the loss of
information in (ii), and VG − VF is the value gained due to the inside information in
(iii).
1
1 Introduction
The Brownian motion process B(t) = B(t, ω); t ≥ 0 is a classical tool in mathematical
finance. For example, the Black-Scholes model assumes that the price S(t) of the risky asset
is a geometric Brownian motion described by a stochastic differential equation of the form
(1.1) dS(t) = S(t)[µdt+ σdB(t)]; S(0) > 0
where µ and σ 6= 0 are constants.
In spite of the success of this model, it is clear that it does not fit the data well. To
improve the model it has been suggested to use the more general Le´vy process as an un-
derlying, driving process rather than just B(t). See e.g. Barndorff-Nielsen (1998), Eber-
lein (2001), Schoutens (2003). By definition a Le´vy process on a filtered probability space
(Ω,F , {Ft}t≥0, P ) is a process η(t) = η(t, ω) : [0,∞)× Ω→ R such that
(i) η(·) has stationary, independent increments
(ii) η(0) = 0
(iii) η is cadlag, i.e. the paths t→ η(t) are right continuous with left limits.
We also assume
(1.2) E[η2(t)] <∞ for all t ≥ 0,
where E[·] denotes the expectation with resect to the probability law P of η(·). By the
Le´vy-Itoˆ decomposition theorem (see Applebaum (2004)) any such Le´vy process has the
form
(1.3) η(t) = at+ cB(t) +
∫
R
zN˜(dt, dz)
where a, c ∈ R are constants, B(t) is an Ft-Brownian motion and
(1.4) N˜(dt, dz) = N(dt, dz)− ν(dz)dt
is the compensated Poisson random measure of η. Here N([0, t], F ) is the random measure
giving the number of jumps of η(·) in the time interval [0, t] and of size ∆η ∈ F , where F is
a Borel set in R with 0 6∈ F¯ . The measure
(1.5) ν(F ) = E[N([0, 1], F )]
is called the Le´vy measure of η(·).
If we replace dB(·) by dη(·) in (1.1) we get the equation
(1.6) dS(t) = S(t−)
[
µdt+ σadt+ σ cdB(t) + σ
∫
R
zN˜(dt, dz)
]
.
It is now natural to go one step further and consider more general stochastic differential
equations with unrelated coefficients of dt, dB(t) and N˜(dt, dz). Thus we arrive at the
following general Le´vy market model :
Consider a mathematical market consisting of the following two investment possibilities:
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(a) A risk free investment (e.g. a bond), whose unit price S0(t) at time t is goverend by an
equation of the form
(1.7) dS0(t) = ρ(t)S0(t)dt; S0(0) = 1; 0 ≤ t ≤ T (constant).
(b) A risky investment (e.g. a stock), whose unit price S(t) at time t is described by a
stochastic differential equation of the form
dS(t) = S(t−)
[
µ(t)dt+ σ(t)dB(t) +
∫
R
θ(t, z)N˜(dt, dz)
]
(1.8)
S(0) > 0; 0 ≤ t ≤ T
Here ρ(t), µ(t), σ(t) and θ(t, z) are Ft-adapted stochastic processes such that
(1.9) E
[ T∫
0
{
|ρ(s)|+ |µ(s)|+ σ2(s) +
∫
R
θ2(s, z)ν(dz)
}
ds
]
<∞
and
(1.10) θ(t, z) > −1 for a.a. t, z with respect to dt× ν(dz).
(This prevents S(t) from jumping to 0 or a negative value.)
Then by the Itoˆ formula for semimartingales the solution of (1.8) is
S(t) = S(0) exp
[ t∫
0
{
µ(s)− 1
2
σ2(s)−
∫
R
(θ(s, z)− ln(1 + θ(s, z)))ν(dz)
}
ds
+
t∫
0
σ(s)dB(s) +
t∫
0
∫
R
ln(1 + θ(s, z))N˜(ds, dz)
]
; 0 ≤ t ≤ T.(1.11)
We refer to Applebaum (2004), Jacod et al (2003), Øksendal et al (2004b) and Protter
(2004) for more information about stochastic calculus for Le´vy processes.
Suppose that a trader in this market is free to choose at any time t the fraction pi(t) of
her current wealth X(t) to be invested in the risky asset. The corresponding wealth process
X(t) = X(pi)(t) will then satisfy the equation
dX(t) = (1− pi(t))X(t)ρ(t)dt+ pi(t)X(t−)
[
µ(t)dt+ σ(t)dB(t) +
∫
R
θ(t, z)N˜(dt, dz)
]
or
dX(t) = X(t−)
[
{ρ(t) + (µ(t)− ρ(t))pi(t)}dt+ σ(t)pi(t)dB(t)
+ pi(t)
∫
R
θ(t, z)N˜(dt, dz)
]
; 0 ≤ t ≤ T.(1.12)
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For simplicity we put
(1.13) X(0) = 1.
Suppose the information available to the trader at time t is represented by a filtration (i.e.
an increasing right continuous family of σ-algebras) Ht; 0 ≤ t ≤ T . This means that the
portfolio process pi(t) is adapted to Ht. A priori we do not assume that there is any relation
between Ht and Ft.
Definition 1.1 A portfolio process pi(t) is called H-admissible if
pi(t) is Ht-adapted(1.14)
E
[ T∫
0
{
|µ(t)− ρ(t)| · |pi(t)|+ σ2(t)pi2(t) +
∫
R
pi2(t)θ2(t, z)ν(dz)
}
dt
]
<∞(1.15)
pi(t)θ(t, z) ≥ −1 a.s. for dt× ν(dz)− a.a. t, z.(1.16)
If Ht ⊃ Ft for some t ∈ [0, T ] we also add the condition
σ(t)pi(t) and θ(t, z)pi(t) are caglad (i.e. left continuous with right limits)(1.17)
and forward integrable with respect to dB and N˜(dt, dz), respectively
(see Section 4 for explanation and definition).
The set of all H-admissible portfolios pi(·) is denoted by AH.
We now study the problem
Problem 1.2 (H) Find VH and pi∗ = pi∗H ∈ AH such that
(1.18) VH = sup
pi∈AH
E[lnX(pi)(T )] = E[lnX(pi
∗)(T )]
The number VH is called the value of the problem (1.18) and pi∗ (if it exists) is called an
optimal portfolio for (1.18).
We will discuss the following 3 cases separately:
(i) The classical case: Ht = Ft for all t
(ii) The partial observation case: Ht =: Et ⊆ Ft for all t
(iii) The insider case: Ht =: Gt ⊇ Ft for all t.
The presentation here is a survey based on recent joint works with Francesca Biagini
(Biagini et al (2005)), Agne`s Sulem (Øksendal et al (2004a)) and Giulia Di Nunno, Thilo
Meyer-Brandis and Frank Proske (Di Nunno et al (2003), Di Nunno et al (2005)).
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2 The classical case (Ht = Ft)
In this case we get, by (1.12) and the Itoˆ formula for semimartingales, that if pi ∈ AF then
the corresponding terminal wealth X(pi)(T ) is
X(pi)(T ) = exp
[ T∫
0
{
ρ(s) + (µ(s)− ρ(s))pi(s)− 1
2
σ2(s)pi2(s)
−
∫
R
(pi(s)θ(s, z)− ln(1 + pi(s)θ(s, z)))ν(dz)
}
ds
+
T∫
0
pi(s)σ(s)dB(s) +
T∫
0
∫
R
ln(1 + pi(s)θ(s, z))N˜(ds, dz)
]
(2.1)
Hence, since the dB(·)- and the N˜(·, ·)-integrals have expectation zero,
E[lnX(pi)(T )] = E
[ T∫
0
{
ρ(s) + (µ(s)− ρ(s))pi(s)− 1
2
σ2(s)pi2(s)
−
∫
R
(pi(s)θ(s, z)− ln(1 + pi(s)θ(s, z)))ν(dz)
}
ds
]
.(2.2)
We can maximize this pointwise:
Fix s, ω and define the function h : R→ R by
h(pi) = (µ(s)− ρ(s))pi − 1
2
σ2(s)pi2 −
∫
R
(piθ(s, z)− ln(1 + piθ(s, z)))ν(dz).
This function is concave and hence we find its maximum by looking for a solution pi = pi(s, ω)
of the equation
0 = h′(pi) = µ(s)− ρ(s)− σ2(s)pi −
∫
R
(
θ(s, z)− θ(s, z)
1 + piθ(s, z)
)
ν(dz)
i.e.
(2.3) σ2(s)pi +
∫
R
piθ2(s, z)
1 + piθ(s, z)
ν(dz) = µ(s)− ρ(s)
We have proved
Theorem 2.1 Suppose that for a.a. (s, ω) there exists a solution pi = p˜i(s, ω) of equation
(2.3) and suppose that
p˜i ∈ AF .
Then p˜i is optimal for Problem 1.2 (F).
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In particular, in the continuous case (θ = 0) we get
Corollary 2.2 Suppose θ = 0 and σ(s) 6= 0 a.s. for a.a. s ∈ [0, T ]. Define
(2.4) p˜i(s) :=
µ(s)− ρ(s)
σ2(s)
a) If p˜i ∈ AF then pi∗ := pi∗F := p˜i is optimal for Problem 1.2 (F).
b) If p˜i ∈ AF then
(2.5) VF = E[lnX(p˜i)(T )] = E
 T∫
0
{
ρ(s) +
(µ(s)− ρ(s))2
2σ2(s)
}
ds

3 The partial observation case (Ht ⊆ Ft)
In the partial observation case the trader at time t does not have access to all the information
Ft that can be obtained by observing the underlying Brownian motion B(s); s ≤ t and jump
process N˜([0, t], F ); F¯ ∈ R \ {0}. This will be the situation if, for example, the trader only
observes the stock prices S(s); s ≤ t and not the underlying processes. Indeed, this is a
more realistic setup.
More generally, suppose the information available to the trader is represented by a fil-
tration Ht such that
(3.1) Et := Ht ⊂ Ft for all t ∈ [0, T ].
What is the solution of Problem 1.2 then?
To answer this we proceed as follows:
Choose pi ∈ AE . Then by inserting an extra conditional expectation in (2.2) we get
E[lnx(pi)(T )] = E
[ T∫
0
E
[
ρ(s) + (µ(s)− ρ(s))pi(s)− 1
2
σ2(s)pi2(s)
−
∫
R
{pi(s)θ(s, z)− ln(1 + pi(s)θ(s, z))}ν(dz) | Es
]
ds
]
(3.2)
= E
[ T∫
0
{ρˆ(s) + (µˆ(s)− ρˆ(s))pi(s)− 1
2
σ̂2(s)pi2(s)
−
∫
R
(θˆ(s, z)pi(s)− E[ln(1 + yθ(s, z)) | Es]y=pi(s))ν(dz)}ds
]
,(3.3)
where we have used the notation
(3.4) gˆ(s) := E[g(s) | Es] (the predictable version)
Again we can maximize this pointwise, for each s ∈ [0, T ] and ω ∈ Ω:
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The concave function
h(y) := (µˆ(s)− ρˆ(s))y − 1
2
σ̂2(s)y2 −
∫
R
(θˆ(s, z)y − E[ln(1 + yθ(s, z)) | Es])ν(dz)
is maximal when
0 = h′(y) = µˆ(s)− ρˆ(s)− σ̂2(s)y −
∫
R
(
θˆ(s, z)− E
[ θ(s, z)
1 + yθ(s, z)
∣∣Es])ν(dz)
i.e. when y =: p˜i(s) solves the equation
(3.5) σ̂2(s)y +
∫
R
E
[ yθ2(s, z)
1 + yθ(s, z)
∣∣Es]ν(dz) = µˆ(s)− ρˆ(s).
This last deduction is based on differentiation within the conditional expectation, an oper-
ation which is justified if the following holds:
For a.a. s, ω the family of functions of z defined by
(3.6)
{
yθ2(s, z)
1 + yθ(s, z)
}
yθ(s,z)≥−1
is uniformly integrable with respect to ν(dz).
We have proved:
Theorem 3.1 Assume that (3.6) holds and that for a.a. s, ω there exists a solution
y =: p˜i(s)
of equation (3.5). Then
pi∗ = pi∗E := p˜i
is optimal for Problem 1.2 (E), provided that p˜i ∈ AE .
To get more explicit results we again specialize to the Brownian motion case:
Corollary 3.2 Suppose θ = 0. Define
(3.7) p˜i(s) =
µˆ(s)− ρˆ(s)
σ̂2(s)
; s ∈ [0, T ].
Suppose p˜i ∈ AE . Then pi∗ := pi∗E := p˜i is optimal for Problem 1.2 (E), and the corresponding
value VE is given by (see (3.3))
VE = E[X(p˜i)(T )]
= E
[ T∫
0
{
ρ(s) +
(µˆ(s)− ρˆ(s))2
2σ̂2(s)
}
ds
]
.(3.8)
Combining (2.5) and (3.8) we get (if θ = 0)
(3.9) VF − VE = 12
T∫
0
E
[(µ(s)− ρ(s))2
σ2(s)
− (µˆ(s)− ρˆ(s))
2
σ̂2(s)
]
ds.
This may be regarded as the value lost due to the reduced information E = {Et}t∈[0,T ]
(compared to F = {Ft}t∈[0,T ]).
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4 The insider case (Ht =: Gt ⊃ Ft)
We now consider the situation when the trader at time t has access to more information than
Ft. For example, the trader may know the value of the stock at some future T0 > T . In this
case the portfolio pi(t) is adapted to a larger filtration Ht =: Gt ⊃ Ft and the corresponding
equation (1.12) for the wealthX(t) = X(pi)(t) will be anticipating. Thus it will not necessarily
make sense as an Itoˆ stochastic differential equation, and we need to specify how to interpret
the integral. To this end, suppose the trader applies a buy and hold strategy: She buys one
stock at a time τ1 ≥ 0 (which may be random), keeps it until some (possibly random) time
τ2 ∈ (τ1, T ] when she sells it again. The money gained by this strategy (assuming that the
risk free asset has the constant price 1) is
S(τ2)− S(τ1)
If we represent the portfolio by the number of stocks held at time t, ϕ(t), then
ϕ(t) = X(τ1,τ2](t) =
{
1 if τ1 < t ≤ τ2
0 otherwise
and the money gained can be written as a limit of Riemann sums
S(τ2)− S(τ1) = lim
∆tj→0
N∑
j=1
ϕ(tj)(S(tj+1)− S(tj))
where 0 = t0 < t1 < · · · < tN = T is a partition of [0, T ], ∆tj = tj+1 − tj and ϕ is evalueted
at the left end point of each subinterval. Similarly, if the portfolio has the following form
ϕ(t) =
M−1∑
i=0
aiX(τi,τi+1](t),
where ai ∈ R are constants and 0 = τ0 ≤ τ1 ≤ · · · ≤ τM ≤ T are random buying/selling
times, then we see that the money gained can be written
M−1∑
i=1
ai(S(τi+1)− S(τi)) = lim
∆tj→0
N∑
j=1
ϕ(tj)∆S(tj),
where ∆S(tj) = S(tj+1)− S(tj).
This motivates that we use the forward integral in the modelling of the gains process in
insider trading. This integral is defined as follows:
Definition 4.1 Let ϕ(t) and S(t) be two processes which are adapted to some filtration
{Ht}0≤t≤T . Assume that S(t) is cadlag (right continuous with left limits) and that ϕ(t) is
caglad (left continuous with right limits). Then we define the forward integral of ϕ with
respect to S by
(4.1)
T∫
0
ϕ(t)d−S(t) := lim
∆tj→0
N∑
j=1
ϕ(tj)∆S(tj),
provided that the limit exists in probability and is independent of the partition chosen.
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We note that the forward integral with respect to a Le´vy process η(t) is an extension of
the Itoˆ integral, in the sense that if η(·) is a semimartingale with respect to {Gt}t≥0 then the
two integrals coincide. We refer to Nualart et al (1988), Russo et al (1993, 2000), Biagini et
al (2005) and Di Nunno et al (2005) for more information.
There is an Itoˆ formula for forward integrals:
Theorem 4.2 (Russo et al (2000), Di Nunno et al (2005)) Let Y (t) : [0, T ]×Ω→ R
be a stochastic process of the form
(4.2) Y (t) = y +
t∫
0
α(s)ds+
t∫
0
β(s)d−B(s) +
t∫
0
∫
R
γ(s, z)N˜(d−s, dz)
or, in the usual shorthand notation,
(4.3) d−Y (t) = α(t)dt+ β(t)d−B(t) +
∫
R
γ(t, z)N˜(d−t, dz); Y (0) = y.
Assume that γ(t, z) is locally bounded in z near z = 0 for a.a. t, ω and that
(4.4)
T∫
0
∫
R
γ(t, z)2ν(dz)dt <∞ a.s.
Let f ∈ C1,2(R× R) and define Z(t) = f(t, Y (t)). Then Z(t) has the differential form
d−Z(t) =
∂f
∂t
(t, Y (t))dt+
∂f
∂y
(t, Y (t))d−Y (t) +
1
2
∂2f
∂y2
(t, Y (t))β2(t)dt
+
∫
R
{f(t, Y (t−) + γ(t, z))− f(t, Y (t−))− ∂f
∂y
(t, Y (t−))γ(t, z)}ν(dz)dt
+
∫
R
{f(t, Y (t−) + γ(t, z))− f(t, Y (t−))}N˜(d−t, dz).(4.5)
In the Brownian motion case (γ = 0) this was proved by Russo et al (2000). Subsequently
the extension to the general case above was proved by Di Nunno et al (2005). Note the
similarity with the classical Itoˆ formula in the adapted case (see e.g. Øksendal et al (2004b)).
In view of the above we use forward integrals in the equation for the wealth process
X(t) = X(pi)(t) corresponding to the portfolio pi of an insider, as follows (see (1.12)):
dX(t) = X(t−)
[
{ρ(t) + (µ(t)− ρ)pi(t)}dt+ σ(t)pi(t)d−B(t)
+ pi(t)
∫
R
θ(t, z)N˜(d−t, dz)
]
; 0 ≤ t ≤ T ; X(0) = 1.(4.6)
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By the Itoˆ formula (Theorem 4.2) this equation has the solution (compare with (2.1))
X(pi)(t) = exp
[ t∫
0
{ρ(s) + (µ(s)− ρ(s))pi(s)− 1
2
σ2(s)pi2(s)
−
∫
R
(pi(s)θ(s, z)− ln(1 + pi(s)θ(s, z)))ν(dz)}ds
+
t∫
0
pi(s)σ(s)d−B(s) +
t∫
0
∫
R
ln(1 + pi(s)θ(s, z))N˜(d−s, dz)
]
.(4.7)
Forward integrals do not in general have expectation 0, so in this case we get a more com-
plicated expression than (2.2):
E[lnX(pi)(T )] = E
[ T∫
0
{ρ(s) + (µ(s)− ρ(s))pi(s)− 1
2
σ2(s)pi2(s)
−
∫
R
(pi(s)θ(s, z)− ln(1 + pi(s)θ(s, z)))ν(z}ds
+
T∫
0
pi(s)σ(s)d−B(s) +
T∫
0
∫
R
ln(1 + pi(s)θ(s, z))N˜(d−s, dz)
]
.(4.8)
Suppose there is a portfolio pi∗ ∈ AG which maximizes the function J : AG → R defined by
J(pi) = E[lnX(pi)(T )].
Moreover, suppose there exists  > 0 such that
(4.9) pi∗(t)θ(t, z) ≥ −1 +  for dt× ν(dz)−a.a. t, z ∈ [0, T ]× R.
Then for all bounded β ∈ AG there exists δ > 0 such that pi∗ + yβ ∈ AG for all |y| ≤ δ and
the function
g(y) := J(pi∗ + yβ); |y| ≤ δ
is maximal for y = 0. Therefore
0 =
d
dy
g(y)
∣∣
y=0
= E
[ T∫
0
{
(µ(s)− ρ(s))β(s)− σ2(s)β(s)pi∗(s)
−
∫
R
(
θ(s, z)β(s)− θ(s, z)β(s)
1 + pi∗(s)θ(s, z)
)
ν(dz)
}
ds
+
T∫
0
σ(s)β(s)d−B(s) +
T∫
0
∫
R
θ(s, z)β(s)
1 + pi∗(s)θ(s, z)
N˜(d−s, dz)
]
.(4.10)
10
Now fix t, h such that t < t+ h ≤ T and apply this to
β(s) = γt(ω)X[t,t+h](s); s ∈ [0, T ],
where γt(ω) is a bounded Gt-measurable random variable. Then we get
E
[( t+h∫
t
{
µ(s)− ρ(s)− σ2(s)pi∗(s) +
∫
R
pi∗(s)θ2(s, z)
1 + pi∗(s)θ(s, z)
ν(dz)
}
ds
+
t+h∫
t
σ(s)dB(s) +
t+h∫
t
θ(s, z)
1 + pi∗(s)θ(s, z)
N˜(ds, dz)
)
γt
]
= 0
Since this holds for all bounded Gt-measurable γt we deduce that
E
[( t+h∫
t
{
µ(s)− ρ(s)− σ2(s)pi∗(s) +
∫
R
pi∗(s)θ2(s, z)
1 + pi∗(s)θ(s, z)
ν(dz)
}
ds
+
t+h∫
t
σ(s)dB(s) +
t+h∫
t
θ(s, z)
1 + pi∗(s)θ(s, z)
N˜(ds, dz)
)∣∣∣Gt] = 0
In other words, the process Mpi(t) defined by
Mpi(t) =
t∫
0
{
µ(s)− ρ(s)− σ2(s)pi(s) +
∫
R
pi(s)θ2(s, z)
1 + pi(s)θ(s, z)
ν(dz)
}
ds
+
t∫
0
σ(s)dB(s) +
t∫
0
θ(s, z)
1 + pi(s)θ(s, z)
N˜(ds, dz); 0 ≤ t ≤ T(4.11)
is a martingale with respect to G = {Gt}0≤t≤T if pi = pi∗. Thus we have proved the following
special case of the result by Di Nunno et al (2003):
Theorem 4.3 (Di Nunno et al (2003)) Assume that there exists an optimal portfolio pi∗
for Problem 1.2 (G) and assume that pi∗ satisfies (4.9). Then the process Mpi∗(t) defined by
(4.11) is a martingale with respect to G.
To get more explicit results, let us again consider the continuous case (θ = 0):
Corollary 4.4 (Biagini et al 2005)) Suppose θ = 0. Then a portfolio pi ∈ AG is optimal
for Problem 1.2 (G) if and only if the process
(4.12) M (0)pi (t) :=
t∫
0
{µ(s)− ρ(s)− σ2(s)pi(s)}ds+
t∫
0
σ(s)dB(s)
is a martingale with respect to G.
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Proof. We have already seen that if pi is optimal thenM
(0)
pi (t) is a G-martingale (Theorem
4.3). The converse follows from the fact that the map F : AG → R defined by
F (pi) = E[lnX(pi)(T )]
is concave. We refer to Biagini et al (2005) for details. 
Corollary 4.5 Suppose that θ = 0 and σ(t) 6= 0 for a.a. t ∈ [0, T ]. Then pi ∈ AG is
optimal for Problem 1.2 (G) if and only if B(t) is a semimartingale with respect to G, and
the semimartingale decomposition of B with respect to G can be expressed in terms of pi by
(4.13) dB(t) = −
{µ(t)− ρ(t)
σ(t)
− σ(t)pi(t)
}
dt+ dNpi(t),
where
(4.14) dNpi(t) =
{µ(t)− ρ(t)
σ(t)
− σ(t)pi(t)
}
dt+ dB(t)
is a G-martingale.
In specific examples the semimartingale decomposition of B(·) with respect to G is known,
and this can then be used to find pi∗.
A well-known case, first studied by Pikovski et al (1996) in the insider trading context,
is the following:
Example 4.6 Suppose
(4.15) Gt = Ft ∨ σ(B(T0)) for some T0 > T.
This means that the insider knows the value of the underlying Brownian motion at some
future time T0. (If the coefficients µ and σ are known constants, then this is the same as
knowing the value S(T0) of the stock at time T0.) In this case it is known, by a result of Itoˆ
[I], that B(·) is a semimartingale with respect to G and its semimartingale decomposition is
(4.16) dB(t) =
B(T0)−B(t)
T0 − t dt+ dBˆ(t),
where Bˆ(t) is a G-martingale (in fact, a G-Brownian motion). Comparing (4.16) and (4.13)
we conclude, by uniqueness of the semimartingale decomposition, that
σ(t)pi∗(t)− µ(t)− ρ(t)
σ(t)
=
B(T0)−B(t)
T0 − t
i.e.
(4.17) pi∗(t) = pi∗G(t) =
µ(t)− ρ(t)
σ2(t)
+
B(T0)−B(t)
σ(t)(T0 − t) .
Thus we have
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Corollary 4.7 Suppose θ = 0, σ(t) 6= 0 for a.a. t ∈ [0, T ] and that
Gt = Ft ∨ σ(B(T0)) for some T0 > T .
Then the optimal portfolio pi∗ ∈ AG for Problem 1.2 (G) is given by (4.17). The corresponding
value VG is
(4.18) VG = VF + 12 ln
T0
T0 − T ,
and hence the value gained by the information about B(T0) is
(4.19) VG − VF = 12 ln
T0
T0 − T .
Remark 4.8
(i) Note that the optimal insider portfolio pi∗G in (4.17) differs from the optimal portfolio
pi∗F in (2.4) of the honest trader by the term
(4.20) pi∗G(t)− pi∗F(t) =
B(T0)−B(t)
σ(t)(T0 − t) ; 0 ≤ t ≤ T.
This term is not available to the honest trader, because it is not Ft-adapted.
(ii) Note that VG → ∞ as T0 → T . However, if T0 = T it is impossible for the insider
to trade optimally, because of the term in (4.20), which behaves like the (non-existing!)
derivative at B(t) at t = T0 as t→ T−0 .
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