In this paper, we present a way to track multiple maneuvering w e t s with varying time-frequency signanatures. A particle filter is used to hack targets that have constant speeds with changing beading directions. The target motion dynamics help the particle filter achiwe an angular resolution otherwise not possible by the conventional beamforming techniques. Moreover, the particle filter has a built-in target association that eliminates the need for henistic techniques commonly used in the multiple target tracking problems. Reference priors are used to derive the probability distribution function of the acoustic array outputs gken the state ofthe multiple target states (MTS's). Local linearization is used to approximate the importance function used in the particle filter by a Gaussian pdf. Finally, computer simulations are used to demonshate the performance of the algorithm with synthetic data.
INTRODUCTION
The direction-of-arrival (DOA) estimation problem has been extensively studied in the signal processing literature [I] (and ref- erences therein). Narrow-band solutions based on beamforming such as multiple signal classification (MUSIC) [2] , minimum variance beamfonning, and Pisarenko's method suffer in performance when the targets are moving relatively fast during the estimation batch (i.e., the snapshot period). In order to remedy this problem, one can incorporate the target motion dynamics to jointly estimate the DOA while tracking targets (31. These relined DOA estimates provide better performance in exchange for increased complexity.
In the case of wideband acoustic simals impinging on the sensors, the pioneering work by Wang and Kaveh [4] on coherent subspace processing coherently integwtes the array autocorrelation matrices corresponding to the multiple eequencies of interest so that signal-to-noise (SNR) and resolution gains can he achieved. The work by Gershman and Amin [5] approximates the signals at the DOA batch pmcess as chips and performs time-kequency MU-SIC (spatial tf-MUSIC) on the acoustic array outputs. These widebandmethods produce snapshot DOA estimates and hence require heuristics for target association.
Advances in large scale integration of computer systems have mal solution to the target tracking problem. Conventionally, given a target dynamics model, the underlying motion equations are simpliiied by linearization and Gaussian noise assumptions so that an analytical solution can be obtained. The extended K h a n filter is such a methd, it is also the best mini" mean-squared hear estimator for the problem at hand. Monte-Carlo techniques, on the other hand, do not change the model or assume Gaussian noise; however, they approximate the posterior density of interest by particles that represent a discrete version of the posterior. The idea is that if a sufficient number of effective particles can be used, the estimation performance will be close to the theoretical optimal solution. Usually, they are suboptimal since they employ a finite number of particles.
The array model we employ in this work has a special s ahue. Each node of the m a y consists of a circular acoustic sensor array, which will supply DOA and Bequency information of the targets. However, the solution is gmen for the general case and does not depend on the particular structure of the nodes. Spatial dwersity of multiple nodes can be exploited in triangulating the targets of interest.
A solution to the problem presented thus far has been given for the narrow-band case by Orton and Fitzgerald in [ 6 ] . Our work builds on their results. Our extensions will come in the form of rederiving the necessary gradients and Hessians used in the particle filter updates for the widehand case. It is assumed that we have a separate a time-kequency hacker for tracking the dominant instantaneous frequencies for the targets. Issues related to the uncertajnty principle for kequency estimation will be left for future study.
Organization ofthe paper is as follows. Section 2 describes the data model used for the multiple target tracking. Sections 3 and 4 describe how we construct the probability density functions @dfs) used by the particle filter. The importance function is discussed in section 5 and the multiple target tracking particle filter algorithm is described in section 6. Finally. section 7 shows the performance of the algorithm with synthetic data.
DATAMODEL
Consider K far-field targets coplanar with a sensor node consisting of P acoustic sensors. The sensor node (or sensor array) does not possess any special structure. The targets are assumed to have constant speeds with some Brownian distnrbance acting on their heading dxections, which is the same data model used in [ can be written as follows:
where e k ( t ) , $ k ( t ) , and f k ( t ) are the DOA, the heading direction, and the instantaneous frequency of the kLh target. Q k ( t ) 4 log qi,(t) is the wmpound variable corresponding to the logarithmic ratio ofthe kih target's speed (a) to its range ( r k ( t ) ) , which is measured to the center of the sensor array. T q e t DOA's are measured clockwise with respect to the 9-axis whereas the taQet heading directions are measured counter clockwise with respect to the x-axis. Figure 1 illustrates the geometry oftbe problem. 
k ( t ) s i n $ k ( t ) , T k ( t ) c o s e L ( t ) ) to position 2 at
Tben, it is straightforward to obtain the following update relations:
( T k ( t ) Sin 8 k (t)+UtT COS $+k(t,), T k ( t ) COS 8 k (t)+vxT Sin $h ( t ) ) .
and
Equations (2) and (3) form a scalable system for the target motion dynamics at hand. To elaborate on this, consider scaling the range and the speed ofthe kih target. It can he sbowu that this scaled target has the same set of update equations as above since the scale factor can be cancelled out. This fact, in h~m. leads to the introduction of the compound variable q k ( t ) n U k / T k ( t ) . In the state update, however, the logarithm of q k ( t ) is used since an additive noise component can he employed (as opposed to the multiplicative noise when q k ( t ) is used ' 1. Hence, the state update equation 
PDF CONSTRUCTION FOR THE DATA
The particle lilter is a convenient way ofrecursively updating a target posterior of interest. While formulating these update equations in om problem, one encounters hbo nuisance parameters: the signal vector St and the noise variance for the additive Gaussian noise vector Wt. For simplicity, we will assume that the noise variance is approximatelyconslautduringthe batchperiod [ 
t, t + ( A l -l ) i ] .
Following the notation introduced in [6] , we will denote this noise variance as &(t) corresponding to the batch period s w i n g at time t . The noise has the complex Gaussian probability density function (pdo described by Goodman [SI. The data likelihood given the simal and noise \'ecmrs can be writsen as fallows:
If the priors are known for the signals and noise variance given the state vector at time t , they can be integrated out fiom the Gaussian pdf described by (1 1). If one desires to assume the least about these parameters and let the observed data speak for itself, then the use of reference priors comes into play2. Hence, even for moderate sample sues, the information in the data dominates the prior information because of the vague nature of the prior knowledge [ 1 I]. One also needs to be careful about the fact that these types of priors are actually a function of the data Ilkelhood and in general will change if, for example, new sensors are added 01 removed. The intuitive choice of the prior is usually the uniform prior an the natural space of the parameter. A good discussion of these issues can be found in [ I l l , [12] , and [IO]. We will now discuss one particular case where the noise variance in (IO) is known and constmct the pdf s for it. The unkoown wriance case was treated in [6]. ' Bemardo derives the reference prior using an estimation model based on communication channel with a source and data [SI. The reference prior d m i r e s the mutual information between the source and the data.
We will s*ut by assuming that the columns of At are linearly independent. This also implies that P > K , i.e., the number of sensors is greater than the number of largets. Using (1 I), the loglikelihood function ofthe data can be written as follows:
L logp(YtlAt,St,ui(t))
We will take the naive, easy approach in deriving the reference prior for OUT problem: use the square rcot of the determinant of the Fisher information matrix as OUT can be easily imposed on the it* signal component for some large 72. This makes the prior (14) integrable on the signal vector space and, in turn, the marginalization integrals become approximate. This condition is always satisfied in practice (e.g., the signals of interest have finite magnitudes at all times.) Moreover. the finiteness condition on the signals implies that the m a y outputs are also finite (consider the mscrete a m y model (7)). Hence, the approximate data probability distribution in (16) is proper (i.e., integrable)
PDF CONSTRUCTION FOR THE STATE
In the previous section, we omitted to motivate the need for constructing the pdf for the data and put the emphasis on the use of reference priors. Now; it is necessary to elaborate on the reasons for constructing the probability distributions for the data and the state. The state and observation models (4) and (IO) form a hidden Markov model (HMM), which can be compactly described by the following pdfs: Hence, the recursive evaluation ofp(Xo:t+TIYO:t+T) requires the pdf's shown in (I 7). The previous section considered the construction of the second pdf in the model. This section will concentrate on the first pdf in (17).
The objective is to lindp(Xt+TIXt) given(4). By inspection, one can see that Xt+r is also normal with mean Xt and covariance equal to that of the additive noise. Therefore, we can write the pdf for the state update as follows:
where We have two important remarks on the construction of the pdf's for our problem. The first one is that it is in general true that we need the analytical expressions for the pdfs to make use of the particle filter, which in general do not assme a Gaussian model. The second remark is on model order of the HMM. The motion equations describe a first order HMM model and hence the update equations (18) depend only on the previous state. If more complicated motion equations are formulated in the state model that increase the HMM model order, then a new recursive update formulation becomes necesmy.
CEOICE OF THE IMPORTANCE FUNCTION
An appropriate choice of the importance function may reduce the variance of the simulation errors '. However, it is shown analytically ([I61 and references therein) that the importance weights have increasing variance with time, which leads to increasing estimation e m r s (or simulation errors, will be used interchangeably). Here, we state an important res,+: the unconditional v d c e of the importance weights, i.e. with the observations Yo:' being interpreted as random variables, increases over time. This fact is also known as the degeneracy phenomenon: after a few iterations, all but one of the normalized importance weights will be very close to zero [16] .
When the notion of optimality enters into a problem, it is natural to question the optimality criterion. Any optimal solution will be as good as its objective function and, in our case, the objective is to minimize the variance of the importance weights. This, in rum, will maximize the effective number of particles at each time step, rendering the particle filter more effective given a constant number of particles.
There are many ways of approximating an optimal importance function with a suboptimal importance function and we will show where
It is crucial to note that the optimal importance function r(XXrIX&l)T,YO:m) is proportional to p(YkTIXkr)x p(XtrlX{:)-,),) with the proportionality independent of Xkr (an observation first noted in [6]). We have previously derived
3i.e., if we choose the exact postenor as the importance function then the due to the nature of the data generating process the variance of the estimator is inversely proponional to the number of panicles N [IS].
'One case where 1(X) is concave this statement holds, however, this is in general not tme. [3] shows ways to approximate its construction for OUT problem so that the negative definiteness holds. 
ALGOFUTHM DETAILS
In this section, we will give the details of our modifications to the independent partition particle filtering algorithm by Orton. The outline of Orton's algorithm is given in [6] and hence will not be repeated here. The target association problem is solved by the independence assumption on the MTS partitions. However, a minor clarification of the implementation in [6] is needed. When the necessary Hessians are calculated for the whole particle, only the pertinent portions of the Hessians are used while generating the new partition in the particle. Hence, the off-diagonal matrices in the particle Hessian correspondmg to the cross partitions are ignored. Afler the particle is formed, the discrepancies generated by this method are augmented by the weights, which are calculated using the the full Hessians generated from the particle.
One modification is the use of the state transition probahil- At the resampling state, the particles that are closer to this changed mean sumive while the particles around the prehcted mean diminish. Hence, the resampling step, in effect, not only makes the particles span most of the state space, hut also compensates for the effects of the maneuver. It should be noted that maneuvering has more impact on the heading direction than the other state variables. Hence, a slight modification exploiting this fact in the resampling step may also improve the performance of the algorithm for a given number of particles. Because of the state vector is larger, the most important extension comes in the form of deriving new gradients and Hessians (25) for the linearization of the optimal importance function. The new gradients and Hessians related to the state update are straightforward and hence, we will concentrate on lk and I ; . ae*(t)afn(t) -and Without these approximations, the Hessian matrices, which basically approximate the covariance matrices for the suboptimal importance function are not guaranteed to be positive semi-deiinite. The necessity of these approximations are further discussed in [ 3 ] .
SIMULATION RESULTS
We will present a case where the algorithm performed poorly among all the simulations we run. The sensor node consists of a 15- Fig. 3 are the true target DOAs where the solid lines show the particle iilter estimates. The tracking is very good until the targets maneuver; however, the particle filter still does a great job given the fact that it does not know the target signals. We found that the estimates get better as N increases due to asymptotic properties of the particle lilter. It should be noted that the Rayleigh resolution at these frequencies is worse t h 20"; when we used the common beamformen (MU-SIC? minimm-v&ance~ linear-predictive, and conventional) on the same synthetic data, they were not able to produce any good DOA estimates atany batchperiod.
a. CONCLUSIONS
We presented a way lo track multiple targets with \'arying t kquency signatures. The solution is intnitively simple: it is based on a statelobsewation equations couple. Moreover, the approach is general: it is shown that the state vector in extended to include other features such as the instantaneous frequency of the target signals. It is also seen that the particle lilter can achieve betler than Rayleigh resolution by exploiting the target motion dynamics and the previous slate information of the w e t s . Finally, the independent partition assumption automatically takes care ofthe target association problem and the Nter can also exploit the bequency information to separate closely moving targets.
