Abstract. In this paper, we establish Anderson localization for the Maryland model with long range interactions.
Introduction and main result
Quasi-periodic Schrödinger operators arise in physics. For example, we can study
where v n is a quasi-periodic potential and ∆ is the lattice Laplacian on Z ∆(n, n ′ ) = 1, |n − n ′ | = 1, ∆(n, n ′ ) = 0, |n − n ′ | = 1.
Anderson localization means that H has pure point spectrum with exponentially decaying eigenfunctions. Since there are many papers on this topic, we only mention some results here. For more about dynamics and spectral theory of quasi-periodic Schrödinger-type operators, see the survey [14] . Let
where v is a nonconstant real analytic potential on T. Fix x = x 0 , Bourgain and Goldstein [3] proved that if λ > λ 0 , for almost all ω, H will satisfy Anderson localization. Their argument is based on a combination of large deviation estimates and general facts on semi-algebraic sets.
The method there depends explicitly on the fundamental matrix and Lyapounov exponent. Their result is non-perturbative, which means that λ 0 does not depend on ω. By multi-scale method, Bourgain, Goldstein and Schlag [6] proved Anderson localization for Schrödinger operators on Z 2 H(ω 1 , ω 2 ; θ 1 , θ 2 ) = λv(θ 1 + n 1 ω 1 , θ 2 + n 2 ω 2 ) + ∆. Later, Bourgain [2] proved Anderson localization for quasi-periodic lattice Schrödinger operators on Z d , d arbitrary. Recently, using more elaborate semi-algebraic arguments, Bourgain and Kachkovskiy [5] proved Anderson localization for two interacting quasi-periodic particles.
More generally, we can consider the long range model
where S φ is a Toeplitz operator (1.4) S φ (n, n ′ ) =φ(n − n ′ ) and v is real analytic, nonconstant on T. Assume φ real analytic satisfying (1.5) |φ(n)| < e −ρ|n| , ∀n ∈ Z for some ρ > 0, Bourgain [1] proved that there is ǫ 0 = ǫ 0 (ρ) > 0, such that if 0 < ǫ < ǫ 0 , H satisfies Anderson localization. This result is non-perturbative, since ǫ 0 does not depend on ω. Note that in the long range case, we cannot use the fundamental matrix formalism. The method in [1] can also be used to establish Anderson localization for band Schrödinger operators [4] H (n,s),(n ′ ,s ′ ) (ω, θ) = λv s (θ + nω)δ nn ′ δ ss ′ + ∆, where {v s |1 ≤ s ≤ b} are real analytic, nonconstant on T. Recently, this method was used to prove Anderson localization for the long-range quasi-periodic block operators [13] (
where
Note that in the cases above, v is a bounded potential and H is a bounded operator. Now let
we have the Maryland model
originally proposed by Grempel, Fishman and Prange [9] . In this case, v n is unbounded and H is an unbounded operator. We will always assume (1.8)
to make the operator well defined. In [7] , Bellissard, Lima and Scoppola used essentially techniques based on KAM method to prove Anderson localization for the Maryland model. Recently, using transfer matrix and Lyapounov exponent, Jitomirskaya and Yang [12] developed a constructive method to prove Anderson localization for the Maryland model. More generally, we can consider the long range case of the Maryland model. In this paper, we study
which is the one-dimensional tight-binding model proposed by Grempel, Fishman and Prange, see Equation (1) in [9] . We will prove the following result: Theorem 1.1. Consider a lattice operator H ω (x) of the form (1.9). Assume ω ∈ DC (diophantine condition),
and φ real analytic satisfying
Our result is non-perturbative, since ǫ 0 does not depend on ω. In the long range case here, the transfer matrix formalism is not applicable. Our basic strategy is the same as that in [1] , but as mentioned above, the main difficulty is that the potential tan is an unbounded function and the operator H is unbounded. In order to prove Anderson localization, we need Green's function estimates for (1.12)
where R Λ is the restriction operator to Λ ⊂ Z. Write tan = sin cos , the singularity comes from 1 cos . Note that (1.13)
where (1.14)
.
In A(x) −1 , the singularity 1 cos vanishes. This observation helps us to deal with the unbounded potential.
By Shnol's theorem [10] , to establish Anderson localization for H, it suffices to show that if ξ = (ξ n ) n∈Z and E ∈ R satisfy (1.16) |ξ n | < C|n|, n → ∞,
Note that in our case, the operator H is unbounded and the energy E is unbounded. To overcome this difficulty, we first establish Green's function estimates for energy |E| ≤ C 0 and prove (1.18) for energy |E| ≤ C 0 . Then we let C 0 → ∞ to obtain (1.18) for all energy E ∈ R. We summarize the structure of this paper. We will prove a large deviation theorem for subharmonic functions in Section 2, which is needed for Green's function estimates in Section 3. Then we recall some facts about semi-algebraic sets in Section 4 and give the proof of Anderson localization in Section 5.
We will use the following notations. 
A large deviation theorem for subharmonic functions
In this section, we will prove a large deviation theorem for subharmonic functions, which is needed for Green's function estimates in Section 3.
Lemma 2.1 (Corollary 4.7 in [1] ). Assume u = u(x) 1-periodic with subharmonic extensioñ u =ũ(z) to the strip |Imz| < 1 satisfying 
Now we can prove the following large deviation theorem.
Let u : T → R be periodic with bounded subharmonic extensionũ to |Imz| ≤ 1. Then
σ ,c > 0
then we have
by Lemma 2.1,
By (2.10), (2.11),
where we take
This proves Theorem 2.3 if we take σ = 1 50A . Remark 2.4. In the proof of Theorem 2.3, we only need to assume
Green's function estimates
In this section, we will prove Green's function estimates using the large deviation theorem in Section 2. We will follow the method in [1] , but as mentioned in Section 1, the operator H is unbounded and the energy E is unbounded. We will prove Green's function estimates for energy |E| ≤ C 0 .
Assume φ real analytic satisfying
the following holds:
Let N be sufficiently large and
∈ Ω, then for some |m| < √ N , we have the Green's function estimate
Proof. By Cramer's rule,
we have
We need to establish a lower bound for | det B N (x)|. Since
admits a subharmonic extension to the complex plane,ũ(z), satisfying (3.12) − log 10 ≤ũ(z) ≤ log ( φ 1 + C)e π|Imz| .
Hence,
By (3.9), (3.10),
Since log | det B 1 (z)| is subharmonic, by Jensen inequality,
By (3.13), (3.14), (3.17), (3.18), (3.20),
by Theorem 2.3 and Remark 2.4,
Thus outside a set Ω = Ω N (E), mesΩ < e −cN σ , using (3.21), we have
We will obtain an upper bound on | det B n,n ′ (x)| uniformly in x.
We express det B n,n ′ (x) as a sum over paths γ as
If we denote b = 
Using Hadamard inequality, we have (3.30)
, then by (3.31), (3.32)
by (3.32), There is C > 1, such that
Using (3.37) and the fact
we have (3.41)
where C refers to various constants. Let (3.42) 
It follows that for at least 0 N , by (3.48),
By (3.29), (3.51)
We need to estimate (3.52) ∈ Ω, there is |m| < √ N , such that (3.63)
if we take c 0 = ρ 2 . This proves the Green's function estimate.
Semi-algebraic sets
We recall some basic facts of semi-algebraic sets in this section, which is needed in Section 5. Let P = {P 1 , . . . , P s } ⊂ R[X 1 , . . . , X n ] be a family of real polynomials whose degrees are bounded by d. A semi-algebraic set is given by
where L j ⊂ {1, . . . , s}, s jl ∈ {≤, ≥, =} are arbitrary. We say that S has degree at most sd and its degree is the inf of sd over all representations as in (4.1).
We need the following quantitative version of the Tarski-Seidenberg principle.
Proposition 4.1 ([8])
. Let S ⊂ R n be a semi-algebraic set of degree B, then any projection of S is semi-algebraic of degree at most B C , C = C(n).
Next fact deals with the intersection of a semi-algebraic set of small measure and the orbit of a diophantine shift. n be semi-algebraic of degree B and mes n S < η. Let ω ∈ T n satisfy a DC and log B ≪ log N ≪ log 1 η .
Then for any x 0 ∈ T n , #{k = 1, . . . , N |x 0 + kω ∈ S} < N 1−δ for some δ = δ(ω) > 0.
Finally, we will make essential use of the following transversality property.
2n be a semi-algebraic set of degree B and mes 2n S < η, log B ≪ log
n the product variable and
and S 2 satisfying the transversality property
Proof of Anderson localization
In this section, we give the proof of Anderson localization as in [3] . By application of the resolvent identity, we have the following Lemma 5.1. Let I ⊂ Z be an interval of size N and {I α } subintervals of size M = N δ , δ > 0 is small. Assume ∀k ∈ I, there is some α such that
Proof. For m, n ∈ I, there is some α such that
By resolvent identity, 
Repeat the argument in (5.10), we get (5.11) Now we can prove the main result.
Theorem 5.2. Consider the lattice operator H ω (x) of the form
Assume ω ∈ DC (diophantine condition),
and φ real analytic satisfying (5.16) |φ(n)| < e −ρ|n| , ∀n ∈ Z for some ρ > 0. Fix x 0 ∈ T. Then there is ǫ 0 = ǫ 0 (ρ) > 0, such that if 0 < ǫ < ǫ 0 , for almost all ω ∈ DC, H ω (x 0 ) satisfies Anderson localization.
Proof. To establish Anderson localization, it suffices to show that if ξ = (ξ n ) n∈Z , E ∈ R satisfy (5.17) ξ 0 = 1, |ξ n | < C|n|, |n| → ∞,
We will first prove (5.19) for |E| ≤ C 0 . By Proposition 3.1, there is Ω = Ω N (E) ⊂ T, mesΩ < e −cN σ , such that if x / ∈ Ω, then for some |m| < √ N ,
and B n1,n2 (x) be the (n 1 , n 2 )-minor of B(x). Then
Truncate power series for cos, sin in ( Denoting j 0 the center of I, we have
For |n| ≤ j 0 , by (5.26), 
then by (5.32), there are |m n | < √ N such that Since S j is a semi-algebraic set of degree at most N We study the intersection of S 2 and sets 
