Abstract: This paper describes the integration of an Utkin observer with the unscented Kalman filter, investigates the performance of the combined observer, termed the unscented Utkin observer, and compares it with an unscented Kalman filter. Simulation tests are performed using a model of a single link robot arm with a revolute elastic joint rotating in a vertical plane. The results indicate that the unscented Utkin observer outperforms the unscented Kalman Filter.
INTRODUCTION
This paper describes the integration of a deterministic observer and a stochastic state estimator. The deterministic observer takes the form of a variable structure system where the driving component of the observer can switch between two values depending on the values of the error between the measured output and the estimated output. This type of state estimator often referred to as sliding mode observer. An Utkin observer is selected as a type of sliding mode observer in this work. The advantage of the Utkin observer is that convergence condition of the estimated state to the true state is an explicit part of the observer design (Edwards and Spurgeon, 1998) . Hence, the selection of an appropriate value for the observer gain will guarantee the convergence of any initial estimated state to the true state in some finite time (Edwards and Spurgeon, 1998) . Once the estimated state reaches the true state, it will remain on the trajectory of the true state or well within a very small region around the true state. While the convergence of the state is guaranteed by the Utkin observer, an Utkin observer is designed under the assumption that the measurement is not corrupted by noise so it may not perform well under noisy measurement conditions. The stochastic part of the combined observer is inspired by unscented Kalman filter (UKF). Similar to its predecessor, the extended Kalman filter (EKF), the UKF algorithm involves the propagation of the mean value of the estimated state, the process noise covariance, and the measurement noise covariance. The UKF has two advantages over the EKF. First, no linearization is required which results in a reduction in the complexity of the algorithm (Wan and van der Merwe, 2000) . Second, the UKF is accurate up to third order of the Taylor series expansion (Wan and van der Merwe, 2000; Simon, 2006) . The UKF is often capable of producing accurate estimates of the state given noisy measurements. However, because the UKF is a stochastic observer, in contrast to the Utkin observer, the convergence condition of the estimated state is not an explicit part of the design. Intuitively a robust observer that is able to achieve convergence and noise rejection is possible by combining the Utkin observer and the UKF, and this is the main motivating idea behind this paper.
THE UTKIN OBSERVER
The formulation of the following Utkin observer is largely motivated by Spurgeon and Edwards (1998) . Consider a linear system: The linear system in the new coordinates is now given by:
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With a new output distribution matrix given by: The system can now be written as: 
The system dynamics on the new coordinates can be written as: 
The observer in the new coordinates now has the form:
The error dynamics with respect to the new coordinates are: 
Now modify the observer by adding a negative output error feedback term to the Utkin observer (Edwards and Spurgeon, 1998) to give the following observer:
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this gives an error dynamics of: An identical observer has also been reported in (Edwards and Spurgeon, 1994; Edwards and Spurgeon, 1996) . Although the Utkin observer assumes a linear model it will be shown below how an Utkin design procedure can be applied to nonlinear systems. The use of linear sliding mode observer for a nonlinear system has also been demonstrated in (Edwards and Spurgeon, 1994) .
UNSCENTED KALMAN FILTER (UKF)
The UKF estimates the states of nonlinear dynamic systems by calculating the statistics of a set of sample points, referred to as the sigma points, which undergo a nonlinear transformation (Wan and van der Merwe, 2000) ; Simon, 2006) . The method of calculating the statistics of a random variable that undergoes a nonlinear transformation is referred to as the unscented transformation (Wan and van der Merwe, 2000; Simon, 2006) .
The UKF algorithm is defined as follows:
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The UKF algorithm can be described as follows:
And the augmented mean and covariance
2. Sigma points update:
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where Q is process noise covariance, R is measurement noise covariance, and Q and R are the tuning parameters of the UKF.
AN UNSCENTED UTKIN OBSERVER
The Utkin observer is a deterministic observer which is driven by the system input, the difference between the measurement and the estimated measurement, and a discontinuous vector component
which makes it a robust observer that guarantees a convergence of any initial state to the true state under the assumption that the measurement is not corrupted by any noise.
In contrast to the Utkin observer, the UKF minimises the effect of noise on the estimated states. However, the convergence condition is not explicitly expressed in the UKF algorithm. Convergence in the UKF depends entirely on the selection of the two tuning parameters Q and R. Both the convergence of estimated state and the minimisation in noise effect can be achieved by combining the two observers to form an unscented Utkin observer. For linear systems this is simply done by replacing step 3a of the UKF algorithm:
by a stable design of nonlinear Utkin observer.
Note that the linear Utkin observer design procedure can also be applied to nonlinear systems which are linear in the control variable, and where the output equation is linear. This is done by separating the state equation into a linear part and nonlinear part. Let the nonlinear system be described as follows:
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Then further transforms the system using the L dependent transformation given by equation (16) (48) Now, instead of propagating the sigma points through the model of the plant, the sigma points are now propagated through the Utkin observer and the propagated sigma points will then go through the UKF steps. The unscented Utkin observer can be seen as having 2 1
x n + Utkin observers to correct each of the sigma points trajectories before updating them using the UKF algorithm. Although the propagation algorithm (48) and (49) is in a continuous-time form, in practice the Utkin observer requires to be integrated between sampling times to obtain sampled values of the continuous Utkin state estimate, which are required for the UKF part of the combined observer. The combined observer has four design parameters: the process and measurement noise covariances Q and R , and the two design parameters of the Utkin observer L and 22 S A .
SIMULATION AND RESULTS
The unscented Utkin observer is tested using a simulation of a single link robot arm with an elastic revolute joint rotating in a vertical plane (Koshkouei and Zinober ,2004) . The robot arm model is given by: 
where A is a matrix with linear coefficients with respect to the states, N is the vector of nonlinearities, H is the process noise distribution matrix, B is the input matrix, C is the output distribution matrix, and ( ) t υ represents measurement noise. Now, for the purposes of Utkin observer design, assume that ( ) ( ) 0 t t ξ υ = = , and transform the system into new coordinates using the transformation given by equation (3) to bring the system into the form of equations (43) and (44). Then further transform the system using the transformation matrix of equation (16) to bring the system into the form of equation (45) and (46). The Utkin observer for this particular system is given by: 
