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Introduction
Under the pressure of energy shortage and environment pollution, automobile manufacturers are forced to shift their attention to green energy power and clean vehicle. Pure electric vehicles (EVs) are more energy efficient with zero emission. However, electric vehicles are currently not economically viable when compared to their gas-powered equivalents and, due to recent improvements in conventional gasoline powered technology; much advancement will need to be made in this field. In order to compete economically with current gas powered automobiles, electric vehicles need more efficient power systems to increase their driving range and reduce their operating cost [1] . Since Padhi et al. [2] proposed olivine-type LiMPO 4 (M=Fe, Co, Mn, or Ni) as cathode material, Lithium-ion (Li-ion) batteries are becoming increasing popular for energy storage and develop interest for a lot of research. Li-ion batteries provide one of the best energy-to-weight ratios, exhibit no memory effect, and experience low self-discharge when not in use. These beneficial properties, as well as decreasing costs, have established Li-ion batteries as a leading candidate for the next generation of automotive and aerospace applications [3, 4] . Li-ion batteries are also a promising candidate for green technology [5] . State of charge (SOC) estimation has always been a big concern for all battery driven devices. An accurate SOC estimation not only assesses the reliability of products but also provides critical information such as the remaining useful energy and/or the remaining usable time [6] . This paper describes modeling procedure for SOC estimation of LiFePO 4 battery using artificial intelligence techniques. The modeling technique has been successfully used in many applications [7] [8] . Equivalent circuit models of the LiFePO 4 battery cells and SOC estimation are described in detail in the sections. Finally, the modeling results are compared and validated accordingly.
Background and Model Formulation
In this research, lithium-iron phosphate (LiFePO 4 ) WB-LYP40AHA cells from Winston battery are used. Their key specifications are shown in Table 1 . Hu et al shows that the electrochemical reaction of LiFePO 4 battery is a phase change procedure [9] . The charge-discharge reaction is completed between LiFePO 4 and FePO 4 in two phases. During the charging process when lithium ion migrates from LiFePO 4 and FePO 4 is formed, electrical energy converts into chemical energy. During the discharging process, lithium ion migrates to FePO 4 and forms LiFePO 4 , chemical energy converts into electrical energy [10] [11] . Equivalent circuit modeling (ECM) is the most common approach for battery numerical analysis. For lithium cells, a one or two RC block model with no parasitic branch is a common choice [12] [13] . It has the advantage of being computationally simple and is easily combined with other methods such as coulomb counting with an OCV / SOC correlation for periodic recalibration during rest.
The value of the ECM components depends on SOC and inner cell temperature. The inner cell temperature is assumed to be uniform, and taken as the average temperature inside the cell. This cell temperature can be computed by solving the heat equation of a homogeneous body exchanging heat with the environment [14] : The cell capacity (extractable charge) depends on crucial factors: a. average cell discharge current and discharge time b. inner cell temperature c. value of the end-of-discharge voltage d. storage time (self-discharge) e. number of charge-discharge cycles that the cell has undergone (aging)
For short periods of time list above can be restricted to average cell discharge current, I, discharge time, and inner cell temperature, T.
Assuming the cell to be fully charged at time t=0, the extracted charge(Ah), Q e is defined as:
is the current in main branch. Then, the state-of-charge (SOC) is:
where CQ is the capacity of the cell at the temperature and discharge current considered.
Consequently, any SOC definition should consider the conditions under which a cell is discharged and refer to the particular discharge current and temperature under which the SOC has been evaluated.
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Artificial Intelligence Techniques
Multi Layered Perceptron Neural Network (MLPNN)
Multilayer perceptron NN (MLPNN) is a feedforward NN consisting of an input layer, a number of hidden layers and an output layer. MLPNN is a computational model comprising numerous nonlinear processing elements arranged in patterns similar to biological NNs. These computational models have now become exciting alternatives to conventional approaches in solving various engineering and scientific problems. MLPNN, constitute an important class of NNs due to their simple topology and powerful approximation capability. They are supervised networks that require training with exact collected data [15] . The TRMS is modelled using an MLP-NN with a configuration of two-layered network with 2×1 neurons. The neural network is trained using a the Levenberg-Marquardt algorithm.
The NN-based model is designed with 5 inputs, 2 neurons in the hidden layer and 1 neuron in the output layer. Figure1 shows the MLPNN structure for modelling the LiFePO 4 . Figure 1 : MLPNN structure for modelling the LiFePO 4 Elman Recurrent Neural Network Elman has proposed a simple RNN, where the error derivatives computed by the recurrent network are 'simply' delayed by one time-step back into the past. It occupies a set of context nodes to store the internal states [15] . The input layer is divided into two parts which are the true input units and the context units that hold a copy of the activations of the hidden units from the previous time step. As the feedback connections are fixed, BP can be used for training of the feedforward connections. The network is able to recognize sequences and also to produce short continuations of known sequences [15] . The structure is illustrated in Figure 2 where 1 − z is a unit delay. The Elman network was achieved with a configuration of two hidden layers, each with two sigmoid neurons and one output layer with linear neuron. The NN is trained using the Levenberg-Marquardt algorithm. This architecture is obtained by trial and error process in order to achieve a good result. Figure 2 shows the ERNN structure for modelling the SOC. The activation functions used for the hidden and output layers are sigmoid and linear functions respectively. Figure 3 . The objective function for the model optimization is defined for model accuracy, measured by the mean-squared error (MSE) between the test dataset and the output from the optimised model. 
Results and discusson
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Correlation tests were carried out to determine the effectiveness of the modelling techniques, and the results are shown in Figure 6 (a) and (b) using MLPNN and ERNN respectively. It is evidence that the model with ERNN technique complies with all the five correlation tests indicating that the model behaviour is unbiased and close to that of the real system. The correlation will never be exactly zero for all lags and the 95% confidence bands defined as N r 96 . 1 〈 are use to indicate whether the estimated correlations are significant or not, where N is the data length and r is the correlation function [16] . 
