Abstract. The on-line or adaptive identification of parameters in abstract linear and nonlinear infinite-dimensional dynamical systems is considered. An estimator in the form of an infinitedimensional linear evolution system having the state and parameter estimates as its states is defined. Convergence of the state estimator is established via a Lyapunov estimate. The finite-dimensional notion of a plant being sufficiently rich or persistently excited is extended to infinite dimensions. Convergence of the parameter estimates is established under the additional assumption that the plant is persistently excited. A finite-dimensional approximation theory is developed, and convergence results are established. Numerical results for examples involving the estimation of both constant and functional parameters in one-dimensional linear and nonlinear heat or diffusion equations and the estimation of stiffness and damping parameters in a one-dimensional wave equation with Kelvin-Voigt viscoelastic damping are presented.
The approach we take here represents an infinite-dimensional analogue, or extension, of some portion of the finite-dimensional treatment in [22] (see also [23] and [24] ). Convergence of the state estimator is established using a Lyapunov estimatebased argument and an argument in the spirit of the one used to verify Barbȃlat's lemma (see [27] ). In order to establish the convergence of the parameter estimates, we require an additional assumption. This assumption, which is a richness condition on the plant data, is an infinite-dimensional analogue of the notion of persistence of excitation defined in [22] and [23] . In mathematical terms, we establish that the solution to the error equations derived from the plant dynamics and the estimator with arbitrary initial data, tends to the trivial solution as time tends to infinity. Our primary motivation for studying these on-line identification schemes is that we ultimately intend to use them as a part of an indirect adaptive control algorithm for distributed parameter systems.
Because the estimator is infinite dimensional, its implementation requires some form of finite-dimensional approximation. Consequently, we have also developed a rather complete approximation theory and established corresponding convergence results. In addition, while our treatment is in the context of abstract first-order systems, we have also shown how our theory can be applied to certain classes of abstract second-order systems. A number of examples along with numerical studies have been included to demonstrate the feasibility of our schemes.
There has been a great deal of research activity in the area of identification of distributed parameter systems over the past two decades. An extensive treatment of off-line schemes (e.g., output least squares, equation error, etc.) together with a rather comprehensive survey of the literature can be found in the monograph by Banks and Kunisch [2] . In the case of on-line, or adaptive, schemes, the available literature is less extensive and more recent. In [1] Alt, Hoffmann, and Sprekels developed an asymptotic embedding method for the identification of functional parameters in linear elliptic (stationary) partial differential equations. In their approach, the elliptic equation is embedded in a nonautonomous pseudoparabolic evolution equation in such a way that the elliptic equation's solution is an asymptotic steady state of the evolution equation. In [14] Hoffmann and Sprekels introduce a form of regularization into their embedding equations, and in [15] an abstract functional analytic framework for the earlier results summarized above is developed. They also extend their earlier results to certain classes of stationary elliptic and evolutionary parabolic nonlinear variational inequalities.
In [4] Baumeister and Scondo consider parameter estimation techniques for finitedimensional evolution equations, while in [5] they treat linear elliptic partial differential equations. The elliptic equation is embedded in a pseudoparabolic evolution equation having the solution to the elliptic equation and the true parameters as an equilibrium point. Using a richness-like assumption and linear semigroup theory, they are able to establish uniform exponential convergence to this equilibrium as t → ∞. The extension of the treatment in [5] to abstract evolution equations via infinitedimensional analogues of the arguments in [22] is, to a large extent, the contribution of the effort that we are reporting on here.
Recently Hong and Bentsman (see [16] and [17] ) have studied model reference adaptive control (MRAC) of linear n-dimensional parabolic partial differential equations. Although, strictly speaking, MRAC is not the same problem that we treat here, there are some connections (and a number of significant differences) between their efforts and ours. For example, the resulting error equations are formally the same, and both treatments are concerned with state and parameter convergence. On the other hand, however, they deal with a specific system, while our approach is more abstract. Their analysis is more classical, while ours is more functional analytic in nature.
In a recent series of papers [9] , [10] , [11] , [12] , [13] , [25] Duncan and Pasik-Duncan and their coworkers have developed and analyzed adaptive control algorithms for classes of linear stochastic distributed parameter systems. In particular, they have considered indirect adaptive control schemes in the form of consistent least squares and maximum likelihood estimators for the unknown parameters combined with linear quadratic (LQ) control design techniques. They consider a variety of classes of infinite-dimensional systems, including hereditary systems [10] and systems involving unbounded input, such as boundary and point control [9] , [13] . The schemes that they propose and techniques that they use to argue convergence are, in general, very different from and largely unrelated to the theory that we develop here.
An outline of the remainder of the paper is as follows. In section 2 we define the plant and the estimator equations. In section 3 we establish convergence of the state estimator. We define the notion of persistence of excitation and establish parameter convergence. The notion of partial persistence of excitation also is defined, and a corresponding partial parameter convergence result is given. Our approximation results are presented in section 4, and the extension of our results to a class of abstract second order systems is discussed in section 5. Examples together with the results of our numerical studies are presented in section 6 .
In general all notation is standard. For X and Y Banach spaces, L(X, Y ) denotes the space of bounded linear operators from X into Y . All inner products, ·, · , are assumed to be linear in the first argument and conjugate linear in the second. Finally, for X a linear space and Y a space of linear or conjugate linear functionals on X, x, ϕ = x, ϕ X,Y denotes the action of the linear functional ϕ ∈ Y on the element x ∈ X, and ϕ, x = ϕ, x Y,X denotes the action of the conjugate linear functional ϕ ∈ Y on the element x ∈ X.
2. The plant and the estimator. Let H be a Hilbert space with inner product ·, · and corresponding induced norm | · |. Let V be a reflexive Banach space with norm denoted by · , and assume that V is embedded densely and continuously in H. Let V * denote the conjugate dual of V (i.e., the space of continuous conjugate linear functionals on V ) and · * denote the usual uniform operator norm on V * . It follows that
with both embeddings dense and continuous. In particular we assume that
for some positive constant K. The notation ·, · will also be used to denote the duality pairing between V * and V induced by the continuous and dense embeddings given in (2.1). We note that while we have chosen to develop our theory in the generality of complex Hilbert and Banach spaces H and V , all that follows is easily modified (simplified) to allow for H and V to be chosen to be real.
Let Q be a Hilbert space with inner product ·, · Q and corresponding induced norm | · | Q . Let Q * = Q denote the conjugate dual of Q. The Hilbert space Q is known as the parameter space. The Hilbert space Q could be taken to be real as well.
For each q ∈ Q, let A 0 (q) : V → V * be a, in general, nonlinear operator satisfying the following assumptions:
(A1) (Q-linearity) The map q → A 0 (q)ϕ is affine from Q into V * for each ϕ ∈ V . That is, for q ∈ Q and ϕ ∈ V we have A 0 (q)ϕ = A 1 (q)ϕ + A 2 ϕ, where
In order to simplify our treatment we have assumed that for q ∈ Q the operator A 0 (q) is time invariant. However, it would be relatively straightforward to extend all of the results in this section and those in the subsequent sections to the case of a time-dependent operator, A 0 (t; q), t ≥ 0. Of course for some of these results to remain valid, additional, but rather standard, assumptions on the regularity of the map t → A 0 (t; q), t ≥ 0 would be required (see, for example, [3] , [19] , [26] , [32] ).
For ϕ ∈ V , let B(ϕ) : V → Q be the linear operator defined by
* ) for all T > 0, and for each q ∈ Q consider the initial value problem
almost every (a.e.) t > 0, (2.5)
By a solution to the initial value problem (2.5), (2.6) we mean a weak or variational solution. That is, a function u ∈ L 2 (0, T ; V ) with D t u ∈ L 2 (0, T ; V * ) for all T > 0 which satisfies (2.5) and (2.6). Note that if u is a solution to (2.5), (2.6), then for all T > 0, u agrees almost everywhere with a function in C([0, T ]; H) (see [20] ). Note also that A 0 (q) monotone (i.e., A 0 (q)ϕ − A 0 (q)ψ, ϕ − ψ ≥ 0), hemicontinuous (i.e., lim λ→0 A 0 (q){ϕ + λψ}, χ = A 0 (q)ϕ, χ , ϕ, ψ, χ ∈ V ), and coercive (i.e., Re A 0 (q)ϕ, ϕ ≥ β 0 (q) ϕ 2 +λ 0 (q), ϕ ∈ V , for some β 0 (q), λ 0 (q) ∈ R with β 0 (q) > 0), for example, is sufficient to guarantee the existence of a unique solution to (2.5), (2.6) (see, for example, [3] , [19] , [26] , [32] ). DEFINITION 2.1. A plant is a pair (q, u) for which q ∈ Q, u is a solution to (2.5), (2.6) with q = q, and there exists a constant
To demonstrate that it is in fact possible to provide sufficient conditions for a pair (q, u) to be a plant, let q ∈ Q, let u be the solution to the initial value problem (2.5), (2.6) with q = q, and assume that A 0 (q) ∈ L(V, V * ) is coercive,
for some β 0 (q) > 0. It follows (see [32, Theorem 3.6 
linear operators on V * and that
Suppose further that u 0 ∈ V and that f ∈ C([0, ∞]; V * ) is uniformly V * -Hölder continuous. That is, there exists C > 0 and ρ ∈ (0, 1) such that f (t)−f (s) * ≤ C|t− s| ρ , 0 ≤ t, s < ∞. Assume also that there exists f ∞ ∈ V * such that lim t→∞ f (t) − f ∞ * = 0.
It can be shown (see [32, Theorem 5.6 .1]) that u(t) ∈ V , t ≥ 0, there exists an element u ∞ ∈ V such that A 0 (q)u ∞ = f ∞ , and (2.10) and for t ≥ 0, coercivity (i.e., (2.7)) implies that
Consequently, (2.9) yields
Similarly, recalling that u 0 ∈ V , (2.7) and (2.8) imply that for all t ≥ 0
is an analytic semigroup on V * and f was assumed to be uniformly Hölder continuous, Lemma IX.1.28 in [18] (see also the proof of Theorem 3.34 in [32] ) implies that lim t→0 A 0 (q)v(t) * = 0. It follows from the elementary properties of strongly continuous semigroups that
Since for t ≥ 0, u(t) ≤ u(t) − u 0 + u 0 , (2.10), (2.11), and (2.12) yield that u(t) is bounded on [0, ∞). This, together with assumption (A2), implies that (q, u) is a plant.
There is also another, alternative set of assumptions on A 0 (q), f , and u 0 that lead to the conclusion that u(t) is uniformly bounded for t ≥ 0 and therefore that (q, u) is a plant. Indeed, suppose once again that A 0 (q) ∈ L(V, V * ) is coercive; that is, (2.7) holds. Suppose further that A 0 (q) is symmetric in the sense that A 0 (q)ϕ, ψ = A 0 (q)ψ, ϕ , ϕ, ψ ∈ V , and that f ∈ L 2 (0, ∞; H) and u 0 ∈ V . Then, if we consider the operator A 0 (q) restricted to the subspace of H, Dom(A 0 (q)) = {ϕ ∈ V : A 0 (q)ϕ ∈ H}, then A 0 (q) : Dom(A 0 (q)) ⊂ H → H is positive definite and self-adjoint. It follows that the square root of A 0 (q), A 0 (q) 1 2 , can be defined with Dom(A 0 (q) 1 2 ) = V (see, for example, Theorem 2.2.3 on page 29 of [32] ). Moreover, for ϕ ∈ V , ϕ 0 = |A 0 (q) 1 2 ϕ| defines a norm on V and, by assumption (A2) and (2.7), we have that
for all ϕ ∈ V , where α 0 (q) = α 1 |q| Q + α 2 . Thus the two norms · and · 0 on V are equivalent. We require also that u(t) ∈ Dom(A 0 (q)) for almost all t > 0. Note that since {T 0 (t; q) : t ≥ 0}, the semigroup of bounded linear operators on H generated by the operator −A 0 (q), is analytic, this can be guaranteed if, for example, we require that
where C > 0 and ρ ∈ (0, 1] (see, for example, [18] and [26] ). Then, from (2.5) we obtain that
and therefore that
Integrating the above estimate from 0 to t and recalling (2.6), we find that
It follows that u(t) is bounded uniformly in t for t ≥ 0 and consequently, via (2.3) and assumption (A2), that (q, u) is a plant. Let (q, u) be a plant, and assume that u is available and q is unknown. The on-line identification problem is to define a dynamical system which uses u to asymptotically estimate q. Toward this end, we define an infinite-dimensional analogue of the finitedimensional estimator treated in [22] and [24] .
Let A ∈ L(V, V * ) satisfy the following two assumptions:
(A4) (V -coercivity) There exist β > 0 for which Re Aϕ, ϕ ≥ β ϕ 2 , ϕ ∈ V . We define our estimator in the form of the initial value problem
a.e. t > 0, (2.14) 
for a.e. t > 0. The fact that (q, u) is a plant implies that F ∈ L 2 (0, T ; Y * ) for all T > 0. Assumptions (A3) and (A4) together with (q, u) being a plant imply that
where | · | X and · Y denote, respectively, the norms on X and Y , and ρ, σ > 0. It follows (see, for example, [19] , [31] , [32] ) that the initial value problem
a.e. t > 0, (2.20) where the operator A(t) is given by (2.17) . In the next section we show that under appropriate hypotheses (i.e., that the plant (q, u) is persistently excited), the solution of (2.18), (2.19), or (2.20) with arbitrary initial data tends strongly to the trivial solution as t → ∞. That is, in particular, for any u(0) ∈ H and q(0) ∈ Q we have lim t→∞ |u(t) − u(t)| = lim t→∞ |e(t)| = 0 and lim t→∞ |q(t) − q| Q = lim t→∞ |r(t)| Q = 0. (We in fact show that the convergence of the state estimator holds without any additional assumptions. The assumption of persistence of excitation is required only to establish parameter convergence).
3.
Convergence. Throughout this section we assume that (q, u) is a plant. We begin by establishing the convergence of the state estimator. Define the function
We require the following lemma. Integrating from 0 to t, we obtain the desired result. Using Lemma 3.1, we show that the state error, e(t), converges to zero asymptotically as t → ∞. The proof is in the spirit of the arguments used in [27] to verify a result known as Barbȃlat's lemma. A somewhat different proof of this result can be found in [30] (see also [2] 
Re D t e(t), e(t) dt
Note that the estimate with t n > 0 and lim n→∞ t n = ∞ for which
It follows from (3.4) and (3.5) that for δ > 0 and n = 1, 2, . . .
The estimate (3.6) together with (2.2) implies that for n = 1, 2, . . . ,
However, this contradicts (3.4). Consequently, lim t→∞ |e(t)| 2 = 0, and the proof is complete.
To establish parameter convergence, an additional hypothesis is required. We extend the finite-dimensional notion of persistence of excitation to infinite dimensions and argue parameter convergence using ideas similar to those used in [22] (see also [23] ) to study the uniform asymptotic stability of certain classes of linear nonautonomous finite dimensional systems. 
The proof of Theorem 3.4 is argued using two lemmas, which we now state and prove.
LEMMA 3.5. Let δ > 0 be given. If the plant (q, u) is persistently excited, then there exist positive numbers = (δ), T 1 = T 1 (δ), and T such that for all
Proof. Let T 0 , δ 0 , 0 , andt be as in Definition 3.3 with t = t 1 (t 1 assumed to be sufficiently large to apply the condition of persistence of excitation), and
Integrating (2.18) over the interval [t,t + δ 0 ], taking norms in V * , and applying the triangle inequality we obtain
The second term on the right-hand side of (3.7) can be estimated using assumption (A3), (2.2), and the Cauchy-Schwarz inequality. Indeed
Applying the backward triangle inequality to the first term on the right-hand side of (3.7), we obtain
Using the fact that (q, u) is a plant, integrating (2.19) over the interval [t 1 , τ], for τ > t 1 , taking norms in Q, and applying the Cauchy-Schwarz inequality we obtain
B(u(t))e(t)dt
, and (3.10) then imply that
Since by assumption |r(t)| Q ≥ δ, t ∈ [t 1 , t 1 + T ], and (q, u) is persistently excited, (3.9) and (3.11) imply that
Then, from (3.7), (3.8), and (3.12), we obtain that
Applying Lemma 3.1 and Theorem 3.2, let T 1 = T 1 (δ) be so large that
for all t ≥ T 1 . It then follows from (3.13), (3.14), and (2.2) that |e(t)| ≥ , wherê
, and thus the lemma is proven.
LEMMA 3.6. Let δ > 0 be given and T 1 = T 1 (δ) and T be as they were defined in Lemma 3.5. If the plant (q, u) is persistently excited, then there exists
4K be as it was defined in the proof of Lemma 3.5. Theorem 3.2 implies that there exists S = S( ) such that (3.15) , and the lemma is proven.
We are now prepared to prove Theorem 3.4. Proof of Theorem 3.4. We show that for any > 0, there exists at such that (3.16) where the function E is given by (3.1). Since, by Theorem 3.2, E is nonincreasing, (3.16) implies that lim t→∞ E(t) = 0 and, therefore, that lim t→∞ |r(t)| Q = 0.
To establish (3.16), first note that if E(t 1 ) ≤ , then we are finished. On the other hand, if E(t 1 ) > , we show that there exist M > 0 and γ ∈ (0, 1), both depending only on the estimator (2.13)-(2.15) and the plant (q, u) (i.e., A,
where ρ is such that ρ(t) ≥ 0, t ≥ 0, and lim t→∞ ρ(t) = 0. It follows that there exists a positive integer K which depends only on such that E(t 1 + KM ) ≤ . Indeed, by repeating the argument that leads to (3.17), we obtain the difference inequality
. ., and lim k→∞ ρ k = 0. It follows that
, j ≥ J, and choosing K > J so large that
Consequently, (3.18) yields (3.16) witht = t 1 + KM . Let > 0 be given and c 1 , c 2 > 0 be chosen so that
For example, set c 1 = 1 and c 2 < min{ 
If E(t 2 ) ≤ , we are finished. So assume that
But then (3.20) implies that
For t ≥ t 2 , (2.18), assumption (A3), Definition 2.1, and the Cauchy-Schwarz inequality imply that
Re D s e(s), e(s) ds 
Combining (3.21) and (3.23), we find that for t ∈ [t 2 , t 2 + c 2 ]
Recalling (3.3), we have that
Setting t = t 2 + c 2 in (3.25) and recalling (2.2), (3.24) implies that
e(s) 2 ds
where 
This proves the theorem.
Considerable insight can be gained from the proofs of Lemma 3.5, Lemma 3.6, and Theorem 3.4. In particular, the arguments and estimates used in these proofs suggest how the persistence of excitation parameters T 0 , δ 0 , and 0 and the choice of the estimator dynamics A retard or accelerate convergence. The following observations can be made.
(i) As 0 increases, the value of in Lemma 3.5 increases, and therefore the value of T 2 in Lemma 3.6 decreases. Consequently, convergence will be more rapid. (ii) As either T 0 or δ 0 decrease, the values of T and T 1 in Lemma 3.5, the value of T 2 in Lemma 3.6, and the value of M in Theorem 3.4 decrease as well. It follows that more rapid convergence results. (iii) As the value of β in assumption (A4) increases, the convergence of |e(t)| to zero as t → ∞ is more rapid (see Theorem 3.2). Thus the value of T 1 in Lemma 3.5 and the value of T 2 in Lemma 3.6 decrease, and convergence will be more rapid. Also, in the proof of Theorem 3.4, if β increases, either the value of γ 0 will increase or the value of c 2 will decrease, and therefore either the value of γ = 1−γ 0 will decrease or the value of M will decrease. In either case the rate of convergence will be enhanced. One way to either increase 0 or decrease δ 0 or T 0 in Definition 3.3 is to increase the gain on the input f . Assuming that the plant is linear and initially at rest, the linearity of (2.5) implies that an increase in the gain on u will result, and therefore, it is likely that the value of γ(u) will also increase. However, in the proof of Theorem 3.4, if γ(u) increases for a fixed value of c 2 (and therefore M ), γ 0 will decrease and consequently γ will increase, thus slowing convergence.
For τ > 0, integrating (2.19) from t to t + τ , taking norms, and using the fact that (q, u) is a plant, we find that
It follows that
where
Moreover, from Lemma 3.1, and in particular (3.2), it follows that the rate of convergence in (3.27) increases with increasing β. Consequently, if the estimator dynamics, A, are chosen so that β is too large, the average rate of change in r, the parameter error, will tend to zero too rapidly. In effect, the estimator will be overdamped and sluggish parameter convergence will result.
The remarks above indicate that making an appropriate choice of an input, f , and the estimator dynamics, A, is delicate. One must balance those factors which tend to enhance convergence with those that tend to retard it. In [8] a careful study of this phenomenon was undertaken. By looking at a plant consisting of a one-dimensional heat equation with a monochromatic modal input, and an estimator whose dynamics are also described by a one-dimensional heat equation, it was observed that the error equations (2.18), (2.19), or (2.20) , to first order, took the form of a damped linear harmonic oscillator. The damping was determined by the magnitude of β, and the stiffness was related to the value of γ(u) 2 . If β was too large (relative to γ(u)), the system was overdamped and parameter convergence was slow. If, on the other hand, γ(u) was too large (relative to β), the system was stiff and underdamped. Oscillations, which are particularly undesirable in a parameter estimator being used as a part of an indirect adaptive control algorithm, resulted. Choosing the estimator dynamics, A, and input f to optimize the performance of the estimator required finding an appropriate compromise between these two extremes.
It is possible to establish a parameter convergence result in the absence of persistence of excitation in the spirit of the treatment in [2] for the identification of secondorder elliptic partial differential equations via an asymptotic embedding technique. The result which we will establish below also provides insight into a phenomenon which we refer to as partial persistence of excitation. That is, the plant is persistently excited with respect to some subset of the unknown parameters and is not, or is to a lesser degree, persistently excited with respect to the rest.
For ξ as defined in the statement of Lemma 3.1, let
We assume that for q ∈ Q, A 0 (q) ∈ L(V, V * ), and that in assumption (A1) A 0 (q) = A 1 (q) (i.e., that A 2 ϕ = 0, ϕ ∈ V ). We assume further that u 0 ∈ V , f ∈ C([0, ∞); V ) is uniformly Hölder continuous, and there exists f ∞ ∈ V * such that lim t→∞ f (t) − f ∞ * = 0. Then, as was discussed in section 2, it follows that there exists u ∞ ∈ V such that
Under these assumptions, we obtain the following theorem. THEOREM 3.7. For r satisfying (2.19) we have
where w − dist(·, ·) denotes the distance function with respect to the weak topology on Q.
Proof. Suppose that (3.29) does not hold. Then there would exist a sequence, {t n } ∞ n=1 , and η > 0 such that lim n→∞ t n = ∞ and w − dist(r(t n ),Q ∩ B ξ ) ≥ η. Since Q∩B ξ is a bounded subset of the Hilbert space Q, it is weakly compact. Consequently there exists a subsequence which we will again denote by {t n } 
for all k = 1, 2, . . .. Indeed, if this were not the case, then there would exist N such that | tn+ tn
where the final two estimates above are consequences of (2.3), assumption (A2), and, recalling our findings in section 2, the fact that under the present assumptions u(t) is bounded for t ∈ [0, ∞). It follows from (3.28), together with the bounded convergence theorem, that the term involving the integral in the final estimate in (3.32) tends to zero as n → ∞. Moreover, from the fact that w − lim n→∞ r(t n ) = r ∞ , it also follows that lim n→∞ | tn+ tn
, which contradicts (3.30). Now (2.18), assumption (A3), and the Cauchy-Schwarz inequality imply that
which, together with Theorem 3.2 and Lemma 3.1, yields that
Also, recalling the estimate (3.10), using (2.3) and assumption (A2), we find that
The fact that u(t) is bounded on [0, ∞) (see section 2) and Lemma 3.1 then imply that
(3.35) Combining (3.34) and (3.35) we obtain a contradiction to (3.31) , and the theorem is proven. Theorem 3.7 yields the following corollary. Its proof, which is omitted, is exactly the same as the one given to verify Theorem 4.4 in [2] (see also [30] [21] ).
Note that the fact thatQ is closed follows from the assumption that (q, u) is a plant.
IfQ = {0}, we shall say that the plant (q, u) is weakly persistently excited. When this is the case, we obtain weak parameter convergence. Indeed, Corollary 3.8 implies that w − lim t→∞ q(t) = q.
It is also possible to obtain what we shall call weak partial parameter convergence when the plant (q, u) is only partially weakly persistently excited. Suppose that
⊥ . Then Corollary 3.8 implies that w − lim t→∞ P 1 q(t) = P 1 p + P 1 PQq(0) = P 1 q − P 1 PQq = P 1 q, where P 1 denotes the orthogonal projection of Q onto Q 1 . Thus if the plant (q, u) is weakly persistently excited with respect to some of the unknown parameters, the estimates for those parameters, P 1 q(t), will converge weakly to the corresponding true plant parameters, P 1 q. An illustration of this phenomenon can be found in [8] . Note that when, as is frequently the case, Q is finite dimensional, the weak convergence discussed above becomes strong convergence.
Finally we note that persistence of excitation is sufficient to establish an identifiability result similar to the one in [5] . THEOREM 3.
If the plant (q, u) is persistently excited, then the parameter q is identifiable.
Proof. Suppose not. That is, there exists q 1 , q 2 ∈ Q such that u is a solution to the initial value problem (2.5), (2.6) with either q = q 1 or q = q 2 . Subtraction then yields that A 1 (q 1 − q 2 )u(t), ϕ = 0, a.e. t > 0, ϕ ∈ V , or, in light of (2.
3), that B(u(t))
* {q 1 − q 2 } = 0, a.e. t > 0. This clearly contradicts Definition 3.3 unless q 1 = q 2 , and the theorem is proven.
Approximation theory. The estimator (2.13)-(2.15) is infinite dimensional.
Its implementation requires finite-dimensional approximation. We consider Galerkin approximation and establish a convergence result.
For each n = 1, 2, . . ., let H n be a finite-dimensional subspace of H with H n ⊂ V , and let Q n be a finite-dimensional subspace of Q. The Galerkin equations corresponding to (2.13)-(2.15) are given by
An argument similar to the one outlined previously in section 2 for the initial value problem (2.13)-(2.15) can be used to establish the existence of a unique solution, (q n , u n ), to the initial value problem (4.1)-(4.3) for each T > 0 with u n ∈ H 1 (0, T ; H n ) and q n ∈ H 1 (0, T ; Q n ). In order to establish convergence we require the following assumption: (A5) For each fixed T > 0 and (q, u) the solution to the initial value problem (2.13)-(2.15), there exist functions u n ∈ H 1 (0, T ; H n ) and
Assume that assumption (A5) holds, let (q n , u n ) be the solution to the initial value problem (4.1)-(4.3) with u n (0) = u n (0) and q n (0) = q n (0), and let (q, u) be the solution to the initial value problem (2.13)-(2.15). Then for each T > 0, lim n→∞ u n = u in L 2 (0, T ; V ) and C(0, T ; H) and lim n→∞ q n = q in C(0, T ; Q). Proof. Assumption (A5) and the triangle inequality imply that we need only show that
and lim
Toward this end, let w n = u n − u n and p n = q n − q n . Then, using the fact that (q n , u n ) satisfies (4.1), (4.2), and (q, u) satisfies (2.13), (2.14), we obtain the identity
Assumptions (A3) and (A4), the fact that (q, u) is a plant, and the well-known inequality
Choosing < 2 3 β and integrating from 0 to t, we obtain
where δ = 2β − 3 > 0 and
It follows from assumption (A5) that lim n→∞ z n (t) = 0 uniformly on [0, T ] for each T > 0. An application of the Gronwall lemma to the estimate (4.5) above yields the desired result.
Since the state of the plant at each time t, u(t), is also in the infinite-dimensional space V , from an implementation point of view (i.e., sensor requirements), it may be desirable to replace u in (4.1)-(4.3) with a finite-dimensional approximation, u n . To establish a convergence result similar to the one given in Theorem 4.1 above, we require the following additional assumption.
(A6) For each fixed T > 0 and for the plant (q, u), there exists u n ∈ C(0, T ; H n ) such that u n → u in C(0, T ; V ). THEOREM 4.2. Assume that assumptions (A5) and (A6) hold, let (q n , u n ) be the solution to the initial value problem (4.1)-(4.3) with u n (0) = u n (0) and q n (0) = q n (0) and u replaced by u n , and let (q, u) be the solution to the initial value problem (2.13)-(2.15). Then for each T > 0, lim n→∞ u n = u in L 2 (0, T ; V ) and C(0, T ; H) and lim n→∞ q n = q in C(0, T ; Q). Proof. Once again, letting w n = u n − u n and p n = q n − q n , we show that lim n→∞ w n = 0 in L 2 (0, T ; V ) and C(0, T ; H) and that lim n→∞ p n = 0 in C(0, T ; Q). Using (2.13), (2.14), (4.1), (4.2), and (2.3) we obtain the identity
Assumptions (A2), (A3), (A4), and (A6) then yield that
Applying the inequality (4.4) and gathering like terms, we obtain that
for a.e. t > 0. Choosing > 0 so that < 1 3 β and then integrating both sides of the above estimate from 0 to t, we obtain
where δ = β − 3 > 0 and
Assumptions (A5) and (A6) imply that lim n→∞ z n (t) = 0, uniformly on [0, T ], for each fixed T > 0. Consequently, an application of the Gronwall lemma to the estimate (4.6) yields the desired result.
Second-order systems.
It is possible to use the framework developed in the previous three sections to identify unknown parameters in certain classes of strongly damped second-order, or abstract hyperbolic, systems on-line. We briefly outline the essential features of the requisite theory below. However, a more general and more versatile treatment of second-order systems can be found in [7] and [28] .
Let H 0 be a Hilbert space with inner product ·, · 0 and V 0 be a reflexive Banach space with norm denoted by · 0 . We assume that V 0 is densely and continuously embedded in H 0 . Let Q be a Hilbert space with inner product ·, · Q , and for i = 1, 2, let a i (·; ·, ·) : Q × V 0 × V 0 → C be a form satisfying the following assumptions: (A7) (Q-linearity and symmetry) The map q → a i (q; ·, ·) is linear from Q into the space of conjugate symmetric sesquilinear forms on V 0 . (A8) (V 0 × V 0 -boundedness) There exists α i > 0 for which
(A9) (V 0 -coercivity) There exists a subsetQ ⊂ Q such that for each q * ∈Q there exists
) for all T > 0, and for each q ∈ Q consider the abstract second-order initial value problem given by (5.2). To apply the abstract theory developed in sections 2, 3, and 4 above, we effectively rewrite the initial value problem (5.1), (5.2) as an equivalent first-order system. Let q * ∈Q be fixed but arbitrary and H be the Hilbert space defined by H = V 0 × H 0 with inner product given by 
Assumptions (A7) and (A9) imply that the expression given in (5.3) is in fact an inner product on H. Assumption (A7) implies that for each q ∈ Q, the operator A 0 (q) satisfies assumption (A1) with the operator A 1 (q) :
implies that assumption (A3) holds, and assumption (A9) implies that assumption (A4) holds with β = min{λβ 1 (q * ), β 2 (q * )}. For ϕ ∈ V , defining the operator B(ϕ) : V → Q as it was in (2.3) and setting u 0 = (w 0 , w 1 ) ∈ H and f = (0, g) ∈ L 2 (0, T ; V * ), the second-order system (5.1), (5.2) and the first-order system (2.5), (2.6) are considered to be equivalent to u ∼ (w, D t w).
for q ∈ Q and ψ = (ψ 1 , ψ 2 ) ∈ V . It then follows from Definition 2.1 that a pair (q, w) with q ∈ Q and w a solution to the initial value problem (5.1), (5.2) with q = q is a plant if there exists a constant γ 0 = γ 0 (w) such that
It also follows from Definition 3.3 that the condition for a plant, (q, w), to be persistently excited is for there to exist T 0 , δ 0 , 0 > 0 such that for each q ∈ Q with |q| Q = 1 and each t > 0 sufficiently large, there exists at ∈ [t, t + T 0 ] such that
The convergence results given in section 3 take the form lim t→∞ u 1 (t) − w(t) 0 = 0, lim t→∞ |u 2 (t) − D t w(t)| 0 = 0, and if, in addition, the plant (q, w) is persistently excited, then lim t→∞ |q(t) − q| Q = 0, where (q, u) with u = (u 1 , u 2 ) is the solution to the initial value problem (2.13)-(2.15). It is also possible to restate our partial persistence of excitation and partial parameter convergence results, Theorem 3.7 and Corollary 3.8, in the context of secondorder systems. In particular, note that the setQ takes the form
Finally we note that the appropriate modifications to the approximation theory presented in section 4 (i.e., assumptions (A5) and (A6) and Theorems 4.1 and 4.2), required to restate it in the context of second-order systems, should also be immediately clear.
Examples and numerical results.
In this section we present and discuss a number of examples illustrating the application of the on-line estimation theory which was developed in the previous sections. We consider the estimation of both constant and functional (i.e., spatially varying) parameters in one-dimensional heat or diffusion equations, the estimation of constant damping and stiffness parameters in a one-dimensional wave equation with Kelvin-Voigt viscoelastic damping, and the estimation of the nonlinearity in a one-dimensional quasi-linear heat equation in which the thermal diffusivity is a function of the temperature gradient. The numerical studies for each example presented below were carried out via simulation of the plant. We also did not attempt to construct input signals which necessarily resulted in a persistently excited plant. Our concern here was to simply illustrate the feasibility of our approach. A detailed and complete numerical study of persistence of excitation and its effect on convergence has been carried out and is reported on elsewhere (see [8] ). For simplicity, in the examples to follow, we have chosen all of the Hilbert and Banach spaces, H, V , and Q, to be real.
All of the computations described below were carried out on either a SUN SPARCsystem 600 or a SPARCstation 10 in the Department of Mathematics at the University of Southern California. The finite-dimensional estimator equations, (4.1)-(4.3), were integrated using the stiff ODE solver from the Numerical Algorithms Group (NAG) Library, routine D02NBF. All required integrals were computed numerically via a composite two-point Gauss-Legendre quadrature rule.
Example 1.
We consider the estimation of the parameters q 1 , q 2 , and q 3 in the one-dimensional heat or diffusion equation (with convective or advective and decay or growth terms) given by (see, for example, [29] ). We take Q = R 3 endowed with the weighted Euclidean inner product q, p = q T Ωp, q, p ∈ R 3 , where Ω is the 3 × 3 diagonal matrix given by Ω = Diagonal(ω 1 , ω 2 , ω 3 ), with ω 1 , ω 2 , ω 3 > 0. We note that the weights ω 1 , ω 2 , and ω 3 serve as so-called adaptive gains or tuning parameters in the estimator. For q ∈ Q,
It is easily verified that assumptions (A1) and (A2) are satisfied. For the estimator dynamics, A ∈ L(V, V * ), we set A = A 0 (q * ) for an appropriate choice of q * ∈ Q. It is immediately clear that q * ∈ Q can be chosen so that assumptions (A3) and (A4) hold. For example, let q * = (q * 1 , q * 2 , q * 3 ), with q * 2 = 0, q * 1 > 0, and q * 3 ≥ 0.
We approximate using linear B-splines. For n = 1, 2, . . ., let {ϕ . Since Q is finite dimensional, we simply set Q n = Q, n = 1, 2, . . . . For each n = 1, 2, . . . , let P n denote the orthogonal projection of H onto H n , and setting u n = P n u, standard approximation results for spline functions (see [29] ) can be used to establish that assumption (A5) is satisfied. For n = 1, 2, . . . , let P n denote the orthogonal projection of V = H 1 0 (0, 1) onto H n (with respect to the standard H 1 0 inner product), and set u n = P n u. If u is sufficiently smooth, it is not difficult to establish that assumption (A6) is satisfied as well. Thus the conclusions of Theorem 4.1 and Theorem 4.2 hold.
There is a practical advantage to using the V projection, P n , to finite dimensionalize the plant. Indeed, if
(i.e., let U n (t) ∈ R n−1 be the coordinate vector for u n (t) with respect to the basis {ϕ
Thus the approximating estimator (i.e., (4.1)-(4.3) with u replaced by u n ) does not require spatially distributed data. For a given value of n, u need only be spatially sampled at the n − 1 nodal points
n denote the Gram matrix corresponding to the basis {ϕ
The matrix form of the approximating estimator ((4.1)-(4.3) with u replaced by u n ) is then given by
where for t > 0
To carry out our numerical studies, we set q = (q 1 , q 2 , q 3 ) T = (.1, 0, .8) T and let
where χ [a,b] denotes the characteristic function corresponding to the interval [a, b] . We assume that the plant was initially at rest (i.e., u 0 = 0). Since q 2 = 0, the mode shapes of the plant are ϕ j (x) = sin(jπx), j = 1, 2, . . .. To simulate the plant we used an N -dimensional truncated modal model with N = 65. We set q * 1 = .01, q * 2 = 0, and q * 3 = 0. We also set ω 1 = ω 2 = ω 3 = 1.0. We took the state estimate to be initially at rest and set q It is clear from the figures that the asymptotic limits (with respect to time as opposed to n) of the approximating estimates for the unknown parameters approach the true values of the parameters as n increases. However, it is worth noting that reasonably good estimates are obtained for rather low values of n. This is valuable from a practical point of view. Indeed, the implication is that fewer data are required and that the estimator will be of relatively low dimension. Consequently fewer sensors are required, and the approximating estimator can be integrated more rapidly.
The oscillations which appear in the trajectories of the parameter estimates are a result of the relative levels of input excitation (i.e., f ) and dissipation (i.e., q * ). The other tuning parameters (i.e., ω i , i = 1, 2, 3) also play a role in either amplifying or attenuating these oscillations. For an analysis and numerical study of these phenomena, see [8] . 
Example 2.
In this example we consider the estimation of the functional parameter q in the one-dimensional heat or diffusion equation
together with the Dirichlet boundary conditions u(t, 0) = 0 = u(t, 1), t > 0. Once again we set H = L 2 (0, 1) and V = H 1 0 (0, 1), each endowed with its usual inner product and corresponding induced norm. We let Q = H 1 (0, 1) and take it to be endowed with the weighted inner product
where the weights ω 1 and ω 2 are assumed to be positive. When
It is easily verified that assumptions (A1) and (A2) are satisfied. Once again we choose the estimator dynamics A ∈ L(V, V * ), to be A = A 0 (q * ), for an appropriate choice of q * ∈ Q. In particular for x ∈ [0, 1], we let q * (x) = q * > 0 (i.e., a constant function). For such a q * ∈ Q, assumptions (A3) and (A4) are satisfied. For n = 1, 2, . . ., we choose the approximating subspaces for the state estimator, H n , as they were in the previous example. We also use linear B-splines to discretize
where the matrices M n and K n are given by (6.6) and (6.4), respectively, U n is as defined in (6.5), U n is as defined in (6.2) and (6.3), F n is as given in (6.7), and the (m + 1) × (m + 1) matrix Ω m is given by
We set q(x) = .1 − .05 sin {2π(x − .25)}, 0 < x < 1, and took f to be as defined in (6.8) . We assumed that the plant was initially at rest. To simulate the plant, we used a finite difference-based integrator for parabolic systems from the NAG Library, routine D03PAF. We set q * = .01, ω 1 = 1, and ω 2 = 0. We note that strictly speaking assumption (A6) is not satisfied when ω 2 = 0 (or equivalently when Q = L 2 (0, 1)). Therefore, in this case, Theorem 4.2 does not, in fact, apply. But nevertheless, we were still able to achieve convergence using approximating plant data.
We took the state estimator to be initially at rest and set q(0, x) = .1, 0 < x < 1. In Figure 6 .4 we plot estimate time trajectories for q for various values of n and m. The function q has also been plotted on the same sets of axes with a solid line. (The initial guess, q(0, ·), is also plotted with a solid line.) Once again, reasonably accurate estimates are obtained with relatively low values of n and m. In Figure 6 .5 we plot the approximating estimates of q at time t = 100 for n = 64 and m = 8, 16, 24, and 32. Note that in the last case the dimension of the approximating estimator is (n − 1) + (m + 1) = (64 − 1) + (32 + 1) = 96. It is worth noting the high degree of stability exhibited by the scheme. Indeed, the problem of estimating functional coefficients in partial differential equations is well known to be, in general, ill posed. (see, for example, [2] ). The instability usually becomes apparent as the value of m increases. For large values of n, we observed no evidence of instability until the value of m started to approach the value of n. We checked this for values of n as large as 64.
Example 3.
In this example we consider the simultaneous estimation of constant stiffness and damping parameters in the one-dimensional wave equation with Kelvin-Voigt viscoelastic damping given by
with the Dirichlet (fixed endpoint) boundary conditions
Applying the theory developed in section 5, we set H 0 = L 2 (0, 1) and V 0 = H 1 0 (0, 1), each endowed with its respective usual inner product and corresponding induced norm. We let Q = R 2 with the weighted inner product given by q, p = q T Ωp, q, p ∈ R 2 , where Ω is the 2 × 2 diagonal matrix given by Ω = Diagonal(ω 1 , ω 2 ), with ω 1 , ω 2 > 0.
For q = (q 1 , q 2 ) T ∈ Q and i = 1, 2, we define the forms a i (q; ·, ·) :
Once again it is easily verified that assumptions (A7) 
where the matrices M n and K n are given by (6.6) and (6.4), respectively, q * 1 , q * 2 , λ > 0, and G n is given by To generate the numerical results that we present below, we set q = (q 1 , q 2 ) T = (.0308, .01) T , and let g(t, x) = {4 sin(4πt) + cos(πt) + 2} χ [.215,.315 ] (x), t > 0, 0 < x < 1. We assumed that the plant was initially at rest and used the IMSL routine DMOLCH (a cubic Hermite polynomial method of lines solver for systems of partial differential equations) to integrate (6.9), (6.10) (together with zero initial data) with q i = q i , i = 1, 2, to obtain w(t) andẇ(t), for t > 0. We set q * 1 = 2 × 10 −4 , q * 2 = .5, ω 1 = ω 2 = 53.334, and λ = 1. We took the state estimator to be initially at rest and set q n 1 (0) = q n 2 (0) = 0 for all n. We integrated the estimator from t = 0 to t = 100. Our results for n = 8, 16, 24, and 32 are plotted in Figure 6 .6. The true values of the parameters, q 1 and q 2 , are also plotted on the same axes with a dashed line. In Figure 6 .7 we plot the Euclidean norm of the parameter error,
2 , from t = 0 to t = 100, for n = 8, 16, 24, and 32. That convergence is achieved is immediately clear.
Example 4.
In this example we consider the estimation of the thermal conductivity in a one-dimensional nonlinear (strictly speaking, quasi-linear) heat equation. More precisely, we consider the identification of the thermal conductivity, q, in the one-dimensional quasi-linear heat equation (6.11) together with the Dirichlet boundary conditions u(t, 0) = 0 and u(t, 1) = 0, t>0, (6.12) and the initial conditions
We assume that u 0 ∈ L 2 (0, 1) and f (t, · ) ∈ L 2 (0, 1) for t ≥ 0. 
where ω 0 , ω 1 ∈ L 1 (R + ) are positive weighting functions. Let | · | Q denote the norm induced by the inner product given in (6.14), and define the Hilbert space Q to be the completion of the inner product space {Q, ·, · Q , |·| Q }. For q ∈ Q, let A 0 (q) : V → V * be given by
It is not difficult to verify that assumptions (A1) and (A2) are satisfied. For our estimator dynamics, we use a linear constant coefficient heat conduction operator with Dirichlet boundary conditions. That is, we define A ∈ L(V, V * ) by
where α > 0. It follows that for ϕ, ψ ∈ V we have | Aϕ, ψ | ≤ α ϕ ψ , and Aϕ, ϕ ≥ β ϕ 2 , with β = α. Consequently, assumptions (A3) and (A4) are satisfied. We again approximate the state space using linear B-spline functions. Set H n = span{ϕ We again assume that (6.5) holds and that the plant, u, is discretized as in (6.2). respectively; F n is given by (6.7); and the (n − 1) × (n − 1) matrices M n and K n are given by (6.6) and (6.4), respectively.
We set q(θ) = .9(1 − 2 ), θ ≥ 0, we let f be as it was given in (6.8),
f (t, x) = {sin(4πt) + 10 −3 t 2 }χ [.215,.315] (x), 0 < x < 1, t > 0, and set u 0 (x) = 0, 0 < x < 1. We then proceeded to simulate the plant (i.e., (6.11)-(6.13)) using the IMSL routine DMOLCH, a double-precision Hermite polynomial-based method-oflines partial differential equation solver. In our estimator, we set α = 10 −2 , r = 3.5, ω 0 (θ) = ω 1 (θ) = 1, 0 ≤ θ < r, 1 2 e −20θ , r < θ < ∞, u 0 (x) = 0, 0 < x < 1, and q 0 (θ) = 1, 0 < θ < ∞. In Figure 6 .8 we have plotted our final (i.e., at time t = 100) estimates for q for various values of n and m obtained by integrating the approximating estimator equations (6.15)-(6.17). In Figure 6 .9 we have plotted the estimates for q at various times. These estimates were generated with n = 32 and m = 16.
Summary and concluding remarks.
In this paper we have developed, analyzed, and tested an on-line, or adaptive, parameter identification scheme for abstract linear and nonlinear dynamical systems. Our estimator takes the form of an infinite-dimensional linear evolution system whose states consist of a state estimator and a parameter estimator. Using a standard Lyapunov estimate-based argument involving a variation of Barbȃlat's lemma, we were able to establish convergence of the state estimator. Under the additional assumption that the plant is sufficiently rich, or persistently excited, we were able to argue parameter convergence as well. Equivalently, when the plant is persistently excited, we were able to show that the solution to the error equations corresponding to the plant dynamics and the estimator with arbitrary initial data tends to the trivial solution as time tends to infinity. Our approach here represents an infinite-dimensional analogue, or extension, of some of the ideas and techniques found in the finite-dimensional treatment in [22] . We also developed a rather complete finite-dimensional approximation theory and established corresponding convergence results. We have considered the application of our general framework to certain classes of second-order systems and presented a number of examples (both first and second order, both linear and nonlinear, and involving both finite-and infinite-dimensional parameter spaces) and corresponding numerical results to demonstrate the feasibility of our schemes.
There are a number of significant extensions and applications of the results that we have presented here that we are currently pursuing. These include the development of a similar estimation theory for more general classes of distributed parameter systems, in particular, delay or hereditary systems and infinite-dimensional systems most appropriately formulated in a Banach space rather than Hilbert space setting. We are currently developing a rather general framework based upon either a single Hilbert space formulation (as opposed to the Gelfand triple approach taken here) or a Banach space formulation, which should be able to handle a significantly wider class of problems than does the treatment presented here. Extending our schemes to parameter estimation problems involving stochastic elements would also be quite useful. For example, these stochastic elements might take the form of noise in the plant measurement or the inclusion of a noise term in the plant dynamics.
A further and more significant extension of our results would involve the introduction of an observer for the purpose of eliminating the requirement that the full state be measured at each time. A modification of our scheme which does not require the entire state but rather only the output of a (finite rank) observation operator, would represent a significant and valuable improvement. Indeed, even with the recent developments in sensor technology (for example, piezoceramics, fiber optics, and laser scanners) measuring the full state of an infinite-dimensional, or distributed, plant continues to present a substantial and, most likely, costly challenge. On the other hand, the analysis of a scheme such as ours coupled with an observer, is likely to present a significant mathematical challenge. This is because the observer would almost certainly destroy the overall linearity of the estimator. Consequently, a nonlinear stability and convergence analysis would now be required.
Finally, we are interested in using our on-line parameter estimator as a component in an indirect adaptive control algorithm for distributed parameter systems. For example, one approach that we are currently looking at involves using the evolving identified model (i.e., the output from the parameter estimator at any time instant) to design a linear quadratic controller. Such a treatment would be similar in spirit to the approach taken in [9] , [10] , [11] , [12] , [13] , and [25] using either least squares or maximum likelihood estimators for the unknown parameters. A complete analysis of such a scheme is likely to be a nontrivial exercise as well.
