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Abstract
We use sampling techniques to reconstruct the characteristic function associated with the eigenval-
ues of two linked Sturm–Liouville operators by a transmission condition. The particular case when
the transmission matrix is the identity yields the well-known miss-distance function which is used in
the computation of eigenvalues by shooting methods.
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1. Introduction
We are concerned with the distribution and computational aspects of eigenvalues of the
following system of two linked regular Sturm–Liouville operators:

L−(y) := −y′′(x) + q−(x)y(x) = µ2y(x), −π  x  0,
L+(y) := −y′′(x) + q+(x)y(x) = µ2y(x), 0 x  π ,
a1y(−π) + a2y′(−π) = 0, (l)( y(0+)
y′(0+)
)= eiγ K( y(0−)
y′(0−)
)
, (i)
b1y(π) + b2y′(π) = 0, (r)
(1.1)E-mail address: boumenir@westga.edu.
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L(−π,0)and q+ ∈ L(0,π) and the values ai , bi, γ are real constants such that a21 +a22 = 0
and b21 +b22 = 0. The interface boundary condition at x = 0, also known as the transmission
is defined by a real unitary matrix K, with det K = 1. Obviously this condition not only
connects both solutions of the two symmetric operators L±, but the linked operator acting
in L2(−π,π) is also symmetric, see [3]. Thus we say that µ2 is an eigenvalue if there
exists a nontrivial solution defined over (−π,π) such that all conditions in (1.1) hold.
Observe that although the eigenfunctions are absolutely continuous over (−π, 0) and
(0, π) in general they is not continuous at zero.and the smoothness would depend on the
matrix K. This is why computing the eigenvalues by the shooting method is difficult as
both the solution and its derivative must transmitted across x = 0. The main advantage of
the sampling method is to minimize the number of values to be computed, which is known
as the sampling rate. Here by sampling we mean the interpolation of the characteristic
function, whose zeros are the eigenvalues of (1.1). Sturm–Liouville problems with a trans-
mission condition were introduced in [3], and then extended with eigenvalues dependent
boundary conditions in [1,6,7,9].
One particular case, when K = Id and γ = 0 has important applications in shooting
type methods and leads as the miss-distance function, see [5]. For example, to solve a
boundary value problem over the interval (−π,π), we can use shooting methods from both
ends and look for the values of µ such that the piecewise defined solution is differentiable
at x = 0, which means y(0−,µ) = y(0+,µ) and y′(0−,µ) = y′(0+,µ). Clearly, this
situation corresponds to the choice K = Id and γ = 0. Our setup is thus more general
and gives a method on how to process the data and look for the eigenvalues in a very
efficient way. This could be generalized to include a graph of Sturm–Liouville operators,
where n different Sturm–Liouville operators are linked at one common end to form a star,
see [8]. The spectral theory of a countable system of Sturm–Liouville operators linked by
interfaces conditions such as (1.1i) can be found in [3]. The form of the interface condition
ensures that all holomorphic properties of the solution are preserved and transmitted onto
the second interval, leaving the eigenvalues real.
Our method decomposes the characteristic function into entire functions of exponential
type, which although may not be in Paley–Wiener spaces, but their projections are easy to
compute.
The main advantages of the sampling method are to reconstruct the characteristic func-
tion locally by using only few of its values. It is only when the function is recovered that
we can use root finding methods. It also gives the possibility of zooming in, so to examine
the behavior of the function at the zeros and decide whether we have simple or double roots
for example, see [2]. By a simple examination of the graph, we can see how close the roots
are and locate possible clusters. This sampling idea is implemented in practice using few
lines in computer algebra system and results on the rate of convergence from interpolation
theory, see [10].
In the next section we construct the characteristic function ∆ whose zeros are the eigen-
values. For the sake of simplicity, we divide our study in two cases, according to whether
solutions lead to cosine or sine transforms, cases that are dictated by the type of boundary
conditions.
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We first recall the following representation of solutions of Sturm–Liouville operators,
see [4]. This result from inverse spectral theory, provides a direct representation of solu-
tions.
Consider the Sturm–Liouville −y′′(x,µ)+ q(x)y(x,µ) = µ2y(x,µ) where x ∈ [0,π],
q ∈ L1(0,π). The solution satisfying the initial condition y(0,µ) = 1 and y′(0,µ) = h
can be represented by
y1(x,µ) = cos(xµ) +
x∫
0
K(x, t) cos(tµ)dt, (2.1)
while the solution satisfying y(0,µ) = 0 and y′(0,µ) = 1,
y2(x,µ) = sin(xµ)
µ
+
x∫
0
L(x, t)
sin(tµ)
µ
dt, (2.2)
where the first derivatives of Kand L are locally integrable, i.e., ∂xK , ∂tK ∈ L1,loc.
The above result says that solutions can be represented by either a cosine or sine trans-
form
y1(x,µ) − cos(xµ),µy2(x,µ) − sin(xµ) ∈ PWx,
which can be recovered by the Shannon’s sampling theorem. In order to work out solutions
of (1.1), we need to introduce the following spaces:
Bσ =
{
F entire: F(µ) = O(eσ | Im(µ)|) and ∣∣F(µ)∣∣= O(1) if µ ∈R},
PWσ =
{
F entire: F(µ) = O(eσ | Im(µ)|) and
∫
R
∣∣F(µ)∣∣2 dµ < ∞
}
.
3. The characteristic function
Denote by ϕ(x,µ) the eigensolution of L−ϕ(x,µ) = µ2ϕ(x,µ) which satisfies the
left boundary condition at x = −π and similarly by ψ(x,µ) the eigensolution which sat-
isfies L+ψ(x,µ) = µ2ψ(x,µ) and the right condition at x = π . Obviously αϕ(x,µ) and
βψ(x,µ) then would also satisfy respectively the same (r) and (l) boundary conditions
and to find an eigenfunction for the whole system, we also need to satisfy the interface
condition at x = 0, that is(
αϕ(0,µ)
αϕ′(0,µ)
)
= eiγ K
(
βψ(0,µ)
βψ ′(0,µ)
)
,
(
ϕ(0,µ)
)
iγ
(
ψ(0,µ)
)
α
ϕ′(0,µ) − βe K ψ ′(0,µ) = 0. (3.1)
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to vanish at µ,
∆(µ) = det
[
ϕ k11ψ + k12ψ ′
ϕ′ k21ψ + k22ψ ′
]
= 0,
∆(µ) = k21ϕψ + k22ϕψ ′ − k11ϕ′ψ − k12ϕ′ψ ′, (3.2)
where the solutions and their derivatives are evaluated at x = 0. The rest of the paper deals
with the interpolation of the function ∆ which is the characteristic function, since its roots
are the square roots of the eigenvalues. We shall see that although ∆ is not in a Paley–
Wiener space, its projections onto Paley–Wiener space are easily obtained and thus can be
interpolated.
Observe that since several function products are involved in the definition of (3.2), we
need the following propositions:
Proposition 1. Let G ∈ PWπ and F ∈ Bπ , then FG ∈ PW2π .
Proof. It is clear that FG is entire and of exponential growth,
|FG| = O(eπ | Im(µ)|)O(eπ | Im(µ)|)= O(e2π | Im(µ)|).
On the real line we have∫ ∣∣F(µ)G(µ)∣∣2 dµM2
∫ ∣∣G(µ)∣∣2 dµ < ∞.
Thus the function FG ∈ PW2π . 
Corollary 1. If F, G ∈ PWπ , then FG ∈ PW2π .
First observe F ∈ PWπ ⊂ Bπ . Indeed, by the Paley–Wiener theorem, we have F(µ) =∫ π
−π f (x) exp(iµx)dx which implies |F(µ)| 
√
2π
√∫ π
−π |f (x)|2 dx if µ ∈ R, which
means that F is bounded on the real line and so F ∈ Bπ . The result follows from the
previous proposition.
Proposition 2. If F ∈ Bπ , then (F (µ) − F(0))/µ ∈ PWπ .
Proof. We need only to see that (F (µ) − F(0))/µ = O( 1
µ
) as µ → ±∞ and so is square
integrable on the real line. 
Proposition 3. Assume that F(µ) = ∫ π0 f (x) cos(xµ)dx where f ∈ L1(0,π), then
F(µ) ∈ Bπ .
Proposition 4. If F ∈ Bπ and F is even, then F(µ) = F(0) + µ2D(µ) where D ∈ PWπ .
Proof. It suffices to see that since F is even, then F ′(0) = 0 and so its expansion about
µ = 0 yields
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where µR(µ) and R now are in PWπ . 
The first step is to identify what functions would satisfy the boundary conditions. They
basically fall into two classes, the cosine type and the sine type functions as they are the
fundamental solutions of d2
dx2
, which is the principal operator in (1.1).
4. The first case a2 = 0 and b2 = 0
If we assume that a2 = 0, then the boundary condition can be written as
a1
a2
ϕ(−π) + ϕ′(−π) = 0,
which allows us to normalize solutions by setting ϕ(−π) = 1, and ϕ′(−π) = − a1
a2
. Thus
by the Gelfand–Levitan theory, we can represent the solution as a cosine transform, (2.1)
that is after a shift to the left by π , we have
ϕ(x,µ) = cos((x + π)µ)+
x∫
−π
K−(x, t) cos
(
(t + π)µ)dt,
ϕ(0,µ) = cos(πµ) +
0∫
−π
K−(0, t) cos
(
(t + π)µ)dt
= cos(πµ) +
π∫
0
K−(0, t − π) cos(tµ)dt
= cos(πµ) + S−(µ). (4.1)
Since by the Gelfand–Levitan theorem, the kernel K−(0, t −π) ∈ C(0,π) ⊂ L2(0,π), we
deduce that S−(µ) ∈ PWπ . We now examine the derivative ϕ′(x,µ):
ϕ′(x,µ) = −µ sin((x + π)µ)+ K−(x, x) cos((x + π)µ)
+
x∫
−π
∂xK−(x, t) cos
(
(t + π)µ)dt,
ϕ′(0,µ) = −µ sin(πµ) + K−(0,0) cos(πµ) +
0∫
−π
∂xK−(0, t) cos
(
(t + π)µ)dt
= −µ sin(πµ) + Q− cos(πµ) +
π∫
∂xK−(0, t − π) cos(tµ)dt,0
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∫ π
0 q−(x) dx is a known constant and ∂xK−(0, t − π) ∈
L1(0,π), thus
ϕ′(0,µ) = −µ sin(πµ) + B−(µ),
where B− ∈ Bπ .
Similarly if b2 = 0, starting from x = π, the second solution on (0,π) can be written
as
ψ(x,µ) = cos((x − π)µ)+
π∫
x
K+(x, t) cos
(
(t − π)µ)dt
= cos(πµ) +
0∫
−π
K+(0, t) cos(tµ)dt,
ψ(0,µ) = cos(πµ) + S+(µ),
ψ ′(0,µ) = −µ sin(πµ) + B+(µ),
where B+ ∈ Bπ . The kernels K± are the standard kernels used in the Gelfand–Levitan,
except for translations as the initial conditions are now at −π and π instead of 0. Thus we
have proved
Proposition 5. If a2b2 = 0 and q± ∈ L1(0,±π), we can decompose the solutions ϕ and ψ
as follows:
ϕ(0,µ) = cos(πµ) + S−(µ), ψ(0,µ) = cos(πµ) + S+(µ),
ϕ′(0,µ) = −µ sin(πµ) + B−(µ), ψ ′(0,µ) = −µ sin(πµ) + B+(µ), (4.2)
where S± ∈ PWπ and B± ∈ Bπ .
We now can decompose the products appearing in ∆, see (3.2), in terms of the functions
defined in (4.2). We first have
ϕ′ψ = (−µ sin(πµ) + B−(µ))(cos(πµ) + S+(µ))
= −µ sin(πµ) cos(πµ) − S+(µ)µ sin(πµ) + cos(πµ)B−(µ) + B−(µ)S+(µ),
ψ ′ϕ = (−µ sin(πµ) + B+(µ))(cos(πµ) + S−(µ))
= −µ sin(πµ) cos(πµ) − µ sin(πµ)S−(µ) + B+(µ) cos(πµ) + S−(µ)B+(µ).
Thus we conclude that
k22ϕ
′ψ − k11ψ ′ϕ = (k11 − k22)µ sin(πµ) cos(πµ) + µ sin(πµ)B2(µ) + B1(µ),
where we have used the following facts: S−(µ) ∈ PWπ ⊂ Bπ, B+(µ) cos(πµ) ∈ B2π and
S−(µ)B+(µ) ∈ PW2π ⊂ B2π .The next product is
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= (µ sin(πµ))2 − µ sin(πµ)(B+(µ) + B−(µ))+ B−(µ)B+(µ)
= (µ sin(πµ))2 + µ sin(πµ)B3(µ) + B4(µ),
where B3(µ) ∈ Bπ,B4(µ) ∈ B2π . Finally, we have
ϕψ = (cos(πµ) + S−(µ))(cos(πµ) + S+(µ))
= cos(πµ)2 + cos(πµ)(S−(µ) + S+(µ))+ S−(µ)S+(µ)
= cos(πµ)2 + S5(µ)
= B5(µ),
where S5 includes both cos(πµ)(S−(µ) + S+(µ)), S−(µ)S+(µ) ∈ PW2π and B5 ⊂ B2π
since cos(πµ)2 and S5 are bounded.
Therefore we can decompose ∆ into the following components:
∆(µ) = G(µ) + µ sin(πµ)B(µ) + B˜(µ), (4.3)
where
G(µ) = k21 cos(πµ)2 − k12
(
µ sin(πµ)
)2 + (k11 − k22)µ sin(πµ) cos(πµ) (4.4)
is unbounded and B˜(µ) ∈ B2π . Observe that by Proposition 4,
B˜(µ) = B˜(0) + µ2D(µ),
where D ∈ PW2π , can be interpolated, and from (4.3) that
B˜(0) = ∆(0) − G(0) = ∆(0) − k21
is known. Therefore we have
∆(µ) = B˜(0) + G(µ) + µ2 sin(πµ)
µ
B(µ) + µ2D(µ)
= ∆(0) − k21 + G(µ) + µ2W(µ). (4.5)
W(µ) = sin(πµ)
µ
B(µ) + D(µ) ∈ PW2π .
Proposition 6. Assume that q± are integrable, and a2b2 = 0, then the characteristic func-
tion is unbounded and defined by
∆(µ) = G˜(µ) + µ2W(µ),
where G˜(µ) = ∆(0) − k21 + G(µ) is known explicitly, see (4.4) and W ∈ PW2π .
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This case leads to the sine functions, since it is a Dirichlet type boundary condition

L−(y) := −y′′(x) + q−(x)y(x) = µ2y(x), −π  x  0,
L+(y) := −y′′(x) + q+(x)y(x) = µ2y(x), 0 x  π ,
y(−π) = 0(r), y(π) = 0, (l)( y(0+)
y′(0+)
)= eiγK( y(0−)
y′(0−)
)
.
The solution that would always satisfy the boundary condition at x = ±π is
φ(x,µ) = sin(x + π)µ
µ
+
x∫
−π
L−(x, t) sin(t + π)µ
µ
dt for − π  x  0,
χ(x,µ) = sin(x − π)µ
µ
+
x∫
π
L+(x, t) sin(t − π)µ
µ
dt for 0 x  π,
where the kernels L± have integrable derivatives. Thus at x = 0 we have the values
φ(0,µ) = sin(πµ)
µ
+
0∫
−π
L−(0, t) sin(t + π)µ
µ
dt,
φ′(0,µ) = cos(πµ) + L−(0,0) sin(πµ)
µ
+
0∫
−π
∂xL
−(0, t) sin(t + π)µ
µ
dt,
χ(0,µ) = − sin(πµ)
µ
+
0∫
π
L+(0, t) sin(t − π)µ
µ
dt,
χ ′(0,µ) = cos(πµ) + L+(0,0) sin(πµ)
µ
+
0∫
π
∂xL
+(0, t) sin(t − π)µ
µ
dt.
Since the functions ∂tL± are integrable, L±(0, t) are absolutely continuous and so
are square integrable, which implies that
∫ 0
−π L
−(0, t) sin((t + π)µ)dt ∈ PWπ but∫ 0
π
∂xL
+(0, t) sin((t − π)µ)dt ∈ Bπ . Therefore we have the following decomposition:
φ(0,µ),φ′(0,µ) − cos(πµ),χ(0,µ),χ ′(0,µ) − cos(πµ) ∈ PWπ .
We could also use the fact that cos(xµ) ∈ Bπ, to say that
φ′(0,µ),χ ′(0,µ) ∈ Bπ .
With the above decomposition in mind, we can now deal with the different products ap-
pearing in (3.2),φ(0,µ)χ(0,µ) ∈ PW2π ,
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φ(0,µ)χ ′(0,µ),χ(0,µ)φ′(0,µ) ∈ PW2π .
The last product can be decomposed as follows:
φ′(0,µ)χ ′(0,µ)
= {cos(πµ) + φ′(0,µ) − cos(πµ)}{cos(πµ) + χ ′(0,µ) − cos(πµ)}
= cos(πµ)2 + cos(πµ){φ′(0,µ) − cos(πµ)}+ cos(πµ){χ ′(0,µ) − cos(πµ)}
+ [φ′(0,µ) − cos(πµ)] ∗ [χ ′(0,µ) − cos(πµ)].
Except for the first product cos(πµ)2 all the others are in PW2π . Thus the discriminant ∆
can be decomposed as
∆(µ) = k12 cos(πµ)2 + W(µ),
where W ∈ PW2π .
Proposition 7. Assume that q± ∈ L1(0,±π) and a2 = b2 = 0, then
∆(µ) = k12 cos(πµ)2 + W(µ), (5.1)
where W ∈ PW2π .
6. The third case a2 = 0 and b2 = 0
The remaining cases are a2 = 0 but b2 = 0 or its equivalent symmetric counterpart
a2 = 0 but b2 = 0. Thus we have a sine type solution on (−π,0) and a cosine type solution
on (0,π),
φ(0,µ) = sin(πµ)
µ
+
0∫
−π
L−(0, t) sin(t + π)µ
µ
dt,
φ′(0,µ) = cos(πµ) + L−(0,0) sin(πµ)
µ
+
0∫
−π
∂xL
−(0, t) sin(t + π)µ
µ
dt,
and from ψ(x,µ) = cos((x − π)µ) + ∫ π
x
K+(x, t) cos((t − π)µ)dt we deduce
ψ(0,µ) = cos(πµ) +
0∫
−π
K+(0, t) cos(tµ)dt,
ψ ′(0,µ) = −µ sin(πµ) + K+(0,0) cos(πµ) +
0∫
−π
∂xK
+(0, t) cos(tµ)dt.Here we have
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µ
+ 1
µ
S1(µ),
φ′(0,µ) = cos(πµ) + S2(µ) = cos(πµ) + 1
µ
B1(µ),
ψ(0,µ) = cos(πµ) + S3(µ),
ψ ′(0,µ) = −µ sin(πµ) + B2(µ),
where Si ∈ PWπ and Bi ∈ Bπ . We now use the above propositions to deduce the following:
φ(0,µ)ψ(0,µ) =
(
sin(πµ)
µ
+ 1
µ
S1(µ)
)(
cos(πµ) + S3(µ)
)
= sin(πµ)
µ
cos(πµ) + 1
µ
S1(µ) cos(πµ)
+ sin(πµ)
µ
S3(µ) + 1
µ
S1(µ)S3(µ)
= φ(0,0)ψ(0,0) + µ2W1(µ),
where W1(µ) ∈ PW2π . Also we have
φ′(0,µ)ψ(0,µ) = (cos(πµ) + S2(µ))(cos(πµ) + S3(µ))
= cos(πµ)2 + W2(µ)
= φ′(0,0)ψ(0,0) + µ2W3(µ),
φ(0,µ)ψ ′(0,µ) =
(
sin(πµ)
µ
+ 1
µ
S1(µ)
)(−µ sin(πµ) + B2(µ))
= − sin(πµ)2 − S1(µ) sin(πµ) + 1
µ
S1(µ)B(µ) + sin(πµ)
µ
B(µ)
= − sin(πµ)2 + W3(µ)
= φ(0,0)ψ ′(0,0) + µ2W4(µ),
φ′(0,µ)ψ ′(0,µ) =
(
cos(πµ) + 1
µ
B1(µ)
)(−µ sin(πµ) + B2(µ))
= −µ sin(πµ) cos(πµ) − sin(πµ)B1(µ)
+ cos(πµ)B2(µ) + 1
µ
B1(µ)B2(µ)
= φ′(0,0)ψ ′(0,0) + µ2W5(µ).
Thus we can express ∆ as follows:
∆(µ) = k21uv + k22uv′ − k11u′ψ − k12u′ψ ′ = ∆(0) + µ2W6(µ),
where W6 ∈ PW2π since it is a combination of the Wi for i = 1,3,4 and 5.
Proposition 8. Assume that q± ∈ L1 and a2 = 0 but b2 = 0, then
∆(µ) = ∆(0) + µ2W(µ), (6.1)where W ∈ PW2π .
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µ2
∈ PW2π by sampling, we need to avoid µ = 0,
for example by translating by 14
W
(
µ + 1
4
)
=
∞∑
n=−∞
W
(
n
2
+ 1
4
)
sin(π(2µ − n))
(π(2µ − n))
and the numerical values of ∆(n2 + 14 ) are obtained by solving two initial value problems
at x = ±π and setting µ = n2 + 14 .
In the first case, the function
G(µ) = k21 cos(πµ)2 − k12
(
µ sin(πµ)
)2 + (k11 − k22)µ sin(πµ) cos(πµ)
contains unbounded functions which shows that ∆(µ) = ∆(0)+µ2W(µ) is a special case
and depends on the matrix K.
7. The miss-distance function
If we consider the regular problem on

L(y) = −y′′ + q(x)y(x) = µ2y(x), x ∈ [−π,π],
a1y(−π) + a2y′(−π) = 0, (l)
b1y(π) + b2y′(π) = 0, (r)
(SL). (7.1)
The above operator can be split as two linked Sturm–Liouville operators

L−(y) = −y′′ + q(x)y(x) = µ2y(x), x ∈ [−π,0],
L+(y) = −y′′ + q(x)y(x) = µ2y(x), x ∈ [0,π],
a1y(−π) + a2y′(−π) = 0, (l)
y(0+) = y(0−),
y′(0+) = y′(0−),
b1y(π) + b2y′(π) = 0, (r).
Thus K = Id and k11 = k22 = 1 while k12 = k21 = 0, which simplifies the previous char-
acteristic functions. For example, in the first case (4.5) we have G(µ) = 0 which leads
to
∆(µ) = ∆(0) − k21 + G(µ) + µ2W(µ) = ∆(0) + µ2W(µ).
In the second case (5.1) reduces, by Proposition 4, to
∆(µ) = k12 cos(πµ)2 + W(µ) = W(µ) = W(0) + µ2W˜ (µ) = ∆(0) + µ2W˜ (µ).
The third case is already in the above form. Thus we have proved
Proposition 9. Assume that q ∈ L(−π, π), then the eigenvalues of (7.1) are the roots of
the miss-distance function which can be represented by
∆(µ) = ∆(0) + µ2W(µ),
where W ∈ PW2π .
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