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Introduzione
La stima e la previsione della struttura di covarianza dei rendimenti dei titoli finanziari
rappresentano un problema fondamentale per molte applicazioni della finanza, quali la
gestione del rischio, la selezione del portafoglio e la valutazione dei titoli derivati. Infatti
risulta ormai empiricamente giustificato il fatto che i modelli per i prezzi dei titoli di tipo
Black-Scholes, ovvero con volatilita` e covarianze costanti nel tempo, non siano in grado
di tenere conto di alcuni fenomeni come lo smile o l’eteroschedasticita`, che l’evidenza
empirica dimostrano.
La disponibilita` di dati cosiddetti ad alta frequenza, ovvero di prezzi dei titoli aggior-
nati in tempo reale ad ogni transazione avvenuta sul mercato, ha fatto s`ı che, negli ultimi
dieci anni, nell’ambito dell’economia finanziaria, l’attenzione si sia spostata dagli stima-
tori parametrici della covarianza condizionale basata su dati giornalieri o settimanali, alle
stime ex-post non parametriche ed essenzialmente non legate ad uno specifico model-
lo, che cercano di sfruttare tutta l’informazione contenuta nella ricchissima mole di dati
intra-giornalieri (Andersen e Bollerslev (1998), Barndorff-Nielsen e Shephard (2004)).
Nella letteratura non parametrica i logaritmi dei rendimenti dei titoli finanziari ven-
gono descritti come semimartingale Browniane, ovvero processi stocastici continui aventi
una componente di drift rappresentata da un processo stocastico prevedibile, localmente
limitato, e una componente diffusiva, rappresentata da una matrice di processi stocastici
soddisfacenti opportune proprieta` di regolarita`. Come dimostrato da Delbaen e Schacher-
mayer (1994), le semimartingale Browniane sono la rappresentazione piu` generale possibile
dei prezzi dei titoli in assenza di opportunita` di arbitraggio. Sotto questa ipotesi la co-
volatilita` tra due titoli su un intervallo fissato (e.g. un giorno), che chiameremo covarianza
integrata, puo` essere calcolata basandosi sulla formula di co-variazione quadratica. Si trat-
ta di un risultato classico, essenzialmente dovuto a Wiener, che consiste nel sommare tutti
i prodotti tra i rendimenti (intra-giornalieri) dei due titoli considerati.
Nella recente letteratura di econometria finanziara la formula di co-variazione quadrat-
ica e´ stata ampiamente sfruttata per costruire stimatori non parametrici della covarianza
integrata. Tali stimatori vengono indicati col nome di Realized Covariance (tra gli altri
Andersen, Bollerslev, Diebold e Labys (2003), Barndorff-Nielsen e Shephard (2002), Cor-
si, Zumbach, Muller e Dacorogna (2001)). Dalla definizione di covariazione quadratica
(Karatzas (1988), Protter (2004)) si puo` dimostrare che la Realized Covariance e´ uno
stimatore consistente della covarianza integrata, qualora si assuma l’ipotesi che le osser-
vazioni dei prezzi dei due titoli siano sincrone. Quindi tanto piu` brevi vengono fissati gli
intervalli di tempo dei rendimenti intra-giornalieri, tanto piu` vicina dovrebbe essere la
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stima ottenuta in questo modo alla vera covarianza integrata. Tuttavia l’utilizzo di dati
ad alta frequenza porta con se´ due problemi per la stima.
Il primo e´ la presenza di disturbi, dovuti ai meccanismi di trading dei mercati dei
titoli, sui prezzi osservati (Roll (1984), Zhou (1996)), che causa una deviazione dei prezzi
osservati dal modello di semimartingala. Per ovviare a questo problema sono stati pro-
posti alcuni stimatori di tipo realized covariance, in cui si ottimizza (in termini di min-
imizzazione dello scarto quadratico medio) la frequenza di campionamento per evitare
un’eccessiva accumulazione di tali disturbi che distorcono la stima (si veda Voev e Lunde
(2007)).
Il problema precedente relativo alla microstruttura e´ presente anche nel caso univariato
(quando cioe´ si voglia stimare la varianza di un titolo), viceversa il secondo problema, la
asincronia nel trading, e´ caratteristico del caso multivariato: i titoli non vengono scambiati
simultaneamente, e gli intervalli di tempo che intercorrono tra le transazioni sono irregolari
e assolutamente casuali. Pertanto gli stimatori realized covariance per essere applicati ai
dati, necessitano una procedura di sincronizzazione di questi ultimi. Cio` provoca un
bias verso il basso delle stime di Realized Covariance all’aumentare della frequenza di
campionamento, come era stato gia` osservato da Epps (1979). In particolare gli stimatori
di tipo Realized Covariance non sono consistenti in presenza di dati asincroni.
Al fine di ridurre tale distorsione sono stati elaborati altri stimatori non parametrici
che sfruttano sempre dati ad alta frequenza. Scholes e Williams (1977), Dimson (1979),
Cohen e altri (1983), suggeriscono di correggere la Realized Covariance inserendo anche
i prodotti tra rendimenti non simultanei. Hayashi e Yoshida (2005) propongono invece
uno stimatore che considera tutti i prodotti tra rendimenti dei titoli di intervalli di tempo
sovrapposti e che, contrariamente alla Realized Covariance, consente di utilizzare tutti
i dati a disposizione e non richiede alcuna procedura preliminare di sincronizzazione dei
dati. Tale stimatore consistente anche in presenza di dati asincroni, risente pero` forte-
mente della presenza di disturbi di microstruttura, come osservano Voev e Lunde (2007).
Malliavin e Mancino (2002, 2009) propongono uno stimatore non parametrico della co-
varianza costruito sfruttando un’identita` tra la trasformata di Fourier della funzione di
co-volatilita` e la trasformata di Fourier dei log-rendimenti. Tale stimatore, che come il
precedente utilizza tutti i dati a disposizione e non richiede alcuna procedura di sincroniz-
zazione di questi, e´ asintoticamente corretto anche in presenza di disturbi e di trading
non simultaneo (Mancino e Sanfelici (2008)).
Un’analisi comparativa delle proprieta` statistiche di questi stimatori non parametrici
e´ stata recentemente condotta dai seguenti autori: Griffin e Oomen (2007), Voev e Lunde
(2007), Mancino e Sanfelici (2008). Il contributo originale di questo lavoro e´ quello di con-
frontare i diversi stimatori non parametrici di covarianza proposti dal punto di vista delle
loro capacita` previsive. Esistono gia` alcuni contributi di ricerca (Andersen, Bollerslev e
Meddahi (2006); Ait-Sahalia e Mancini (2008); Barucci, Magno e Mancino (2009)) che
analizzano la capacita` di stimatori non parametrici di prevedere la varianza integrata dei
titoli. L’obiettivo di questo lavoro e´ quello di estendere questa analisi ad un contesto mul-
tivariato per confrontare gli stimatori non parametrici della covarianza integrata. Infatti
come abbiamo osservato precedentemente il caso multidimensionale presenta difficolta` in-
trinseche differenti dal caso univariato. Inoltre l’analisi multivariata risulta fondamentale
quando si vogliano applicare tali metodologie di stima alle varie tematiche finanziarie,
quali la gestione del rischio o la selezione del portafoglio.
Dopo aver presentato ciascuno di questi stimatori e le loro proprieta`, verra` effettuata
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una simulazione Monte Carlo con lo scopo di analizzare le capacita` di ciascuno di essi di
prevedere le covarianze integrate per il periodo successivo. Tale confronto verra` effettuato,
seguendo l’approccio Mincer-Zarnowitz (1969), mediante regressioni lineari del valore vero
futuro della covarianza integrata, conosciuto, dal momento che i dati sono simulati, su
quello previsto tramite gli stimatori considerati.
I risultati che otterremo dalla simulazione Monte Carlo possono cos`ı essere sintetizza-
ti. In assenza di noise lo stimatore Cumulative Covariance di Hayashi e Yoshida (2005)
e´ senza dubbio quello che produce la stima e la previsione piu` precisa, ma non appena
inseriamo disturbi nei prezzi osservati le sue performance peggiorano sensibilmente. Per
livelli molto alti della varianza del noise, lo stimatore Realized Covariance e la sua cor-
rezione con lead e lag ottengono performance migliori dello stimatore di Hayashi e Yoshida
per via di una minore accumulazione di disturbi nella stima rispetto a quest’ultimo. Per
quanto riguarda lo stimatore di Fourier esso si conferma non solo in grado di risolvere
efficacemente il problema del trading non simultaneo, ma soprattutto di essere uno stima-
tore robusto in presenza di noise. Con varianze del noise diverse da zero, utilizzando lo
stimatore di Fourier le stime risultano le migliori in termini di MSE e capaci di ottenere
previsioni piu` accurate in confronto agli altri stimatori.
Con tutti i modelli e con tutte le specificazioni del noise, il ranking degli stimatori
relativo alla loro capacita` di stima equivale a quello tratto dalle regressioni lineari Micer-
Zarnowitz. Questa osservazione ci consente di concludere che una maggiore capacita` di
stimare ex-post le covarianze integrate si riflette in una migliore previsione della covar-
ianza integrata per il periodo successivo in accordo con il risultato ottenuto nel lavoro
fondamentale di Andersen e Bollerslev (1998).

Capitolo 1
Il modello di riferimento
Si dice moto Browniano o processo di Wiener il processo stocastico Wt definito nello spazio
di probabilita` (Ω,=,=t, ℘) 1 con le seguenti proprieta`
• W0 = 0
• Wt e´ continuo
• Wt e´ adattato alla filtrazione naturale =t
• Wt ha incrementi Wt −Ws indipendenti su intervalli disgiunti, 0 ≤ s ≤ t
• Wt −Ws ∼ N(0, t− s), 0 ≤ s ≤ t
ed e´ dunque un processo ad incrementi indipendenti e stazionari. Il moto Browniano
e` una martingala rispetto alla sua filtrazione naturale, ovvero un processo stocastico Xt
definito in (Ω,=,=t, ℘) tale che
• Xt e´ integrabile
• Xt e´ adattato a =t
• E[Xt | =s] = Xs, s ≤ t
In economia finanziaria si e´ soliti modellare i rendimenti degli asset 2 come semi-
martingale, ovvero come processi stocastici che possono essere scomposti nella somma di
una martingala e di un processo adattato a variazione finita. Piu` precisamente la vari-
azione infinitesimale del logaritmo del prezzo di un titolo finanziario viene rappresentata
dall’equazione differenziale stocastica di Itoˆ
dpt = µ(t)dt+ σ(t)dWt
dove pt e´ il logaritmo del prezzo del titolo al tempo t, µ(t) e´ un processo di drift e rap-
presenta il rendimento condizionale atteso, σ(t) e´ la volatilita` istantanea del processo al
1Ω e´ lo spazio degli eventi, = e´ una σ − algebra su Ω, =t e´ la filtrazione naturale e ℘ e´ la misura di
probabilita`
2Nel presente lavoro parleremo di titoli finanziari, ma il modello puo` essere applicato ad altri tipi di
asset (e.g. commodity)
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tempo t e Wt e´ un moto Browniano. Si noti che se si esclude il drift (µ(t) = 0) il processo
appena descritto e´ una semplice martingala. Questo tipo di modello risponde all’ipotesi
di efficienza in forma debole del mercato finanziario. Le proprieta` della martingala ap-
pena descritte escludono infatti la possibilita` di ottenere extra-rendimenti attesi, ovvero
rendimenti attesi che vadano oltre la compensazione per la rischiosita` del titolo, avendo
come unica informazione la serie storica dei prezzi del titolo stesso. Delbaen e Schacher-
mayer (1994) dimostrano che le semimartingale Browniane sono la rappresentazione piu`
generale possibile dei prezzi dei titoli in assenza di opportunita` di arbitraggio. La varianza
del rendimento tra un tempo 0 e un tempo T e` data dalla varianza integrata
IV =
∫ T
0
σ(t)2 dt
Poiche´ siamo interessati a stimare la covarianza tra piu` titoli consideriamo il processo di
prezzo di un vettore di n titoli
dpj = µj(t)dt+
d∑
i=1
σji (t)dW
i
t j = 1, ..., n
dove l’andamento dei titoli e´ guidato da d moti Browniani tra loro indipendenti e µj(t) e´
la componente degli n rendimenti attesi. I coefficienti di drift e diffusione soddisfano le
usuali ipotesi di regolarita` (Karatzas (1988)). Data
Σjk(t) =
d∑
i=1
σji (t)σ
k
i (t) j = 1, ..., n k = 1, ..., n
detta matrice di volatilita` con
ICM jk =
∫ T
0
Σjk(t) dt j = 1, ..., n k = 1, ..., n
otteniamo la matrice delle covarianze integrate. Piu` precisamente otteniamo una matrice
simmetrica all’interno della quale abbiamo sulla diagonale (per i = k) le varianze integrate
di ciascun titolo e sopra e sotto la diagonale (per i 6= k) le covarianze integrate tra i titoli
i e k. In un modello con due soli titoli (n = 2), come quello che spesso considereremo in
seguito
ICM =
[
IV 1 IC12
IC21 IV 2
]
=
[∫ T
0
Σ11(t)dt
∫ T
0
Σ12(t)dt∫ T
0
Σ21(t)dt
∫ T
0
Σ22(t)dt
]
La grandezza di interesse del presente lavoro e´ la covarianza integrata (IC). Esistono
problematiche diverse nella stima di IV e di IC. Come vedremo in seguito ad esempio, le
IC risentono pesantemente del fatto che ciascun titolo viene scambiato in istanti di tempo
diversi rispetto agli altri titoli, problema che non si presenta per la stima delle IV. Per
una analisi piu` completa della stima della varianza integrata si rimanda a Merton (1980),
Andersen, Bollerslev e Diebold (2002), Zhou (1996), Bandi e Russell (2005).
Un’altro modo per rappresentare il modello appena presentato e´
dp1 = µ1(t)dt+ σ1(t)dW
1
t
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dp2 = µ2(t)dt+ σ2(t)dW
2
t
dove W 1 e W 2 sono due moti Browniani distinti ma simultaneamente correlati tra loro,
cioe´
〈dW 1t , dW 2t 〉 = ρdt
In questo caso la covarianza integrata nell’intervallo [0,T] e´ data da
IC12 =
∫ T
0
ρσ1(t)σ2(t)dt.

Capitolo 2
La Realized Covariance
Ipotizziamo che gli n titoli vengano scambiati M volte all’interno dell’intervallo [0,T] e
indichiamo con ti gli istanti di tempo in cui avvengono le transazioni con 0 < t1 < ... <
tM = T . Uno stimatore consistente
1 della matrice delle covarianze integrate tra 0 e T e´
dato dalla Realized Covariance
RC =
M∑
i=1
r(ti)r(ti)
′
dove r(ti) = p(ti)− p(ti−1) e´ il vettore degli n log-rendimenti al tempo ti, dato che
p lim
M→∞
M∑
i=1
r(ti)r(ti)
′ = p lim
M→∞
RC = IC
dove max1≤i≤M{ti − ti−1} → 0 se M → ∞. Nel caso di due titoli (1 e 2) la Realized
Covariance e´
RC12 =
M∑
i=1
r1(ti)r
2(ti)
Date infatti due semimartingale X e Y, Protter (2004) definisce covariazione quadratica
di X e Y il processo [X, Y ] tale che
[X, Y ] = XY −
∫
XdY −
∫
Y dX
La covariazione quadratica dei processi di prezzo di due titoli X e Y definiti come in
precedenza
dXt = µx(t)dt+ σx(t)dWt
1Lo stimatore Tn(X) dove X e´ il campione e n la sua ampiezza, e´ uno stimatore consistente di θ se
vale
lim
n→∞Pr{|Tn(X)− θ| < } = 1 ∀ > 0
o equivalentemente
lim
n→∞Tn(X) = θ (in probabilita`)
Condizioni sufficienti per la consistenza dello stimatore sono
• limn→∞ Tn(X) = θ (correttezza asintotica)
• limn→∞ V ar[Tn(X)] = 0
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dYt = µy(t)dt+ σy(t)dWt
altro non e´ che la covarianza integrata tra i due titoli. Infatti applicando la formula di
Ito al processo XtYt otteniamo
d(XtYt) = XtdY + YtdX + σx(t)σy(t)dt
da cui integrando per un intervallo [0,T]
XTYT −X0Y0 =
∫ T
0
XtdY
∫ T
0
YtdX +
∫ T
0
σx(t)σy(t)dt
dove quindi ∫ T
0
σx(t)σy(t)dt = XTYT −X0Y0 −
∫ T
0
XtdY −
∫ T
0
YtdX
e percio`
[Xt, Yt]T =
∫ T
0
σx(t)σy(t)dt
Karatzas (1988) dimostra che dati due processi X = {Xt; 0 < t < ∞}, Y = {Yt; 0 <
t < ∞}, fissato T > 0, data una partizione dell’intervallo [0, T ] Π = {t0, t1, . . . , tm} con
0 = t0 ≤ t1 ≤ t2 ≤ · · · ≤ tm = T e definito
VT (Π) =
m∑
k=1
|(Xtk −Xtk−1)(Ytk − Ytk−1)|
abbiamo che se X e Y sono semimartingale continue e a quadrato integrabili allora abbiamo
che
lim
||Π||→0
VT (Π) = [X, Y ]T (in probabilita`)
dove ||Π|| = max1≤k≤m|tk − tk−1| e´ il mesh della partizione. Risulta pertanto importante
avere a disposizione dati ad alta frequenza di campionamento per la stima della covarianza
dei rendimenti: quanto piu` alta e´ la frequenza dei dati a nostra disposizione, tanto piu`
fine e´ la partizione, numeroso il campione dei rendimenti per la stima e vicina la stima di
RC a IC.
La Realized Covariance e´ anche stimatore corretto2 della covarianza integrata. Si
consideri un modello bivariato e per semplicita` poniamo (µ 6= 0). Abbiamo che
E(RC12) = E[
M∑
i=1
(p1ti+1 − p1ti)(p2ti+1 − p2ti)] =
=
M∑
i=1
E[
∫ ti+1
ti
σ11(s)dW
1
s σ
1
2(s)dW
2
s
∫ ti+1
ti
σ21(s)dW
1
s σ
2
2(s)dW
2
s ] =
2Questo risultato, come vedremo piu` avanti, vale solo unicamente se i dati relativi ai prezzi dei titoli
sono in sincrono
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Per la contrazione di Ito (dWs)
2 = ds e pertanto
=
M∑
i=1
E[
∫ ti+1
ti
σ11(s)σ
2
1(s)ds+ σ
1
2(s)σ
2
2(s)ds] =
= E[
∫ T
0
Σ12(s)ds] = IC12

Capitolo 3
I microstructure noise
I dati sui prezzi dei titoli, che vengono aggiornati dalle societa` di informazione in tempo
reale ogni qualvolta i titoli sono oggetto di una transazione, risentono di alcuni distur-
bi dovuti alla struttura del mercato e dei meccanismi di trading. Seguendo una ric-
ca letteratura, chiameremo tali disturbi con il termine inglese microstructure noise o
semplicemente noise.
Tra questi il piu` rilevante e´ senz’altro quello dovuto alla presenza del bid-ask spread
sul mercato dei titoli. Il bid-ask spread e´ la differenza tra il piu` basso prezzo a cui un
operatore sul mercato e´ disposto a vendere (ask price) e il piu` alto prezzo a cui un operatore
e´ disposto a comprare (bid price). La differenza tra ask price e bid price determina lo
spread. Questo spread e´ generalmente tanto piu` grande quanto meno liquido e´ il mercato
per quel dato titolo. Esso e´ considerato una sorta di compensazione per il market maker
nei mercati dove questi operano e si offrono disposti ad acquistare e vendere in qualsiasi
momento da qualsiasi operatore rispettivamente al prezzo di bid e al prezzo di ask. In
presenza di uno spread di questo tipo dobbiamo immaginarci che il vero valore del titolo,
che noi abbiamo modellato come una semimartingala Browniana, si trovi all’incirca al
centro dello spread, ovvero che esso sia approssimativamente una media tra il bid price
e l’ask price. Roll (1984) dimostra che in presenza del bid-ask spread i rendimenti di un
titolo sono negativamente autocorrelati. Si consideri la figura 3.1.
Figura 3.1: Bid-ask spread
Ipotizziamo di essere in un mercato efficiente e che tra il tempo t− 1 e il tempo t+ 1
non arrivi nessuna nuova informazione agli operatori riguardo al titolo in questione. Il bid
price, l’ask price e il valore vero del titolo rimangono pertanto inalterati. Una fluttuazione
del prezzo avviene solo come salto da un estremo all’altro dello spread (bid-ask bounce).
A seconda che il prezzo del titolo al tempo t − 1 sia il prezzo di bid o di ask abbiamo
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diverse traiettorie possibili che questo puo` compiere, che possiamo rappresentare come
probabilita` congiunte che il prezzo del titolo abbia una data variazione al tempo t e una
data variazione al tempo t+ 1. Se pt−1 e´ al bid price
∆pt
0 +s
∆pt+1 =
−s 0 1/4
0 1/4 1/4
+s 1/4 0
Se invece pt−1 e´ al ask price
∆pt
−s 0
∆pt+1 =
−s 0 1/4
0 1/4 1/4
+s 1/4 0
dato che in mancanza di nuova informazione il prezzo del titolo non puo` avere due
variazioni negative o positive consecutive. Possiamo ricomprendere le traiettorie possibili
in una sola distribuzione congiunta
∆pt
−s 0 +s
∆pt+1 =
−s 0 1/8 1/8
0 1/8 1/4 1/8
+s 1/8 1/8 0
Se ipotizziamo per semplicita` che i processi di prezzo non abbiano drift, ovvero che la
loro media, condizionale e non, per ogni periodo sia pari a 0, possiamo facilmente calcolare
la covarianza tra due successivi cambiamenti del prezzo. In questo caso infatti possiamo
ignorare la colonna e la riga centrale e la covarianza e´ semplicemente
Cov(∆pt,∆pt+1) = 1/8(−s2 − s2) = −s2/4
Il coefficiente di autocorrelazione e´ −1/2 dato che la varianza di ∆p e´ s2/2.
Zhou (1996) individua un’altra fonte di disturbo nell’effetto fighting-screen: i trader
cambiano molto spesso le quote a cui sono disposti a comprare o a vendere al fine di
mantenere il loro nome sugli schermi Reuters. Tali cambiamenti possono essere molto
grandi anche senza grossi cambiamenti nei livelli di mercato. Altre fonti di disturbo
possono provenire da un ritardo nell’aggiornamento dei prezzi, dall’arrotondamento dei
prezzi o da errori tipografici. Un modo per tenere conto di questi disturbi nel nostro
modello e´ quello di considerare il prezzo osservato di un titolo j al tempo t come
pj(t) = p˜j(t) + uj(t)
dove p˜j e´ il prezzo vero (o efficiente) e uj(t) e´ un termine di disturbo che cattura i vari
tipi di microstructure noise. Il rendimento del titolo j e´ quindi dato da
rj(t) = r˜j(t) + ej(t)
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dove ej(t) = uj(t) − uj(t − 1). Possiamo vedere l’autocorrelazione tra i prezzi anche con
questo modello. Dubins e Schwarz (1965) dimostrano che una qualsiasi semimartingala
puo` essere trasformata in un moto browniano con un opportuno cambiamento del tempo.
Zhou (1996) adotta un modello nel quale la semimartingala del processo di prezzo puo`
essere trasformata in
d˜p(t) = dW (τ(t))
dove τ(·) e´ una funzione deterministica e per semplicita` abbiamo omesso l’apice. Il prezzo
efficiente al tempo T e´ dato da
p˜(T ) =
∫ T
0
dW (τ(t)) = W (τ(T ))−W (τ(0))
e quindi il prezzo osservato al tempo T e´
p(T ) = W (τ(T ))−W (τ(0)) + u(T )
dove assumiamo u(t) ∼ WN(0, σ2t ). Il rendimento tra un tempo S e un tempo T, con
S < T e´
X(S, T ) = p(T )− p(S)
che puo` essere riscritto come
X(S, T ) = ω(s, t)ZT + u(T )− u(S)
dove ω2(S, T ) = (τ(T ))−(τ(S)) e ZT e` una variabile casuale distribuita come una normale
standardizzata. Per intervalli molto piccoli il termine ω(S, T ) e´ trascurabile. Il rendimen-
to diventa quindi una differenza tra due disturbi. Se calcoliamo la autocovarianza dei
rendimenti agli intervalli [S, T ] e [T, U ], con S < T < U
X(S, T ) = u(T )− u(S)
X(T, U) = u(U)− u(T )
otteniamo
Cov(u(T )− u(S), u(U)− u(T )) =
E[(u(T )− u(S))(u(U)− u(T ))] =
E[u(T )u(U)− u(T )2 − u(S)u(T ) + u(S)u(T )] =
dato che per ipotesi i disturbi sono incorrelati
E[−u(T )2] = −V ar(u(T )) = −σ2T
In un contesto con noise dobbiamo distinguere quindi tra un prezzo vero ed un prezzo
osservato, dove quest’ultimo, diversamente dal primo, non puo` piu` essere considerato
generato da un processo stocastico di tipo semimartingala.
Voev e Lunde (2007) dimostrano che in presenza di noise lo stimatore di Realized
Covariance e´ distorto. Si assuma un processo del disturbo stazionario in covarianza con
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funzione di autocovarianza data da Γ(s) = E[u(t)u′(t+ s)]. Si scomponga lo stimtore RC
applicato al vettore dei prezzi osservati in quattro componenti
M∑
i=1
rir
′
i +
M∑
i=1
rie
′
i +
M∑
i=1
eir
′
i +
M∑
i=1
eie
′
i
con il pedice i che indica l’elemento i-esimo della partizione costituita da M sottoinsiemi.
Abbiamo gia` dimostrato la correttezza di RC in assenza di noise pertanto E[
∑M
i=1 rir
′
i] =
IC. Il valore atteso del secondo e del terzo termine li indichiamo rispettivamente con
ΥM e Υ
′
M . Per il quarto termine abbiamo, se le osservazioni sono equispaziate di un
ammontare δ = T/M
E[
M∑
i=1
eie
′
i] = M E[eie
′
i] = M E[(ui − ui−1)(ui − ui−1)′] = M(2Γ(0)− Γ(δ)− Γ′(δ))
Si ha quindi alla fine che il bias di RC e´ pari a
E[RC − IC] = ΥM + Υ′M +M(2Γ(0)− Γ(δ)− Γ′(δ))
Se il processo di prezzo efficiente e il processo dei disturbi sono indipendenti, ΥM e Υ
′
M
sono pari a 0. Se in piu` i disturbi non sono autocorrelati, il bias si riduce a
E[RC − IC] = 2MΓ(0)
ed e´ facile determinare il segno del bias dato che la matrice Γ(0) ha le varianze dei termini
di disturbo (sempre positive) lungo la diagonale e le covarianze al di fuori di questa.
Considerando pertanto due titoli con queste caratteristiche otteniamo
segno(E[RC − IC]) = segno(Γ(0)) =
[
+ segno[E(u1(t)u2(t))]
segno[E(u2(t)u1(t))] +
]
La distorsione della stima della covarianza integrata e´ dunque positiva o negativa a
seconda che i disturbi sui diversi processi di prezzo siano positivamente o negativamente
correlati tra loro. Il bias della stima della varianza integrata e´ invece sempre positivo.
Si osservi inoltre che un aumento di M, a causa di una maggiore accumulazione di dis-
turbi, porta ad una maggiore distorsione. Pertanto, in presenza di noise, incrementare la
frequenza di campionamento e´ dannoso per la correttezza della stima. Tuttavia e´ possi-
bile dimostrare (Bandi e Russel (2005)) che la varianza di RC si riduce incrementando
la frequenza di campionamento, ovvero riducendo δ. Nella scelta di M esiste quindi un
trade-off tra bias e varianza che puo` essere risolto scegliendo il valore di M che minimizza
il valore dell’errore quadratico medio (MSE)1.
1Dato il parametro θ e lo stimatore Tn(X) dove X e´ il campione e n la sua ampiezza, l’errore quadratico
medio (Mean Squared Error) e´
MSE = E[(Tn(X)− θ)2]
Si puo` dimostrare che
MSE = E[Tn(X)− E(Tn(X))]2 + [E(Tn(X)− θ)]2 = V ar[Tn(X)] + {Bias[Tn(X)]}2
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Se i disturbi dei vari titoli sono tra loro indipendenti, come nel caso di disturbi i.i.d.,
la stima della covarianza integrata, contrariamente a quella della varianza integrata, e´
corretta dato che la matrice Γ(0) ha solamente zeri fuori dalla diagonale. Tuttavia dal
valore della varianza di RC in presenza di disturbi i.i.d. e con noise indipendente dal
processo di prezzo2
V [RC12] = M−1(1 + ρ2)σ21σ
2
2 + 2σ
2
1ε
2
2 + 2σ
2
2ε
2
1 + (6M − 2)ε21ε22
si puo` vedere che RC non e´ piu` stimatore consistente della covarianza integrata.
2si rimanda a Griffin e Oomen (2006) per il calcolo di V [RC12]

Capitolo 4
Il problema dell’asincronia nel
trading
Nel paragrafo precedente abbiamo assunto che i titoli in considerazione fossero tutti scam-
biati negli stessi istanti di tempo dal momento che avevamo considerato una unica par-
tizione dell’intervallo di interesse 0 < t1 < ... < tM = T per tutto il vettore dei titoli. Nella
realta` le transazioni dei vari titoli non avvengono in sincrono. La teoria della covariazione
quadratica impone pero` di avere una partizione omogenea per tutti gli n titoli considerati.
Occorre pertanto sincronizzare i dati dei prezzi se si vuole utilizzare lo stimatore RC. La
soluzione piu` adoperata e´ quella dell’interpolazione con il metodo del last-tick. Vediamo
di cosa si tratta.
Si consideri il caso di due titoli, i cui processi di prezzo sono le semimartingale P 1 e
P 2. Siano (T 1,i)i=0,1,2,... e (T
2,j)i=0,1,2,... i tempi, casuali e indipendenti, a cui vengono
osservati i due processi con T 1,0 := 0 e T 2,0 := 0. T 1,i e T 2,j possono essere mu-
tualmente dipendenti. Possiamo ammettere dipendenza anche tra (T 1,i) e (T 2,j). Sia
Π := ((T 1,i)i=0,1,2,..., (T
2,j)i=0,1,2,...). Inoltre sia N
k il processo di conteggio associato a
(T k,i) che inizia a Nk0 := 0, k = 1, 2. Sia T ∈]0,∞[ il momento finale per osservare P 1 e
P 2 (per esempio T = 1 giorno).
Effettuiamo la sincronizzazione delle osservazioni di P 1 e P 2 su una griglia di punti
(ih)i=0,...,m, dove h e´ la lunghezza di ogni intervallo fissata in modo tale che m = T/h
sia un numero intero. Sia τ k(t) := max0≤j≤∞{T k,j : T k,j ≤ t} , l’ultimo istante di tempo
in cui viene osservato il titolo k entro il tempo t. Con il metodo di interpolazione del
last-tick lo stimatore Realized Covariance e´
RC =
m∑
i=1
(P 1τ1(ih) − P 1τ1((i−1)h))(P 2τ2(ih) − P 2τ2((i−1)h))
Hayashi e Yoshida (2005) dimostrano che la procedura di sincronizzazione neces-
saria per l’utilizzo dello stimatore RC rende quest’ultimo distorto. Indicando con Gki :=
{Nk salta almeno una volta in ](i− 1)h, ih[}, k = 1, 2, abbiamo che
E[RC] = E
[
m∑
i=1
{〈P 1, P 2〉τ1(ih)∧τ2(ih) − 〈P 1, P 2〉τ1((i−1)h)∨τ2((i−1)h)}1G1i∩G2i
]
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dove con 〈P 1, P 2〉 si indica la covariazione dei due processi tra il tempo 0 e il tempo in
pedice. Inoltre se 〈P 1, P 2〉 e´ crescente (decrescente) quasi certamente, allora
E[RC] ≤ (≥)E[〈P 1, P 2〉τ1(T )∧τ2(T )] per ogni h > 0
Dimostrazione vedi Appendice
Interessante osservare che nel caso di perfetta sincronia nei prezzi dei due titoli
E[RC] = E[〈P 1, P 2〉]τ1(T ) per ogni h > 0
Anche in questo caso esiste un bias per RC pari a E[〈P 1, P 2〉τ1(T ) − 〈P 1, P 2〉T ] dovuto al
fatto che in genere la transazione relativa all’ultima osservazione non si verifica esatta-
mente al tempo T, l’istante finale del periodo di nostro interesse. Nella Figura 4.1 sono
rappresentate le transazioni di due titoli A e B.
Figura 4.1: Asincronia nel trading
I cerchi indicano gli istanti nei quali avvengono le transazioni dei titoli. Ci si accorge
subito che il titolo A viene scambiato molto piu` frequentemente del titolo B. Seguendo il
metodo di interpolazione del last-tick il rendimento al tempo 2h dei titoli sara` dato dalla
differenza tra il prezzo del titolo all’istante segnalato dall’ultimo cerchio prima della fine
dell’intervallo ]h, 2h] e il prezzo del titolo all’istante segnalato dall’ultima cerchio prima
della fine dell’intervallo ]0, h]. Il rendimento per il titolo A al tempo 2h e´ indicato con
r(2h). Per il titolo B il rendimento al tempo 2h sara` invece 0, dato che nell’intervallo
]h, 2h] non e´ stato scambiato. Questo comporta per i = 2 uno 0 nella sommatoria di
RC. Quanto piu` fine e´ la partizione (ovvero quanto piu` piccolo e´ h) tanto maggiori saran-
no i prodotti tra rendimenti pari a 0 all’interno della sommatoria. Se come soluzione al
problema allarghiamo la partizione dell’intervallo [0,T], in modo da essere sicuri che all’in-
terno di ogni sotto-intervallo via sia almeno una transazione di ogni titolo, abbiamo una
grossa perdita di informazioni, dato che numerosi transazioni, in particolar modo del titolo
scambiato piu` frequentemente, non verranno prese in considerazione nella stima. Questa
riduzione della stima della covarianza all’aumentare della frequenza di campionamento e´
chiamato effetto Epps dal nome di colui che per primo constato` questo fenomeno. Epps
(1979) stimo` le correlazioni dei rendimenti delle azioni delle quattro maggiori case auto-
mobilistiche americane considerando diverse frequenze di campionamento. Nella seguente
tabella sono riportati i risultati che ottenne
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Coppie di Azioni
Intervallo AMC-Chrysler AMC-Ford AMC-GM
10 minuti 001 009 -009
20 minuti 009 018 011
40 minuti 006 012 014
1 ora -043 057 064
2 ore 029 060 094
3 ore 031 158 111
1 giorno -067 170 078
2 giorni -020 223 186
3 giorni -098 203 100
Coppie di Azioni
Intervallo Chrysler-Ford Chrysler-GM Ford-GM
10 minuti -014 007 055
20 minuti 017 026 118
40 minuti 041 040 197
1 ora 023 065 294
2 ore 112 129 383
3 ore 361 518 519
1 giorno 342 442 571
2 giorni 336 449 572
3 giorni 334 542 645
dove si vede chiaramente che al ridursi dell’intervallo dei rendimenti le correlazioni
cadono a 0. Epps osserva che dati due processi stazionari con media zero xt e yt e i processi
ottenuti sommando incrementi non sovrapposti Xtk =
∑k−1
i=0 xtk−i e Ytk =
∑k−1
i=0 ytk−i, la
correlazione tra Xtk e Ytk eguaglia quella tra xt e yt se
• E(xt−iyt−j) = σxy , i = j
• E(xt−iyt−j) = 0 , i 6= j
• E(xt−iyx−j) = σ2x , i = j
• E(xt−iyx−j) = 0 , i 6= j
• E(yt−iyt−j) = σ2y , i = j
• E(yt−iyt−j) = 0 , i 6= j
Poiche´ log-rendimenti con intervalli superiori a k minuti, altro non sono che la somma
di log-rendimenti per intervalli di k minuti, il fenomeno sarebbe da attribuire ad una non-
stazionarieta` o ad un correlazione nella serie dei rendimenti. La correlazione potrebbe
essere sia autocorrelazione nei rendimenti dei titoli che correlazione tra rendimenti di
titoli diversi in periodi diversi. Epps riscontra non-stazionarieta` stimando la varianza dei
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cambiamenti dei log-prezzi a intervalli di un’ora durante le 5 ore e mezza della giornata
di trading 1 ottenendo
Azioni
Fine periodo AMC Chrysler Ford GM
1030 2.25 1.28 .34 .27
1130 3.10 1.39 .28 .20
1230 2.02 .66 .19 .13
1330 1.93 .59 .10 .08
1430 1.93 .58 .10 .09
1530 2.02 .72 .16 .15
si osserva che la varianza tocca il picco alle 1130, scende fortemente alle 1330 (forse
per la pausa) e aumenta nelle ore finali della giornata. I risultati che ottiene stimando le
correlazioni tra rendimenti con intervalli di un ora sono
1530 1430
AMC C F GM AMC C F GM
1130
AMC −.09 −.24∗ .02 −.07 .29* -.01 -.08 -.02
C −.12 .06 .07 −.01 .03 .06 −.04 .02
F .02 .02 −.03 −.00 .02 −.13 .03 .09
GM .20* .02 .01 −.14 −.06 −.08 .05 −.08
1230
AMC .12 −.00 −.06 −.05 −.08 −0.8 −.07 .03
C .02 −.02 −.06 −.18* .06 −.06 −.05 −.07
F .14 .06 .04 −.11 −.05 .09 .07 .03
GM −.19* −.01 .05 −.02 .13 −.04 .02 −.22*
1330
AMC .05 −.01 .12 .02 −.27* .11 −.00 .13
C −.03 .07 .04 .11 −.06 −.19* .04 .22*
F −.01 .09 .03 .09 .00 .18* −.20* .02
GM .10 .05 −.05 .01 −.12 .08 .08 −.06
1430
AMC −.33* −.15* .11 −.04
C .08 .13 .08 .15*
F .03 .03 −.02 .16*
GM .02 .14 .17* .19*
1La giornata di trading all’epoca dell’articolo iniziava alle 1000 e terminava alle 1530. Il primo rendi-
mento viene ottenuto come differenza tra il prezzo alle 1030 e quello di chiusura del giorno precedente.
Se il processo che genera i prezzi continua ad operare mentre le borse sono chiuse (Granger e Morgen-
stern (1970)), ci si dovrebbe attendere una varianza per rendimento superiore rispetto a quella degli altri
intervalli
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1330 1230
AMC C F GM AMC C F GM
1130
AMC .35* −.07 .03 −.06 −.36* .02 −.13 −.13
C −.00 −.19* .03 .02 .14 −.03 .26* .20*
F −.06 −.07 −.09 .02 .03 .10 −.03 .04
G −.10 −.18* −.18* −.04 .10 .18* .19* .03
1230
AMC −.36* −.11 −.16* .03
C .04 −.31* .06 −.13
F −.05 −.02 −.06 .21*
GM −.06 −.15* −.09 −.02
1330
AMC
C
F
GM
1430
AMC
C
F
GM
dove con * si indicano i coefficienti significativamente diversi da zero ad un livello di
significativita` del 10 per cento2. Si vede chiaramente che la grande maggioranza dei coef-
ficienti significativi si trova nei blocchi lungo la diagonale. In questi blocchi gli elementi
sulla diagonale sono prevalentemente negativi (13 su 16) e quelli fuori dalla diagonale
prevalentemente positivi (33 su 48). Questi risultati suggeriscono l’esistenza di un’auto-
correlazione (del primo ordine) negativa dei rendimenti e di una correlazione positiva tra
i rendimenti dei diversi titoli in diversi periodi.
Abbiamo gia` visto che la presenza di uno spread tra il prezzo di bid e il prezzo di
ask causa autocorrelazione nei rendimenti. Per quanto riguarda la relazione positiva tra
variazioni di prezzo successive di differenti azioni, possono essere trovate diverse cause.
Una che verra` approfondita in maniera piu` completa nella prossima sezione, e´ dovuta
sostanzialmente all’utilizzo del metodo last-tick. Se suddividiamo la giornata in intervalli
regolari, otteniamo una serie di rendimenti osservati che sono in realta` rendimenti tra in-
tervalli diversi da quelli ottenuti con la partizione. Una seconda causa puo` spiegare questa
relazione per azioni di aziende appartenenti alla stessa industria, come quelle considerate
da Epps nel suo lavoro. Epps osserva che le informazioni arrivano in momenti diversi ai
vari operatori e che la maggior parte di questi sono specializzati solamente in uno o pochi
titoli di un dato settore. Questo comporta che nel momento in cui inizia a diffondersi
una notizia rilevante relativa ad una data industria, i primi prezzi che si aggiustano sono
quelli delle azioni in cui sono specializzati gli operatori che per primi hanno ricevuto la
notizia. Successivamente, mano mano che la notizia si diffonde tra tutti gli operatori, si
aggiusteranno i prezzi delle azioni delle altre aziende del settore.
2Si considera (1 + r)/(1− r) distribuito come F (n− 2, n− 2) sotto H0 : ρ = 0

Capitolo 5
La Realized Covariance corretta con
lead e lag
Il processo continuo del logaritmo del prezzo dei titoli non e´ osservabile. Cio` che possiamo
osservare, anche assumendo l’assenza di microstructure noise, sono solo alcune sue real-
izzazioni in alcuni istanti di tempo, ovvero ogni qualvolta il titolo viene scambiato. Cio`
comporta che dobbiamo distinguere, in maniera simile a come abbiamo fatto in preceden-
za per i microstructure noise, tra un rendimento vero ed uno osservato. Si riprenda in
considerazione la Figura 4.1. Consideriamo i due tipi di rendimento per il titolo A nell’in-
tervallo [2h, 3h]. Il rendimento osservato e´ indicato nella figura con r(3h). Il rendimento
vero e´ dato invece dalla differenza del log-prezzo del titolo A al tempo 3h, non osservabile,
e il log-prezzo del titolo al tempo 2h, anch’esso non osservabile (se si esclude la remota
ipotesi nella quale il titolo 2 venga scambiato esattamente al tempo 2h e al tempo 3h).
Tale rendimento, qualora si potesse osservare la traiettoria continua del logaritmo del
prezzo, sarebbe dato da
r[2h, 3h] =
∫ 3h
2h
dp(t)
Si osservi che il rendimento osservato e´ dato dalla somma di log-rendimenti veri. Ad
esempio il rendimento osservato [2h, 3h] per il titolo B e´ dato dal rendimento vero [h, 2h]
piu` una parte del rendimento vero [0, h] e una parte del rendimento vero [2h, 3h]. Seguendo
Cohen e altri (1980) possiamo pertanto modellare la relazione tra rendimenti veri rj,t e
rendimenti osservati rOj,t di un dato titolo j come
rOj,t =
N∑
n=0
(γj,t−n,nrj,t−n)
γj,t−n,n rappresenta la proporzione del rendimento vero del titolo j generato nel periodo
t− i incorporato nel rendimento osservato nel periodo t. Detto altrimenti γj,t−n,0, γj,t−n,1,
. . . , γj,t−n,N indicano il modo in cui il rendimento vero generato nel periodo t impatta
sui rendimenti osservati nel presente e nei successivi N periodi. Si assume che esista un
numero intero N tale che qualsiasi rendimento vero generato al tempo t−N o prima, non
abbia piu` alcun peso sul rendimento al tempo t. Si assume inoltre che
• γj,t,m e γj,τ,n sono indipendenti per ogni j 6= k, t, τ,m, n
• E(γj,t,m) = E(γj,τ,m) per ogni j, t, τ,m
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• E(∑Nl=0 γj,t,l) = 1 per ogni j, t
Per l’ultima assunzione abbiamo che, in media, ogni rendimento vero e´ completamente
ricompreso nei rendimenti futuri osservati.
Cohen e altri (1983) dimostrano che la covarianza contemporanea tra i rendimenti veri
di due titoli j e k e´ data dalla covarianza contemporanea dei rendimenti osservati dei due
titoli piu` la somma delle covarianze tra rendimenti di un titolo e i rendimenti degli N
periodi precedenti e degli N periodi successivi dell’altro
cov(rj,t, rk,t) = cov(r
O
j,t, r
O
k,t) +
N∑
n=1
cov(rOj,t, r
O
k,t−n) +
N∑
n=1
cov(rOj,t−n, r
O
k,t)
Dimostrazione
Per la definizione di rOj,t abbiamo
cov(rOj,t, r
O
k,t) = cov
(
N∑
l=0
γj,t−l,lrj,t−l,
N∑
m=0
γk,t−m,mrk,t−m
)
Per ipotesi i γ sono indipendenti tra loro e con gli r. Per la seconda delle ipotesi assunte
possiamo rimuovere il pedice centrale, ottenendo cos`ı
cov(rOj,t, r
O
k,t) =
N∑
l=0
N∑
m=0
E(γj,l)E(γk,m)cov(rj,t−l, rk,t−m)
Poiche´ gli incrementi su intervalli disgiunti di un moto Browniano sono tra loro indipen-
denti, possiamo dire che cov(rj,t, rk,τ ) = 0 per ogni t e τ che non si sovrappongono e
quindi
cov(rOj,t, r
O
k,t) = cov(rj,t, rk,t)
N∑
l=0
E(γj,l)E(γk,l)
Un procedimento simile puo` essere effettuato per i termini
N∑
n=1
cov(rOj,t, r
O
k,t−n)
N∑
n=1
cov(rOj,t−n, r
O
k,t)
ottenendo cos`ı
cov(rOj,t, r
O
k,t) +
N∑
n=1
cov(rOj,t, r
O
k,t−n) +
N∑
n=1
cov(rOj,t−n, r
O
k,t) =
cov(rj,t, rk,t)
[
N∑
l=0
E(γj,l)E(γk,l) +
N∑
n=1
N−n∑
l=0
E(γj,l)E(γk,l+n) +
N∑
n=1
N−n∑
l=0
E(γj,l+n)E(γk,l)
]
=
= cov(rj,t, rk,t)E
(
N∑
l=0
γj,l
)
E
(
N∑
m=0
γk,m
)
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Per l’ipotesi che E(
∑N
i=0 γj,t,l) = 1 per ogni j, t otteniamo
cov(rOj,t, r
O
k,t) +
N∑
n=1
cov(rOj,t, r
O
k,t−n) +
N∑
n=1
cov(rOj,t−n, r
O
k,t) =
= cov(rj,t, rk,t)
Scholes e Williams (1977) avevano precedentemente ottenuto
cov(rj,t, rk,t) = cov(r
O
j,t, r
O
k,t) + cov(r
O
j,t, r
O
k,t−1) + cov(r
O
j,t−1, r
O
k,t)
Il motivo per cui essi ottengono N=1 e´ che in quest’ultimo modello i prezzi vengono
aggiornati, ovvero i titoli vengono scambiati, una volta per ogni periodo. Il risultato
individuato suggerisce di correggere lo stimatore di covarianza RC tenendo conto delle
covarianze tra i rendimenti di un titolo e i rendimenti nei periodi successivi e nei periodi
precedenti (che d’ora in avanti indicheremo rispettivamente con i termini inglesi lead e
lag) dell’altro titolo nel seguente modo
RCLL1,2 =
M∑
m=1
U∑
l=−L
r1m+lr
2
m
Griffin e Oomen (2006) mostrano tramite simulazione come la scelta appropriata del
numero di lag L e del numero di lead U da includere nella stima dipenda dalla frequenza
con cui i titoli vengono scambiati. In un modello con tempi di osservazione generati da un
processo di Poisson con intensita` λ essi derivano la funzione di autocovarianza di due titoli.
Dopo aver generato 5000 osservazioni per due scenari differenti, uno con λ1 = λ2 = 1000,
e l’altro con λ1 = 1000 e λ2 = 5000, osservano un plot dell’autocorrelazione tra r
1
m
e r2m+h rispetto ad h, simmetrico con il primo scenario e fortemente sbilanciato verso
sinistra, cioe´ una correlazione forte per valori negativi di h e bassa per valori positivi
di h, con il secondo scenario. In altri termini, come e´ anche facile intuire con l’ausilio
della Figura 4.1, i rendimenti del titolo scambiato meno frequentemente saranno piu`
verosimilmente correlati con i rendimenti di periodi precedenti del titolo scambiato piu`
frequentemente. Simmetricamente i rendimenti del titolo scambiato piu` frequentemente
saranno maggiormente correlati con i rendimenti di periodi successivi del titolo scambiato
meno frequentemente. Pertanto se il titolo 1 e´ scambiato con maggiore frequenza rispetto
al titolo 2 otterremo una maggiore riduzione del bias includendo nella stima un numero
maggiore di lag, ovvero con un maggiore L. In caso contrario sara` piu` utile includere un
numero maggiore di lead, ovvero incrementare U . Vedremo piu` avanti come la scelta di
U e L sia possibile tramite la minimizzazione del bias e della varianza dello stimatore.
Zhou (1996) adotta la correzione con lead e lag per stimare la varianza integrata in
presenza di microstructure noise. Effettuando un opportuno cambiamento del tempo la
semimartingala dei prezzi viene trasformata in un moto Browniano
dp(t) = dW (τ(t))
con τ(·) funzione deterministica. La varianza integrata nell’intervallo [0,T] e´ data da
IV = τ(T )− τ(0)
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Consideriamo la partizione dell’intervallo [0,T] in n sotto-periodi {t1, . . . ti, . . . tn}. Il
prezzo e il rendimento osservati ad un tempo ti sono
p(ti) = W (τ(ti))−W (τ(0)) + u(ti) u(t) ∼ WN(0, σ2t )
Xi = ω(ti−1, ti)Zti + u(ti)− u(ti−1)
dove ω2(ti−1, ti) = (τ(ti))−(τ(ti−1)) e ZT ∼ N(0, 1). Possiamo ottenere una stima corretta
della varianza integrata anche in presenza di disturbi mediante lo stimatore
n∑
i=1
(X2i +XiXi−1 +Xi+1Xi)
dato che E(X2i + XiXi−1 + Xi+1Xi) = τ(ti) − τ(ti−1). Infatti data l’indipendenza del
processo u da W abbiamo
E(X2i ) = E[(ω(ti−1, ti)Zti + u(ti)− u(ti−1))2] =
= τ(ti)− τ(ti−1) + σ2ti + σ2ti−1
E(XiXi−1) = −E[u(ti−1)2] = −σ2ti−1
E(XiXi+1) = −E[u(ti)2] = −σ2ti
Capitolo 6
Lo stimatore Cumulative Covariance
Al fine di risolvere il problema dell’asincronia delle transazioni dei diversi titoli, Hayashi
e Yoshida (2005) propongono lo stimatore Cumulative Covariance
CC12 :=
∑
i,j
r1(I i)r2(J j)1Ii∩Jj
dove, dati i tempi casuali delle transazioni (T 1,i)i=0,1,2,... e (T
2,j)j=0,1,2,..., I
i := T 1,i+1−T 1,i
e J j := T 2,j+1 − T 2,j, abbiamo
r1(I i) := p1(T 1,i+1)− p1(T 1,i)
r2(J j) := p2(T 1,j+1)− p2(T 1,j)
Con questo stimatore contribuiscono alla stima tutti i prodotti tra rendimenti del titolo 1
e del titolo 2 che si sovrappongono. Questo stimatore non necessita di alcuna procedura di
sincronizzazione che, come abbiamo visto, provoca bias nella stima. Inoltre esso utilizza
tutta l’informazione a disposizione dato che nessun prezzo osservato viene scartato.
Si considerino due titoli che seguono il processo di Itoˆ
dP lt = µ
l
tdt+ σ
l
tdW
l
t , P
l
0 = p
l, l = 1, 2
con d〈W 1,W 2〉t = ρtdt, dove ρ. ∈] − 1, 1[ e´ una funzione deterministica. Anche σl. e µl.
sono funzioni deterministiche. Indichiamo la covarianza integrata tra P 1 e P 2 con
〈W 1,W 2〉T =
∫ T
0
σ1t σ
2
t ρtdt =: θ
Se sup0≤t≤T | µkt |<∞, k = 1, 2, allora CC e` stimatore corretto e consistente di θ.
Dimostrazione Si assuma per semplicita` µltdt = 0 e introduciamo nuovi simboli
Kij := 1{Ii∩Jj 6=∅}
e per ogni insieme I in [0,∞[, si definisca
v(I) := v0(I) =
∫
I
σ1t σ
2
t ρtdt
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vk(I) :=
∫
I
(σkt )
2dt k = 1, 2∑
i
vk(I i)1{Ii 6=∅} =
∑
i
vk(I i) = vk(]0, T ])
∑
ij
vk(I i ∩ J j)Kij = vk(]0, T ])
∑
ij
vk(I i ∩ J j)Kij = vk(I i)
dove le I i e le J j sono partizioni di ]0,T]. Inoltre si definisca
∆P k(I) :=
∫ T
0
1I(t)σ
k
t dW
k
t k = 1, 2
Poiche´
E[CC] = E
[∑
ij
E{∆P 1(I i)∆P 2(J j)|Π}Kij
]
= E
[∑
ij
v(I i ∩ J j)Kij
]
= θ
CC e´ stimatore corretto di θ. Per dimostrare la consistenza di CC e´ dunque sufficiente
dimostrare che E[(CC)2] = θ2 + o(1). Se e´ cos`ı infatti V ar[CC] = o(1) e quindi CC → θ
in L2 per n → ∞. Si rimanda a tal fine al lavoro di Hayashi e Yoshida (2005) dove
correttezza e consistenza di CC vengono dimostrate anche per µltdt 6= 0.
Capitolo 7
Lo stimatore di Fourier
Malliavin e Mancino (2002, 2009) propongono uno stimatore che non richiede alcuna
procedura di sincronizzazione dei dati e in grado di comportarsi in presenza di noise meglio
dello stimatore di Hayashi e Yoshida (2005) che, vedremo, in questa circostanza ottiene
un MSE molto piu` elevato degli altri tipi di stimatori. Dato il vettore di semimartingale
dpj =
d∑
i=1
σji (t)dW
i
t + b
j(t)dt, j = 1, ..., n
con σ∗∗ e b
∗ processi stocastici adattati che soddisfano le ipotesi
E[
∫ 2pi
0
(bi(t))2dt] <∞, E[
∫ 2pi
0
(σji (t))
4dt] <∞ i = 1, ..., d, j = 1, ..., n
si puo` ottenere una relazione tra la trasformata di Fourier del logaritmo dei prezzi e la
trasformata di Fourier della matrice di volatilita`
Σij(t) =
d∑
i=1
σji (t)σ
k
i (t)
che consente di ricostruire la co-volatilita` Σ∗,∗(t) nell’intevallo [0, 2pi] (che puo` essere sem-
pre ottenuto con un cambio di origine e scalando). Piu` precisamente, definito un numero
intero k, la trasformata di Fourier di dpj per j = 1, ..., n e´ data da
F(dpj)(k) := 1
2pi
∫
]0,2pi[
e−iktdpj(t)
Data la trasformata di Fourier della funzione di co-volatilita` definita da un numero intero
k
F(Σij)(k) := 1
2pi
∫ 2pi
0
e−iktΣij(t)dt
Malliavin e Mancino (2009) dimostrano la seguente convergenza in probabilita` per ogni k
F(Σij)(k) = lim
N→∞
2pi
2N + 1
N∑
s=−N
F(dpi)(s)F(dpj)(k − s)
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Scegliendo k=0 come caso particolare, possiamo calcolare la covarianza integrata dati i
log-rendimenti dei titoli∫
]0,2pi[
Σijdt = lim
N→∞
(2pi)2
2N + 1
N∑
s=−N
F(dpi)(s)F(dpj)(k − s)
Sulla base di questo risultato Malliavin e Mancino (2009) costruiscono uno stimatore
consistente della covarianza integrata. Consideriamo due titoli che vengono scambiati
rispettivamente negli istanti di tempo {t1i , i = 1, ..., n1} e {t2i , i = 1, ..., n2}, supponendo
per semplicita` t11 = t
2
1 = 0 e t
1
n1
= t2n2 = 2pi. Sia ρ(n1) := max1≤i≤n1−1|t1i − t1i+1| e ρ(n2) :=
max1≤j≤n2−1|t2j − t2j+1| e ρ(n) := ρ(n1) ∨ ρ(n2). Inoltre I1i = [t1i , t1i+1[ e J2j = [t2j , t2j+1[. Lo
stimatore di Fourier e´
Σ12N,n1,n2 :=
(2pi)2
2N + 1
∑
|s|≤N
F(dp1n1)(s)F(dp2n2)(−s)
dove
F(dp1n1)(s) :=
1
2pi
n1−1∑
i=1
e(−ist
1
i )δI1i (p
1), F(dp2n2)(s) :=
1
2pi
n2−1∑
j=1
e(−ist
2
j )δJ2j (p
2)
e δI1i (p
1) := p1(t1i+1) − p1(t1i ), δJ2j (p2) := p2(t2j+1) − p2(t2j). Lo stimatore di Fourier puo`
essere anche riscritto come
Σ12N,n1,n2 =
∑
ij
DN(t
1
i − t2j)δI1i (p1)δJ2j (p2)I(I1i ∩J2j 6=∅)+
∑
ij
DN(t
1
i − t2j)δI1i (p1)δJ2j (p2)I(I1i ∩J2j =∅)
dove DN(t) e´ il kernel Dirichlet definito come
DN(t) :=
1
2N + 1
∑
|s|≤N
eist =
1
2N + 1
sin[(N + 1
2
)t]
sin t
2
che si noti dipende dal numero di frequenze N oltre che dalla distanza di tempo tra
due transazioni del titolo. Il primo addendo dello stimatore cos`ı riscritto generalizza lo
stimatore Cumulative Covariance, mentre il secondo e´ un aggiustamento che tiene conto
della correlazione tra rendimenti non sovrapposti. Malliavin e Mancino (2009) dimostrano
la seguente convergenza in probabilita` se ρ(n)N → 0
lim
n1,n2,N→∞
Σ12N,n1,n2 =
∫ 2pi
0
Σ12(t)dt
Lo stimatore di Fourier e´ pertanto, cos`ı come la Cumulative Covariance, stimatore consis-
tente della covarianza integrata. Mancino e Sanfelici (2008) calcolano il bias dello stima-
tore di Fourier per un dato numero di osservazioni e per un dato numero N di coefficienti
di Fourier
E[Σ12N,n1,n2 −
∫ 2pi
0
Σ12(t)dt] =
n1−1∑
i=1
n2−1∑
j=1
(DN(t
1
i − t2j)− 1)E[
∫
I1i ∩J2j
Σ12(t)dt]
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Pertanto tale stimatore e´ anche asintoticamente corretto sotto la condizione che ρ(n)N →
0 se n,N →∞. Mancino e Sanfelici (2008) calcolano inoltre la distorsione e il MSE dello
stimatore di Fourier in presenza di Microstructure Noise. Come gia` fatto precedentemente
si consideri il seguente modello per i prezzi osservati
p˜i(t) := pi(t) + ηi(t) per i = 1, 2
dove ηi(t) rappresenta il disturbo del prezzo del titolo al tempo t che risponde alle seguenti
assunzioni
• p := (p1, p2) e η := (η1, η2) sono processi indipendenti, η(t) e η(s) sono indipendenti
per s 6= t e E[η(t)] = 0 per ogni t
• E[ηi(t)ηj(t)] = ωij <∞ per ogni t, i, j = 1, 2
Fissando la seguente notazione
δI1i (p˜
1) := p˜1(t1i+1)− p˜1(t1i ) δJ2j (p˜2) := p˜2(t2j+1)− p˜2(t2j)
ε1I1i
:= η1(t1i+1)− η1(t1i ) ε2J2j := η
2(t2j+1)− η2(t2j)
lo stimatore di Fourier in presenza di disturbi e´ dato da
Σ˜12N,n1,n2 =
1
2N + 1
∑
|s|≤N
∑
ij
eist
1
i δI1i (p˜
1)e−ist
2
j δJ2j (p˜
2)
Teniamo conto dell’asincronia tra i due titoli scegliendo un tipo di campionamento
che potremmo definire di asincronia regolare (Voev e Lunde (2007)). Il titolo 1 viene
scambiato regolarmente ai tempi Π1 = {t1i : i = 1, ..., n1 e t1i+1 − t1i = 2pin1−1} . Anche
il titolo 2 viene scambiato a intervalli regolari Π2 = {t2j : j = 1, . . . , n2 e t2j+1 − t2j =
4pi
n1−1}, dove n2 = n1/2. I due titoli non vengono mai scambiati nello stesso istante
perche´ imponiamo t2j = t
1
2(j−1)+1 +
pi
n1−1 per j = 1, . . . , n2. Inoltre supponiamo t
1
1 = 0 e
t1n1 = 2pi e per semplicita` poniamo n := n1 e assumiamo n regolare. Con questo tipo di
campionamento asincrono il bias dello stimatore di covarianza di Fourier e´ dato da
E[Σ˜12N,n −
∫ 2pi
0
Σ12(t)dt] =
n
2
−1∑
j=1
2(j−1)+3∑
i=2(j−1)+1
(DN(t
1
i − t2j)− 1)E[
∫ t1i+1
t1i
Σ12(t)dt]
ed e´ quindi ancora asintoticamente corretto sotto la condizione che ρ(n)N → 0 se n,N →
∞. Il MSE invece e´ dato da
E[(Σ˜12N,n −
∫ 2pi
0
Σ12(t)dt)2] = o(1) + 2ω22
n−1∑
i=1
D2N(t
1
i − t2n
2
−1)E[
∫ t1i+1
t1i
Σ11(t)dt]
+2ω11
n
2
−1∑
j=1
D2N(t
1
n−1 − t2j)E[
∫ t2j+1
t2j
Σ22(t)dt] + 4ω22ω11D
2
N(t
1
n−1 − t2n
2
−1)
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dove o(1) e´ un termine che va a zero in probabilita`. Il secondo e il terzo addendo sono
costanti all’aumentare di n, in quanto I1j e J
2
j sono partizioni di [0, 2pi] (Voev e Lunde
(2007)). Il termine 4ω22ω11D
2
N(t
1
n−1− t2n
2
−1) converge alla costante 4ω22ω11 se ρ(n)N → 0
se n,N → ∞. Il MSE converge quindi a questo valore ad alte frequenze. Diverso il
comportamento dello stimatore Cumulative Covariance il cui MSE con questo modello e´
dato da
MSE[CC] = o(1)+
+2ω11
n
2
−1∑
j=1
E[
∫ t2j+1
t2j
Σ22(t)dt] + 2ω22
n−1∑
i=1
E[
∫ t1i+1
t1i
Σ11(t)dt] + 2(n− 1)ω11ω22
Questo valore aumenta con n e quindi diverge per frequenze di osservazione molto alte, a
causa del termine 2(n− 1)ω11ω22. Si dimostra che in assenza di noise e con asincronia nel
trading lo Stimatore di Fourier torna consistente. Anche con disturbi non i.i.d., Mancino
e Sanfelici (2008) ottengono risultati importanti per lo stimatore di Fourier di covarianza.
In particolare sotto l’ipotesi di noise dipendente dal prezzo e disturbi correlati per un
tempo finito lo stimatore di Fourier e´ ancora asintoticamente corretto. Inoltre tramite
simulazioni Montecarlo, vedremo che il suo comportamento in termini di MSE e´ molto
simile a quello con disturbi i.i.d..
Osserviamo infine che per stimare in presenza di noise e´ fondamentale adoperare un
livello opportuno di coefficenti di Fourier N . E’ infatti la possibilita` di troncare la serie
di Fourier ad un certo livello e trascurare cos`ı le frequenze piu` disturbate che in presenza
di noise garantisce, come vedremo nella simulazione, una stima migliore rispetto a quella
ottenibile tramite gli altri stimatori. Mancino e Sanfelici (2008) mostrano che il valore
ottimo di N puo` essere ottenuto mediante minimizzazione del MSE, e varia a seconda del
livello di asincronicita` nel trading e del livello di noise.
Capitolo 8
Performance degli stimatori
Finora abbiamo analizzato separatamente il problema dei microstructure noise e quel-
lo, tipico del contesto multivariato, della non sincronicita` dei dati sui prezzi dei titoli.
Come soluzione a quest’ultimo problema abbiamo introdotto due nuovi tipi di stima-
tori. Il primo e´ la correzione dello stimatore RC includendo il prodotto tra rendimenti
non contemporanei e l’altro e´ lo stimatore Cumulative Covariance di Hayashi e Yoshida.
Adesso analizziamo il comportamento dei tre stimatori visti finora quando il problema
del microstructure noise e quello dell’asincronia nel trading sono contemporaneamente
presenti.
Ricordiamo che i prezzi di un titolo j vengono osservati su un insieme di tempi discreti
{tjm}Mjm=1 con 0 ≤ tj1 < · · · < tjMj ≤ 1 e sono soggetti ad un errore di osservazione uj
pjm = s
j
m + u
j
m per m = 1, ...,Mj
dove Sj e´ il processo di prezzo efficiente e sjm = S
j(tjm). Griffin e Oomen (2006) hanno
derivato espressioni in forma chiusa per il bias e la varianza di ciascuno degli stimatori
sotto tre assunzioni
• Moto Browniano: il processo di prezzo efficiente S e´ un moto Browniano correlato,
ovvero Sj = σjW
j con d〈W iW j〉 = ρijdt
• Campionamento Poisson: i tempi delle osservazioni per il titolo j, {tjm}Mjm=1, sono
generate da un processo di Poisson con intensita` λj, e sono indipendenti dai tempi
per le osservazioni degli altri titoli. Si rimanda all’Appendice per una descrizione
completa del Processo di Poisson.
• Disturbi i.i.d.: il processo del disturbo uj e´ i.i.d. (0, ξ2j ) e indipendente dal processo
di prezzo efficiente
Abbiamo visto che lo stimatore Realized Covariance viene ottenuto sincornizzando i
prezzi dei titoli in modo da ottenere M rendimenti su intervalli regolari ∆ = 1/M
RC =
M∑
m=1
r1mr
2
m
con rjm = P
j
m/M − P j(m−1)/M dove per il metodo del last-tick esposto in precedenza
P jt = p
j
Nj(t)
Nj(t) = supn{n|tjn ≤ t}
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Per lo stimatore RC abbiamo
E[RC] = ρσ1σ2βM
dove
βM = 1− M
λ1 + λ2
(
λ1
λ2
µ2 +
λ2
λ1
µ1
)
con µj = 1− e−λj/M e
V [RC] =
(1 + 2ρ2)σ21σ
2
2
M
+ 4M
ρ2σ21σ
2
2
λ1 + λ2
(
µ1µ2
λ1 + λ2
+
λ1
λ22
µ2 +
λ2
λ21
µ1 − 1
M
(
λ1
λ2
+
λ2
λ1
))
−ρ
2σ21σ
2
2β
2
M
M
+ 2µ2σ
2
1ξ
2
2 + 2µ1σ
2
2ξ
2
1 + 4Mµ1µ2ξ
2
1ξ
2
2 + 2(M − 1)µ21µ22ξ21ξ22
La Realized Covariance e´ quindi stimatore distorto della covarianza integrata. Inoltre
risulta evidente l’effetto Epps anche in presenza di noise dato che limM→∞ βM = 0, e
limM→∞ V [RC] = 0. Per un aumento della frequenza di campionamento abbiamo quindi
due effetti opposti sull’errore quadratico medio (MSE) dello stimatore. Se da un lato
l’MSE si riduce per via della diminuzione della varianza, dall’altro aumenta per un in-
cremento del bias. Per via numerica puo` essere individuato il valore di M che minimizza
l’MSE dello stimatore. Questo valore ottimo sara` tanto piu` grande quanto maggiore e´
l’intensita` del trading dei due asset λ1 e λ2.
Il valore atteso e la varianza dello stimatore Realized Covariance corretto con lead e
lag
RCLL =
M∑
m=1
U∑
l=−L
r1m+lr
2
m
sono
E[RCLL] = ρσ1σ2β
∗
M
dove
β∗M = 1−
M
λ1 + λ2
(
λ1
λ2
µ2e
−λ2L∆ +
λ2
λ1
µ1e
−λ1U∆
)
e
V [RCLL] =
σ21σ
2
2(U + L+ 1)
M
+ 2Mρ2σ21σ
2
2µ
∗
1µ2(p1α1 + p2α2 + p3α3)−
ρ2σ21σ
2
2β
∗2
M
M
+2(M − 1)(µ∗1µ1 + µ∗1 − µ1)µ22ξ21ξ22 − 2(M − 1)µ22ξ22σ21(U + L)∆
+2µ2σ
2
1ξ
2
2(U + L+ 1) + 2µ
∗
1σ
2
2ξ
2
1 + 4Mµ
∗
1µ2ξ
2
1ξ
2
2
dove µ∗1 = 1− e−λ1∆(U+L+1), p1 = (1− e−Uλ1∆/µ∗1, p2 = µ1e−Uλ1∆/µ∗1, p3 = λ1λ1+λ2 (1−
e−L(λ1+λ2)∆.
L’incremento di U e di L se da un lato riduce il bias, dall’altro incrementa la varianza
dello stimatore. L’incremento di L o di U ha un effetto diverso a seconda che il titolo
1 sia scambiato piu` o meno frequentemente del titolo 2. Come abbiamo gia` osservato in
precedenza i rendimenti del titolo con minori transazioni hanno piu` probabilita` di essere
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correlati con i rendimenti precedenti piuttosto che con i lead dell’altro titolo. Pertanto le
equazioni del valore atteso e della varianza in questo caso sono importanti per stabilire non
solo la frequenza di campionamento ottimo, ma anche i valori di U e di L che minimizzano
il valore del MSE.
Infine il valore atteso e la varianza per lo stimatore Cumulative Covariance di Hayashi
e Yoshida
CC =
M1∑
i=1
∑
j∈Ai
R1iR
2
j
dove Rji = p
j
i − pji−1 e Ai = {j|(t1i−1, t1i ) ∩ (t2j−1, t2j) 6= 0} sono dati da
E[CC] = ρσ1σ2
e
V [CC] = 2σ21σ
2
2
λ1 + λ2
λ1λ2
+ 2
ρ2σ21σ
2
2
λ1 + λ2
(
λ2
λ1
+
λ1
λ2
)
+ 2σ21ξ
2
2 + 2σ
2
2ξ
2
1 + 4ξ
2
1ξ
2
2
λ1λ2
λ1 + λ2
Lo stimatore Cumulative Covariance rimane corretto anche in presenza di disturbi i.i.d.
ma in questo caso e´ inconsistente. Griffin e Oomen osservano che campionare con la piu`
alta frequenza possibile non e´ necessariamente la soluzione ottima, dato che questo com-
porta un’accumulazione fortissima di disturbi. Propongono pertanto di un’osservazione k
trascurando le altre. La varianza in questo nuovo caso si ottiene rimpiazzando λi/k a λi
nell’espressione precedente
V [CCk] = 2σ
2
1σ
2
2
(
λ1 + λ2
λ1λ2
+
ρ2
λ1 + λ2
(
λ2
λ1
+
λ1
λ2
))
k + 2σ21ξ
2
2 + 2σ
2
2ξ
2
1 + 4ξ
2
1ξ
2
2
λ1λ2
λ1 + λ2
k−1
da cui la frequenza di campionamento che minimizza il MSE e´
k¯ = argminbk∗c,dk∗eV [CC]
dove
k∗ =
√
2λ1λ2γ1γ2√
(1 + ρ2)(λ21λ
2
2) + 2λ1λ2
e
γi = λiξ
2
i /σ
2
i
indica il livello di disturbo e lo denominiamo noise ratio. E’ importante aumentare la
frequenza di campionamento, ovvero aggregare i rendimenti k∗ volte, quando otteniamo
k∗ > 1 che si verifica quando
γ1γ2 > 1 +
1
2
(1 + ρ2)
(
λ2
λ1
+
λ1
λ2
)
Ad esempio se γ1 = γ2 e λ1 = λ2 condizione sufficiente perche´ k
∗ > 1 e´ γ >
√
3.
Griffin e Oomen (2006) tramite una simulazione confrontano i 3 stimatori in termini
di MSE per 4 differenti livelli di disturbo, ovvero per diversi valori del noise ratio γi =
λiξ
2
i /σ
2
i . Per livelli nulli o bassi di noise il risultato e´ quello atteso: CC, specialmente
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se con raggruppamento riesce a raggiungere un MSE inferiore di RCLL il quale a sua
volta risulta piu` efficiente di RC. All’aumentare del livello dei disturbi la differenza di
efficienza tra gli stimatori si assottiglia tanto che per livelli di noise alti abbiamo che lo
stimatore RC e´ piu` performante di RCLL e di CC standard. Questo perche´ la correzione
contro il bias di RCLL e CC non e´ sufficiente a compensare l’accumulazione di disturbi.
Per livelli di disturbo ancora piu` alti (γi = 10) RC risulta anche piu` efficiente di CC con
raggruppamento per il quale e´ possibile verificare che k∗ = 6 contro un k∗ = 3 nel caso in
cui (γi = 4). Da questa analisi risulta quindi che l’ordine dei diversi stimatori in termini
di efficienza dipende strettamente dal livello di noise.
Mancino e Sanfelici (2008) effettuano un confronto delle capacita` di stima includendo
anche lo stimatore di Fourier, trovando risultati diversi a seconda del livello di asincronicita`
nel trading e del tipo di noise. Con parametri di Poisson λ1 = 2 e λ1 = 4 e con disturbi con
varianza pari al 90% della varianza totale del rendimento di un secondo, lo stimatore di
Fourier raggiunge il MSE piu` basso sia con disturbi correlati che con disturbi dipendenti
dal processo di prezzo, e in caso di disturbi incorrelati e´ secondo solo allo stimatore
Cumulative Covariance (CC). Quest’ultimo e´ la seconda migliore alternativa con noise
correlati, ma ottiene performance molto scarse in caso di noise dipendente. Dopo di
questi i MSE piu` bassi sono raggiunti nell”ordine da RC1min1, RCLL0.5min, RC0.5min,
RCLL1min, RC5min, RCLL5min.
Incrementando l’asincronicita` (λ1 = 5 e λ1 = 10) e di 10 volte la varianza dei disturbi,
otteniamo che lo stimatore CC minimizza il MSE con tutte e tre le diverse specificazioni
del noise. Dopo di questo la migliore alternativa in termini di MSE risulta essere lo
stimatore di Fourier seguito nell’ordine da RCLL0.5min, RCLL1min, RC1min, RC5min,
RC0.5min, RCLL5min.
Portando infine il livello di noise ad un livello corrispondente all’incirca a quello piu`
alto di Griffin e Oomen (2006), otteniamo anche qui che CC e´ il peggiore stimatore in
termini di MSE. Con un livello di noise cos`ı alto, lo stimatore di Fourier risulta di gran
lunga il miglior metodo di stima. Dopo di questo le migliori alternative risultano essere
RCLL1min o RC5min a seconda della specificazione del noise, seguiti dagli altri stimatori
le cui capacita` di stima relative variano a seconda del tipo di disturbi.
1Con una notazione che verra` usata anche piu` avanti, RC indica Realized Covariance, RCLL indica
Realized Covariance con lead e lag, CC indica Cumulative Covariance e in apice sono indicati gli intervalli
di sincronizzazione
Capitolo 9
Forecasting
Avevamo accennato nell’introduzione all’importanza di prevedere la volatilita` e la co-
volatilita` dei titoli per alcuni fini operativi del mondo finanziario. Tra questi avevamo
menzionato l’ asset allocation. Si consideri il classico problema di allocazione di portafoglio
di un investitore con funzione di utilita` di tipo media-varianza
minwtw
′
tΣtwt
w′tµt + (1− w′t1k)Rf = µp
dove wt e´ un vettore di k frazioni di portafoglio, µp e´ il target di rendimento atteso del
portafoglio e 1k e´ un vettore unitario colonna lungo k. I pesi che minimizzano la varianza
del portafoglio dato un certo target di rendimento atteso sono dati da
wt =
(µp −Rf )Σ−1t (µt −Rf1k)
(µt −Rf1k)′Σ−1t (µt −Rf1k)
Risulta evidente che il il successo dell’allocazione dipendera` fortemente da quella che e´
la previsione della matrice di varianza-covarianza al tempo (t+1) fatta al tempo (t). La
matrice Σ ha sulla sua diagonale varianze e al di fuori di essa le covarianze tra i titoli.
Come abbiamo gia` visto in precedenza varianze e covarianze sono soggette a problemi
diversi. Le varianze non sono soggette al problema dell’asincronia nelle transazioni dato
che la partizione considerata e´ una sola. Inoltre abbiamo visto che i microstructure noise,
se nella stima delle varianze integrate provocano una distorsione positiva, nel caso delle
covarianze tale bias puo` avere qualsiasi segno e non e´ presente qualora i disturbi siano
di tipo i.i.d.. Nei prossimi paragrafi faremo uno studio su dati simulati al fine di com-
prendere la capacita` dei vari stimatori non parametrici visti sinora nel misurare ex-post
la covarianza integrata e la loro capacita` nel prevedere la covolatilita` futura dei titoli.
Seguendo una ricca letteratura sviluppatasi a partire dal lavoro di Mincer e Zarnowitz
(1969), tale analisi verra` svolta confrontando gli R2 di regressioni lineari del vero val-
ore della covarianza integrata, conosciuto dal momento che i dati sono simulati, su una
costante e sulla previsione fatta mediante i diversi stimatori. Ad oggi, i numerosi lavori
che effettuano questo tipo di procedura sono volti al confronto delle capacita` di forecast-
ing degli stimatori non parametrici della varianza integrata. Si rimanda in particolare a
Andersen, Bollerlsev e Meddahi (2006), Barucci, Magno e Mancino (2009) e Aı¨t-Sahalia
e Mancini (2008). Il fine della simulazione Monte Carlo presentata nel prossimo capitolo
e´ quello di estendere tale tipo di analisi al contesto multivariato per misurare le capacita`
di forecasting degli stimatori della covarianza integrata.
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Capitolo 10
Analisi Monte Carlo
Generiamo i dati dal seguente modello bivariato a tempo continuo
dp1(t) = (µ1 − σ21(t)/2)dt+ σ1(t)dW1
dp2(t) = (µ2 − σ22(t)/2)dt+ σ2(t)dW2
dove µ1 = 0.05, µ2 = 0.055 e W1 e W2 sono Browniani correlati. I processi stocastici σ1(t)
e σ2(t) sono generati da 3 modelli diversi
Modello Heston (Modello 1)
dσ21(t) = k1(α1 − σ21(t))dt+ γ1σ1(t)dW3
dσ22(t) = k2(α2 − σ22(t))dt+ γ2σ2(t)dW4
con k1 = 5, α1 = 0.05 , γ1 = 0.5, k2 = 5.5, α2 = 0.045 , γ2 = 0.5
1.
Modello Heston con salti (Modello 2)
dσ21(t) = k1(α1 − σ21(t))dt+ γ1σ1(t)dW3 + J1dq1
dσ22(t) = k2(α2 − σ22(t))dt+ γ2σ2(t)dW4 + J2dq2
con k1 = 5, α1 = 0.05 , γ1 = 0.5, k2 = 5.5, α2 = 0.045 , γ2 = 0.5, J1 e J2 hanno
distribuzione esponenziale con parametro ξ = 0.025 e q e´ sono processi di Poisson in-
dipendenti da W3 e W4 con intensita` λ = 21600/2 che implica in media due salti in un
giorno.
Modello Ornstein-Uhlenbeck (Modello 3)
dσ1(t) = k1(α1 − σ1(t))dt+ γ1dW3
dσ2(t) = k2(α2 − σ1(t))dt+ γ2dW4
1Questi parametri soddisfano la condizione di Feller 2kα ≥ γ2 che garantiscono la stretta positivita`
del processo. Per la scelta dei parametri vedi inoltre Zhang e altri (2005)
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con k1 = 3, α1 = 0.28
2 , γ1 = 0.3, 2 = 3.5, α2 = 0.26 , γ2 = 0.3.
Per tutti i modelli fissiamo corr(W1,W2) = 0.35, corr(W1,W3) = −0.5, corr(W2,W4) =
−0.55 (Mancino e Sanfelici (2009)). I processi di disturbo η1l = η1(t1l ) e η2l = η2(t2l ) sono
i.i.d., normalmente distribuiti, indipendenti dal processo di prezzo e contemporaneamente
correlati. Fissiamo la correlazione a 0.5 e consideriamo quattro diversi livelli di deviazione
standard per i disturbi ω
1/2
ii = E[(η
i)2]1/2, 0 (assenza di noise), 0.002, 0.004. Consideriamo
inoltre il caso di noise dipendente dal processo di prezzo dove ηil = α(p
i(til)− pi(til−1) + η¯il
con η¯il i.i.d. con distribuzione normale. Per ciascuna giornata di trading (6 ore) generiamo
prezzi secondo per secondo per un totale 21600 prezzi al giorno. I tempi delle transazioni
dei due titoli vengono generate tramite un processo di Poisson con parametri λ1 = 6 e
λ2 = 8. Le simulazioni comprendono 750 replicazioni Monte Carlo, che corrispondono
all’incirca a tre anni.
Nella Tabelle 10.1–10.3 sono riportati i valori moltiplicati per 106 del MSE ottenuto
stimando IC12 mediante lo stimatore Realized Covariance (RC) per diversi intervalli di
sincronizzazione (indicati in apice) per i 4 diversi livelli di disturbo sui prezzi. Con ∗ sono
stati indicati i valori piu` bassi del MSE per ciascun livello di noise.
Tabella 10.1: Modello 1
ω
1/2
ii = 0 ω
1/2
ii = 0.002 ω
1/2
ii = 0.004 η
i dipendente
RC15sec 31.023 22.169 36.255 29.596
RC30sec 12.108 10.746 25.746 24.161
RC45sec 7.0481* 8.1097 18.007 19.487
RC1min 7.3985 8.0723* 20.478 18.151*
RC1min,15sec 7.7801 8.9565 19.363 19.011
RC1min,30sec 7.6872 9.4805 17.892* 19.198
RC2min 9.6285 11.467 22.331 21.421
RC5min 25.010 26.383 35.596 34.145
RC10min 45.893 48.166 54.909 54.701
I campionamenti che minimizzano il MSE sono, a seconda del modello e del livello
di noise, 45 secondi, 1 minuto, 1 minuto e 15 secondi, 1,5 minuti. Pertanto per il resto
dell’analisi considereremo come intervalli 1 minuto, che possiamo considerare il campi-
onamento ottimo in-sample, e 5 minuti. Dalla Tabella 10.1 risulta evidente l’effetto Epps:
riducendo la frequenza di campionamento a partire dalla frequenza ottima, la stima di-
venta piu` imprecisa. Non e´ un caso che l’aumento del noise, per intervalli molto sottili (15
secondi e 30 secondi) riduca il MSE. Infatti l’aumento del noise porta un incremento del
bias positivo, dovuto ad una correlazione positiva tra i disturbi, che controbilancia il bias
negativo dell’effetto Epps. Per intervalli piu` ampi invece l’aumento del noise porta ad un
peggioramento della stima in termini di MSE. Per lo stimatore RC corretto con lead e
lag (RCLL) consideriamo gli stessi due intervalli. Fissiamo il numero di lead e di lag a
1, in considerazione dell’ampiezza degli intervalli e della distanza attesa tra osservazioni
2Questo tipo di equazione differenziale stocastica, contrariamente a quelle corrispondenti ai model-
li precedenti che assumono quasi certamente valori positivi, puo` assumere valori negativi. Al fine di
evitare cio`, i valori della medie di lungo periodo dei due processi α1 e α2 sono stati fissati ad un valore
sufficientemente alto, come suggerito da Aı¨t-Sahalia e Mancini (2008)
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Tabella 10.2: Modello 2
ω
1/2
ii = 0 ω
1/2
ii = 0.002 ω
1/2
ii = 0.004 η
i dipendente
RC15sec 31.023 22.169 36.255 29.596
RC30sec 12.108 10.746 25.746 24.161
RC45sec 7.0481* 8.1097 18.007 19.487
RC1min 7.3985 8.0723* 20.478 18.151*
RC1min,15sec 7.7801 8.9565 19.363 19.011
RC1min,30sec 7.6872 9.4805 17.892* 19.198
RC2min 9.6285 11.467 22.331 21.421
RC5min 25.010 26.383 35.596 34.145
RC10min 45.893 48.166 54.909 54.701
Tabella 10.3: Modello 3
ω
1/2
ii = 0 ω
1/2
ii = 0.002 ω
1/2
ii = 0.004 η
i dipendente
RC15sec 31.023 22.169 36.255 29.596
RC30sec 12.108 10.746 25.746 24.161
RC45sec 7.0481* 8.1097 18.007 19.487
RC1min 7.3985 8.0723* 20.478 18.151*
RC1min,15sec 7.7801 8.9565 19.363 19.011
RC1min,30sec 7.6872 9.4805 17.892* 19.198
RC2min 9.6285 11.467 22.331 21.421
RC5min 25.010 26.383 35.596 34.145
RC10min 45.893 48.166 54.909 54.701
(λ1 = 6 e λ2 = 8). Per quanto riguarda invece lo stimatore di Fourier (Fourier) i livelli
ottimi del numero di frequenze da includere nella stima, che come abbiamo gia` osservato
in precedenza sono un elemento fondamentale per l’adeguata implementazione di questo
stimatore, sono tratti, per ciascun livello di noise, da Mancino e Sanfelici (2009).
Stima della covarianza integrata
Il principale indicatore per valutare le capacita` dei vari stimatori nello stimare IC12 =∫ T
0
Σ12(t)dt e´ il MSE. Esso esprime una misura sia della distorsione che della dispersione3
delle stime rispetto al valore vero IC12. A questo saranno affiancati gli indicatori
µ = E
[
IˆC12 − ∫ T
0
Σ12(t)∫ T
0
Σ12(t)dt
]
3Data la relazione
V ar[X] = E[X2]− (E[X])2
ponendo
X = IˆC − IC
dove IˆC e´ lo stimatore di IC, otteniamo
E[X2] = V ar[X] + (E[X])2 ⇒MSE(IˆC) = V ar[IˆC − IC] + [Bias(IˆC)]2
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e
std =
{
V ar
[
IˆC12 − ∫ T
0
Σ12(t)∫ T
0
Σ12(t)dt
]}1/2
che possiamo definire rispettivamente bias relativo e deviazione standard relativa. Queste
misure risultano piu` adeguate delle rispettive grandezze assolute per via del frequente
cambio di ordine di grandezza di IC12. Le tabelle 10.4–10.15 mostrano le statistiche per
ciascuno stimatore sotto i 3 diversi modelli per i 4 diversi livelli di disturbo.
Tabella 10.4: Modello 1: ω
1/2
ii = 0
MSE · 106 µ std
RC1min 0.72632 -0.11659 0.16099
RC5min 2.5279 -0.044592 0.36665
RCLL1min 1.428 -0.012561 0.28504
RCLL5min 7.2819 -0.013127 0.64395
CC 0.22959 -0.0021276 0.10884
Fourier 0.48382 -0.084299 0.13693
Tabella 10.5: Modello 1: ω
1/2
ii = 0.002
MSE · 106 µ std
RC1min 0.84055 -0.084216 0.21284
RC5min 2.7853 -0.03959 0.38686
RCLL1min 1.653 -0.010789 0.30972
RCLL5min 7.2399 -0.015707 0.64547
CC 3.6868 0.55521 0.35618
Fourier 0.53487 -0.0643 0.16433
Tabella 10.6: Modello 1: ω
1/2
ii = 0.004
MSE · 106 µ std
RC1min 1.9422 0.0076999 0.4128
RC5min 3.2238 -0.014491 0.46501
RCLL1min 2.5462 0.01149 0.45656
RCLL5min 7.9921 0.003407 0.69913
CC 52.983 2.2023 1.1938
Fourier 0.84746 0.24673 0.24673
Con tutti i modelli, in assenza di noise, lo stimatore piu` performante risulta essere
CC: esso ottiene il minore MSE, il minore µ e il minore std. Dopo di questo lo stimatore
con piu` basso MSE e´ il Fourier, seguito dagli stimatori RC1min e RCLL1min. Lo stima-
tore RC si comporta meglio di RCLL per entrambe le frequenze di campionamento, ma
RCLL1min risulta migliore di RC5min. I segni dei bias sono prevalentemente negativi a
causa dell’effetto Epps; valori inferiori di µ per gli stimatori RCLL rispetto a RC mostra-
no che i lead e i lag dello stimatore Realized Covariance correggono questo problema, a
svantaggio di un valore piu` elevato del MSE.
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Tabella 10.7: Modello 1: ω
1/2
ii = 0.004 con η
i dipendente
MSE · 106 µ std
RC1min 1.8272 0.009528 0.38686
RC5min 3.3806 -0.0072953 0.46634
RCLL1min 2.5552 0.0081143 0.44157
RCLL5min 8.1633 -0.012486 0.7049
CC 52.686 2.2008 1.2056
Fourier 0.86313 0.00072435 0.25542
Tabella 10.8: Modello 2: ω
1/2
ii = 0
MSE · 106 µ std
RC1min 2.0777 -0.10968 0.17134
RC5min 6.8745 -0.0093496 0.38143
RCLL1min 4.2226 -0.0026797 0.29318
RCLL5min 22.005 0.01975 0.66814
CC 0.64254 0.0039342 0.11365
Fourier 1.3097 -0.073856 0.14337
Con ω
1/2
ii = 0.002 le performance di CC peggiorano, tanto da essergli preferiti sia lo
stimatore di Fourier, il migliore con tutti i modelli considerando tutti gli indicatori, e
RC1min. Dopo di questi CC risulta il migliore sia con il modello 2 che con il modello 3,
mentre nel modello 1 CC e´ preferito solamente a RC5min. Incrementando ulteriormente
la deviazione standard dei disturbi a 0.004 le capacita` di CC di stimare la covarianza
integrata peggiorano ulteriormente divenendo l’alternativa peggiore tra gli stimatori con-
siderati e confermando in tal modo i risultati di Griffin e Oomen (2006) presentati in
precedenza. All’aumentare del noise si riscontra un aumento dei µ con segno positivo e
la riduzione dei valori dei bias con segno negativo. Questo e´ dovuto ad un aumento della
distorsione positiva creata dai disturbi, positivamente e contemporaneamente correlati tra
loro, che contrasta l’effetto Epps. L’incremento del noise mostra inoltre le capacita` dello
stimatore di Fourier di stimare con bassa distorsione anche con prezzi osservati disturbati.
La seconda migliore alternativa in presenza di disturbi risulta essere RC1min.
Tabella 10.9: Modello 2: ω
1/2
ii = 0.002
MSE · 106 µ std
RC1min 2.3432 -0.090771 0.20054
RC5min 7.1376 -0.0075687 0.38863
RCLL1min 4.6217 -0.0010493 0.30793
RCLL5min 22.867 0.020393 0.6846
CC 4.4027 0.30605 0.20977
Fourier 1.4336 -0.063567 0.15949
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Tabella 10.10: Modello 2: ω
1/2
ii = 0.004
MSE · 106 µ std
RC1min 3.5414 -0.041126 0.29083
RC5min 8.5448 0.014941 0.44162
RCLL1min 6.3335 -0.0088319 0.3788
RCLL5min 23.76 0.0037857 0.70346
CC 54.621 1.2368 0.66831
Fourier 1.9571 -0.01184 0.20989
Tabella 10.11: Modello 2: ω
1/2
ii = 0.004 con η
i dipendente
MSE · 106 µ std
RC1min 3.4104 -0.03462 0.29377
RC5min 8.5188 0.0091989 0.43591
RCLL1min 5.9353 0.012461 0.36322
RCLL5min 22.946 0.030363 0.69453
CC 55.467 1.2457 0.64947
Fourier 2.0725 -0.019513 0.2177
Capacita` previsive degli stimatori
In questa sezione vengono valutate le prestazioni degli stimatori quando le stime compiute
ex-post devono essere utilizzate per effettuare previsioni sul valore di IC12 un giorno
avanti. Seguendo Andersen e Bollerslev (1998) dividiamo il campione di 750 stime in
due parti. Il 30 per cento di esse vengono utilizzate per fittare un modello AR(1). Il
modello cos`ı ottenuto viene in seguito impiegato con la seconda parte delle stime per
generare 525 valori previsti per un giorno successivo di IC12 ( ˜ICt, dove t e´ il giorno in
cui viene formulata la previsione per il giorno successivo). Seguendo uno schema di tipo
expanding window, ogni volta che viene fatta la previsione per il giorno k-esimo, il valore
stimato del giorno k entra a far parte della prima parte del campione, e i parametri del
modello AR(1) vengono ristimati utilizzando un campione di stime maggiore. La scelta
del modello AR(1) per compiere previsioni viene da Aı¨t-Sahalia e Mancini (2008).
Seguendo una vasta letteratura, adotteremo la metodologia Mincer-Zarnowitz (1969)
per valutare le previsioni. Effettuiamo regressioni lineari del valore vero IC12 =
∫ T
0
Σ12(t)dt
su una costante e sul valore previsto utilizzando i diversi stimatori ( ˜IC
Stimatore
t ). In
Tabella 10.12: Modello 3: ω
1/2
ii = 0
MSE · 106 µ std
RC1min 2.7929 -0.12485 0.1796
RC5min 9.0752 -0.027586 0.39461
RCLL1min 4.9174 -0.0034098 0.30277
RCLL5min 25.367 -0.02789 0.66437
CC 0.76978 -0.0074287 0.11572
Fourier 0.174 -0.090931 0.14936
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Tabella 10.13: Modello 3: ω
1/2
ii = 0.002
MSE · 106 µ std
RC1min 3.0283 -0.10314 0.22243
RC5min 9.6692 -0.023117 0.41065
RCLL1min 5.1754 -0.0092683 0.32729
RCLL5min 25.911 -0.018386 0.67562
CC 4.0126 0.38166 0.46741
Fourier 1.8398 -0.071843 0.1801
Tabella 10.14: Modello 3: ω
1/2
ii = 0.004
MSE · 106 µ std
RC1min 4.4581 -0.033922 0.41537
RC5min 11.285 -0.0040296 0.51542
RCLL1min 6.525 -0.0041681 0.42118
RCLL5min 27.311 -0.040786 0.72049
CC 54.858 1.6168 1.7671
Fourier 2.3139 -0.02012 0.24825
particolare verranno compiuti due tipi di regressione
• Tipo A
IC12t+1 = α + β ˜IC
Stimatore
t + erroret
dove sottoponiamo a verifica l’ipotesi nulla
H0 : α = 0 ∩ β = 1
• Tipo B
IC12t+1 = φ0 + φ1 ˜IC
Fourier
t + φ2 ˜IC
Stimatore
t + erroret
dove sottoponiamo a verifica l’ipotesi nulla
H0 : φ = 0 ∩ φ1 = 1 ∩ φ2 = 0
oppure
H0 : φ = 0 ∩ φ1 = 0 ∩ φ2 = 1
Tabella 10.15: Modello 3: ω
1/2
ii = 0.004 con η
i dipendente
MSE · 106 µ std
RC1min 4.3883 -0.050681 0.39264
RC5min 10.364 -0.010572 0.49264
RCLL1min 6.5645 -0.009852 0.43678
RCLL5min 27.422 -0.036559 0.71115
CC 52.301 1.5851 1.8425
Fourier 2.5497 -0.019618 0.2578
54 CAPITOLO 10. ANALISI MONTE CARLO
Tabella 10.16: Modello 1: ω
1/2
ii = 0
α β R2
RC1min −0.000004
(0.0003474)
1.117839
(0.097172)
0.201933
RC5min 0.000738
(0.000352)
0.829643
(0.090279)
0.139026
RCLL1min 0.000465
(0.000329)
0.881635
(0.082219)
0.180228
RCLL5min 0.000531
(0.000594)
0.856355
(0.149614)
0.058948
CC 0.000033
(0.000318)
0.979946
(0.078595)
0.229134
Fourier 0.000302
(0.000321)
0.992705
(0.086295)
0.201931
φ0 φ1 φ2 R
2
RC1min 0.000067
(0.000349)
0.507175
(0.297374)
0.571219
(0.334858)
0.206356
RC5min 0.000219
(0.000349)
0.923437
(0.143273)
0.087429
(0.144309)
0.202492
RCLL1min 0.000147
(0.000333)
0.727880
(0.175001)
0.285988
(0.164513)
0.206525
RCLL5min 0.000521
(0.000548)
1.022683
(0.105589)
−0.083184
(0.168584)
0.202304
CC 0.000078
(0.000319)
−0.648950
(0.362069)
1.564667
(0.335529)
0.233849
Nelle tabelle 10.16–10.27 sono riportati i risultati delle regressioni per i 3 modelli.
Iniziamo analizzando i risultati per il Modello 1. In assenza di noise per nessuna delle
regressioni con una sola previsione (tipo A) e´ possibile rifiutare l’ipotesi nulla che α = 0
e β = 1 con i relativi test t, ad eccezione di RC5min. In particolare si osserva subito
che i β relativi a CC e allo stimatore di Fourier sono estremamente prossimi a uno. Per
questi due stimatori inoltre i valori del R2 sono i piu` elevati, assieme a quello di RC1min.
La regressione con due previsioni (tipo B) consente di chiarire le capacita` di forecasting
relative degli stimatori. Da tutte le regressioni si ottengono dei coefficenti φ0 e φ2 non
significativamente diversi da zero e l’impossibilita` di rifiutare l’ipotesi φ1 = 1 ad eccezione
di quella con RC1min e CC. Dalla regressione con Fourier e CC risulta evidente la
superiore capacita` previsiva di quest’ultimo. Non a caso l’R2 di questa regressione risulta
il piu` alto e quasi identico a quello ottenuto nella regressione con CC da solo. Nel
caso di RC1min abbiamo un valore molto simile per i coefficienti dei due stimatori: la
buona capacita` esplicativa dei due regressori si sovrappone e pertanto φ0 e φ2 risultano
notevolmente diversi da 1.
L’incremento della deviazione standard ω
1/2
ii dei disturbi a 0.002 porta un assottiglia-
mento delle differenze tra CC, Fourier e RC1, indicato sia dagli R2 delle regressioni di
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Tabella 10.17: Modello 1: ω
1/2
ii = 0.002
α β R2
RC1min −0.000354
(0.000371)
1.181359
(0.101036)
0.207233
RC5min 0.000836
(0.000348)
0.796593
(0.088197)
0.134931
RCLL1min 0.000471
(0.000339)
0.874991
(0.084406)
0.170453
RCLL5min 0.000661
(0.000555)
0.821723
(0.139147)
0.062512
CC −0.001971
(0.000492)
1.024191
(0.084912)
0.217636
Fourier 0.000051
(0.000336)
1.044178
(0.089017)
0.208290
φ0 φ1 φ2 R
2
RC1min −0.000319
(0.000370)
0.559886
(0.223615)
0.598317
(0.253637)
0.216645
RC5min 0.000007
(0.000354)
0.999369
(0.143440)
0.054192
(0.135959)
0.208531
RCLL1min −0.000007
(0.000347)
0.850902
(0.163698)
0.213251
(0.151636)
0.211278
RCLL5min 0.000241
(0.000512)
1.075457
(0.109535)
−0.077216
(0.157345)
0.208655
CC −0.001418
(0.000588)
0.395365
(0.231585)
0.673491
(0.222221)
0.221980
tipo A per questi stimatori che dalle statistiche t dei coefficienti della regressione di tipo
B con CC e Fourier. Si noti che sia nella regressione di tipo A che in quella di tipo B
con CC, il termine costante (α e φ0) risulta significativamente diverso da 0. Pertanto
non deve essere sopravvalutato il valore del R2 in quanto la variabilita` della variabile
dipendente (IC) e´ spiegata da un modello diverso da quello che soddisfa le ipotesi nulle.
Osservando le tabelle successive, si osserva che questa considerazione vale anche per le
altre due successive specificazioni del noise.
Incrementando ulteriormente il livello del noise ponendo ω
1/2
ii = 0.004, emerge in tutta
chiarezza la capacita` dello stimatore di Fourier di prevedere la covarianza integrata in
presenza di disturbi, grazie alle sue maggiori capacita` di stima. Dalle regressioni di tipo
A infatti risulta un R2 per lo stimatore di Fourier di gran lunga piu` alto in confronto
a quello di altri stimatori. Dalle regressioni di tipo B non risulta mai possibile rifiutare
l’ipotesi nulla φ0 = 0 ∩ φ1 = 1 ∩ φ2 = 0. L’unica eccezione, a prima vista abbastanza
sorprendente, viene da LL1min che non sembra apparentemente risentire in nessuna misura
dell’incremento del noise. Tuttavia il rifiuto dell’ipotesi nulla α = 0 e β = 1 per un
livello di significativita` del 10 per cento mostra che in realta` le previsioni derivanti dallo
stimatore RCLL1min non sono sufficientemente precise. Risultati simili si ottengono anche
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Tabella 10.18: Modello 1: ω
1/2
ii = 0.004
α β R2
RC1min 0.000253
(0.000478)
0.929774
(0.120137)
0.102758
RC5min 0.000568
(0.000386)
0.851450
(0.096477)
0.129621
RCLL1min 0.000629
(0.000333)
0.822995
(0.081617)
0.162770
RCLL5min 0.000689
(0.000631)
0.803431
(0.156436)
0.048012
CC −0.005137
(0.001143)
0.817820
(0.103181)
0.107237
Fourier 0.000025
(0.000386)
0.974251
(0.095172)
0.166921
φ0 φ1 φ2 R
2
RC1min −0.000012
(0.000463)
0.957520
(0.150970)
0.026231
(0.183632)
0.166954
RC5min −0.000353
(0.000411)
0.732261
(0.132722)
0.342357
(0.131629)
0.177580
RCLL1min −0.000252
(0.000387)
0.583189
(0.136486)
0.460841
(0.116757)
0.191064
RCLL5min 0.000024
(0.000596)
0.974171
(0.112859)
0.000228
(0.173537)
0.166921
CC −0.001311
(0.001264)
0.862396
(0.138597)
0.161111
(0.145152)
0.168883
ponendo disturbi dipendenti dal processo di prezzo. Si osserva in questo caso un generale
miglioramento delle capacita` previsive per tutti gli stimatori, ad eccezione dello stimatore
LL1min.
Passiamo ad analizzare le capacita` previsive degli stimatori con il modello 2. In questo
modello non possiamo rifiutare, per nessuno stimatore e per nessun livello del noise,
l’ipotesi nulla H0 : α = 0∩β = 1. In assenza di noise risulta evidente la maggiore capacita`
di forecasting di CC, resa evidente dalla regressione di tipo B, dalla quale emerge un
contributo aggiuntivo dello stimatore di Fourier quasi nullo. Incrementando ω
1/2
ii a 0.002
si osserva un peggioramento di CC. Nella regressione di tipo B con lo stimatore Fourier,
solo quest’ultimo ha un coefficiente non significativamente diverso da 1. Dopo Fourier,
CC resta comunque la migliore alternativa per la stima seguito nell’ordine da RC1min,
RCLL1min, RC5min, RCLL5min. Con un ulteriore incremento del disturbo sui prezzi
(ω
1/2
ii = 0.004) questo ranking rimane inalterato seppure vi sia una generale riduzione del
valore di R2 per tutti gli stimatori.
Analizziamo infine il forecasting della covarianza integrata generata con il modello
3. Con tutti i livelli di noise possiamo rifiutare l’ipotesi nulla α = 0 per gli stimatori
RCLL1min e RCLL5min utilizzando le relative statistiche t. Per tutti gli altri stimatori
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Tabella 10.19: Modello 1: ω
1/2
ii = 0.004 (dependent)
α β R2
RC1min −0.000168
(0.000443)
1.035199
(0.110950)
0.142699
RC5min 0.000480
(0.000421)
0.870024
(0.105102)
0.115842
RCLL1min 0.000691
(0.000349)
0.805162
(0.085624)
0.144620
RCLL5min 0.000488
(0.000584)
0.866172
(0.146692)
0.062498
CC −0.006205
(0.001069)
0.918993
(0.096937)
0.146646
Fourier 0.000295
(0.000344)
0.911539
(0.084732)
0.181190
φ0 φ1 φ2 R
2
RC1min −0.000061
(0.000433)
0.750983
(0.146035)
0.252166
(0.186881)
0.184037
RC5min 0.000096
(0.000409)
0.827080
(0.126830)
0.135511
(0.151396)
0.182446
RCLL1min 0.000085
(0.000361)
0.711344
(0.137141)
0.251365
(0.135591)
0.186547
RCLL5min 0.000074
(0.000548)
0.882884
(0.101291)
0.084752
(0.163883)
0.181610
CC −0.002973
(0.001193)
0.665401
(0.120416)
0.385660
(0.134943)
0.193805
non possiamo rifiutare l’ipotesi nulla α = 0 e β = 1 qualsiasi sia il livello di noise. In
assenza di noise gli R2 piu` alti per le regressioni di tipo A vengono raggiunti nell’ordine
da CC, Fourier e RC1min. Questo ranking viene confermato anche dalle regressioni di
tipo B, dove il coefficiente dello stimatore di Fourier e´ significativamente diverso da 1
solo nella regressione con CC. Una situazione analoga vale anche per ω
1/2
ii = 0.002, dove
si riscontra solo una riduzione generalizzata degli R2. Con un livello del noise ancora
piu` alto (ω
1/2
ii = 0.004) le prestazioni di CC peggiorano ulteriormente, e lo stimatore di
Fourier risulta ancora una volta l’alternativa migliore, seguito da RC1min.
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Tabella 10.20: Modello 2: ω
1/2
ii = 0
α β R2
RC1min 0.001306
(0.000731)
0.907106
(0.121580)
0.096198
RC5min −0.000059
(0.001194)
1.012111
(0.178017)
0.058209
RCLL1min 0.001390
(0.000834)
0.790926
(0.123253)
0.0729897
RCLL5min 0.001043
(0.002143)
0.821447
(0.310686)
0.013190
CC 0.000915
(0.000692)
0.859662
(0.101670)
0.120261
Fourier 0.000683
(0.000754)
0.972470
(0.120635)
0.110520
φ0 φ1 φ2 R
2
RC1min 0.000681
(0.0007561)
0.959923
(0.331079)
0.013472
(0.331017)
0.110522
RC5min 0.000595
(0.001167)
0.960191
(0.173269)
0.024555
(0.248484)
0.110536
RCLL1min 0.000820
(0.000827)
1.047994
(0.222449)
−0.089991
(0.222628)
0.110798
RCLL5min 0.002344
(0.0020419)
1.024624
(0.134576)
−0.287974
(0.329055)
0.111823
CC 0.000913
(0.000756)
0.002653
(0.420888)
0.857507
(0.356678)
0.120261
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Tabella 10.21: Modello 2: ω
1/2
ii = 0.002
α β R2
RC1min 0.0011182
(0.000756)
0.922558
(0.123791)
0.096001
RC5min 0.000146
(0.001108)
0.978836
(0.164671)
0.063283
RCLL1min 0.00110
(0.000867)
0.832733
(0.127874)
0.075005
RCLL5min 0.000636
(0.002392)
0.882914
(0.347808)
0.012171
CC 0.000915
(0.000692)
0.859662
(0.101670)
0.120261
Fourier 0.000602
(0.000782)
0.976122
(0.124071)
0.105824
φ0 φ1 φ2 R
2
RC1min 0.000479
(0.000791)
0.719735
(0.2752956)
0.284992
(0.273177)
0.107685
RC5min −0.000076
(0.001084)
0.869118
(0.171470)
0.201065
(0.222352)
0.107223
RCLL1min 0.000423
(0.000867)
0.895219
(0.209674)
0.101738
(0.212469)
0.106217
RCLL5min 0.002226
(0.002287)
1.020312
(0.137200)
−0.276603
(0.365927)
0.106802
CC −0.000054
(0.001146)
0.739446
(0.327047)
0.251801
(0.321916)
0.106871
60 CAPITOLO 10. ANALISI MONTE CARLO
Tabella 10.22: Modello 2: ω
1/2
ii = 0.004
α β R2
RC1min 0.000986
(0.000961)
0.895655
(0.149719)
0.064044
RC5min −0.000498
(0.001460)
1.048219
(0.212005)
0.044655
RCLL1min 0.001320
(0.000893)
0.802704
(0.132180)
0.065869
RCLL5min 0.001051
(0.002358)
0.825995
(0.344308)
0.010884
CC −0.005818
(0.001692)
0.905039
(0.122103)
0.095061
Fourier 0.000602
(0.000756)
0.931994
(0.114469)
0.112491
φ0 φ1 φ2 R
2
RC1min 0.000945
(0.000937)
1.026931
(0.191020)
−0.151089
(0.243292)
0.113146
RC5min 0.000376
(0.001415)
0.915208
(0.144821)
0.048994
(0.258519)
0.112552
RCLL1min 0.000407
(0.000888)
0.880422
(0.167560)
0.079542
(0.188595)
0.112794
RCLL5min 0.002255
(0.002239)
0.971120
(0.124907)
−0.279109
(0.355883)
0.113536
CC −0.002973
(0.001824)
0.659515
(0.170448)
0.387383
(0.180055)
0.120291
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Tabella 10.23: Modello 2: ω
1/2
ii = 0.004 (dependent)
α β R2
RC1min 0.001113
(0.000851)
0.875627
(0.132314)
0.077268
RC5min −0.000351
(0.001307)
1.030707
(0.190398)
0.053060
RCLL1min 0.000987
(0.000999)
0.841467
(0.146242)
0.059535
RCLL5min 0.001049
(0.002128)
0.814985
(0.306416)
0.013346
CC −0.005304
(0.001923)
0.866602
(0.138627)
0.069526
Fourier 0.001121
(0.000774)
0.853252
(0.117234)
0.091970
φ0 φ1 φ2 R
2
RC1min 0.000604
(0.000858)
0.63417
(0.19656)
0.30544
(0.22007)
0.095309
RC5min 0.000113
(0.001284)
0.75251
(0.15563)
0.2436
(0.24752)
0.093652
RCLL1min 0.000999
(0.000982)
0.82299
(0.19038)
0.047101
(0.23335)
0.092041
RCLL5min 0.002268
(0.002051)
0.88945
(0.13172)
−0.19953
(0.33028 )
0.092604
CC −0.001251
(0.002181)
0.69034
(0.18263)
0.24812
(0.21334)
0.094317
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Tabella 10.24: Modello 3: ω
1/2
ii = 0
α β R2
RC1min 0.000829
(0.000466)
1.017880
(0.076003)
0.255373
RC5min 0.000739
(0.000556)
0.932170
(0.082737)
0.195307
RCLL1min 0.001083
(0.000497)
0.856956
(0.071587)
0.215067
RCLL5min 0.001472
(0.000570)
0.813046
(0.084133)
0.151509
CC 0.000419
(0.000457)
0.962813
(0.065928)
0.289672
Fourier 0.000559
(0.000460)
1.027368
(0.072517)
0.277337
φ0 φ1 φ2 R
2
RC1min 0.000554
(0.000465)
1.007878
(0.252982)
0.021007
(0.261203)
0.277346
RC5min 0.000308
(0.000530)
0.935381
(0.120486)
0.124548
(0.130271 )
0.278600
RCLL1min 0.000648
(0.000481)
1.121900
(0.166483)
−0.099488
(0.157695)
0.277888
RCLL5min 0.000186
(0.000542)
0.942028
(0.097749)
0.136160
(0.104661)
0.279673
CC 0.000407
(0.000460)
0.080665
(0.321495)
0.890720
(0.294810)
0.289758
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Tabella 10.25: Modello 3: ω
1/2
ii = 0.002
α β R2
RC1min 0.000762
(0.000485)
1.009718
(0.077908)
0.243094
RC5min 0.000527
(0.000576)
0.965080
(0.085909)
0.194390
RCLL1min 0.000990
(0.000498)
0.875827
(0.072133)
0.219898
RCLL5min 0.001343
(0.000594)
0.831692
(0.087866)
0.146255
CC −0.000863
(0.000559)
0.915157
(0.064900)
0.275462
Fourier 0.000546
(0.000467)
1.015766
(0.072720)
0.271700
φ0 φ1 φ2 R
2
RC1min 0.000513
(0.000479)
0.955105
(0.210428)
0.067943
(0.221140)
0.271832
RC5min 0.000170
(0.000549)
0.894375
(0.118164)
0.172922
(0.132728)
0.274061
RCLL1min 0.000483
(0.000488)
0.953918
(0.156099)
0.067004
(0.149609)
0.271980
RCLL5min 0.000120
(0.000563)
0.928994
(0.096819)
0.146526
(0.108049)
0.274257
CC −0.000416
(0.000617)
0.435522
(0.254563)
0.541554
(0.227777)
0.279503
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Tabella 10.26: Modello 3: ω
1/2
ii = 0.004
α β R2
RC1min 0.000482
(0.000527)
1.006750
(0.081116)
0.227518
RC5min 0.000676
(0.000579)
0.940220
(0.086255)
0.185128
RCLL1min 0.001015
(0.000527)
0.861248
(0.075606)
0.198784
RCLL5min 0.001340
(0.000582)
0.838915
(0.838914)
0.151693
CC −0.006833
(0.001154)
0.985750
(0.082885)
0.212874
Fourier 0.000304
(0.000483)
1.001974
(0.071578)
0.272553
φ0 φ1 φ2 R
2
RC1min 0.000139
(0.000515)
0.878454
(0.152433)
0.153862
(0.167634)
0.273725
RC5min −0.000182
(0.000556)
0.864218
(0.106239)
0.211905
(0.120962)
0.276805
RCLL1min 0.000310
(0.000512)
1.005786
(0.138238)
−0.004485
(0.139134)
0.272555
RCLL5min −0.000362
(0.000566)
0.875353
(0.090973)
0.228826
(0.102098)
0.279487
CC −0.000898
(0.001427)
0.898554
(0.135939)
0.135432
(0.151329)
0.273668
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Tabella 10.27: Modello 3: ω
1/2
ii = 0.004 (dependent)
α β R2
RC1min 0.001086
(0.000509)
0.916168
(0.078558 )
0.206383
RC5min 0.000525
(0.000568)
0.944674
(0.082919)
0.198828
RCLL1min 0.000819
(0.000530)
0.896259
(0.076634)
0.207314
RCLL5min 0.001999
(0.000546)
0.733217
(0.080375)
0.137274
CC −0.006119
(0.001013)
0.948682
(0.073726)
0.240461
Fourier 0.000806
(0.000479)
0.925167
(0.070884)
0.245692
φ0 φ1 φ2 R
2
RC1min 0.000660
(0.000503)
0.798719
(0.150521)
0.154876
(0.162633)
0.247001
RC5min 0.000056
(0.000553)
0.698398
(0.110449)
0.334287
(0.125367)
0.255829
RCLL1min 0.000508
(0.000520)
0.748547
(0.139405)
0.216234
(0.147019)
0.248806
RCLL5min 0.000383
(0.000541)
0.823981
(0.093168)
0.164929
(0.098783)
0.249700
CC −0.003221
(0.001229)
0.530657
(0.131400)
0.483488
(0.136197)
0.263474

Conclusioni
Si osserva che la correzione con lead e lag dello stimatore Realized Covariance non miglio-
ra ne´ la stima ne´ la previsione della covarianza integrata neppure in assenza di disturbi.
Lo stimatore Cumulative Covariance e´ senza dubbio il piu` performante con ω
1/2
ii = 0.
Tuttavia all’aumentare di ω
1/2
ii le sue prestazioni si deteriorano pesantemente, con un in-
cremento del MSE nella stima e una previsione sempre meno puntuale, tanto da preferirgli
RC, che risente anch’esso della presenza dei disturbi, ma in maniera meno accentuata.
Cio` avviene perche´ CC include nella stima un gran numero di prodotti tra rendimenti che
si traduce in un’elevata accumulazione di disturbi. Trovano pertanto conferma i risultati
di Griffin e Oomen (2006).
Con ω
1/2
ii = 0 lo stimatore di Fourier risulta l’alternativa migliore dopo CC, dimostran-
do di risolvere efficacemente il problema dell’asincronia nel trading. Questo stimatore ab-
biamo visto, proprio come CC, non necessita della sincronizzazione dei dati che provoca
bias nella stima. All’aumentare di ω
1/2
ii si palesa la superiorita` dello stimatore di Fourier
in presenza di noise. Il MSE aumenta in misura relativamente bassa: con il Modello 1
ad esempio, incrementando ω
1/2
ii da 0 a 0.004, abbiamo un aumento di MSE del 75% per
cento, contro un aumento del 167% per RC1min. Nelle regressioni di tipo B non risulta
mai possibile, per nessun modello, rifiutare l’ipotesi nulla φ = 0 ∩ φ1 = 1 ∩ φ2 = 0 con
ω
1/2
ii = 0.004.
Con tutti i modelli e con tutte le specificazioni del noise, si osserva che il ranking
degli stimatori relativo alla loro capacita` di stima equivale a quello tratto dalle regressioni
lineari. Possiamo pertanto concludere che una maggiore capacita` di stimare ex-post le
covarianze integrate si riflette in una migliore previsione della covarianza integrata per il
periodo successivo.
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Appendice
Processo di Poisson
Un modo per considerare istanti di tempo casuali per le transazioni e´ quello di modellarle
secondo un particolare tipo di processo stocastico, il processo di Poisson. Andiamo a
vedere, dopo alcune definizioni preliminari, quali sono le sue proprieta`.
Una variabile casuale T si dice avere una distribuzione esponenziale con tasso λ se la
sua funzione di densita` di probabilita` fT (t) e´
fT (t) = λe
−λt per t ≥ 0
fT (t) = 0 per t < 0
o equivalentemente se la sua funzione di distribuzione (o di ripartizione) e´
FT (t) = P (T ≤ t) = 1− e−λt
Integrando per parti otteniamo
E(T ) =
∫
t · fT (t)dt =
∫ ∞
0
t · λe−λtdt =
= −te−λt |∞0 +
∫ ∞
0
e−λtdt
=
1
λ
e
E(T 2) =
∫
t2 · fT (t)dt =
∫ ∞
0
t2 · λe−λtdt =
−t2e−λt |∞0 +
∫ ∞
0
2te−λtdt =
2
λ2
Pertanto la varianza e´
V ar(T ) = E(T 2)− E(T )2 = 1
λ2
Una importante proprieta` di questo tipo di variabile aleatoria e´ la mancanza di memoria.
In simboli
P (T > t+ s|T > t) = P (T > s)
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infatti
P (T > t+ s|T > t) = P (T > t+ s)
P (T > t)
=
e−λ(t+s)
e−λt
= e−λs = P (T > s)
Si considerino ora una serie di variabili t1, t2, . . . con distribuzione esponenziale con tas-
so λ. Si dimostra facilmente che la somma Tn = t1 + · · ·+tn ha distribuzione gamma(n, λ)
ovvero la funzione di densita` di Tn e´ data da
fTn(t) = λe
−λt · (λt)
n−1
(n− 1)! per t ≥ 0, 0 altrimenti
Si definisce processo di Poisson il processo N(s) tale che
N(s) = max{n : Tn ≤ s}
Pertanto N(s) = n se e solo se Tn ≤ s < Tn−1. Ipotizziamo ora che Tn = t. Notiamo che
affinche´ Tn+1 > s, dobbiamo avere tn+1 > s − t. Dato che tn+1 e´ indipendente da Tn, ne
segue che
P (N(s) = n) =
∫ s
0
fTn(t) · P (tn+1 > s− t)dt
da cui sostituendo le funzioni di densita` e di ripartizione otteniamo
=
∫ s
0
λe−λt · (λt)
n−1
(n− 1)! .e
−λ(s−t)dt
=
λn
(n− 1)!e
−λs
∫ s
0
tn−1dt =
e−λs
(λs)n
n!
Ricordiamo che X ha una distribuzione di Poisson con media µ se
P (X = n) = e−µ
µn
n!
per n = 0, 1, 2, . . .
Pertanto N(s) ha una distribuzione di Poisson con media λs. Possiamo infine definire
processo di Poisson un processo stocastico {N(s), s ≥ 0} tale che
• N(0) = 0
• N(t+ s)−N(s) = Poisson(λt)
• N(t) ha incrementi indipendenti
dove l’ultima proprieta` e´ facilmente derivabile dalla proprieta` di mancanza di memoria
delle variabili con distribuzione esponenziale.
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Dimostrazione
Si dimostra qui il risultato di Hayashi e Yoshida (2005) presentato nel capitolo 4.
Sia Gki := {Nk salta almeno un volta in ](i− 1), ih]}, k = 1, 2. Si noti che se Nk non
ha salti in ](i− 1), ih] allora
τ k(ih) 6 (i− 1)h
⇔ τ k(ih) = τ k((i− 1)h)
⇒ P kτk(ih) − P kτk((i−1)h) = 0
Dato un intervallo I :=]a, b], 0 ≤ a < b < ∞, si indichi la variazione del prezzo su
quell’intervallo con ∆P (I) := P (b) − P (a). Inoltre sia Ik,i :=]τ k((i − 1)h), τ k(ih)], i =
0, 1, 2, ..., k = 1, 2. Si noti che se τ 1(ih)∧ τ 2(ih) ≥ τ 1((i− 1)h)∨ τ 2((i− 1)h) su G1i ∩G2i .
Abbiamo
E[RC] = E
[
m∑
i=1
1(I1,i)2(I2,i)] = E
[
m∑
i=1
E
{
1(I1,i)2(I2,i)1G1i∩G2i |Π}
]
= E
[
m∑
i=1
E
{(
1(I1,i1 ) +
1 (I i)2) +
1 (I1,i3 )
) (
2(I2,i1 ) +
2 (I i)2) +
2 (I2,i3 )
)
1G1i∩G2i |Π
}]
= E
[
m∑
i=1
E
{
∆P 1(I i2)
2(I i2)|Π} 1G1i∩G2i
]
= E
[
m∑
i=1
∆〈P 1, P 2〉(I i2)1G1i∩G2i
]
dove, per k=1,2
Ik,i1 :=]τ
k((i− 1)h), τ 1((i− 1)h) ∨ τ 2((i− 1)h)]
I i2 :=]τ
k((i− 1)h) ∨ τ 2((i− 1)h), τ 1(ih) ∧ τ 2(ih)]
Ik,i3 :=]τ
1(ih) ∧ τ 2(ih), τ k(ih)]
dimostrando cos`ı la prima parte del teorema. In particolare se 〈P 1, P 2〉 e´ crescente, allora
m∑
i=1
∆〈P 1, P 2〉(I i2)1G1i∩G2i ≤
m∑
i=1
(〈P 1, P 2〉τ1(ih)∧τ2(ih) − 〈P 1, P 2〉τ1((i−1)h)∧τ2((i−1)h))
= 〈P 1, P 2〉τ1(mh)∧τ2(mh) − 〈P 1, P 2〉τ1(0)∧τ2(0)
= 〈P 1, P 2〉τ1(T )∧τ2(T )
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