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The weight distribution is Constructions of Skew-Tolerant and Skew-Detecting Codes 
Mario Blaum, Jehoshua Bruck, and Levon H. Khachatrian 
Weight Count 
0 1 
18 185 
20 183 
22 225 
2A 155 
26 195 
28 45 
30 35 
These results suggest that the class of QC codes, or even just the 
subclass of 1-generator QC codes, will yield many more good codes. 
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Abstract- Recently the paradigm of skew-tolerant parallel 
asynchronous communication was introduced, along with constructions 
for codes that can tolerate or detect skew. Some of these constructions 
were improved in [SI. In this paper these constructions are improved 
upon hrther, and we prove that the new constructions are, in a certain 
sense, optimal. 
Index rem-Parallel asynchronous communication, skew, error cor- 
recting codes, unidirectional errors, t-error correcting/all unidirectional 
error detecting (EC/AUED) codes, pipelined transmission. 
I. INTRODUC~ON 
In [lo], a coding solution to the problem of parallel asynchronous 
communications was presented. After transmission of each codeword, 
the receiver acknowledges reception of the message through a hand- 
shake mechanism. In this way, skew between messages is avoided. 
From a coding point of view, the problem is identifying the end of a 
message. As pointed out in [lo], the codes that accomplish this task 
are the so called unordered codes. 
A more complicated coding situation occurs when acknowledgment 
of the message is not allowed. In principle, this is an attractive 
alternative, since it would allow pipelined utilization of the channel, 
with increased data throughput. However, the difficulty now is that 
there might be skew between messages, i.e., signals from a second 
transmitted vector may arrive before the current vector has been 
completely received. Necessary and sufficient conditions for codes 
that can either detect or correct a certain amount of skew were 
given in [2]. For further motivation and description of the problem, 
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the reader is referred to [2], [lo]. In this paper, we concentrate on 
constructions of codes that can detect or tolerate skew below a certain 
threshold. 
Let us recall some of the notation given in [2]. Given two binary 
vectors X and Y of length n, we denote by N ( X , Y )  the number of 
coordinates in which X is 1 and Y is 0. For example, if X = 10110 
and Y = 00101, we have N ( X ,  Y) = 2 and N(Y,  X )  = 1. Notice 
that N ( X ,  Y)+N(Y,  X) = dH(X, Y ) ,  where d H  denotes Hamming 
distance. 
In [2], theorems that characterize ( t l ,  tZ)-skew-detecting and skew- 
tolerant codes were proven. Here we present the theorems in the form 
of definitions as follows. 
Definition 1.1: Let tl and t z  be two nonnegative integers, and let 
t = min{tl,tz} and T = max{tl,tZ}. We say that a binary code 
C of length n is ( t l ,  tz)-skew-detecting (SD) if and only if, for any 
pair of distinct codewords X,Y E C, at least one of the following 
two conditions occurs: (a) min{N(X, Y), N(Y,  X)} 2 t + 1 or (b) 
min{N(X, Y), N ( Y ,  X)} 2 1 and max{N(X, Y), N(Y,  X)}  2 
T+1. 
Definition 1.2: Let tl and t 2  be two nonnegative integers, and 
let t = min{tl,tz}. We say that a binary code C of length 
n is ( t l ,  t2)-skew-tolerant (ST)  if‘ and only if, for any pair of 
distinct codewords X,Y E C, at least one of the following two 
conditions occurs: (a) min{N(X, Y), N(Y, X)} 2 t + 1 or (b) 
min{N(X, Y), N(Y,  X)}  2 1 and max{N(X, Y), N(Y,  X)} 2 
tl + t z  + 1. 
As pointed out in [2], a family of (tl, tZ)-SD or ST codes is 
given by the so called t-error correctinglall unidirectional error de- 
tecting (EC/AUED) codes [4]-[6], since a t-ECIAUED code satisfies 
condition (a) in both Definitions 1.1 and 1.2. 
A generally better family of ( t l ,  tZ)-SD or ST codes in terms of 
redundancy is given by the so called error correcting unordered (ECU) 
codes [2], [3]. 
Definition 1.3: We say that a code C is error correcting unordered 
(ECU) with minimum distance d if, for any distinct X,Y E C, the 
next two conditions are satisfied: 
1) dH(X, Y )  = N ( X ,  Y )  + N(Y,  X )  2 d. 
2) min{N(X, Y), N(Y,  X)} 2 1. 
The connection between ECU codes and ( t l ,  t2)-SD and ST codes 
Lemma 1.1: Let tl and t 2  be positive integers and t = 
1) Let C be an ECU with minimum distance 2 tl + t z  + 1. Then 
2) Let C be an ECU with minimum distance 2 tl + tz  + t + 1. 
is given by the following lemma. 
min{tl,tz}. Then: 
C is ( t l ,  t2)-SD. 
Then C is ( t l ,  tZ)-ST. 
A proof of Lemma 1.1 is given in [2]. 
A method to construct systematic ECU codes is given next. This 
method is a generalization of the well known Berger construction [l]. 
By 1. we denote the integer part of z. Also, rz1 = z if z is an 
integer and 1. = 1. + 1 if z is not an integer. 
Construction 1.1: Assume that we want to construct an ECU code 
C with minimum distance d and dimension k. Choose an [n’, k, d] 
error correcting (EC) code C’. Let g be an information vector of 
length k. Then proceed as follows. 
1) Encode 21 into a vector g E C’. 
2) Let j be the Hamming weight of g. Then append to g the binary 
representation of [(n’ - j ) / d J .  
The code obtained with this encoding procedure is ECU with mini- 
mum distance d, as proven in [2]. The length of the tail added to the 
error-correcting code is peg, [(n’ + l)/dll. 
Improved constructions for ( t l ,  tz)-ST codes were given in [8]. 
In the next section, we give a general method for constructing 
( t l ,  t2)-SD and ST codes. We show how the construction in [8] 
fits into the general method and we give a new construction that 
improves it generally by a bit. In Section 111, we prove that the 
construction in Section I1 is optimal, in a sense. Section IV presents 
some constructions that improve upon those in Section I1 using ad 
hoc methods. We finally draw some conclusions and provide tables 
with parameters for some ( t l ,  tZ)-SD and ST codes. 
11. CONSTRUCTIONS OF SYSTEMATIC (tl ,tz)-SD AND ST CODES 
In this section, we construct ( t l ,  t2)-SD and ST codes. Since, by 
Definition 1.1 (Definition 1.2), a code is ( t l ,  tZ)-SD (ST) if and only 
if it is ( t z ,  tl)-SD (ST), from now on we assume, as in [8], that 
tl 5 t z .  The procedure involves adding three tails to the information 
bits: the first tail encodes the information bits into an [n’, k, 2tl + 21 
error-correcting code (for a table with the best error-correcting codes, 
see [ll]); the second tail, to be described below, makes the code 
satisfy the conditions in Definitions 1.1 or 1.2; the third tail merely 
unorders the code. We start with a definition. 
Definition 2.1: Given two positive integers w and m, a T(w, m)- 
matrix is a binary matrix with w rows %, gl, . . . , gw-l such that, 
for any two rows 3, and gJ, 0 5 i < j 5 w - 1, at least one of the 
following two conditions occurs: 
a) N(21*,!LJ) 2 j - i; 
b) N(!kJ,l&J 2 m - ( j  - i ) .  
or 
In what follows we present two constructions of T(w, m) matrices. 
The first construction is implicit in the constructions of [8] while the 
second one, which is more efficient, is one of our contributions. 
Construction 2.1: Given a vector g, let p(g)  be a rotation to the 
right of vector g. For instance, if g = 1100, then p(g) = 0110. 
Consider the following matrix, denoted K(w, 21), with w rows 
%,gl,. .. , gWp1 and 21 columns: 
I I -- 
1) a = 11 ... 100 ... 0. 
2) For 1 5 i 5 w - 1, = 
For instance, if w = 9 and 1 = 2, we have 
K(9,4) = 
’ 1 1 0 0  
0 1 1 0  
0 0 1 1  
1 0 0 1  
1 1 0 0  
0 1 1 0  
0 0 1 1  
1 0 0 1  
, 1 1 0  0 
It is easy to see that, for any w, the matrix K(w, 21) is a T(w, 21)- 
matrix according to Definition 2.1. 
Matrices with an odd number of columns are defined similarly. 
Construction 2.2: Consider the s + 1 vectors of length s 
a, 2u1, . . . , gS defined as follows: 
a s-i -  
&I; = 00.. .011.. l. 
Given any integer i and an integer m > 0, we denote by (i),,, 
the unique integer j ,  0 5 j 5 m - 1, such that i z j (mod 
m). Consider the following matrix, denoted B(w,s), with w rows 
%, pl,. . , t ~ ~ - ~  and s columns: row 21, is given by vector &I~, 
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where j = ( i ) B + l .  For instance, if w = 9 and s = 3, we have 
B(9 ,3 )  = 
1 1 1  
0 1 1  
0 0 1  
0 0 0  
1 1 1  
0 1 1  
0 0 1  
0 0 0  
1 1 1  
We can verify that, for any w, the matrix B ( w ,  s) is a T ( w ,  s + 1)- 
matrix according to Definition 2.1. 
From Constructions 2.1 and 2.2, we see that both K(w,s) and 
B(w,s  - 1) are T(w,s)-matrices. However, B ( w , s  - 1) has one 
column less than K ( w ,  s). This will translate into a saving of one bit 
in the constructions of SD and ST tolerant codes to be given below. 
If tl = tZ = t ,  by Definitions 1.1 and 1.3, a (t, t)-SD code is 
given by an ECU code with minimum distance d = 2t + 1. However, 
when tl < t z ,  the redundancy of a (tl,t2)-SD code as given by 
Construction 1.1 can be improved, as we show next. 
Construction 2.3: Assume that we want to construct a (t l ,  t2)-SD 
code C with k information bits and tl < t 2 .  Choose an [n’, k, 2tl+2] 
error correcting (EC) code C’ in which the Hamming weights are at 
least two apart (e.g., all the weights are even). Consider the matrix 
B( [(n’ + 1)/2], t Z  - tl - 1) as given by Construction 2.2. Let g be 
an information vector. Then proceed as follows. 
1) Encode g into a vector g E C‘. 
2) Let j be the Hamming weight of g.  Then append to g row 
b /2J  of matrix B([(n’ + 1)/21,tz - tl - 1). 
3) Append the complement of the binary representation of 
Lj/(2t1 + 2)J if tl + 1 2 t z  - tl or the complement of 
the binary representation of b/2(t2 - t l ) ]  if tl + 1 < t z  - t l .  
In the construction above, the matrix B([(n‘ + 1)/21,t2 - tl - 1) 
can be replaced by any T([ (n ’  + 1 ) / 2 l , t ~  - t1)-matrix. However, 
we will prove in Section I11 that B(w, s) is an optimal T(w, s + 1)- 
matrix.-We will prove in Theorem 1.2 that Construction 2.3 gives a 
( t l ,  tz)-SD code. 
Example 2.1: Assume that we want to construct a (1,5)-SD code 
with 4 information bits. We start by encoding the information bits 
into an [8,4,4] extended Hamming code. Say, we take the Hamming 
code with parity-check matrix 
) ( 1 1 0 1 0 0 1  
0 1 1 1 1 0 0  
H = 1 0 1 1 0 1 0  
and we add a panty bit. We then append a row of matrix B(5,3), 
where this matrix was described in Construction 2.2. Finally, we 
unorder the vector as described in the third step of Construction 2.3. 
For instance, assume that we want to encode g = 0101. The 
Hamming code gives 2 = 0101 0101, which has weight j = 4. 
Row j / 2  = 2 of matrix B(5,3)  is g2 = 001. 
Now, since tl + 1 = 2 < 4 = t z  - tl, the third tail is given by the 
complement of Lj/2(tz - t1)J = 14/81 = 0, then the third tail is 1. 
The final encoded vector is 
c = 0101 0101 001 1 
We see that the redundancy is 8 bits. If we use Construction 1.1 
together with Lemma 1.1 as in [2], we see that we need to construct 
an ECU code with minimum distance d = 7. It is easily verified that 
at least 12 redundant bits are needed. 
Next we give an analogous construction for (t l ,  tZ)-ST codes. 
Construction 2.4: Assume that we want to construct a (tl , t2)-ST 
code C with k information bits and tl 5 t z .  
Choose an (n’, k, 2tl + 21 error correcting (EC) code C’ in which 
the Hamming weights are at least two apart (e.g., all the weights 
are even). Consider the matrix B( [(n’ + 1)/2], t 2  - 1) as given by 
Construction 2.2. Let g be an information vector. Then proceed as 
follows. 
1) Encode g into a vector g E C’. 
2) Let j be the Hamming weight of g. Then append to g row 
Lj/2] of matrix B([(n’ + 1)/21,t2 - 1). 
3) Append the complement of the binary representation of 
b/(2t1 + 2)J if tl = t z  = t or the complement of the 
binary representation of b/2tz]  if tl < t 2 .  
Example 2.2: Assume that we want to construct a (1,5)-ST code 
with 4 information bits. As in Example 2.1, we start by encoding the 
information bits into an [8,4,4] extended Hamming code. We then 
append a row of matrix B(5,4), and then we unorder the vector as 
described in the third step of Construction 2.4. 
As before, assume that we want to encode g = 0101. The 
Hamming code gives g = 0101 0101, which has weight j = 4. 
The second tail corresponds to row 2 in matrix B(5,4), so it is 0011. 
Since the length of the error correcting code is 8 and L8/101 = 0, 
the third tail is not necessary. The final encoded vector is 
c = 0101 0101 0011. 
The redundancy is 8 bits. If we use Construction 1 together with 
Lemma 1.1 as in [2], we see that we need to construct an ECU code 
with minimum distance d = 8, and at least 13 redundant bits are 
needed. 
We prove next that Constructions 2.3 and 2.4 provide (tl , tz)-SD 
and ST codes. We will prove a slightly more general statement. 
Theorem 2.1: Let X = (gl , r1 ,gl)  and Y = (gz,~2,gz) be code- 
words that are obtained by using Construction 2.3 with parameters a 
and b, a 5 b. Namely, g1 and g2 are even weight codewords in an 
[n’, k, 2a + 21 code, and cz are the tails corresponding to rows in 
the B( [(n’ + 1)/21, b - a - 1) matrix and g1 and gz are the tails as 
described in the third step of the construction. Then at least one of 
the following two conditions occurs: 
a) m i n { N ( X , Y ) , N ( Y , X ) }  2 a + 1 
b) m i n { N ( X , Y ) , N ( Y , X ) }  2 1 and m a x { N ( X , Y ) ,  
or 
N ( Y , X ) }  2 b + 1. 
Proof: We see first that m i n { N ( X ,  Y ) ,  N ( Y ,  X ) }  2 a + 1 or 
m a x { N ( X ,  Y ) ,  N(Y,  X ) }  2 b + 1. Then we prove that the last tail 
in X and Y ,  namely g1 and s2, ensures that X and Y are unordered, 
hence, m i n { N ( X ,  Y ) ,  N ( Y ,  X ) }  2 1. Consider gl and g, ,  and, 
without loss of generality, let w(gl) 5 w(gz), where w(g) denotes 
the (Hamming) weight of g .  Moreover, let w(gz) = w(gl) + 21, 
1 2 0. If 0 5 I 5 a, since dH(gl,g2) 2 2a + 2, we obtain, 
N(E1,EZ) 2 a - 1 + 1 (1) 
N ( E z , 2 1 1 ) 2 a + l + 1  (2) 
W E L , E Z )  2 (3) 
According to Construction 2.3, by the choice of E ,  and cZ, we have 
or 
N ( T ~ , E ~ )  2 b - U - 1. 
N ( X , Y )  2 N(v1,zz) + N(E1,EZ) 2 a + 1, 
(4) 
If inequality (3) holds, then inequalities (1) and (3) imply 
(5) 
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while inequality (2) implies 
Therefore, inequalities (5) and (6) ensure that condition a) in the 
theorem is satisfied. If inequality (4) holds, then inequalities (2) and 
(4) imply 
N ( Y , X )  2 N(E2 , I l )  + N(E2,El) 2 b + 1. 
Therefore, the second part of condition b) is satisfied. Now assume 
that 1 2 a + 1. If 21 2 b + 1, then condition b) is satisfied, so assume 
that 2a + 2 5 21 5 b. Therefore, 
first tail encodes the k information bits into an [n', k, 2t+2] EC code, 
where t = min(t1, t z } .  The second tail was a T(  [(n' + 1)/21, t z  - 
t l )  or a T( [(n' + 1)/21, t ~ )  matrix, where T(w, m)-matrices were 
given by Definition 2.1. The third tail unorders the code similarly to 
the Berger construction [l]. 
In this Section, we show that the second and third tails are the 
shortest possible. This does not mean that Constructions 2.3 and 2.4 
are globally optimal (this is an open problem), but that for these 
constructions, the tails are optimal. We first show that the smallest 
number of columns that a T ( w ,  s)-matrix may have is s - 1. 
Theorem 3.1: Let T be a T ( w ,  m)-matrix with s columns and 
w > m rows. Then, s 2 m - 1. 
Proofi Let %, gl , .  .. ,IL,,-~ be the rows of matrix T. We 
assume that s 5 m - 2 and reach a contradiction. Notice that 
N ( Y , X ) 2 N ( v , , g , ) 2 2 1 ~ 2 a + 2 > a + l .  (7) 
As before, either inequality (3) or inequality (4) hold. If inequality 
(3) holds, then 
thus, inequalities (7) and (8) imply that condition a) is satisfied. If 
inequality (4) holds, then 
so, the second part of condition b) is satisfied. 
It is clear that, when the third tail is the complement of the binary 
representation of l j / ( 2 a  + 2 ) J ,  j the weight of the vector 2) in 
the error-correcting code, then this tail unorders the code (this was 
actually proven in [2] and [3]). 
So, we need to show that, when the third tail is the complement 
of the binary representation of [ j / 2 ( b  - a)J,  j the weight of the 
vector g in the error-correcting code, then this tail also unorders 
the code. To see this, divide the weights corresponding to the error- 
correcting code into sets of size b - a, i.e., the first set involves the 
weights 0 ,2 , .  . . ,2(b - a) - 2, the second set involves the weights 
2(b - a), 2(b - a )  + 2, .  . . ,4(b - a) - 2, etc., the ith set involves 
the weights 2( i  - l)(b - a) ,  2( i  - l)(b - a )  + 2, .  . . ,2i(b - a )  - 2. 
Now, observe that the second tail unorders each of these sets, since, 
b-a-1 
A 
given the ith set, to weight 2 ( i  - l)(b - a) corresponds tail 11 . .  . 1, 
to weight 2(i  - l)(b - a )  + 2 corresponds tail 01.. . 1, etc., and to 
weight 2i(b - a) - 2 corresponds tail 00. . . 0. Finally, notice that the 
third tail is identical within a set, and it unorders the different sets.0 
Based on the forgoing theorem it is easy to prove the following. 
Corollary 2.1: The code obtained with Construction 2.3 is 
( t l ,  tZ)-SD while the code obtained with Construction 2.4 is 
( t l ,  tz)-ST. 
Proofi For (t l ,  tz)-SD codes use a = tl and b = t z  in Theorem 
2.1, while for ( t l , t z ) -ST codes use a = tl and b = tl + t z  in 
Theorem 2.1. 0 
b-a-1 
A 
b-a-1 
A 
The next section discusses how good the different tails are. 
111. OPTIMALITY ISSUES 
In Constructions 2.3 and 2.4, we saw that, given k information bits, 
we added three tails in order to obtain a ( t l ,  t2)-SD or ST code. The 
If not, by Definition 2.1, N ( t ~ ; + ~ , g ; )  2 m - 1, a contradiction 
Claim: 
since s 5 m - 2. 
This is certainly true for i = 1, by (9). Assume that there is a j ,  
2 5 j 5 s - 2, that does not satisfy (10). Moreover, let j be the first 
with this property. Therefore, 
and, by Definition 2.1, 
From (l l) ,  we conclude that 
where w(g)  denotes the Hamming weight of vector g. From (12), we 
conclude that the number of zeros in 3, i.e., s - w(%), is at least 
m - j .  Therefore, "(3) 5 s - m + j ,  and since s 5 m-2, we obtain 
W ( % )  5 j - 2. (14) 
But (13) and (14) contradict each other, so (10) is true. In particular, 
N ( 3 , g s - , )  2 s - 2, and since each row g, has length at most 
s - 2, gS-, is the all-zero vector. On the other hand, by (9), 
0 
Theorem 3.1 shows that matrix B ( w ,  s- 1) is an optimal T(w, s)- 
matrix. 
We conclude this section by describing a method for optimal 
unordering of error-correcting codes. These results generalize the 
ones given in [l] and in [7]. Let us start with a definition. 
Definition 3.1: Let V = {gl,2,,. . . ,U,} be a set of m binary 
vectors. We say that V is a chain of length m if g, C g, C . . . C E, 
i.e., N ( X ~ , ~ * + ~ )  = 0 for 1 5 i 5 m - 1. 
Lemma 3.1 Let C be a binary code of length n, and let m be the 
maximal length of a chain in C. Then 
1) The tail we need to append to codewords in C to make C 
2) Code C can be made unordered by appending to each codeword 
N(g,-2,gs-1) 2 1, a contradiction. 
unordered is of length at least [log, m l  bits. 
a tail of length [log, m l  bits. 
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n - k from n - k from n - k from Constr. 
[2] 2.4 
8 11 10 9 
1755 
n - k from Section 
IV 
8 
TABLE I 
PARAMETERS OF SOME (1,2)-ST (OR (1,3)-SD) CODES 
24 14 11 10 
64 17 15 14 
15 13 
16 
24 
32 
64 
Proof: We first prove the lower bound. Let yl, g, ,  . . . , g ,  be 
a chain of maximal length m. Let tl,tz,.  .,t, be a set of tails 
such that the vectors (gl,tl), (g , , t , ) ,  . . . , (g,,t,) are unordered. 
Clearly, the t, 's must all be distinct, if not, the vectors ( g , ,  t,) would 
not be unordered. Therefore, the number of bits we have to add 
to unorder C is at least T = [log, ml bits. We show next that 
this number is also sufficient by giving a constructive procedure for 
unordering the code. 
Let w1 < wz < ... < W I  be the weight spectrum (the set of 
possible weights) of code C and let C, be the set of codewords of 
weight w1, 1 5 i 5 1. Denote by a3 the binary representation of j ,  
0 5 j 5 m - 1, as a vector of length T .  Next, we assign a tail a, 
to each E C such that the resulting vectors (c,aa) are unordered. 
The assignment of tails is done as follows: 
r 
1) Assign a0 to each codeword in C, (notice that 00 = 00. . . 0). 
2) Assume that sets C, , C,,-, , . . . , C,,, j 2 1, have been 
assigned tails, and the last assigned tail is a,, i 5 m - 1. If 
either j = 1 (all sets have been assigned a tail) or i = m - 1 
(exactly m tails have been assigned), then stop. Otherwise, 
assign tail a, to the codewords in C, - that are not contained 
in any codeword that has been assigned tail a,, and tail aa+l 
to the rest of the codewords in C,-, , if any. 
The set of vectors (c,ol) is unordered. In effect, let (c,a,) and 
(c', a]) be any two of these vectors, and assume that W(S) 2 tu(&). 
Therefore, by construction, i 5 j. If i < j ,  then N(a,,  a,) > 0, and 
since N(c,c ' )  > 0, then (c, a,) and (c', a]) are unordered. If i = j ,  
by construction, 
We complete the proof by showing that the inductive process 
described above assigns a tail to each codeword in C. Therefore, the 
number of assigned tails is at most m. In effect, assume that some 
codewords have not been assigned tails, and that C, is the first set 
having codewords that have not been assigned a tail. In particular, 
some codewords have been assigned tail um-l (the last tail). We will 
reach a contradiction by constructing a chain of length m + 1 in C. 
We proceed by induction as follows: 
1) Choose as the first element of the chain a codeword E C, 
that has not been assigned a tail. 
2) Assume that we have obtained the chain % C c1 C . . . C g J ,  
such that c1 has been assigned am-l, c2 has been assigned 
am--2, etc., and has been assigned am-]. If j = m then 
stop. Otherwise, by construction, is contained in some E C 
that has been assigned U , - ~ - I .  Denote this by and add 
it to the chain. 
We have obtained a chain % c c1 c . . . c cm in C with 
m + 1 elements, contradicting the maximality of m. Therefore, each 
0 
We note here that the proof of Lemma 3.1 provides an algorithm 
for unordering the code as well as an algorithm for finding a maximal 
chain. In [4], it was proven that the [2",2" - m - 1,4] extended 
Hamming code contains a chain of 2"-' + 1 codewords. Therefore, 
in order to make this code unordered, we need to append a tail of 
length [10g,(2"-~ + 1)1 = m - 1. However, we can easily see that 
and c' are unordered. 
codeword in C has been assigned a tail. 
14 12 10 
15 12 11 
15 14 12 
18 16 14 
rc 
8 1  13 11 
TABLE III 
PARAMETERS OF OME (1,4)-ST (OR (1,5)-SD) CODES 
, I n-kfrom I n-kfrom In-kfromConstr.In-kfromSection 
9 
16 
24 
32 
17 13 11 10 
19 13 11 
20 15 13 12 
6 4 2 3  17 15 14 
TABLE IV 
PARAMETERS OF SOME (2,2)-ST (OR (2,4)-SD) CODES 
n - k from n - k from n - k from Constr. 
[21 [SI 2.4 
8 13 13 12 
n - k from Section 
IV 
11 
16 
24 
32 
64 
a coset of this code contains chains of length at most 2,-'. Hence, 
using Lemma 3.1, we have the following. 
Corollary3.1: Let C' be any coset of a [2",2" - m - 1,4] 
extended Hamming code. Then, it is sufficient to add a tail of length 
m - 2 to C' to make it unordered. 
17 15 15 14 
19 17 16 
20 18 17 
23 21 20 
Iv. FURTHER IMPROVEMENTS 
In this section, we present some further improvements to the 
results of Section 11. The idea is to unify the second and the 
third tails, and exploit the weight distribution of the particular code 
considered with ad hoc methods. Some of the codes obtained with 
the methods of Sections I1 and IV are tabulated in Tables I to 
VI. 
Consider for instance a (1,3)-ST with k = 8 information bits, as in 
the first row of Table 11. In order to encode into a code of minimum 
distance 4, we need to add 5 extra redundant bits, giving the following 
weight distribution: 0, 4, 6, 8, 10, 12. For the second tail, we can 
use the following assignment: 
0 - 10 
4 - 01 
6 - 00 
8 -  11 
10 * 01 
12 * 00 
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TABLE V 
PARAMETERS OF OME (2,3)-ST (OR (2,5)-SD) CODES 
24 
32 21 19 18 
64 24 22 21 
n - k from n - k from n - k from Constr. n - li from Section 
[2] [SI 2.4 IV 
20 16 16 15 
TABLE VI 
PARAMmu OF SOME (3,3)-ST (OR (3,6)-SD) CODES 
16 
24 
32 
64 
22 20 19 18 
25 22 22 21 
28 24 23 22 
32 27 27 26 
For the third tail (unordering the code), we can simply assign 1 
to weights 0, 4 and 6, and 0 to weights 8, 10 and 12. Hence, the 
total redundancy is 8 bits, as opposed to 9 bits using Construction 
2.4. 
Consider a (1,4)-ST code with k = 20 information bits. We need 
to add 6 extra redundant bits in order to obtain a shortened extended 
Hamming code with a codeword of weight 26. The weight distribution 
is 0,4,6,. . . ,20,22,26. We can verify that the following assignment 
for the tail gives a (1,4)-ST code: 
0 * 1111 
4 * 0011 
6 * 1110 
8 ++ 1101 
10 - 0101 
12 * 0110 
14 * 1010 
16 * 1001 
18 c-) 0001 
20 * 0010 
22 * 1100 
26 * 0000 
The total redundancy is 10 bits, as opposed to 11 bits using Con- 
struction 2.4. By using part of the assignment above for k = 16, we 
can also lower n - k from 11 to 10, as shown in Table 111. 
If we take a (1,4)-ST with k = 47 information bits, we need 
to add 7 redundant bits in order to obtain a shortened extended 
Hamming code with a codeword of weight 54. The weight distribution 
is 0 ,4 ,6 , .  . . ,48,50,54. We can verify that the following assignment 
for the tail gives a (1,4)-ST code: 
0 * 11111 
4 * 11100 
6 * 11011 
8 * 10111 
10 * 00111 
12 * 01011 
14 * 11010 
16 * 10101 
18 * 01101 
20 ++ 01110 
22 ++ 10110 
24 * 10011 
26 * 11001 
28 * 11000 
30 * 10100 
32 * 00101 
34 * 01010 
36 * 10010 
38 * 10001 
40 * 01001 
42 * 01100 
44 * 00110 
46 * 10000 
48 * 01000 
50 * 00011 
54 * 00000 
The total redundancy is 12 bits, as opposed to 13 bits using Con- 
struction 2.4. By using part of the assignment above for k = 32, 
we can also lower n - k from 13 to 12, as shown in Table 
111. 
If we observe the constructions above, we can see that in general, 
for a tail of length m, m 2 4, we construct a matrix with rows 
5, rl,r2,.  . such that: 5 is the all-1 vector (corresponding to a 
codeword of weight 0 in the error-correcting code with d = 4); 
r1 has weight m - 2 (corresponding to weight 4); rz and 2; have 
weight m - 1 (corresponding to weights 6 and 8, respectively) and 
N ( 2 ,  z1 ) = 2; we then add all possible vectors of weight m - 2, m - 
3,. . . ,3 ,  such that either N ( T - ~ , ~ ~ + ~ )  2 2 or N ( E ~ + ~ , ~ ~ )  2 2; we 
then add all the vectors of weight 2 (except one) with the same 
properties; finally, we add two vectors of weight 1, the remaining 
vector of weight 2, and the all-0 vector. As we can see, with 
this procedure we obtain 2" - 2(m - 2) vectors. For instance, if 
m = 6, we obtain a matrix with 56 vectors 5 , r 1 , .  . ., ~ 5 ~ .  If we 
encode the data into a [114,106,4] code, the weight distribution is 
0 ,4 ,6 , .  . . ,108,110,114. Therefore, is appended to the codeword 
of weight 0, rI to codewords of weight 4, r2 to codewords of weight 
6, etc., and s3 is appended to codewords of weight 108, b4 to 
codewords of weight 110, and 1 ~ 5 ~  to the codeword of weight 114. 
Hence, this gives a (1,4) ST code with k = 106 and n - k = 14. 
In particular, we can use the vectors for smaller values of k, like 
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k = 64, improving the value of n- k obtained using Construction 2.4. 
Consider (2,2)-ST codes. If k = 8, we encode the 8 information 
bits into a [17,8,6] code [ll].  The weight distribution of this code 
is 0,6,8,10,16. Therefore, we can make the following assignment: 
o *  11 
6 * 01 
8 U 10 
10 * 01 
16 * 00 
Thus, we improve the value in the first row of Table IV from 12 to 
11. Similarly, for k = 16, we encode the 16 information bits into a 
[25,16,6] code [ll],  and there is a weight assignment that improves 
the second row of Table IV from 15 to 14. 
For (2,3)-ST codes and k = 8, we make the following assignment: 
0 * 111 
6 * 011 
8 * 101 
10 * 110 
16 * 000 
This improves the value of n - k in the first row of Table V from 
13 to 12. Similarly, for k = 16, there is a weight assignment that 
improves n - k in the third row of Table V from 17 to 16. 
Finally, consider (3,3)-ST codes. For k = 8, there is a 
[20,8,8] code (shortened extended Golay) with weight distribution 
0,8,10,12,16. To this code, we can make the assignment 
0 * 111 
8 * 011 
10 ++ 101 
12 * 110 
16 * 000 
which improves the value of n - k in the first row of Table 6 from 
16 to 15. For k = 16, there is a [31,16,8] code. The following 
assignment gives a (3,3)-ST code. 
0 * 111 
8 * 011 
10 * 101 
12 * 110 
14 tt 011 
16 * 101 
18 * 110 
20 4 - i  010 
22 * 001 
24 * 100 
26 * 010 
28 * 001 
30 * 100 
which improves the value of n - k in the second row of Table 6 from 
19 to 18. Similarly, for k = 24, we can improve n - k from 22 to 
21, for k = 32 we can improve n - k from 23 to 22, and for k = 64 
we can improve n - k from 27 to 26. 
V. CONCLUDING REMARKS 
In this section, we draw some conclusions and present tables of 
We make the following observations. 
1) Given an [n’, k, 2tl + 21 code, Canstruction 2.3 requires an 
additional t 2  - tl - 1 + [log, [min{(n’ + 1)/(2t1+ 2) ; (n’ + 
1)/2(t2 - tl)}ll bits to obtain a ( t l ,  t2)-SD code. 
2) Given an [n’, k, 2tl + 21 code, Construction 2.4 requires an 
additional t z  - 1 + [log, [min{(n‘ + 1)/(2tl + 2) ; (n‘ + 
1)/(2t2)}11 bits to obtain a ( t l ,  t2)-ST code. 
3) Constructions 2.3 and 2.4 can be made more efficient by taking 
a coset of an [n‘, k, 2tl+2] code instead of the code itself. This 
way, the spread of the weight distribution is reduced and the 
tables given below can be slightly improved. For more details 
about this technique, see [6]. 
4) The redundancy of ( t l ,  t2)-ST codes given in [8] in addition 
to the (n’, k, 2tl + 2) code is t2 + [log, [(n’ + 1)/(2tl + 2)11 
if tl < tz  and t + rlogzr(n’ + 1)/(4t)ll if tl = t2 = t. 
Therefore, Construction 2.4 improves it by a bit when tl < t z ,  
and it either ties it or improves it by a bit when tl = t z .  
5) It is easy to prove from Definitions 1.1 and 1.2 that (without 
loss of generality, t 2  2 tl) a ( t l , t z ) -ST code is also a 
( t l ,  tl + t*)-SD code. Conversely, a ( t l ,  tZ)-SD code with 
2tl 5 t 2  is a (t1,tz - tl)-ST code. This observation is 
exemplified in Tables I to VI. 
Tables I to VI give the redundancy (denoted n - k) of some (tl , t2)- 
SD and ST codes for different values of the number of information 
bits k using Constructions 2.3 and 2.4. The parameters of the error- 
correcting codes used are taken from [ l l ] .  We also include in the 
tables the values of the redundancy obtained with the constructions 
given in [2] and [8]. 
( t l ,  t2)-SD and ST codes. 
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