We consider an agent-based model in which two types of agents interact locally over a graph and have a common intolerance threshold τ for changing their types with exponentially distributed waiting times. e model is equivalent to an unperturbed Schelling model of self-organized segregation, an Asynchronous Cellular Automata (ACA) with extended Moore neighborhoods, or a zero-temperature Ising model with Glauber dynamics, and has applications in the analysis of social and biological networks, and spin glasses systems. Some rigorous results were recently obtained in the theoretical computer science literature, and this work provides several extensions. We enlarge the intolerance interval leading to the formation of large segregated regions of agents of a single type from the known size ϵ > 0 to size ≈ 0.134. Namely, we show that for 0.433 < τ < 1/2 (and by symmetry 1/2 < τ < 0.567), the expected size of the largest segregated region containing an arbitrary agent is exponential in the size of the neighborhood. We further extend the interval leading to large segregated regions to size ≈ 0.312 considering "almost segregated" regions, namely regions where the ratio of the number of agents of one type and the number of agents of the other type vanishes quickly as the size of the neighborhood grows. In this case, we show that for 0.344 < τ ≤ 0.433 (and by symmetry for 0.567 ≤ τ < 0.656) the expected size of the largest almost segregated region containing an arbitrary agent is exponential in the size of the neighborhood. is behavior is reminiscent of supercritical percolation, where small clusters of empty sites can be observed within any su ciently large region of the occupied percolation cluster. e exponential bounds that we provide also imply that complete segregation, where agents of a single type cover the whole grid, does not occur with high probability for p = 1/2 and the range of tolerance considered.
INTRODUCTION 1.Background
In social and biological networks as well as other complex networks, agents only interact with a small subset of nodes located in their local neighborhood.
ese local interactions, however, lead to global outcomes whose analysis is of much interest. To study such behaviors, we consider an agent-based model with two types of agents initially located at random on the vertices of a grid. Each agent is assumed to be able to only communicate with at most a logarithmically small subset of the agents in its local neighborhood to detect their types.
is information is then used to determine a boolean state of each agent. Given a common threshold parameter τ , an agent is called happy if the fraction of same type agents in its neighborhood is at least τ . Unhappy agents then, asynchronously change their types according to a Poisson clock, if this will make them happy. As such, the model can be thought of as a distributed algorithm in which each agent gathers local information and then acts independently of the others. Simulations of the model, for a wide range of intolerance parameter τ , show that when the system reaches a stable state, large regions of spontaneously self-segregated agents tend to appear in the network (see Figure 1 ).
In the context of the social sciences, the above model is known as an unperturbed Schelling model of segregation in an open system [33, 34] . In computation theory, mathematics, complexity theory, theoretical biology and microstructure modeling, the model is known as a two-dimensional, two-state Asynchronous Cellular Automata (ACA), with extended Moore neighborhoods and exponential waiting times [10] . In statistical physics, it is analogous to the Ising model with zero temperature, where spins align along the direction of the local eld [9, 36] . Similar models also arise in epidemiology [12, 20] , economics [22] , engineering and computer sciences [13, 25] . Mathematically, all of these models fall in the general area of interacting particle systems, or contact processes, and exhibit phase transitions [26, 28] .
Several variants have also appeared in the literature, such as models with agents that have a small probability of acting di erently than what the general rule prescribes (e.g., perturbed Schelling model), models where agents have multiple intolerance levels, multiple agent types, di erent agent distributions, or time-varying intolerance [3, 4, 6, 29, 30, 35, [38] [39] [40] [41] .
Figure 1: Self-segregation arising over time for a value of the intolerance τ = 0.42 on a grid of size 1000×1000 and neighborhood radius 10 (size 441). Green and blue indicate areas of "happy" agents of type (+1) and (-1), respectively. White and yellow indicate areas of "unhappy" agents of type (+1) and (-1) respectively. Initial con guration (a), intermediate con gurations (b)-(c), nal con guration (d). When the process terminates all agents are happy but large segregated regions can be observed.
Contribution
We consider the case of two types of agents placed uniformly at random on a two-dimensional grid according to a Bernoulli distribution of parameter p = 1/2 and having a single intolerance level 0 < τ < 1, and study the range of intolerance leading to the formation of large segregated regions. Even in the one-dimensional se ing, rigorous results appeared only recently.
Brandt et al. [7] considered a ring graph and a Kawasaki dynamical model of evolution, which assumes that a pair of unhappy agents swaps their locations if this will make both of them happy. In this se ing, le ing the neighborhood of an agent be the set of nearby agents that is used to determine whether the agent is happy or not, they showed that for an intolerance level τ = 1/2, the expected size of the largest segregated region containing an arbitrary agent in steady state is polynomial in the size of the neighborhood. Barmpalias et al. [2] showed that there exists a value of τ * ≈ 0.35, such that for all τ < τ * the initial con guration remains static with high probability (w.h.p.), while for all τ * < τ < 1/2 the size of the largest segregated region in steady state becomes w.h.p. exponential in the size of the neighborhood. On the other hand, for all τ > 1/2 the system evolves w.h.p. towards a state with only two segregated components.
In the Glauber dynamical model of evolution, which assumes that unhappy agents simply ip their types if this will make them happy, the behavior is similar, but symmetric around τ = 1/2, with a rst transition from a static con guration to exponential segregation occurring at τ ≈ 0.35, a special point τ = 1/2 with the largest segregated region of expected polynomial size, then again exponential segregation until τ ≈ 0.65, and nally a static con guration for larger values of τ .
In a two-dimensional grid graph on a torus, the case τ = 1/2 is open. Immorlica et al. [21] have shown the existence of a value τ * < 1/2, such that for all τ * < τ < 1/2 the expected size of the largest segregated region is exponential in the size of the neighborhood.
is shows that segregation is expected in the small interval τ ∈ (1/2 − ϵ, 1/2). Barmpalias et al. [5] have shown that for τ > 3/4 and τ < 1/4 the initial con guration remains static w.h.p.
Our main contribution is depicted in Figure 2 . We consider the Glauber dynamics for the two-dimensional grid graph on a torus. First, we enlarge the intolerance interval that leads to the formation of large segregated regions from the known size ϵ > 0 to size ≈ 0.134, namely when 0.433 < τ < 1/2 (and by symmetry 1/2 < τ < 0.567), the expected size of the largest segregated region is exponential in the size of the neighborhood. Although the proof of this rst result shares some similarities with the one given in [21] , it is generally di erent, as explained in section 2.3. Second, we further extend the interval leading to large segregated regions to size ≈ 0.312. In this case, the main contribution is to consider "almost segregated" regions, namely regions where the ratio of the number of agents of one type and the number of agents of the other type quickly vanishes as the size of the neighborhood grows, and show that for 0.344 < τ ≤ 0.433 (and by symmetry for 0.567 ≤ τ < 0.656) the expected size of the largest almost segregated region is exponential in the size of the neighborhood.
As shown for the one dimensional case in [2] and conjectured for the two-dimensional case in [5] , we show that as the intolerance parameter gets farther from one half, in both directions, the average size of both the segregated and almost segregated regions gets larger.
is means that higher tolerance in our model does not necessarily lead to less segregation. On the contrary, it can increase the size of the segregated areas. is result is depicted in Figure 3 . e intuitive explanation is that highly tolerant agents are seldom unhappy in the initial con guration, and small segregated regions of opposite types that can ignite a cascading e ect are likely to start from far apart, and may grow larger before meeting at their boundaries.
Finally, the exponential upper bound that we provide on the expected size of the largest segregated region implies that complete segregation, where agents of a single type cover the whole grid, does not occur w.h.p. for the range of intolerance considered. In contrast, Fontes et al. [15] have shown the existence of a critical probability 1/2 < p * < 1 for the initial Bernoulli distribution of the agents such that for τ = 1/2 and p > p * the Glauber model on the ddimensional grid converges to a state where only one type of agents are present. is shows that complete segregation occurs w.h.p. for 0.134 ε Figure 2 : We enlarge the width of the intolerance interval for which the expected size of the largest segregated region containing an arbitrary agent is exponential in the size of the neighborhood from the known value ϵ > 0 to ≈ 0.134 (grey region). We also show that the expected size of the largest almost segregated region containing an arbitrary agent is exponential in the size of the neighborhood for an intolerance interval of width ≈ 0.312 (grey plus black region). τ = 1/2 and p ∈ (1 − ϵ, 1). Morris [31] has shown that p * converges to 1/2 as d → ∞. Caputo and Martinelli [8] have shown the same result for d-regular trees, while Kanoria and Montanari [23] derived it for d-regular trees in a synchronous se ing where ips occur simultaneously, and obtained lower bounds on p * (d) for small values of d.
e case d = 1 was rst investigated by Erdös and Ney [14] , and Arratia [1] has proven that p * (1) = 1.
Techniques
Our proofs are based on a typicality argument showing a self-similar structure of the neighborhoods in the initial state of the process, and on the identi cation of geometric con gurations igniting a cascading process leading to segregation. To show the cascading e ect, we make use of some tools from percolation theory, including the exponential decay of the radius of the open cluster below criticality [18] , concentration bounds on the passage time [24] (see also [11, 37] ), and on the chemical distance between percolation sites [17] . We also make frequent use of renormalization, and correlation inequalities for contact processes [27] . e paper is organized as follows. In section 2 we introduce the model, state our results, and give a summary of the proof construction. In section 3 we study the initial con guration and derive some properties of the sub-neighborhoods of the unhappy agents. In section 4 we study the dynamics of the segregation process and derive the main results. Concluding remarks are given in section 5.
MODEL AND MAIN RESULTS

e Model
Initial Con guration. We consider an n ×n grid graph G n embedded on a torus T = [0, n)×[0, n), an integer w ∈ O( log n) called horizon, and a rational 0 ≤ τ ≤ 1 called intolerance. All arithmetic operations over the coordinates are performed modulo n, i.e., (x, ) = (x + n, ) = (x, + n). We place an agent at each node of the grid and choose its type independently at random to be (+1) or (-1) according to a Bernoulli distribution of parameter p = 1/2.
A neighborhood is a connected sub-graph of G n . A neighborhood of radius ρ is the set of all agents with l ∞ distance at most ρ from a central node, and is denoted by N ρ . e size of a neighborhood is the number of agents in it. e neighborhood of an agent u is a neighborhood of radius equal to the horizon and centered at u, and is denoted by N (u).
Dynamics. Let τ = τ N /N , whereτ ∈ [0, 1] and N = (2w+1) 2 is the size of the neighborhood of an agent. e integer τ N represents the minimum number of agents of the same type as u that must be present in N (u) to make u happy.
For every agent u, we let s(u) be the ratio between the number of agents of the same type as u in its neighborhood and the size of the neighborhood. We assign an independent Poisson clock with unit rate to each agent. If s(u) ≥ τ then u is labeled happy, otherwise it is labeled unhappy. When the clock rings, the agent will ip its type if and only if it is unhappy and the ip will make it happy. We assume that this change is immediately broadcasted to the neighborhood of u. It follows that one can also think of the graph as an extended grid, where agents are located at the vertices and there are additional edges between each node in the grid and the nodes in its neighborhood.
e distributed process running at each agent is illustrated in Algorithm 1. Two observations are now in order. First, for τ < 1/2, ipping the type of an unhappy agent would always make it happy, but this is not the case for τ > 1/2. Second, given the memoryless property of the exponential distribution is memoryless, this model is equivalent to a Glauber model, where an unhappy agent is selected uniformly at random and decides whether or not its type should be ipped.
Data: N (u);
Result: Agent u decides to ip its type or not; reset local time t; choose t * according to an exponential distribution with unit mean; while 1 do if t ≥ t * then calculate s(u); if s(u) < τ and 1 − s(u) + 1/N ≥ τ then ip type of u; broadcast the new type to N (u); reset local time t; choose t * according to an exponential distribution with unit mean; end end end Algorithm 1: Distributed algorithm running on each agent u.
Termination. e process continues until there are no unhappy agents le , or there are no unhappy agents that can become happy by ipping their type. By de ning a Lyapunov function to be the sum over all agents u of the number of agents of the same type as u present in its neighborhood, it is easy to argue that the process indeed terminates.
Segregation. e monochromatic region of an agent u is the neighborhood with largest radius containing agents of a single type Session 8 PODC'17, July 25-27, 2017, Washington, DC, USA and that also contains u when the process stops. Let ϵ > 0 and N = (2w + 1) 2 . e almost monochromatic region of an agent u, is the neighborhood with largest radius such that the ratio of the number of agents of one type and the number of agents of the other type is bounded by e −N ϵ and that also contains u when the process stops.
roughout the paper we use the terminology with high probability (w.h.p.) meaning that the probability of an event approaches one as N approaches in nity.
e Results
To state our results, we let τ 1 ≈ 0.433 be the solution of
where H is the binary entropy function
and τ 2 ≈ 0.344 be the solution of
We also let M and M be the sizes of the monochromatic and almost monochromatic regions of an arbitrary agent, respectively.
We consider values of the intolerance τ ∈ (τ 2 , 1 − τ 2 ) \ {1/2}. Most of the work is devoted to the study of the intervals (τ 2 , τ 1 ] and (τ 1 , 1/2), a symmetry argument extends the analysis to the intervals (1/2, 1 − τ 1 ) and [1 − τ 1 , 1 − τ 2 ). e following theorems show that segregation occurs for values of τ in the grey region of Figure 2 , where we expect an exponential monochromatic region, and in the black region of Figure 2 , where we expect an exponential almost monochromatic region.
and for su ciently large N , we have
where a and b are decreasing functions of τ for τ < 1/2 and increasing for τ > 1/2.
) and for su ciently large N , we have
e numerical values for a(τ ) and b(τ ) computed in the proofs of the above theorems are plo ed in Figure 3 . For τ ∈ (τ 1 , 1−τ 1 )\{1/2}, as the intolerance gets farther from one half in both directions, larger monochromatic regions are expected. 
Proof construction
e main idea of the proof is to identify a local initial con guration that can potentially trigger a cascading process leading to segregation. We then bound the probability of occurrence of such a con guration in the initial state, and of the conditions to trigger segregation.
To identify this local con guration, we study the relationship between the typical neighborhood of an unhappy agent and the sub-neighborhoods contained within this neighborhood, showing a self-similar structure. Namely, the fraction of agents of the same type, when scaled by the size of the neighborhood, remains roughly the same (Proposition 1). We then de ne a radical region that contains a nucleus of unhappy agents (Lemma 1), and using the selfsimilar structure of the neighborhoods we construct a geometric con guration where a sequence of ips can lead to the formation of a neighborhood of agents of the same type inside a radical region (Lemma 2). Finally, we provide a lower bound for the probability of occurrence of this con guration in the initial state of the system (Lemma 3), which can initiate the segregation process. e second part of the proof is concerned with the process dynamics, and shows a cascading e ect ignited by the radical regions that leads to the formation of exponentially large segregated areas. We consider an indestructible and impenetrable structure around a radical region called a rewall and show that once formed it remains static and protects the radical region inside it from vanishing. Conditioned on certain events occurring in the area surrounding the radical region, including the formation of the initial con guration described in the rst part of the proof, we show that an agent close to the radical region will be trapped w.h.p. inside an exponentially large rewall whose interior becomes monochromatic, see Figure 4 (a). Figure 4 : An arbitrary agent u that is close to a radical region will be trapped inside a rewall of exponential size whose interior will eventually become monochromatic (a), or almost monochromatic (b).
We then obtain a lower bound on the joint probability of the conditioning events and this leads to a lower bound on the probability that an agent is eventually contained in a monochromatic region of exponential size. Since the lower bound holds for both type of agents, we expect to have both types of exponential monochromatic regions in a large area by the end of the process. is leads to an exponential upper bound on the expected size of the largest monochromatic region of each type. To perform our computations, we rely on a bound on the passage time on the square la ice [24] (see also [11, 37] ) to upper bound the rate of spread of other monochromatic regions outside the rewall, and ensure that they do not interfere with its formation during the dynamics of the process. e construction described above works for all τ 1 < τ < 1/2. For smaller values of τ , agents are more tolerant and this may cause the construction of a rewall to fail, since tolerant agents do not easily become unhappy and ip their types igniting the cascading process. In order to overcome this di culty, we introduce a chemical rewall through a comparison with a Bernoulli site percolation model, see Figure 4 (b). is rewall is constructed through renormalization and is made of good blocks that occur independently and with probability above the critical threshold for site percolation on the square grid. Using a theorem in [17] on the chemical distance between good blocks, we show that they form a large circuit and isolate its interior. Finally, using the exponential decay of the size of the clusters of bad blocks [18] , we show that the region inside the chemical rewall becomes almost monochromatic, namely for all τ 2 < τ < 1/2, we expect the formation of exponentially large regions where the ratio of number of agents of one type and the number of agents of the other type quickly vanishes.
All results are extended to the interval to 1/2 < τ < 1 − τ 2 using a symmetry argument.
Compared to the proof in [21] , our derivation di ers in the following aspects. e de nition of radical region is fundamentally di erent from the viral nodes considered in [21] , and the identi cation of the radical regions gives us an immediate understanding of the arrangement of the agents in the initial con guration in terms of self-similarity arising at di erent scales. Our de nition of an annular rewall that forms quickly enough eliminates the need for additional arguments from rst passage percolation that are used [21] , it allows for a wider range of intolerance parameters, and it is easily generalized to the notion of chemical rewall using the results from [17] . e renormalization argument used to study the growth of the monochromatic regions is also di erent from [21] and work for a wider range of the intolerance. Finally, the idea of considering almost monochromatic regions is new, and so are the approaches that we use from percolation theory to argue the existence of the chemical rewall and the size of the minority clusters.
Finally, we rigorously apply a variation of the Fortuin-KasteleynGinibre (FKG) inequality, that we prove in the Appendix, to show positive correlation of certain events, while in [21] it is o en informally argued that similar correlations exist in their se ing.
TRIGGERING CONFIGURATION
We start our analysis considering the initial con guration of the system. Proposition 1 shows a similarity relationship between the neighborhood of an agent and its sub-neighborhoods. is relationship is exploited in Lemma 2 to construct an initial con guration of agents that can trigger the segregation process. Lemma 3 provides a bound on the probability of occurrence of this triggering con guration.
Let N (u) be the neighborhood of an arbitrary agent u containing N agents. Consider a sub-neighborhood N (u) ⊂ N (u) containing N agents and let γ be the scaling factor N /N . Let W and W be the random variables representing the number of (-1) agents in N (u) and N (u) respectively. e following proposition shows that, conditioned on W being less than τ N , W is very close to the rescaled quantity γτ N , with overwhelming probability as N → ∞.
P
1. For any ϵ ∈ (0, 1/2) and c ∈ R + there exists c ∈ R + for all N such that
e proof is omi ed due to space limitations and can be found in [32] .
We now identify a con guration that has the potential to trigger a cascading process. For any ϵ, ϵ ∈ (0, 1/2) letτ = τ [1 − 1/(τ N 1/2−ϵ )] and de ne a radical region to be a neighborhood of radius (1 + ϵ )w containing less thanτ (1 + ϵ ) 2 N agents of type (-1). We also de ne an unhappy region to be a neighborhood of radius ϵ w, containing at least τϵ 2 N − N 1/2+ϵ unhappy agents of type (-1).
A radical region N (1+ϵ )w contains an unhappy region N ϵ w at its center w.h.p. e proof is omi ed due to space limitations and can be found in [32] .
A radical region is expandable if there is a sequence of at most (w + 1) 2 possible ips inside it that can make the region N w /2 at its center monochromatic.
We consider a geometric con guration where a radical region, its unhappy region, and neighborhoods N w /2 and N ρ with ρ > 3w, are all co-centered. We let u + be a (+1) agent and T (ρ) = inf {t : ∃u + ∈ N ρ that is unhappy}.
e next lemma shows that the radical region in this con guration is expandable w.h.p., provided that ϵ is large enough and no (+1) Session 8 PODC'17, July 25-27, 2017, Washington, DC, USA agent at the location of any agent in N ρ is unhappy. e main idea is that the (-1) agents in the unhappy region at the center of the radical region can trigger a process that leads to a monochromatic (+1) region of radius w/2.
there exists w.h.p. a sequence of at most (w + 1) 2 possible ips in N (1+ϵ ) such that if they happen before T (ρ), then all the agents inside N w /2 will become of type (+1).
e proof is omi ed due to space limitations and can be found in [32, Lemma 5] .
Using Lemma 2 we obtain an exponential bound on the probability of having an expandable radical region inside a su ciently large neighborhood.
, where τ = (τ N −2)/(N − 1). Let C = {N r contains an expandable radical region at t = 0} .
For every ϵ > f (τ ) and su ciently large N , we have
e proof is omi ed due to space limitations and can be found in [32, Lemma 6].
THE SEGREGATION PROCESS
We now consider the dynamics of the segregation process and show that for all τ ∈ (τ 1 , 1/2) the expected size of the monochromatic region in steady state is exponential, while for all τ ∈ (τ 2 , τ 1 ] the expected size of the almost monochromatic region is exponential.
Monochromatic region
We need the following de nitions. A rewall of radius r and center u is a set of agents of the same type contained in an annulus
where . denotes Euclidean distance and r ≥ 3w. By [32, Lemma 9] , once formed a rewall of su ciently large radius remains static, and since its width is √ 2w the agents inside the inner circle are not going to be a ected by the con gurations outside the rewall. We can now give the rst part of the proof of eorem 1.
Proof of eorem 1 (for τ 1 < τ < 1/2). First, we derive the lower bound in the theorem le ing
where ϵ > f (τ ), and τ = (τ N − 2)/(N − 1). We consider neighborhoods N ρ , N ρ/2 , and N r , with
and r < ρ/8, all centered at node u as depicted in Figure 5 . We let u + be a (+1) agent, and consider the following event in the initial con guration A = ∀ ∈ N ρ , u + is happy at the location of .
By [32, Lemma B.3], we have
We then consider a rewall of radius 2r centered anywhere inside N r , let κ > 0 so that κr N 1/2 is the sum of the number of agents in it and the number of agents in a line of width w + 1 that connects its center to its boundary and includes N w /2 at its center. Consider the event
where T (ρ) is de ned in (6) . By [32, Lemma 7] , we can choose r proportional to ρ/(N 2 ) so that
With this choice, we also have
and if we consider the event C = {N r contains an expandable radical region at t = 0} ,
by Lemma 3, we have for N su ciently large
Finally, call a region of expansion any neighborhood whose conguration is such that by placing a neighborhood N w /2 of type (+1) agents anywhere inside it, all the (-1) agents on the outside boundary of N w /2 become unhappy with probability one. Consider a neighborhood N 4r also centered at u and the event D = {∀t < T (ρ/2), N 4r is a region of expansion} .
By [32, Lemma 8], we have
We now note that A, B, C, D are increasing events with respect to a partial ordering on their outcomes. More precisely, consider two outcomes of the sample space ω, ω ∈ Ω such that ω, ω ∈ E where E is an event. We de ne a partial ordering on the outcomes such that ω ≥ ω if for all time steps, the set of agents of type (+1) in ω is a subset of the set of agents of type (+1) in ω . Event E is increasing if 1 E (ω ) ≥ 1 E (ω) where 1 E is the indicator function of the event E. According to this de nition, A, B, C, D are increasing events. By combining (10), (11) , (12) , and (13), and using a version of the FKG inequality adapted to our dynamic process, as described in Lemma A.2, it follows that for N su ciently large
Since by [32, Lemma 10] , we have that conditioning on A, B, C, D, at the end of the process w.h.p. agent u will be part of a monochromatic region with radius at least r , it follows that (14) is also a lower bound for the probability that the monochromatic neighborhood of agent u will have size of at least proportional to r 2 . e desired lower bound on the expected size of the monochromatic region now easily follows by multiplying (14) by the size of a neighborhood of radius r . Next, we show the corresponding upper bound, le ing
and ϵ and τ as de ned above. For any δ > 0, consider a neighborhood N ρ such that
Divide N ρ into blocks of size N ρ in the obvious way. Let M +1 and M −1 denote the events of N ρ being monochromatic of type (+1) and (-1) respectively. Also let E +1 and E −1 be the events of having a monochromatic region of type (+1) and (-1) inside a rewall of radius 2r centered anywhere inside N ρ . We have that for N su ciently large
By considering the set of all the neighborhoods of radius ρ sharing agent u, by the union bound the probability that at least one of them will be monochromatic of only one type is also bounded by (15) . We now consider the expected size of the monochromic region of agent u, that is bounded as
where p m denotes the probability of having a monochromatic region of size m 2 containing u. We let
and divide the series into two parts
where the rst inequality follows from p m ≤ 1. Since by (15) for all m ≥ ρ , the probability of having a monochromatic region of size m 2 containing u has at most a double exponentially small probability, the tail of the remaining series in (16) converges to a constant, while for su ciently large N the sum of the rst ρ − ρ − 1 terms is smaller than the rst term of (16), and the proof is complete.
Almost monochromatic region
We turn our a ention to the case where τ ∈ (τ 2 , τ 1 ]. We de ne an m-block to be a neighborhood of radius m/2 with m = 2w 3 + 2w. Let I be the collection of all the possible intersections of a N w /2 neighborhood with an m-block on the grid in the initial con guration. Also, let W I be the random variable representing the number of (-1)'s in I , and N I be the total number of agents in I . For any ϵ ∈ (0, 1/2), a good block is an m-block such that for all I ∈ I we have W I − N I /2 < N 1/2+ϵ . e m-blocks that do not satisfy this property are called bad blocks. An r -chemical path is the union of a circuit of good blocks contained in the set N 3r \ N r , where r > 5w 3 , and a path of good blocks from the center of N r to the circuit, such that the total length of the circuit and the path is proportional to r . An agent, or a neighborhood, is said to be at the center of an r -chemical path if it is located at the center of N r . A chemical rewall with radius r is a circuit of 2w 3 -blocks around the center of the r -chemical path which are monochromatic and contained in the r -chemical path. By [32, Lemma 9] , it is easy to see that the above structure acts as a rewall.
An r -expandable radical region of type (-1) is a radical region such that it has an expandable radical region at its center and such that it is located at the center of an r -chemical path.
With the above de nitions, we can proceed to the rst part of the proof of eorem 2 (for τ 2 < τ ≤ τ 1 ).
Proof of eorem 2 (for τ 2 < τ ≤ τ 1 ). First we derive the lower bound in which
where ϵ > f (τ ), and τ = (τ N − 2)/(N − 1). We consider neighborhoods N ρ , N ρ/2 , and N r , with ρ = 2 [1−H (τ )]N /2 and r < ρ/8, all centered at node u as depicted in Figure 6 . We let ρ = 2 [1−H (τ ) ]N /2 , and u + be a (+1) agent. Consider the following event in the initial con guration A = {∀ ∈ N ρ , u + is happy at the location of }.
By [32, Lemma B.3] , we have
We then consider a chemical rewall of radius 2r centered anywhere inside N r , let κ > 0 so that κr N 3/2 is an upper bound on the total number of agents in the 2r -chemical path containing it, and consider the event
where T (ρ) is de ned in (6) . By [32, Lemma 7] , we can choose r proportional to ρ/(N 3 ) so that
and if we consider the event C = {N r contains a 2r -expandable radical region at t = 0},
by Lemma 3 and [32, Lemma 13] and the FKG inequality, since ϵ > f (τ ) we conclude that for su ciently large N
and there is a 2r -expandable radical region surrounding u. Let us divide the grid into m-blocks in the obvious way. Let the radius of a bad cluster be de ned as
where ∆ denotes the l 1 distance. Let D = { clusters of bad blocks with radius greater than
We show that,
Finally, let ϵ ∈ (0, 1/2) and let N B and N G denote the total number of bad blocks sharing at least one agent with N r and good blocks contained in N r respectively and let
We also show,
See Figure 6 for a visualization of the neighborhoods de ned above.
Now it is easy to see that the events A, B, C, D, and E are increasing. By combining (18) , (19) , (20) , (21) , and (22), and using a version of the Fortuin-Kasteleyn-Ginibre (FKG) inequality adapted to our dynamic process described in Lemma A.2, it follows that for N su ciently large
Using [32, Lemma 17] , we have that conditioning on A, B, C, D, E, at the end of the process w.h.p. agent u will be part of an almost monochromatic region with radius at least r , it follows that (24) is also a lower bound for the probability that the monochromatic neighborhood of agent u will have size of at least proportional to r 2 . e desired lower bound on the expected size of the monochromatic region now easily follows by multiplying (24) by the size of a neighborhood of radius r . e second part of the proof follows the same argument as the second part of the proof of eorem 1.
Extension to the interval
We call super-unhappy agents the unhappy agents that can potentially become happy once they ip their type. While for τ < 1/2 unhappy agents can alway become happy by ipping their type, for τ > 1/2 this is only true for the super-unhappy agents. It follows that for τ > 1/2 super-unhappy agents act in the same way as unhappy agents do for τ < 1/2.
We letτ = 1 − τ + 2/N . A super-unhappy agent of type (-1) is an agent for which W <τ N where W is the number of (-1) agents in its neighborhood. e reason for adding the term 2/N in the de nition is to account for the strict inequality that is needed for being unhappy and the ip of the agent at the center of the neighborhood which adds one agent of its type to the neighborhood. A super-radical region is a neighborhood N S of radius S = (1 + ϵ )w such that W S <τ (1 + ϵ ) 2 N , where ϵ ∈ (0, 1/2) and
By replacing τ withτ , "unhappy agent" with "super-unhappy agent" and "radical region" with "super-radical region," it can be checked that all proofs extend to the interval 1/2 < τ < 1 − τ 2 .
CONCLUDING REMARKS
We studied self segregation arising in a system of interacting agents evolving according to a distributed algorithm. Similar algorithms are used in di erent elds to model various physical processes evolving on graphs. Rigorous results appeared only recently in the computer science literature. We extended them, and provided a wider range of the threshold parameter used to determine the local state of each agent that leads to the formation of large segregated regions in a grid graph. We also extended the de nition of segregation to include almost monochromatic regions. e structure of these regions is reminiscent of percolation clusters, where small clusters of empty sites can be observed within any su ciently large region of the occupied percolation cluster, and has led us to develop novel proof techniques based on the chemical distance between agents of the same type.
e main lesson learned from our study is that even a small amount of intolerance can lead to segregation at the large scale. We point out, however, that the model used to obtain this result is somewhat naturally biased towards segregation because agents can ip their type when a su ciently large number of their neighbors are di erent from themselves, but they never ip when a large number of their neighbors are of their same type. Variations where agents could potentially ip in both situations, namely they are "uncomfortable" being both a minority or a majority in a largely segregated area, would be of interest. Another direction of further study could be the investigation of how the parameter of the initial distribution of the agents in uences segregation, since it is only known that complete segregation occurs w.h.p. for τ = 1/2 and p ∈ (1 − ϵ, 1), while we have shown that for 0.344 < τ < 1/2 and p = 1/2 the size of the monochromatic region is at most exponential in the size of its neighborhood, w.h.p. Finally, we point out that en if the initial distribution is positively associated, so is the distribution at all later times.
e following is a version of the FKG inequality [16] in our se ing. e original inequality holds for a static se ing and is extended here to our time-dynamic se ing using eorem A.1.
L A.2 (FKG H
). Let A and B be two increasing events de ned on our process on the grid. We have P(A ∩ B) ≥ P(A)P(B).
P
. Suppose A and B are increasing random variables which depend only on the states of the sites 1 , 2 , ..., k and rst time step. We proceed by induction on k. First, let k = 1. Let ω( 1 ) be the realization of the site 1 . We also have as required. Suppose now that the result is valid for values of n satisfying k < n. en P(A ∩ B) = E [P (A ∩ B|ω( 1 ), ..., ω( n−1 ))] ≥ E [P (A|ω( 1 ), ..., ω( n−1 )) P (B|ω( 1 ), ..., ω( n−1 ))] , since, given ω( 1 ), ..., ω( n−1 ), 1 A and 1 B are increasing in the single variable ω( n ).
Now since P (A|ω( 1 ), ..., ω( n−1 )) and P (B|ω( 1 ), ..., ω( n−1 )) are increasing in the space of the n − 1 sites, it follows from the induction hypothesis that P(A ∩ B) ≥ E [P (A|ω( 1 ), ..., ω( n−1 ))] E [P (B|ω( 1 ), ..., ω( n−1 ))] = P(A)P(B).
Next, suppose A and B are increasing random variables which depend only on the states of the sites in the rst k time steps. We proceed by induction on k < K such that K denotes the nal time step over all the realizations. First, let k = 0. Let ω(t 0 ) be the con guration of the graph at the rst time step. We have P(A ∩ B) ≥ P(A)P(B),
by the above result. Suppose now that the result is valid for all values of k satisfying k < K. en, we have P(A ∩ B) = E [P (A ∩ B|ω(t 0 ), ..., ω(t K −1 ))] ≥ E [P (A|ω(t 0 ), ..., ω(t K −1 )) P (B|ω(t 0 ), ..., ω(t K −1 ))] , by eorem A.1 since our process satis es the conditions of this theorem (see [19, 27] ) and given ω(t 0 ), ..., ω(t K −1 ), 1 A and 1 B are increasing in ω(t K ). Now since P (A|ω(t 0 ), ..., ω(t K −1 )) and P (B|ω(t 0 ), ..., ω(t K −1 )) are increasing in the space of the con gurations of the graph in the rst K − 1 time steps, it follows from the induction hypothesis that P(A ∩ B) ≥ E [P (A|ω(t 0 ), ..., ω(t K −1 ))] E [P (B|ω(t 0 ), ..., ω(t K −1 ))] = P(A)P(B).
