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Abstract— In this paper, we develop a model-free approx-
imate dynamic programming method for stochastic systems
modeled as Markov decision processes to maximize the prob-
ability of satisfying high-level system specifications expressed
in a subclass of temporal logic formulas—syntactically co-
safe linear temporal logic. Our proposed method includes
two steps: First, we decompose the planning problem into a
sequence of sub-problems based on the topological property of
the task automaton which is translated from a temporal logic
formula. Second, we extend a model-free approximate dynamic
programming method to solve value functions, one for each
state in the task automaton, in an order reverse to the causal
dependency. Particularly, we show that the run-time of the
proposed algorithm does not grow exponentially with the size
of specifications. The correctness and efficiency of the algorithm
are demonstrated using a robotic motion planning example.
I. INTRODUCTION
Temporal logic is a formal language to describe desired
system properties, such as safety, reachability, obligation,
stability, and liveness [1]. This paper introduces a model-
free Reinforcement Learning (RL) method for stochastic
systems modeled as Markov Decision Processes (MDPs),
where the planning objective is to maximize the (discounted)
probability of satisfying constraints expressed in a subclass
of temporal logic—syntactically co-safe LTL (sc-LTL) for-
mulas [2].
Various model checking and probabilistic verification
methods for Markov Decision Process (MDP) are model-
based [3], [4]. For systems without a model but with a
blackbox simulator, RL methods for Linear Temporal Logic
(LTL) constraints have been developed with both model-
based and model-free methods [5], [6], [7]. A model-based
RL learns a model and a near-optimal policy simultaneously.
A model-free RL learns only the near-optimal policy from
sampled trajectories in the stochastic systems. However,
model-free RL methods, such as policy gradient and actor-
critic methods [8], [9], [10], face challenges when being
used for planning with temporal logic constraints: a LTL
formula is translated into a sparse reward signal. The learner
receives a reward of 1 if the constraint is satisfied. This sparse
reward provides little gradient information in the policy/value
function search. The problem becomes more severe when
complex specifications are involved. Consider the following
example, a robot needs to visit regions A, B, and C, but
if it visits D, then it must visit B before C. If the robot
only visits A or B, then it will not receive any reward.
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When the state space of the MDP is large, a learner not
receiving any reward has no way to improve its current
policy. To address reward sparsity, reward shaping [11]
has been developed. Reward shaping introduces additional
reward signals while guaranteeing the policy invariance—
the optimal policy remains the same with/without shaping.
However, this method has strict requirements for the range
of shaping potentials, which is hard to define when LTL
constraints are considered.
In this work, we propose a different approach to mitigate
the challenges in RL under sparse reward signals in LTL
than reward shaping. Our approach is inspired by an idea for
efficient value iteration: In an acyclic MDP, there exists an
optimal backup order, such that each state in the MDP only
needs to perform one-step backup operation in value itera-
tion [12]. In [13], the authors generalize this optimal backup
order for acyclic MDPs to general MDPs. They develop a
Topological Value Iteration (TVI) method that divides an
MDP into Strongly Connected Components (SCCs) and then
solves the values of states for each component sequentially
in the topological order. Although it seems straightforward
to apply TVI to the product MDP, which is obtained by
augmenting the original MDP with a finite set of memory
states related to the task, the solution suffers from scalability
issue. This may be mitigated with the use of Approximate
Dynamic Programming (ADP) [14]. The ADP makes the
use of value function approximations to approximate the
optimal solutions of large-scale problems. Hence, we propose
a Topological Approximate Dynamic Programming (TADP)
method that includes two stages: Firstly, we translate the
task formula into a Deterministic Finite Automaton (DFA)
referred as the task DFA, and then exploit the graphical
structure in the automaton to determine a topological optimal
backup order for a set of value functions—one for each
discrete state in the task DFA. Value functions are related
by the transitions in the task DFA and jointly determine the
optimal policy based on the Bellman equation. Secondly,
we introduce function approximations for the set of value
functions to reduce the number N of decision variables—the
number of states in the product MDP—to a number M of
weights in function approximations, where M  N . Finally,
we integrate a model-free ADP with the backup ordering to
solve the set of value function approximations, one for each
task state, in an optimal order. By doing this, the sparse
reward received when the task is completed is propagated
back to earlier stages of task completion, which provides
meaningful gradient information for the learning algorithm.
Exploiting the structure of task DFAs for planning has
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been considered in [15] where the authors partition the task
DFA into SCCs and then define progress levels towards satis-
faction of the specification. In this work, we formally define
a topological backup order based on the causal dependency
among states in a task DFA. We prove the optimality in this
backup order. Further, this backup order can be integrated
with the actor-critic method for LTL-constrained planning
in [16] or other ADP methods that solve value function
approximations to address the sparse reward problem.
The rest of the paper is structured as follows. Section II
provides some preliminaries. Section III contains the main
results of the paper, including computing the topological
order, proof of optimality in this order, and the Topological
Approximate Dynamic Programming (TADP) algorithm. The
correctness and effectiveness of the proposed method are
experimentally validated in the Section IV with a robotic
motion planning example. Section V summarizes.
II. PRELIMINARIES
Notation: Given a finite set X , let ∆(X) be the set of
probability distributions over X . The size of the set X
is denoted by |X|. Let Σ be an alphabet (a finite set of
symbols). Given k ∈ Z+, Σk indicates a set of words with
length k, Σ≤k indicates a set of words with length smaller
than or equal to k, and Σ0 = λ is the empty word. Σ∗ is the
set of finite words (also known as Kleene closure of Σ), and
Σω is the set of infinite words. 1X is the indicator function
with 1X(x) = 1, if x ∈ X and 0 otherwise.
A. Syntactically co-safe Linear Temporal Logic
Syntactically co-safe LTL formulas [17] are a well-defined
subclass of LTL formulas. Given a set of atomic propositions
AP , the syntax of sc-LTL formulas is defined as follows:
ϕ := true | p | ¬p | ϕ1 ∧ ϕ2 | ©ϕ | ϕ1 Uϕ2,
where ϕ,ϕ1 and ϕ2 are sc-LTL formulas, true is the uncon-
ditional true, and p is an atomic proposition. Negation (¬),
conjunction (∧), and disconjunction (∨) are standard Boolean
operators. A sc-LTL formula can contain temporal operators
“Next” (©), “Until” (U ), and “Eventually” (♦). However,
temporal operator “Always” () is not contained in sc-LTL.
An infinite word with alphabet 2AP satisfying a sc-LTL
formula always has a finite-length good prefix [17] 1. For-
mally, given a sc-LTL formula ϕ and an infinite word w =
r0r1 · · · over alphabet 2AP , w |= ϕ if there exists n ∈ N,
w[0:n] |= ϕ, where w[0:n] = r0r1 · · · rn is the length n + 1
prefix of w. Thus, an sc-LTL formula ϕ over 2AP can be
translated into a DFA Aϕ = 〈Q,Σ, δ, q0, F 〉, where Q is a
finite set of states, Σ = 2AP is a finite set of symbols called
the alphabet, δ : Q×Σ→ Q is a transition function, q0 ∈ Q
is an initial state, and F ⊆ Q is a set of accepting states.
A transition function is recursively extended in the general
way: δ(q, aw) = δ(δ(q, a), w) for given a ∈ Σ and w ∈ Σ∗.
A word w = uv is accepting if and only if δ(q, u) ∈ F .
DFA Aϕ accepts the set of words satisfying ϕ.
1u is a prefix of w, i.e., w = uv for u, v ∈ Σ∗
We consider stochastic systems modeled as MDPs. We
introduce a labeling function to relate paths in an MDP M
to a given specification described by an sc-LTL formula.
Definition II.1 (Labeled MDP). A labeled MDP is a tuple
M = 〈S,A, s0, P,AP, L〉, where S and A are finite state
and action sets, s0 is the initial state, the transition probability
function P (· | s, a) ∈ ∆(S) is defined as a probability
distribution over the next state given action is taken at the
current state, AP denotes a finite set of atomic propositions,
and L : S → 2AP is a labeling function mapping each state
to the set of atomic propositions true in that state.
A finite-memory stochastic policy in the MDP is a function
pi : S∗ → ∆(A) that maps a history of state sequence into
a distribution over actions. A Markovian stochastic policy
in the MDP is a function pi : S → ∆(A) that maps the
current state into a distribution over actions. Given an MDP
M and a policy pi, the policy induces a Markov chain Mpi =
{st | t = 0, . . . ,∞} where si is the random variable for
the i-th state in the Markov chain Mpi , and it holds that
si+1 ∼ P (· | si, ai) and ai ∼ pi(· | s0s1 . . . si).
Given a finite (resp. infinite) path ρ = s0s1 . . . sN ∈ S∗
(resp. ρ ∈ Sω), we obtain a sequence of labels L(ρ) =
L(s0)L(s1) . . . L(sN ) ∈ Σ∗ (resp. L(ρ) ∈ Σω). A path ρ
satisfies the formula ϕ, denoted by ρ |= ϕ, if and only if L(ρ)
is accepted by Aϕ. Given a Markov chain induced by policy
pi, the probability of satisfying the specification, denoted by
P (Mpi |= ϕ), is the expected sum of the probabilities of
paths satisfying the specification.
P (Mpi |= ϕ) := E
[ ∞∑
t=0
1(ρt |= ϕ)
]
,
where ρt = s0s1 . . . st is a path of length t+ 1 in Mpi .
Problem 1. Given a labeled MDP M and an sc-LTL formula
ϕ, we can have a product MDP M. The MaxProb problem
is to synthesize a policy pi that maximizes the probability of
satisfying ϕ. Formally,
pi∗ = arg max
pi
P (Mpi |= ϕ).
Definition II.2 (Product MDP). Given a labeled MDP M =
〈S,A, s0, P,AP, L〉, an sc-LTL formula ϕ with the corre-
sponding DFA Aϕ = 〈Q,Σ, δ, q0, F 〉, the product of M and
Aϕ is denoted by M ⊗Aϕ = 〈S×Q, (s0, δ(q0, L(s0)), S×
F,A, δ,R〉 with (1) a set of states, S×Q, (2) an initial state,
(s0, δ(q0, L(s0)), (3) the set of accepting states, S×F , (4) the
transition function defined by P (((s′, q′), a′) | (s, q), a) =
P (s′ | s, a)1{q′}(δ(q, L(s))), (5) the reward function R :
S ×Q×A→ [0, 1]. Formally,
R((s, q), a) =
∑
(s′,q′)
P ((s′, q′) | (s, q), a) · 1F (q′). (1)
We let all states in S ×F sink/absorbing states, i.e., for any
(s, q) ∈ S × F , for any a ∈ A, P ((s, q)|(s, q), a) = 1 and
R((s, q), a) = 0. For clarity, we denote this product MDP
by Mϕ, i.e., Mϕ = M ⊗ Aϕ. When the specification ϕ is
clear from the context, we denote the product MDP by M.
By definition, the path will receive a reward of 1 if it
ends in the set of accepting states S×F . The total expected
reward given a policy pi is the probability of satisfying the
formula ϕ. By maximizing the total reward we find an
optimal policy for the MaxProb problem. In practice, we
are often interested in maximizing a discounted total reward,
which is the discounted probability of satisfying ϕ.
The planning problem is to solve the optimal value func-
tion and policy function satisfying
V ((s, q)) = τ log
∑
a
exp(R((s, q), a)
+ γ
∑
s′,q′
P ((s′, q′) | (s, q), a)V ((s′, q′)))/τ),
Q((s, q), a) = R((s, q), a) + γ E
(s′,q′)
V ((s′, q′)),
pi(a | (s, q)) = exp((Q((s, q), a)− V ((s, q)))/τ),
(2)
where τ is an user-specified temperature parameter and γ is a
discounting factor. We use the softmax Bellman operator [18]
instead of the hardmax Bellman operator [19]. Value Iteration
(VI) can solve the optimal value function in the product
MDP and converges in the polynomial time of the size of the
state space, i.e., |S × Q|. However, VI is model-based and
difficult to scale to large planning problems with complex
specifications.
III. MAIN RESULT
We are interested in developing model-free RL algorithms
for solving the MaxProb problem. However, if we directly
solve for approximately optimal policies in the product MDP
using the method in Section III-B, as the reward is sparse,
it becomes a rare event to sample a path satisfying the
specification. As a consequence, the estimate of the gradient
in [14] has a high variance with finite samples. To address
this problem, we develop Topological Approximate Dynamic
Programming (TADP) that leverages the structure property in
the task automaton to improve the convergence due to sparse
and temporally extended rewards with LTL specifications.
A. Hierarchical decomposition and causal dependency
First, it is observed that given temporally extended goals,
we can partition the product state space based on the discrete
automaton states referred as discrete modes. The following
definitions are generalized from almost-sure invariant set [20]
in Markov chains to that in MDPs.
Definition III.1 (Invariant set and guard set). Given a DFA
mode q ∈ Q and an MDP M , the invariant set of q with
respect to M , denoted by Inv(q,M), is a set of MDP states
such that no matter which action is selected, the system has
probability one to stay within the mode q. Formally,
Inv(q,M) ={s ∈ S | ∀a ∈ A,∀s′ ∈ S, P (s′ | s, a) > 0
=⇒ δ(q, L(s′)) = q}, (3)
where =⇒ means implication.
Given a pair (q, q′) of DFA states, where q 6= q′, the
set of guard states of the transition from q to q′, denoted
by Guard(q, q′,M), is a subset of S in which a transition
from q to q′ may occur. Formally,
Guard(q, q′,M) = {s ∈ S | ∃a ∈ A,∃s′ ∈ S,
P (s′ | s, a) > 0 ∧ δ(q, L(s′)) = q′}. (4)
When the MDP M is clear from the context, we
refer Inv(q,M) to Inv(q) and Guard(q, q′,M) to
Guard(q, q′).
Next, we define causal dependency between modes: In the
product MDP M, a state (s1, q1) is causally dependent on
state (s2, q2), denoted by (s1, q1)→ (s2, q2), if there exists
an action a ∈ A such that P ((s2, q2) | (s1, q1), a) > 0.
This causal dependency is initially introduced in [13] and
generalized to the state space of the product MDP.
According to Bellman equation (5), if there exists a
probabilistic transition from (s1, q1) to (s2, q2) in the prod-
uct MDP, then the value V (s1, q1) depends on the value
V (s2, q2).
Two states can be causally dependent on each other. In
that case, we say that these two states are mutually causally
dependent. Next, we lift the causal dependency from product
MDP to the task DFA, by introducing casually dependent
modes.
Definition III.2 (Causally dependent modes). A mode
q1 is causally dependent on mode q2 if and only if
Guard(q1, q2) 6= ∅, that is, there exists a transition in the
product MDP from a state in mode q1 to a state in mode q2.
A pair of modes (q1, q2) is mutually causally dependent if
and only if q1 is causally dependent on q2 and q2 is causally
dependent on q1.
Definition III.3 (Meta-mode). A meta mode X ⊆ Q is a
subset of modes that are mutually causally dependent on
each other. If a mode q is not mutually causally dependent
on any other modes, then the set {q} itself is a meta mode.
A meta mode X is maximal if there is no other mode in
Q \X that is mutually causally dependent on a mode in X .
Definition III.4 (The maximal set of Meta-modes). X is said
to be the set of maximal meta modes in the product MDP
if and only if it satisfies: i) any set X ∈ X is a maximal
meta mode, ii) the union of sets in X yields the set Q, i.e.,
∪X∈XX = Q.
Lemma III.1. The maximal set X of meta modes is a
partition of Q.
Proof. By the way of contradiction, suppose X is not a
partition of Q, then there exists a mode q ∈ X∩X ′. Because
q is mutually causally dependent on all modes in X as well as
X ′, then any pair (q1, q2) ∈ X×X ′ will be mutually causally
dependent—a contradiction to the definition of X .
We denote X → X ′ if a mode q ∈ X is causally
dependent on mode q′ ∈ X ′. By the transitivity property,
if X1 → X2 and X2 → X3, then we denote the causal
dependency of X1 on X3 by X1 →+ X3. The following
lemma states that two states in the product MDP are causally
dependent if their discrete modes are causally dependent.
Lemma III.2. Given two meta-modes X,X ′ ∈ X , if X →+
X ′ but not X ′ →+ X , then for any state (s, q) ∈ S×X and
(s′, q′) ∈ S ×X ′, it is the case that either (s, q)→+ (s′, q′)
or these two states are causally independent.
Proof. By the way of contradiction, if (s, q) and (s′, q′) are
causally dependent and (s′, q′) →+ (s, q), then there must
exist a state (s′′, q′′) such that (s′, q′) →+ (s′′, q′′) and
(s′′, q′′) → (s, q). Relating the causal dependency of states
in the product MDP and the definition of guard set, we have
s′′ ∈ Guard(q′′, q) and q′′ → q. Further q′ →+ q′′ → q,
thus X ′ →+ X , which is a contradiction as X ′ 6→+ X .
Lemma III.2 provides structural information about topo-
logical value iteration (TVI). If X →+ X ′ and X ′ 6→+ X ,
then based on TVI, we shall update the values for states in
the set {(s, q) | q ∈ X ′} before updating the values for states
in the set {(s, q) | q ∈ X}.
However, the causal dependency in meta-modes does not
provide us with a total order over the set of maximally meta
modes because two meta modes can be causally independent.
A total order is needed for deciding the order in which the
optimal value functions for modes are updated.
To obtain a total order, we construct a total ordered
sequence of sets of maximal meta modes. Given the set of
maximal meta-modes X ,
1) Let L0 = {X ∈ X | X ∩ F 6= ∅} and i = 1.
2) Let Li = {X ∈ X \ ∪i−1k=0Lk | ∃X ′ ∈
Li−1 such that X → X ′}, and increase i by 1
3) Repeat until i = n and Ln+1 = ∅.
We refer {Li | i = 0, . . . , n} as level sets over meta modes.
Based on the definition of set {Li | i = 0, . . . , n}, we let  
define an ordering on level sets as follows: Li  Li−1 | i =
1, . . . , n. We give the following two statements.
Lemma III.3. If there exists X ∈ X such that X 6∈ Li
for any i = 0, . . . , n, then the set of states in X is not
coaccessible from the final set F of states in DFA Aϕ.
Proof. By construction, this meta mode X is not causally
dependent on any meta mode that contains F . Thus, it is not
coaccessible in the task DFA Aϕ, i.e., there does not exist a
word w such that δ(q, w) ∈ F for some q ∈ X .
If a DFA is coaccessible, then we have ∪ni=0Li = X . A
state q that is not coaccessiable from the final set F should be
trimmed before planning because the value V (s, q) for any
s ∈ S will not be used for optimal planning in the product
MDP to reach F .
Proposition III.1. The ordering  is a total order:
Ln  Ln−1 . . . L0.
Theorem III.4 (Optimal Backup Order [12]). If an MDP
is acyclic, then there exists an optimal backup order. By
applying the optimal order, the optimal value function can
be found with each state needing only one backup.
We generalize the Optimal Backup Order on an acyclic
MDP to the product MDP as the following:
Theorem III.5 (Generalized optimal backup order for hier-
archical planning). Given the optimal planning problem in
the product MDP and the causal ordering of meta modes,
by updating the value functions of all meta-modes in the
same level set, in a sequence reverse to the ordering  , the
optimal value function for each meta mode can be found with
only one backup, i.e., solving the value function of that meta
mode using value iteration or an ADP method that solves the
value function approximation.
Proof. We show this by induction. Suppose there exists only
one level set, the problem is reduced to optimal planning in
a product MDP with only one update for value functions
of meta-modes in this level set. When there are multiple
level sets, each time the optimal planning performs value
function update for one level set. The value V (s, q) for q ∈
X only depends on the values of its descent states, that is,
{V (s′, q′) | (s, q) → (s′, q′)}. It is noted that the mode q′
of any descendant (s, q) must belong to either meta-modes
X , or some X ′ ∈ X such that X →+ X ′. By definition
of level sets, if X ∈ Li, then X ′ ∈ Lk for some k ≤ i. It
means the value V (s′, q′) for any descendant (s, q) is either
updated in level Lk, k < i, or along with the value V (s, q),
when k = i. As a result, after the value functions {V (·, q) |
q ∈ X,X ∈ Li} converge, the Bellman residuals of states
in {(s, q) | q ∈ X,X ∈ Lk, k ≤ i} remain unchanged, while
the value functions of meta-modes in other level sets with
higher levels are updated. Thus, each mode only needs to be
updated once.
Example III.1. We use a simple example to illustrate. Given
a system-level specification: ♦(b∧©♦c)∧♦(a∧©♦d), the
corresponding DFA is shown in Fig. 1. In this DFA, each
state is its own meta mode Xi = {qi+1}, i = 0, . . . 8. Dif-
ferent level sets Li, i = 0, . . . , 4, are contained in different
styled ellipses.
L4
L3
L2
L1
L0
q1start
q2 q3
q4 q5 q6
q7 q8
q9
a
b
¬a ∧ ¬b
d
b
¬b ∧ ¬d
a
c
¬a ∧ ¬c
b
¬b
d
¬c ∧ ¬d
c
a
¬a
c
¬c
d
¬d
true
Fig. 1: DFA with respect to ♦(b ∧©♦c) ∧ ♦(a ∧©♦d).
B. Model-free ADP for planning with temporal logic con-
straints
ADP makes use of value function approximations to
solve for Problem 1. First, let’s define the softmax Bellman
operator by
BV (s, q) = τ log
∑
a
exp((R((s, q), a)
+ γ
∑
(s′,q′)
P ((s′, q′) | (s, q), a)V (s′, q′))/τ), (5)
where τ > 0 is an user-specified temperature parameter.
We introduce a mode-dependent value function approxi-
mation as follows: For each q ∈ Q, the value function is
approximated by V (·; θq) : S → R where θq ∈ R`q is
a parameter vector of length `q . We use a linear function
approximation of V (·; θq) =
∑`q
k=1 φk,q(·)θq[k] = Φqθq ,
where φk,q : S → R, k = 1, . . . , `q are pre-selected basis
functions. We first define two sets: For meta-modes X,X ′ ∈
X , let
Inv(X) =
⋃
q∈X
Inv(q), and
Guard(X,X ′) =
⋃
q∈X,q′∈X′
Guard(q, q′).
Given the level sets {Li | i = 0, . . . , n}, the computation
of value function approximation for each DFA mode is
carried out in the order of level sets.
1) Starting with level 0, let i = 0 and V ((s, q); θq) = 1
(see Remark 2) for all s ∈ S and q ∈ F . For each
X ∈ L0, we solve an ADP problem:
min
{θq|q∈X\F}
∑
(s,q)∈S×X
c(s, q)V ((s, q); θq), (6)
subject to: BV ((s, q); θq)− V ((s, q); θq) ≤ 0,
∀s ∈ Inv(X)
⋃
(∪X′∈XGuard(X,X ′)) ,
where parameters c(s, q) are state relevant weights. All
states {(s, q) | q ∈ F} are absorbing with values of 1.
The reward function R((s, q), a) = 0 for all s ∈ S, q ∈
X , and a ∈ A. After solving the set of value functions
{V (s, q; θq) | q ∈ X,X ∈ L0}. The solution of this
ADP is proven to be a tight upper bound of the optimal
value function [14]. See Appendix for more information
about this ADP method.
2) Let i← i+ 1.
3) At the i-th step, given the value {V (s, q; θq) | q ∈ X ∧
X ∈ Lk, k < i}, we solve, for each X ∈ Li, an ADP
problem stated as follows:
min
{θq|q∈X}
∑
(s,q)∈S×X
c(s, q)V ((s, q); θq), (7)
subject to: BV ((s, q); θq)− V ((s, q); θq) ≤ 0,
∀s ∈ Inv(X)
⋃
(∪X′∈XGuard(X,X ′)) ,
where V ((s′, q′); θq′) to be solved either has q′ ∈ X or
q′ ∈ X ′ for some X ′ ∈ Lk, k < i. Note that by Theo-
rem III.5, the meta-mode X ′, for which Guard(X,X ′)
is nonempty, cannot be in a level set higher than i. When
q′ ∈ X ′ and X ′ ∈ Li, then θq′ is a decision variable for
this ADP. When q′ ∈ X ′ and X ′ ∈ Lk for some k < i,
then the value V ((s′, q′); θq′) is computed in previous
iterations and substituted. A state (s′, q′) whose value
is determined in previous iterations is made absorbing
in this iteration. The reward function R((s, q), a) = 0
for all s ∈ S, q ∈ X , and a ∈ A.
4) Repeat step 2, 3 until i = n. Return the set {V (s, q; θq) |
q ∈ Q}. The policy is computed using the softmax Bell-
man operator, defined in (2) by substituting the value
function V (s, q) with its approximation V ((s, q); θq).
Remark 1. The problem solved by ADP is essentially a
stochastic shortest path problem [21]. For such a problem,
two approaches can be used: One is to fix the values of states
to be reached and assign the reward to be zero. During value
iteration, the value of the states to be reached will be propa-
gated back to the values of other states. The aforementioned
reward design and ADP formulation use the first approach.
Another way to introduce a reward function defined by
R((s, q), a) =
∑
s′,q′ P ((s
′, q′) | (s, q), a)R((s′, q′)), where
R(s′, q′) = V ((s′, q′); θq′) if q ∈ X , q′ ∈ X ′, X → X ′ ,
and R(s′, q′) = 0 otherwise.
Remark 2. A value iteration using the softmax Bellman
operator finds a policy that maximizes a weighted sum of
total rewards and the entropy of policy (see [18] for more
details). When the value/reward is small, the total entropy
of policies accumulated with the softmax Bellman operator
overshadows the value given by the reward function. This is
called the value diminishing problem. Thus, for both cases,
when the value V ((s′, q′); θq′) of the state to be reached
is small, we scale this value by a constant α to avoid the
value diminishing problem. Given the nature of the MaxProb
problem, with a reward of 1 being assigned when the LTL
constraint is satisfied, we almost always need to amplify the
reward to avoid the value diminishing problem.
IV. CASE STUDY
We validate the algorithm in a motion planing problem
under a sc-LTL specification in a grid world. In this example,
we consider the following specification: ♦(((A∧(¬B UC))∨
(B ∧ (¬AUD))) ∧ ♦goal ∧ ¬O), and the corresponding
DFA is plotted in Fig. 3. This specification describes that
the system visits A, C, and goal sequentially, or the system
visits B, D, and goal sequentially, while avoiding obstacles.
Regions A,B,C,D, obstacles O, and goal are shown in
Fig. 2. The partitions of meta modes are shown in Fig. 3
with different meta modes being boxed in different styled
rectangles. The task automaton is partitioned into four meta
modes Xi, i = 0, . . . , 3, and each level set Li, i = 0, . . . , 3,
contains one meta mode with the same index. The reward
is defined as the following: the robot receives a reward of
60 (an amplified reward to avoid value diminishing) if the
trajectory satisfies the specification. In each state s ∈ S
and for robot’s different actions (heading up (’U’), down
(’D’), left(’L’), right(’R’)), the probability of arriving at the
“correct” cell is 1−0.03×|N |, and the probability of arriving
a “wrong” cell is 0.03, where 0.03 is the randomness in the
system and |N | is the number of possible succeeding states.
We surround the gird world with walls. If the system hits
the wall, it will be bounced back and stay at its original cell.
All the obstacles are sink states, i.e., when a robot goes to
an obstacle—it stays there forever.
Fig. 2: One simulation on the grid world.
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Fig. 3: Automaton ♦(((A∧ (¬B UC))∨ (B∧ (¬AUD)))∧
♦goal ∧¬O). Meta modes and the level sets are marked.
The planning objective is to find an approximately optimal
policy for satisfying the specification with a maximal proba-
bility. We compare the TADP with VI and TVI to show the
correctness and efficiency.
Parameters: We use the following parameters: the user-
specified temperature is τ = 2, discounting factor is γ = 0.9,
and error tolerance is  = 10−3. The tolerance is shared
by TVI, VI, and TADP, where the stopping criterion is
‖max(V j(s) − V j−1(s))‖ ≤  for j-th iteration of in
TVI and VI and for each inner j-th iteration of TADP,
respectively.
We adopt the following initial parameters in the TADP al-
gorithm for the k-th problem (see appendix for the meanings
of parameters): the coefficient of the penalty is b = 1.5, the
learning rate is η = 0.1, the penalty parameter is ν = 2.0,
and the Lagrangian multipliers is λ = 0. During each inner
iteration, we sample 30 trajectories of length ≤ 3. The
value function V (·; θq) is approximated by a weighted sum
of Gaussian Kernels: V (·; θq) = Φqθq , where basis func-
tions Φq = [φ1, φ2, . . . , φ`q ]
ᵀ are defined as the following:
Φj(s) = K(s, c
(j)) and K(s, s′) = exp(−SP (s,s′)22σ2 ), where
{c(j), j = 1, . . . , `q} is a set of pre-selected centers and
σ = 1. In this example, we select the centers to be uniformly
selected points with interval 1 within the grid world.
After the TADP converges, we obtain the policy from the
converged value functions computed by TADP and simulate
the system. We plot one simulation of the system in Fig. 2.
The system starts at the initial state sinit, then it visits region
A then region C, eventually it visits the goal state sgoal.
Value Comparison: In Fig. 4, we plot the heatmaps and
values for different states at q3 obtained by VI, TVI, and
TADP. In heatmaps, the brighter the area is, the higher value
of that area is. The results from Fig. 4a and 4b shows that
VI and TVI both show the most bright area is at (7, 7). In
Fig. 4c, the area around (7, 7) obtained has relatively bright
color. The heatmap of TADP is not exactly the same as the
other two. This is due to the approximation error. Comparing
three value surfs in Fig. 4d, 4e, and 4f, we are able to see
the similarity between these three value surfs.
Run-time: We conduct two experiments for different
sizes of grid worlds, i.e., 10× 10 and 20× 20. We show the
results in Table I. In different sizes of gird worlds, comparing
VI and TVI run-times are reduced by 38.45% and 53.62%
by exploiting the topological structure, and the total numbers
of Bellman Backup Operations are reduced by 7.71% and
7.76%. In terms of simple specifications, the decomposition
occupies major CPU time, but exploiting the topological
structure will be leveraged if more complex specifications
are associated. The TADP converges after 135.96 seconds
and 1117.91 seconds, respectively for different sizes of grid
worlds. The run-times of the TVI and VI in a 20× 20 grid
world are 14-20 times their run-times in the 10 × 10 grid
world. However, the run-time of TADP in a 20 × 20 grid
world is only 8 times the run-time of TADP in the 10× 10
grid world. TADP is more beneficial in large MDP problems
or with more complex specifications. It is noted that though
TADP takes in general longer time to converge, but it is
model-free. TVI and VI are model-based.
Algorithms VI TVI TADP
10× 10 Bellman Backup Operations (times) 64620 59636 N/ARun-time (Seconds) 11.52 7.09 135.96
20× 20 Bellman Backup Operations (times) 280620 258836 N/ARun-time (Seconds) 222.56 103.21 1117.59
TABLE I: Bellman Backup Operations and Run-times be-
tween VI, TVI, and TADP. Note that TVI has a significantly
shorter run-time.
Convergence: In Fig. 5, we plot the convergence of
values for different states in the 10 × 10 grid and modes
in automaton against epochs, which is the number of inner
iterations in TADP. It indicates that the values initially
oscillate, but all values converge after 250 iterations.
Statistical Results: We want to quantify and compare
the performance between different methods. We update the
policies from converged value functions computed by TADP
and TVI. We simulate trajectories for 500 times and compare
the percentages of trajectories reaching the goal out of the
total trajectories. We limit the max time-step to be 500, that
is, if the system cannot reach the goal within 500 steps, then
the system fails to reach the goal. Moreover, if the system
reaches any sink states, then the system fails to reach the
goal. Otherwise, the system successfully reaches the goal. We
conduct two statistical experiments under the same setting
with different starting potions, i.e., (1, 2, 2) and (2, 2, 4).
Starting with (1, 2, 2) the percentages of reaching the goal
(a) (b) (c)
(d) (e) (f)
Fig. 4: Comparison between VI, TVI, TADP for different states at q3: (a) (b) (c) are the heatmaps of V (·, q3) obtained by
VI, TVI, and TADP, respectively. (d) (e) (f) are the corresponding value surfs of V (·, q3) obtained by VI, TVI, and TADP,
respectively.
Fig. 5: The convergence of values in TADP in the 10 × 10
stochastic grid world for different states in the product MDP.
A product state (5, 5, 3) means the grid cell (5, 5) and the
DFA state q3.
under TADP and TVI are 66.2% and 86.8%. Starting with
(2, 2, 4) the percentages of reaching the goal under TADP
and TVI are 80% and 88.6%. The results indicate that the
policy computed by TADP is suboptimal due to the nature
of ADP, but the performance gap between two policies is
not significant.
V. CONCLUSION
We present a topological approximate dynamic program-
ming method to maximize the probability of satisfying
high-level system specifications in LTL. We decompose the
product MDP and define the topological order for updating
value functions at different task modes to mitigate the sparse
reward problems in model-free RL with LTL objectives. The
correctness of the algorithm is demonstrated on a robotic
motion planning problem under LTL constraints. It is noted
that one needs to update the value functions for all discrete
states in a meta-mode at a time. When the size of meta-
mode is large, then the number of parameters in value func-
tion approximations to be solved is large, which raises the
scalability issue due to the complexity of the specifications.
We will investigate action elimination technique within the
framework, not at the low-level actions in the MDP, but
at the high-level decisions of transitions in the task DFA.
By eliminating transitions in the DFA, it is possible to
decompose large meta-mode into a subset of small meta-
modes whose value functions can be efficiently solved.
APPENDIX
In this section, we present a model-free ADP method
for value iteration. The method has been introduced in our
previous work [14] and will be briefly reviewed here for
completeness.
Given an MDP M = (S,A, P, s0, γ, R), the objective is
to find a policy pi that maximizes the total discounted return
given by J(s0) = maxpi Epi
∑∞
t=0 γ
tR(st, at), where st, at
is the t-th state and action in the chain induced by policy pi.
The ADP for value iteration is to solve the following
optimization problem:
min
θ
∑
s∈S
c(s; θ)V (s; θ),
subject to: BV (s; θ)− V (s; θ) ≤ 0, ∀s ∈ S, (8)
where the state relevant weight c(s) = c(s; θ) is the
frequency with which different states are expected to be
visited in the chain under policy pi(·; θ), and BV (s; θ) =
τ log
∑
a exp{(R(s, a)+γ
∑
s′ P (s
′ | s, a)V (s′; θ)/τ} is the
softmax Bellman operator with the temperature τ > 0. The
policy pi(·; θ) : S → ∆(A) is computed from V (·; θ) using
(2). It is shown in [14] that a value function V (·; θ) satisfying
the constraint in (8) is an upper bound on the optimal value
function. The objective is to minimize this upper bound to
approximate the optimal value function.
We introduce a continuous function B : R → R+ with
support equal to [0,∞). One such function is B(x) =
max{x, 0}. Let g(s; θ) = BV (s; θ)−V (s; θ),∀s ∈ S. Using
randomized optimization [22], an equivalent representation
of the set of constraints is
E
s∼∆
B(g(s; θ)) = 0, (9)
where s is a random variable with a distribution ∆ whose
support is S. The augmented Lagrangian function of (8) with
constraints replaced by (9) is
Lν(θ, λ, ξ) =
∑
s∈S
c(s; θ)V (s; θ) + λ · E
s∼∆
B(g(s; θ))
+
ν
2
· | E
s∼∆
B(g(s; θ))|2
(10)
where λ and ξ are the Lagrange multipliers, and ν is a
large penalty constant. Using the Quadratic Penalty Function
method [23], the solution is found by solving a sequence of
optimization problems of the form:
min
θ∈RK
Lνk(θ, λ
k, ξk), (11)
where {λk} and {ξk} are sequences in R, {νk} is a positive
penalty parameter sequence, and K is the size of θ. After the
inner optimization for (11) converges, we update formula for
multipliers λ and ξ in the outer optimization as
λk+1 = λk + νk · E
s∼∆
B(g(s; θk)) (12)
The outer optimization stops when it reaches the maximum
number of iterations or ‖∇θLνk(θk, λk)‖ ≤ k. See [23,
Chap. 5.2] for more details about the augmented Lagrangian
method.
By letting c(s; θ) =
∑∞
t=0 P (Xt = s) be the state
visitation frequency in the Markov chain Mθ, for an arbitrary
function f : S → R, it holds that ∑
s∈S
c(s; θ)f(s; θ) =∫
p(h; θ)f(h; θ)dh, where p(h; θ) is the probability of path
h in the Markov chain Mθ, f(h; θ) =
∑|h|
i=1 f(si; θ).
By selecting ∆ ∝ c(·; θ) and letting f(s; θ) =
V (s; θ) + λk · B(g(s; θ)) + νk2 · |B(g(s; θ))|2, the k-th
objective function in (11) becomes minθ
∫
p(h; θ)f(h)dh︸ ︷︷ ︸
F (θ)
.
Parameter θ is updated by θj+1 ← θj − η · ∇θF (θ), where
j represents the j-th inner iteration, η is a positive step size.
∇θF (θ) =
∫ ∇θp(h; θ)f(h; θ)dh︸ ︷︷ ︸
1
+
∫
p(h; θ)∇θf(h; θ)dh︸ ︷︷ ︸
2
, where using Monte-Carlo approx-
imation, we have 1 ≈ 1Nh
∑
h∼p(h;θ)
[∑|h|
t=0∇θ log pi(at |
st; θ)
]
f(h; θ), 2 ≈ 1Nh
∑
h∼p(st;θ)
[∑|h|
t=0∇θf(st; θ)
]
,
where ∇θf(st; θ) = ∇θV (st; θ) + λk ·
∇gB(g(st; θ))∇θg(st; θ) + νk ·B(g(st; θ)∇θg(st; θ).
As the gradient of the objective function of the inner
optimization problem can be computed from sampled tra-
jectories, we can update the parameter θ using sampling-
based augmented Lagrangian method, and thus have a model-
free ADP method. The reader is referred to [14] for more
technical details regarding the derivation of the method.
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