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RÉSUMÉ 
Au cours de la dernière décennie on assiste à une émergence accrue des technologies 
d ' informations et de corrununications (TIC). Ces TIC ont donné naissance au Web 2.0 
caractérisé et dominé par les médias sociaux. 
Ces réseaux sociaux génèrent des volumes énormes de données caractérisées par leurs 
bruits (symboles, srns, smileys ... ). Ces bruits rendent souvent l'analyse manuelle des 
données générées par des réseaux sociaux très complexe, ce qui entraîne l'utilisation d'un 
éventail de techniques pour extraire les connaissances utiles à partir de ces ensembles de 
données. 
Par conséquent, les techniques d'exploration de données fournissent aux chercheurs les 
outils nécessaires pour analyser ces données. Ces techniques utilisent des processus de 
prétraitement, d'analyse et d'interprétation de données. Malheureusement, ces techniques 
possèdent aussi des limites telles que, l'aspect muhilingue associé aux réseaux sociaux qui 
demeure une problématique éminemment complexe. De plus, les messages des réseaux 
sociaux sont caractérisés par les bruits, l' orthograp he inhabitue Ile et la muhip lica t ion 
d'abréviations. Également, ces techniques ne représentent pas les résultats sous un format 
compréhensible mcile me nt par des gestionnaires en quête d'informations fiables pour 
mieux décider. 
Pour remédier à ces problématiques, nous proposons une approche méthodologique et 
globale qui permet d'identifier des indicateurs dans des documents multilingues. En effet, 
notre méthode est une chaîne de traitement qui se déroule en tro.is phases. La première 
phase est préalable à l'analyse, la deuxième phase est le processus habituel d'analyse des 
textes et la dernière phase, est celle de présentation des indicateurs dégagés dans un tableau 
de bord 
L'application de notre approche sur un corpus de texte extrait de la plateforme Web de 
voyages Tripadviso r nous a permis de détecter les éléments caractérisant le tourisme en 
Tunisie après la révolution. 
Mots clés : Analyse de données textuelles, text mmmg, classification, traduction 
automatique, mots hors-vocabulaire, réseaux sociaux, indicateur stratégique, tableau de 
bord, tropes, DeepL avis en ligne. 
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ABSTRACT 
Over the past decade, there has been an increased emergence of information and 
communication technologies (lCTs). These lCTs have given rise to Web 2.0 characterized 
and dorninated by social media. 
These social networks generate huge volumes of data characterized by their noise 
(symboIs, sms, smileys .. . ). These noises often make manual analysis of data generated by 
social networks very complex, resulting in the use of a range of techniques to extract useful 
knowledge from these data sets. 
There fore , data mining techniques provide researchers with the necessary tooIs to analyze 
these data. These techniques use pre-processing, analysis and data interpretation processes. 
Unfortunately, these techniques aIso have limitations such as the rnultilingual aspect 
associated with social networks, which remains an extremely complex issue. In addition, 
social network messages are characterized by noise such unusual spelling and mult ip le 
abbreviations. AIs 0 , these techniques do not represent results in a format that can be easily 
understood by managers seeking reliable information to make better decisions. 
To address these issues, we propose a methodological and global approach that allows 
indicators to be identified in multilingual documents. Indeed, our method is a processing 
chain that is based on three phases. The first phase that has been added is narned as a 
prerequisite for the analysis, the second phase is the usual text analysis process and the last 
phase, which has aIso been added, is the presentation phase of the indicators identified in 
a dashboard 
The application of our approach on a corpus of text extracted from the Tripadvisor travel 
web platform allowed us to detect the elernents characterizing tourism in Tunisia after the 
revolution. 
Keywords: Text data analysis, text mmmg, classification, machine translation, off-
vocabulary words, social networks, strategic indicator, dashboard, tropes, DeepL online 
opnuon. 
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Introduction 
La Tunis ie, terre de paix et d'hospitalité est devenue en janvier 2011, date de la révolut io n 
populaire, l'épicentre d'une vague de transitions politiques, sociales et économiques. 
Depuis, le pays vit une période de transformation profonde qui a créé de nouveaux défis et 
opportunités, en particulier pour l'économie du pays. Plusieurs secteurs, piliers de 
l'économie, ont subi des conséquences majeures à la suite de la dégradation de la situatio n 
sociale et économique causée par les multiples grèves, les revendications surréalistes, les 
contestations et la désobéissance. Certains secteurs, tels que le tourisme, l'indus tr ie 
pétrolière et le secteur minier connaissent actuellement une situation critique, voir 
alarmante. 
En effet, en termes de contnbution à la croissance économique, la participation du tourisme 
ne dépasse pas le seuil de 0,1%. Il est clair qu'il s'agit d'un secteur en crise : « 3,3 millio ns 
de visiteurs sur les six premiers mois en 2012, une fréquentation en baisse de 18% par 
rapport à la même période en 2010. » [Camille La fra nce , 3 août 2012]. 
Les décideurs et les investisseurs tunisiens espèrent remédier à la situation vu l'importance 
de ce secteur. Pour ce fuire, il est opportun de déterminer les caractéristiques et les éléments 
clés du tourisme tunisien sur lesquels il fuut agir pour ramener ce secteur à son niveau avant 
la révolution. D'où une analyse approfondie des expériences des touristes s'avère utile pour 
déterminer certains indicateurs sur le tourisme tunisien pouvant contnbuer à améliorer la 
situation. 
Pour déterminer ces éléments et ces indicateurs une analyse exploratrice des forums de 
discussion est élaborée. En effet, l'utilisation de méthodes telles le « text mining » 
permettent d'analyser des textes et d'en extraire des connaissances fuvorisant une meilleure 
prise de décision. Toutefois, comme toute autre méthode informatique, le text mining 
présente quelques limites méthodologiq ues. 
Les textes provenant des forums et des réseaux SOCiaux, même riches en oprruons et en 
informations, ne sont pas structurés d'une fuçon appropriée pour appliquer un traitement 
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automatisé pennettant d 'avoir des connaISsances concluantes. De plus, les textes des 
forums et des réseaux sociaux sont souvent multilingues, ce qui représente un défi tout en 
sachant que les méthodes de « text mining »sont majoritairement unilingues. De plus, la 
présentation des résultats constÏtÙe un grand défi pour les méthodes de« text mining »car 
les résultats ne sont pas formulés d'une manière à être fàcilement compréhensible par un 
décideur. En effet, les résultats sont présentés sous un angle informatique qu'un angle 
afiàires. 
Pour remédier à ces trois défis des méthodes de« text mining », nous avons parcouru la 
littérature et consulté des bibliothèques de logiciels afin de les combiner ensemble dans 
une démarche unifiée et globale d'analyse d'informations et de présentation de résultats , 
ce qui constitue l'objectif principal de ce mémoire. 
Le présent mémoire est structuré en 8 chapitres comme suit : 
Un premier chapitre qui présente l'exploration de la littérature sur le thème principal des 
méthodes d'analyse des données. Le chapitre 2 présente l'une de ces méthodes, soit le 
« text mining ». Le chapitre 3 présente les moyens préconisés pour remédier à la limite des 
textes multilingues, en présentant des moyens de traduction automatique et en comparant 
quelques outils de traduction parmi les plus utilisés de nos jours (Deep~ Google traducteur 
et Microsoft traducteur). Le chapitre 4 présente les solutions pour remédier à la 
problématique de structuration des textes des forums et des réseaux sociaux. Le concept de 
la classification des documents sera abordé dans ce chapitre. Le chapitre 5 est consacré à 
la limite de représentation des résultats dans un format compréhensible par un gestionna ire 
décideur. Ce chapitre présente le concept du tableau de bord qui sera alimenté par des 
indicateurs stratégiques déduits des résultats d'analyse des données. 
Le chapitre 6 représente notre approche globale de traitement des données. Il représente 
notre démarche méthodologique depuis la sélection des textes des forums et des réseaux 
sociaux jusqu'à la présentation des indicateurs stratégiques dans un tableau de bord. 
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Le chapitre 7 représente une illustration pratique de notre démarche méthodologique en 
sélectionnant des textes dans un fonun sur les expériences de voyages en Tunisie afin de 
déterminer les éléments clés du tourisme tunisien sur lesquels on peut investir pour 
redonner à ce secteur sa place dans l'économie tunisienne. Le dernier chapitre est réservé 
à la conclusion. On y présente les éléments synthèses du travail accompli ainsi que les 
perspectives futures. 
Selon Statistiques Canada, 82% des canadiens vivent dans des milieux urbanisés qui offrent 
un accès fucile au Web en 2018. Effectivement, 91% de la population canadienne utilisent 
internet, soit 33 millions de canadiens [Kabane.ca, Février 2018]. Conséquemment, on 
assiste de nos jours à un grand volume d'information sur le Web. Avec l'émergence des 
réseaux sociaux et des fonnns de discussion, qui font de plus en plus partie de nos vies 
quotidiennes, l'analyse des comportements humains suscite un intérêt grandissant. 
Les réseaux sociaux sont devenus récemment le moyen de communication le plus utilisé 
sur le Web (Ku et a~ 2013). Ils ont révolutionné les modes de communication où une 
personne se trouve connectée 24 h/24, 7j/7 avec son entourage pour partager des 
informations, des discussions, des photos et des vidéos. 
Quant aux fonnns de discussion, ce sont des moyens de communication et d'interaction 
avec d'autres utilisateurs permettant d'échanger des points de vue, des opinions et des 
expériences de vie. Plus précisément «Les fonnns de discussion sont des espaces 
numériques de discussion qUl permettent à des utilisateurs de gérer des activités 
intellectuelles collectives, que ce soient des simples discussions ou des processus 
complexes de résolution de problèmes ou d'aide à la décision. Les fonnns de discussion 
sur l'internet (de type usenet) offrent à celui qui les analyse la possibilité d'observer de 
nombreux phénomènes intéressants » [Michel Marcoccia, 2001]. 
Toutefois, malgré la richesse en information de ces deux moyens de communication et de 
connectivité, le langage utilisé sur ces plateformes est non structuré (des abréviations, 
textes en mode srns, discussion multilingue). Son analyse devient de plus en plus un furdeau 
pour les méthodes d'analyse classique de texte. En effet, les méthodes habituelles de 
3 
traitement automatique de la langue ont des difficultés d'analyse à cause du bruit et de 
l'orthographe inhabituelle [Atefeh Farzindar, Mathieu Roche, Mai 2015]. 
Dans une étude d 'analyse des critères de choix des destinations touristiques, Jean et Younes 
(2016) ont sélectionné des corpus provenant d 'un forum de voyages, soit 
www.tripadvisor.com. Selon Moscarola et Boughzala (2016), les corpus d'avis en ligne qui 
les intéressent présentent l'avantage d'être abondants, indépendants et spontanés mais , 
néanmoins non structurés et hétérogènes. La qualité des données peut rendre leur 
mobilisation très laborieuse moyennant des méthodes traditionnelles de l'analyse de 
contenu. Ils concluent que l'usage des approches qualitatives traditionne Iles est 
pratiquement impossible. » [Jean Moscarola, Younès Boughzala, juin 2016]. De plus, leur 
choix de la plateforrne internationale Tripadvisor, une des plateforrnes les plus réputées 
dans l'industrie touristique, les met fuce à un défi de langue (multilinguisme). Pour éviter 
ce problème, ils ont limité leur choix aux avis des touristes français pour avoir unique me nt 
des avis en français. Ains~ ils ont sélectionné 600 commentaires en ligne de touristes 
français évaluant des hébergements en Algérie, au Maroc et en Tunisie. Certes, ce choix 
leur fucilite le processus d 'analyse de texte, mais ils se privent d 'un grand volume de 
données à cause de la langue, ce qui constitue un frein à la généralisation de leurs résultats 
et constitue un défi majeur pour leur validité. Ains~ il serait opportun dans notre approche 
de diversifier les langues pour garantir des résultats plus généralisé s et fuciliter leur valid i té. 
Pour yarriver, le recours aux traducteurs ofièrts sur le marché serait un incontournable. 
Dans le même sens, Farzindar et Roche (2015) ont confirmé aussi la difficulté de 
l'application du TAL habituel pour analyser des corpus avec du bruit. Ils ont déduit que « 
Les méthodes classiques de TAL utilisées dans le contexte des médias sociaux se butent à 
l'orthographe inhabituelle, au bruit, aux fuutes et aux limites de ses fonctionnalités. 
Certaines techniques de TAL, dont la normalisation, l'expansion morphologique, la 
sélection améliorée de caractéristiques et la réduction du bruit ont été proposées pour 
améliorer les performances de classification automatique . . . » (Farzindar, Roche, 2015). 
Pour résoudre le problème des erreurs typographiques, le langage propre au clavardage et 
la répétition de lettres qui sont devenus un phénomène prédominant dans les nouveaux 
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modes de communication et les modes d'écriture (forum, fucebook, Twitter. .. ), Farzindar 
et Roche (2015) ont suggéré une adaptation des outils traditionne ls pour prendre en compte 
les nouvelles variations corrune la répétition des lettres (par exemple, ''merciiiiiiiii ou 
beauuuuucoup, goooood, yessss'), dont la normalisation, l'expansion morphologique, la 
sélection améliorée de caractéristiq ue s et la réduction du bruit. 
Dans la même logique que précéderrunent, (Meishan et al., 2007) et (Freddy Chongtat 
Chua, 2013) préconisent de procéder au résumé automatique en extrayant des phrases 
représentatives à partir des corrunentaires d'internautes afin de minimiser les bruits et à 
améliorer les performances de classification. D'autre part, Fernandez et al. (2014) se sont 
basés sur la normalisation de chaque corrunentaire afin de résoudre le problème des bruits 
des textes. Ils ont eu recours à la transformation de tous les caractères du texte en 
minuscules et à l'élimination des caractères répétés (s'il est plus de 3 fois les répétitions 
suivantes sont supprimées). 
Tous ces cas soulignent l'importance d'ajouter une étape préalable à l'analyse qui permet 
de filtrer et de supprimer les corrunentaires et autres contenus non pertinents. À noter que 
cette étape est tout à fuit différente de l'étape du prétraiternent du processus habitue 1 
d'analyse des textes. Cette étape ajoutée pennet de fuciliter l'analyse et de gagner beaucoup 
de temps lors du prétraitement des données. 
Tel que constaté précéderrunent, plusieurs auteurs se sont penchés à résoudre la 
problématique des textes non structurés, des bruits et du multili nguis me. Toutefois, la 
question de visualisation n'a pas profité de cet intérêt. En effet, plusieurs travaux proposent 
une visualisation basique, ce qui est clairement insuffisant dans le contexte du text mining. 
Dans ce sens, Mohamed Dermouche et al (2015) ont proposé «une approche pour 
visualiser les résultats d'analyse d'opinions, basée sur l'utilisation de termes clés par un 
''nuage de termes" construit à partir de l'ensemble des tennes discriminants responsables 
de la classification. Chaque tenne discriminant est ainsi représenté par une taille 
proportionne Ile à sa fréquence dans le corpus des textes. Ils ont présente également une 
visualisation temporelle du nuage de termes en utilisant la technique de fisheye. ». 
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En réponse aux limites des teclmiq ues de classificatio n traditionne lIe s de s textes no n 
structurés provenant des forwns et des réseaux sociaux (fuutes d'orthographes 
inhabitue lIes, bruit, textes sous forme des SMSs, multilinguisme), nous proposons tme 
approche qui permet d 'analyser des textes multilingues et avec des bruits permettant 
d'extraire des indicateurs stratégiques et les présenter dans tm format lisible et 
compréhensible par tm gestionnaire décideur. 
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CHAPITRE 1 : LE TEXT MINING 
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De nos jours l'analyse et le traitement d'infonnations textuelles sont devenus l.ll1 eqJeu 
majeur avec l'explosion du Web: environ 90% des données accessibles est sous forme 
textuelle (bib liothèq ues électroniq ues, pages HTML, forums de discussion, réponse s 
ouvertes à des enquêtes, actualités, fonnulaires Web, etc). Cependant les tâches 
d 'exploration et de récupération de l'information dans ces réservoirs de connaissances 
deviennent extrêmement complexes. Ce volume de données représente l.ll1 défi pour de 
nombreuses organisations qui souhaitent trouver la méthode leur permettant de collecter, 
d'étudier et d'exploiter ces données. Face à ce problème, la fouille de texte, ou text mining, 
sert à fuciliter l'extraction des connaissances cachées dans des grands volumes de données . 
Ce domaine de recherche essaie de mettre à profit la surabondance d'informations 
textuelles en utilisant des techniques d ' informatique linguistique, de data mining, 
d'apprentissage automatiq ue et de statistiq ues. 
1. Le text mining 
1) Définitions 
Le Text Mining est l.ll1 domaine de recherche considéré comme l.ll1e des disciplines du 
traitement automatiq ue du langage naturel (T ALN). Il permet de traiter l.ll1 vo lume 
important de données textuelles provenant d ' internet (Ronen Feldman, 1995). 
Plusieurs définitions dans la littérature décrivent le text mining sous difièrents angles. 
Fayyad et al. 1996 trouvent que le text mining est un processus non trivial d'extraction 
d'informations implicites, précédemment inconnues, et potentiellement utiles, à partir de 
données textuelles non structurées dans de grandes collections de textes. De Lassence 
(2006) définit le text mining comme l.ll1 processus automatique d 'extraction d'informations 
à partir de données textuelles permettant d 'améliorer les décisions prises par des 
gestionnaires. 
D'l.ll1 autre côté, Monino et Sedkaoui (2016), précisent que le text mining est l.ll1e technique 
pennettant d'automatiser le traitement de grands volumes de données pour en extraire des 
connaissances. Quant à Gardarin (2009), il explique que le text mining est l.ll1 procédé 
consistant à synthétiser (classer, structurer, résumer, .. . ) des textes en analysant les 
relations, les patterns et les règles entre unités textuelles (mots, groupes, phrases , 
documents ). 
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2) Catégorisation de textes 
La catégorisation de texte permet de détenniner une liaison fonctionnelle entre un ensemble 
de textes et un ensemble de catégories (étiquettes, classes). Cette liaison fonctionnelle est 
connue sous le nom de modèle de prédiction. Elle est estimée par un apprentissage 
automatiq ue. 
n est conseillé de posséder un ensemble de textes déjà étiquetés, à partir desquels nous 
détenninons les paramètres du modèle de prédiction le plus efficace, autrement dit le 
modèle qui fournit le moins d'erreurs en prédiction. 
Certainement, la catégorisation de texte nécessite d'associer une valeur booléenne à chaque 
paire (Dj, Ci) E D x C, (avec D est l'ensemble des textes et C est l'ensemble des catégories) . 
~ La valeur V (vrai) est alors associée au couple (Dj , Ci) si le texte dj appartient à la 
classe 
~ La valeur F (faux) lui sera associée dans le cas contraire. 
L'objectif principal de la catégorisation de texte est de créer une procédure (modèle , 
classifieur) <D: D x C ~ {V, F} qui associe une ou plusieurs étiquettes (catégories) à un 
document Dj telle que la décision donnée par cette procédure «coihcide le plus possible » 
avec la fonction <D: D x C ~ {V, F}, la vraie fonction qui retourne pour chaque vecteur 
Dj une valeur Ci. 
3) Les types de catégorisation de textes 
Trois types de catégorisation de textes sont prévus : 
~ Catégorisation binaire : 
Ce type de catégorisation correspond au filtrage, il permet, par exemple, de répondre aux 
questions suivantes « le document est pertinent ou non ? », « le courriel est un spam ou 
non? ». 
~ Catégorisation multi-catégorie disjointes : 
C'est le cas le plus général de la catégorisation à n classes. Le système doit affecter 0, 1 ou 
plusieurs catégories à un même document. Ce type de catégorisation répond par exemp le 
au problème d'affectation automatique des codes CIM3 aux comptes rendus médicaux. 
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~ Catégorisation muhi-catégories : 
C'est une catégorisation à n classes mais le document doit être affecté à une seule catégorie. 
On trouve ce type de catégorisation par exemple dans le routage de courriels. 
Le figure ci-dessous donne une vue globale des trois paradigmes de catégorisation de textes 
".' -.~',.,.....~ 
Classifieur Binaire ~ 
categorie disjointes 
. -' ~. ~~~ 
Classifieur multi-categorie 
Figure 1: Les trois paradigmes de la catégorisation de textes 
4) Le processus du Text Mining 
Le processus du Text Mining se fuit en cinq étapes : 
1) La sélection ou la création d'un ensemble de données à étudier 
2) Le prétraitement qui permet d'éliminer le bruit et traiter les données manquantes 
3) La transfonnation ou la définition des structures optimales de représentation des 
données; 
4) La fouille de données et la détermination de la tâche (classification, recherche de 
modèles, etc.) en définissant les paramètres appropriés ; 
5) L'interprétation et J'évaluation durant laquelle les éléments extraits sont analysés 
pour aboutir à des connaissances stockées dans une base de connaissances. 
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Base des données 
Sélection 
Données cibles à 
traiter 
Pré traite nent 
Transfonnatlon -. 
.-----~ 
'lsualisation et Intel')nét:ltion 
Figure 2: Le processus du Text Mining 
5) Cooccurrence de mots 
Données transfonnées 
F tùlle des dOIUlées 
La notion de coocctnTence fuit référence au phénomène général par lequel des mots sont 
susceptibles d'être utilisés dans un même contexte [Chris Manning, Hinrich Schütze, 
1999]. Une COOCCtnTence est confirmée lorsque deux ou de plus de mots (ou autres urutés 
linguistiques) sont présents simultanément dans le même énoncé (Texte, paragraphe, 
article). Ci-après un exemple très simple d'une cooccurrence : «bicyclette »et« cycliste 
», deux mots qui, selon toute vraisemb lance, sont utilisés la plupart du temps dans un 
contexte commun, celui de cyclisme. Souvent, si on retrouve un de ces mots dans un texte, 
on peut prévoir que le deuxième va aussi être présent. Ces deux mots ne sont ni synonymes 
ni antonymes. Le sens de l'un n'est pas inclus dans l'autre (donc pas d'hyp~ronymie) et 
l'un n'est pas une partie de l'autre (donc pas de méronymie). Pourtant, il est évident que 
ces deux mots partagent quelque chose. On choisit donc de dire qu'ils sont coocctnTents. 
Il 
D'autres exemples sont très faciles à trouver: « élève» et «maître », «Plage» et « soleil 
», «cuisinier »et« plat », etc. 
6) La complexité des données textuelles 
L'application des méthodes d'apprentissage automatique pour traiter les données textuelles 
est plus compliquée que celle des données munériques. Le langage naturel, contrairement 
au langage informatique, n'est pas univoque : « un langage univoque se dit d ' une 
correspondance, d'une relation dans laquelle un terme entraine totYours le même corrélatif 
(aussi biunivoque). »[Lefèvre, 2000]. 
Le langage naturel est équivoque : il y a plusieurs fuçons d 'exprimer la même idée (la 
redondance), ce qui est exprimé possède souvent plusieurs interprétations (l'ambiguïté) et 
tout n'est pas exprimé dans le discours (l'implicite). Ajoutant à ces particularités la grande 
dimensionnalité des descripteurs, et la subjectivité de la décision prise par les experts qui 
déterminent la catégorie dans laquelle il fuut classer un document. [Bensbaa Abdelaziz, 
2018]. 
a) Grandes dimensions 
~ Complexité de l'algorithme : Dans la catégorisation de textes, la majorité des 
algorithmes d'apprentissage sophistiqués sont sensibles au temps , tel que le k plus 
proches voisins et les arbres de décision. À noter que le temps est considéré comme 
un paramètre de complexité de l'algorithme, c 'est pour cela qu' il est conseillé 
d 'utiliser une méthode de réduction de dimension avant d 'estimer les paramètres 
d'un classifieur. 
~ Sur-apprentissage : on peut l'appeler aussi sur-ajustement, c'est un phénomène qUI 
apparaît lors de l'exécution d'un algorithme d'apprentissage et plus précisément 
lorsque celui-ci prend beaucoup de temps pour l'exécution à cause du 
ralentissement du réseau occasionné par le grand volume de données. Ainsi 
b) Déséquilibrage 
Dans la pratique, les effectifS des classes sont souvent déséquilibrés et pour certaines 
classes, le nombre d 'exemples positifS est fuible en le comparant à celui des exemples 
négatifs. Ceci crée une difficulté supplémentaire car les classes peu nombreuses sont mal 
représentées. 
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c) Ambiguïté 
L'ambiguïté, c'est un même mot ou une suite de mots qw peuvent avolf plusieurs 
significations. Elle existe quatre formes 
~ L'ambiguïté syntaxiq ue : On peut le reconnaitre lorsque le syntagme ou bien la 
structure de la phrase pourrait avoir plusieurs et dnrerentes significations . 
~ L'ambiguïté 
réfèrent. 
~ L'ambiguïté 
~ L'ambiguïté 
catégories. 
d) Synonymie 
réfèrentielle : On le constate lorsqu' il est difficile d ' identifier le 
lexicale : Il apparait lorsqu' un mot renvoie à ph.isieurs significations 
morphologique : on peut le savoir lorsqu'un mot renvoie à plusie urs 
Selon Stephen Ulhnann (1975) « On parle des synonymes quand deux ou ph.isieurs mots 
dnrerents ont le même sens ». En effet, des mots dits synonymes sont des lIDtS qui 
appartiennent à la même classe, qui peuvent être remplacés l'un par l'autre et qui ont 
sensiblement le même sens. Ils sont toujours de même nature. On peut citer comme 
exemple: 
~ Le petit garçon aime l'hiver. 
~ Le petit garçon adore l'hiver. 
~ Le petit garçon apprécie l'hiver. 
II. Les types des données 
On estime al!iourd 'hui que seulement 15 % des données des entreprises sont des données 
structurées, le reste sont des données non-structurées. Cette abondance des données non-
structurées est due à l'époque actuelle où les e-mails, forums de discussion, textes bruts et 
les fichiers PDF constituent une partie essentielle de l'information collectée par les 
entreprises. Ces données sont très peu exploitées, elles méritent tout autant d'attention que 
les données structurées, car nous devons également être en mesure de profiter de ces 
informations. De façon générale, les données non structurées sont des données textuelles. 
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1) Les données et leur structure 
a) Donnée structurée 
Les données structurées sont des informations organisées et classées en vue de fuciliter leur 
lecture et leur traitement. Elles sont organisées aussi de fuçon à être comprises par des 
machines. Dans la plupart des cas, ces données sont stockées dans des bases de données 
relationnelles et affichées en colonnes et lignes, ce qui y fucilite l'accès et l'analyse VIa une 
recherche aux algorithmes et autres outils d'exploration des données. 
b) Donnée semi-structurée 
C'est un mélange de données structurées et non structurées. Les données sont structurées 
sans un modèle de données stricte telles que les données de journaux d'événement. 
c) Données non structurées 
Il s'agit de données complexes, difficilement exploitables avec les outils classiques, malgré 
le fuit qu'elles renferment une véritable mine d'or d'informations. Ces données non 
structurées nécessitent des traitements particuliers. On peut les résumer dans le tableau 
suivant : 
~ Entreprise 
~ Consommateur 
~ Internautes 
~ Prospects 
~ 
~ 
~ 
Phrases longues et complexes 
dans une langue soutenue 
Phrases courtes avec des 
fuutes d'orthographe ou de 
grammaIre 
Multilingue (arabe, français, 
anglais, chinois . .. ) 
~ Pages de sites internet ou intranet 
~ Articles de blog 
~ Réponses sur les réseaux sociaux 
(Facebook, twitter ... ) 
~ Forum de la discussion 
~ Journaux 
~ Documents numérisés online ou oflline 
~ E-mails 
Tableau 1 : Les données non structurées 
2) La différence entre les structures des textes 
Le plus grand défi des données non structurées est qu'elles ne sont pas organisées de fuçon 
ou dans un format qui permet d'y accéder et de les traiter plus fucilement. En effet, très peu 
de données sont complètement non structurées : même dans des cas où il y a des éléments 
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considérés comme non structurés, tels que des documents et images, ces derniers sont 
structurés dans une certaine mesure. 
Contrairement aux données non structurées, les données structurées ont été reformatées et 
leurs éléments sont réorganisés par rapport à une structure permettant à chacun d'être traité , 
organisé et manipulé selon diverses combinaisons, afin de mieux exploiter les 
informatio ns. 
Les données semi-structurées, quant à elles, représentent une forme intermédiaire (entre les 
deux formats) : elles ne sont pas organisées d'une fuçon complexe rendant possible un 
accès et une analyse sophistiquée. En effet, on peut leur associer certaines informations , 
telles que des balises de métadonnées, qui permettent d'adresser des éléments qu'elles 
renfèrment. 
Dans notre cas, nous nous intéressons aux données de type texte, qu'on appelle verbatirns , 
qui sont des commentaires ou des avis laissés par des touristes pour exprimer leur opinion 
sur leur voyage et expliquer leur satisfuction ou à l' inverse leur insatisfuction. Ces données 
sont considérées comme étant non structurées et pouvant nuire à la prise de décision. 
III. Les méthodes des analyses textuelles 
L'analyse d 'une langue naturelle subit des opérations communes aux linguistes et aux 
informaticiens. «Le texte exprime une gamme vaste et riche d ' information, mais encode 
cette information dans une forme qui est difficile à déchiffrer automatiquement. »[Marti 
A. Hearst, 1999]. Parmi les méthodes d'analyse on peut citer : 
1) Analyse lexicale 
L'analyse lexicale est pareil à l'étude du vocabulaire d ' un discours (richesse , 
redondances ... ). Elle sert à réunir les symboles en lexèmes (le lexème est une unité 
minimale de signification qui appartient au lexique de cette langue, racine du mot) et 
permet ainsi de mesurer le nombre de mots différents utilisés. L'analyse lexicale se focalise 
sur les mots plutôt que sur le texte. 
D'un point de vue informatique, on peut aussi appeler l'analyse lexicale , tokenization ou 
segmentation. Il faut fuire attention au terme tokenization qui est tout à fuit diffèrent du 
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terme utilisé dans la sécurité informatiq ue. Elle permet de convertir une chaîne de 
caractères en une liste de symboles. 
2) Analyse linguistique 
L'apparition de l'approche d 'analyse linguistique textuelle remonte aux années 1950. Il 
était apparu en même temps que l'analyse du discours. Cette discipline rejette tout rapport 
avec la grammaire du texte. 
Les analyses linguistiques ont permis l'apparition de l'établissement de cinq domaines 
distincts d'étude. Ils sont considérés comme étant les domaines d 'analyse traditionnels de 
la linguistique. Ces domaines sont: 
J.' Sémantique :« raisonner sur le sens des mots et des phrases, et non 
J.' Seulement sur le nombre d 'apparition d 'un même mot clé. »[Nina Khayat, 16 Janv 
2015] 
J.' Phonétique :« La phonétique est l'étude scientifique des sons du langage humain » 
[Greg Lessard, 24 décembre 2008] 
J.' Phonologie : «la phonologie est d'établir quelles sont les classes de sons qui sont 
importantes dans la communication pour une langue donnée et d'expliquer la 
variation entourant ces classes » [Martin Beaudoin, Août 2002]. 
J.' Morphologie :« La morphologie est l'étude des formes et des mots. » [Jukka Havu, 
2014]. 
J.' Syntaxe :« consiste à mettre en évidence la structure d'un texte, généralement une 
phrase écrite dans une langue naturelle. . . »[Ekué Wélédji Kpognon, 30 Octobre 
2015] 
3) Analyse thématique 
L'analyse thématique est considérée comme une méthode qualitative de dépouillement 
utilisée lors d 'une analyse de textes. Elle consiste à classer le discours par thème et aussi à 
calculer leurs fréquences et leurs interactions pour permettre de comprendre l'articulation 
de la pensée d'un être humain. En effet, «L'analyse thématique est un travail de réduction 
ou de synthèse sur un corpus dont la taille est toujours variable. La synthèse réduit la taille 
du corpus à des proportions gérables d'où l'on peut voir simplement exprimer l'essentiel 
de ce qui a été dit et son importance. Cette réduction est possible grâce à la dénomination 
[Paillé & Mucchielli, 2003] ou à la catégorisation [Mucchiell~ 2010]. 
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On peut définir aussi l'analyse thématique cormne étant un processus systématique de 
repérage, de regroupement et d'examen des propos d 'un corpus, son objectif est « la 
transposition d'un corpus donné en un certain nombre de thèmes représentatifS du contenu 
analysé, et ce, en rapport avec l'orientation de recherche (la problématiq ue) »[Mucchie lli , 
2010, p. 124]. 
En effèt Paillé et Mucchielli «font une distinction importante entre rubrique et thèmes , 
distinction sous laquelle, disent-ils, il existe de nombreuses confusions. La diffèrence entre 
les deux se situe au niveau du degré de généralité et d'objectivité de la rubrique. Le nom 
que le thème appose sur des propos est toujours un nom qui renseigne sur l'orientation ou 
la teneur de ces propos sans les n'interpréter ni les théoriser. La dénomination pour une 
rubrique assimile cette dernière à un titre de journaL » [Jo Katambwe et al, Automne 2014]. 
IV. Domaines des applications du Text Mining 
On peut appliquer le texte mining dans plusieurs domaines. Elle permet en particulier de : 
~ Répondre à des questionnements de décideurs sur des questions telles que la 
détection de fraude ou encore la recherche médicale. 
~ La compréhension accrue du phénomène détecté lors de l'extraction des 
connaISsance s. 
~ Analyser les performances des produits et services qu'offrent les entreprises à leurs 
consommateurs. Cela leur permet également de découvrir des informations sur 
leurs marchés et leurs concurrents en analysant les revues de presse ou d'autres 
sources pertinentes. 
~ Analyser les opinions publiées sur Internet (Réseaux SOCiaux, forum sites de e-
commerce, avis en ligne etc.), 
~ Analyser les sentiments d ' individus, soit positifS ou négatifS, exprimés sur 
différents sujets (satisfàction, insatisfàction ... ) 
~ Identifier des groupes de clients qui ont les mêmes caractéristiques et les mêmes 
intérêts, ou encore, de savoir les besoins d'achat des clients au fil du temps. 
~ Rediriger automatiquement les demandes précises vers le service approprié, ou de 
donner des réponses immédiates aux questions les plus souvent posées. 
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v. Conclusion 
Le text mining est lIDe discipline qui tendra à se développer dans l'avenir car l'usage des 
documents textuels électroIÙques est devenu populaire et vulgarisé et ce d'tme fuçon 
croissante. Cette discipline repose sur lIDe diversité de techniques et technologies 
(traduction automatique, intelligence artificielle, statistiques, théorie de l'information, 
bases de données, ... ) qui requièrent des compétences variées et de haut niveau. 
La traduction automatique de texte, qui sera traitée dans notre prochain chapitre, est 
considérée parmi les solutions innovantes proposant des outils de traitement du document 
textuel pour fuciliter l'accès à l'information. 
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Chapitre III : TRADUCTION 
AUTOMATIQUE 
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Les débuts de la traduction automatique remontent aux années 50. Elle est l'un des outils 
les plus indispensables de notre époque à cause de la multitude des langues qui existent au 
monde. «Il y a aujourd'hui plus de 6000 différentes langues parlées dans le monde. Avec 
200 pays et plus de 7 milliards de personnes sur notre globe, la traduction est un secteur en 
constante progression. Le marché de la traduction se situerait à 45 milliards de dollars en 
2020 avec une croissance annuelle aux alentours de 6%. Ce marché représente plus de 
640000 traducteurs ou interprètes et plus de 18 000 de sociétés. Ce marché en pleine 
expansion connait une véritable révolution technologique avec l'apparition d ' Internet et 
l'usage de nouvelles technologies. »[ Aurelien De ixonne , 6 Mars 2018] . 
1. Traduction automatique 
1) Définition 
La traduction automatique (TA) est une traduction qui se fuit par ordinateur. Elle consiste 
à utiliser un logiciel informatique pour transcrire un texte d'une langue naturelle (par 
exemple l'anglais vers français) . 
Pour traduire un texte il fuut comprendre son sens pour être restitué dans la langue cible. 
Ce processus est simple d 'apparence mais en réalité, il est très compliqué. La traduction 
n'est pas seulement une simple substitution mot à mot. Le traducteur doit analyser et 
interpréter le texte et aussi comprendre les relations entre les mots qui peuvent en influe nce r 
le sens. Ceci nécessite une compétence ainsi qu'une connaissance de la grammaire, de la 
syntaxe (structure de la phrase) et de la sémantique (sens des mots), à la fois dans la langue 
source et aussi dans la langue cible. Dans la même veine de réflexion « La traduction n'est 
pas un travail sur la langue, sur les mots, c 'est un travail sur le message, sur le sens. » 
[Florence Herbulot, 02 Juin 2004]. 
Pour avoir une bonne traduction, plusieurs révisions devraient être effectuées dans tous les 
niveaux. En effet, le défi de la traduction automatique est de produire des traductions 
comparables où pareilles à des traductions humaines. Dans ce sens, la traduction 
automatique se définit comme étant un mécanisme permettant de traduire entièrement un 
texte, à l'aide d 'un ou plusieurs systèmes informatiques, sans qu'un traducteur humain n' ait 
à intervenir dans le processus. 
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2) L'architecture linguistique d'un système de traduction 
automatique 
L'architecture linguistique d'lUl système de traduction automatique est presque pareille pour 
toutes les approches, même les plus récentes. Le «triangle de Vauquois »illustré dans la 
figure ci-dessous représente les différentes architectures linguistiques possibles d'un 
système de TA. Chaque chemin dans le triangle correspond à lUle architecture linguistique : 
Interiangue 
TA directe 
Figure 3:Triangle de Vauquois, représentation des difièrentes architectures linguistiques 
(Irnane et Al, 2014) 
3) Fonctionnement de la traduction automatique 
Pour traduire lUl texte automatiquement, il existe plusieurs outils qui reposent sur des 
systèmes difièrents, à savoir : 
a) Les systè mes qui reposent sur les règles 
Ces systèmes reposent sur des règles associant des règles grammaticales, des règles 
linguistiq ues et des dictionnaires de mots courants. Ce système est« Développé en 1980, 
traduit d'lUle langue source vers lUle langue cible en utilisant des règles de transformation 
entre les deux grammaires : source et cible. Les règles de transformation sont définies 
manuellement par des linguistes qui sont experts en langue source et cible à la fois ». 
[Achraf Othman, Mohamed Jernni, 13 mars 2017]. 
En effet, l'utilisation des dictionnaires spécialisés contenant la terminologie utilisée dans 
certains secteurs ou disciplines pennet d'améliorer la qualité de la traduction de contenus 
afin d'être précise. Ainsi «la traduction à base de règles fonctionne grâce à l'application 
de règles à divers niveaux d'analyse linguistique (lexicale, syntaxique et grammaticale). 
Elle intègre la gestion d'un très grand nombre de cas particuliers et d'exceptions. Les textes 
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ainsi produits sont cohérents, mais finalement peu adaptés à des éléments trop spécialisés. » 
[Raphaël Dahl, 09 Juin 2017]. 
b) Les systèmes basés sur des statistiques 
Contrairement aux systèmes précédents, les systèmes basés sur des statistiques 
n'appliquent aucune règle linguistique pour effectuer la traduction. « La traduction 
automatique statistique (Koehn,2009) a vu le jour à la fin des années 1980 quand une 
équipe d'IBM essaie d 'appliquer à un problème de traduction des techniques issues de la 
reconnaissance de la parole ». [Thierry Poibeau, Mars 2016]. 
Ces systèmes serrent à stocker et à analyser des grandes quantités de données pour chaque 
paire de langues. Ils peuvent également intégrer des données spécifiques à un secteur ou 
un domaine précis pour que la traduction de documents spécialisés soit affinée. Dans la 
même veine de réflexion « La traduction statistique se base quant à elle sur une analyse 
statistique d'un grand volume d'exemples déjà traduits. Elle identifie les transformations 
de groupes de mots, d'une langue vers une autre, pour reproduire celles estimées les plus 
probables sur les nouvelles phrases à traduire. La traduction par ce modèle est adaptée à 
des contenus spécifiques, mais s'avère peu fluide. »[Raphaël Dahl, 09 Juin 2017]. 
c) Les systèmes basés sur des algorithmes neuronaux 
La traduction automatique qui repose sur des algorithmes neuronaux (NMT), est une 
nouvelle approche. Elle est considérée comme la révolution dans le domaine de la 
traduction. Dans un temps réel elle peut traduire des millions d'informations avec une 
précision et une fiabilité désormais proche de celle d'un être humain. L'idée principale de 
ce troisième système est de ne plus agir par mot ou expression pour traduire, elle considère 
chaque phrase comme un bloc à traduire. Ce n'est pas pareille pour les deux autres modes 
de traduction qu'on a vus précédemment (Les systèmes qui reposent sur des règles et les 
systèmes basés sur des statistiques). 
Cette approche « s'est bien développée et semble vraiment surpasser tout ce qui a pu se 
fàire jusque-là. Elle est rapidement en train de devenir une technologie de pointe ». 
[Matthew Carrozo, 26 Octobre 2017]. Elle est de plus en plus intéressante pour les 
chercheurs et les développeurs du secteur de la traduction automatique, car les systèmes de 
la traduction automatique neuronale commencent à fournir de meilleures performances en 
traduction (avec plusieurs paires de langues) que rapproche de traduction automatiq ue 
basée sur les statistiques. 
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De plus « pour qU'lUl système de traduction neuronal fonctionne, il mut d'abord lui mire 
ingurgiter d'énormes volumes de textes traduits par l'homme. Le système analyse ensuite 
chaque mot dans son contexte et le classe dans m système abstrait de représenta tio n 
numérique. Ensuite, chaque fois qu' il retrouve ce mot, il cherche la représentation qui 
correspond le mieux dans son classement, en fonction de ce qu' il a enregistré auparavant. 
La traduction neuronale traduit bien mieux les phrases longues que la traduction 
automatique statistique. » [Tradonline,2 Août 2018]. 
II. Des exemples des traducteurs automatiques 
De nos jours, il existe de nombreuses solutions de traduction en ligne telles que google 
traducteur, Deepl et Microsoft traducteur. Ceux-ci sont considérés comme les meilleurs 
outils de traduction actuellement. 
1) Les Traducteurs en ligne 
a) Google traducteur 
Google Translate est m service de traduction automatique multilingue gratuit lancé en 
2005 . Il est développé par Google, pour traduire des textes. En avril 2006, Google Translate 
a lancé le service de traduction automatique statistique. Il offre me interfuce de site Web, 
des applications mobiles pour Android et iOS, et me API qui aide les développeurs à créer 
des extensions de navigateur et des applications logicielles. Google Translate prend en 
charge plus de 100 langues à difièrents. 
Plutôt que de traduire directement les langues, il traduit d'abord le texte en anglais, pUIS 
dans la langue cible. Au cours d'me traduction, il recherche des modèles dans des millio ns 
de documents pour aider à décider de la meilleure traduction. 
En novembre 2016, Google a annoncé que Google Translate passerait à m moteur de 
traduction automatique neuronale - Google Neural Machine Translation (GNMT) qui 
traduit des phrases entières à la fois , plutôt que mot par mot. « En utilisant ses propres 
processeurs spécialement conçus pour l'intelligence artificielle et les réseaux neuronaux 
multicouches. Selon Google, la même phrase traitée par la méthode LSTM qui prenait 10 
secondes à traduire ne nécessite aujourd'hui que 300 millisecondes. » [Marc Zaffugni ,30 
septembre 2016]. 
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b) DeepL 
DeepL Translator est un service de traduction automatique paru récemment en 29 août 
2017 par DeepL GmbH. Il est capable de fournir des traductions tout en identifiant les 
nuances de langage les plus subtiles. Actuellement, le service prend en charge seulement 
sept grandes langues européennes (Anglais, Français, Allemand, EspagnoL Italien, 
Polonais et Néerlandais). 
La société, allemande, existe en fuit depuis 2009 sous le nom de Linguee, qui a été le 
premier moteur de recherche de traduction sur Internet. C'est un des outils les plus utiles 
et populaires du Web,« Utilisé par plus de 300 millions d'utilisateurs en 2016, Linguee est 
sans doute l'un des dictionnaires multilingues en ligne les plus complets. Sa force vient de 
son fonctionnement, qUl consiste essentiellement à proposer des traductions 
contextualisées plutôt qu'un équivalent mot pour mot. Un service qui s'appuie sur plus 
d'un milliard de textes traduits par des humains, issus de nombreuses sources. » [Eri,23 
octobre 2017]. Il est basé sur l'intelligence artificielle, le service utilise des réseaux 
neuronaux à convolution construits sur la base de données linguee. 
c) Microsoft traducteur 
La première version du système de traduction automatique a fuit son apparition au début 
des années 2000 au sein de Microsoft Research. Microsoft traducteur offre également la 
traduction de texte et de la parole. 
Le service prend en charge 60 systèmes linguistiques à partir d'août 2018. Il prend 
également en charge 10 systèmes de traduction vocale. Dernièrement et en mai 2018, les 
améliorations continuent, une mise à jour de l'API a été introduite. Cette nouvelle version 
offrait la traduction automatique neuronale comme méthode de traduction par défuut. 
En plus de la traduction, la nouvelle version comprend la translittération et un dictionnaire 
bilingue pour rechercher des mots afin de trouver des traductions alternatives et de voir des 
exemples dans les phrases. 
2) L'évaluation de la qualité des traductions 
Une fois que la traduction est réalisée, il fuut évaluer sa qualité. Il existe deux fuçons 
d'évaluer, soient : 
~ Une évaluation manuelle, 
~ Une évaluation automatique. 
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a) L'évaluation manuelle 
Cette évaluation, nommée aussi « subjective », est réalisée par l'être humain. Elle eXige 
l'intervention des experts bilingues, qui doivent évaluer illle très grande quantité de 
traductions selon des critères de qualité bien précis , tels que la fluidité , la fidélité au sens 
du texte et les corrections grammaticales. 
Ce type d'évaluation est dispendieux puisqu'elle eXige illl travail manuel fàstidieux. 
Chaque expert doit évaluer illle grande quantité de traductions et chaque traduction doit 
être évaluée par plusieurs experts afin de s'assurer de la fiabilité des résultats , ce qUi 
explique le degré de complexité de l'évaluation manuelle. 
b) L'évaluation automatique 
L'évaluation automatique est réalisée à l'aide de métriques automatiques. Contrairement à 
l'évaluation manuelle, elle permet de réaliser des résultats instantanés à fàible coût. Les 
métriques comparent la traduction générée automatiquement avec une traduction de 
référence, c'est à-dire une traduction réalisée par l'être humain. 
Il existe plusieurs métriques mais la métrique la plus utilisée, c'est le BLEU (Bilingual 
Evaluation Understudy) qui a été proposée par Papineni et al. au début des années 2000. 
Plus précisément, « BLEU » est une mesure de précision, dont le principe est de calculer 
le degré de similitude entre une traduction automatique et illle ou plusieurs réfèrences . en 
se basant sur la précision n-gramme: si une traduction automatique est identique à une des 
réfèrences, alors le score BLEU est égal à 100. Par contre, si aucun des n-grammes de la 
traduction n'est présent dans aucune référence, alors le score BLEU est égal à O. » [Souhir 
Gahbiche-Braharn, Octobre 2013] . 
3) Comparaison des traducteurs automatiques 
Afin de comparer les traducteurs, un texte en anglais a été sélectionné pour être soumis aux 
services de traduction automatique de Deepl, Microsoft traducteur et Google traduction 
afin d'avoir une traduction au français 
Ains~ le texte source est un extrait d'un article de Karolak Magdalena, soit : 
«The airn of this paper is to analyse the use of social media in the stages of uprising, 
democratic transition and democratic consolidation using the case study of Tunisia. While 
the impact of social media in uprisings has been widely documented in past research about 
the MENA region, Tunisia provides new evidence to the use ofIntemet in the processes of 
democratization. » [Karolak Magdalena, 01 Juin 2018]. 
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~ Traduire manueUement 
« L'objectif de cet article est d'analyser l'utilisation des médias SOCIaUX dans les phases de 
soulèvement, de transition démocratique et de consolidation démocratique en utilisant 
l'étude de cas de la Tunisie. 
Alors que l'impact des media SOCIaUX dans les soulèvements a été largement documenté 
dans les recherches précédentes sur la région MENA, la Tunisie apporte de nouvelles 
preuves de l'utilisation d'internet dans les processus de démocratisation. » 
~ Traduire avec Deepl 
Traduire anglais (langue identifiée) 
The aim of this paper is ta ana~se the use of social media in the 
stages of uprising, democratic trans~ion and democratlc 
consolidation uSlng the case study of Tunisia While the Impact of 
social media in uprisings has been widely documented in past 
research about the MENA region, Tunisia provides new evidence 
to the use of Internet in the processes of democratisation. 
! T radwe le document 
) 
Traduire en français 
LObjectlf de cet article est d'ana~ser l'utilisation des médias 
sociaux dans les phases de soulèvemen~ de transition 
démocratique et de consolidation démocratique en utilisant 
l'étude de cas de la Tunisie. Alors que rimpact des médias 
sociaux dans les soulèvements a été largement documenté dans 
les recherches passées sur la région MENA, la Tunisie fournit de 
nouvelles preuves de l'utilisation d'Intemet dans les processus de 
démocratisation. 
Figure 4 : Capture d'écran avec Deepl 
~ Traduire avec Microsoft traducteur 
• x 
The aim of Ihis paper is 10 analyse the use of social media in the 
stages of uprising, democratic transition and democratic consolidation 
using the case study of Tunisia. While Ihe impact of social media in 
uprisings has been wide~ documenled in past research about Ihe 
MENA region, Tunisia provides new evidenœ to the use of Internet in 
the processes of democratisation. 
L'objectif de ce document est d'analyser rutilisation des médias 
sociaux dans les stades du soulèvemenL de la transition 
démocratique et de la consolidation démocratique en utilisant l'étude 
de cas de la Tunisie. Alors que l'impact des médias sociaux dans les 
soulèvemenls a été largement documentè dans les recherches 
anlérieures sur la région MENA, la Tunisie apporte de nouvelles 
preuves à l'utilisation de rlnternet dans les processus de 
démocratisation. 
Figure 5 : Capture d'écran avec Microsoft traducteur 
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~ Traduire avec Google traducteur 
Go gle ''' . 
t.. . ; 1_ 
on 
Traduction 
The aim 01 th~ paper ~ to analyse the use of social media in the stages 01 uprising, x 
democratic transition and democratic ronsOOdaIion usingthe case study otT unisia. 
\'/hie the impact 01 social media in uprisings has been wide~ documented in past 
research about the MENA region, T unisia provX!es new evidence to the use of 
L'objectif de cet article est d'analyser l'util~tion des médias sociaux dans les phases 
de soulèvemen~ de transition dèmocratique et de ~idalion démocratique à raide 
de rétude de cas de la Tunisie. Bien que nmpact des médias sociaux dans les 
SOLdèvements att été largement documenté dans des rechetches antérieures sur la 
région MENA, la Tunisie foumtt de nouvelles preuves de rutilisation d'Intemet dans les 
prmsus de démocratisation. 
Intemet in the proœsses of democratisation. 
373/500) G .~ < ISugginrIllllIIIOdIfaIIon 
Figure 6: Capture d'écran avec Google 
Comparés côte à côte, certaines phrases sont quasiment identiques, mais là où les phrases 
sont interprétées difrere rnme nt, celles de DeepL sont souvent plus justes. 
• Cet article : le mot « paper » est utilisé dans le contexte d'm article. Le mot 
document est plus général et vague. 
• En utilisant l'étude : le verbe «analyser »dans la phrase fuit que le mot « en 
utilisant »est plus pratique que le mot « à l'aide ». 
• Alors que: la traduction de «while » dans cette phrase ne peut qu'être 
« alors que» 
• Les recherches passées: la traduction du mot « past » est strictement le mot 
« passé », le mot «antérieures »est, à mon avis, utilisé quand deux actions 
sont comparées dans l'ordre chronologique. 
• Apporte: est plus exacte pour garder le sens de la phrase. «Fournir» est lié 
à me demande (le mot le plus proche en anglais serait « supply ») or que 
« apporter» est sans conditions. 
Déjà cette hypothèse a été confirmée par Michel Courcelles, «Les journalistes du journal 
le Monde ont réalisé quelques tests de performance non exhaustifs pour montrer les 
difrerences entre cinq services de traduction (DeepL les services de traduction de Google , 
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Bing, Yandex et Baidu). Deepl performe relativement mIeux que ses concurrents. La 
société propriétaire de Deepl a communiqué qu'elle estime que Deepl est trois fois plus 
perfonnant que Google translate. » [Michel Courcelles, 31 Août 20 17]. 
De plus, cette hypothèse a été confirmée aussi en utilisant le test BLEU (Bilingua 1 
Evaluation Understudy) pour évaluer la qualité des traductions. (Voir figure publiée par les 
sites www.rtlfr, www.deeplcom, www.letelegramme.fr .. . ) 
_ D eepL Tr duc~eur 
_ F cebook 
7" .... 
_ Google Traduc. U on 
........ . croso1"'t. Traduc t eur 
Figure 7 : Test BLEU 100 traductions ont été évaluées par des traducteurs professionnels 
Conséquemment, il est évident de conclure que DeepL est extrêmement prometteur et il 
sera le traducteur utilisé pour la suite de ce travail 
III. Conclusion 
La traduction consiste à porter un texte écrit dans une langue naturelle, la langue source , 
vers une autre langue. Il est intéressant de voir que la TA pourrait permettre aux chercheurs 
de rehausser leur productivité et la qualité de l'analyse des données. Selon les 
fonctionnalités qu'offraient les différents outils analysés, nous avons choisi Deelp comme 
traducteur pour notre travail puisque celui-ci répondait à tous les critères voulus. Il traduit 
nos propos grâce à des algorithmes d'Intelligence Artificielle et une volumineuse banque 
de données de texte déjà traduits. Cependant, il est important de rappeler que l'Intelligence 
Artificielle évolue car elle apprend à chaque nouvelle analyse. Dans notre prochain 
chapitre, nous présenterons l'apprentissage automatique et la classification des données 
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CHAPITRE IV: L'APPRENTISSAGE ET 
LA CLASSIFICATION 
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L'apprentissage artificie l (machine learning en anglais), est un ensemble de méthodes 
permettant d 'établir, à partir de données, des modèles de prise de décision, de prédiction 
ou de classification. 
Tel qu' illustré dans la figure ci-dessous, la construction de modèles se basent sur plusieurs 
techniques issues de l'inte lligence artificie lle (lA) et la fouil le de données (FD). 
re~roupernent 
Construction d@ Modèl@s 
(@nfA@t FO) 
Méthodes Statistiques 
• Anal) c cn ompossnlc prin ipale ACP) 
• Ana 1) e F actori. He (AF . 
Figure 8: Les différentes techniques issues de l'lA et FD pour la construction de modèles 
de données (Mokhtar Taflàr, 2013) 
Ces techniques sont des techniques d'apprentissage automatique (AA) ou de méthodes 
statistiques. Dans notre travail, nous nous intéressons spécifiquement aux techniques du 
AA soient l'apprentissage supervisé, l'apprentissage non supervisé, l'apprentissage senu-
supefVlSe, l'apprentissage par transfert, l'apprentissage par renforcement et la 
classific atio n. 
1. La classification des données 
1) Définition de la classification des données 
La classification (clustering) est une méthode mathématique d'analyse de données qUI 
consiste à attnbuer une classe ou catégorie à chaque objet (ou individu) à classer, en se 
basant sur des données statistiques. Plus précisément « La classification des données est un 
processus de catégorisation cohérente des données sur la base de critères spécifiques et 
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prédéfinis, afin qu'elles puissent être utilisées et protégées plus efficacement. »[Vincent 
Dely, juin 2018]. 
Le champ d'application de la classification est très vaste. Elle traite une multitude de 
problème dans plusieurs domaines, entre autres : 
~ Analyse d'ADN dans le domaine Bio-Informatique 
~ Analyses spatiales des données 
~ La recherche documentaire (text mining) 
2) Les étapes de la classification des données 
La classification des données s'effectue sur trois étapes: 
~ Le choix des données: 
Le choix des données varie d'un sujet à autre et il dépend de leur disporubilité. 
~ Le choix d'un algorithme de classification et l'exécution: 
Le choix des méthodes tient compte de la pertinence et la convenance de 
l'algorithme. L'algorithme devrait être correct, mais aussi efficace, c'est-à-dire : 
rapide (en termes de temps d'exécution) et économe en ressources. Égaleme nt, 
d'autres critères sont pris en compte, soit la représentation des résultats. En effet, 
ils doivent être sous une forme permettant une meilleure compréhension. 
~ L'interprétation des résultats obtenus : 
C'est l'étape de l'évaluation de la qualité de classification amsl la description des 
classes obtenues. 
Le résultat d'une classification prend traditionnellement soit la forme d'un graphique de 
points ou d'un dendogramrne. La figue ci-dessous présente un aperçu général sur les 
résultats d 'Lme classification : 
31 
Données 
Partition 
Figure 9: Un aperçu des résultats d'une classification 
II. L'apprentissage automatique 
1) Définition 
L'apprentissage automatique est le fuit d'apprendre un ensemble de relations entre les 
critères caractérisant l'élément à classer et sa classe cible. Dans ce sens il permet de 
comprendre la structure des données et de les intégrer dans des modèles qui peuvent être 
compris et employés par tout le monde. 
En 1959 Arthur Samuel adéfini l'apprentissage automatique comme étant « ... la discipline 
donnant aux ordinateurs la capacité d 'apprendre, sans qu' ils soient explicitement 
programmés » [Frédéric Camps, juin 2018]. Selon [Jean-Francis Roy, 2018]: 
« L'apprentissage automatique est une science qui consiste à développer des algorithmes 
d'apprentissage, qui apprennent à résoudre une tâche.». Plus précisément, [L'UC 
Berkeley] a défini l'apprentissage automatique comme étant « ... la branche de 
l'intelligence artificielle (IA) qui explore les moyens d 'amener les ordinateurs à améliorer 
leurs performances en fonction de leur expérience. » 
2) Les domaines de l'application 
Vue l'importance de l'apprentissage automatiq ue dans la vie de l'être humain, il a été utilisé 
dans plusieurs secteur tel que : 
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III. 
~ La technologie de reconnaissance fuciale qui pennet aux platefonnes de médias 
sociaux d'aider les utilisateurs à marquer et partager des photos d 'amis, ainsi qu' aux 
moteurs de recherche de créer des solutions agréablement personnalisées pour les 
consommateurs en suggérant des films ou des émissions de télévision selon les 
préferences de l'utilisateur. 
~ Dans les grandes surfuces en disséquant les données collectées en magasm sur le 
comportement des consommateurs. Aillsi, ils peuvent réorganiser leurs rayons pour 
booster leurs ventes. 
~ Les voitures autonomes qui utilisent l'apprentissage automatique pennet d'identifier 
en temps rée~ les éventuels obstacles qui se présentent sur une route. 
Les méthodes d'apprentissage automatique 
Il existe différents types d 'apprentissage mais les deux modes les plus utilisées sont 
l'apprentissage supervisé et l'apprentissage non supervisé. L'apprentissage supervisé se 
base sur des algorithmes alimentés par des données d'entrée et de sortie étiquetées par 
l'homme. L'apprentissage non supervisé ne fournit pas à l'algorithme des données 
étiquetées pour lui pennettre de trouver une structure et de découvrir une logique dans 
données entrées. 
1) L'apprentissage supervisé 
Le but principal de la classification supervisée est de définir des règles qui pennettent de 
classer des objets dans des classes à partir de variables qualitatives ou quantitatives qui les 
caractérisent. Il existe de nombreux algorithmes et techniques utilisés pour la classificatio n 
supervisée, tels que : 
a) La méthode de Boosting 
~ Définition 
La méthode de Boosting pennet de créer un ensemble de classifie urs et de fusionner leurs 
décisions pour réaliser la classification. Les classifieurs sont traités par une méthode 
pareille d'apprentissage de fàçon séquentielle de manière que les classifieurs précédents 
sont considérés comme exemple pour accroitre la performance des classifieurs suivants. 
Les algorithmes Boosting comme AdaBoost ont donné des réponses très efficaces pour la 
tâche de classification de textes. 
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~ Avantages 
• Très bonne performance en pratique, 
• Un seul paramètre à régler (le nombre T d'itérations), 
• Simple et aussi fucile à prograrmner. 
~ Limites 
• Diffic i le d'incorporer des connaissances à pnon, 
• Difficile de savoir cormnent régulariser, 
• Les frontières de décision en utilisant des méthodes parallèles aux axes sont souvent 
très irrégulières (non interprétables). 
b) Machine à vecteurs de support 
~ Définitio n 
Les machines à vecteurs de support, « support vector machine (SVM)>> en anglais, sont 
destinées à résoudre des problèmes de classification. Les SVM visent une séparation 
linéaire entre les groupes dans un espace étendu par rapport à l'espace où les descripteurs 
sont définis. 
L'objectif général des machines à vecteurs de support est la construction d'une fonction f 
qu'a un vecteur d'entrée x fuit correspondre une valeur y. 
[ex) = y 
Avec x = l'individu à classer 
Et y = la classe à laquelle correspond l'individu en entrée. 
Cormne tout autre méthode de classification, elle fuit appel à un Jeu de données 
d'apprentissage pour apprendre les paramètres du modèle. 
~ Avantages 
• Très bonne performance en pratique, 
• Traitement des données à grandes dimensions, 
• Il Y a peu de paramètres à régler. 
~ Limites 
• Demande des données négatives et positives en même temps, 
• Problèmes de stabilité des calculs dans la résolution de certains programmes 
. quadratiques à contraintes. 
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c) Réseau de neurones 
~ Définition 
Les réseaux de neurones sont particulièrement bien adaptés pour résoudre des tâches 
d'apprentissage complexe telles que la reconnaissance de formes afin d'identifier et de 
classer des objets ou des signaux dans des systèmes de parole, de vision et de contrôle. Ils 
peuvent également être utilisés pour prévoir des événements futurs et des modélisations de 
séries chronologiq ues. 
Plus précisément «Les réseaux de neurones artificiels sont des réseaux fortement connectés 
de processeurs élémentaires fonctionnant en parallèle. Chaque processeur élément a ire 
calcule une sortie unique sur la base des informations qu'il reçoit. Toute structure 
hiérarchique de réseaux est évidemment un réseau. » [Claude Touzet, Juin 2016]. 
~ Avantages 
• Ils possèdent une grande capacité et efficacité de classification, 
• Ils peuvent travailler sur des données incomplètes ou bruitées, 
• La possibilité de représenter n'importe quelle fonction, linéaire ou pas, simple ou 
complexe 
• Bonne performance en pratique. 
~ Limites 
• Toutes les valeurs des variables doivent être encodées d'une façon standardisée en 
prenant des valeurs entre 0 et 1, et cela pour les variables catégorielles, 
• Incompréhensibilité dumodèle (le réseau de neurones fonctionne comme une boite 
noire). 
d) Méthode des k plus proches voisins 
~ Définition 
La classification K-plus proche voisin (kNN) est l'une des méthodes de classification les 
plus utilisées grâce à sa simplicité. Elle a été développée pour répondre au besoin 
d'effectuer une analyse discriminante lorsque des estimations paramétriques fiables des 
densités de probabilité sont inconnues ou difficiles à déterminer. Elle est basée sur la 
distance, dans lesquels J'ensemble d'apprentissage est mémorisé, de façon qu'une 
classification pour un nouvel enregistrement non classé puisse être trouvé simplement en 
le comparant aux enregistrements les plus similaires de l'ensemble d'apprentissage. 
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~ Avantages 
• Robuste par rapport au bruit, 
• Ne requiert aucune phase d'entrainement (tout le travail se fuit au moment de 
classification), 
• Conception très simple et fucile à implémenter. 
~ Limites 
• Coût de classification élevée 
• Les paramètres de de l'algorithme doivent être choisis avec discernement (nbre de 
voisins K et la taille de voisinage) 
e) Arbre de décision 
~ Définitio n 
Une méthode attractive de classification induit la construction d'un arabe de décision. Son 
objectif est de créer un modèle qui prédit la valeur d'une variable cible en fonction de 
plusieurs variables d'entrée. Elle est constituée d'un ensemble de nœuds de décision 
connectés par des branches, s'étendant vers le bas, du nœud racine jusqu'à des nœuds 
fèuilles. Les variables sont testées dans les nœuds de décision, et chaque résultat est 
représenté en nœud feuille. 
~ Avantages 
• Compréhensibilité du modèle, 
• La préparation des données est fucile (pas de normalisation, de valeurs vides à 
supprimer, ou de variable muette), 
• Elle est très économique en termes de ressources de calcul, 
• Un arbre de décision peut être lu et interprété fucilement et aussi directement. 
~ Limites 
• Instabilité de l'algorithme, en effet à la suite à une petite perturbation des données , 
l'arbre produit peut-être très diffèrent. 
• Une détection difficile des interactions entre les variables. 
t) Classification naïve bayésienne 
~ Définition 
Les classificateurs N a"ive Bayes sont très évolutifS et nécessitent un certain nombre de 
paramètres linéaires dans le nombre de variables (caractéristiques / prédicteurs) d'un 
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problème d'apprentissage. Il s'agit d'lU1e méthode de classification statistique. Ils sont 
particulièrement utiles pour classifier lU1 ensemble d'observations selon des règles définies 
par l'algorithme lui-même. 
Ils se basent sur le théorème de Bayes fonder sur les probabilités conditionnelles telles que 
la probabilité qu'lU1 événement se produit sachant qu'lU1 autre événement s'est déjà produit. 
~ Avantages 
• Conception très simple, 
• Les calculs de probabilité ne sont pas très coûteux, 
• La possibilité de la classification même avec lU1 petit jeu de données, 
~ Limites 
• L'algorithme Naive Bayes Classifier suppose l'indépendance des variables. C 'est 
lU1e hypothèse forte et qu'est violée dans la majorité des cas réels. 
2) L'apprentissage non-supervisé 
L'objectif principal de l'apprentissage non-supervisé est de détecter les similarités à partir 
de jeux de données composés de données d'entrée non hbellées. Il existe plusieurs 
algorithmes et techniques utilisés pour la classification non supervisée, on peut nommer 
par exemple : 
a) Analyse en composantes principales 
~ Définitio n 
L'analyse en composantes principales (ACP) est lU1e procédure statistique qui utilise lU1e 
transformation orthogonale pour convertir lU1 ensemble d'observations de variables 
éventuellement corrélées (des entités prenant chaclU1e difièrentes valeurs numériques) en 
lU1 ensemble de valeurs de variables linéairement non corrélées, appelées composantes 
principales. Elle se base sur le calcul des moyennes, variances et coefficients de corrélatio n. 
«L'analyse en composantes principales (ACP) est un outil extrêmement puissant de 
synthèse de l'information, très utile lorsque l'on est en présence d'une somme importante 
de données quantitatives à traiter et interpréter. L'apparition au cours des dernières années 
de logiciels chaque fois plus performants et fuciles à utiliser rend al!iourd'hui accessible ce 
type d 'analyses des données» [Marc Guerrien, 2003]. 
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~ Avantages 
• La Simplicité de ces résultats grâce aux graphiques qu'elle fournit. En effet, 
l'utilisateur peut appréhender une grande partie des résultats d'un simple coup d'œil, 
• Une souplesse d'utilisation qui s'explique essentiellement par la diversité des 
applications de l'ACP, 
• Elle est très puissante puisqu'elle fournit en quelques opérations, un aperçu et une 
vue complète des relations existantes entre les variables quantitatives. 
~ Limites 
• Tant que L'ACP est une méthode de projection, la perte d'information résultant par 
la projection peut entraîner des fàusses interprétations. 
b) Carte auto-adaptative 
~ Définition 
Les cartes auto adaptatives ou encore cartes de Kohonen, le statisticien ayant introduit le 
concept en 1984, forment une classe de réseau de neurones artificiels. La capacité à s'auto-
organiser offre de nouvelles possibilités d'adaptation aux données d'entrée 
«Un réseau de Kohonen est constitué d'une couche d'entrée de N neurones connectés aux 
M neurones d'une couche de sortie elle-même interconnectée. Soit WjT = {wi,j} le vecteur 
des poids des N connexions reliant la couche d'entrée au neurone j de la couche de sortie. 
Soit X un vecteur d'entrées de N composantes. »[Michel Bret, juillet 2018] 
~ Avantages 
• Une visualisation graphique pour les résultats obtenus, 
• On peut présenter les données dans plusieurs dimensions. 
• L'algorithme de Kohonen exploite des relations de voisinage dans la grille pour 
réaliser une discrétisation dans un temps très court, 
~ Limites 
• Un énorme temps pour la convergence. 
c) Des k-moyennes 
~ Définitio n 
Le clustering K-means est un simple algorithme d'apprentissage non supervisé utilisé pour 
résoudre les problèmes de clustering. La procédure suit un moyen simple et fàcile à classer 
un ensemble de données en un certain nombre de grappes, définies par la lettre ''k'', qui est 
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fixée au préalable. Les groupes sont ensuite positionnés en tant que points et toutes les 
observations où tous les points de données sont associés au groupe le plus proche, calculés , 
ajustés, puis le processus recommence en utilisant les nouveaux ajustements jusqu'à ce 
qu'on atteigne un résultat souhaité. 
Plus précisément «La méthode des k-moyennes est une méthode de classification qUi 
permet de mettre au jour une éventuelle structure de groupes dans un ensemble de données . 
Cette méthode n'est pas récente (les premiers articles traitant d 'aspects théoriq ue s 
remontent aux années cinquante , avec notamment les travaux de Cox, 1957, et de Fisher, 
1958) » [Christel Ruwet,20 12]. 
~ Avantages 
• C 'est une méthode simple, robuste et fàcile à comprendre, 
• Elle permet d 'avoir rapidement un premier résultat, 
• On peut l'appliquer à des données de grandes tailles, et aussi à plusieurs types de 
données. 
~ Limites 
• Les clusters dépendent de l'initialisation et de la distance choisie , 
• Le nombre de classe doit être fixé au départ, 
• Elle ne peut pas détecter les données bruitées. 
d) Regroupement hiérarchique 
~ Définitio n 
La Classification Ascendante Hiérarchique (CAlI) est une méthode qui consiste à mettre 
en évidence un regroupement naturel d 'un ensemble d ' individus décrits par des 
caractéristiques (les variables). Elle propose une série de partitions emboîtées représentées 
sous forme d 'arbres appelés dendrogrammes. 
Les stratégies de regroupement hiérarchique se divisent généralement en deux types: 
~ L'approche ascendante : chaque observation commence dans son propre groupe et 
des paires de groupes sont fusionnées au fur et à mesure que l'on monte dans la 
hiérarchie. 
~ L'approche descendante : toutes les observations commencent dans une grappe et 
les séparations sont effectuées de manière récursive au fur et à mesure que l'on 
descend dans la hiérarchie. 
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~ Avantages 
• Une représentation sous forme d'arbre qw met en évidence lll1e information 
supplémentaire, 
• On peut déterminer le nombre optimal de classes, 
• Le principe est fucilement compréhensible sans être forcément statisticien. 
~ Limites 
• Complexité algorithmique (non linéaire) , 
• A chaque étape, le critère de partitionnement n'est pas global maIS dépend des 
classes déjà obtenues, 
• Coûteux en temps de calcul. 
3) L'apprentissage semi-supervisé 
L'apprentissage semi-supervisé se situe entre l'apprentissage non supervisé (sans données 
de formation étiquetées) et l'apprentissage supervisé (avec des données de formation 
entièrement étiquetées). De nombreux chercheurs en apprentissage automatique ont 
constaté que la combinaison de ces deux méthodes sert à améliorer significativement la 
qualité de l'apprentissage car les données non étiquetées, lorsqu'elles sont utilisées avec 
lll1e petite quantité de données étiquetées, peuvent améliorer considérablement la précision 
de l'apprentissage. 
Une autre utilité provient du fuit que l'étiquetage de données exige l'intervention de l'être 
humain et lorsque les jeux de données deviennent très énormes, cette opération peut 
s'avérer ennuyante. Dans ce cas, l'apprentissage semi-supervisé, qui ne nécessite que 
quelques étiquettes, revêt un intérêt pratique évident. 
Il existe deux types d'apprentissage semi-supervisés le Transductive et l'inductif: 
~ Transductif : Il offre le label seulement pour les données dispomb les non-
labellisée s. 
~ Inductif : Il n'offre pas lll1iquement des labels pour données non labellisées, il 
produit aussi 1111 classifieur. 
4) L'apprentissage par transfert 
Lorien Pratt (1993) a formulé l'algorithme de transfert basé sur la discrimination (DBT). 
«L'apprentissage par transfert, consiste à utiliser un Jeu de tâches pour influencer 
l'apprentissage et améliorer les performances sur lll1e autre tâche. Cependant, 
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l'apprentissage par transfert peut en réalité gêner les performances si les tâches sont trop 
dissemblab les. Un défi pour l'apprentissage par transfert est donc de développer des 
approches qui détectent et évitent le transfert négatif des connaissances. »[Ievgen Redko, 
y ounès Bennaru, revrier 2018]. 
5) L'apprentissage par renforcement 
Le but principal de l'apprentissage par renforcement, c'est d'entraîner un agent à se 
comporter de façon intelligente dans un environnement donné. Un agent interagit avec 
l'environnement en choisissant, à chaque temps donné, d'exécuter une action parmi un 
ensemble d'actions permises. Le comportement intelligent que doit apprendre cet agent est 
donné implicitement via un signal de renforcement qui, après chaque décision de l'agent, 
indique s'il a bien ou mal agi et l'agent a comme entrée un ensemble d ' indicateur ou de 
caractéristique décrivant l'environnement. 
Par conséquent « La méthode d 'apprentissage par renforcement est considérée comme la 
plus faible des techniques d'apprentissage automatiq ue, puisqu'elle est très lente et 
demande de faire tourner les options des millions de fois. »[In Principio, 2017]. 
IV. Comparaison des techniques d'apprentissage 
L'apprentissage supervisé et l'apprentissage non supervisé sont deux approches diffèrent es . 
Ces deux approches serrent à améliorer l'automatisation et l'intelligence artificielle. 
La diffèrence entre ces deux apprentissages consiste au fait que l'apprentissage non-
supervisé cherche à trouver des partitions de modèles par lui-même. C'est la machine qui 
sert à apporter de meilleures performances sans l'intervention de l'être humain. De plus , 
l'extraction des données est descriptive. 
Contrairement à l'apprentissage supervisé, l'apprentissage non-supervisé demande une 
intervention humaine pour une meilleure automatisation. Il est utilisé quand l'utilisateur 
sait labelliser les informations. L'extraction des données est prédictive. 
« .. . Les exemples d'apprentissage sont alors constitués de données et du résultat attendu. 
Par exemple, pour créer un système d'identification vocale, les données sont des 
échantillons de voix, et le résultat attendu sont leurs propriétaires C . . . ) dans le cadre d'une 
approche non supervisée, les exemples sont constitués uniquement de données, sans 
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résultat attendu, et l'apprentissage se fuit donc par similarité entre elles. »[Hubert Wassner, 
2017]. 
La différence entre les différents types d'apprentissage se résume comme suit 
Le nombre de classes est déjà connues 
L'extraction des données est descriptive 
Utilisé pour classifier des données futures 
L'être humain qui réagit 
Le nombre de classe n'est pas connues 
L'extraction des données est prédictive 
Utilisé pour mieux comprendre et explorer les 
données 
La machine qui réagit 
Tableau 2 : La diffèrence entre les deux approches 
v. Choix d'une technique d'apprentissage 
La résolution des problèmes de classification est très délicate et décisive dans de 
nombreuses applications comme la classification de texte. 
C'est pour cela « pour chaque contexte il existe un classifieur optimal selon le critère du 
taux d'erreur, mais aucun n'est optimal dans tous les cas. Comme il existe de nombreux 
classifie urs, l'utilisateur préférera souvent choisir un classifie ur généraliste, dont 
l'ajustement et l'exploitation sont à sa portée, en espérant que celui-ci fuit presque aussi 
bien que l'optimaL » [Gilles R. Ducharme, 21 lun 2018] 
Parmi les critères les plus importants sur lesquels nous nous basons dans le choix du 
class ifie ur, c'est la rapidité et la simplicité. 
Souvent, le choix du classifieur se fuit en fonction des résultats qu'on souhaite obtenir. Par 
exemple, si notre but est de donner une explication ou une justification qui sera ensuite 
présentée à un décideur ou un expert, alors on préfèrera les méthodes qui produisent des 
modèles compréhensibles tels que les arbres de décision ou les classifie urs à base de règles . 
42 
VI. Conclusion 
Ce chapitre, a permis de fuire le tour de la classification des données et des difièrents 
algorithmes d'apprentissage automatique. 
Nous avons présenté des cas d'utilisation de l'apprentissage automatique, des méthodes 
courantes et des approches populaires utilisées sur le terrain, des langages de 
programmation appropriés pour l'apprentissage automatique. 
Nous avons pu voir comment fonctionne l'apprentissage automatique ainsi que ses qualités 
et ses 1inUtes. De plus, nous avons présenté la difièrence entre les difièrentes méthodes 
d'apprentissage. 
Nous avons remarqué qu' il n'y a pas une méthode d 'apprentissage rrueux que les autres. 
L'efficacité de l'apprentissage ou encore, de sa méthode d'application dépend 
essentiellement de son utilisation et du type de traitement que l'on veut gérer. 
Toutefois, la représentation des résultats demeure une limite car le format des résultats 
demeure difficile et méconnaissable pour un gestionnaire décideur. 
En effet, notre prochain chapitre présente le concept du tableau de bord qui sera alimenté 
par des indicateurs stratégiques déduits des résultats d'analyse des données pour résoudre 
ce problème et bien présenter les résultats de l'apprentissage d'une manière s'adressant à 
des responsables, des décideurs et des cadres d'afIàires. 
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CHAPUTRE V : INDICATEURS 
STRATEGIQUES ET TABLEAU DE BORD 
44 
Aujourd'hu~ on est confronté à une crOIssance exponentielle des données. L'analyse de 
ces données génèrent des résultats qui sont difficiles à comprendre parfois. Pour fuciliter 
leur compréhension, ces résultats sont traduits en indicateurs. Le choix et la présentation 
de ces indicateurs représente un défi pour les gestionnaires. Ce défi est résolu grâce au 
recours à un outil de gestion qui s'avère simple mais qui offre une représentation et une 
visib ilité accrue des résultats, c'est le tableau de bord. 
Nous présentons dans ce qui suit deux sections présentant les indicateurs stratégiques et le 
tableau de bord. 
1. Indicateurs stratégiques 
1) Définition 
L'indicateur stratégique est une information ou une mesure, il permet d 'expliquer une 
situation évolutive, une action ou les conséquences d'une action. Il est construit à partir des 
données dispombles dans les bases de données. Il existe un grand nombre de définitions, à 
savorr : 
~ « Un indicateur est un élément ou un ensemble d'éléments d'information 
représentative par rapport à une préoccupation ou un objectif, résultant de la mesure 
tangIble ou de l'observation d'un état, de la manifestation d'un problème, d'une 
réalisation» (pierre Voyer, 1999). 
~ Un indicateur est «toute mesure significative, relative ou non, utilisée pour 
apprécier les résultats obtenus, l'utilisation des ressources, l'état d'avancement des 
travaux ou le contexte externe» (Conseil du trésor du Québec, 2002). 
~ Pour [SaIrna Bougar et a~ Mars 2018] «Un indicateur stratégique, par définition, 
identifie la nature de l'information nécessaire pour contrôler la réalisation des 
objectifS stratégiques afin d 'évaluer le degré de la performance recherchée. 
L'indicateur est un indice par rapport auquel il est vérifié le degré d'atteinte d ' un 
objectif ». 
~ Pour que [Aurélien Boutaud, 30 novembre 2015] affirme qu'« il existe de 
nombreuses définitions de la notion d'indicateur. Toutes convergent plus ou moins 
autour de l'idée qu'un indicateur est la traduction d 'un concept ou d'un phénomène 
sous la forme d'un signal (par exemple un code couleur) ou plus souvent encore 
d 'un chiffie. Cette« traduction »a la plupart du temps pour but: 
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• De simplifier une information (parfois complexe) pour la rendre 
compréhensible et utilisable par un public cible (gestionnaires, décideurs, 
grand public ... ) ; 
• De décrire une situatio n à un rmment et un endroit donné pws, par 
réplication, de permettre des comparaisons dans le temps et/ou dans 
l'espace. » 
2) Rôle des indicateurs stratégiques 
Les indicateurs sont également des outils de communication qui servent à simplifier 
l'information souvent sous une forme quantifiée pour la rendre plus lisible et signifiante 
auprès du phénomène cible. Ils ont pour objectif de : 
~ Suivre un phénomène ou une action, 
~ Faciliter la communication par un langage et rérerentiel commun, 
~ Évaluer un programme, 
~ Aider à la décision, 
~ Décrire un élément d'une situation ou une évolution d'un point de vue quantitatif, 
~ Permettre de synthétiser une grande quantité d'informations et la réduire à quelques 
éléments clés stratégiques tout en conservant les informations. 
3) Les types des indicateurs stratégiques 
Il existe deux types d'indicateurs stratégiques, soit qualitatif ou quantitatif. Ils sont mesurés 
par : 
~ Quantité (nombre, pourcentage, volume, taux . . . ) 
~ Qualité (valeur, niveau, cote, degré . .. ) 
~ Montant (coûts, frais, montants ... ) 
~ Temps (délai moyen, nombre de jours ... ) 
a) Indicateur stratégique qualitatif 
Un indicateur stratégique qualitatif est « un constat, une indication, une appréciation d'une 
situation, d'un phénomène afin de l'expliquer, de le comprendre » [Samuel Legault-
Mercier Michèle St-Pierre,20 Il]. 
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b) Indicateur stratégique quantitatif 
Un indicateur stratégique quantitatif: « mesure de la qualité ou appréciation chiffrée d'un 
phénomène pour offrir une certaine objectivation de la réalité étudiée. »[Samuel Legault-
Mercier Michèle St-Pierre,20 Il]. 
4) Caractéristiques des bons indicateurs 
Le choix d'indicateurs est une étape très importante, lors de la conception d'un tableau de 
bord. Selon, M. Hammer (2002), un indicateur stratégique « doit être précis et décrire 
réellement la situation à laquelle il s'applique. Il doit être objectif; ne pas prêter le flanc à 
la discussion ; compréhensible, fucile à communiquer ; peu coûteux et simple à calculer ; 
disporub le en temps utile. » 
En effet, pour qu'on obtient un bon indicateur stratégique, il fuut que cet indicateur dépende 
de certains critères : 
• La pertinence : L' indicateur doit correspondre à une préoccupation, à un objectif 
ou à une attente. Il doit avoir une signification dans le contexte d'étude ou de 
gestion. 
• La qualité : Pour la précision de sa mesure , un indicateur doit être formulé , 
précisément défin~ ses paramètres bien établis et le tout est bien documenté. 
• La faisabilité : Elle représente la possibilité de mesurer ou la disporubilité des 
données. Il fuut s'assurer qu'il ya une personne qui va assumer la responsabilité 
d'alimenter, de produire et de fournir les indicateurs. 
• La convivialité : Elle représente la possibilité opérationnelle, visuelle et cognitive 
d 'utiliser correctement et confortablement l'indicateur. 
En tant qu'outils d'appréciation et d'aide à la décision, les indicateurs souvent regroupés 
dans un tableau de bord considéré comme un outil de pilotage permettant à un ou plusieurs 
responsables d 'être informés d'un coup d'œil, d'une situation donnée pour interpréter un 
phénomène. 
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II. Le tableau de bord 
1) Défmition d'un tableau de bord 
Plusieurs spécialistes ont proposé difièrentes définitions des tableaux de bord; on peut citer 
panni eux : (Pierre Voyer, M. Gervais, H. Bouquin, Claude A1azard et Sabine SéparO 
~ [Pierre Voyer, 1999] affirme que« Le tableau de bord mise principalement sur la 
qualité de l'information et non sur la quantité. Il met en évidence les résultats 
significa tifs, les exceptions, les écarts et les tendances ; il fournit à son utilisa te ur 
un modèle cohérent en regroupant les indicateurs de fuçon à frapper son 
imagination. Ce schéma intégré permet d'enrichir d'autant l'analyse et 
l'interprétation de l'information ; il représente les indicateurs sous une forme 
compréhensible, évocatrice et attrayante, pour en fuciliter la visualisation. » 
~ [M. Gervais,2000] estime que« Le tableau de bord confirme de fuçon structurée les 
impressions du responsable et lui indique la nécessité d'entreprendre une action ou 
une analyse plus approfondie. En cernant la zone à problème, il oriente des 
corrections à mener ou les pistes à explorer avant d'agir. » 
~ [H. Bouquin] mentionne que« [Le tableau de bord est] un ensemble d'indicateurs 
peu nombreux (5 à 10) conçus pour permettre aux gestionnaires de prendre 
connaissance de l'état de l'évolution des systèmes qu'ils pilotent et d'identifier les 
tendances qw les influenceront sur un horizon cohérent avec la nature de leurs 
fonctions. » 
~ [Claude A1azard et Sabine Sépari, 2010] « Un tableau de bord est un ensemb le 
d'indicateurs organisés en système suivis par la même équipe ou le même 
responsable pour aider à décider, à coordonner, à contrôler les actions d'un service . 
Le tableau de bord est un instrument de communication et de décision qui permet 
au contrôleur de gestion d'attirer l'attention du responsable sur les points clés de sa 
gestion afin de l'améliorer ». 
~ [Gabriel Dabi-SchwebeI, 22 juillet 2015] trouve que le «Tableau de bord (ou 
dashboard en anglais) est un outil informatique permettant de centraliser en un seul 
point un ensemble de données permettant de piloter une activité. Dans le domaine 
du web, on parle de tableau de bord web analytics ou digital analytics. » 
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2) Le rôle du tableau de bord 
Pareil à un panneau de contrôle, le tableau de bord est un outil d'aide à la décision très 
important, il sert à ordonner et condenser l'information sous forme d'indicateurs. Il remplit 
notamment les rôles suivants : 
~ Fournir rapidement l'information essentielle, bien organisée et illustrée, 
~ Avertir l'analyseur à la manière d'un système d'alarme, de tout résultat ou écart 
indésirab le, 
~ Faciliter aux décideurs la pnse de connaissance de l'état et de l'évolution des 
systèmes qu'ils dirigent ainsi que pour suivre la mise en œuvre des objectifS fixés, 
~ Donner des sens à des données, et trouver des solutions ou des explications aux 
résultats obtenus, 
~ Mettre davantage l' accent sur les bons résultats en éliminant les données non 
nécessaires, 
~ Aider les dirigeants à pnonser les efforts sur les bons points (produits, clients , 
territoires ... ), 
~ Permettre de prendre des décisions éclairées basées sur des informations fuctueIles , 
~ Permettre d'anticiper sur les prospectives, pour que l'analyseur puisse voir plus 10 in. 
3) Les modèles de tableau de bord 
Assurément, on peut trouver plusieurs types de tableaux de bord ayant pour dénomination 
« tableau de bord de ... », et qu'on peut ajuster selon les phénomènes à traiter, panni ces 
tableaux on cite : 
~ Le tableau de bord de tourisme tunisien, 
~ Le tableau de bord de gestion, 
~ Le tableau de bord des étudiants en informatique, 
~ Le tableau de bord de l'entreprise, 
~ Le tableau de bord de contrôle, 
~ Le tableau de bord financier, 
~ Le tableau de bord budgétaire, etc ... 
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4) Caractéristiques de tableau de bord 
Selon les chercheurs (Pierres Voyer, Ludovic Aubut-Iussier~ Alain Femandez) pour qu'un 
tableau de bord soit bon et efficace, il fuut qu' il obéît à la règle des « 3U » : 
~ UTILE, Avoir un message clair (Savoir ce que l'on veut mesurer, ce que l'on veut 
suivre, assurer que l' indicateur est en lien avec ce qui nous intéresse) ; 
~ UTILISABLE, Avoir une représentation significative (Assurer la représenta tio n 
de l'indicateur montre bien le message à communiquer, assurer que la 
représentatio n (diagramme ou autre) est comprise par les utilisateurs) ; 
~ UTILISE: Tester et raffiner le modèle (Le tableau de bord n'est pas statique, il 
fuut accepter le fuit que le tableau de bord est un outil qui évolue). 
5) Processus d'élaboration d'un tableau du bord 
La mise en place d'un tableau de bord suit un processus bien précis (voir figure suivante) 
Figure la : Processus d'élaboration d ' un tableau de bord 
Identifie, collecte et analyse les sources de données : 
La première étape consiste tout d 'abord à identifier le problème à résoudre. Ensuite, on 
procède à la collection des données à traiter à partir d'une source fiable. Une fois les 
données sont collectées, un simple exercice de choix de logiciels informatiques est 
nécessaire pour bien sélectionner la meilleure solution d'analyse de données. 
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~ Construire les indicateurs : 
La construction des indicateurs varie selon le phénomène à étudier. Pour construire les bons 
indicateurs, il est important de répondre aux questions suivantes : 
• Quelle est le type de mon indicateur ? (Quantitatif ou qualitatif) 
• Connnent se calcule-t-il? ainsi sa fréquence 
• L'objectif auquel l'indicateur est lié 
• Selon quels critères mon indicateur doit-il être étudié ? 
• L'indicateur conceme-t-il toutes les instances d'un processus ou seulement une 
partie d'entre elles ? 
• Que fuit avec l'information fournie par l'indicateur ? 
Ces indicateurs permettent d'anticiper, décider et contrôler les politiques et pratiques. 
L'efficacité globale du pilotage repose sur la fiabilité des informations, la pertinence des 
indicateurs et leur adaptation aux besoins spécifiques des difierents décideurs et acteurs. 
~ Visualise l'information dans le tableau de bord: 
La dernière étape, c 'est la mise en place et l'organisation des indicateurs dans un tableau 
de bord. Un tableau de bord qui s 'appuie sur un ensemble d'indicateurs ISSUS 
d'informations disporubles de l'étape précédente est consultable en un seul coup d'œil. Il 
permet d ' interpréter une opinion précise sur la situation de problème à résoudre sans 
réfléchir trop longuement. 
Les représentations graphiques devraient être choisies avec soin en tenant compte de la 
nature de l' information et du message porté. Plusieurs options sont possibles pour présenter 
les informations : 
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• Par groupe d'indicate urs 
Assemble les indicateurs par objectif en créant des sections. 
Session Automne 
2018 
• Indicateur 1 
• Indicateur 2 
, 
Session Automne 
2017 
• Indicateur 3 
• Indicateur 4 
Session Hiver 
Automne 2016 
• Indicateur 5 
• Indicateur 6 
Figure Il : Affichage des indicateurs par groupe 
• Par niveau de détail 
Session Automne 
2015 
• Indicateur 7 
• Indicateur 8 
Représente une hiérarchie entre les indicateurs allant du plus synthétique au plus détaillé. 
Indx=ateur 2 
Indicateur 3 
Figure 12: Afficher les indicateurs par ruveau de détail 
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• Par lien de causalité 
Relie l'ensemble des indicateurs qui ont W1 effet 1'W1 sur l'autre. 
1 
Premiercycle 
Deuxièmecycle 
, ,-
Fille 
-; ." . ,'" 
Figure 13 : Afficher les indicateurs par lien de causalité 
« Un graphique permet d'interpréter W1e mesure d'un seul coup d'œil. Il complète 
avantageusement les informations clés affichés. Mais il fuut fuire attention aussi au choix 
de couleur car elles sont là pour aider et non brouiller le message. Il convient donc d'éviter 
les couleurs criardes [ ... ] pour distinguer les chiffres positifS (des hausses ou des objectifs 
dépassés) des négatifS (des pertes, des objectifS non atteints), le vert et le rouge sont 
toujours de rigueur. »[L'équipe de Manager GO, 17 juillet 2018] . Toutefois, le choix d ' un 
graphique significatif garantissant une visualisation claire et simple demeure W1 défi. Ci-
après quelques recommandations avec les types de graphique de base: 
• Représente une proportion 
Pour représenter un pourcentage, le diagramme circulaire (camembert) est bien approprié . 
Toutefois, il fuut limiter la représentation à un maximum de cinq valeurs pour ne pas rendre 
le graphique trop chargé et donc illisible. L'illustration ci-dessous est un graphique de type 
diagramme circulaire : 
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Les filières de l'université 
Mathématique 
1 nformatique 
Administration 
Electronique 
Figure 14: Diagramme circulaire 
• Représente un ratio 
La jauge est plus pertinente que le diagramme circulaire, car elle affiche le positionne me nt 
entre 0% et 100%. Elle sert à indiquer la mesure d'llll système surveillé à l'aide d'une 
aiguille ou d'un pointeur en se déplaçant le long d'une échelle étalonnée. L'illustration ci-
dessous est un graphique de type jauge : 
l" 9SK 80K 6SK SOK 
~ $80K 
~ Low 
r:::::::J $1 50 K U Normal 
D $ '1·60K High 
D $180K Very High 
~ $200K 
~ Danger 
Figure 15: Une représentation de jauge 
• Représe nte une progress ion 
Les graphiques de type ligne aident à visualiser rapidement les tendances, les progressions 
sur un espace-temps donné. On peut mettre en valeur des progressions positives et 
négatives à l'aide de couleurs pour distinguer entre les deux. Il affiche des informations 
sous la forme d'une série de points de données appelés « marqueurs »reliés par des 
segments de droite. C'est un type de base de graphique commun dans de nombreux 
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domaines. Il est similaire à un nuage de points, sauf que les points de mesure sont ordonnés 
(généralement par leur valeur sur l'axe des x) et joints à des segments de droite. 
L'illustration ci-dessous est un graphique de type ligne : 
6 
S 
4 
3 
2 
1 
o 
Les universités au québec 
4s... ---...... 
--, ~ ............... 1 
;,~ 
- -............ 
~ 
è-
--
UQAR UQAM UQTR 
Figure 16: Un graphique de type ligne 
• Compare des catégories, des niveaux 
-4;S 
-
UQAL 
L'histogramme (diagramme en barres), est une représentation graphique précise de la 
distnbution des données numériques. Il est tout indiqué pour mettre côté à côté des données 
afin de fuciliter la comparaison de valeurs. Il permet de représenter la répartition d'une 
variable continue en la représentant avec des colonnes verticales. L'illustration ci-dessous 
est un histogramme : 
La liste du personnel 
6 
S 
4 
3 
2 
1 
0 
Etudiants Professeurs Employés Ret raités 
Figure 17: Une représentation d'un histogramme 
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III. Conclusion 
A la fin de cette partie, on peut conclure qu'une représentation graphique représente un 
moyen de condenser et de simplifier la communication des données. Elle permet de 
présenter certains résultats de manière claire et concise en transformant de fuçon efficace 
les données en information pertinente. Une visualisation de données réussie permet de 
donner une valeur importante du résultat obtenu par un analyste. Elle rapporte une histo ire 
et accompagne la transmission de J' information grâce à des éléments de couleur et de 
contexte pour valoriser les informations importantes, et permette de les rendre actionnables 
et opérationne lIes. 
On a montré qu'il existe plusieurs formes possibles de présentation visuelle des résultats 
tels que: tableaux, graphiques, histogrammes, diagrammes à barres horizontales et 
verticales, diagrammes circulaires, cartes, pictogrammes et bandes dessinées. Le choix 
dépend de la nature de l'information à présenter et de J'auditoire visé. 
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CHAPITRE VI : APPROCHE PROPOSEE 
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1. L'approche proposée 
1) Description de l'approche 
Compte tenu des limites de processus d 'analyse des textes non structurées et multilingues, 
nous proposons une approche se composant de trois grandes phases. La première phase est 
une étape préalable à l'analyse qui consiste à détecter et à supprimer les textes mal 
structurés qui n'ont aucune signification. De plus, elle consiste à structurer le texte en 
traduisant certains mots ou tout le texte pour unifier la langue. Ces actions permettent de 
réduire le temps de prétraitement de la prochaine phase ainsi d'obtenir un résultat d 'analyse 
plus précis. La deuxième phase consiste à ppliquer le processus habituel d 'analyse de 
donnée. La troisième phase consiste à transformer les résultats qui se dégagent de la phase 
2 en indicateurs qui seront présentés dans un tableau de bord permettant une meille ure 
visualisation des résultats de manière qu' ils soient intelligibles et exploitables fàcilement. 
Au bout de ces trois phases, l'approche préconisée permettra d 'alimenter un outil de 
gestion, soit le tableau de bord, avec des indicateurs permettant à un gestionnaire de mieux 
décider. 
La figure ci-dessous illustre en détaillant la démarche à suivre pour l'application de notre 
approche. Toutes ces étapes seront expliquées par la suite : 
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Soumettre le doatmem an 
cJasn~ 
, 
Texte non 
structuré 
• Élimination des texte5 oon 
pertment 
• Tradmre les textes 
Nouveau cOtpus 
.. -.... ~ .... -
--_.- ~._-------, 
; ~~ 
.• -... ···-~·7 .~... Processus habituel d'analyse des textes .;' 
;~ ... 
..r..... ..~ -~., ~ .... 
~ .;' 
'--------.. _~ .... -.-.P--------~ 
Analyse sémantique et statistique a 
l'aide de logiciel Tropes 
• Extraction des indicateurs stratégiques 
Tableau de bord 
Figure 18: La démarche de notre approche 
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2) L'algorithme de l'approche proposée 
L'algorithme suivant explique toutes les démarches de notre approche proposée : 
Algorithme : L'approche proposée 
Entrée : Des données textueUes 
Sortie : Tableau de bord 
1) Sélection de corpus 
2) Détection des textes mal structurés et incompréhensibles 
a) Si le texte est bon, alors on le retient 
b) Sinon on le supprime 
3) Détection de la langue 
a) Si le corrnnentaire est écrit en français , on le retient 
b) Sinon on le traduit 
4) Traduire le texte 
a) Si le texte est multilingue alors la traduction sera fuite par un expert de la 
langue 
b) Sinon la traduction sera fuite par le traducteur Deepl 
5) Sélection de nouveau corpus 
a) On sélectionne seulement les textes qui sont retenus et qui sont écrits en français 
6) Processus habituel d'analyse des textes à l'aide de logiciel d'analyse tropes 
a) Exécuter le processus de prétraitement 
L La tokenisation 
11. Mots vides (stop-word) 
lU. Normalisation lexicale 
iv. La racinisation 
b) Exécuter le processus de la classificatio n 
L La pondération 
Il. La représentation vectorielle 
lU. Exécution de tropes 
c) L'analyse des résultats 
7) Identifier les indicateurs stratégiques 
8) Construire un tableau de bord 
Algorithme 1: L'approche proposée 
3) Les différentes phases de l'approche 
a) La première phase: 
Cette phase consiste à sélectionner notre corpus en tenant compte de la chronologie des 
corrnnentaires et aussi à éliminer les textes mal structurés. Ces textes seront traduits à l'aide 
de l'outil DeepL, si le texte est écrit avec une seule langue autre que le français. Sinon on 
le traduit manuellement, si notre le texte est multilingue. Cela nous permet de minimiser le 
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bruit dans les textes muhilingues et par conséquent de réduire le temps de prétraitement de 
la phase suivante. 
~ Détection et élimination des textes mal structurés : 
Les n-grammes sont une méthode permettant de détecter des mots hors vocabulaire (OOY). 
Ils sont des chaînes de caractères qui peuvent être composées d 'un seul caractère (1-
grammes), deux caractères (2-grammes) et jusqu'à n caractères (n-grammes). La longueur 
la plus fréquemment utilisée est celle de 3 caractères. 
Le tableau ci-dessous donne llll exemple pour le traitement de mots « Québec »: 
Tableau 3 : Les traits (n-gram) 
De nombreux travaux ont montré l'efficacité des n-grammes comme méthode de 
représentation des textes pour leur classification [Adeline et al, 2018 ; Nicolas Despres et 
al, 2016 ; Yves Bestgen, 2014]. Toutefois, malgré son efficacité, cette méthode peut 
échouer lorsque le commentaire comprend des mots qui n'étaient pas présents dans le 
dictionnaire ou la base de données de notre système. 
Il existe une autre solution pour éviter l'échec, elle consiste à introduire lllle étape 
supplémentaire qui exploite des ressources web pour créer des dictionnaires dynamiq ues , 
mais elle prend assez de temps, c 'est pour cela, une intervention humaine est nécessaire 
pour éviter cet échec. 
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L'algorithme proposé pour supprimer les textes mal structurés. 
Algorithme : Suppression des textes mal structurés 
Entrée: Commentaire structuré ou non structuré 
Sortie: Commentaire structuré 
1) Détection des phrases structurées 
a) Pour chaque classe j , recherche tous les n-grammes dans tous les textes de 
l' ensemb le d'apprentissage. 
b) Constituer le tableau croisé (N ij) des occurrences des n-grarrnnes i dans la classe 
j , 
N ·· 
c) Calculer les fréquences fij correspondantes : fij = ::.;-
d) Calculer les contnbutio ns de (ij) à la statistique du X2 : 
(N .. Ni
X Nj )2 
2 _ IJ N 
a. Xij - Ni x Nj 
N 
e) Calculer le X~ x signe(fij - fi x f j ) 
f) Trier le tableau de X~ dans l'ordre croissant 
g) Pour chaque classe j faire 
L 
11. 
Déterminer la liste {gramij } des k premiers n-grammes de la classe 
Pour chaque gramij faire 
• Chercher tous les 100tS (motjk ) tels que gramij ç motjk 
• Calculer le nombre nbmotSjk des répétitions de motjk dans la 
classe 
L Si le nombre nbmotSjk '* 0 , (on retient le corrnnentaire) 
2) Suppression les phrases mal structurées 
11. Si le nombre nbmotSjk = 0 , (supprimer le corrnnentaire) 
Algorithme 2: La Suppression des textes mal structurés 
L'idée générale de l'algorithme a était proposé par Radwan Jalam et Jean-Hugues 
Chauchat, pour répondre à la question de l'efficacité de n-grammes corrnne un outil de 
classement des textes. Nous avons modifié l'algorithme pour qu'il sert à détecter et à 
compter les 100tS incompréhensibles. Dans le cas où on trouve que les nombre de n-
grammes est égale à zéro, ça veut dire que le texte ne contient que des 100tS incompressib les 
et hors vocabulaire (OV). Dans ce cas, on supprime le corrnnentaire et si les nombres de n-
gramme diffèrent de zéro on retient le commentaire. 
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~ Traduire les commentaires 
Détecter la langue: 
La détection automatique et avec précision de la langue utilisée dans le commentaire 
représente lUle étape importante et cruciale dans notre démarche d'analyse car lUle erreur à 
ce niveau voue à l'échec des étapes suivantes. Plusieurs approches ont été identifiées dans 
la littérature pour la détection de langue : 
• Des approches manuelles telles que les guides destinées aux bibliothécaires, 
• Des approches semi-automatiques basées sur l'apprentissage supervisé telles que 
les réseaux de neurones, les chafues de Markov et les approches probabilistes. 
• Des approches automatiques en utilisant les bases de connaissances, 
Les approches utilisant des bases de connaissances sont plus précises et ils sont déployées 
dans les cas où les approches semi-automatiques ne parviennent pas à détecter la langue 
des textes très courts dont la longueur maximale est celle d'lUle phrase. Mais dans notre 
cas on a choisi l'approche manuelle car si un document est rédigé en plusieurs langues, une 
tentative de détection de la langue dominante du document est effectuée en ignorant les 
autres mots de multilingue et pour cela les résultats de l'analyse ne sont pas toujours 
satisfuisants. 
Ains~ dans le cas où les commentaires sont courts et multilingues, il sera mieux d'utiliser 
l'approche manuelle pour la détection de la langue. Elle sera fuite par l'intervention d'un 
expert linguistique. La figure ci-dessous présente le processus de détection manuelle de la 
langue d'un commentaire : 
La langue du 
commentaire n'est 
pas définie 
Détection manuelle de 
la langue (Intervention 
d'un linguiste) 
Figure 19: Processus de détection manuelle de la langue d'un commenta ire 
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Traduire les textes 
Après l'étape de la détection de la langue en utilisant l'approche manuelle, on a trois 
possibilités pour traduire nos textes 
~ Soit d'une fàçon manuelle, 
~ Soit d'une fàçon semi-automatique, 
~ Soit d'une fàçon automatique. 
Dans le cas où le commentaire est écrit avec une seule langue autre que le français , on 
utilise Deepl pour le traduire en français (la fàçon automatique). La figure ci-dessous 
montre le Processus de traduction d'un commentaire à l'aide de l'outil Deepl : 
Commentaire écrit en une seule langue autre 
que le francais 
Traduire automatiquement le commentaire à l'aide 
, 
de Dee 1 
Commentaire en français 
Figure 20 : Processus de traduction d'un commentaire à l'aide de l'outil Deepl 
Dans le deuxième cas où le commentaire est multilingue, l'internaute a écrit en français 
mais aussi il a utilisé une autre langue dans son commentaire. On traduit les mots 
manuellement vers le français à l'aide d'un expert linguistique (la fàçon manuelle) où on 
peut utiliser l'outil Deepl pour traduire ces mots lors de l'absence de l'expert (la fàçon 
serni-automatiq ue). 
La figure ci-dessous illustre le Processus manuel de la traduction d'un commentaire 
Le conunentalJ'C elt multdanr;uc 
Traduire manuclletnl:1lt les mota multilingucs dan. le commentaire en 
françaLS 
Le Commc:nwre est en françaLS 
Figure 21 : Processus manue 1 de la traduction d'un commenta ire 
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A part la détection manuelle, on a proposé une technique qui permet de détecter la langue. 
Cette technique se base sur l'analyse de fréquence de l'ensemble des lettres de l'alphabet. 
Elle a été utilisée par les linguistes comme technique rudimentaire d ' identification de la 
langue. Elle est particulièrement efficace pour indiquer si un système d'écriture inconnu est 
alphabétique, syllabique ou idéographique. Elle est constituée de trois étapes: 
~ Éliminer de la ponctuation et les espaces dans un texte; 
~ Transformer le texte en lettres minuscules; 
~ Analyser la fréquence de l'ensemble des lettres de l'alphabet. 
L'algorithme proposé de la première étape, consiste à supprimer la ponctuation amsl que 
les espaces dans nos commenta ires : 
. Algorithme : Suppression de la ponctuation et les espaces dans un commentaire 
Entrée: Un commentaire 
Sortie: Commentaire transfonné 
Début de l'opération 
Fin 
nbrcar prend la valeur de longueur(commentaire) 
Alphabétique = "abcdefghijklmnopqrstuvwxyzàœçèéêëîïfif3ù" 
Commentaireformate prend la valeur 0 ; 
Pour k aUant de 1 à nbcar faire 
j prend la valeur 0 ; 
Trouve prend la valeur 0 ; 
Tant que j < longue ur (a Ip habé tique ) et trouve = 0 fuire 
Si commentaire[k] = alphabétique[j] alors 
Trouve = 1 ; 
fin 
Si trouve = 0 alors 
j prend la valeur de j + 1 ; 
fin 
fm 
Si trouve = 1 alors 
Commentaireformate = commentaire formate + commentaire[k] 
fm 
fin 
Algorithme 3: La suppression de la ponctuation et les espaces dans un commentaire 
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L'algorithme suivant présente la deuxième étape, il sert à transformer 1111 commenta ire 
qu'on a supprimé de tout signe de ponctuation en lettres minuscules : 
Algorithme : Transformer le commentaire en lettres minuscules 
Entrée: Un commentaire 
Sortie : Commentaire formaté 
Début de l'opération 
Fin 
nbrcar prend la valeur de longueur(commentaire) 
Commentairetransformer prend la valeur 0 ; 
Pour k allant de 1 à nbrcar faire 
Si ord(commentaire[k]) <97 alors 
Commenta iretrans former = commentairetransformer+chr(ord(texte[k]) 
+32) ; 
Sinon 
commenta iretrans forme prend la valeur de commentairetransforme + 
texte[k] 
Nn 
Fin 
Algorithme 4: La Transformation des commentaires en lettres minuscules 
Après l'exécution de deux algorithme précédents, l'algorithme suivant permet d'afficher 
la fréquence de chaclll1e des lettres de l'alphabet dans nos commentaires : 
Algorithme : La fréquence des lettres de l'alphabet dans un commentaire 
Entrée: Un commentaire 
Sortie: La fréquence des lettres 
Début de l'opération 
Nn 
nbrcar prend la valeur de longue ur(C 0 mmenta ire ) , 
Alphabétique prend la valeur "abcdefghijklmnopqrstuvwxyzàœçèéêëîïfiBù" 
Pour j allant de 1 à 38 faire 
Compteur prend la valeur 0 ; 
Pour k allant de 1 à nbrcar faire 
Si texte[k] = alphabétique[j] alors 
Compteur prend la valeur de compteur+ 1 
Nn 
, Compteur Frequence prend la valeur compteur nbrcar = ..::....:..:.~~ 
nbrcar 
Afficher fréquence 
Nn 
Fin 
Algorithme 5: La Transformation des commentaires en lettres minuscules 
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Le tableau ci-dessous illustre les distnbutions de fréquence des 38 caractères les plus 
courantes dans les langues (Français, allemand, espagnoL portugais, italien, anglais) . 
Toutes ces langues utilisent un alphabet similaire de 26 caractères. 
1.89% 
3.06% 
5.08% 
17.40% 
1.21% 
3.44% 
2.53% 3.15% 4.74% 
9.78% 6.71% 5.05% 
2.51% 8.68% 10.73% 
0.79% 2.51% 2.52% 
0.02% 0.88% 1.20% 
Tableau 4 : Fréquences relatives des lettres (source: Wikipédia) 
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Le tableau ci-dessous, c'est la liste des cinq premières lettres en fréquence et les plus 
utilisées. Si le message est écrit en majuscule, l'ordre change car on va réunir par exemple 
les fréquences du a et du à. C'est pour cela on a ajouté l'algorithme qui transforme toutes 
les lettres en minuscule. 
Tableau 5: Liste des 5 premières lettres les plus fréquents 
Par conséquent, grâce à cette technique, on peut définir le pourcentage d'apparition de 
chaque lettre dans un commentaire. Ainsi on peut déduire la langue utilisée. 
b) La deuxième phase: 
La deuxième phase consiste à fuire une analyse sémantique et une autre statistique des avis 
en ligne. Le fuit de travailler avec un logiciel d'analyses textuelles constitue un premier 
choix rnéthodo logiq ue fort. C'est dans ce contexte, nous avons choisi Tropes parmi une 
offre diversifiée de logiciels d'analyses. 
L'analyse automatique du logiciel Tropes permettra d'identifier les termes clés du tourisme 
tunisien. Ce logiciel permet de déterminer, au sein d'un ou plusieurs textes, qu'elles sont 
les variables du tourisme tunisien et quelles sont les relations qui les lient. Il permettra 
également de repérer et de dénombrer les occurrences et les co-occurrences des éléments. 
Nous nous sommes basés sur l'hypothèse que les adjectifs et les verbes étaient les deux 
traits grammaticaux les plus utilisés pour exprimer des opinions et jugement. Les étapes de 
processus d'analyse des textes sont illustrées par le schéma suivant : 
SétectÎon du 
non eau corpus 
• • 
Processus de 
prétm.te:ment 
des données 
Pme sus de 
clas sHi cation 
• • 
Analyse des 
résultats 
Figure 22 : Processus d'analyses des textes 
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Étape 1 : Sélection du nouveau corpus 
Après l'élimination des textes mal structurés, incompréhensibles, et aUSSI après 
l'unification de la langue dans la première étape de notre approche proposée (étape 
préalable à l'analyse). On a maintenant un nouveau corpus qu'est tout à mit différent à 
notre premier corpus sélectionné. 
Étape 2 : Processus de prétraitement des données 
La deuxième étape d'un processus d'analyses des textes est l'étape de prétraitement des 
données. De nombreuses recherches dénoncent la complexité et le côté mstidieux du 
prétraitement des données. Sur ce constat, les internautes et surtout celles qui utilisent les 
forums et les réseaux sociaux en général utilisent un style d'écriture incompréhensible par 
la machine et commettent souvent des mutes d'orthographe et de grammaire. En effet, ils 
ont estimé que le prétraitement occupe 60% du temps total du processus d'analyse de 
textes. Plus précisément « les prétraitements sont aujourd'hui des tâches qui en plus de 
demander des compétences techniques complexes, sont très gourmandes en temps et 
peuvent introduire des aléas dans les analyses qui suivront. »[Daras et al, 2017] 
Autrement dit,l'étape de prétraitement, c'est une étape dont l'objectif est de préparer les 
textes bruts pour les étapes suivantes, ainsi il s'agit d'effectuer des transformations des 
données pour les rendre plus utilisables par les algorithmes d'apprentissage. Selon 
[Mathieu Feuilloy, mars 2010] « C'est pourquo~ avant de chercher à obtenir de bonnes 
performances de classification, les données doivent subir un prétraitement afin d'éliminer 
toute incertitude sur leur légitimité à apparaître dans la base de données ». 
Toutes ces caractéristiques linguistiques et orthographiques des avis en lignes des 
internautes nous obligent à procéder à une étape de prétraitement. Il sert à mire : 
• La vérificatio n de la qualité, 
• La tokenisation 
• La cohérence des données, 
• La correction des erreurs et des données erronées, 
• La suppression des valeurs manquantes et les mots vides, 
• La racinisation 
• N orrnalisation lexicale 
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L'étape de prétraitement peut aUSSI conterur les opérations d'échantillonnage et de 
transformation des données, comme par exemple l'ajout de données extraites du Web ou 
d'une autre source de données, le calcul d'écart, moyennes, somme etc ... 
La figure ci-dessous montre le premier aperçu de nuage de mots-clés qu'est une sorte de 
condensé sémantique d'un document dans lequel qui permet de présenter l'information par 
rapport à l'occurrence des mots-clés contenus dans notre corpus. 
Le Processus de prétraitement des données qu'on a proposé se résume comme suit : 
Corpus traité 
Figure 23 : Processus de prétraitement proposé 
• Tokenisation 
La tokenisation est un processus qui permet de découper un texte ou un commentaire en 
mots, phrases et d'autres éléments significatifS appelé token. Un token est une unité défmie 
comme une séquence de caractères comprise entre deux séparateurs (espace, signe de 
ponctuation, guillemets, parenthèses . . . ). Il existe plusieurs méthodes de tokenisation dont 
la séparation en phrase ou en mots, qui est la plus utilisée. 
Le tableau ci-dessous représente un exemple de la tokenisation d'une phrase en mots: 
« Identification », « de », « indicateurs », « stratégiques », 
« dans « les « documents » 
Tableau 6 : Tokenistation d'une phrase 
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L'algorithme proposé de la Tokenistation des commentaires 
L'algorithme de la Tokenistation d'un commentaire 
Entrée : Un commentaire 
Sortie: Commentaire tokenisé 
1. Les mots des commentaires sont stockés dans un tableau 
2. Remplacer les caractères suivants par des espaces .:.....i:. 
3. Supprimer les caractères suivants s'ils sont suivis d'un espace ou s'ils sont 
procédés par espace .!...il 
4. Remplacer les paires de crochets () et [ ] par des espaces 
5. Supprimer les paires de crochets () et [] si le crochet ouvert est précédé d'un 
espace où le crochet de fermeture est suivi d'un espace 
6. Remplacer les guillemets simples 'où"" où ' , où < > où "" par llll espace 
7. Supprimer les guillemets simples 'où"" où ' , où < > où " "dans le cas où ils 
sont précédés d'un espace ou s'ils sont suivis d'un espace 
8. Remplacer la barre oblique / par llll espace 
9. Supprimer la barre oblique / dans le cas où elle est suivie d'llll espace ou elle est 
précédée d'espace 
10. Remplacer les caractères suivants par un espace: ! "# %$ % & * < = >? @ \ 1 
...,' , 
Il. Supprimer les caractères suivants par des espaces ! " # %$ % & * < = > ? @ \ 1 
::..:...: s'ils sont précédés d'un espace où dans le cas ils sont suivis d'llll espace 
Algorithme 6: La Tokenistation des commentaires 
• Mots vides (Stop-word) 
Les mots vides sont les mots les plus courants dans lllle langue et non significatif figurant 
dans un texte. Ces mots représentent 1/3 du contenu d'un texte. On peut constater les mots 
vides fàcilement suite à la tokenisation d'un commentaire. Ces mots vides existent dans 
tous les langues : 
71 
./ En anglais, certains de ces mots sont « the », « aIl », « and », etc . 
./ En français, certains de ces mots sont « le », « la », « ce », etc. 
La présence de ces mots n'apporte absoh.llnent aUClUle différence ni sur le plan lexica~ nt 
sur le plan sémantique. Ainsi, leur utilisation pour la classification s'avère inutile. En 
d'autres termes, leur suppression réduit la dimension de notre document vecteur, cela nous 
aide à améliorer le temps de traitement et aussi réduire considérablement le temps 
d'apprentissage. 
Dans le tableau suivant, on applique un exemple pour la suppression des mots vides 
», « de », « indicateurs », « stratégiques 
« documents » 
« IdentifICation », « indicateurs », « stratégiques », « documents » 
Tableau 7: Suppression des mots vides dans une phrase 
Pour calculer le pourcentage de la présence des mots vide dans un document et pour savo ir 
l' importance de cette étape, on applique cette formule : 
% Mv = = 100*NMs 
NMt 
100* 3 % Mv = = = 42,850/0 
7 
Avec Mv : Mots vides 
NMs : Nombre des mots vides 
NMt : Nombre des mots totaux 
Mais dans certains cas et selon le sujet traité, il fuut fuire attention en supprimant les mots 
vides puisqu'ils peuvent influencer notre analyse et affecter la précision du résultat. 
On peut prendre un exemple simple et significatif, lors de la suppression de mot « Est » 
dans ces deux cas, on constate que le sens de la phrase a complétement changé : 
~ Le tourisme est beau en Tunisie. 
~ Le tourisme en Est de la Tunisie est beau. 
Pour la première phrase indique le tourisme en général en Tunisie contrairement à la 
deuxième phrase qui précis un lieu spécifique où se trouve le tourisme. 
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Pour l'algorithme proposé de la suppression des mots vides ci-dessous, la liste des mots 
vides est modifJab le. Comme on a mentionné pour le mot « Est » et pour qu'il n'y aura 
aucun conflit avec le verbe être et celle de direction. On a ignoré ce terme de notre liste. 
L'algorithme de la suppression des mots vides 
Entrée: Un commentaire 
Sortie: Commentaire sans mot vide 
Mot_vide : (alors, au, aucuns, auss~ autre, avant, avec, avoir, bon, car, ce, cela , 
ces, ceux, chaque, c~ comme, comment, dans, des, du, dedans, dehors, depuis , 
devrait, doit, donc, dos, début, elle, elles, en, encore, essa~ et, eu, fuit, fuites , fois , 
font, hors, ic~ il, ils, je, juste, la, le, les, leur, là, ma, maintenant, mais, mes, mine , 
moins, mon, mot, même, ~ nommés, notre, nous, ou, où, par, parce, pas, peut, 
peu, plupart, pour, pourquo~ quand, que, quel, quelle, quelles, quels, q~ sa, sans, 
ses, seulement, s~ sien, son, sont, sous, soyez, sujet, sur, ta, tandis , 
tellement, tels, tes, ton, tous, tout, trop, très, tu, voient, vont, votre, vous, vu, ça, 
étaient, état, étions, été, être) 
1. Les mots de commentaires sont stockés dans un tableau 
2. Un seul mot vide sera sélectionné à partir de la liste de mots vides. 
3. Le mot vide est comparé au commentaire choisi sous forme de tableau en utilisant 
la technique de recherche séquentielle. 
4. Si cela correspond, le mot du tableau sera supprimé et le mot vide continue sa 
comparaison jusqu'à la fin du tableau 
5. On sélectionne un autre mot vide à partir de la liste et on recommence 
l'algorithme depuis l'étape 2. 
6. L'algorithme fonctionne jusqu'à ce que tous les mots vides soient comparés. 
Algorithme 7: La suppression des mots vides 
• Normalisation lexicale 
La tâche de la normalisation consiste à réduire les mots à leurs racines et permet de réécrire 
les commentaires de forum à leurs formes canoniques. Notre objectif n'est pas de fuire la 
correction orthographique et syntaxique, mais de réécrire le texte en se basant sur les 
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erreurs lexicales fréquentes surtout dans les fonnns et aussi dans les réseaux sociaux 
(fucebook, Twitter, Instagram). 
Le tableau suivant présente quelques exemples de normalisation lexicale 
des caractères en doublons 
La correction orthographique pour les erreurs 
fréquentes dans les fonnns 
des mots écrits sous forme de 
~ Sooooooleil 
~ Merciiiiiiii 
~ Sa va 
~ 2ri 
~ Mr6 
~ bjr 
Tableau 8 : La norrnalisation lexicale 
• La racinisation (Stemming) 
~ Soleil 
~ Merci 
~ ça va 
~ De rien 
~ Merci 
~ Bonjour 
La racinisation est un procédé qui sert à regrouper les mots ayant la même racine, c'est-à-
dire des mots ayant une sémantiq ue proche notamment pour les verbes à l'infinitif et les 
verbes conjugués. Ces mots ont le même sens mais chacun est considéré comme un 
descripteur à part. Dans ces cas on choisit uniquement la racine de ces mots plutôt que les 
mots en entier sans se soucier de l'analyse grammaticale. 
Quelques exemples sont cités dans le tableau suivant : 
Demande, demandé, demandant, demandent 
Satisfuit, satisfàctio n, satisfIS 
Tableau 9 : La racinisation 
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L'algorithme proposé de la racinisation des commentaires 
Algorithme de racinisation 
Entrée: Un commentaire 
Sortie: Commentaire raciner 
1. Transformer les commentaires en minuscule, 
2. Séparer des caractères et des traits d'union qui existe dans le commentaire, 
3. Supprimer les signes diacritiques, 
4. Supprimer les doublements des lettres, 
5. Convertir les rmts qui sont écrits au pluriel en singulier, 
6. Convertir les verbes du temps passé en temps présent, 
7. Un processus vérification qui utilise un dictionnaire. 
Algorithme 8: La racinisation 
Étape 3 : Processus de classification 
• La méthode de pondération 
La première opération consiste à représenter les commentaires par une méthode algébriq ue 
de fuçon qu'ils peuvent être traités automatiquement par les classifieurs. Cette 
représentation est utilisée pour plusieurs objectifS, tels que la classification ou filtrage des 
informations, la recherche d'informations, l'indexation et les classements de pertinence 
• La représentation vectorielle 
Le rmdèle vectoriel (sémantique vectorielle ou Vector space rmdel en anglais) est un 
rmdèle algébrique permettant de représenter des documents texte. Il consiste à représenter 
chaque document de la collection comme un point de l'espace. Les coordonnées 
correspondent en fuit aux descripteurs composant le document. Dans la figure, tro is 
documents sont symbolisés dans un espace à trois dimensions (chaque dimens io n 
correspondant à un terme). 
75 
Term. 3 
..... -D~nt3 
-~ --~-............ 
~-~ 
". ~\. 
~"'" 
'~cwnent1 
Figure 24: Une représentation dans l'espace vectorielle avec trois tennes 
~ Analyses des résultats à l'aide de logiciel tropes 
Le logiciel Tropes est caractérise par ses analyses sémantiques des textes basées sur des 
techniques de fouille des données. Pierre Molette, est un co-auteur de logiciel Tropes 
indique en 1994 que Tropes est tout à fuit diffère nt des logic ie Is de lexicométrie, puisq u' il 
fuit un appel à deux processus d'analyse (morphosyntaxique et sémantique) avant de fuire 
des analyses statistiques. Il pennet de reconstruire un réseau de liaisons sémantiques 
existant entre les différentes notions évoquées par l'internaute. 
Ainsi le logiciel s'appuie sur différents indicateurs langagiers (verbes, adverbes, adjectifs , 
etc.) pour déterminer, d'une part, le style du discours, et d 'autre part, les principaux univers 
sémantiques évoqués par les locuteurs. De plus, il sert à garantir la découverte de structures 
significatives d'un corpus de manière objective et à effectuer une analyse fine des énoncés 
discursifS. 
Conséquemment, le logiciel Tropes serait idéal pour extraire l'ossature signifiante d 'une 
masse importante de données textuelles. Il a servi comme outil de décomposition du corpus 
textuel en mots-clés. 
Parmi les principaux avantages de cet outil les résultats sont présentés sous la fonne de 
rapports ou de représentations graphiques pennettant une appropriation aisée. 
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La figure ci-dessous représente me vue globale du processus d 'analyse du logiciel Tropes: 
\ 
Reclasswcation personnalisée 
-" . . _' ....... ... 
Figure 25 : Vue globale du processus d 'analyse du logiciel Tropes 
c) Troisième phase: 
La Troisième phase consiste à transformer les résultats de l'analyse en indicateurs qUI 
seront présentés dans m tableau de bord. 
La plupart des approches proposées de visualisation des résultats ne sont pas très efficaces 
pour extraire des informations pertinentes qui peut servir à prendre des décisions 
instantanées. C'est pour cela dans notre approche on a proposé, l'élaboration d'un tableau 
de bord qui permet d 'afficher les résultats de notre analyse. Cette technique est utilisée à 
la l' informatique décisionnelle (business intelligence) qUI sert à une prise de décision 
stratégiques, tactiques et opérationnelles plus efficaces. 
En d'autres termes, les tableaux de bord sont des technologies de visualisation des données 
; c'est-à-dire, « des techniques de représentation graphique et d 'exploration visuelle de 
données quantitatives permettant de traduire un ensemble de données brutes en information 
[ ... ] pour améliorer la prise de décision » [Jean-Sébastien Vayre, janvier 2016]. 
Plusieurs formes existent pour concevoir un tableau de bord, soient des écarts, des ratios , 
des graphiques et autres. «Ces derniers sont utilisés dans le but d 'attirer l'attention du 
responsable sur les informations clés pour :fàciliter l'analyse et le processus de décision. » 
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[Michel Leroy,2001]. Ainsi Selon la définition de [Stephen Few, 2006], « Un tableau de 
bord est une présentation visuelle des informations les plus importants nécessaires à 
l'atteinte d'un ou plusieurs objectifS. Ces informations sont consolidées et organisées sur 
un seul écran afin de pouvoir les contrôler rapidement », mais chaque tableau de bord est 
enrichi avec des indicateurs. 
Il existe deux types de tableau de bord: 
~ Tableau de bord qui permet aux décideurs d'analyser et d'interpréter dnreremment 
les résultats. Dans ce cas, la connaissance est requise. Le résultat d'analyse n'est 
pas prédéfini dans le tableau de bord. 
~ Tableau de bord qui donne une information à admettre telle quelle par les décideurs. 
Le résultat d'analyse est prédéfini tableau de bord. 
À titre d'exemple, on peut distinguer entre les deux modèles du tableau de bord dans le cas 
de la détection de vitesse avec l'application Waze, qui est une application mobile de 
navigation GPS et avec le tableau de bord d'une voiture. Ces deux figures ci-dessous 
illustrent la dnrerence entre les deux : 
Figure 26 : Capture d'écran tableau de bord d'une voiture 
Le symbole «Check engine »dans tableau de bord de voiture est allumé. Cetémoin indique 
qu'il existe quelque part un problème mécaniq ue lié au moteur, sans donner aucune autre 
précision. Chaque conducteur peut interpréter ce signal selon son expérience de conduite 
et sa connaissance de l'état mécanique de sa voiture. Ains~ l'estimation ça diffère d'un 
conducteur à un autre, nous sommes donc dans le cas du premier type de tableau de bord. 
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Le résultat d'analyse n'est pas prédéfini. L'information n'est pas à admettre maIS elle est à 
discuter selon l'analyste. 
Figure 27 : Capture d 'écran de l'application Wa'E, 
Wa'E, affiche la limite de vitesse sur la portion de la route que vous empruntez. Ilia met en 
relation avec votre vitesse actuelle. Une alerte en rouge prévient le conducteur qu' il a 
dépassé la limite de vitesse . Il s' agit du deuxième type du tableau de bord où le résultat 
d'analyse est prédéfini. L' information est à admettre. 
Dans certains cas et dans le même tableau de bord, on peut trouver les deux cas: 
~ L'information est à admettre 
~ L'information n'est pas à admettre 
La figure ci-dessous montre l'existence de ces deux informations. Celle de l'obligation de 
l'utilisation de ceinture de sécurité est en rouge et l'autre est le symbole «Check engine » 
qui est en jaune, ça veut dire il y a un problème mais chaque conducteur à son jugement. 
Figure 28 : Capture d'écran tableau de bord d'une voiture 
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II. Validation de l'approche proposée 
Avant d'appliquer notre approche sur le corpus des expériences de voyage en Tunisie, nous 
avons opter de la valider en l'appliquant manuellement sur un mini corpus des expériences 
des utilisateurs de le platefonne Apple de téléchargement d'applications. 
1) Corpus 
Le corpus est extrait de l'App Store, qui est un magasin d'applications distnbué par Apple 
pour les appareils mobiles Iphone et Ipad . Chaque application a une page de présentation 
qui comporte : 
~ Un bouton pour l'acheter ou la télécharger 
~ Une interface permettant de visionner les captures d'écran du logiciel 
~ Les avis des utilisateurs (il est possible de poster le sien à condition d'avoir acheté 
l'application en question) 
~ Un bouton pour signaler un problème au développeur 
~ Un bouton pour recommander l'application par E-Mail 
~ Un bouton pour offrir l'application à un ami. 
Après le choix du corpus, nous avons sélectionné quelques avis sur la dernière mise à jour 
de l'application de Facebook pour les utilisateurs d ' IPhone (les avis des utilisateurs sont 
sélectionnés pendant la période du mois de juillet à septembre 2018). Les avis sont 
multilingues (espagno~ anglais et français) 
Bug 
* «ër T::r 
7 sept. 
aiios07 
Vscggegdc vehgge bejejj 
lVIalo 
... 
Figure 29 : Capture d'écran pour un commentaire 1 
Cua ndo quiero comentar a lgo , m e dice q u e 
n o pue d o 
Figure 30: Capture d'écran pour un commentaire 2 
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Figure 31 : Capture d'écran pour lll1 cormnentaire 3 
SIc:>vv Ic:>_cli ..... g 
... • 
T a k es f'e:>re v e r "t: e:> Ie:> a d pic::"t:ures a nd c:: e:>,-,.,,-,., e n"t: s_ 
Thi s a pp i s g e "t:"t: ing vve:>rse a nd vve:>rse!!!!!! 
IL 
Figure 32 : Capture d'écran pour lll1 cormnentaire 4 
d -éç __ d 1 .. d 
__ • C::CN..II~ _ _ • _ <=_ 
Figure 33 : Capture d'écran pour lll1 cormnentaire 5 
o 
~ -,...,..,_113 _.",.i -~b_ _ nn.b~ ~b-
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Figure 34 : Capture d'écran pour lll1 cormnentaire 6 
2) Élimination des textes mal écrits 
Les cormnentaires sont souvent «bruités » en raison de J'écriture web 2.0 util isée par les 
internautes (fàutes d'orthographe, langage srns, etc.). En effet, les textes des médias 
sociaux ont des particularités linguistiques qui peuvent affecter la performance des 
classifie urs »[Mikeet al, Juin 20 17]. 
Le principal but d'élimination des textes mal écrits est d'améliorer les résultats d'ana lyse 
et de réduire le temps d'analyse. Ci-après les cormnentaires supprimés car ils n'ont aucune 
signification ou sens. 
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Figure 35 : Capture d'écran d'un commentaire qu'a été supprimé 
~.~..,.....,.~ ~ .... ...... i ~I:>.-..... r.......... Lbo .... r""a ... ..."...~~ ........... ~ 
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Figure 36: Capture d'écran d'un commentaire qu'a été supprimé 
3) Traduire les textes en français 
«L'analyse sémantique des conversations portant sur un événement qui se déroule la même 
journée ou de la même semaine sur les réseaux sociaux, ou d'un ensemble de discussions 
sur un sujet apparenté se bute aux difficultés soulevées par les aspects multilingues du 
TAL. Cette spécificité est accrue avec les réseaux sociaux qui peuvent mêler difièrentes 
langues dans un même contenu. »[Atefèh Farzindar, Mathieu Roche, Mai 2015] 
Pour résoudre le problème de multilinguisme (sur un même flux, dans un seul 
commentaire), on a ajouté l'étape de traduction des textes. Cette étape est primordiale pour 
l'analyse des textes et l'extraction d ' information. 
• Détection de la langue : 
Ce qui est remarquable dans le corpus, il n'existe pas de multilinguisme dans les 
commentaires. Les langues détectées sont : 
~ L'anglais : Deux commentaires 
~ Le français : Un commentaire 
~ L'espagnol : Un commentaire 
• Traduction manueUe 
L'anglais vers le français : 
~ Quand j'édite un effet photo, l'application se ferme rapidement. 
~ Cela prend une éternité pour charger les photos et les commentaires. Cette 
application est de pire en pire 
L'espagnol vers le français : 
~ Quand je veux commenter quelque chose, il me dit que je ne peux pas. 
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4) Analyse sémantique et statistique des textes 
L'analyse sémantique des médias sociaux a ouvert la voie à l'analyse de données 
volumineuses, discipline émergente inspirée de l'apprentissage automatique, de 
l'exploration de données, de la recherche documentaire, de la traduction automatique, du 
résumé automatique et du TAL plus globalement. » [Atefeh Farzindar, Mathieu Roche , 
Mai 2015]. 
Du point de vue marketing, il est important pour les responsables de la clientè le d ' App le 
de savoir les opinions de leurs utilisateurs pour améliorer leur expérience et garantir leur 
satisfuction. Du point de vue informatique, il est important pour les développeurs d'Apple 
de connaître les anomalies ou les points fort d'une application pour cibler les besoins des 
utilisateurs dans les développements futurs , pour corriger les erreurs et pour améliorer 
l'application. Positives, négatives ou neutres, les réactions des utilisateurs représentent une 
source importante de données qui devraient être analysées pour mieux comprend re 
l'expérience utilisateur et ajuster les applications selon les besoins et selon les tendances 
sur le marché. 
• L'étape de pré traite me nt 
« Quand», « je», « veux», « commenter», « quelque», « chose», « il», « me», « dit», 
« que», « Je», « ne», « peux», « pas». 
« veux», « commenter», « chose», « dit», « peux». 
« veux», « commenter», « chose», « dit», « peux» 
« venir» , « commenter», « chose», « dire», « pOUVOir» 
Tableau 1 0 : Prétraitement pour le commentaire 1 
% Mv = = 100 * NMs = 100 *9 = 6028% 
NMt 14 ' 
Avec Mv : Mots vides, NMs : Nombre des mots vides, NMt: Nombre des mots totaux 
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«je», « édite », «lll1», «effet», «photo », « la », « application 
«fenne », «rapidement ». 
« édite », «effet», «photo », «application », «ferme », «rapidement ». 
«édite », «effet», «photo », «application », «fenne », «rapidement » 
« éditer », «effet», «photo », «application »,« renner », « rapide ». 
Tableau Il : Prétraitement pour le commentaire 2 
0/0 Mv = = 100 * NMs = 100* 5 = 4545% 
NMt 11 ' 
Avec Mv: Mots vides, NMs : Nombre des mots vides, NMt : Nombre des mots totaux 
« Cela », «prend», «une», «éternité», «pour», «charger», «les», «photos», «et», 
« les», «commentaires», «cette», «application», «est», «de», «pire», «eID>, «pire». 
«prend», «éternité», «charger», «photos», «commentaires», «application», «pire», 
« pife». 
« prend», «éternité», «charger», «photos», «commentaires», «application», «pife», 
« pife» 
«prendre», «éterniser», «charger», «photos», «commenter», «application», «pife», 
« pife» 
Tableau 12 : Prétraitement pour le commentaire 3 
% Mv = = 100 *NMs = 100 * 10 = 5555% 
NMt 18 ' 
Avec Mv: Mots vides, NMs: Nombre des mots vides, NMt: Nombre des mots totaux 
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<<très», «déçue», «de», <<la», «disparition», «des», <<accolades», 
«etc», «depuis», <<votre», «dernière», <<mise», «il», <90UO> 
«déçue», «disparition», «accolades», «coucous», «dernière», <<mISe», <~our» 
«déçue», «disparition», <<accolades», «COUCOU», «dernière», <<mISe», <~OUD> 
«décuver», «disparaître», «accolades», «coucOU», «dernière», <<mettre», <~our» 
Tableau 13 : Prétraitement pour le commentaire 4 
0/0 Mv = = 100 *NMs = 100 *10 = 5882% 
NMt 17 1 
Avec Mv: Mots vides, NMs : Nombre des mots vides, NMt: Nombre des mots totaux 
Après l'étape de prétraitement, on obtient ce corpus 
venir commenter chose dire pouvoir 
éditer effet photo application fermer rapide. 
prendre éterniser charger photos commenter application pIre pIre 
décuver disparaitre accolade mettre jour 
5) Mise en place d'un tableau de bord 
L'analyse du corpus révèle que les utilisateurs ne sont pas satisfàits à cause de la dernière 
mise à jour de Facebook. Ce désagrément est dû à des problèmes qui surviennent lors de la 
modification ou de la publication des nouvelles photos et par conséquent l'application reste 
figée (bug). De plus, un autre problème a paru et les utilisateurs ne peuvent même pas 
commenter des photos nouvelles. Nos deux indicateurs sont« commentaire »et« Photo ». 
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Le tableau de bord proposé pour notre cas est celui-ci 
~-- -
-
Commentaire 
Photo ~--- --
Figure 37: Le tableau de bord des avis d'utilisateur concernant la dernière mise à jour de 
Facebook 
@..-• • 
- Mécontent. ~ Satisfuit © Neutre 
Ill. Conclusion 
Notre approche a été présentée de manière détaillée. Elle se base sur le développement et 
la réutilisation des technologies existantes et consiste à les rendre complémentaires les unes 
des autres permettant ainsi l'extraction de l'information à partir de données non structurées. 
Pour cela, nous avons proposé des algorithmes que nos premières évaluations indiquent 
qu'ils sont efficaces. 
Le chapitre suivant contient les tests et les expérimentations de validation de notre 
approche. 
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CHAPITRE VIII: EXPERIMENTATION ET 
ANALYSE DES RESULTATS 
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1. Expérimentation et analyse des résultats 
1) Description du corpus 
Dans le but d'analyser le totuisme tunisien et déterminer certains éléments clés qui le 
caractérisent, nous avons opté pour l'analyse de commentaires de certains totuistes 
décrivant leur expérience ou posant des questionnements pour préparer leur voyage en 
Tunisie. Notre choix de la plateforme s'est porté à la plateforme Web TripAdvisor qui 
représente une des plus importantes tribunes des opinions dé voyageurs au monde. En effet, 
cette plateforme Web a été créée au début des années 2000. Le site TripAdvisor. co m 
présente des avis et des conseils totuistiques émanant de consommateurs sur des hôtels , 
des restaurants et des villes. Outre les commentaires des voyageurs, il offre également des 
liens vers des informations correspondant à des articles de journaux, de magazines ou de 
guides de voyages ainsi qu'un forum accessible à ses membres. En effet, le site 
TripAdvisor.com «accueille plus de 315 millions de visiteurs uniques chaque mois et 
recueille plus de 500 millions d'avis et d 'opinions »[Ryan Saad, Juin 2017]. 
Effectivement, nous avons sélectionné les avis des totuistes de nationalités di:frere ntes 
ayant visité ou se préparaient pour visiter la Tunisie pendant la période entre 2007 et 2017 
en tenant compte de la chronologie des commentaires. 
Le tableau ci-après décrit les détails du corpus qui sera utilisé pour nos tests: 
27880 
130839 
157273 
2805 
4190 
1200 Ko 
Tableau 14: Taille du corpus d 'entraînement 
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2) L'analyse du corpus et discussion des résultats 
a) Les outils utilisés 
Les outils proposés ont été choisis en fonctio n des éléments suivants 
• Convivialité des interfuces et fucilité d ' interaction et d ' intégration; 
• Bonne côte dans la littérature [Stéphane Go ria , 2018; Chloé et al, 2018; Marli et al, 
2018] 
~ Tropes V8.4.2c 
Le logicie l Tropes a été créé en 1994 par Pierre Molette et Agnès Landré. C 'est W1 logic ie 1 
d'analyse sémantique et également pour fuire du text mining. Il se base sur les travaux de 
Rodolphe Ghiglione. Ce logicie l permet de déterminer, au sein d 'un ou plusieurs textes , 
qui sont les acteurs principaux, quelles sont les relations qui les lient. Il permet également 
de ressortir le sens global du texte. Parmi les fonctions proposées par Tropes, on peut citer : 
• La classification arborescente de la réfèrence, 
• L'analyse chronologique du récit, 
• Le diagnostic du style du texte, 
• La catégorisation des mots-outils, 
• L'extraction terminologique, 
• L'analyse des acteurs, 
• La constitutio n de résumés 
~ IRaMuTeQ VO. 7 alpha 2 
Iramuteq a été créé en 2015. C 'est un logicie l de traitement de données pour des corpus 
texte. Il est puissant pour travailler avec des données désordonnées. Il dispose d 'un outil 
bien pratique permettant de nettoyer les textes. Il fonctionne en interfuce avec le langage 
R, son fonctionnement consiste à : 
• Préparer les données; 
• Écrire des scripts qui sont ensuite analysés dans le logicie 1 statistiq ue R. 
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b) L'étape préalable 
~ Suppression des publicités et des images: 
Après sélection du corpus, nous procédons à l'élimination des images et textes pub licita ires 
pour réduire considérablement notre corpus, 
~ Suppression des commentaires non pertinents 
Une première analyse des commentaires, nous a permis d'éliminer les commenta ires jugés 
non pertinents et qui ne rajoutent pas d ' informations à notre analyse, Effectivement, parfois 
les modérateurs du site Web éliminent illl commentaire pour non-respect des règles, Les 
trois figures ci-dessous représentent quelques exemples des commentaires ignorés : 
.- 2 . Re : pas le lTlofTIent d'y aller 
3 1 oct . 20 1 1 1 4 : 5 1 
- :- M e ssage d e l ' é quipe T r lpAdvlsor - :-
L es modérat eurs ont supprimé ce message parce qu' JI ne res pectait pas les 
régies d 'u tilisation d e s forums de T r lpAdvisor qui i n terdisent la publicité ou 
les sollicita tions. 
NOUS demandon s à tous nos u tilisa teurs de ne pas faire de public ité pour 
leurs p roduits/services, ni de sollic itation d 'aucune sorte dans leurs 
messages sur nos for ums. L es per sonnes afflUées à une entr eprise 
touri s tiq u e ne sont p as autor isées à mettre un lien ver s un site I n ternet n i à 
donner leurs coor données dans leurs messages. 
Vous pouvez consulter nos règles d 'utilisation des for ums en cliquant sur c e 
lie n : h ttp ://W'W'W fr tripadvisor ca/p ages/f orum s_p ostin9-9uide l ines.h bTll 
NouS sup p limons les messages qui ne r espectent pas les rè g les d 'utilisation 
e t nous nous réservons le droit de suppr imer tout message, quelle qu'e n soit 
la raison. 
Supp" mé le ' 01 novembre 201 1 , 06:02 
Figure 38 : Commentaire non sélectionné 
30. Re : Le Maroc mieux que la Tunisie? 
28 ju in 2012 18:13 
-:- Message de l'équipe TripAdvisor -:-
l 'équipe TripAdvisor a supprim é ce m essage à la dem ande de son auteur 
ou parce qu'II ne respecta it pas les règles du forum de TripAdvisor. 
Vous pouvez consulter nos règles d'utilisa tion des forums en cliquant sur ce 
lien : http ://www. fr. trip advisor. ca/pagesiforu ms_postin~guidelines .html 
Nous supprimons les messages qui ne respectent pas les règ les d'utilisation 
et nous nous réservons le droit de supprimer tout message, quelle qu'en soit 
la raison. 
Supprimé le : 29 juin 2012, 04:13 
Figure 39: Commentaire non sélectionné 
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4 . Re : La Tunisie une destination en cour s 
de r éhabiUtation 
1 3 avr . 20 1 6 16 ' 1 9 
- :- Message de " é q u ipe TrlpAdvlsor - : -
Cette d iscussion a été fermée en ra ison de son inactivi t é . Vous pouvez créer 
une nouvelle d iscussion ou publier un message dans une d iscussion 
existant e . 
Vous pouvez consu lter nos ,-égles d 'utilisation des forums en c l iquant sur ce 
lien : http II\NVVVV fr tripadvisor ca/ p a ges/fo rurns-pos t in9-guidelines h trn' 
Nous supprimons les messages qui ne respectent pas les règ les d ·utllisatlon 
et nous nous rése.-vons le droit de supp,-Imer tout message, quelle qu·en soit 
la raison. 
Supprimé , .. . 1 3 av,-iI 2016, 16:19 
Figure 40 : Commentaires non sélectionnés 
À la fin de cette étape, notre corpus est réduit considérablement tel qu' illustré dans le 
tableau suivant. Il est à préciser que notre corpus a passé de 132 pages à 66 pages, ce qui 
montre l' importance de l' étape préalable que nous avons rajouté à notre démarche, 
Effectivement, cette étape aide à réduire le temps de l'étape suivante de prétraitement du 
processus habituel d 'analyse qui représente un grand défi pour les analystes, 
245387 
111350 
134489 
1351 
2501 
158 Ko 
Tableau 15 : La taille du nouveau corpus d 'entrainement 
~ La traduction des commentaires 
La deuxième tâche de l'étape préalable consiste à unifier la langue en traduisant toutes les 
autres langues en une seule langue pour permettre d'effectuer une analyse textuelle 
monolingue, Dans notre cas, nous traduisons les commentaires qui sont écrits avec une 
langue autre que le français et les commentaires multilingues au français pour obtenir les 
meilleurs résultats possibles, 
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Selon [Philipp Koehn, 2010], «la traduction automatique est dans ce cas 00 premier pas 
vers l'extraction d'information et l'analyse de grands vohnnes de textes étrangers.» 
Certains commentaires en français comportent des mots écrits dans lll1e langue autre que 
le français. Nous avons procédé à la traduction de ces mots conformément au tableau 
suivant : 
Beach Plage 
Swirrnnillg pool Piscine 
Stay Séjour 
Safe Sécurité 
Incredible Incroyable 
Seaside Balnéaire 
Good Bien 
Fear Peur 
South Sud 
Uncertainty Incertitude 
Happy Content 
Sad Triste 
Holiday Vacance 
City Ville 
Unhappy Mécontent 
Tableau 16: Exemple des mots qui sont traduits dans notre corpus 
Certains commentaires sont écrits complètement dans lll1e langue autre que le français. 
Nous avons fuit recours au logiciel DeepL pour les traduire (voir figures ci-après) 
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• Un commentaire rédigé en anglais 
11 . Re : Hammamet or Sousse 
Sep 18, 2012, 5 :59 AM 
1 ny to Hammamet on Sunday . my first vistt to Tunisia . 1 am looklng on 
forums . keeplng up to date on the gover nment web . People are telling me 
so many d irre rent things .People not allowed in . people taken out of the 
country? Where a r e these people whos telling me this? England ft! 1 will 
not worry about travelling on Sunday untll Thomas Cook or the 
fco gOY co uk tell me dlrrer ent . Aiso tts probabty safer there as they 
probabty have more securlty etc 
Report inappropriate content 
Figure 41 Capture d 'écran d ' lUl commentaire en anglais 
• La traduction avec Deepl 
Figure 42: Capture d 'écran d ' lUl commenta ire traduit à l' aide de Deepl 
• Un commentaire rédigé en anglais 
1 . Re : Hammamet or Sousse 
Sep 17, 2012, 5 :00 PM 
1 would not recomrnend travel to Tunisia at this time. The government is still 
struggling wtth control Issues. 1 would look to Morocco where thlngs are 
conslderably more stable. 
Report inappropriate content 
Figure 43 Capture d 'écran d ' lUl commenta ire en anglais 
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• La traduction avec Deepl 
Tra du i r e e n "f'orança i s .......... 
...Je ne rec<>fTlrTIande..-aÎs pas de voyager en Tunisie pour le 
rTl<>rTlen"'t ~ Le gc>u v e ... nerT"ten~ es"'t "'t:oujoLirs aux prises a v ec. 
des problèrroes de conTrôle _ .Je rroe tournerais vers le 
T\A aroc où la siTuaTion esT beaucoup plus sTable_ 
Figure 44 Capture d 'écran d 'un commenta ire traduit à l'aide de Deepl 
• Un commentaire rédigé en anglais 
Ard,..a1906 
London 
Leve ' 0 'Con "trfbulo r-
@ 89posts 
(~) 226 reviews 
Hammamet or Sousse 
Sep 14, 2 012, 10:3 0 A M 
H I everyboc1y , 
1 w oula like to v ls lt Tunlsla th is wlnter ana the c heapest w a y to 00 it iS 
wlth a pac kage holiaay f rom Tho mso n . 1 haa a look ana the 2 most 
popular locations a re Hammamet ana Sousse_ Any one c ou la aavise 
w hlch one is bette r? 
A iso 1 w oulan't like to s tay ln the resort fo r a w hole w eek but to 00 
e x cursions (Tunis, Carthage, Kairouan ana Monastir) , so w ould be 
g r eat If somebOCly c oula tell me h ow much w oula It ( mor e o r less) c ost 
me to do it from bat h - Hammamet ana Sousse_ 
Thanks a lot! 
Report ineppropnate content 
Figure 45 Capture d 'écran d 'un commenta ire en anglais 
• La traduction avec Deepl 
T r a duiore e n "f'orança i s .......... 
Salu""t "t:.ouct le rTlonde ... 
J'alrne.-als vlslTe.- la Tunisie ceT hiver eT la façon la ""oins c:hè.-e de 
le 'f"al,-e es'! avec un 'forfait:. vacances de ThOrT1son_ J'al Je1:é un 
c:oup ~ eT les 2end.-ol1:S les plus populal.-es sonT H.uuOUung!. 
·e1c âQ""~~- Quelqu'un pou.-ral1c- 1I nous dl.-e lequel eST le rneilleur ? 
Aussi je ne voudra i s pas res't.er dans la st:a"t:.ion pour une semaine 
entlè,-e rTlsis t'aire des e.:xcurslons (Tunis ... Carthage .. Kairouan et:. 
.MQO~s!.iO, donc: ce se.-al supe.- si quelqu'un pouyal1c ""e dl.-e 
COrT>blen ça ""e co01:e.-al"" (plus ou moins) de le fal.-e à partl.- des 
deux - 1::;!~ rT> ii!rn~1: e"t ~9!.!§~-
fV'Ierc' beaucoup! 
Figure 46 Capture d 'écran d 'un commenta ire traduit à l'aide de Deepl 
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Tel que précisé précédemment, encore une fois l'étape préalable nous permet de garantir 
une meilleure analyse des textes en unifiant la langue. L'étape de la traduction a permis de 
bénéficier des commentaires écrits dans une langue autre que le français et enrichir par 
conséquent les résultats de notre analyse. À titre d 'Exemple, notre corpus contenait 6 pages 
en anglais qu'on aurait pu les perdre si l'exercice de traduction n'a pas été fuit .. 
Tableau 17 : La taille des commentaires anglais dans le corpus 
À la fin de la phase préalable où nous avons éliminé les textes non pertinents et nous avons 
unifié la langue, nous avons appliqué le logiciel Iramuteq sur notre corpus afin de 
déterminer le nuage des mots clés de notre corpus. L' image ci-après décrit le résultat de 
cette action qui représente une sorte de condensé sémantique d'un document présentant 
l'occurrence des mots-clés contenus dans notre corpus. 
Figure 47 : Nuage de mots-clés de corpus avant l'étape de prétraitement 
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À la hnnière de ce résultat, nous avons constaté que notre corpus contient plusieurs mots 
vides tels que (de, les, et, la, des, du ... ). Ces mots vides seront éliminés dans la phase de 
prétraiternent du processus habituel d'analyse des données. 
c) Processus habituel d'analyse des données 
Cette étape comporte trois phases, à savoir le prétraitement, l'analyse avec le logiciel tropes 
et l'interprétation des résultats. 
~ Le pré traite me nt : 
Le prétraiternent implique les quatre étapes suivantes : la tokenisation, la suppression des 
mots vides, la normalisation lexicale et la racinisation. Dans la démarche proposée 
précédemment, nous avons déterminé trois algorithmes pour les étapes de tokenisation, de 
suppression des mots vides et de racinisation. 
Dans notre cas, nous avons appliqué le logiciel Iramuteq qui a exécuté conjointement les 
trois étapes sus-indiquées afin de nettoyer les commentaires. L'application de ce logiciel 
se résume comme suit : 
• Transformer les lettres majuscules en minuscule pour éviter que le logicie 1 
considère le même mot qui commence une fois par une majuscule et parfois par une 
minuscule comme étant deux formes distinctes. En effet, le logiciel Iramuteq offre 
l'option de transformer toutes les lettres majuscules en minuscules. 
• Éliminer les caractères en dehors d'une liste prédéfinie : Dans notre cas, nous avons 
défini une liste des lettres en français misant partie de l'alphabet français ainsi que 
leur variation. À titre d'exemple pour la lettre « a », nous avons déterminé la liste 
suivante «a, à, â, a ». Pour la lettre « e », nous avons déterminé la liste suivante «e, 
é, è, ê ». Ainsi, notre liste finale compte 39 caractères et se présente comme suit : 
« a, à, â, a, b, c, d, e, è, é, ê, f, g, h, i, ~ ~ j, k , l,Ill, n, 0, ô, 0, œ, p, q, r, s, t, li, Û, Ù, 
v, w, x, y, z ». 
• Remplacer les apostrophes et les tirets par des espaces. 
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La figure ci-après décrit les différentes options qu'offre le logiciel pour nettoyer notre 
corpus. 
Parlmetres x 
Génér.1 Nottoy.g' 
Mettre le texte en minuscule 62] 
Éliminer les nr,eteres en dehors de cette liste 62] l ",-zA-z0-9àÂiÂlAiA.aAiiÉeÈiÊ!Eiliiïl.166oôôôôOèÔo0uÙûÛuÛuUççScl 
Rtmplacer les apostrophes plr des espaces E2I 
Rmlpl,cer les tirets par des espaces E2I 
Conserver la ponctuation 0 
Pas d'espace entre dtuX formes 0 
Figure 48 : Paramètres d'actions du logiciel 
• Raciner le COrpUS: Le logiciel offre une étape de lemmatisation qw consiste à 
transformer les verbes à l'infmiti( les adjectifS au masculin singulier et les noms 
au singulier. 
• Identifier les clés d'analyses : le logiciel offre une variété de clés d'analyses. Avec 
les différentes barres de défilement, nous avons choisi l'ensemble de nos critères 
qui répondent à nos besoins d'analyse. 
• Choisir le dictionnaire : le logiciel nous offre de choisir la langue d'analyse. Dans 
notre cas, c'est le français. 
Les figures ci-après présentent les étapes suivies lors de l'utilisation du logiciel. 
X 
Lemmati,.ation @oui 
O non 
Paramètre,. des clé,. propriétésJ 
Dictionnaire @ indexation 
o Autre 
Chernlrt l f' J r- OK Cancel 
Figure 49 : Nettoyage des données à l'aide de logiciel IRaMuTeQ 
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AdjectÏ'f , 1: : ] 
0 1 -
-0 1: 
Adjectif dlfmon:rtrattf F======~
Adjectif indéfini 
Adjectif interrogatif 
Adjectif" numérique 
Adjectif poSSes5jf 
0 p: 
21 : 1 
Or : 
2 1 : 
, 1, : 
djectjf suppllfmentaire ~, =======l 
Adverbe ~, =====:=:~ 
:==<>J~ : dverbe SUPPllfrnentaire:=C===== ~~ 
Article défini :=' ====~~ 
Artide indéfini :=' ====~~ 
o l' : 
o 1: 
o 1·: 
o 1: Auxiliaire :=' ====~~ Ch~,e L'=====~~ 
ChoUe d~ cl6 d 'analy5e 
0= tiliminti ; , = active ; 2= suppllfmentaire 
voir liste ~l: J Conjonction :=L==. =~==~ 
FONT\e5 non reconnues ~, =====~ voir liste 
voirli.st:e 
voir liste 
voir liste 
voir Ii". 
voir liste 
voir liste 
voir liste 
vOir liste 
voir liste 
voir liste 
voir liste 
, 1 
Nom commun ~, =====~ 
Nom supplémentaire ~I =====~ 
, 1 
01 
Onornatoplil!e 01 
Prono", dlil!rnonstratif i======~ 0 1 
1 Pronom indéfini 
Pronom personnel 
Pronom possessif 
Pronom relatif 
0 
0 1 
01 
01 
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
Prlil!position 
Verbe 
o 1.: 
, 1 -
-
, 1 -
-
Verbe supplément.aire 
OK 
Figure 50: Nettoyage des données à l'aide de logiciel IRaMuTeQ 
voirli.ste 
voir liste 
voir liste 
voir list e 
voir liste 
voir liste 
voir liste 
voir liste 
voirli.ste 
voirli.ste 
voir liste 
voir liste 
voirli.ste 
À l'issue de cette étape, notre corpus est plus réduit en nombre de pages, il est à l'état brut 
(sans mots vides, sans chiffres, sans apostrophes, sans tirets, verbe à l'in:finiti~ adjectifS au 
masculin singulier, noms au singulier). Ci-après une image de l'état de notre corpus après 
l'étape de prétraitement. 
Figure 51 : Nuage de mots-clés de corpus après l'étape de prétraitement 
~ L'analyse du corpus 
• Les rérerences les plus fréquentes dans le corpus 
On commence par l'extraction de la liste des substantifs proposée par Tropes dans notre 
corpus. Dans cette liste, le terme « Tunisie » apparaît comme étant le plus fréquent. Le 
tableau ci-dessous, nous permet de répondre à la question « Sur quoi porte notre corpus ? 
». Il présente l'information par rapport à l'occurrence des mots. On remarque aussi que ces 
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termes sont liés à notre but de recherche qu'on a défini dès le début qui est de déterminer 
les caractéristiques et les éléments clés du tourisme tunisien sur lesquelles il fàut agir pour 
ramener ce secteur à son niveau avant la révolution. 
Tunisie 435 
Vacance 66 
Tourisme 65 
Séjour 52 
Remerciement 48 
Hôtel 47 
Sécurité 33 
Changement 23 
Problème 19 
Otage 14 
Tableau 18: Les réfèrences les plus fréquentes dans le corpus 
• L'apparition des pronoms personnels dans le corpus 
Pour distinguer les difièrents intervenants dans m texte et dégager leur point de vue, le 
repérage des pronoms personnels et de leur fonction représente me technique efficace pour 
déterminer qui parle à qui et qui dit quoi. Tropes permet d 'extraire les pronoms personnels 
et leur ourcentage d 'apparition. 
Je 34,1 %(426) 
Tu 3,2 % (40) 
Nous 12,8 % (160) 
Vous 18,2 % (227) 
On 8,3% (104) 
Tableau 19: L'apparition des pronoms personnels dans le corpus 
Ce tableau nous permet de constater que l'emploi du pronom « je » est le plus dominant. 
Le pronom « nous» arrive en troisième position. L'emploi de ces deux pronoms personnels 
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Ge, nous) caractérisent lUl corpus argumentatif qui discute, qui compare et qui critique, ce 
qui montre que le narrateur devient lUl personnage qui prend parti à l'histo ire et il révè le 
lUl regard intérieur (subjectif). 
• Les verbes, les adjectifS et les noms utilisés dans le corpus 
Généralement, les voyageurs recourent à l'utilisation des verbes, des adjecti:fS et des noms 
pour exprnner leur état de satisfuction, leur sentiment ou leur opinion personnelle. Les 
tableaux ci-après présentent lUl extrait de certains verbes et adjectifS ainsi que le nombre 
de leur apparition. 
AUner 12 
Changer 10 
Craindre 10 
Signaler 9 
Remercier 8 
Apprécier 8 
Déconseiller 6 
Inquiéter 5 
Tableau 20 : Liste de certains verbes utilisés dans le corpus 
Accueillant 10 
Mauvais 10 
Sale 7 
Désagréable 5 
Tableau 21 : Liste de certains adjectifS utilisés dans le corpus 
On peut remarquer que les verbes et les adjectifS d'incertitude, d'hésitation et de 
mécontentement sont les plus dominants dans le corps. Ce qui caractérise l'état du tourisme 
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tunisien après la révolution. À titre d'exemple, ci-après deux figures représentants les 
occurrences du verbe décevoir et de l'adjectif mauvais. 
E"'ait, 1 Fdief, 1 
~ d:\ T eIechor~\T,,,,oiIAl-20181030T022851Z'(ol \T,avoilAilAvit en igle noneai> 5.docrr 
dort le ' ...... d et _ bon plan voicr la tercet .... ....", dourQlléem de9- ber.,.. '" passé cet été ..., ""'" dans la 2 hôtels 2 .......... chaque 
• ..... jar eté déçu: par leu façon de ''''''''''' de< .... QIIéem 11"_ gordé ..., ........ SOOMri de la ...... Ior""" tél- en cerIr. 
• ~ ..... des bons ....,.,... marojai VI"""" et. déçue _ai l<Ueforo """" d ~ a des POI"'-
+ te ne YOUtteil PM ~ ~ toi deçus merCI de me réporde voua ne ;erez deçu PlI 
• mais je _ "'" nous naIons pol et,. déçIJO' Il nous le sdei la plage la mer le dépajnemenI et la découvert. dl pays bien _et peti ib. Il bienloll 
• et nous awru eté déçu: ~M en effet la plage 6tarI .... de décheI, OUCU'\ fiel de 
• et..., lé9.me ~M déçu de _ I<U le _ la ..... _ et """'" ~bo peu ioc<rI nous """" eu .... Il deurr sembIanI de COUSCOlS bbo déç.J et 
+ mor ....... jar été déçue de ce cdIé mais ~ .... _ hM oouvent et je MI _ 'lU de semguM " ~
• .... avec ,"ont 3 et 6 IN 2 h de roue aéroport hnI 'Opal bbo ~bo decevlrl POl"""'" aiarrMe pou nous ocareiIir COIfIJ vide peu de cienI ....... ont ferme. moiié dl COIfIJ ferme 150 iaIout. 
• mais bbo déçue bear.rcoop de changemenI .......... _olé de laccuerllaéroport plage ... on pouvart accéder 
• .. vai> pouv,," écmr ..., ,oman """"'- ,...., el ""'"" i vont COIAer _ ... bear.rcoop de vac_ hM déçue ou d accord avec llIOU"relte bop de gens 
• ... corG ... 1a ""'- 61_ pU6I heu .... de ..... des _ .. i~. sbrctemrrnt non ... fie de ...,. cool ~ __ ....,..,.. """,sions ... _ ... ~ \/OUI ne .. _ déçu pol svp 
wIre .... _ bren passé mera PI po .... de -..œ 
Figure 52: Les occurrences du verbe décevoir 
Extraits 1 Froe.s 1 
~ dIT elechafgerrentl T ,avai Ai20181OlJT022851Z.(()1 1 T ,avai AMvis en i!;re hms 5.door 
je YIU reamnanle de ~ vOOe siège de bébé Jll1I! rOll avtnI YU ~ sièges Irè$ celes des ~ de klcaIirI ~ peUe .. et Iienverue III le ionIn IW le!iwsm 
+ et de déccumte les exisIert ~ dans le nmIe saJ ~ la lI.ràie est I6lloU peIt pays 
+ lOS arrêtez œIte ptÜcÜ heueusemenl ~ la .é des lcuistes rmmen I~s en lI.ràie 
+ ou deur ~ ~ je reWns de mon 3eme !éPI cb'Il6I /WfIC sac il 6JI il ~avers le pays 
+ je sais ce nest nwché mais YIU aIez en vacnes peIt ~ le YOI mon cher borIlI.rl Dl Ml 11161 0IMier eIIq)éen 1!Dl Ml PlI nOs 161 0IMier lIrisien 1!il Ml PlI nOs 
+ et pas aIterÔI1 il !eau ne pas la lm et lJIévoi les médcIIrrem des borJeies deau sont a noire ~ III • dernIIIIe au bII 
+ en 1IIrY/IlI et en repartIIII vrainert Ille orgnm jllrête la CIl je pwrais en ra;uer beauaq) déçu IW la deurrième tas ou lIIIlée derrière m 
+ et n:ivisme saUné des ieux pAia lI\IIdie lJbai're JiéIilernenI ~ III code le rCllie iwasion ruale dans le sens négaIi aviié et mah:mêteté ~ de ser..m ~ 
eMgéfé üt loAe ~ ur an:ernée$ perte 
• et ~ de _ en _ en résuné ça va dans le sens 1 re avis ste il iUieus !éPIs lwistiJJes en lI.ràie ~ ceotes iy a eu pas mal de ~ ste il la révoUirl et aux dvers 
+ avezdomé le 
Figure 53 : Les occurrences du l'adjectif mauvais 
Une analyse des noms pour les sentiments négatifs est très importante dans notre cas. Cette 
analyse prend en charge le substantif de sécurité et ses synonymes (peur, révolution, otage , 
risque, attentat. . . ) 
Otage 14 
Risque 8 
Attentat 7 
Figure 54: Les substantifs de sécurité dans le corpus 
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On constate d'après le tableau et les graphes de répartition ci-dessous, les difièrents 
contextes dans lequel apparaissent les synonymes de sécurité dans notre corpus 
1OOUf' • 
.. ~ . ; m . ~,., ~ .. D 
D D D D D D D D D D D D D D D D D 
11&7 
Figure 55: L'apparition de substantif «sécurité » dans le corpus 
T " O' ' o'· n-- " o"" o"'o"" o"'M ' f!e"'o"" o"' jj " rT" Ji"'o" --O- ' T " O"' O' f!e"'o ,M ,' o····o··· o·· .. "'O" T " O" r " 0' 
1_7 
Figure 56: L'apparition de substantif « peur» dans le corpus 
00000 0000100001000001 0000 
Figure 57 : L'apparition de substantif «révolution » dans le corpus 
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--- o- --- ~ -- - -0 -- 0- - --~--- -o - -- o- --- ~--- -o -- -0- - - ~- -- -0 --- 0- - - - ~ --- -o --- 0- - - ~ -- --0 -- - 0- -- ~ -- -0 -- 0- -- - ~ - - --0 - -- o- --- ~ --- -0 - - -- -- -0 - -- o- --- ~--- -o --- 0- - -- ~ -
11&7 
Figure 58 : L'apparition de substantif « otage» dans le corpus 
0- -- ~--- -o - - 0- ~ -o --. o- -.~ - -0 -- o- .-. ~ - -o 0- - . ~- -00- · 0 - -0 - -- -- -0 -•• 0- 0·-- -0 --- 0- - 0-
1811&7 
Figure 59: L'apparition de substantif « risque » dans le corpus 
~tent&l 
•• - 0- .-8 ••• -0- ••• 0- -•• 8.- - -0- ••• 0- .- -0·-· -0- · _. 0- -- -0-·· -0- --- 0- ··-0- -. -0- .-. 0- ··-8 --. -0- .- - 0- . -· 0-· --0- - -· 0- ···8 --. -0- .-- o- -.. o ... -o- .. ~-. -. -0- . - -0- - -·0-·· -0- ••• 0- --·8-
Figure 60: L'apparition de substantif « attentat» dans le' corpus 
Ces graphes nous affichent un histogramme de répartition des substantifs (sécurité, peur, 
révolution, otage, risque, attentat) dans le corpus. Ils l'ont divisé en secteurs contenant un 
nombre égal de mots et en calculant la fréquence d'apparition de ces substantifs à l'intérieur 
de chaque secteur. 
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Les barres de l'histogramme affichent chaque secteur dans l'ordre chronologique, de gauche 
début du corpus jusqu'à droite (fin du corpus). La ligne en pointillés indique la taille 
moyenne des barres de l'histogramme. Effectivement, notre campus est divisé en trois 
périodes chronologiq ues : 
• La première période : Début de la révolution 
D'après le tableau ci-dessous, on peut constater me apparition importante de substantif de 
sécurité. Cette appariation est due au déclenchement de la révolution tunisienne. 
Sécurité 9 
Peur o 
Révolution 6 
Otage o 
Risque 1 
Attentat o 
Tableau 22 : L'apparition des substantifs de sécurité au début de corpus 
• Deuxième période: Après la révolution 
D'après le tableau ci-dessous, on remarque me fuible apparition des substantifs de sécurité 
(11 sur 99). 
Sécurité 1 
Peur 3 
Révolution 6 
Otage o 
Risque 1 
Attentat o 
Tableau 23 : L'apparition des substantifs de sécurité au milieu de corpus 
• Troisième période : Après les attaques terroristes 
D'après les figures précédentes des histogrammes et aussi le tableau ci-dessous, on constate 
me apparition très importante des substantifS de sécurité à la fin de corpus Elle représente 
104 
presque 72 %. Cette apparition est due à deux évènements qui ont influencé le tourisme de 
tunisien. Le premier évènement est arrivé le 18 mars 2015 où la Tunisie a été victime d'une 
attaque sanglante et de prise d'otages au musée Bardo. Il a eu 24 personnes décédées et 45 
blessées. Le deuxième évènement, c 'est l'attentat qui a lieu dans une station balnéaire à 
Sousse le 26juin 2015. 
Sécurité 22 
Peur 18 
Révolution 5 
Otage 14 
Risque 6 
Attentat 7 
Tableau 24 : L'apparition des substantifs de sécurité à la fin de corpus 
• Analyse graphique des corrélations dans le corpus 
L'analyse graphique est une bonne manière pour comprendre les difièrentes 
caractéristiques énumérées dans le corpus. Les graphiques tels que « graphe en sphère », 
«graphe en étoile» et « le graphe de ligne pointillée »sont des outils privilégiés. On a 
choisi les réfèrences les plus fréquentes dans le corpus (sécurité, inquiétude, peur et 
appréhension, terrorisme, otage) pour déterminer ses corrélations avec les autres 
réfèrences. 
o Les graphes en sphères 
Ces types de graphes serrent à analyser l'environnement d'une réfèrence ou d'une catégorie 
pour déterminer la corrélation entre eux. 
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Figure 61 : Le graphe de sphère pour la réfèrence Sécurité 
Figure 62 : Le graphe de sphère pour la réfèrence Inquiétude 
Figure 63 : Le graphe de sphère pour la réfèrence Otage 
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Sur ces graphes, les réfèrences (sécurité, inquiétude et otage) sont représentées par une 
sphère au centre. La distance entre ces réfèrences et les autres est proportionnelle au 
nombre de relations qui les lient : autrement dit, lorsque deux réfèrences sont proches elles 
ont beaucoup de relations en commun, et lorsque qu'elles sont éloignées elles n'ont que peu 
de relations en commun. Ce qui se dégage de ces figures , il existe une forte corrélatio n 
entre la peur, l'otage, la sécurité et la Tunis ie. 
o Les graphes en étoile 
Le graphe en étoile permet d'afficher les relations entre les références. La quantité de 
relations (fréquence de co occurrence) qui existent entre les deux réfèrences sera indiquée 
par les nombres qui apparaissent sur le graphe. 
lIriIie 3 otage 
- 1IriIie 
Figure 64: Le graphe en étoile pour la réfèrence Peur et appréhension 
pu 1 
0I0cIi0n.1 
oéc:uisaIian 1 
~ 1 
'''' 1 ~1 
otage 1 
1111g11i1 1-====~~~ bcriIeo6 1-
~~, 1 
nai""" 1 
Met· 1 
....n6 1 
hriion 1 
.Me 1 
'en""""" 
.!'ri'i" 
-ëii 
~ 
hanmamoI 
~ 
~ 
.....ci 
"'IlIrire 
~ 
........ 
Figure 65 : Le graphe en étoile pour la réfèrence Terrorisme 
On peut constater d 'après les deux dernières figures qu' il y a une forte corrélation entre 
(peur et appréhension), otage et Tunisie avec 14 apparitions. De plus, le terrorisme et la 
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TlU1.Ïsie ont lll1e corrélation forte avec 17 apparitions, de même avec le terrorisme et la peur 
avec 14 apparitions. 
o Le graphe de ligne pointillée 
Dans la figure ci-dessous, chaque référence est affichée sous la forme d'lll1e ligne pointillée 
horizontale indiquant son étendue (longueur de la référence) et sa position par rapport au 
début du corpus. L'ordre chronologique de corpus est représenté sur l'axe horizontal du 
début (à gauche) jusqu'à la fin du corpus (à droite). Les références sont classées en fonctio n 
de leur ordre d'arrivée dans le texte. 
Figure 66 : Le graphe de ligne pointillée pour la référence sécurité 
La référence de sécurité a été employée par les touristes durant tout le corpus, ce qUi 
explique son importance comme un élément clé pour le tourisme en TlU1.Ïsie. Toutefois, la 
référence sécurité a connu une forte apparition à la fin de corpus, ce qui conforme 
l'hypothèse dégagée de la première partie de l'analyse avec logiciel tropes où on précise 
que les deux graves évènements qu'a vécus la TlU1.Ïsie ont lll1e grande influence sur la 
sécurité et la peur pour les touristes. 
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Sécurité 
Peur 
Révolution 
Otage 
Risque 
Attentat 
d) Élaboration du tableau de bord 
Tel que mentionné précédemment, la sélection de corpus est fuite en tenant compte de la 
chronologie des événements. Ainsi trois périodes ont été identifiés, soient : le début de la 
révolution, l'après révolution et l'évènement marquant les attaques terroristes. 
Notre analyse consiste à déterminer la constance du sentiment des voyageurs à travers ces 
trois évènements chronologiques pour identifier le plus dominant. Ains~ on devrait 
déterminer le nombre de chronologie où le sentiment est apparu. 
terroristes sentiment est apparu 
* * * 3 
* * 2 
* * * 3 
* * * 3 
Total 14 (77,8 %) 
Tableau 25 : Le nombre de chronologie où le sentiment est apparu 
(*) : Le sentiment est apparu 
(-) : Le sentiment n'est pas apparu 
Pour la création du tableau, nous avons utilisé l'outil Edraw Max. C'est un outil de dessin 
simple, puissant et diversifié permettant aux chercheurs et aux professionnels de créer et 
publier de fuçon fiable des figures, diagrammes, tableaux, graphes en tout type pour 
représenter une infonnation. Le choix des couleurs rouge, jaune et vert n'est pas arbitraire. 
On les a choisis pour mettre en valeur l'information. 
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Ci-après le résultat pratique de notre tableau de bord: 
40 60 
30 70 
20 o 10 
o 
Sécurite 
o 50 60 
30 70 
20 
10 
o 
Révolution 
80 
90 
%100 
%100 
I::::: j %33 
::::: Faible 
~ %67 
titj Moyenne 
%100 
Forte 
Fl %33 
LJ Faible 
~ %67 
t;;ttj Moyenne 
1 %100 Forte 
Otage 
Figure 67 : Tableau du bord 1 
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r:::l %33 LJ Faible 
~ %67 
ttJj Moy enne 
%100 
Forte 
%33.3 
Fl %33 LJ Faible 
P+l %67 
ttij Moyenne 
III %100 H Forte 
R %33 
LJ Faible 
~ %67 
tttJ Moyenne 
1%100 Forte 
On peut conclure que depuis la révolution, le terme le plus marquant du tourisme tunis ie n 
est la sécurité. Les résuhats montrent que les touristes se préoccupent énormément de la 
sécurité au détriment de l'ambiance de leur voyage. Ce qui diminue conséquemment le 
plaisir de leur expérience. Ains~ il est évident que si le gouvernement tunisien veut 
améliorer le secteur du tourisme en Tunis ie, il va fàllo ir investir dans la sécurité et mettre 
en place les mécanismes nécessaires afin de garantir tm milieu propice au tourisme 
permettant de vivre tme expérience agréable. Le schéma ci-après témoigne de l'importance 
des investissements en sécurité en Tunisie. 
L'im portance de l'intervention pour la sécurité en tunisie 
o 
25 
50 
75 *-
-.J 
-.J 
m 
100 
[J %33 §jj %66 1 %100 ... . faible moyenne Forte 
Figure 68: Tableau du bord 2 
II. Conclusion 
Nous avons consacré ce chapitre à la présentation des résuhats obtenus pour tester notre 
approche. Les résuhats donnent tme grande satisfàction, soit pour la pertinence de 
l'information extraite en utilisant notre approche, soit par la présentation des résultats 
obtenus qui est devenue plus claire et permet de simplifier la commtmication des données. 
III 
CHAPITRE IX : CONCLUSIONET 
PERSPECTIVES 
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Avec l'émergence des technologies de l'information, on assiste de nos jours à des grands 
volumes de données qui transigent entre difièrents systèmes. Ces données constituent un 
actif stratégique et concurrentiel très important. Dans ce sens l'analyse de ce grand volume 
représente un défi pour les entreprises. Ce défi prend de l'ampleur avec l'analyses de textes 
provenant de forum de discussion à cause de la forme non structurée du langage utilisé et 
de la multitude des langues utilisées dans un même message. 
Dans notre cas, nous étions confrontés à deux défis (forme non structurée et multilinguisme 
des messages). Les outils traditionnels ne permettent pas de résoudre ce problème. Ainsi, 
nous avons présenté une approche méthodologique (de haut en bas) intégrant plusieurs 
outils et méthodes dans le but d'identifier et présenter des indicateurs. 
Notre approche repose sur 3 étapes : 
1) Étape préalable à l'analyse : Cette étape consiste à : 
• Détecter et supprimer les textes non pertinents qui ne contiennent aucune 
information, ce qui permet de réduire le temps de prétraitement du processus 
habituel d'analyse des textes. 
• Unifier la langue utilisée à cause de l'aspect multilingue associé aux réseaux 
sociaux, cela permet d 'améliorer la qualité et la précision des résultats 
d 'analyse. 
2) Processus habituel d'analyse des textes: Cette étape consiste à: 
• Appliquer le prétraitement pour nettoyer les données, 
• Utiliser le logiciel tropes pour : 
o Identifier le type de corpus en analysant les pronoms personnels, 
o Analyser les verbes, les adjectifS et les noms, 
o Analyser les graphes de types sphère, étoile et ligne pointillée. 
3) Élaboration du tableau de bord : Il est parfois difficile de présenter des données 
de fuçon compréhensible à des personnes qui ne sont pas spécialisées. Nous avons 
opté de présenter les résultats dans un tableau de bord car une visualisation réussie 
permet de donner une valeur importante au résultat obtenu grâce à des éléments de 
couleur et de contexte. 
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Notre approche a été testée en utilisant comme corpus des commentaires en ligne des 
touristes de nationalités difièrentes décrivant leurs expériences vécues en Tunisie entre la 
période 2007 et 2017. Les commentaires sont extraits de la plateforme TripAdvisor. Le 
résultat le plus important qui se dégage de notre analyse est que le tourisme tunisien a 
souffert du manque de sécurité. Ce manque a créé un état de peur, d'incertitude et de crainte 
chez les touristes. De plus, ces difièrents sentiments se sont accentués après un évènement 
spécial et tragique, soit l'attentat du musée de Bardo. Effectivement, la peur et la crainte 
étaient le sentiment le plus dominant dans les opinions exprimées par les touristes sur le 
forum de voyage. 
En conclusion, l'analyse textuelle des opinions exprimés par les touristes sur le forum des 
voyages confirme l'état problématiq ue et alarmant du tourisme tunisien et montre aux 
décideurs qu'il faut investir sur la sécurité en premier lieu pour restaurer l'image pacifiq ue 
de la Tunisie et réduire voire éliminer les sentiments de peur et de crainte qui règnent chez 
les touristes. 
Tout système étant appelé à évoluer dans le temps, des améliorations peuvent être apportées 
à ce modeste travail afin de le rendre plus utile : 
~ Généraliser notre approche pour qu'elle couvre tous les réseaux sociaux et surtout 
Twitter, qui utilise d'autres formes de messages, soit les Hashtags; 
~ Généraliser l'utilisation de l'approche en incluant plusieurs autres langues comme 
la langue arabe, considérée comme l'une des langues les plus difficile en traitement 
automatique des langues à cause de ses propriétés morphologiques et syntaxiques; 
~ Codifier notre approche en utilisant les algorithmes proposés pour réaliser une 
application complète. 
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