The van de r Po l limit cyc les a re ge nerat ed at small amplitudes by the comput er impl eme ntati on of the Poinca re-Lindst edt me thod. T he forma l algebra ic so luti on is acco mplished by manipulati ons of Po isson seri es, and the FORTRA N programming of the indu ctive algorithm yields the phase-s hifting limit cyc les to graphica l accuracy over the range 0 :s A :s 1. 5. Thi s improves upon the me thod of De prit and Rom in two ways. Fi rs t, because the formal soluti on is carri ed out by ha nd , an algebraic processor is not necessary. Seco nd , the sta ndard solutions which they ge nerat ed a re onl y va lid for 0 :s A :s 1. 2 whereas the pha se-shifting limit cyc les are st ill valid at A = 1. 5; that is, they do not ex hibit the G ibbs phe no me no n e ve n at A = 1. 5.
Introduction
The compute r generation of the Poincare-Lind stedt solutions to nonlinear differentia l equation s is reported by Deprit and Rom in [1] , I and the te rm Poisson se ri es for combined power-Fouri er se ri es is coined in [2] . More re cently the Poincare-Lindstedt method has been re applied to differe nt form s of th e nonlinear osc illator equation in [3] , [4] , and [5] .
In thi s paper th e lead of [6] is followed, and the limit cycles of the van der Pol equation are constructed at s mall amplitudes. In the me thod of Deprit and Rom , a machine language algebraic processor is used to manipulate the Poisson series. It. is shown here that it is not necessary to use suc h involved software tools because these algebraic operations can be carried out by hand , and the resulting system of recursion relations can be implemented in a higher leve l language such as FORTRAN. The bonus for first ex plicitl y developing the recurrence relations for the van der Pol equation is that the existence of the phase-shifting cycles beco mes apparent, and they can be generated to a larger value of the parameter than the stand ard cycles.
Solution by Poisson Series
The van der Pol equation
Y "(t) -A (I -y2) y'
has enjoyed considerable inte rest in the literature of applied mathe matics because it has singular, periodic solutions called limit cycles. The approach of the general solution to the limit cycle can be see n in the results of Davis in [7] . The cycles have been computed for all values of th e parameter by purely numerical me thods by Urabe in [8] and Clenshaw in [9] . In fact th e nume rical production of cycles is so simple it is given as an excercise in [10] .
A more difficult task is the ir analytical production. The method of Poincare-Lindstedt as applied to (I) is well known and can be found in Cesari [11] . As noted in [2] and [3] , an advantage to the computer impleme ntation of th e Poincare-Lindstedt me thod is the speed and accuracy with which the whole process can be pe lformed . That is, within the interval of conve rgence the numerical evaluation of the Poisson seri es by Horn er's rule and Goertze l's algorithm, see Coffey and Deprit [14] , yields numerical values velY much more rapidl y than through normal methods of numeri cal integration .
The method of [5] 
The refle ction relations are also given in tabl e 2; they are used to obtain real solution s and to limit storage of coeffi cie nts to positive values of}. At the end of each equation in table 2 the selection rules are give n which each nonzero coefficient must satisfy for positive}. For indices outside of the range of the selec tion rules, the corresponding coeffi cient is zero.
In 
and
Whe n} ::::: 2, relation (3) is solved with the indicial conditions (2) as (2.9). When} = 1, relation (3) gives by (2.4) the coeffic ie nts in the square of the frequency as (2.7) . This is Lindstedt's method of casting out sec ular terms. For} = 1, re lation (3) leaves arbitrary the sequence of linear amplitudes R ~'\~I .
When} ::::: 2, relation (4) is solved by (2) as (2.3). When} = 1, relation (4) leaves n!~, arbitrary, but by (2 .4) the sequence of linear amplitudes is determined by the algebraic equation 
The m-th app["oxiaation i. complete, ["eplace .. by m + 1.
(2.5) 
The coefficients R ~:I occur explicitly in the second term In (5) and implici tl y In the first. To mak e this dependence explicit, (2.1) is rewritten as (6) where the remainder R~~j IS independent of R~~~I ' Re lation (2.2) is rewritten by (6) as (7) where the remainder j ~~l is also independent of R l.:~l' The remainder terms are easily found in a computer program by setting R l.:~l to zero and by then executing the subroutines for (2.1) and (2.2). Substitution of (7) in (5) gives (2 .10) upon solution for R ~\~l' Thus, the dissipation terms in the van der Pol equation determine the sequence of linear amplitudes.
Standard and Phase-Shifting Cycles
Whenj = 1, relation (4) leaves arbitrary the phase amplitudes /<,i,~l and unlike R<,i,~l their values are not determined by the van der Pol equation itself. This harks back to the fact that (1) is autonomous. In [6] , [7] , [8] , and [9] the phase of the cycle is determined by imposing the initial condition
for all values of A. That is, the phase of the cycles is adjusted so that the initial amplitude is a maximum. To fulfill this condition , it is found from (1.3) that the phase amplitudes must satisfy
Because so many investigators impose the condition (8), here the resulting solutions are called the standard cycles. The arbitrary sequence j<,i,~l can be chosen, however, in other ways. In particular the simple choice (2.4) can be made. When I ~~l is not c hosen to satisfy (9) , then the condition (8) no longer holds. The resulting cycles are said to be phase -shifting, and table 2 is arranged to generate coefficients for phase-shifting cycles. The algorithm for the standard cycles is obtained by replacement of (2.4) by (9) , by replacement of (2.7) by m-1
and by replacement of (2.10) by These re place men ts require the algorithm for the standard solutions to have more arithmetic operations than for the phase-shifting solutions . It is probably for this reason that the phase-shifting cycles can be produced to larger values of the parameter than the standard cycles.
Comparison of Results
To compare results with previous investigators , the standard cyc les were generated. The amplitude of the standard solutions is
where the amplitude coeffi c ients are computed from the linear amplitudes by
Other than by direct comparison , there is no simple way to determine how the various sources of error affect the final results. To study the propagation of error, the program was executed on an IBM 360/75 at the University of Illinois a t Urbana-Champaign in single precision which gives six to seven decimal digits. The
and with the rational fra ctions found by hand by Cle nshaw in [9] only to order In = 3. At order m = 4 there is a di sadvantageous subtracti on, a nd there is onl y two dec imal agreeme nt. That there is such a disagreement is ex pected s ince Deprit and Rom used so Illa ny s ignificant digits. What is surprising is that the di sagreement occurs at such a low order. The fourth ord er is beyond my ability for hand computation, and it would be interesting to see th e me thod of [4] applied to (1) The agree ment improves slightly at In = 5 and 6, but it worse ns as higher orders are reached. On the other hand , the Poincare-Lindstedt method is nume ricall y stable because even at order 15 the amplitude coefficie nts disagree with a relative e rror of only 15 percent. Although Deprit and Rom re port nume ri cal values to order 16, the re is an additional unknown correction in their last coefficients. Evidently they output their coefficients after (2.9) but before evaluating (2.10). A better output point is after (2.4 
) as the n the order
In is completed in (11) and (12) .
The disagreement in the amplitude coefficients is not significant, however, because it is the values of a(A), 
The Phase-Shifting Cycles
When the algorithm of table 2 was executed in IBM single precision, it was found that unlike the standard solutions there is a negligible amount of the Gibbs phenomenon in the phase-shifting solutions at A = 1. 
Convergence of the Series
Although the Poisson seri es solution to (1) is shown rigorously to converge at very small values of A by Hale in [12] , it is not obvious for how large a value of the parameter the series continues to converge. Because the character of the solution to the linearized form of (1) changes at A. = 2 from underdamped to ove rdamped , il is expected that A. = 2 is the radius of convergence of the series in table 1. Whe n seri es solution s are generated on a compute r, the radius of convergence is not usually known beforehand; and it is helpful if the program can de termine the range of validity of the series. The root test used in [13] is more reliable than the ratio tesl used in [5] . It can be seen in Ihe last column of table 3 and in figure 1.3 that Ihe rool s
appear to have the lowe r bound of 2. By comparing the acc uracy of the approximating polynomials at order m with the be havior of th e rool s, il is found that the most accurate polynomials are those for the order just before a large inc rease in the rool. For example, in table 3 there is a jump in the root at m = 4 ; and it is see n in the last column of table 4 that a good approximation to the freque ncy is obtained at th e 3rd order.
Lower Order Approximations
The re al form of the phase-shifting cycles is found from (1. 3), the refl eci ion and se lect ion rul es as 00 [2",-1 2m
By the chain rule the de rivative is found to be
The greatest problem in the numerical evaluation of the limit cycles is the Gibbs phenome non in the derivative (12) . To see what order is required to obtain graphical accuracy for a given A., a TUTOR language e valuation of (1.1), (ll), and (12) was used on the PLATO IV system at the University of Illinois. In figure 2 the phaseshifting cycles are plotted for A. = 0,0.25, 0.5, 0.75, 1.0, 1.25, and 1.5 which are obtained at orders 1, 3, 3, 3, 6, 9, and IS. The PLATO storage is rather limited, but it could accommodate the 510 solut ion coefficients necessary for order IS . Because the total storage of tabl e 2 is only 7750 coefficients to order 25, it is perhaps not necessary to use a large computer to evaluate the algorithm. Since table 2 was coded in FORTRAN, it is probably poss ibl e to code it in the BASIC language of minicomputers. Although storage require me nts are not prohibitive, computer time is a limitation. The execution time for each ord er appears to grow exponentially. For example, it took 3 minutes of IBM 360/75 time to reach orde r IS, but an additional two orders to m = 17 required two minutes more.
In tables 5 and 6 , the real and imaginary solution coeffi c ients are give n to s ix fi gures to the 6th orde r. The re are s uffic ie nt coeffi c ients in these tables and tabl e 3 to con struct the solution s (1.1), (11) , and (12) on a programmable calc ulator to graphical accuracy ove r the inte rval 0 ::::; A. ::::; 1.0.
Thi s investigation of the van der Pol equation was originally undertaken to gain und ers tanding of th e limit cycle phenome na. The problem of the limit cycle behavior of periodic variable stars is re ported in [I S].
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