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Nous Ctudions les propribtts de grandes deviations associees au comportement, 
quand E I 0, du processus de diffusion A”, de generateur Y”=s’P’+ 8 oti 
Y= (l/2) x.:=, uf, P = (l/2) E’- ,- , 6: + b; u,, . . . . err d,, . . . . d, et b ttant des champs 
de vecteurs rtguliers sur [w”. Les estimations obtenues permettent de rtsoudre le 
probleme des goulots de sortie hors d’un ouvert D borne, lorsque les champs de 
vecteurs d,, . . . . 8, sont a support compact K regulier contenu dans D. Nous 
formulons entin et dtmontrons, sous certaines conditions, un principe de grandes 
deviations qui rend compte de la vitesse de convergence de A’” vers X0 (E I 0) sur 
un espace approprie, valable m&me quand I”’ est non dtgtnert. 
We study large deviation properties related to the behaviour, as E L 0, of the 
diffusion process X” with generator Y’ = s2Y + 2 where Y = (l/2) x;=r uf, 
8 = (l/2) x;=, 5; + b; G,, . . . . CT,, d,, _.., d, and b are regular vector fields on [w”. We 
solve the first time exit problem outside a bounded domain D when the vector fields 
d,, . . . . d, have a regular compact support K contained in D. Finally we formulate 
and prove, under some conditions, a large deviation principle which yields the 
speed of convergence of X” towards X0 (E L 0) on an appropriate space, this 
principle being valid even when X0 is non-degenerate. ‘i;, 1991 Academic Press, Inc. 
Pour tout E > 0, considtrons la solution X” = (A’;) de l’tquation difftren- 
tielle stochastique 
X:=x”+& i S-J’ 
i= 1 0 
a;(x;) dkq + i S-J’ q&q dBJ 
j= I 0 
+ 
s 
’ b”(X:) ds (O<t< T) (1) 
0 
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ou x’ER”, les a;, 5; (i~{l,..., r},j~{l,..., I})et b” so_nt r;t,Z+l champs 
de vecteurs sur R” assez reguliers, B = (Bf)i= 1, ,__, I, B = (Bf)j= 1, __., l sont 
deux mouvements browniens independants, issus de zero, A valeurs R’ et R’ 
respectivement. La lettre S- designe, dans (1 ), l’integrale de Stratonovitch. 
En supposant que xE + x, af -+ ci, 5; + Ej, b” + 6, quand E -+ 0, on se 
propose de dbmontrer, sous certaines conditions, des resultats de grandes 
deviations pour la loi P” du processus X” qui ttendent les estimations bien 
connues, obtenues par Freidlin et Wentzell, lorsque les champs de vecteurs 
6; ) . ..) 6;: sont nuls [9, lo]. 
Ce probleme a CtC aborde par plusieurs auteurs dans des situations parti- 
culieres [ 1, 7, S]. 
Les resultats que nous prouvons d’abord (cf. Thtoreme l), minoration 
pour les ouverts et majoration pour une certaine classe de fermb dans 
l’espace canonique Sz, = 2?( [0, T], R”), permettent de resoudre le probleme 
des goulots de sortie hors d’un ouvert D borne lorsque les champs de 
vecteurs f?,, . . . . gr sont a support compact K regulier, contenu dans D 
et que b est strictement rentrant, admettant des points d’tquilibre stable 
appartenant a K. (cf. Theo&me 10). 
Quand la loi P” du processus de diffusion non perturb6 X0 = (X,), 
solution de 
est non degenerte, on ne peut esperer obtenir un principe de grandes dtvia- 
tions pour X” (E -+ 0) au sens classique du terme. 
En effet, supposons que la matrice n x Z, d = (8,) . . . . 6,), formte des vec- 
teurs colonnes dI , . . . . d,, ne soit pas nulle au point x, on voit que le support 
topologique de la loi P” n’est pas compact dans l’espace canonique Q, et 
il nest pas diffkile de verifier que la fonctionnelle d’action A, associee aux 
grandes deviations de X”, si elle existe, doit s’annuler en tous les points du 
support de PO: les ensembles de niveau (A 6 L), L 2 0, ne peuvent done 6tre 
compacts. 
Pour ttudier la vitesse de convergence de X” vers x0 et formuler un 
“bon” principe de grandes deviations, y compris dans le cas od P” est non 
degtntrte, il s’agit done de se placer sur un espace approprit contenant, en 
un sens, l’espace sZT. Plus prtcistment, atin de pouvoir interpreter correcte- 
ment la source de “bruit” suppltmentaire suscitee par l’introduction du 
mouvement brownien EB, E > 0, il faut considtrer le comportement, quand 
E + 0, de la loi conditionnelle R”,‘(h) du processus X” sachant EB. C’est 
ce que nous faisons, sous une certaine hypothtse concernant la matrice 
0 = (a,, . . . . a,), en introduisant l’espace A’, (A!r (Sz,)) (cf. le theoreme 5 
pour l’enonce du rtsultat et les notations). 
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Naturellement, les theoremes etablis ici peuvent &tre utilises dans 
l’analyse des propritds, quand E L 0, de l’optrateur differentiel du second 
ordre : 
i= 1 j= I 
par exemple: etude du probleme de Dirichlet (avec perturbations singu- 
likes) ou bien demonstration de certains dtveloppements asymptotiques de 
type quasi-classique [4, 7, lo]. 
HYPOTHESE I. On supposera que: 
(1) il existe une constante C>O, telle que, pour tout E > 0 et tout 
(x,y)x R”x R”: 
lb”(x)-oY)I +I Ia;(x)-a:(y)l +c Iq+q(y)l GCIX-yl 
I i 
(1 . I dksigne la norme euclidienne). 
(2) a: et oi (E > 0, i = 1, . . . . r) sont de classe Ci 
c; et 5, (E > 0, j = 1, . . . . 1) sont born&, de classe C: 
(l’indice t5 signijie que les d&i&es, lorsqu’elles existent, sont bornies). 
(3) lim, \r 0 5; = cj (j = 1, . . . . I), lim, \I 0 0: = cri (i = 1, . . . . r), lim 
E \r 0 b” = b uniformkment sur KY’; de plus, la convergence uniforme des 5~ 
vers 6,i et des of vers ai, a lieu aussi pour leurs deux premitkes d&i&es 
respectives. 
Soit T > 0 fixi. On posera WT= qO( [0, T], FV), FIT= %$,[O, T], R’), 
Q,=%( [0, T], W); ces espaces sont munis de la norme uniforme et de 
leurs tribus boreliennes, l’indice 0 signifie que l’on se restreint aux fonctions 
continues nulles en zero. 
Considerons l’ensemble H (resp. A) des applications f e W, (resp. 
f~ ET) absolument continues, a derivtefde carre integrable sur [0, T]; H 
(resp. A), muni du produit scalaire (f, g) = sc fs . S, ds est un espace de 
Hilbert (espace de Cameron-Martin). 
Soient E > 0, x E R” et 4: l’application de H x R dans Q, donnte par 
d;(f,J)= (rp,) oti (cp,) est solution de: 
+ j-; b”(cps) ds (tE I3 Tl) 
pour tous f= (f$=,,.....~ H et J= (x)i=I,...,I~ 17. 
(3) 
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On designera, de m&me, par ti,.(f,T) la solution de l’equation (3) oh on 
remplace les coefficients a:, 6;, b” par leurs limites respectives, quand 
E L 0, oi, Gj et b. 
On considere, ensuite, la fonctionnelle A,,. de Q, dans [0, + co], 
dtfinie, pour tout II/ E Sz,, par la formule: 
I,, T( II/) = Inf { p(f) otifg H est tel qu’il existe 
JIE i7 verifiant #,(f,T) = li/ ) (4) 
et 
P(f)=!~oT/L12~~ (Inf(QI) = + co). 
Pour tout A E .G&,* (bortlien de !J2,), on posera 
Quelques propriPtt% de la fonctionnelle A,,,. (1) En general, 1, T nest 
pas une fonctionnelle d’action satisfaisante car { $ : A,,($) = 0} n’est pas 
ntcessairement compact ni meme fermi: ! Pour tout L > 0, on a, en effet 
zAf)= {&cm74 (7) 
De plus, en vertu du thtoreme decrivant le support topologique dune 
diffusion [ 151, on a 
SUPP (X/) = X(f 1 (8) 
ou Xf= (X;‘t est solution de 
!i?-{=x+ i j’q(S$df:+ i S-j;d,(S{)d& 
i=l O j=l 
(9) 
Le signe designe l’adherence dans l’espace Q,. 
En particulier: 
est le processus de diffusion non perturb& solution de l’equation (2). 
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Lorsque les champs de vecteurs 6i, . . . . c?~ ne sont pas nuls au point x, 
{A.,, T = 0 } n’est pas ferme dans Q T, sinon l’inclusion (10) entrainerait que 
tous les points du support topologique de X sont a variation hnie, ce qui 
nest Cvidemment pas le cas. 
(2) Si Ic/ EQT, notons 
X,.T(II/)=Inf{~(f)otif~Hesttelque~,(f,O)=~} 
(Inf(fZ5) = + 00). (11) 
Pour tout A EgQr, on posera de meme: 
~..AA)=Inf(~,d$), $EA). (12) 
x x, r est la fonctionnelle classique de grandes deviations associee au 
comportement, quand E L 0, du processus Y” = (Y;), solution de 
Y;=x”+& i s-S~o:(Y~)dB:+~~b”(Y:)ds (te [O, Tl). (13) 
i=l 0 
Remarquons que A,, T d xx, T. 
On sait, de plus, que, pour tout L > 0, {I,, r< L} est un ensemble 
compact (cf. [9]). 
On considerera le processus x” = (X;),, Co, r,, solution de Equation (l), 
comme une v.a. a valeurs dans l’espace de Banach QT = V( [0, T], W). 
THBOR~ME 1. Sous I’hypothtse I, 
(i) Soient A un ouvert de QT et A ~, =(A), don& par la formule (5), 
alors 
n,~,.(A)=Inf(~(S)otif~HesttelqueP(X-f~A}>O} 
X.‘= (!T(),, co, TI itant solution de (9). 
De plus 
lim c*log P(X”EA} B -A,,JA). 
r:TTO 
(ii) Soit F un fermP de Sz, tel que FG W( [0, T], 0) oti 
0 = {xE R” tels que 6;(x) = 0, pour tousj6 { 1, . . . . l} et 6 > 0) 
(on suppose 0 non vide). 
Alors Ax,T(F) = A,,,(F) (do& par (12)) et 
- 
hm E’ Log P{X”E F} < -A.&F). 
E\.O 
(14) 
(15) 
(16) 
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DPmonstration. Soit A un ouvert de 8,. La premiere assertion de (i) 
(Cgalite (14)) est une consequence du fait que, d’aprbs la definition (5) 
de ,4,.(A), on peut Ccrire A,,T(A)=Inf{~(f) oh f~ H est tel que 
P??(f) n A # @}; la propriete (8) montre, de plus, que, pour tout f~ H: 
Y?*(f)nA#~-P{X1~A)>O. 
Soit f E H tel que P{ ~~~ A } > 0. 
Considerons la solution Z” = (Z: ), E rO, T1 de l’equation : 
z;=x”+ c s-j’ cq(Zf)[& dBf + dfi] ,=I 0 
+ i S-j’ cT;(Z:) dB: + j’ b”(Z%) ds. 
j= 1 0 0 
On a, grace a la formule de Cameron-Martin : 
P{X%A} = E l(,,,,, { exp( -~~o~i;.d~,-~~o~l~lzd~)~ 
>exp(-~~(f))exp(-~)P{~~A,~or~*.dB~<~}. 
(18) 
Choisissons A4 > 0 assez grande pour que P (!lfe A, jlf3. dB, < M} = 
m>O alors l& \I o P{Z”EA,S,Tj‘,.dB,<M}~m>O car Z”a Z’=%’ 
en probabilitt (et mCme presque sfirement). 
L’inegalite (18) entraine done que 
&-o~2 Log P(X”E A) 3 -p(f). 
Soit F un ferme de 52, tel que FG ‘%( [0, T], 0). 
On remarque, en vertu du principe de localisation &once en [S], que 
sur l’ensemble {X” E F}, on a p.s. : 
X:(o) = Y:(w) sur [O, T] et done P(X”E F) d P( Y&E F). Les estimations 
classiques de Freidlin et Wentzell [9], montrent ensuite que: 
- 
~~~c~Lo~P{X~EF}<~~I~~L~~P{Y”EF}<-;~,,~(F). 
E-b0 
On verilie, de plus, aistment que, pour tout $ E F, on a 
nx,T(lC/) = Lw, 
done 
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Remarques. (1) On peut trouver, dans differents cas particuliers, une 
etude de la minoration de grandes deviations (inegalite (15)) en [l] et [7] 
par exemple. 
(2) L’intgalite (16) nest Cnoncee que pour une classe assez restreinte 
de fermes F, cependant elle est suflisante pour Ctudier le probleme des 
goulots de sortie, lorsque les champs de vecteurs CJ( .) sont a support 
compact. L’hypothese que 0 soit non vide est justiliee car le processus non 
perturbe X0 doit etre suflisamment degenere pour que les estimations de 
grandes deviations associees au comportement, quand E L 0, de X” soient 
non triviales (cf. la formule (10)). Nous donnerons plus loin (Thtoreme 5 
et Proposition 7) une condition suflisante pour obtenir des majorations (du 
type (16)) valables quelque soit le ferme F. 
HYPOTH~SE II. Supposons (outre l’hypothtse I) que, pour tout E > 0, les 
champs de vecteurs a;, . . . . a: commutent deux a deux, i.e., VE > 0, \ili# i’ 
(i, i’ E { 1, . . . . r}), le crochet de Lie [of, of,] ~0. 
(Suivant la terminologie de [2], la matrice a’= (of, . . . . a:) vtrtfie la 
condition de Frobenius.) 
On voit, immediatement, par passage a la limite, que la matrice 
0 = (a,, . ..) a,) verilie aussi la condition de Frobenius. 
Dans la suite, pour la commodite des notations, on posera, pour tous i 
et j :_a: = (TV, 5: = Zji, b” = b et de m&me, si 4; ( . , . ) est l’application de 
Hx H dans QT don&e par la formule (3), on posera dz( . , .)=d,( ., .). 
LEMME 2. Sous I’hypothtse II, pour tout E > 0 et tout x E lF%“, la fonction- 
nelle 4: ( ., ), donnee par la formule (3), admet un prolongement unique, note 
encore d”,, defini sur W, x I? a valeurs dans 52, tel que, pour TE R, l’applica- 
tion 
soit continue pour la norme uniforme. 
Le prolongement 4”, est donnt par la formule explicite: 
oti V” est l’application de [w” x [w’ dans [w” determinte par la resolution du 
systeme dtfferentiel: 
g (4 8) = af( V”(& PI), i= 1, . . . . r 
I (20) 
V”(a, 0) = a, pour tout (a, fl) E [w” x [w’. 
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Cette solution existe en vertu de la condition de Frobenius, cf: [2]; 
D”= (D;) est solution de I’tquation integrale: 
0: =x+ c’ C,(f,, D”,) & + 1: e,(fk D:) ds, tE I3 Tl (21) 
0 
ou les coefficients C,( ., .) et e, (., .) sont donnts par 
C,(B, 4=g CUa, Bh -81. {vn% B))) 
e,(P, a)=z CJ?a, PI, -PI. {WVCo P))>. 
(22) 
Z(. ) designe ici la matrice n x 1 formee des vecteurs colonnes (6:) . . . . 5;) ; 
noter que C,(f,, Dz) est aussi une matrice n x 1. 
Demonstration. Si (f,y) E H x R, la demonstration consiste a verifier, 
grke 21 la formule du changement de variables (ordinaire!) que V”(Dy, f,) 
(te [0, T]) est solution de l’equation (3) (cf. [2]). 
La propriete de continuite tnoncte dans le lemme se lit ensuite sur 
les for-mules explicites donnant V’(D;, f,) qui est bien d&i pour tout 
KnE WTXA. I 
Pour tout E > 0 et tout f E H, soit %‘““= (%‘:J) la solution de : 
%;f = x” + i j’ a:(X;f) df; 
i=l O 
Si E = 0, X0,/ est solution de Equation (9). 
LEMME 3. Sous l’hypothese II, pour tout E > 0, soient X” = (X:) la 
solution de (1) et X’^ ““= (Z-7’) la solution de (23). 
On a les representations suivantes: 
x; = V(R, EB,) (24) 
z-y= V(!q~,fJ (7-B t30) (25) 
oti les processus (R) et (!I??:“) sont solutions de : 
R:=x’+S-~‘C~(EB,,~)dB,+lle,(EB,,~~)ds (26) 
0 0 
~‘“=x’+S-S’C,(f,,~~~)d~~+lde,(f,,~~’)ds (27) 
0 
les coefficients C,( ., .) et e,( ., .) Ptant don&s par les formules (22). 
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Demonstration. On utilise, cette fois-ci, la formule d’ItB pour verifier 
que V”(X,C, eB,) et V”(?Q’;,f, ) sont les solutions respectives des equations 
(1) et (23) (cf. cm I 
On dtsigne par A’, (0,) l’espace des mesures de probabilite sur 
(Q,=V([O, T], KY), ?&,,). Cet espace, muni de la topologie de la 
convergence ttroite, est metrisable; on peut trouver une distance d telle 
que (A,(Q,), d) soit Polonais (cf. [14]). 
TH~OR~ME 4. Soit E>O. 
Sous l’hypothtse II, pour tout f E H, notons R”,’ la loi du processus X “^xt; 
restreint a [0, T], solution de l’tquation (23) : R”,-/E .k’, (Sz,). 
Alors l’application f -+ R”x,“ de H dans A1(sZr) admet un prolongement 
continu pour la norme umforme, note encore R”*., defini sur W, a valeurs 
dans A, (Sz,). 
Le prolongement continu R”,. est une version reguliere de la loi condition- 
nelle du processus X” = (Xj),, C0, =,, solution de (l), sachant EB = 
(~B,),e~o,q. 
Demonstration. On utilise le lemme 3. Le processus (g;,‘), solution de 
l’equation (27), est bien defini pour tout f~ W,. 
Notons provisoirement R”*/’ la loi du processus ( l’“(~~‘~f,)),, cO,rl pour 
tout f l W, (si f l H, R”%‘= R”xf). 
On verilie aistment, par des arguments utilisant l’inegalite de Doob et le 
lemme de Gronwall, que si (f,) est une suite d’elements de H qui converge 
uniformement sur [0, T] vers un element f E W, alors R”%fn = R”,& converge 
vers R”sf dans l’espace A, (Q,), quand n + CC. 
La premiere assertion du theoreme est done demontree. La deuxitme 
assertion est alors une consequence des representations (24), (26) et de 
l’independance des mouvements browniens B et 8. 1 
THI?OR~ME 5. Sous l’hypothese II, avec les notations du theoreme 4, 
pour tout E >O, soit R”,. la loi conditionnelle reguliere du processus 
x” = v-3, [O,T], solution de (l), sachant EB= (EB,),. Co,r,. 
Notons Q, la loi de la v.a. x,(o) = RE,EB(‘U’. 
Q, est un element de l’ensemble A1 (A, (Sz,)) des mesures de probabilite 
sur l’espace Polonais JZ, (52,). 
~‘4, (J& (0,)) est, dans la suite, muni de la topologie de la convergence 
etroite. 
Alors la famille (Q, ), , o satisfait a un principe de grandes deviations avec 
comme fonctionnelle d’action : 
Z,(v)=Inf{u(f),f~HtelqueR~=v} (28) 
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R”;f = Ri dksigne la loi du processus Xf solution de (9). 
Dtmonstration. On utilise le principe de contraction demontre en [ 163. 
Soit f~ W,, alors R&x“ est la loi du processus ( V”(g:f,f,)),, to. T1 donne 
par les equations (25) (27) et (20). On peut verifier, par des arguments 
classiques, que ces representations explicites entrainent, compte tenu des 
hypotheses, que la famille d’applications continues (f~ W, + R”-f E 
JJ%(Q.)),>O converge, quand E -+ 0, uniformtment sur tout ensemble borne 
de l’espace de Banach W,, vers la fonction (YE W,+ RYE A’l(Q,)) oti Ri 
est la loi du processus ( V”(Z:f,f,))t, ro, r,. On sait, de plus, que si f~ H, 
R: est la loi du processus Z’solution de (9) (cf. Lemme 3). Les conditions 
permettant d’appliquer le principe de contraction sont done satisfaites. m 
Remarque. Avec les notations du thtortme 5, soit 
G,= {R”%f;O<~<~O,f~ W,}cJll(QT) (Eo > 0 fixk). 
La demonstration prectdente montre que, pour tout A ~g&,(~r), on a 
- 
hm s2 Log Q(A)< -Inf{I,(v), VEA~G,} 
t\0 
(*) 
A 
]im E’ Log QE(,4)> -Inf{Z,(v), VE,~ nG,}. 
Eh.0 (**) 
Les signes - et o designent l’adherence et l’inttrieur dans l’espace G,, 
muni de la topologie induite par celle de .k’i (52,). 
Lorsque les champs de vecteurs 8;) . . . . 5; sont identiquement nuls (cas 
classique), il est facile de voir que les estimations ( * ) et ( ** ) permettent de 
retrouver les resultats de grandes deviations etablis par Freidlin et 
Wentzell. 
La question se pose de savoir si les conclusions du thtoreme 5 restent 
valables saris l’hypothese II. 
Pour tout x E UT, soit YX = { Ri;f~ H} c Afl ($2,). (29) 
Si v E .KX, on se propose de calculer IX(v), definie par (28). Considerons 
4.1 = (0, (. 1, . ..> CA. )), matrice n x r 
et 
q.)=(cl(.), . ...6,(.)), matrice n x 1. 
Soit JE H, telle que Ri= v. 
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On a, pour tout t E [O, T] : 
S-j’~(~$dB,}+E{j;b(x~)ds} 
0 
d’oli 
E{~ii=X+j’E{~(~~)}-j;d~+f f: JrE{D6i(Z”{).6j(X!)J ds 
0 j=l 0 
+ j; E{b(%^d)} ds. 
DCj est, ici, la matrice Jacobienne de Cj. 
On en dkduit l’kgaliti:: 
Jq4o,)) ..L=Ern -&$h)~~ pour presque tout s E [0, T] (30) 
oti o est un Clitment gCnCrique de Q,, I&(. ) dksigne I’intCgrale relativement 
A la mesure de probabilitk v et 
QY)=~(Y)+$ C Dgji(~).gji(~) (YEW (31) 
J=l 
Pour tout (s, u) E [0, T] x R”, soit: 
qY(~?~)=suP {2(Y,o)-(Y,E"(~(o,)).(E,(a(w,))*)Y)} (32) 
L‘E R” 
(( , ) est le produit scalaire habitue1 dans IV). 
PROPOSITION 6. La fonctionnelle d’action I,( .) (d@nie par (28)) est 
don&e par 
oti qy( ., .) et Fx sont dkterminh par les formules (32) et (29). 
En particulier, si o est une matrice constante et a = 0. a* est inversible, 
on a 
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DPmonstration. I1 suflit d’utiliser la definition (28) de Z*(v), l’egalite (30) 
ainsi que les proprietes de la forme quadratique conjuguee qV(s, .) donnte 
par (32) (cf. PII. I 
Le thtoreme 4 a comme corollaire immediat le renforcement suivant 
(Proposition 7) de la majoration de grandes deviations obtenue par 
Bezuidenhout lorsque la matrice CT est &gale a l’identite (cf. Cl]). 
On suppose que, dans l’equation (1 ), les coefficients aE, . . . . af, 6;) . . . . CT’;, 
b” et la valeur initiale xE ne dependent pas du parametre E > 0, i.e., que le 
processus X” = (X:),, to, T, est solution de : 
X:=X+& i: s-j’ai(xs)dz3~+ f: s-~~d,(x~)dB:+i‘lb(X:)ds. (35) 
i= 1 0 j= I 0 0 
Soient F un ferme de 52, et, pour tout 6 > 0, p le voisinage ouvert 
d’ordre 6 de F dans QT. 
Posons 
n,(F’) = {f~ H tq 37~~ pverifiant d,(f,y) E Fb} 
= (fe H tq Z(f) n Fs f 0 >. 
(36) 
d,(f,y) et Y?(f) ttant don&s par (3) et (7) respectivement. On sait, 
compte tenu de (8), que l’on a aussi : 
TC,(F’)= {f~HtqP{%-fE.F6} >O}. (37) 
%^f Ctant solution de (9). 
PROPOSITION 7. Sous l’hypothtse II, avec les notations des thkordmes 4 
et 5, soient X”= (Xy) la solution de l’tiquation (35) et F un fermi de CIT. 
On a: 
E~o~2LogP{XE~F}4 -Inf(p(g),gE{fE W,:Ri(F)>O}} 
(38) 
(le signe - dksigne l’adhirence dans Q,). 
Soit A un ouvert de Q T; on a, de plus : 
l&s2LogP{XE~A}Z-Inf{p(g),g~rr,(A)). 
E\O (39) 
Dt!monstration. Ri etant, pour tout f E H, la loi du processus !Tf solu- 
tion de (9), on considere le prolongement continu de l’application f + Ri, 
d&i sur l’espace W, (theoreme 4). 
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Soit F un fermt de 52,. On a 
P{X”EF}=E{R”,B(F)}~P{EBE{~EW~:R~[F]>~}) 
Done 
or 
{~EW,:R~[F]>O}~{~EW,:R/;[F”]>O}~{~EH:R;[F’]>O} 
car l’applicationfg W, + R![F’] est semi-continue inferieurement. 11 sufft 
ensuite de remarquer, en revenant a l’tgalite (37), que 
{ j-~ H : R: [F’] > 0) = YcJF”). 
Les inegalites (38) sont done demontrees, compte tenu des proprietes de 
la fonctionnelle d’action p( .) du mouvement brownien. 
La minoration (39) est une consequence immediate de l’intgaliti (15) 
(theoreme 1) et du fait que : 
4r(4=Inf{dd~ g~~r,V)~. I 
ProbKme des goulots de sortie 
Pour tout x E R”, soit X6,” = (X:-“) la solution de : 
x;‘“=X+Es- j’ o~(X;~) dB,+ S-j’ cT(A’;~) de, 
0 0 
(40) 
Oli 
OE( .)= (a”,( .), . ..) a;( .)) matrice n x r 
6”( ‘) = (q( .), . ..) rq( .)) matrice n x 1 (E > 0). 
On ne suppose plus, desormais, que l’hypothese II est satisfaite mais on 
se placera sous la condition suivante: 
HYPOTI&SE III. Outre l’hypothbe I, on supposera que, pour tout E > 0, 
la matrice a’= &(a’)* est inversible en tout point de Iw”. 
Notons P; la loi du processus X%” (solution de (40)) sur l’espace 
Q = %( [0, + 00 [, R”), muni de la topoiogie de la convergence uniforme sur 
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tout compact de ‘R, et de sa tribu bortlienne C&,. Soient (X,),,, les 
applications coordonntes sur Sz et (9J, a ,, la filtration canonique engen- 
dree par les v.a. X, : z = &3(X,; 0 <s < t). Donnons, dans ce cadre, un 
nouvel enonce utile du thtoreme 1. 
THBORCME 1’. Sous l’hypothese I, soient T> 0, A E ST et C un compact 
de Li!“. Alors: 
6) Ijm,,, ~2LogInfx.. PW)> -Sup,..A,,.@) 
(ii) SC de plus, A IC(CO,r,, Rnj -c %‘( CO, T-j, 0) ou 
0 = (x E 53” t.q. F(x) = 0, pour tout E >O} (on suppose 0 non uide), on 
- 
a:lim,,, E~Lo~SU~,.~PE,(A)< -Inf,ECA,,T(A). A,,(.) est donntpar 
la formule (5). 
Demonstration. Immediate, compte tenu du fait que le thtoreme 1 est 
dtmontrt lorsque la valeur initiale Xt = Y converge vers x, quand 
&LO. i 
Soient D un domaine born6 de R’“, h front&e aD rkgulikre et 5 le temps 
de sortie de D: 
5(w) = Inf(t 2 0 t.q. X,(O) $ D} (OESZ). 
LEMME 8. Sous l’hypothtse III, pour tout E > 0 et tout XE D, on a 
E:(t) < co oti E”, designe I’esperance relativement a la probabilite P:. 
Demonstration. La matrice a’ = CT’(#)* &ant inversible, ce rCsultat est 
bien connu (cf. [14]). 1 
Soit $(x, .) la loi de X, sous Pi (E > 0, x E 0). 
C’est une mesure de probabilite portee par aD. On se propose d’ttudier 
son comportement, quand E L 0, ainsi que celui de < lorsque la matrice 
go= 6 est a support compact K regulier contenu dans D et lorsque le 
champ de vecteurs b” = b est strictement rentrant dans D, admettant des 
points d’equilibre stable appartenant a K. 
Pour tout XE R”, soit (cp:) la solution du systeme dynamique dtter- 
ministe : 
c&=x+ ‘b(rp:)ds 
J (t>O). 0 
(41) 
HYPOT~SE IV. Outre t’hypothese III, on supposera que: 
(1) Pour tout xE l%“, soit ii”(x) = Z(x). (Z(x))* (E 3 0); alors fe 
support de ii” est contenu dans un compact fixe K in&s dans D a front&e 
aK regulitire: Supp 3 = {x : 2(x) # 0) G K E D. 
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II existe ~1> 0 tel que {x E 8: d(x, aK) < a} = Fr,(K) soit connexe non 
vide et, de plus, la matrice Z’(x) = cl(x) est inversible en tout point de Fr,(K). 
(2) Pour tout x E D et tout t 3 0, cp: E D. 
(3) II existe un sow-ensemble g de K tel que, pour tout x E D, on ait 
lim r--r m d(cp:, RI = 0. 
On introduit les “quasi-potentiels” U et 0 par les formules: 
Wd= W~x,T(~I~o,Tl)~ TN I//EQt.q. cl/V)=14 (42) 
Qx, v) = Inf{ 1, T($ ,co,~,); T>O> IC/EQt.q. $U’)=.v) (43) 
oil (x, y) E R” x R”, /I,, 7. et l,,T sont les fonctionnelles detinies par les 
formules (4) et (11). 
Remarquons que, la matrice a= w* ttant supposee inversible, la 
fonctionnelle xX, T est donnte par : 
I$, - WJt-I($,,, ds si II, existe et $(O) = x, II/ E Q 
(44) 
) sinon 
oti I u (~-I(~) = (24, a -l(v). u),., (u, v) E R” x R”. 
LEMME 9. Pour tous x, y, z E R”, on a: 
Ub, z) < U(x, Y) + WY, z) et U(x, z) Q qx, z) 
IU(x,z)-U(y,z)lQMax{U(x,y),U(y,x)}dMax{~(x,y),~l(y,x)} 
I U(x, y) - U(x, z)l d Max { U(y, z), U(z, ~1) < Max { D(Y, ~1, @, Y)}. 
Dkmonstration. On sait que A, T d I,, T, done U(x, z) d 8(x, z). 
Les autres idgalites du Lemme 9 se demontrent aussi de man&e 
Climentaire. 1 
La fonction d etant localement lipschitzienne sur [w” x R” (cf. [9]), on 
dtduit du lemme 9 qu’il en est de mCme pour la fonction U. 
Avec les notations de l’hypothbse IV, soient: 
U,=Inf{U(x,y);x~dK,y~dD} (45) 
8, = Inf { 8(x, y); x E aK, y e aD} (46) 
H={y~aDt.q.;ti~O(x,y)=O,}. (47) 
Le lemme 9 montre que U, < 0,. 
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TH~OR~ME 10. Sous f’hypothese IV, on a les proprietes suivantes: 
(i) Pour tout x E D et tout p > 0, 
lim P”,{d(X,, H)3p} =O. 
E\O 
(ii) UO=80et,pourtoutxED,lim,,os2LogE~(5:}=Uo. 
Les convergences precedentes ont lieu, de plus, uniformement en x sur tout 
compact de D. 
Soient x E R” et (X-T) le processus de diffusion non perturbe 
x:=x+s-l’a(~~)d~,+i’h(X:)ds (t 20). (48) 
0 0 
L’hypothese IV entraine que: 
xED*Vt>O X;ED et lim --I+m d(X;, K) = 0 p.s. (49) 
Compte-tenu du theoreme l’, le schema de la demonstration du 
theoreme 10 est plus ou moins semblable a celui qui est introduit dans le 
cas classique (cf. [9]). 11 s’agit, de plus, ici de manipuler judicieusement les 
quasi-potentiels U et 0 et surtout d’exploiter le fait, qu’en dehors du 
compact K, les trajectoires du processus X”,” coincident p.s. avec celles du 
processus Y”, solution de Equation (13) (ou on prend xE 5 x). 
11 est utile de considerer une chaine de Markov (Z,),,, qui decrit les 
oscillations du processus perturb6 (X7X), issu d’un point de D avant 
d’atteindre le bord 8D. 
Soient 6>0 et K6={xER”;d(x,K)<6} tels que &SD, 
L= {x, d(x, K)=6} et M= {x, d(x, K)=6/2}. 
On definit les temps d’arret suivants: 
0 ntl =Inf{t3r,+,,X,$K’}. 
On pose Z, = X,“. Pour tout x E D, P: p.s., rn et on sont finis, quel que 
soit n E N, a cause du lemme 8. 
LEMME 11. Soit p > 0. On peut choisir le parametre 6 > 0 assez petit pour 
9ue 
A(E) = Sup P”,(Z, E 8D\HpIZ, E aD} + 0, quand E -+ 0 (50) 
XEM 
oti H est don& par (47), HP est le voisinage ouvert d’ordre p de H. 
580!101/2-I I 
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Admettons, pour le moment, le lemme 11 et demontrons le theoreme 
10(i). 
Soient v=Min{n30,Z,EaD} et XEM. 
Alors Pi p.s., on a r = rv et v 2 1, done 
P:{X,$ HP) =P”,{Z,dD\HP} 
= 1 P”,{v=n, Z,edD\HP} 
n>l 
= 1 P”,{Z,EM ,..., Z,-,EM,Z,edD\H”} 
n> I 
=,;, P;{Z,eM ,..., Z,-,EM, P:~m,(Z,~aD\HP)} 
<A(&) 1 P”,{Z,EM )...) Z,~,EM,Z,EaD}=IZ(&)~o, 
lIZI 
quand E -+ 0. 
Le theoreme 10(i) est done demontre si x E M. 
Soient C un compact quelconque inclus dans D et T,,,, = 
inf(t>O,X,EM}; 
alors, quand E + 0, P”, { T, < 5 } -+ 1, uniformement en x E C. (5 1) 
En effet, il est facile de montrer, grace a l’hypothese IV, qu’il existe un 
nombre S > 0 (non aleatoire! ) tel que, p.s., pour tout x E C, (X:, 
0 < t < S} n ??I4 # 0. On peut verifier, de plus, qu’il existe 6, > 0 (non 
aleatoire) tel que Inf, t c0, sl, x8 c d(Xf , aD) 2 6 I p.s. 
On en dtduit que, pour tout x E C, 
puis que 
P”,{T,w<~}~P{ Sup Ix~~-x:I<Min(G,,6/4)}~ 1, 
I E [O,S] 
uniformtment en x E C. 
On a done 
P”,{X,~HP}~PE,.{~~Tw}+P~{Tw~5,X~4HP} 
~P”,{5UL,)+W~O, uniformtment en x E C. 
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Ddmonstration du lemme 11. I1 faut majorer P”,{Z, E aD\HP} et 
minorer P; { Z, E aD} uniformtment en x E M. On a : 
Soient 0, dtfini par la formule (46), U, dtfini par (45) et 
& = Inf ( 8(x, y), xe:aK, y&D\HP} > 8,. 
Posons k = @, - 6,. On va montrer qu’il existe 6 > 0 et c0 > 0 tels que, 
pour tout 0 <E < sO, on ait 
Sup P”, { X,, E aD\HP > < exp 
ZEL 
Inf Pz{X,, E aD} 2 exp 
C-“‘“); 
(on sait que .VO d 0,). 
ZEM 
Soit T>O. On a: 
Remarquons que : 
{w :w(O)EL, T,(O)> T) 
G {w t.q. w(t) E D\ K6/*, pour tout t E [0, T] } = AT 
et que A, est un ensemble ferme contenu dans W( [0, T], 0) si 
O={a”=O;~~O).Donc/I,.(A.)=;i,,.(A.)o~n,.et~~,.sontdonnCs 
par (5) et (12) (cf. Th. l(ii)). 
Des arguments classiques entrainent alors, compte tenu des hypotheses, 
qu’on peut trouver deux constantes c, > 0 et c2 > 0 telles que, pour tout 
T > 0 assez grand, Inf, E L A.,.(A.)>c, T-c,3 &-k/8. 
Soit J= {r, d T, X,, eaD\HP}. 
Notons YE,’ = (Y:‘) la solution de l’equation (13) oti on remplace la 
valeur initiale x’,par 2. On voit aisbment que, pour tout z E L, 
Deplus Js{w,3sdTws~c?D\HP}=DT. 
D, est un ensemble ferme et il existe 6 > 0 tel que Inf,, L ;i, T(DT) > 
& -k/8 (sinon on pourrait connecter aK B aD\HP avec une trajectoire 
dont l’action serait strictement inferieure a 06). 
Done, grace au thtoreme l’, pour tout 6 > 0 assez petit, il existe sg > 0 
tel que Sup,..P~{X,,~cYD\HP),<exp((-~b+k/4)/e2), si O<E<E~. 
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Soient T>O et zeA4 On a 
Posons J, = {X,, E dD, t, < T}. 
On peut choisier T> 0 tel que, pour tout 6 > 0 assez petit, on ait la 
propritte (9) suivante : 
(9) pour tout zeA4, il existe WEQ, tel que o(O) =z et 
A;, T(co) d U, + k/8 oti AZ, T est donne par (4), U, est don& par (45). 
En effet, d’apres la definition de U,, il existe T, > 0 et une trajectoire W 
telle que W(0) E aK, W( T, ) E aD, &~~,,~, =,(Gj) d U, + k/16. 
L’hypothese IV( 1) (non degentrescence de la matrice ii = 6 . (G)* en tout 
point de Fr,(K)) entraine que AX,,(w) = 0 pour toute trajectoire polygbnale 
w  telle que o(O) =x E f%,(K) et o(s) E l+,(K), Vs E [0, t]. 
11 est facile den deduire que, pour tout y E D, la fonction x + U(x, y) est 
constante sur Fr,(K) u aK (cf. Lemme 9). 
Ces considerations montrent, qu’a l’aide de la trajectoire 0, il n’est pas 
diffrcile de verifier la propriete (9). 
Done, si T> 0 est bien choisi, pour tout 6 > 0 assez petit, on a 
SupA;,.(&U,+k/8, 
ZEM 
et, d’apres le theoreme l’(i), il existe E; > 0 tel que 
Inf P; {X,, E aD) > exp 
ZEM 
pour tout O<E<E~. i 
D6monstration du thtor2me lO(ii). Nous donnons les grandes lignes de 
la demonstration. 
Soit v = Min { n 2 0, 2, E aD}; alors, pour tout x E D, 
~=7y=(7y-7y~1)+ ... +(7,--r,), P: p.s. 
SixEM,onav2let 
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On peut voir, compte tenu des hypotheses, qu’il existe une constante 
c > 0 telle que, pour tout E > 0 assez petit, on ait: 
Inf Et(r,) >, c > 0. 
ZEL 
On en deduit qu’il existe s1 > 0 tel que pour tous 0 < E d s1 et x E M: 
2~. 1 (Inf P”,{Z,#dD})n-’ 
n>, AsaM 
>,c. 1 (l-supP”,{z,ED})“-‘= 
C 
n>l X-EM SuP,,, P”,{Z, E W’ 
Si xEM, P~{Z,E~~}=P”,{P”,~~{Z,E~~})~SU~~.,P”,{X,,E~~} et 
on a, pour tous T>O et zeL 
Par des arguments analogues a la preuve du lemme 11, on verifie alors 
que, pour tout k > 0, il existe 6 > 0 tel que: 
Sup,, L P”, { X,, E aD> < exp( ( - 0, + k)/&*), pour tout E > 0 assez petit done 
InfxeM Et{tj 3 c exp( 8, - k)/~*), pour tout E > 0 assez petit. 
Soit C un compact inclus dans D; on a, d’apres (51): 
Ink E c Pt{<> T,} + 1 quand E-+O. 
11 existe done .sO > 0 tel que, pour tous 0 < E d s0 et x E C: 
(52) 
Pour la majoration, on constate d’abord que, pour tous x E D et S > 0: 
E”,{5)<S. c P”,{5>nS} 
,1 2 0 
dS. 1 (SupP”;{<>S})” 
n>O ZED 
S 
‘InfZ.,P:{5<S}’ (53) 
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On montre ensuite, grace au thioreme l’(i), que pour tout k > 0, on peut 
trouver 6 > 0 et S, > 0 tels que 
InfP:{r<S,}~exp((-Uo-k)/&2),pourtout&>Oassezpetit 
x E L 
(cf. demonstration du lemme 11). 
De plus, il existe S, > 0 tel que: 
Inf Pl{T,a<S2}+ 1, 
.Y E D 
Oil 
quand E + 0 
On voit done qu’il existe E; > 0 tel que, pour tous 0 < E 6 EL et x E D : 
>iexp (-2-“). (54) 
En posant S = S, + S2, (53) et (54) entrainent: 
lim E2 Log sup E”,(r) < u,. 
EL0 %-ED 
(55) 
On deduit des intgalites (52) et (55) que la demonstration est achevee, 
puisque U. d no. 1 
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