Abstract-Regular expression matching is an essential tool in string manipulating programs and plays crucial roles in scripting languages. We focus on regular expression matching based on the strategy of Perl and develop a translation from regular expression matching into transducers. The representation makes it possible to apply the theory of formal languages in static analysis and verification of string manipulating programs.
I. INTRODUCTION
Regular expression matching is an essential tool in string manipulating programs. It is used not only for checking whether a string is in the language of a regular expression, but also for extracting a substring matching against a part of the regular expression. In programs written in scripting languages such as Perl and PHP, regular expression matching (and replacement) are ubiquitous and extensively used for crucial checks and operations for security. Therefore, it is important to precisely analyze regular expression matching in static analysis and verification for scripting languages.
The representation of string manipulating primitives is crucial in static analysis and verification for scripting languages. We represented string manipulating primitives by transducers in the PHP string analyzer described in [1] . A transducer is basically an automaton with output and has been deeply studied in the theory of formal languages. That uniform representation of string manipulating primitives makes it possible to directly apply the theory of formal languages. The same representation is also used for automated test case generation in [2] . However some of the string manipulating primitives may be impossible or difficult to represent by transducers. This is especially true for commonly used regular expression matching, due to its rather involved semantics. Therefore, our PHP string analyzer previously adopted a very coarse approximation of regular expression matching.
In this paper, we focus on regular expression matching based on the strategy of Perl, and develop a precise translation of regular expression matching into transducers. We obtain transducers that simulate the behaviour of regular expression matching in Perl without any approximation. Since regular expression matching in most other scripting languages is based on that in Perl, the translation is applicable to other languages including PHP. The translation supports most commonly-used features of regular expressions in Perl excluding some exotic features such as backreference and atomic grouping. Adapting the precise translation, we can improve the precision of the static analysis based on transducers. The translation also has another interesting application: we can check the equivalence of regular expressions used for matching by deciding the equivalence of transducers obtained by the translation. ==> ab } It matches string abaab with regular expression (a|b) * (ab). The matching not only checks whether abaab is in L((a|b) * (ab)), but also stores the last substring matching each grouped subexpression (that is, an expression enclosed in parentheses). The substrings matching against (a|b) and (ab) are captured in $1 and $2, respectively. Since (a|b) matches a, b, a in this order, a is stored in $1.
We represent this capturing behaviour of regular expression matching by a transducer that annotates the input with indexed parentheses. For example, we build a transducer T for (a|b) * (ab) so that T (abaab) = (1a)1(1b)1(1a)1(2ab)2. The following transducer realizes this. Actually, translating regular expression matching directly into transducers is highly non-trivial. Instead, we translate regular expression matching into transducers with regular lookahead, and then use a result that every transducer with regular lookahead can be converted into one without lookahead.
The first step in our development is a rigorous description of the semantics of regular expression matching. The difficulty in catching the semantics is caused by ambiguities in regular expressions. For example, the regular expression a|ab can match a substring of ab in two different ways: the first letter a matches against a in a|ab or the whole string matches against ab in a|ab. There are several possible strategies to disambiguate regular expression matching; their semantics was studied by Vansummeren [3] .
In this paper, we focus on the disambiguation strategy of Perl. This strategy is stated as follows. In alternation r1|r2, the expression r1 has a higher priority than r2. Then, the repetition r * is interpreted as rr * | . To capture this strategy of Perl precisely, we formulate its semantics as a nondeterministic parser.
To obtain the construction of transducers from the semantics, we introduce a deterministic version of the parser as an intermediate step. The deterministic version chooses a branch of nondeterministic choices by using lookahead as transducers with regular lookahead. The definition of the deterministic parser is derived from the nondeterministic version by a simple case analysis.
Finally, we develop our translation from regular expression matching into transducers with regular lookahead. The construction is a refinement of the Thompson's standard construction of -NFA [4] and obtained from the definition of the deterministic parser.
We have implemented the translation and conducted experiments on regular expressions found in several popular PHP programs. Although the construction has exponential complexity, the experimental results do not show the exponential blow-up in the translation.
II. SEMANTICS OF REGULAR EXPRESSION MATCHING
We introduce the syntax of regular expressions and then formulate the semantics of matching according to the strategy of Perl. We discuss the regular expression matching for a fixed alphabet denoted by Σ. We call elements of Σ letters and elements of Σ * words. The empty word is written as .
In the concrete syntax of regular expressions in programming languages, parentheses are not only used to group an expression, but also to capture a matched subword in a variable. To distinguish the parentheses for capturing and to simplify their semantics, we introduce a capturing expression (r)x indexed by a named variable x. Then, the syntax of regular expressions is defined as follows:
where c ∈ Σ. Although it is custom to write alternation as r1 + r2 in the theory of regular expressions, we write r1|r2 because it is closer to the concrete syntax in programming languages. There are two variants of repetition: greedy repetition r * and lazy repetition r * ? . The expressions r * and r * ? are basically equivalent to rr * | and |rr * ? , respectively. For a capturing expression (r)x, a subword matched with r is assigned to x.
The language represented by a regular expression r is defined in the standard manner as follows:
where the greedy and lazy repetition has no difference and the capturing is ignored.
We formalize the semantics of regular expression matching as a nondeterministic parser where nondeterminism is represented by the list monad [5] . The disambiguation strategy is represented by using the convention that the first element in a list has the highest priority. This formalization is inspired by the multithreaded implementation of regular expression matching discussed in [6] .
We write a list consisting of v1, v2, . . . , vn as [v1, v2, . . . , vn]. The concatenation of l1 and l2 is written as l1 ++ l2. We sometimes identify lists with sets and write v ∈ [v1, v2, . . . , vn] if v = vi for some i(1 ≤ i ≤ n). The unit of the list monad is [ ] and the infix operator bind > >= is given as follows:
We first formalize the semantics of regular expression matching by ignoring the capturing feature. This is done by using the following nondeterministic parser N [[r]]: 1 . This is a well-known problem in regular expression matching working directly on the structure of regular expressions. We call this case problematic and postpone its discussion to Section IV. Thus, in this section we assume ∈ L(r1) for r * 1 and r * ?
We formulate the soundness of N [[r]] by using the so-called left quotient of a word. The left quotient of w by w , written as w −1 w, is a word defined as follows:
Then, the nondeterministic parser above is sound in the following sense.
Theorem 1:
It is proved by induction on the lexicographic order of the structure of r and the length of w.
The definition above can be extended to formulate the behaviour of capturing (r)x. An environment obtained as the side effect of matching is represented by a partial function of type Env from Var to Σ * . Then, N [[r]] is extended to the following type.
The definition is given in Figure 1 . Theorem 1 above implies that w is a postfix of w if (w , ρ ) ∈ N [[r]](w, ρ). Thus, ww −1 in the definition for (r)x is well-defined. Since ρ[x → ww −1 ] overrides the previous value of x, the semantics above correctly models the behaviour of actual implementations of matching where the last word matched against r is assigned to x for (r)x.
Example 1:
The following illustrates the semantics of repetition and capturing.
Finally, we formulate the semantics of r,
] is defined for w if w ∈ L(r) and is the environment obtained by matching w against r. It is defined as follows:
The environment obtained by [[r] ]w is the environment part of the first element in N [[r]](w, ∅) that consumes all the letters of w. 
A. Other Features in Regular Expression Matching
There are other features in implementations of regular expression matching. Although we have not developed their translation, their semantics can be described by extending the nondeterministic parser.
We consider the following three features found in many implementations of regular expression matching.
Backreference \x only matches the subword that matched with (r)x most recently. The other two constructs will be easily understood by the extension of the nondeterministic parser. The extension is shown in Figure 2 .
• Atomic grouping (r1) atomic discards the branches of nondeterministic parsing except for the first.
• Lookahead (r1) lookahead is almost the same as (r1) atomic . However, (r1) lookahead matches the empty word and restarts the matching for w. The detailed explanation of these features can be found in [7] .
Please note that it is impossible to translate backreference into transducers because the language of a regular expression containing backreferences may not be regular.
III. DETERMINISTIC PARSER USING LOOKAHEAD
We derive a deterministic parser using lookahead from the nondeterministic one. Although the parser in Section II is highly nondeterministic, we can choose the right branch from possible choices if we can look ahead the rest of the word. The deterministic parser we obtain in this section basically coincides with the linear time parser by Frisch and Cardelli [8] . However, their representation is quite different from ours and we derive it from a different semantics in a more intuitive manner.
We formulate a deterministic parser D[[r]]r c for regular expression r and continuation regular expression rc: rc is the regular expression that the rest of the word obtained by D [[r] ]r c will be matched with. The deterministic parser is defined so that the following holds:
where the value of find P l is the first element in l that satisfies the predicate P and undefined if there is no such element in l. The regular expression is given as the initial continuation.
We derive the definition of D[[r]]r c by using the following corollary of Theorem 1.
it is guaranteed that the matching w against r1 leaves at least one word w such that w ∈ L(rc). Otherwise, it does not leave such a word. Thus, we divide the definition of
, and obtain the following definition.
By applying the similar case analysis, we derive the following
should be L(rrc) from the corollary above.) In order to present the deterministic parser as close as possible to the nondeterministic parser, we write v > >= f for f v.
]r c , the continuation for r1 must be r2rc instead of rc because the rest of the word is matched with r2rc.
The deterministic parser D[[r]]r c is correct in the following sense.
IV. THE PROBLEMATIC CASE
As we discussed earlier, if we have ∈ L(r) for r * , the nondeterministic parser in Section II causes non-terminating unfolding r * = rr * | . Thus, implementations of regular expression matching must avoid this unfolding.
There are two strategies to avoid this non-terminating unfolding found in implementations of regular expression matching. The first strategy taken by Perl is to stop unfolding when matches with r unfolded from r * . This strategy can be formulated in our nondeterministic parser N [[r]] as follows.
When r1 matches , the parser stops the unfolding of r * 1 . The other strategy is to restrict the matching of r for r * : only nonempty words match with r for r * . This strategy is taken by JavaScript [9] and the regular expression library RE2 [10] , and is studied by Frisch and Cardelli [8] . This strategy can be formulated by slightly revising the definition: [ ] instead of [w] in the then-branch.
In this paper, we focus on the first strategy because this strategy is taken by most scripting languages including Perl, PHP, and Python.
The first step to the development of the deterministic parser corresponding to the above definition is to introduce a nondeterministic parser,
, that consumes at least one letter. It can be recursively defined by using N [[r]] as follows:
1 ]]w In order to parse a word for r1r2, it first parses a word for r1. 
The On the other hand, the revision required for r * ? is the minimum:
1 rc . This is because matching with r * ? has the highest priority for lazy repetition, and thus it is sufficient to consider nonempty matching for r1.
The semantics based on the deterministic parser is also useful to prove the equivalence of regular expressions. Let us consider the previous example again. We find that the semantics of ( |a)
* is rather similar to that of a * ? .
Actually, we can show that ( |r) * and r * ? are equivalent in the following sense:
]]r c w for any w ∈ L(r * rc). It is shown by induction on the length of w.
• Case:
• Case: w ∈ L(rc).
We construct a transducer with regular lookahead corresponding to regular expression r based on the definition of D[[r]]r c . Since a transducer with regular lookahead can be converted into one without lookahead, we can precisely represent regular expression matching with a transducer without lookahead. We first review transducers and their extension by regular lookahead, and then present our construction.
A. Review of Transducers
We briefly review transducers in this section. The detailed description of the theory of transducers can be found in [11] , [12] .
A transducer T is a structure Q, Σi, Σo, ∆, I, F where Q is a finite set of states, Σi and Σo are input and output alphabets, I and F are the sets of initial and final states, and ∆ ⊆ Q×Σ * i ×Σ * o ×Q is the set of transitions. A configuration of a transducer is (q, w, v) where q ∈ Q, w ∈ Σ * i and v ∈ Σ * o : w and v represent the rest of input that should be consumed and the output that have been produced so far, respectively. The next configuration relation (q, w, v) −→ T (q , w , v ) describes one step of computation. It is defined as follows:
The language (or behaviour) of T is defined as follows:
We say that a transducer T is functional if |T | represents a partial function.
Example 3:
The following transducer replaces all non-overlapping occurrences of 00 with 0 in an input word over {0, 1}.
1 ]]r c w This transducer is functional. Its language actually is a total function.
It is rather difficult to precisely model regular expression matching by transducers directly. Thus, we employ transducers with regular lookahead appeared in the study of top-down tree transducers [13] .
A transducer T with regular lookahead is a structure Q, Σi, Σo, ∆, I, F as transducers without lookahead. The only difference is the set of transitions ∆: ∆ ⊆ Q×Σ * i ×Σ * o ×Q×Reg(Σi) where Reg(Σi) is the set of regular languages over Σi. The next configuration relation (q, w, v) −→ T (q , w , v ) is revised as follows:
The transition (q, w, v, q , R) ∈ ∆ can be taken only when the rest of input ww is in the lookahead set R.
Example 4: The following transducer replaces trailing (01)
+ with for an input word over {0, 1}. The lookahead (01) * and its complement (01) * are utilized to check whether the rest of the input is a repetition of 01.
We can convert a transducer T with regular lookahead into one without lookahead. We decompose T into two transducers without lookahead [13] , and compose them to obtain the transducer without lookahead.
The first transducer preprocesses an input from the end to annotate the input. We call it a preprocessing transducer. Assume there are lookaheads r1, r2, . . . , r k in the original transducer. We first construct a DFA (Deterministic Finite Automaton) Ai accepting the reverse of each ri and construct the product A1 ×A2 ×· · ·×A k . Since the input word is preprocessed from the end, each DFA checks whether each postfix is in the language of the lookahead. Then we can enrich the DFA with output to insert annotation in every position in the input word.
The second transducer is almost identical to the original transducer with regular lookahead. However, instead of checking the rest of the input for a lookahead, it checks the annotation inserted by the first transducer.
Consider the state complexity of the transducer without lookahead. The size of the preprocessing transducer is in O(2 d(|r 1 |+|r 2 |+···+|r k |) ) for some constant d. Then, by composing the preprocessing transducer with the original transducer T , we obtain a transducer without lookahead of size O(|T | · 2 d(|r 1 |+|r 2 |+···+|r k |) ).
Example 5:
The transducer on the left below is the preprocessing transducer for Example 4, which inserts letter or ⊥. The transducer is constructed from the DFA accepting the reverse of (01)
* . The letter is inserted when the destination of the transition is the final state, and otherwise ⊥ is inserted. The transducer on the right simulates the transducer of Example 4 by checking the inserted letters. 
B. Construction
We construct transducers T (r, rc) and T (r, rc) for regular expression r and continuation regular expression rc. where qs and q f are the start and final states of each transducer.
We illustrate the construction below for some cases and the rest of the construction is given in Figure 4 . In the transition diagrams in this section, we adapt the following convention. Label r on a transition is abbreviation for / /L(r). 
From this definition, we derive the following construction of T (r1|r2, rc).
T (r1|r2, rc) qs
The only difference from the standard construction is lookahead to simulate the case-analysis in the definition
Secondly, we consider the construction for r * 1 where ∈ L(r1). The construction of the transducer is derived as follows:
This is also a simple refinement of the standard construction. We again need lookahead to simulate the case-analysis in D[[r *
1 ]]r c . The construction diverts from the standard construction when we consider the problematic case. Let us consider the construction for r * 1 when ∈ L(r1). In the definition of the deterministic parser, we have lookahead of the form r1r * 1 rc. However, this lookahead is redundant by the following reason. The deterministic parser
1 ]]r c can be simplified as follows:
In order to derive the construction for the case w ∈ L(rc), we introduce a variant, T (r, rc), of T (r, rc). f . This transducer can be constructed by taking the product of T (r, rc) and an automaton that distinguishes the empty word from nonempty words. With T (r1, rc), we can translate the definition above as follows:
The transducer constructed by the above manner often contains redundant lookaheads. For example, consider the regular expression r1|r2. If L(r1rc) ∩ L(r2rc) = ∅, it is clear that eliminating lookaheads in T (r1|r2, rc) does not change the behaviour of the transducer. The lookaheads in the construction of repetition can also be eliminated if L(r1r * 1 rc) ∩ L(rc) = ∅. In this manner, we can eliminate the redundant lookahead from the transducer. We will discuss the effect of this elimination in our experiments in Section VI.
C. Capturing with Transducers
The construction of transducers can be extended to capture subwords matched with (r)x: each subword matched with (r)x is enclosed by (x and )x in the output of the transducer.
In order to achieve this, the construction is extended for T ((r1)x, rc) as follows:
The construction of T (r, rc) is extended in a similar manner. Then, it is clear from the construction that the extended transducer always outputs a balanced word. Let G be a context-free grammar with the following production rules.
S → | cS | (xS)xS
where c ∈ Σ and x is any variable occurring in r. Then,
By the decomposition of the output using the grammar G, we can extract the environment from the output of the transducer. Let α be the homomorphism eliminating all parentheses indexed by variables.
Then, for v ∈ L(G), the environment ρv extracted from v is defined as follows:
where ρ1 ρ2 is defined as follows:
The extended construction is correct in the following sense. Theorem 5: Let w ∈ L(rrc).
•
and ρ = ρ ρv. One of the practical applications of transducers obtained from regular expressions is the equivalence checking of two regular expressions r1 and r2. It can be decided by using T (r1, ), T (r2, ), and Tx which extracts the last subword enclosed with (x and )x. We say that r1 and r2 are equivalent with respect to
for any w. This equivalence can be decided by checking equivalence between Tx •T (r1, ) and Tx •T (r2, ). This equivalence is decidable because they are functional transducers [12] .
Example 6: The following are shown in [7] as the regular expressions matching a comment of the C language.
[ˆx] * x+) * x. * ?x Because * at the start and end of a C comment is a special character of regular expressions, * is replaced with x to simplify regular expressions. We have checked the equivalence of these expressions by using our implementation discussed in the next section. The equivalence is checked by putting each regular expression r in . * ?(r). * .
D. State Complexity
For the non-problematic case, the number of the states in T (r, ) is clearly in O(|r|). There are at most O(|r|) lookaheads in T (r, ).
Thus, the size of transducer without lookahead is in O(|r| · 2 d|r| 2 ) as we discussed in Section V-A. However, we can do better for T (r, ): all lookahead regular languages appearing in T (r, ) can be accepted by some state of -NFA constructed from the reverse of r [8] . By constructing the preprocessing transducer from this -NFA, we obtain the transducer without lookahead for r of size O(|r| · 2 d|r| ). We have not investigated the state complexity of the problematic case into details yet. It is clear that the number of states in T (r, ) can be exponential with respect to |r| in the worst case. We will investigate the precise complexity in future work.
VI. IMPLEMENTATION AND EXPERIMENTAL RESULTS
We have implemented the translation from a regular expression to a transducer for the subset of Perl-style regular expressions [14] . The subset includes not only the features described in the Section II, but also other most commonly-used features such as r+, r?, and character classes. Those extended features are supported by a translation into regular expressions defined in this paper. The following are some examples of the translation.
In regular expression /a|b/i, i is a modifier that makes the regular expression matching case-insensitive. The regular expression /(a|b){1,3}/ matches the repetition of a or b at least 1 but not more than 3 times. Anchors in regular expressionsˆand $ are translated in the following manner: /ˆr$/ is treated as just r, and /r/ is treated as . * ?r. * where . matches any character. This correctly simulates the behaviour of matching where a regular expression matches the leftmost and longest subword that is matched with the expression.
For our experiments, we have collected regular expressions used to capture matching substrings from five popular PHP programs: [15] . We obtained 212 regular expressions from those programs by excluding regular expression matching where a regular expression is dynamically constructed by string operations. Among 212 regular expressions, only one contains a feature not supported by our implementation: negative lookbehind assertion. By excluding this, we have 211 regular expressions in our test set.
The following summarizes basic facts about our test set.
• No regular expression contains r * or r * ? where ∈ L(r).
• Lazy repetition r * ? appears only as . * ?.
• Greedy repetition r * is mostly used in the very simple form where r matches some set of characters. r1 and r3 in Table 1 are only the exceptions in our test set. Figure 5 shows the sizes of the transducers obtained by applying our translation to the regular expressions in the test set. We measure the size of a regular expression after translating it into a basic regular expression. There is one result excluded from Figure 5 , which does not fit in the graph. For the regular expression r9 of size 117 in Table 1 , we obtained a transducer of size 1463. Although our translation has an exponential state complexity, the experimental results do not generally show the exponential blow-up. Table 1 shows the results for some regular expressions in detail. In the table, we show the results without and with the lookahead elimination described in Section V-B. The table shows that the lookahead elimination often reduces the number of lookaheads in the transducers. However, it is not so effective for reducing the size of the transducer. It will be partly because the preprocessing transducer is minimized in our implementation.
We have conducted preliminary experiments for problematic regular expressions. For example, we obtained the transducers of size 11 and 4 for (a * b * c * ) * and a * * * , respectively. For a * * ··· * , we observed the exponential blow-up in the size of transducers as the depth of repetition increases.
VII. RELATED WORK
Frisch and Cardelli formulated the semantics of regular expression matching based on the tree language of a regular expression and the ordering between trees [8] . Although their semantics is quite elegant, it is less intuitive to understand the semantics of existing implementations of regular expression matching. Furthermore, it cannot be extended for features such as atomic grouping and lookahead. The disambiguation strategy they considered for the problematic case differs from ours as we discussed in Section IV: in their disambiguation strategy, r in r * cannot match . They developed a linear time matching algorithm: O(|w| × |r|) for a word w and a regular expression r. For the case of non-problematic regular expressions, the deterministic parser in Section III basically coincides with their parser. On the other hand, for the problematic case, we have obtained a deterministic parser that is different from theirs in a nontrivial manner. However, our construction is not fully satisfactory because the number of states in T (r, rc) can be exponential with respect to |r|. This contrasts with their linear time parser that can handle the problematic case.
Xi showed a backtrack-based implementation of regular expression matching in a functional language [16] . This implementation is closely related to our nondeterministic parser in a sense that if we exchange the list monad in our parser with the monad for backtracking, we basically obtain his implementation. The semantics of the repetition he considered is that of JavaScript.
Vansummeren investigated the various disambiguation strategies of regular expression matching and formulated their semantics as deductive systems [3] . He considered two disambiguation strategies: POSIX and the first and longest match. It is discussed that the disambiguation of Perl is obtained by revising some rules of the first and longest match. However, the revision does not correctly handle the problematic case we discussed in this paper. The semantics given by Vansummeren is also limited in the sense that it does not consider capturing inside repetition.
VIII. CONCLUSION
We have formulated the semantics of the regular expression matching as a nondeterministic parser. We then derived the construction of transducers with regular lookahead, which can be converted into those without lookahead by an existing technique.
Checking equivalence of the regular expression matching is an interesting application of the translation. Although the equivalence of regular expressions is easily decided in the theory regular languages, it is non-trivial in the presence of the disambiguation strategy and capturing. Actually, it is sometimes necessary to optimize a regular expression into more efficient one in a non-trivial manner. Such an optimization can be verified by our translation.
We have not conducted detailed investigation of the complexity and experiments for the problematic case. We believe that a problematic regular expression is seldom used in programming. It is still important to study the theoretical complexity and the efficiency in practice for the problematic case.
We are planning to extend our translation for other constructs of regular expressions such as atomic and lookahead expressions. The main difficulty in treating these features is that L(r) cannot be defined in the standard manner: e.g. L(rrc) = L((r) atomic rc) in general.
