Abstract-I-ImaS is a European project aiming to produce new, intelligent x-ray imaging systems using novel APS sensors to create optimal diagnostic images. Initial systems concentrate on mammography and encephalography. Later development will yield systems for other types of radiography such as industrial QA and homeland security.
I. INTRODUCTION
-IMAS (Intelligent Imaging Sensors) is an EU FP6 funded project aiming to produce new, intelligent, specialised x-ray imaging systems utilizing novel Monolithic Active Pixel Sensors (MAPS) to create optimal diagnostic images. MAPS technology allows on-chip processing, leading to the potential to provide real-time analysis of data during image acquisition which can be used as an input into a real-time exposure modulation feedback control. Intelligent imaging systems are initially being constructed for mammography and dental encephalography; however the aim is that future development will lead to systems tailored to other types of radiography, such as industrial quality assessment and homeland security. Radiography systems currently use Automatic Exposure Control (AEC) mechanisms [1] [2] [3] to optimise the exposure used to form an image of an object. AEC is done either by inputting parameters such as the object's weight or size or by using a pre-scan -a low dose image of the object which identifies the levels of attenuation present. The image acquisition parameters are then set globally based on data for the entire image such that an optimised image is formed during exposure. These parameters are set once during the entire acquisition process and are constant across the entire image. The I-ImaS system aims to modulate the exposure parameters in real-time across an image, thus optimising them I for individual regions of an object. A preliminary model of this concept based on mammography yielded an image with the same diagnostic quality as a conventional image (Fig. 1) , as confirmed by radiologists, but the dose used to form the image was 20% less than that for a conventional image.
II. I-IMAS SYSTEM OVERVIEW
The I-ImaS system (Fig.2) is able to modify image exposure parameters in real-time across an image as it is being acquired, thus optimizing the exposure for individual regions within the image.
A step-and-shoot dual line-scan approach is used; the first line of sensors provides a base image and statistical measures which are processed by FPGAs positioned on the sensor DAQ board [4] to produce feedback parameters for the exposure control system. This system consists of an array of stepwedge filters, allowing real-time modulation of the x-ray beam incident on the second set of sensors in order to obtain an optimal image. 
III. DETECTOR DESIGN CONSIDERATIONS
The sensors, which have been designed specifically for use in this system, are 1.5D Monolithic Active Pixel Sensors with an active imaging area of 32 x 512 pixels, each 32 μm x 32 μm, read out through 16 parallel ADCs. In order to produce a detector suitable for a line-scan imaging approach, the sensors are tiled into a linear array. The sensors' x-ray sensitivity is increased by coupling to scintillators (Fig.3 ). These were chosen based on empirical and Monte Carlo modeling, experimental work and market availability.
A. Modeling of Scintillators
Empirical modeling of a range of scintillator materials was carried out in order to create a short-list of suitable scintillators for use with the I-ImaS sensors. This modeling aimed to find the best match of scintillator output spectrum to sensor input response. Fig. 4 shows the output spectra for four scintillators compared with the input response of the 6.5 μm silicon technology used for the I-ImaS sensors. This work showed that Gd 2 O 2 S(Eu) and CsI(Tl) would be the most suitable commercially available scintillators to use with the sensors.
Monte Carlo modeling was then used to further analyse the short-list created by the empirical modeling. This work followed two routes: the first was the use of a ray-tracing model [5] which analysed the light spread in various scintillator structures emanating from a single point of x-ray interaction, indicating the ultimate available spatial resolution of the scintillator. The second route used EGS4 to simulate the attenuation of x-rays produced by mammographic and dental x-ray sources and a monochromatic synchrotron source when incident on various thicknesses of scintillator, thus giving the scintillator efficiency. Using this model, the expected absorption efficiency of 100 μm of CsI(Tl) is 82% for a Mo filtered Mo target (mammographic) x-ray source operating at 40 kVp, and is 52% for an Al filtered W target (dental) source operating at 70 kVp. The mean light yield of CsI(Tl) is 52 light photons per keV of absorbed x-ray energy. 
B. Experimental Analysis of Scintillators
The modeling reduced the scintillator choice to the three versions of 100 μm thick CsI(Tl) listed in Table 1 . Two experimental protocols were then carried out; one to assess the spatial resolution variation between unstructured and structured scintillators and the other to assess the effect of using a Fiber Optic Plate (FOP) in conjunction with the scintillator.
The experiments to assess the FOP requirement were carried out by coupling the scintillators to a CCD using Cargille Optical Gel 0608 (Cargille Laboratories, Cedar Grove, NJ). The CCD was then placed in front of a mammographic x-ray unit. These experiments highlighted the importance of the presence of a FOP in order to minimize direct x-ray hits in the sensor. However, an FOP will act to degrade the signal observed by the system. This degradation was assessed by measuring the DQE of the CCD system when using scintillators #2 and #3, which are identical except for the FOP on #3 being 2 mm thicker than that found on #2. Fig. 4 shows these results. The DQE falls to 10% at 14 line pairs per millimeter when using the 1 mm thick FOP and at 7 line pairs per millimeter when using the 3 mm thick FOP. This indicates that, at mammographic energies, the spatial resolution and overall efficiency of the system is significantly degraded by the use of a thicker FOP. Therefore, the 1 mm FOP is preferable. Fig. 4 . DQE for scintillators #2 (red crosses) and #3 (blue diamonds) when coupled to a CCD using Cargille Optical Gel 0608. The DQE falls to 10% at 14 lp mm -1 for the 1 mm thick FOP (#2) and at 7 lp mm -1 for the 3 mm thick FOP (#3).
The variation of spatial resolution with scintillator structure was assessed by coupling scintillators #1 (unstructured, no FOP) and #2 (structured, 1mm FOP) to the I-ImaS sensor using 0.3 μl of Norland Index Matching Liquid 65 (Norland Products, Cranbury, NJ). Characterization of this sensor had previously been carried out using optical wavelengths and xrays on the naked sensor [4] . The coupled sensor was placed in front of a tungsten target xray unit operating a 40 kVp and the MTF of the two scintillators assessed (Fig. 5) . The MTF falls to 10% at approximately 5 line pairs per millimeter for the unstructured scintillator (#1) and at 6 line pairs per millimeter for the structured scintillator (#2), giving associated spatial resolutions of 100 μm and 83 μm respectively. The value of spatial resolution achieved using #1 can also be considered to be a 'best case' as, unlike #2, it does not have an FOP which, as previously seen, would act to further degrade the resolution. These results indicate that the most suitable of the three scintillator samples investigated is #2 as it offers the best compromise between spatial resolution, reduction of direct hits in the sensor and detection efficiency.
IV. IMAGE FORMATION
The I-ImaS sensors have an imaging area approximately 1 mm x 16 mm in size. Therefore, tiling of the sensors is necessary in order to form an imaging area suitable for a linescan medical imaging system. The tiling must be carried out such that there is an overlap between the sensors to ensure that acquired images cover the entire area to be imaged (Fig.6 ). An overlap will also be required in the direction of the detector scan, implying that the step size chosen for the stepand-shoot protocol should be less than an entire sensor width. An investigation was carried out to assess the uniformity of the detector across its short (32 pixel) dimension. The detector was placed on a high precision translation stage and moved in half-pixel (16 μm) steps across a pencil beam of xrays defined by a 20 μm radius pin-hole collimator. At each translation point, an image of the pin-hole was acquired; this was then corrected for fixed pattern noise and the pixel containing the maximum signal identified. This pixel was considered to be the centre of the pin-hole image. The total signal in a 5 pixel x 5 pixel ROI centered on this pixel was then recorded for each image. Fig. 7 shows the total signal in the ROI against the distance traveled by the detector from an arbitrary datum. The bounds of the detector have been marked on the figure. The plot shows that within errors, the central 26 pixels on the sensor can be considered to give a uniform response. This means that a three pixel overlap is required between the step-and-shoot total signal in ROI translation positions in order to ensure a uniformly acquired image achieving maximum system DQE. The ideal positioning of the overlapped sensors within the linear detector array would be such that their axes are parallel (i.e. the sensors are 'square' to each other) and the sensorsensor overlap is an integral multiple of the pixel pitch. Mechanical limitations when placing the sensors in the array mean that there will be some deviation from this ideal situation. This deviation must be corrected by post-processing in order to create diagnostically useful images. Nevertheless, despite the necessity of this correction, manipulation of the images in order to perform the correction will cause degradation of the system MTF. In order to assess the effects on the system MTF of correcting the image, a metal edge was placed across two misaligned sensors and an image obtained (Fig. 8(a)) . The image was then corrected for the misalignment (Fig 8(b) ) and the MTF obtained for both the uncorrected and corrected images (Fig. 9) . A significant discontinuity can be observed in Fig. 8(a) ; this indicates gross linear and rotational misalignments between the two sensors. Fig. 9 Plots of the MTF calculated using the images in Fig. 8 . The green diamonds indicate the use of the data from the two sensors shown in Fig. 8(a) ; the red squares use data taken from Fig. 8(b) -the corrected two sensor image. The MTF for the corrected image shows oscillations due to the interpolation procedures used in the rotational correction.
In order to obtain the image in Fig. 8(b) , the data on the right hand side of Fig 8(a) was manipulated in two steps to create a single edge across the image. Firstly, a linear translation was performed based on the data in the pixel columns immediately either side of the discontinuity; a profile was obtained for each column and the pixel containing the median grey level value was found for each. The data on the right-hand side of Fig. 8(a) was then moved linearly such that the median pixel to the right of the discontinuity had the same vertical co-ordinate as the median pixel to the left of the discontinuity. The second stage of the manipulation rotated the data to the right of the discontinuity around the median pixel point such that a straight edge was obtained across the image. The rotation algorithm used bilinear interpolation in order to obtain the new pixel grey level values. For this particular data set, the linear translation was 17 pixels, equating to a distance of 544 μm and the required rotation angle was found to be 3.5°. This rotational displacement is considered to be at the bounds of poor sensor placement for this system, thus giving a near worst-case scenario.
Pre-sampled MTFs were obtained for both images in Fig. 8 . Two MTFs were obtained for the top image; one for each sensor. These were then averaged to give and average MTF for uncorrected individual sensor data. This is indicated by the green line marked with diamonds in Fig. 9 . A single MTF curve using all the data in Fig. 8(b) was obtained for analysis of the system MTF after correction of the data has occurred. This is indicated by the red line marked with squares in Fig. 9 . This plot shows considerable oscillation, which we consider to be due to the current rotation correction technique using bilinear interpolation. This indicates that further work is necessary to provide a quality data manipulation algorithm with the ability to minimize the loss of data in the images.
V. A FUNCTIONAL IMAGING SYSTEM
The I-ImaS imaging system will acquire images using a linear tiled detector array (Fig. 6 ) operating in a step-andshoot fashion. The final systems will operate with the object being held still whilst the complete imaging system is scanned across -an essential feature for a scanning medical imaging system. However, the prototype system has been constructed such that the object (e.g. mammographic phantom) being imaged scans through a stationary imaging system. The temporary reversal of the system/object scan mechanism has removed additional mechanical complexity, allowing the focus of the project to move towards optimal image creation, rather than system mechanics.
A pre-prototype I-ImaS system has been used without full intelligence implementation to obtain images of small test objects. Fig. 10 shows an image of a piece of jaw and three teeth, the middle one having small ball-bearing positioning markers attached taken using 70 kVp tungsten x-rays. Gain and dark noise corrections have been applied. The image was formed by scanning the object in the horizontal direction. 56 frames data frames have been stitched together to form the image. These were acquired with a step distance of 26 pixels, equating to the three pixel overlap required by the analysis of the data in Fig. 7 . The image indicates the dynamic range of the sensors, showing the ball-bearings, tooth root and structures within the jaw-bone clearly.
These results from the pre-prototype system show that the IImaS system is capable of producing good diagnostic quality images. The prototype system, which operates a full 10 sensor long detector array with intelligence driven step-wedge modulation of the x-ray beam quality has now been constructed based on this pre-prototype system and is currently undergoing acceptance testing and commissioning. Characterization of this system is imminent and results are expected in early 2007. It is hoped that this prototype system will prove to be capable of producing intelligent images containing an increased level of diagnostic information compared to current AEC systems. Fig. 10 Image of a piece of jaw and three teeth (one containing ballbearing positioning markers). The image has been formed by stitching together 56 individual frames from a step-and-shoot acquisition.
