ABSTRACT In wireless sensor networks (WSNs), energy efficiency and low delay are two pivotal issues for data collection. Wireless sensor networks are composed of energy-constrained sensor nodes. While sensing the environment, the rapid transmission of data to the sink is critical for many applications. In order to save energy, the duty cycle based mode is adopted in most studies, but this method increases the data transmission delay. Thus, an Adding Duty Cycle Only in Connected Dominating Sets (ADCOCDS) approach is proposed in this paper, which can effectively reduce network energy consumption and delay. The main innovations of the ADCOCDS scheme are as follows: (1) Unlike the mode of the duty cycle for all nodes in the previous WSNs, in ADCOCDS scheme, we choose a part of nodes to construct as a connected dominating set, and these nodes adopt the mode of duty cycle. For other nodes in the network, the radio transmitter is turned off to save energy when there is no data to transmit, and when these nodes have data to send, they turn on the radio transmitter and send the data to nodes in the dominating set, then nodes in the dominating set transfer the data to sink. In ADCOCDS scheme, since only a small number of nodes adopt the duty cycle mode, the energy efficiency of the network is high; (2) In WSNs, we observed that the energy consumption of nodes in the near-sink area is higher than that in the far-sink area. Therefore, in the ADCOCDS scheme, we increase the duty cycle of nodes according to their energy consumption to reduce the delay. Through theoretical analysis and experimental results, the ADCOCDS scheme can effectively reduce energy consumption and delay by 12.09%-43.17% and 21.85%-57.96%, respectively, while improving network lifetime by 10.71%-24.13% compared with previous strategies.
I. INTRODUCTION
Nowadays, With the development of microprocessor technology [1] - [3] , the size of microprocessor becomes smaller and smaller, the processing speed and the storage space become larger and larger, and the reliability of device becomes higher and higher [4] - [6] , which provides greater opportunities for the development of wireless sensor networks based on microprocessor [6] - [8] . Wireless sensor networks are now more widely used, including industrial fields [9] , [10] , environmental monitoring [11] , [12] , target tracking [13] , [14] and traffic information monitoring [12] , [15] - [17] , etc., and due to the rapid development of sensor devices, the network architecture its energy efficiency has always been an important research issue of wireless sensor networks [5] , [9] , [13] , [25] , [27] . The duty cycle based working mode is the most effective mode to improve the energy efficiency of the network at this stage, which is also one of the most widely studied energy efficiency strategies [28] - [31] .
A large number of studies have shown that the energy consumption of sensor nodes is mainly caused by data transmission, which is mainly caused by its radio transmitter [7] , [9] , [11] , [32] , [33] . However, sensor nodes do not always have data to transmit, especially in networks where data is sparsely populated. Nodes has no data to send for a long time. If the node turns off its radio transmitter when there is no data transmission, it can effectively reduce energy consumption [34] , [35] . In the following, we say that the state of the node turning off the radio transmitter is sleep, and the state of the node turning on the radio transmitter is active. Researchers have proposed a number of energysaving strategies based on this idea. (1) The Time Division Multiple Access (TDMA) approach is an effective energy saving strategy [34] , [36] . In this way, time is divided into equal time segments, each time segment is called a slot, and the node can communicate with other nodes at a single slot. In other words, the node can send (or receive) a packet in one slot. The TDMA scheme generally arranges a reasonable active slot to complete the operation of sending or receiving the data for each node, based to some optimization algorithm. The node turns off the radio transmitter to save energy when it has no data to operate. It can be seen that the TDMA scheme is active only when the node has data operation, while it is asleep in other slots, so it can achieve the purpose of saving energy. The key of the TDMA scheme is to minimize the active time of the node and the time from the generation of the data to the transmission of all data to the sink by designing an optimized algorithm [34] , [36] . In addition, the TDMA strategy are often used for networks where data is periodically generated. Because in this network, the node is active only when data is generated, which can maximize the utilization of energy. Therefore, the strategy may not be ideal for networks where events are generated randomly. (2) In a network where events are randomly generated, the duty cycle based mode is the most commonly used method, which can save energy and reduce the delay in the data collection process. In such a pattern, the nodes periodically sleep or wake up [28] - [31] , [34] , the node turns off the radio transmitter while sleeping to save energy, but the sensing device still senses the surrounding environment and events. When an event or data is sensed, that is, when the node has data to transmit, the radio transmitter is immediately turned on for data transmission. When a sender transmits data (which may be data from a relay node or data generated by itself), it establishes a link for data transmission if there are active nodes in its forwarding nodes. If all of its forwarding nodes are in a sleep state, the sender needs to remain active until the receiver wakes up before data can be transmitted [37] . Obviously, the duty cycle based working mode increases the transmission delay of the network.
The duty cycle based wireless sensor network can greatly reduce the energy consumption of the node, especially in networks where data generation is sparse and delay-insensitive, the duty cycle of the node can be set very small. Such as in a cycle with n time slot, the node only selects one slot as the active slot, and turns to sleep in the other n − 1 slots. Obviously, the energy consumption of nodes is 1 n of that of non-duty cycle mode. Although the node's duty cycle mode can significantly improve energy efficiency, there are two problems as follows: (a) When the sender has data to transmit, the network delay will be increased if the forwarding nodes are asleep. Obviously, the smaller the duty cycle ϕ of the node, the larger the data transmission delay [37] ; (b) In some applications, in order to ensure the effectiveness of monitoring events, the ϕ must be kept at a large value. When all nodes in the network maintain a large ϕ, the energy consumption of the entire network is still very large.
However, for delay-sensitive networks, it is not appropriate for nodes to adopt a duty cycle-based mode. For example, when monitoring forest fires, once the node detects the warning packet, it is required to transmit the warning packet to sink immediately. However, for the sensor network in duty cycle mode, the node cannot transmit data when sleeping, so this working mode cannot meet the demand of fast data transmission.
In order to reduce the energy consumption and delay of the network more effectively, we assume that only a small part of nodes is selected for data transmission in the network, these nodes adopt the duty cycle based working mode. Most other nodes in the network turn off the radio transmitter when there is no data to transmit, only the sensing device runs with very low energy consumption to sense and monitor the surrounding environment, and when these nodes sense the event and need to transfer data, the radio transmitter turned on and send the data to that small number of the nodes that are in duty cycle mode, then returns to sleep mode. In this way, data in the network can be effectively transmitted to the sink, and most nodes in the network can be in a sleep state for as long as possible, thereby effectively reducing network energy consumption. Based on the above ideas, this paper proposes an Adding Duty Cycle Only in Connected Dominating Sets (ADCOCDS) scheme to improve the energy efficiency of nodes and reduce the network delay. The main innovations of this paper are as follows:
(1) In ADCOCDS scheme, a part of the nodes is selected to construct a connected-covered network according to our proposed connected dominating set algorithm. The set of nodes in the connected backbone network is the connected dominating set. This connected-covered network should meet the following requirements: (a) The number of nodes included in the connected-covered network is as small as possible; (b) Each node in the Connected-covered network has at least one route to the sink; (c) Other nodes in the network must communicate directly with at least one node on the connected-covered network. The nodes in the connected dominating set adopt the periodic sleep/awake working mode, while other nodes turn off the radio device when there is no data to transmit, and only sensing surrounding environment. When there is data to be sent, the radio device is turned on and send the data to the nodes in the connected dominating set, then route the data to the sink through the nodes in the connected dominating set. Thus, the ADCOCDS scheme only allows a small number of nodes to work in the duty cycle mode, while other nodes are in the sleep state most of the time, which can save a lot of energy. At the same time, from the perspective of data transmission, the data transmission effect of this scheme is the same as that of duty cycle based network. In addition, since the nodes in the connected dominating set adopt the duty cycle mode, their energy consumption is relatively high. Therefore, whenever the network works for a period of time, we select the nodes with more residual energy to reconstruct a new connected dominating set, so that the energy consumption of nodes in the network is more balanced, which improves the network lifetime.
(2) In order to reduce the data transmission delay, we adaptively adjust the duty cycle of the ADCOCDS scheme. Adopting the above method can effectively reduce the energy consumption of the network, but compared to the previous research, the end to end delay of the data packet reaching the sink is not reduced. Therefore, we propose a method to reduce transmission delay of the network as follows: In WSNs, we found that nodes in the near-sink area consume higher energy during data collection, while the energy consumption in the far-sink area is low and there is energy remaining. Therefore, in this paper, we increase the node's duty cycle of the connected dominating set in the far-sink area, which can effectively reduce the delay of data transmission.
(3) Through our extensive theoretical analysis and experiment, we have proved that the ADCOCDS scheme proposed in this paper has better performance. Compared to previous strategies, the ADCOCDS scheme can reduce energy consumption and network delay by 12.09% -43.17%, 21.85% -57.96%, respectively, while improving network lifetime by 10.71%-24.13%.
The rest of the paper is organized as follows. We review related work in Section II. In Section III, we describe the system model and formulate the problem of the proposed ADCOCDS scheme. Section IV present the details design of ADCOCDS scheme. Performance analysis of ADCOCDS scheme is presented in Section V. We evaluate the proposed ADCOCDS scheme via various experiments in Section VI. We conclude the paper in Section VII.
II. RELATED WORK
The rapid development of micro sensors enables them to have smaller size, multiple functions and higher reliability, so they are widely used in the Internet of Things (IoT) to realize the perception of the surrounding environment [38] - [41] . Data collection is the most basic function of the Internet of Things [7] , [13] , [14] , [16] , [17] , [32] , [42] , [43] , we can control and optimize the monitored environment by collecting data from the network [42] , [43] . In addition, with the development of artificial intelligence, the collected data can play a greater role [44] . In WSNs, the two most important factors affecting network monitoring are energy consumption and data transmission delay [45] - [48] . Since the sensor nodes are powered by batteries, their energy is very precious. Improving the energy efficiency of WSNs has always been one of the core issues of researchers [7] , [11] , [26] , [29] , [34] , [35] , [46] , [48] . The delay of data transmission also seriously affects the monitoring effect of the network. Large data transmission delay may cause unpredictable loss [5] , [9] , [10] , [29] , [30] , [31] , [36] . The following is a discussion of some data collection work related to the work of this paper, and we mainly focus on the energy consumption and data transmission delay in the data collection process of wireless sensor networks.
A. DATA COLLECTION IN WSNs WITH NON-DUTY CYCLE MODE
The network with non-duty cycle working mode is the earliest studied network. In such a network, all nodes in the network are always active. Under the circumstance of no channel conflict, the sender transmits data to the node nearest to the sink within its communication range, which is the classic shortest routing algorithm [29] , [49] , [50] . The advantage of this kind of network is that the delay of data transmission is minimal. However, since the nodes are always active, their energy consumption is relatively large and the network lifetime is relatively short.
Since there is generally a correlation between the data collected by the wireless sensor network, when multiple data packets meet, data aggregation technology can be used to reduce the data amount that needs to be transmitted, thereby reducing the energy consumption of the network. In previous studies, a variety of data aggregation strategies have been proposed, among which the well-known data aggregation collection strategy is clustering algorithm [34] , [36] , such as LEACH algorithm. In the LEACH algorithm, the network is first divided into multiple clusters by clustering algorithm. Each cluster has a node called cluster head (CH), which is responsible for collecting data in the whole cluster, while other nodes in the cluster are called cluster member nodes. All member nodes send their own data to the cluster head. After the cluster head collects all the data in the cluster, it aggregates the data, and then sends the aggregated data to the sink directly or through the multi-hop between the cluster heads. Since the cluster head aggregates the data, the data amount to be sent and the energy consumption of the network are reduced [34] .
B. DATA COLLECTION IN WSNs WITH DUTY CYCLE MODE
In the network based on the duty cycle mode, the nodes are periodic sleep or wake. Since the energy consumption of nodes in the sleep state is much lower than that in the active state, this working mode can be effective reduce the energy consumption of nodes [29] - [31] . VOLUME 7, 2019 WSN based on duty cycle mode can also collect data by clustering method. Unlike the WSN of non-duty cycle mode, in the non-duty cycle mode, each member node adopts the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) method to compete for the channel when transmitting data to the cluster head. After the contention channel succeeds, the data is sent to the CH. Obviously, the channel competition results in higher energy consumption and data transmission delay due to conflicts and other factors. In the duty cycle mode, a similar method like the TDMA is adopted, which divides the time of the node into equal-length slots [29] - [31] , [34] . Within one slot, a node can send and receive a packet. When such a clustering network collects data in a cluster, the cluster head remains active all the time, each member node is assigned a different active slot, and the member nodes send data in their active slot in turn until the cluster-head has collected the data of all nodes in the cluster [34] , [36] .
The TDMA-based data collection method has a good effect on the network in which data is periodically generated. In such a network, reasonable slots can be arranged for the data operation of the node by optimizing the solution in advance, so that the energy consumption of the network is very small. However, this approach may not be ideal for networks where events are randomly generated. Since it is impossible to determine the node that generates the data in advance, it is likely that the node needs more active slots in this period and less active slots in the next period, so that the TDMA-based data collection method is difficult to allocate active slots to each node in advance.
In previous studies, the possibility of data transmission failure was not considered. In the actual situation, the success rate of data packet transmission is not 100%, and there is a certain packet loss rate. In order to prevent the possible packet loss, the retransmission mechanism is generally used to ensure the reliability of data transmission. The so-called retransmission mechanism means that when the data packet is not sent successfully, the sender guarantees the success rate of data transmission through multiple retransmission to meet the application requirements. In WSNs, Send-and-Wait Automatic Repeat-Request(SW-ARQ) protocol is one of the most commonly used retransmission mechanism to ensure the reliability of data transmission. Its operation process is as follows: It waits for the receiver to return an ACK confirming receipt of the packet, after the sender sends a packet. If the sender receives the ACK, it indicates that the packet was sent successfully, and then the sender will send the next packet. If the sender does not receive the ACK within the specified time, the packet is considered not sent successfully and the sender resends the current packet. The above process ends until the packet is successfully sent, or the number of retransmissions exceeds the set maximum number of retransmissions.
Liu et al. [51] proposed a send and wait one data multi-ACK (SW-ODMA) ARQ protocol to further improve the energy efficiency of the network. Through their observation, they found that the ACK returned by the receiver may also be lost. In this case, the sender resends the packet because it has not received the ACK, which results in waste of energy. The idea of SW-ODMA ARQ protocol is that whenever the receiver receives a packet, it returns multiple ACK packets, so the probability of the packet loss is significantly reduced, thus avoiding the above situation. In addition, since the size of the data packet is often larger than that of the ACK packet, the energy consumed of sending multiple ACK packets is also much less than that of resending data packets.
Joo and Shroff [52] proposed another solution for packet loss in data aggregation networks. In such a network, any number of packets can be aggregated into one packet when they meet. For delay-sensitive packet loss networks, the strategy of Joo and Shroff [52] is that each node to transmit data packets by broadcast, so that the packet is lost only if none of the sender's parents has successfully received it, and as long as one parent node receives the data packets, the data packets are broadcast again. Since the data is aggregated during the data collection process, even if multiple parent nodes receive the sender's data packets, these data packets will eventually be aggregated into one packet without increasing the length of the data packets in the parent node. But the information amount contained in the data packet will increase, so as long as the packet containing the information of this node reaches the sink, the sink collects the information of this node. Therefore, it is effective to avoid packet loss by broadcasting data packets in this kind of data aggregation network. Obviously, if the success rate of sending a packet at a time is p, when the number of senders' parent nodes is k, the probability that the packet is successfully transmitted is raised from p to 1 − (1 − p) k . The shortcoming of the strategy proposed by Joo and Shroff [52] is that the energy consumption of the network is too high, which affects the network lifetime. Through this strategy, a packet is received by multiple parent nodes, since the reception of data packets also causes energy consumption, this scheme reduces the network lifetime. Liu and Liu [53] proposed a hybrid Unicast joint Broadcast Aggregation schedule scheme (UBA) to improve the data collection of the above network. The optimization goals of their proposed strategy are to maximize the information amount collected by the sink, maximize network lifetime, and minimize transmission delay. If the information of the data packet generated by a node is transmitted to the sink, the sink is considered to have received one information in the network. To maximize the information amount received by the sink, the information of each node packet can be transmitted to the sink. Minimizing delay means to minimizing the weighted delay of each node's information reaching the sink. The UBA scheduling protocol adopts the following mechanisms to maximize the information amount and minimize the delay: (a) Since there is residual energy of the nodes in the far sink area, these nodes collect data packets by broadcasting, which enables the nodes collect more information in the same time slot and reduce the delay of the network; (b) The nodes in the near-sink area use unicast and data aggregation to transmit data packets, which can reduce the energy consumption of the nodes and ensure a maximum lifetime of the network. Therefore, UBA scheduling protocol can increase the information amount collected by the network and reduce the delay of the network while ensuring a longer network lifetime. Through their theoretical analysis and experiments, the UBA scheduling protocol can increase the information amount by 21%-25%, while reducing the network delay by 14%-18%. In duty cycle based WSNs, the process of aggregating infinite data packets into one data packet is called convergecast [34] . Convergecast can be divided into two types, one is planar network, the other is clustering network; In the planar network, the method used is to divide the data collection of each node into two phases. The first phase is the data receiving phase, in which the node only receives data; the second phase is the data sending phase, that is, the node aggregates all the received data packets into one data packet and sends it to the parent node [54] . Once the node sends the data packet, it can no longer receive the data. Similarly, the goal of data collection is to minimize delay.
The data collection of clustering network is similar, but in the previous clustering network, the size of each cluster is the same. Li et al. [34] found that the delay of data collection in this way is not optimal, so they proposed a data collection strategy based on unequal clustering structure. Different from previous studies on unequal clustering, in most of the previous studies, the clusters in the near-sink area were relatively small, and the clusters in the far-sink area were relatively large, which could reduce the energy consumption of data collection within the cluster, thereby prolonging the lifetime of the network. The scheme proposed by Li et al. [34] is that the far-sink area adopts a larger cluster, and the near-sink area uses a smaller cluster. In such a clustering structure, since the clusters in the far-sink area are small, these clusters can complete data collection and aggregation within the cluster earlier, so that the data between the clusters can be transmitted earlier. When the data of the cluster in the far-sink area is transmitted to the near-sink area, the data collection in the cluster near the sink area is also completed, so that the data collection within cluster and between clusters of the whole network is performed simultaneously, thereby reducing the time required for data collection. In addition, in their proposed strategy, nodes need only one-state transition, which can effectively save energy. In previous strategies, since the size of clusters in the network is same, after the data collection in the cluster near the sink area is completed, the cluster head goes to sleep to save energy, and the cluster head needs to turn into active state again when the data between clusters arrives, so the node needs two state transitions, which makes the energy consumption relatively high.
In fact, the duty cycle of node not only affects energy consumption, but also affects data transmission delay. In general, the greater duty cycle of the node, the higher its energy consumption, but lesser delay of data transmission.
Therefore, in the duty cycle based wireless sensor network, researchers need to balance the relationship between energy and delay optimization.
Chen et al. [55] proposed a scheme for adaptively adjusting the duty cycle to reduce the delay. Their strategy is an improvement based on the study of Ref. [56] . Byun et al. [56] proposed a method of adjusting the duty cycle according to the data amount undertaken by the node. They believe that if the node undertakes a large amount of data, it needs a larger duty cycle so that the node to complete data forwarding; Conversely, if the node undertakes a small amount of data, the node is assigned a smaller duty cycle to reduce the energy consumption. Chen et al. [55] found that in wireless sensor networks, the nodes in the near-sink area undertake more data, while the nodes in the far-sink area undertake less data. According to the strategy proposed by Byun et al. [56] , nodes in the near-sink area should be assigned a larger duty cycle, while nodes in the far-sink area are assigned a smaller duty cycle. However, this allocation has obvious disadvantages. In wireless sensor networks, if the duty cycle of nodes in the near sink area is large, the energy consumption of these nodes is too high, resulting in a decrease in network lifetime. Based on the above analysis, Chen et al. [55] proposed almost the opposite strategy: the nodes in the near-sink area adopt the appropriate duty cycle according to the amount of data they undertake, and the nodes in the far-sink area make full use of their residual energy to increase the duty cycle, which can ensure the reduction of transmission delay while the network lifetime is unchanged.
In addition to duty cycle, the density of nodes and the choice of relay node (relayer) in routing strategy can also affect network lifetime and delay. Naveen and Anurag [37] found that in duty cycle based WSNs, selecting appropriate relayer to data forwarding has an important impact on transmission delay. When the sender sends data, it needs to select one node from its forwarding nodes as the next-hop node. Different selection methods have an important impact on network performance. Ideally, when the sender has a packet to send, if the node nearest to the sink in its forwarding nodes happens to be active, the sender can select the node as next-hop node. In this case, the sender can send the data immediately, and the packet can be transmitted to the sink with fewer hops. But in most cases, when the sender has data to send, the node nearest to the sink in its forwarding nodes are often in a sleep state. At this time, the sender has two choices. One is to select the node that is active and nearest to the sink in its forwarding nodes as the relayer for data forwarding. At this time, the sender does not need to wait, but it may need more hops to transmit the data to the sink. Another option is that the sender waits for the node nearest to the sink in the forwarding node to wake up and then sends the data to the node. The advantage of this method is that the sender needs less hops to transmit the data to the sink, but the disadvantage is that the network delay may be large due to the long waiting time of nodes. Naveen and Anurag [37] also proved that choosing optimal relayer is a NP-hard problem. VOLUME 7, 2019 Therefore, they proposed a compromise optimization method in this paper.
Liu et al. [29] conducted a more in-depth study on the basis of their predecessors. They also found that the main reason for the delay is the duty cycle of the node and the number of forwarding nodes. The rule is that the larger duty cycle of nodes, the more number of forwarding nodes, and the smaller network delay. For each node, since the number of forwarding nodes is determined when the network is deployed, the delay can only be reduced by increasing the duty cycle of the node. The method adopted by Xiang et al. [29] is to increase the duty cycle of the node by using the residual energy of the farsink area, thereby ensuring that the delay is reduced without affecting the network lifetime.
In wireless sensor networks, the main reason for delay is that the active slot between nodes is asynchronous. If the active slot between nodes is synchronous, that is, when the sender transmits data, its next-hop node is also active, so the delay in data transmission is relatively small. However, time synchronization requires a large price, so this is difficult to apply in large-scale networks. In response to this situation, Wu et al. [57] proposed a learning based synchronous approach from forwarding nodes to reduce the delay, the idea is to synchronize the active time slot between the sender and a part of forwarding nodes in a small range, thereby achieving the purpose of reducing the delay. Theoretical analysis and experiments show that the above strategies can effectively reduce network delay.
In addition, the order of active slots selected by the node also affects the delay in data collection. Therefore, some studies have proposed the concept of pipeline slot, which means that in a routing path from source node to sink, the active slots of any two adjacent nodes are also arranged in order. For example, in a routing path from the source node S to the sink, the serial numbers of the nodes are: S, v 1 , v 2 , v 3 , . . . , Sink, if the serial number of the active slots selected by these nodes is 0,1,2,3 in sequence, which constitutes a pipeline slot. In the routing of the pipeline slot, each node receives data in the previous slot, and then sends data to the next-hop node in the next slot, thereby forming a pipelined data route. In this way, the data transmission delay is minimized. However, constructing a route of pipeline slot is not an easy task. The reason is that we should consider not only routing strategy but also specific application scenarios when assigning active slots to nodes. In some applications, the active slots of a node cannot be changed once selected, so it is very difficult to construct a pipeline slot in such a network. Shu et al. [58] proposed a better method to solve this problem. Their strategy is to add an active slot to the nodes with residual energy in the network to construct a pipeline slot. However, due to the limitation of energy, only some nodes can add an active slot. Nevertheless, their scheme can still greatly reduce the network delay.
To optimize network lifetime, Pino et al. [59] proposed the dominating set algorithms for wireless sensor networks survivability, which first assumes that the initial energy of the nodes in the network is different, and then maximizes network lifetime by exchanging nodes in two disjoint dominating sets, since only the nodes in the dominating set are continuously active, this strategy can significantly extend the network lifetime.
To the best of our knowledge, there is no data collection strategy similar to this paper. In the past research, there are also studies on Connected Dominating Set (CDS) for WSNs. Karbasi et al. [60] summarized some applications and construction algorithms of connected dominating sets in wireless sensor networks. The application of connected dominating set mainly includes packet routing and control, data broadcasting, and energy management, etc. The construction of connected dominating set is mainly divided into two types: centralized algorithm and distributed algorithm. This paper has important reference significance for the research of connected dominating set.
Liu et al. [61] proposed a code dissemination scheme based on CDS. The purposes of their scheme research are to disseminate the codes from sink to each node of the wireless sensor network with the minimum time and energy consumption. When disseminating code by connecting dominating set, only a part of nodes (nodes in the connected dominating set) need to be selected for code dissemination. The reason is that the connected dominating set covers the whole network and the wireless communication has the function of broadcasting, as long as the nodes in the connected dominating set receive the code, other nodes in the network also receive the code. The method adopted by Liu et al. [61] is to increase the duty cycle of nodes in connected dominating set and reduce the duty cycle of the nodes in non-connected dominating set, that is, the duty cycle of dominator nodes in CDS is higher than that of dominatee nodes. In this way, the speed of code propagation can be accelerated and energy can be saved.
The strategy of Liu et al. [61] is somewhat similar to the strategy of this paper. Their strategy is to disseminate the codes from the sink to the whole network. The strategy of this paper is to transfer the data of the nodes in the network to the sink. However, the fundamental difference between the two strategies is that in the ADCOCDS strategy proposed in this paper, the nodes in the non-connected dominating adopt the mode of non-duty cycle, they are only responsible for sending their own data to the dominator node, and these nodes are always asleep when there is no data to transfer. In addition, the data generated in this paper is random. Therefore, the research in this paper is more challenging.
III. SYSTEM MODELS AND PROBLEM STATEMENTS A. THE NETWORK MODEL
Similar to many studies [5] , [9] , [29] , [30] , [31] , the system model in this paper is typical planar periodic data collection wireless sensor network. We assume that N homogeneous sensor nodes and a base station(sink) are deployed in the wireless sensor networks(WSNs). The network can be regarded as G = {S, V 1 , V 2 , V 3 , . . . , V n }, V i is the node ID. Each sensor node is powered by a battery with limited energy, and the energy of the sink is unlimited. These sensor nodes are randomly deployed in the target area, where the network radius is, the node communication radius is r, and the node density is ρ. Each node continuously monitors the surrounding environment, and once the event of interest is detected, the event data is immediately sent to sink via multi-hop relays.
In this paper, sensor nodes adopt an asynchronous sleep/awake working mode [29] - [31] , Each cycle is evenly divided into T time slots, which can be expressed as {0, 1, 2, . . . , |T | − 1}.The node selects one or more slots from the T slots as the active slot, and the other slots sleep. The communication range of each node is a circular area with the node as the center and r as the radius. Only when two nodes are in each other's communication range can they directly communicate, otherwise they need to communicate in a multi-hop manner through other relay nodes. Nodes in the network are randomly deployed, and these nodes are used to sense data or events of interest in the surrounding environment. Similar to Ref [55] , [57] , we assume that all targets are randomly generated, i.e., the probability of each node generating a packet is the same. In addition, since the probability of packet retransmission is small, it is not considered in this paper.
B. THE ENERGY CONSUMPTION MODEL
In WSNs, sensor nodes are required to both sense the environment and forward data. Each node is composed of two independent unit modules: sensing module and wireless communication module. In order to reduce the energy consumption of the network, the periodic sleep/awake of nodes is a common working mode in many studies. In the sleeping state, the node turns off the wireless communication module to conserve energy [29] - [31] . In the waking state, the node transmits and receives data. In a unit cycle, the ratio of the time in the waking state to the whole unit period called the duty cycle. In this paper, we set the node's sensing duty cycle to 1, that is, the node's sensing module is always working. The communication duty cycle ϕ of the node can be expressed as:
where T com is the communication cycle, T a com is the time that the node is in the waking state during the communication cycle, and T s com is the time that the node is in the sleeping state during the communication cycle. The energy consumption of the node is closely related to the duty cycle. According to Ref [62] , The energy consumption of the node in the awake state is several hundred times that of the sleep state.
According to [63] , The energy consumption of a node contains four aspects: (1) data transmission; (2) data receiving; (3) LPL (Low-Power Listening); (4) event sensing. Then, the energy consumption of the node can be expressed as follows: where e is the total energy consumption, e s is the energy consumption of transmitting data, e r is the energy consumption of receiving data, e lpl is the energy consumption in low power listening, e sen is the energy consumption to sense events.
If the amount of data received and sent by the node is P r and P s , respectively, the total energy consumption of the node can also be expressed as:
where ω s is the energy consumption to send one packet, ω r is the energy consumption to receive a packet. The system parameters used in this paper are derived from Ref [63] , as shown in table 1, Table 2 lists the symbols and related meanings involved in the calculation process.
C. PROBLEM STATEMENT
The purpose of this paper is to optimize network lifetime and delay, while minimizing energy consumption. The specific discussion is as follows:
Definition 1: Maximizing network lifetime. In general, Network lifetime is defined as the death time of the first node in the network. When the node's energy is exhausted, the node dies, therefore, the network lifetime depends on the node's initial energy and the highest energy consumption of the node. Assume that the energy consumption of node V i in the network is e i , and the initial energy of the node is e init , so the network lifetime can be expressed as:
Definition 2: Minimizing network delay. The network transmission delay refers to the time that all packets in the network are transmitted to the sink. One of the purposes of this paper is to reduce the network delay. The network delay D can be expressed as:
where d i indicates end to end delay,which is the time required from the data generated by node V i to its arrival at the sink. Definition 3: Minimizing network energy consumption. In this paper, network energy consumption(E) is defined as the sum of energy consumption of all nodes in the network, which can be expressed by the following equation (6) :
where e i is the energy consumption of the i-th node, N is the total number of nodes in the network. In summary, the research objectives of the ADCOCDS scheme are maximizing network lifetime, minimizing delay, and minimizing energy. It is worth noting that the above three goals are contradictory to each other, thus the research goal of this paper is to make these three performances as optimal as possible on the basis of not lower than previous studies.
IV. MAIN DESIGN OF ADCOCDS A. THE RESEARCH MOTIVATION
Through the observation and analysis of the data collection process in wireless sensor networks, we obtained some conclusions, and used these conclusions to optimize the energy consumption and delay in the data collection process.
(1) In the traditional duty cycle based wireless sensor networks, the periodic sleep/awake mode of nodes can save energy, but it increases the delay of data collection. In addition, the energy consumption of nodes is still relatively large.
In the traditional event monitoring wireless sensor network, all nodes in the network adopt the duty cycle working mode, and we call this data collection strategy as the Duty Cycle for All Nodes (DCAN) scheme. Since the energy consumption of nodes during sleep is far less than that during waking, in the DCAN scheme, nodes can save energy more effectively by adopting the working mode. It is assumed that the duration of the node's working cycle is T , each working cycle is divided into equal-length slots, and the slots are numbered from 0, namely {0, 1, 2, . . . , |T |−1}. Nodes select one or more slots as active slots and sleep in other slots. All nodes open the radio transmitter only when they wake up, and complete the transmission or reception of data. As shown in Fig. 1 , The |T | of the node is 4, and the node selects slot 0 as the active slot. In slots {1, 2, 3}, the node is in sleep state.
Although the DCAN scheme is widely used in wireless sensor networks, it has the following disadvantages:
(a) In DCAN scheme, the delay of data transmission is large.
We illustrate this problem with the network shown in Fig. 2 , where the number in the node represents the active time slot of the node. In such a network, the cycle length of a node is 4 slots (the same as Fig. 1 ), and each node selects only one slot as the active slot in one cycle. It is assume that the active slots selected by nodes V 1 , V 2 and V 4 are 2, 0, 1, respectively. If node V 4 sends data to V 2 when the slot is 1, since node V 2 is asleep in slot 1, 2 and 3, node V 4 needs to wait for 3 slots until node V 2 wakes up at slot 0 for data transmission, so the data transmission delay from V 4 to V 2 is 3 slots. Similarly, the data transmission delay from V 2 to V 1 is 2 slots. In this case, the total data transmission delay from V 4 to V 1 is 5 slots. In a non-duty cycle network, since the nodes are always active, the data transmission delay from V 4 to V 1 is only 2 slots. Therefore, it can be seen that the working mode based on duty cycle increases the delay of data transmission.
(b) The network energy consumption under DCAN scheme is still large.
In DCAN scheme, if a node has n slots in a cycle, and the number of active slots is k. According Ref [63] , the energy consumption of the node during sleep can be neglected. At this time, the node's energy consumption is only k n that of the non-duty cycle mode. Although the duty cycle based mode can effectively reduce the network energy consumption, the energy efficiency of the node is still low in this mode. The reason is that in most applications, the frequency of generating events is not high. In some networks with sparse events, each node may only generate one event in a day, but according to the duty cycle based mode, the node needs to wake up tens of thousands of times. In this case, the energy utilization rate of nodes in the network is relatively low.
(2) Based on the above analysis, we proposed the DCOCDS (Duty Cycle Only in Connected Dominating Set) scheme.
The idea of the DCOCDS scheme is that in any time period, only a few nodes in the network adopt the working mode of duty cycle, most nodes keep asleep when there is no data transmission to save energy, and when any node in the network needs to transmit data, it can transmit the data to sink through the few nodes that adopt the duty cycle mode. Based on the above ideas, the method adopted by the DCOCDS scheme is to select a part of nodes in the network to construct a connected covering set (backbone network). Any node in the connected covering set can route data to the sink through the backbone network, and nodes in the connected covering set are also called dominator nodes. Any node on the nonbackbone network (also known as dominatee node) must be able to communicate directly with a node on the backbone network. In DCOCDS scheme, only dominator nodes work in duty cycle mode, while the dominatee nodes only turn off the sensing module when there is no data to transmit. When a dominatee node senses the event and needs to transmit data, it opens the wireless communication module and send the data to its corresponding dominator node, and then the dominator node routes the data to sink through the backbone network. Obviously, in DCOCDS scheme, the number of dominator nodes is less than that of dominatee nodes, that is to say, in DCOCDS scheme, most nodes are asleep when there is no data to transmit, and only a small number of nodes work in the duty cycle mode. Therefore, the network energy consumption in DCOCDS scheme is far less than that in DCAN scheme.
(3) ADCOCDS scheme is an improvement based on the DCOCDS scheme. The idea is to further reduce transmission delay by increasing the duty cycle of nodes.
In DCOCDS scheme, most nodes are asleep when there is no data to transmit, and only the nodes on the backbone network adopt the working mode of duty cycle. Although this method saves energy, it does not reduce the delay of data transmission. To this end, we propose an improvement to the DCOCDS scheme, which is to reduce the data transmission delay by increasing the duty cycle of dominator nodes. Next, we illustrate the above problem with a concrete example. For the network shown in Fig. 2 , when nodes select only one slot as the active slot in a cycle, the total data transmission delay from V 4 to V 1 is 5 slots. At this time, if each node adds an active slot in one cycle, as shown in Fig. 3 , the slot 3 is a newly added active slot. If node V 4 transmits data to V 2 when the slot is 1, since node V 2 adds slot 3 as the active slot, node V 4 only needs to wait for two slots before data transmission. Similarly, the transmission delay from V 1 to V 2 is only one slot. Thus, the total data transmission delay from V 4 to V 1 is 3 slots, only 60% of the original. It can be seen that increasing the active slot of node can greatly reduce the delay of data transmission.
In fact, as long as the active time of the node is extended, the delay can be reduced, that is, increasing the duty cycle of the node can effectively reduce transmission delay. Fig. 4 shows the end to end transmission delay of nodes at different locations in the network, where the three curves represent different duty cycles. As can be seen from the figure, when the distance between the nodes and the sink is less than one hop, that is, for the nodes in the hotspots area, they can immediately establish a connection with the sink after waking up, so the delay is small. As the distance from the sink increases, the data transmission needs more relay hops, so the end to end delay of the node should show a step-up trend without considering the conflict. In addition, with the increase of duty cycle, the end-to-end delay shows a decreasing trend. When the node's duty cycle is 0.1, the delay in the far-sink area is about 275ms, and when the duty cycle increases to 0.4, the data is only 175ms, which reduces by nearly 40%. Although increasing the active slot of the node can reduce the transmission delay, the energy consumption of the node is increased. Fig. 5 shows the energy consumption of nodes in the network with different duty cycles. It can be seen from the figure that the energy consumption of the node is proportional to the duty cycle. Therefore, how to increase the active slot of nodes to reduce the delay without affecting the network lifetime is a challenging issue.
By analyzing the energy consumption characteristics of wireless sensor networks, we find that in WSNs, the energy consumption of nodes in the near-sink area is higher than that in the far-sink region. Therefore, we can make full use of the residual energy of the nodes in the far-sink area to increase duty cycle of the nodes, and ensure that the delay is reduced with the same network lifetime. The specific analysis is as follows: In the process of data collection of wireless sensor networks, peripheral nodes transmit data to sink by multihop, which causes the nodes in the near-sink area to undertake more data. That is to say, the energy consumption of a node is inversely proportional to its distance from the sink. Therefore, the nodes within one hop from the sink undertake the data packet of the entire network, we call this area hotspots area. When the sensor network collects data, since the energy consumption of nodes in the hotspots area is much higher than other areas, once the nodes in the hotspots area all die, the data in the network cannot be routed to sink, resulting in the death of the entire network. A large number of studies have shown that when the network is dead, there is more than 80% of the initial energy remains in the network [62] . Fig. 6 and Fig. 7 respectively show the energy consumption and residual energy of the nodes at different locations in the network. It can be seen from Fig. 6 that the energy consumption of nodes in the near-sink area is much higher than that in the farsink region. In addition, as shown in Fig. 7 , compared to the near-sink area, the far-sink area still has considerable residual energy. Based on the above analysis, we can use the residual energy of the node to increase its active slot. Since the nodes' energy consumption in near-sink area does not change, the transmission delay can be reduced without affecting the network lifetime.
In general, the main ideas of Add Duty Cycle Only in Connected Dominating Sets (ADCOCDS) scheme proposed in this paper are as follows:
(1) Firstly, construct a connected dominating set that can cover the whole network. The nodes in the connected dominating set are called the dominator nodes, and the other nodes are called the dominatee nodes. The dominatee nodes must be able to communicate directly with one of the dominator nodes.
(2) The dominator nodes in the network always adopt the duty cycle based working mode. For dominatee nodes in the network, the wireless module is turned off to save energy when there is no data transmission, when there is data to be transmitted, the wireless module is turned on and the data is sent to the dominator nodes, then the dominator nodes route the data to sink only through the backbone network.
(3) Since there is residual energy of the dominator nodes in the far-sink area, we use this part of the residual energy to increase the duty cycle of nodes, thereby reducing the network transmission delay.
(4) Since the dominator nodes in the network adopt the mode of duty cycle, the energy consumption of such nodes is high. In order to extend the network life, we periodically rotate the backbone network to balance network energy consumption.
(5) For the dominatee nodes in the network, since they only need to sense the surrounding environment and transmit their own data, and do not need to forward the data of other nodes, their energy consumption is low. We stipulate that for any dominatee node, if the sink is within its one-hop range, the node sends data directly to the sink. In this way, the data amount and energy consumption of dominator nodes can be reduced.
B. THE CONSTRUCTION OF BACKBONE NETWORK
This section mainly describes the process of constructing the backbone network, and its key points are: (1) Dominator nodes need to cover the entire network, that is, dominatee nodes in the network must be able to communicate directly with one or more dominator nodes;(2) All dominator nodes in the network must establish a communication link with the sink. The initial structure of the network is shown in Fig. 8 , where the dotted line indicates that the two nodes can communicate directly.
Next, we describe the construction process of the backbone network through two phases. Phase 1 is to establish a dominating set to ensure that dominator nodes can cover the entire network; Phase 2 ensures that all of the dominator nodes can communicate with the sink. Each phase corresponds to an algorithm.
Phase 1 (Establishment of Dominating Set):
Referring to the method of electing cluster head in clustering network, we select N 0 nodes in the network as the dominator nodes, where N 0 is the optimal number of nodes in the case of ensuring network connectivity [64] , [65] . Assuming that the area of the network is P area and the communication radius of the sensor node is r, then the N 0 can be expressed as follows:
Note that N 0 at this time is only an ideal value, and in the actual situation, we need to activate a part of the dominator nodes to build a dominating set that covers the entire network. We set a variable is color to represent the property of the node and mark the color as ''white'' to indicate the initial state of the node. For the N 0 nodes selected above, mark their color as ''black'' to represent the dominator node, and let these nodes broadcast the ''dominator'' message. If the color of the node that received this message in the network is ''white'', it is remarked to ''gray'' to indicate the dominatee node. At this time, if there are nodes with the color is ''white'' in the network, it means that such nodes are neither dominator nodes nor dominatee nodes, we call these nodes as loner nodes. For loner nodes in the network, we randomly activate one of them as the dominator node, set its color to ''black'', and then broadcast the ''dominator'' message again. Repeat this process until there are no loner nodes in the network.
As shown in Fig. 9 , the nodes {V 7 , V 14 , V 17 } are selected as the dominator nodes according to the cluster head election algorithm, and they broadcast a ''dominator'' message to the neighbor nodes. Once a neighbor node receives this message, its color is marked as ''gray'', indicating that the node is dominatee node. In addition, there are loner nodes in the network, such as {V 1 , V 2 , V 3 }. One of the loner nodes is randomly selected to be activated as the dominator node, and the activated dominator node broadcasts the ''dominator'' message again. As shown in Fig. 10 , the node V 1 is the newly dominator node, and the nodes {V 2 , V 3 } are the newly dominatee nodes. At this point, there are no loner nodes in the network.
It is assumed that N i represents a node in a given set, N c is a node in the communication range of the sending node, S black represents the set of dominator nodes, S gray represents the set of dominatee nodes, and S white represents the set of loner nodes. The process of constructing the dominating set can be described by algorithm 1:
Phase 2 (Establishment of the Link From Dominator Nodes to Sink):
Although the dominating set established in phase 1 can cover the entire network, it cannot guarantee that all VOLUME 7, 2019 dominator nodes can communicate with sink. Therefore, we need to adjust the dominating set to ensure that each dominator node has a route to sink.
(1) Calculating the minimum hops from each node to sink. The confirmation of minimum hops to sink is based on the acquisitions of neighbors' information by broadcast diffusion, where the broadcast center is the sink and the broadcast radius is r. In the initialization of the network, each node must provide information about the minimum hops to the sink, denoted as N s . The sink sets its N s to 0, and the other nodes set their N s to POSITIVE-INFINITY. Then, the sink sends a broadcast message to nodes in its communication range, informing them of its N s . Each node received the broadcast information adds the N s in the broadcast to 1 and compares it with its stored N s . If the value is smaller than the previously stored N s , the N s of the node is reassigned to the broadcast value plus 1. Then, the node broadcasts its new N s to its neighboring nodes. This process continues until the value of N s for all nodes in the network are no longer updated. Fig. 11 shows the minimum hops to the sink of nodes at different distances in the network after the broadcast diffusion is completed. It can be seen that the N s values gradually increase with the distance from the sink.
(2) Establishment of a communication link from dominator nodes to sink. After each node in the network has confirmed its N s , only the dominator nodes acquire the information of the neighbor nodes through broadcast diffusion, for each hop, the sender selects a dominator node that has a smaller N s than itself as the next hop from the neighboring nodes in the communication range. If the sender cannot find a dominator node that satisfies the condition, the sender selects a dominatee node that is smaller than its N s , and activate the dominatee node as the dominator node for its own next-hop node. As shown in Fig. 10 , since the dominator nodes {V 7 , V 14 } cannot find the next hop that meets the condition, a dominatee node is activated as its next-hop node. Fig. 12 shows the final network structure diagram, where nodes {V 10 , V 11 } are the newly dominator nodes in this phase. As can be seen from the figure, all nodes in the network can transmit data to sink through the backbone network.
Assuming that the N s value in each broadcast is N min s , the minimum hops from node N i to the sink is N i s , the sending node at each hop is N send , the next hop found by the sending node is N next . The above process can be described by Algorithm 2:
C. ROTATION OF THE BACKBONE NETWORK
After the backbone network is constructed, all nodes in the network can transmit data to sink through the backbone network. We divide the data collection process into two phases: (1) Networking phase, which refers to the construction phase of the backbone network; (2) Stabilization phase, which refers to the stage of data collection after the backbone network is built. Obviously, the duration of the When collecting data through backbone network, since the data amount undertaken by the dominator node is much higher than that of dominatee node, the energy consumption of the nodes in the network is unbalanced, which affects the network lifetime. Therefore, we need to rotate the backbone network to balance network energy consumption and extend network lifetime. We give the time threshold t and the energy threshold e . Once the current backbone network's working time is greater than t or energy consumption of the dominator node is greater than e ,the sink broadcasts the renetworking message, the nodes that was previously elected to the backbone network are marked, and in next networking phase, the unmarked nodes is preferentially selected as the dominator nodes. If all nodes in the network have already acted as dominator nodes, the mark of all nodes is cancelled, and all nodes start to compete again. For nodes in the network whose energy consumption is greater than the threshold e , we add these nodes to the set S N to ensure that they will not be VOLUME 7, 2019 selected as dominant nodes when constructing the backbone network in the future.
In this paper, time threshold and energy threshold are used as the rotation conditions of backbone network, which can ensure the energy consumption of the nodes is more balanced. If only the time threshold is used as the rotation condition, when the node with the highest energy consumption in hotspots area dies, the entire network is declared dead. At this time, there is still a considerable amount of remaining energy unused in other nodes in hotspots area, which makes the network less energy efficient. If the energy threshold is added as the rotation condition, once the energy consumption of a node in hotspots area is greater than the energy threshold, it will avoid this node and choose other nodes with more residual energy when constructing the backbone network next time, which will undoubtedly increase the lifetime of the network. Similarly, only using the energy threshold as the rotation condition also has the disadvantage of unbalanced energy consumption.
This paper takes the threshold value as the rotation condition of the backbone network, which can effectively balance the energy consumption of the network. However, the value of threshold is closely related to the specific application and sensor parameters. In this paper, since the energy consumption when building the backbone network is not considered, there is no in-depth discussion and research on the time threshold. However, in practical applications, since the construction of the backbone network also consumes a part of energy, the time threshold should not be too small, otherwise the network lifetime and monitoring effect will be affected by the frequent construction of the backbone network; The energy threshold is to ensure the normal sensing function of nodes, which is related to the probability of packet generation, duty cycle and sense power. If the energy threshold is too high or too low, it will have an impact on the network lifetime. The energy threshold in this paper is e = 0.1 * e init .
It is assumed that t d represents the time when the current backbone network is completed, t c represents the current time, and S sel represents the set of nodes with SEL is 0, that is, the set of nodes that have not been elected to the backbone network. The algorithm for backbone network rotation is as follows:
D. ADJUSTMENT OF DUTY CYCLE
In the above two sections, we propose the construction algorithm and rotation algorithm of the backbone network. In this section, we adjust the duty cycle of nodes according to the remaining energy of dominator nodes to reduce the delay in data collection.
Although the duty cycle based mode can effectively save energy, it increases transmission delay of network. Therefore, we propose a strategy to optimize the network delay by using the residual energy of nodes.
Energy consumption determines the network lifetime. According to Ref [63] , the energy consumption of nodes is mainly generated in event sensing, data transmission, data (8) where ω s i is the energy consumption to send a packet, ω r i is the energy consumption to receive a packet, e sen i is the energy consumption to sense events, e lpl i is the energy consumption in low power listening, and P s i and P r i are data amount transmitted and received by nodes, respectively.
In this paper, we set the sensor module of nodes to be always active. The energy consumption in event sensing can be expressed as follows:
According to Ref [63] , the energy consumption for transmitting a packet can be expressed as follows:
The energy consumption for receiving a packet can be expressed as follows:
The energy consumption of the corresponding LPL operation can be expressed as:
where τ s i can be expressed as:
τ r i is represented by the following formula:
The parameters in Eq. (8) - (14), ε sen , ε t , ε r and ε s represent sensing power consumption, transmission power consumption, receive power consumption and sleep power consumption, respectively; ϕ represents the duty cycle of the node; S d , S p and S al represent packet duration, Preamble duration and ACK window duration, respectively. t com and t sen is the communication cycle and sensing cycle, respectively.
As can be seen from the above formula, only the data amount undertaken by nodes is unknown. In this paper, since the distribution of dominator nodes is random, the amount of data undertaken by each dominator node is uncertain. But it is undeniable that all data packets in network are transmitted to sink through the backbone network, so we can calculate the data amount they undertake according to the proportion of dominator nodes.
In the DCAN scheme, if the network radius is R , the communication radius of each node is r , the probability of generating data is r , and each node uses the shortest path algorithm to transmit the data packet to sink, according to Ref [63] , the data amount received by the nodes at x away from the sink is as follows:
r where x + zr < R (15)
In the ADCOCDS scheme, if all nodes are evenly distributed and the proportion of dominator nodes is p, the data amount P r i received by dominator nodes can be expressed as:
The data amount transmitted by the dominator node is the sum of the received data amount and the data it generates:
At this point, we can calculate the energy consumption of dominator nodes in the network. Fig.13 shows the energy consumption of dominator nodes in the network with different node radius, where p = 0.4.
Through the analysis of Fig. 13 , we know that the energy consumption of nodes gradually decreases as the distance from the sink increases, and the energy consumption of nodes in the near-sink area is much higher than that in the far-sink area. Assuming that e max is the maximum energy consumption among all nodes, and the total number of nodes in the network is N . Then, the maximum energy consumption e max in the network can be expressed as: Proof: In WSNs, since the nodes in hotspots area undertake the entire network data amount, the energy consumption of this part of nodes is higher. We specify that the relative residual energy e left i of the node N i is the difference between its own energy consumption e i and e max . If the duty cycle of each dominator node is the same, the node residual energy e left i can be expressed as: to increase the duty cycle, the optimal situation is that all residual energy of the node is converted to active slot. Assuming that the initial duty cycle of the node is ϕ min , the maximum energy consumption of all nodes in the network is e max , then the new duty cycle ϕ i of the node N i can be expressed as: (20) where be seen from the figure, the duty cycle of nodes gradually increases with the distance from sink. The reason is that there are more residual energy of nodes in the far-sink area, and all of the remaining energy is used to increase active slots, resulting in a relatively large duty cycle of the nodes. From the figure we can also see that the duty cycle of far-sink area is about 2.5 times that of the near-sink region(e.g. ϕ min = 0.1). Fig. 15 shows the adjustment of duty cycle when the node communication radius is different, where the initial duty cycle is ϕ min = 0.1. Obviously, as the communication radius of the node decreases, the duty cycle gradually increases. The reason is that when the radius of the node is reduced, more relay hops are needed to transmit the data packet, which increases the data amount undertaken by the nodes in hotspots area, the e max and the residual energy of nodes also increase. Eventually, the node duty cycle is increased.
The pseudo code algorithm that adjusts the duty cycle of dominator nodes by using residual energy is as follows: 
V. PERFORMANCE ANALYSIS OF ADCOCDS
In this section, the performance of ADCOCDS scheme is analyzed from three aspects: transmission delay, network lifetime and energy consumption. At the same time, we compare the scheme of this paper with DCAN scheme and DCOCDS scheme. Without additional instructions, the network parameters are set as: R = 500, r = 100, r = 0.04, for other parameters and symbols, please see Table 1 .
A. TRANSMISSION DELAY

Lemma 2:
In the DCAN scheme, all nodes in the network use the same network parameters and duty cycle, and each node sends data to the sink by the shortest path. Without considering channel conflicts, the end to end delay of the node N i at x away from sink can be expressed as:
where N i,hop = x r , which represents the minimum hop to the sink, r and ϕ are respectively expressed as the transmission radius and duty cycle of the node.
Proof: According to Ref [63] , the average transmission latency of per-hop is
Since the hop of nodes is related to the distance, ideally, the distance of each hop of nodes is r, so the minimum hops from N i to sink is x r . Lemma 3: In the ADCOCDS scheme, data is transmitted through the backbone network. The dominator nodes periodically sleep/awake. When the dominatee node senses the data, it immediately wakes up the wireless module and waits for the corresponding dominator node to wake up for data transmission. We assume that the waiting time is T i , then the first-hop delay of node N i is:
where CDS is a set of dominator nodes. Proof: If the node N i is a dominator node, its per-hop delay is the same as that in Ref [63] ; If the node N i is a dominatee node, since the event generation is random, the waiting time T i of the node is also random, then the first-hop delay is the waiting time plus the data transmission time.
Theorem 2: In the ADCOCDS scheme, assuming that the minimum hop of the node N i to sink is N i s , the end to end delay of the node N i is:
where ϕ next i represents the duty cycle of the next-hop node of node N i .
Proof: If the node N i is a dominator node, then its endto-end delay is the per-hop delay multiplied by the minimum hop N i s ; If the node N i is a non-dominated node, the delay is the sum of the first-hop delay of the node and the transmission delay on the backbone network, that is:
after finishing, the equation (23) can be obtained. In general, the data collection delay refers to the time when data packets (if any) of all nodes in the network are sent to the receiver.
Lemma 4: Assuming that the number of sensor nodes in the network is N , then the delay D WSN i,sink of the entire network is expressed as follows: where
In the scheme of this paper, the nodes transmit data to sink directly or through the backbone network. Since the network delay refers to the time when the sink receives the last packet in the network, that is, the maximum delay of all nodes to sink is the total network delay. Fig. 16(a) shows the end to end delay in the network when the node's transmission radius r = 80. As can be seen from the figure, the transmission delay in the DCOCDS scheme is slightly lower than that of the DCAN scheme. The reason is that in the DCAN scheme, the communication modules of all nodes adopt the asynchronous periodic sleep/awake mode. When a node detects a target, it needs to wait until the communication module of itself and the next-hop node wakes up before transmitting data. In the DCOCDS scheme, the dominate node wakes up its own communication module once it detects the target, so that the data can be transmitted only when the communication module of the next-hop node wakes up, so the waiting time is shorter. In addition, it can be seen from the figure that the transmission delay in the ADCOCDS strategy is reduced by about 50% compared to the other two schemes. The reason is that in the scheme of this paper, the duty cycle of the nodes in the far-sink area is relatively high, so the nodes keep active for a longer time, which cause the previous hop can transfer data to the nexthop node in less time. Fig. 16 (b) shows the end to end delay when the node communication radius is increased to 100. Similar to r = 80, the delay in the ADCOCDS scheme is significantly lower than the other two schemes. Fig. 17 (a) and Fig. 17 (b) show the end to end delay when the initial duty cycle of the nodes is 0.1 and 0.2, respectively. In the DCAN and DCOCDS schemes, since all nodes adopt the same duty cycle, the transmission delay mainly depends on the distance from the sink, the larger distance from the sink, the more relay hops are needed for data transmission, and the higher transmission delay. In the scheme of this paper, since the duty cycle of nodes is dynamically adjusted, the data transmission delay is related to the minimum hop N i s and the duty cycle of the nodes. As can be seen from the figure, the maximum delay under the ADCOCDS strategy is only half of the other two schemes.
In addition, in the four figures, we also find that in the ADCOCDS strategy, with the increase of the distance between nodes and sink, the increase speed of end-to-end delay gradually decreases. As can be seen from Fig. 16(b) , the delay of nodes in the far-sink area is only 4.5 times of that in the near-sink region, the reason is that as the distance between nodes and sink increases, the residual energy in the node also increases, leading to an increase in the duty cycle of the node (as shown in Fig. 15) , thus reducing the increasing speed of the delay. 
B. NETWORK LIFETIME AND ENERGY CONSUMPTION
Proof: Network lifetime refers to the total data transmission rounds before the network dies. When the node with the largest energy consumption dies, the network dies, and the data transmission ends, therefore, lifetime is the quotient of the network's initial energy and the maximum energy consumption required for one round, where the maximum energy consumption of the node in the network can be obtained by Eq. (19) , and nodes' initial energy is given in Table 1 .
Lemma 6: Assuming that there are N nodes in the network, then the total energy consumption of the network can be expressed as: Proof: The total network energy consumption is the sum of the energy consumption of all nodes. The energy consumption of a single node can be calculated according to Eq. (9) , and the parameters of nodes are shown in Table 1 . Fig. 18 shows the network lifetime when the initial duty cycles of the nodes are different. It can be seen from the figure that the network lifetime of the ADCOCDS scheme and the DCOCDS scheme is higher than that of the DCAN scheme when the initial energy of node is the same. On the one hand, in the DCAN scheme, due to the randomness of node deployment, the energy consumption of a node in the hotspots area is obviously higher than that of other nodes, and the death of this node will lead to the death of the entire network. In the DCOCDS and ADCOCDS schemes, we periodically rotate the backbone network to make the energy consumption of the nodes in the hotspots more balanced, thus prolonging the network lifetime. On the other hand, compared with the DCOCDS scheme, although the network energy utilization is greatly improved under the ADCOCDS approach, it does not affect the network lifetime. This is because in the ADCOCDS approach, the duty cycle of nodes in the near-sink area is not changed, and these nodes are the largest data transceivers in the network, which are also the nodes that affect the network lifetime, and if the energy consumption of these nodes remains the same, the lifetime also remains unchanged. Fig. 19 shows the network lifetime under different event probabilities. As the probability of an event increases, the amount of data in the network increases, which undoubtedly reduces network lifetime. Fig. 20 shows the influence of duty cycle and event generation probability on network lifetime in the ADCOCDS scheme. As can be seen from the figure, when the duty cycle and the probability of generating an event are high (e.g. ϕ = 0.3, r = 0.12), the lifetime of the network is small.
VI. ANALYSIS OF EXPERIMENTAL RESULTS
The experiment was conducted using Omnet++ platform, which is widely recognized in academia [66] . Omnet++ is popular in academia for its extensibility (due to its open source model) and plentiful online documentation. The network parameters used in the experiment are as follows: the radius of the whole network is R = 500 m, the radius of the node is r = 100m, and event generation probability of node in one round r = 0.04. In addition, the geographical coordinates of each node in the experiment are random. Other parameters settings refer to table 1. show the energy consumption of nodes in the network when the initial duty cycle is 0.1 and 0.2, respectively. The results are consistent with our previous analysis, that is, the nodes in the near-sink area need to forward more data packet, so the energy consumption is higher, while the situation in the far-sink area is completely opposite. As can be seen from the figure, the energy consumption of nodes under DCAN scheme is the highest, followed by ACDOCDS scheme, and the energy consumption of DCOCDS scheme is the lowest. The reason is that in the DCAN scheme, all nodes adopt the duty cycle based working mode, so the energy consumption is high. In the DCOCDS scheme, since the dominatee nodes in network are in the sleep state most of the time, the energy consumption of this nodes are relatively low. In the strategy of this paper, we make full use of the residual energy of the dominator nodes in the far-sink area, so that the energy consumption of the entire network increases again. It can also be seen from the figure that the energy consumption curve in the ADCOCDS scheme is more flat, which indicates that the energy of the nodes in the far-sink region is fully utilized. Fig. 23 shows the total energy consumption of the network when the communication radii of nodes are different. As can be seen from the figure, with the increase of communication radius of nodes, the energy consumption of the network presents a decreasing trend. The reason is that when the communication radius of the node is relatively large, the forwarding amount of data packets in the network is relatively less, which leads to the reduction of network energy consumption. However, no matter how the communication radius of nodes changes, the network energy consumption of the scheme in this paper is always lower than that of the DCAN scheme. Figs. 24 and 25 show the network energy consumption under different network radius and initial duty cycle of nodes. In this paper, although the energy utilization rate of the nodes in the far-sink area is improved, the total energy consumption of the network is always lower than the DCAN scheme due to the lower energy consumption of the dominatee nodes in network. As can be seen from Fig. 25 , when the initial duty cycle of nodes is 0.4, compared with the DCAN scheme, the energy consumption in the ADCOCDS scheme is reduced by about 25%. Fig. 26 shows the total network energy consumption when the packet generation probabilities are different. When the probability of event generation is high and the node radius is small, the number of data packets to be forwarded in the network is increased, which causes the total energy consumption of the network is higher.
B. ANALYSIS OF DELAY
Figs. 27-30 show the network delay under different parameter combinations. Where Fig. 27(a) compares the network delay under different schemes. As can be seen from the figure, the network delay of the DCAN and DCOCDS schemes are not much different, because under these two schemes, all or most of the nodes on the data transmission path adopt the duty cycle working mode, and the duty cycle of these nodes is fixed. In the ADCOCDS scheme, since the duty cycle of nodes is dynamically adjusted, the duty cycle of the dominator nodes is greater than or equal to the initial duty cycle, so the network delay is low. In addition, we found that as the r increases, the delay of the three schemes is reduced. The reason is that when the radius increases, the node needs less relay hops to transfer data to sink, which undoubtedly causes a reduction in network latency. Fig. 27(b) shows the network delay when the nodes' duty cycle is increased to 0.2 while other network parameters remain unchanged. Similar to the results in Fig. 26(a) , in Fig. 26(b) , the delay of the strategy proposed in this paper is also significantly lower than the first two schemes. It can be seen from the figure that when r = 60, the delay of the ADCOCDS scheme is reduced by about 25% compared with the other two schemes.
When the communication radii of nodes are 100 and 120, respectively, the network delay are as shown in Figs. 28(a) and 28(b) . As can be seen from the two figures, the delay of the ADCOCDS scheme is also smaller than the other two schemes. In Fig. 28(a) , when the network radius is R = 400, the network delay under the ADCOCDS scheme is about 80% of the other two schemes. When the node radius r is increased to 120, the network delay of the ADCOCDS scheme is still smaller than the other two schemes.
Figs. 29(a) and 29(b) show the network delay conditions when the initial duty cycles of nodes are different, respectively. It can be seen from the figure that the change of duty cycle does not affect our optimized objectives. As shown in Fig. 29(b) , when ϕ min = 0.2, the network delay of the ADCOCDS scheme is only 65% of the DCAN scheme. Fig. 30 shows the network delay for different radius. When the network radius is small and the node communication radius is large, the node requires fewer relay hops and has a lower network delay, for example, in the network scenario where r = 120 and R = 500, the network delay is minimal. 
VII. CONCLUSION
In wireless sensor networks, how to reduce network energy consumption and delay is always a hot topic in the research field. This paper proposes a data collection scheme called ADCOCDS that optimizes both network power consumption and transmission delay. In the ADCOCDS scheme, we first establish a connected backbone network that covering the whole network. The nodes on the backbone network adopt the duty cycle-based working mode, other nodes turn off the wireless module when there is no data to be transmitted to save energy, Once the dominatee nodes sense the event, they immediately turn on the wireless communication module and send the event data to the corresponding dominator node. Second, we make full use of the residual energy of the nodes in the far-sink area to increase their duty cycle, thereby reducing the transmission delay. Finally, we periodically rotate the backbone network to balance the energy consumption of nodes in the network and prolong the network lifetime. The experiment shows that ADCOCDS scheme can effectively reduce the network energy consumption and transmission delay compared with the traditional data collection strategy. Therefore, ADCOCDS scheme has a good practical significance as an effective data collection strategy.
