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Abstract
This paper addresses the issue on how to more effectively
coordinate the depth with RGB aiming at boosting the per-
formance of RGB-D object detection. Particularly, we in-
vestigate two primary ideas under the CNN model: prop-
erty derivation and property fusion. Firstly, we propose that
the depth can be utilized not only as a type of extra infor-
mation besides RGB but also to derive more visual proper-
ties for comprehensively describing the objects of interest.
So a two-stage learning framework consisting of property
derivation and fusion is constructed. Here the properties
can be derived either from the provided color/depth or their
pairs (e.g. the geometry contour adopted in this paper).
Secondly, we explore the fusion method of different prop-
erties in feature learning, which is boiled down to, under
the CNN model, from which layer the properties should be
fused together. The analysis shows that different semantic
properties should be learned separately and combined be-
fore passing into the final classifier. Actually, such a detec-
tion way is in accordance with the mechanism of the pri-
mary neural cortex (V1) in brain. We experimentally eval-
uate the proposed method on the challenging dataset, and
have achieved state-of-the-art performance.
1. Introduction
The RGB-D images have been provided in the real-world
visual analysis systems thanks to the wide availability of af-
fordable RGB-D sensors, e.g. the Microsoft Kinect. Com-
pared with the primitive RGB, the RGB-D can bring re-
markable performance improvement for various visual tasks
due to the access to the depth information complementary
to RGB [28, 11, 20]. Actually, the depth has some prof-
itable attributes for visual analysis, e.g. being invariant to
lighting or color variations, and providing geometrical cues
for image structures [29]. For object detection, which is one
of typical complex visual tasks, the acquisition of RGB-D
images is applicable and beneficial. However, how to ef-
fectively utilize the provided depth information of RGB-D
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Figure 1. Illustration of learning rich features for RGB-D ob-
ject detection. Various property maps are derived to describe the
object from different perspectives. The features for these maps are
learned independently and then fused for the final classification.
Specifically, the derived maps include geometry contour from the
color/depth pairs, and horizontal disparity, height above ground,
angle with gravity from the depth data. These maps, as well as
the RGB image, are sent into different CNNs for feature learning.
And the features are joint before being fed into the classifier.
images is still an open question.
In recent years, Convolutional Neural Network(CNN)
has achieved great success in computer vision and obtained
the best performance in various visual tasks [30, 17, 23].
CNN is generally considered as an end-to-end feature ex-
tractor to automatically learn discriminative features from
millions of input images [22]. In this paper, we also adopt
CNN to extract rich features from the RGB-D images, i.e.
we are under the CNN model to investigate the exploitation
of the depth information.
For the RGB-D object detection with CNN, the key is
how to elegantly coordinate the RGB with depth informa-
tion in feature learning. In the previous literatures, some
intuitive methods have been proposed [3, 16]. Roughly, we
can divide them into two broad categories according to the
strategy the depth is treated. The first one is to straight-
forwardly add the depth map to CNN as the fourth channel
along with the RGB [3]. That is, the depth is processed in
the same way as the RGB, and they are together convolved
for granted. However, it makes no semantic sense to di-
rectly merge the depth and color maps, since they contain
disparate information. The second is to process the color
and depth separately, and they are combined before being
fed into the final classifier, where the extracted features
are joint. Specifically, two independent CNN networks are
learned: one for RGB and one for depth [16]. As for the
depth network, the input can be the original depth data or
encoded data from the depth, e.g. height above ground,
and angle with gravity [16]. It has been empirically shown
that the second way usually outperforms the first one. In
this paper, we further investigate how to deeply exploit the
depth information with aims of boosting the detection per-
formance.
Before introducing our proposed method, we review the
primary mechanism of human visual systems. First, mul-
tiple visual properties are always used together to describe
one object when people try to recognize it, e.g. geometry
contour, color, and contrast [6]. And it is usually thought
that exploiting more properties is much helpful. Second,
the primary visual cortex (V1), which consists of six func-
tionally distinct layers and is highly specialized in pattern
recognition [12], abstracts different visual properties inde-
pendently in the low layers and integrates in the relatively
high layers.
Inspired by the working mechanism of V1 area, we pro-
pose a novel method to deeply exploit the depth information
for object detection. Figure. 1 illustrates the main ideas of
our method. Firstly, various visual property maps are de-
rived through analyzing the provided color and depth pairs.
It is believed that more properties can contribute to the ac-
curate description of the object and thus help boost the de-
tection performance. Specifically, the derived properties in-
clude the contour, height, and angle maps1. Secondly, we
systematically investigate the method to fuse different vi-
sual properties under the CNN model, i.e. how to repre-
sent a property, and from which layer the properties need
to be fused together. The result of our analysis shows that
the multiple properties should have complete and indepen-
dent semantics in accordance with the human cognition, e.g.
RGB channels should be treated as a whole to represent the
color property rather than separate them from each other,
and it is better to fuse the different properties after they have
been explicitly transformed into the high-level features.
We evaluate the proposed method on the challenging
dataset NYUD2, and the experimental results show that our
method outperforms all the baselines and achieves state-of-
the-art performance.
1Indeed, other properties can be also adopted, which may be obtained
by specific sensors or more advanced derivation methods. Considering the
simplicity, only several directly computable properties are employed here.
2. Related Work
Object detection [8] is to mark out and label the bound-
ing boxes around the objects in an image. Particularly,
the adopted features are critical in determining the detec-
tion performance [27]. Traditional methods, including the
MRF [21] and DPM [10], are all based on the hand-crafted
features such as SIFT [24] and HOG [4]. However, these
features are difficult to adapt to the specific characteristics
in a given task. And more recent works [31, 7, 13] have
turned to the Convolutional Neural Network (CNN), which
can learn discriminative features automatically from mil-
lions of RGB images. A typical CNN consists of a number
of convolution and pooling layers optionally followed by
the fully connected layers [22], and is able to learn multi-
level features ranging from edges to entire object [32].
For object detection with CNN, a proposed method is to
build a sliding-window detector and then take the CNN for
classification, which is usually applied on constrained ob-
ject categories, e.g. faces [26] and pedestrians [27]. And
the object detection is formulated as a regression problem
in [31, 7] then the CNN is involved in predicting the local-
ization and labels of the bounding boxes. The most remark-
able work lies in [13]. The system called R-CNN first gen-
erates around 2000 category-independent region proposals
for an input image and then computes features of each re-
gion with the CNN. A category-specific SVM is appended
to predict the label and score for each proposal.
When it comes to the RGB-D object detection, [16]
proves that CNN can also be trained to learn depth features
from the depth map. Indeed, the extra depth exactly makes
it easy to recognize human pose [28], align 3D models [14],
and detect objects [29, 3, 16]. Under the CNN model, two
typical methods for RGB-D object detection have been pro-
posed about how to utilize the depth information [3, 16].
One is to directly add the fourth channel for depth, and then
equally convolve all channels in one network [3]. The other
is to separately process the depth and color (RGB) using
two independent networks [16]. Obviously, these works
mainly focus on the extraction of depth features, rather than
considering thoroughly how to better coordinate the color
and depth pairs for accurately describing the objects.
A more related work is the one by Gupta et al. [16], in
which the depth data is encoded to three channels of hor-
izontal disparity (D), height above ground (H), angle with
gravity (A), and then form the DHA image into CNN to
learn depth features, besides the RGB network. In our work,
differently, the D, H, A are derived as new maps describ-
ing the object from different perspectives, and used to sep-
arately learn particular types of features encoding the mul-
tiple visual properties. More than that, we propose to use
the depth combining with the RGB to derive new maps to
provide extra information, e.g. the geometry contour. Fur-
thermore, we systematically investigate the fusion way of
different properties under the CNN model. We believe that
our proposed detection framework and the investigation of
feature fusion would inspire more advanced works to sig-
nificantly improve the performance of object detection.
3. Our Approach
Intuitively, acquiring more information contents about
the object can contribute to the more accurate recognition.
Meanwhile, for human being, the visual cortex of the brain
is exactly to abstract various types of visual information
from the input scenes in the inception phase [12]. Inspired
by such a principle, more informational sources are always
desired in computer vision for high performance, e.g. de-
veloping more powerful or precise sensors [28]. In practi-
cal applications, however, the accessible sources are rather
limited because of the constraints on deployment and cost.
In this paper, we attempt to mine as much useful informa-
tion as possible by analyzing thoroughly the available data,
for the sake of boosting the performance of RGB-D object
detection, i.e. only the color image of single view and the
corresponding depth map are originally provided.
To this end, we propose a novel two-stage feature learn-
ing framework for object detection on the RGB-D data, as
shown in Figure 2. Specifically, we first derive more prop-
erty maps from the input color and depth pairs. This pro-
cedure functionally emulates the abstracting mechanism of
primary visual cortex. These properties describe the object
from multiple views, and combine with the raw data to form
a relatively complete set of feature maps. Then we adopt
the well-performed Convolutional Neural Network (CNN)
model to generate image representations from these feature
maps. Specially, the method to fuse different properties un-
der the CNN model would be investigated systematically in
this work. Finally, we feed the joint representations into
the SVM for classification. In the proposed framework, the
property derivation and property fusion are especially im-
portant to determine the performance of object detection.
3.1. Property derivation
It is unlikely for any of existing methods, including the
CNN, to learn the various properties of the objects accu-
rately from the same input scene as the human brain does,
especially when only limited data is available. So it is es-
sential to derive more property maps complementary to the
original color and depth. For human visual system, the ge-
ometric properties usually play an important role in recog-
nizing the object, e.g. shape and outline. Fortunately, the
availability of depth information makes it possible to com-
pute the geometric properties with greater accuracy, com-
pared to only using the plain color data. In this paper we
mainly focus on the properties that can be derived from the
raw color and depth data directly.
Specifically, the adopted properties include Ultramet-
ric Contour Map (UCM), Horizontal Disparity (D), Height
Above Ground (H), and Angle With Gravity (A). In par-
ticular, UCM representing the geometry contour is calcu-
lated using both the color and depth data, and the other three
properties are only from the depth map. The horizontal dis-
parity is an encoded version of the original depth map since
it is more suitable for feature leaning with CNN [16]. Along
with the color image, the final property maps comprise of
RGB, UCM, D, H, and A. Now we elaborate on the compu-
tation of geometry contour, height above ground and angle
with gravity.
3.1.1 Geometry contour
In philosophy, geometry contour tells directly the bound-
aries between the objects of interest and the background [5].
In object detection with CNN, however, the input data is
only the images of rectangular area, which are produced by
either sliding windows or region proposals [13]. That is,
both the objects and context in bounding boxes are pro-
cessed blindly. So explicitly providing the contour map
would help CNN to mark out the objects more accurately.
In this work, we particularly adopt the Ultrametric Contour
Map (UCM) produced by the gPb-ucm algorithm [1] com-
bining the RGB and depth data.
3.1.2 Height
Height above ground indicates the position of the objects
w.r.t. different categories [15], e.g. a television is usually
put on a table and a pillow is on the bed or sofa. The height
map exactly represents such relations between the objects
and thus is beneficial to distinguish the objects of interest.
In this work, we produce the height map in an approxi-
mate way. Specifically, the 3D point cloud is first gained
by processing the depth map. Then the height value of each
pixel is roughly calculated by subtracting the lowest point
(with the minimum height) within an image, which can be
regarded as a surrogate for the supporting ground plane.
3.1.3 Angle
Angle with gravity gives a lot of cues about the image struc-
tures and what the real world looks like, e.g. the surface of
a table or bed is usually horizontal while the wall or door is
vertical. Such information provides important clues to the
shape of the objects, and thus would be helpful for the ob-
ject detection. In this work, we adopt the method in [15] to
calculate the angle map.
Specifically, we first estimate the direction of gravity
(DoG), denoted by g, using the depth data. In practice, g
is updated in an iterative manner and initialized with the Y-
axis. For the current DoG (gi−1), the aligned set N|| and
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Figure 2. Overview of our framework for RGB-D object detection. We manage to learn multiple properties of the object and fuse them
better for the detection. Various maps including geometry contour, horizontal disparity, height above ground and angle with gravity are
first derived from the raw color and depth pairs. These maps, along with the RGB image, are sent into different CNNs to learn particular
types of features. And the features are fused at highest level, i.e. they are not joint until passing into the classifier. The region proposals for
R-CNN [13] are generated using MCG [2] with the depth information. A SVM is appended to predict the label and score for each proposal.
orthogonal set N⊥ are produced with a angle threshold d,
i.e.
N|| = {n : θn,gi−1 < d | θn,gi−1 > 180
◦ − d}, (1)
N⊥ = {n : 90
◦ − d < θn,gi−1 < 90
◦
+ d}, (2)
where n ∈ N represents the local surface normal, and
θn,gi−1 denotes the angle between n and gi−1. Then a new
gi is estimated by solving the following optimization prob-
lem,
min
gi:||gi||=1
∑
n∈N||
sin
2 θn,gi +
∑
n∈N⊥
cos
2 θn,gi . (3)
It means the estimated gravity is expected to be aligned to
the normals in N|| and orthogonal to the ones in N⊥.
Once the DoG is obtained, we assign each pixel with the
value of angle made by its local surface normal with gi.
Consequently, the angle map is formed with the same size
as the original image.
3.2. Property fusion
So far we have obtained multiple visual property maps to
represent the rich information of the object, which include
the color (RGB), geometry contour (UCM), horizontal dis-
parity (D), height above ground (H), and angle with gravity
(A). For object detection, an unified image representation
is always needed for the final classification that integrates
the useful information from all properties. For each prop-
erty represented by one map (except the color with three
channels of RGB), the sophisticated learning model can be
directly applied to produce the corresponding feature, e.g.
CNN. But how to coordinate multiple different properties
in feature learning is not fully explored yet. For example,
an intuitive method is to straightforwardly input all property
maps together into CNN with multiple channels [3], but the
resulting performance may be unsatisfying. Thus the key of
generating the joint discriminative image representations is
to determine an integration method, which can better fuse
the multiple properties.
In this section, we attempt to deeply investigate the ways
to fuse the different properties under the CNN model. Par-
ticularly, part of property maps obtained in the previous
stage would be directly adopted when the numerical anal-
ysis is needed.
3.2.1 Fusion analysis
CNN can naturally learn the hierarchical features by dif-
ferent layers [32], in which the input map is finally trans-
formed into a feature vector through a series of operations
represented by convolution and pooling [22]. When mul-
tiple property maps of the same scene are fed into CNN,
we can view these maps as the lowest level features. Then
the property fusion is essentially to determine that, from
which layer different property features should be arithmeti-
cally calculated together.
There are two extreme cases for property fusion. One is
to directly increase the number of channels in the input layer
of CNN and accept all property maps equivalently. The
other is to separately learn different property features with
independent networks and concatenate them before passing
into the final classifier. In this work, both cases are denoted
by input and final respectively for convenience. Of course,
we can also fuse different properties from certain middle
layer, which actually means that different property features
are learned independently before that layer and then drawn
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Figure 3. The architecture of network when fusing from fc6.
The D, H, A networks are independent before the first fused layer
(fc6) and initialized with the individual trained model. The fused
fc6 and fused fc7 are fully connected.
from the synthesis of properties in the subsequent layers.
We first analyze the underlying reasons for the differ-
ence of fusing the properties in multiple layers, and the
classical AlexNet [22] is adopted here. Figure 3 provides
an exemplar of network architecture for fusion, where the
properties are fused from the fc6 layer, and the three prop-
erty maps of D, H and A are used without loss of gener-
ality. For a specific fusion network, e.g. fusing from fc6
here, the learned features in the previous layer are straightly
stacked into multiple feature maps, and then these maps are
processed without distinction in the subsequent layers. It
can be observed that the inter-layer connections between
different property features are added after the first fused
layer (fc6), which formally increases the network parame-
ters. However, it is still not clear that how these connections
impact on the final representations and also on the detection
performance.
The typical CNN model has three major functional com-
ponents, i.e. convolution, rectified linear units(ReLU), and
max-pooling. In particular, the convolution belongs to the
linear operators and thus theoretically has no great impact
on fusing from different layers. In contrast, both the ReLU
and max-pooling are of high nonlinearity. So it is natu-
rally supposed that different fusion schemes are through the
ReLU and max-pooling to impact the learning results. We
conduct an evaluation experiment in order to show the effect
of three CNN components more intuitively. Here the dataset
of NYUD2 [25] is used, and the performance is evaluated
Table 1. The performance on NYUD2 val set to analysis the
effect of ReLU and max-pooling on fusion. For fusion schemes
of input and final, the architecture of CNN for feature learning
are respectively full, conv+pool, conv, conv+relu. The input are
DHA image and D+H+A maps. The results are all mean AP b in
percentage. See Section. 3.2.1.
Arch
Input DHA
(input)
D+H+A
(final) gap
full 24.75 28.85 4.10
conv+pool 12.42 14.52 2.10
conv 1.58 1.95 0.37
conv+relu 13.91 20.56 6.65
Table 2. The performance on NYUD2 val set when fusing fea-
tures from different layers. We fuse the D, H, A properties with
the schemes of input, final, fc7, fc6, fc5 in turn. And it can be seen
that the final scheme performs best. The results are all mean AP b
in percentage. See Section. 3.2.2.
fused level final fc7 fc6 pool5 input
mean AP b(%) 28.85 26.03 25.99 23.61 24.75
on the val set (See Section. 4.1 for the details of dataset and
model training). It is noticeable that we measure the im-
pact of functional components by comparing the resulting
performance of the two extreme fusion schemes (i.e. input
and final). In addition, the PCA is conducted on the joint
image representations in final scheme to keep the same di-
mension of classification features. The results are shown in
the Table 1.
According to Table 1, for the full network (AlexNet), the
detection performance of fusing with final scheme is obvi-
ously higher than that of fusing with input. Then the ReLU
(also normalization and dropout) is removed (conv+pool),
the gap goes down but still exists. In the conditions that
only the convolution is adopted2 (conv), the mean perfor-
mance of the detection for both fusion schemes are approxi-
mately equal. But the performance gap is widened when the
relu is imposed (conv+relu). In summary, it is the nonlin-
ear functional components (i.e. ReLU and max-pooling for
CNN), that make the fusion schemes achieve a wide range
of detection accuracy. Thus it is necessary to systematically
explore the property fusion schemes and choose the one that
performs best.
2The fully connected layer can be seen convolution layer in some way.
And for networks without max-pooling layers, including the conv and
conv+relu, the crop size for input images is 71*71.
3.2.2 Fusion scheme
In this subsection, we explore the property fusion schemes
under the CNN model, i.e. from which layer the different
property features need to be processed jointly. To address
such an issue, we particularly adopt the strategy of exper-
imental evaluation here, due to the intractableness of the-
oretical analysis. Specifically, we conduct multiple exper-
iments using different fusion schemes, each of which rep-
resents starting the fusion from certain layer. We use the
same experimental settings as in the previous subsection.
The working mechanism of visual cortex in the brain in-
spires that the properties should be fused in the high level.
So here we only investigate several relatively high layers,
i.e. fusing from fc7, fc6 and pool5 are particularly chosen
along with the input and final schemes. Table 2 reports the
detection performance of different fusion schemes.
From Table 2, it can be seen that the final scheme re-
sults in the highest detection accuracy. Fusing from fc6 and
fc7 reach better performance than input. But when fusing
from pool5 a little accuracy decrease occurs, which may
be caused by introducing too much network parameters in
the middle layers, while only limited number of training
samples are provided. For the current architecture of CNN,
therefore, it is recommended to fuse different visual prop-
erties in the final step, i.e. the learning models for encoding
the property maps into the features should be trained sepa-
rately. In the following experiments, the fusion scheme of
final is directly adopted.
4. Experimental Result
In this section, we evaluate the proposed method on the
challenging dataset NYUD2 [25], which is widely used in
the previous works on RGB-D object detection [3, 16, 14].
It consists of 1449 images of indoor scenes with vast vari-
ations of clutter and noise, and is split here following the
standard way: 795 images for trainval set and 654 images
for test set. The 795 images are further divided into 381 for
train set and 414 for val set as in [16]. The furniture cat-
egories that appear frequently in actual life are considered,
such as bed, chair, door, table, television and so on. And
the box detection average precision (denoted by AP b [17])
adopted in the PASCAL VOC Challenges is taken as the
metric to measure the detection performance.
4.1. Model details
In our experiments, we consider the typical CNN archi-
tecture described in [22] and its Caffe implementation [18]
for object detection, as in the previous works [13, 17, 16].
And the liblinear [9] for SVM is adopted. Our model train-
ing mainly consists of two aspects: finetune the CNNs for
property feature learning, and train the SVM for proposal
classification.
Finetune CNN: There are five CNNs to train all together
in our final system. They are absolutely independent with
each other and can be trained in parallel. The derived D,
H, A and UCM maps, all have the same size with the raw
RGB image. They are linearly scaled to 0-255 range and
replicated three times to match the architecture of CNN.
For method evaluation, we first finetune the networks
on the train set and report performance on the val set.
We start the finetuning with the Caffemodel pretrained on
ILSVRC12 dataset. The learning rate is initialized to 10−3
and decreased by a factor of 10 every 20k iterations. And
the finetuning lasts for 30k iterations. Region proposals
that overlap with the ground truth by more than 50% are
taken as positives, and labelled with the maximal overlap-
ping instance’s class, while the rest proposals are all treated
as background. When it comes to the test set, the CNNs are
trained again on the trainval set. The learning rate is also
set to 10−3 at first and decreased by a factor of 10 every
30k iterations and there are 50k iterations in all.
Note that there is no data augmentation in our model.
After the finetuning is done, we cache and concatenate the
features from fully connected layer 6 (fc6) of each network
for SVM training.
Train SVM: The training is started with the hyper-
parameters C = 0.001, B = 10, w1 = 2.0. The positive set
of each category is fixed to the ground truth boxes for the
target class in each image, and the negative set is the boxes
which overlap less than 30% with the ground truth instance
from that class. The SVM is trained on features from the
train set for method evaluation on the val set and trained on
features from the trainval for the test set performance. At
test time, non-maximum suppression with the threshold 0.3
is first carried out on the proposals for each image and then
perform evaluation.
4.2. Method evaluation
In Table 3, we report the performance in AP b on the val
set for method evaluation. It was implied in Section 3.2 that
learning the features of different properties separately can
achieve better performance. Here we further validate that
with the complete property set. We start from the model
in [16]. The depth map is encoded with the three channels of
DHA images for depth feature learning, and then combine
with the color features from RGB network to get the result
meanAP b of 31.43% in Column I. It’s the best performance
on the val set as we know before this paper (a little lower
than [16] because we work with no data augmentation).
The first experiment is to separate the D, H, A maps into
three networks (called DHA Separation for short) to train
and cache features respectively, and then combine with the
color features to get the mean AP b of 35.48% in Column II.
This procedure gives us a 4.05% improvement (31.43% to
35.48%, 12.89% relative), which is much surprising. How-
Table 3. Control experiments on NYUD2 val set for RGB-D
object detection. The difference among these methods mainly
lies the input maps. “+” between different maps means they are
sent into different CNNs for feature learning. See Section. 4.2
I II III IV V
input
for CNN
RGB+
DHA
RGB+
D+H+A
RGB+
D+H+A
R+G+B
+DHA
RGB+D+
H+A+UCM
PCA no no yes no no
bathtub 19.90 36.76 36.70 22.03 33.93
bed 64.67 66.31 66.84 61.64 63.95
bookshelf 13.40 12.07 10.46 12.43 15.02
box 2.14 2.35 2.81 3.75 2.56
chair 39.15 44.99 43.71 36.98 44.83
counter 34.32 40.89 40.51 38.82 40.13
desk 10.94 11.50 10.37 6.31 11.50
door 19.77 20.87 19.78 22.71 18.71
dresser 23.91 23.97 23.98 19.47 26.69
garbage-bin 37.19 42.31 41.89 32.65 42.52
lamp 35.51 39.95 39.58 32.05 39.42
monitor 41.84 42.15 41.14 41.62 44.23
night-stand 33.69 38.58 38.64 38.26 43.56
pillow 32.18 35.93 33.72 32.89 38.18
sink 34.86 42.45 42.14 38.36 43.47
sofa 39.88 45.72 45.57 40.04 47.70
table 17.77 24.20 21.15 17.94 23.21
television 44.46 37.16 35.58 41.26 34.75
toilet 51.62 65.97 59.94 51.40 69.45
mean 31.43 35.48 34.45 31.09 35.99
ever, we notice that the dimension of joint features after the
DHA Separation increase by three times that from the DHA
network. In Column III, we take dimension reduction us-
ing PCA on the concatenated features from D, H, and A
networks, to keep the dimension the same, and then com-
bine with the color features too. We get the mean AP b of
34.45%, which is still obviously higher than that before the
DHA separation (31.43% in Column I). It proves again that
learning different property features independently is indeed
more powerful.
Unlike the D, H, A maps which represent quite differ-
ent types of properties, the R, G and B channels all en-
code color information and are always treated as a whole
to represent the color property. The DHA Separation has
brought a significant improvement for the object detection.
What if we separate the RGB channels (denoted as RGB
Separation) like we did on the DHA? The features from
R, G, B networks are joint with that from DHA network
to feed into the SVM. And the result is shown in Column
IV. We can see that the RGB Separation cannot boost the
performance and the result mean AP b is even a little lower
(31.43% to 31.09%). It implies that each property should be
represented completely and then learned in an independent
way.
Our final system lies in Colomn V. The UCM is added
as another property map for CNN, besides the RGB, D, H,
and A, to provide extra information. The performance is
further boosted than that in Column II, and the UCM proves
its effectivity to help object detection. And we get the best
mean AP b 35.99% on the val set, exceeding the strongest
baseline in Column I by 4.56% (14.51% relative).
4.3. Performance comparison
When it comes to the performance on test set, we com-
pare our final system with the existing remarkable methods:
RGBD DPM, RGB+D CNN and RGB+DHA CNN. The re-
sult is shown in Table 4.
The Row 1 shows the result of RGBD DPM from [19,
16], which is the state-of-art method before the revival of
CNN. And the Row 2 and Row 3 are the results of RGB+D
CNN and RGB+DHA CNN, which agree with [16] (with no
data augmentation). Then the Row 4 gives the meanAP b of
40.18% achieved by our system when finetuning the CNNs
on the train set. We improve the performance by 4.04%
over the best baseline (36.14% to 40.18%, 11.18% relative).
Then we finetune the network again on the trainval set.
Thanks to more training data, the trained CNN gains higher
generalization power. We get the performance shown in
Row 5 to 7. Our system’s result (Row 7) is still much bet-
ter than the baselines (Row 5 and Row 6). Our final system
improves the best mean AP b on the test set of NYUD2 from
38.94% to 41.85%.
We have noticed that [14] reported competitive perfor-
mance with us by adding region features besides the bound-
ing boxes. They expanded the system in [16] in a different
way from us. Certainly we can also add regions features in
our system. However, that’s not the point of this paper. We
have already gotten state-of-the-art performance even with-
out region features.
5. Conclusion
In this paper, we addressed the problem of deeply ex-
ploiting the deep information for RGB-D object detection,
and proposed a novel framework. Specifically, we first de-
rived more properties by mining the provided RGB and
depth data. Particularly, several properties that could be di-
rectly derived from the color/depth or pairs were adopted
here, which included the geometry contour, horizontal dis-
parity, height above ground, and angle with gravity. Then
we systematically investigated the fusion schemes of differ-
ent properties under the CNN model. By the means of anal-
ysis and evaluation, it was recommended that the features
encoding the different object properties should be learned
independently and fused at the highest level, i.e. not joint
until passing into the classifier. Finally, we experimentally
verified the effectiveness of the proposed method, which
indeed achieved state-of-the-art performance on NYUD2.
And it was gained with no data augmentation or region fea-
tures. Besides, we only considered the properties that could
be computed in relatively straightforward methods. Explor-
ing more useful properties is one of our future works, e.g.,
equipping more powerful sensors or developing more ad-
vanced algorithms for property derivation.
Table 4. Test set performance on NYUD2 for RGB-D object detection. We compare the results of our final system with the three existing
remarkable methods: RGBD DPM, RGB+D CNN, RGB+DHA CNN. The finetuning set for CNN is shown in the Column 2 and the SVM
is trained on the trainval set. All the results are AP b in percentage. See Section. 4.3
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RGBD DPM - 23.9 19.3 56.0 17.5 0.6 23.5 24.0 6.2 9.5 16.4 26.7 26.7 34.9 32.6 20.7 22.8 34.2 17.2 19.5 45.1
RGB+D CNN train 33.00 39.97 64.57 36.38 1.35 42.04 41.37 8.23 18.99 20.82 29.90 34.71 42.69 27.45 32.68 37.26 43.43 23.45 32.63 49.14
RGB+DHA CNN train 36.14 40.99 68.64 35.17 2.05 42.84 44.46 13.28 21.91 29.43 30.28 36.39 45.54 31.95 39.82 35.47 49.44 24.64 40.25 54.17
Ours train 40.18 47.68 73.53 38.77 2.49 49.30 47.54 11.76 25.90 28.74 41.56 36.12 56.75 47.27 42.04 45.61 53.40 28.83 35.58 50.47
RGB+D CNN trainval 36.11 28.67 70.07 37.90 4.18 46.47 41.52 13.03 21.20 26.40 35.36 37.74 53.06 36.87 36.59 43.30 46.84 23.38 31.12 52.37
RGB+DHA CNN trainval 38.94 49.10 72.80 37.81 4.23 47.85 49.17 18.41 23.54 33.15 42.27 38.49 54.80 36.16 40.58 41.76 51.85 22.47 27.55 47.84
Ours trainval 41.85 45.50 74.97 42.86 5.23 52.49 47.49 15.94 27.25 29.98 45.53 40.53 57.81 45.39 47.97 46.10 54.63 27.08 37.30 51.16
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