Abstract. We develop a detailed regularity theory of
For each p 1 and p ′ = p/(p − 1), by u, v we denote the (L p , L p ′ ) pairing, so that
2. Consider the following classes of vector fields.
(1) We say that a b : R d → C d belongs to F δ , the class of form-bounded vector fields, and write b ∈ F δ , if b is L d -measurable, and there exists λ = λ δ > 0 such that
(2) We say that a b : R d → C d belongs to the Kato class K 
where
the operators Q p , G p , T p ∈ B(L p ),
(ii ) e −tΛp(b) is holomorphic: there is a constant C p such that
(iii ) For each 1 r < p < q and ζ ∈ O, define
The extension of Q p (q) by continuity we denote again by Q p (q). Then
where c is adjusted to R d η(x)dx = 1. Define the standard mollifier (sub-Markov) transition probability function of a strong Feller process.
Remarks. 1. Theorem 1 allows us to move the problem of convergence in C ∞ (in Theorem 2(i )) to L p , a space having much weaker topology (locally).
2. In place ofb n in Theorem 2, one can take (without changing the proof)
where 1 n is the characteristic function of {x ∈ R d : |b(x)| m n , |x| n}, m n < n for all n, m n ↑ ∞ as n ↑ ∞.
3. On the existing results prior to our work. First, it had been known for a long time, see [KS] , that, for b :
exists uniformly in each finite interval of t 0, and hence determines a strongly Feller semigroup on C ∞ .
was removed in [Ki] . bn) exists uniformly on each finite interval of t 0, and hence determines a C 0 -semigroup e −tΛp (b) .
The resolvent set ρ(−Λ p (b)) contains the half-plane O, bn) exists uniformly on each finite interval of t 0, and hence determines a C 0 -semigroup e −tΛp (b) .
We outline the proof of Semenov's results.
Proof. a) Indeed, for all ζ with Re ζ > 0,
and so by the Miyadera perturbation theorem, the operator Then, for each n = 1, 2, . . . , the semigroups e −tΛ 1 (bn) , t > 0, are positivity preserving L ∞ -contractions, and so is e −tΛ 1 (b) . The bounds
yield via the Riesz interpolation theorem
Therefore, we obtain a family {e −tΛp(b) } 1 p<∞ of consistent C 0 -semigroups by setting e −tΛp(b) := the extension by continuity in
as well as inequality
follow from the very definition of K d+1 δ using Hölder's inequality. Note that the last inequality clearly implies that
and the first inequality implies that, for every ζ ∈ O, p ∈ [1, ∞) and all f ∈ E,
It is seen that G p is bounded:
S p and T p are densely defined (on E) and, for all f ∈ E,
Their extensions by continuity we denote again by S p , T p . Next, we define an operator function
It is also seen that
The latter implies that
The main assertion is proved.
We have
and, for all Re ζ λ, by the first representation of Θ 2 (ζ, b n ),
(1 − δ) −1 |ζ| −1 , the semigroups e −tΛ 2 (bn) are holomorphic and equibounded.
Finally, it is seen that Θ 2 (ζ,
Therefore, by the Trotter approximation theorem s-L 2 -lim n e −tΛ 2 (bn) exists and determines a C 0 -semigroup in L 2 . It is also clear that this semigroup is holomorphic and L ∞ -contractive.
or F δ allows us to construct operator realizations of the formal differential operator −∆ + b · ∇ as (minus) generators of strongly continuous semigroups in L p for some or all p ∈ [1, ∞), C ∞ and/or C b , by means of general tools of the standard perturbation theory (e.g. theorems of Miyadera [Vo] or Phillips [Ph] , respectively).
2. Concerning the class F 1 2 δ one can not appeal to the standard perturbation theory (in contrast to K d+1 δ and F δ ) in order to properly characterize the domain of the generator Λ p (b). Indeed, the arguments in [Se, (repeated above in the proof of Theorem 3b) say nothing about W α,p -smoothness of D(Λ p (b)) for p = 2. These arguments rely on ( * ) that implies that Θ 2 (ζ, b) is invertible. The natural analogue of ( * ) in L p is valid only for considerably smaller class of vector fields: |b| ∈ L d,∞ , although leading to a slightly better smoothness result:
3. Theorem 3 is a special case of our Theorem 1. Indeed, the constraints on p and δ in Theorem 1 come solely from the estimate on T p p→p . Now, if b ∈ F 1 2 δ , δ < 1, then 
Note that for
δ , m d δ < 1. Theorem 1(i ) and the argument in the proof of Theorem 3a (using the Riesz interpolation theorem) yields a consistent family of
7. The author considers the assertion (iv ) of Theorem 1 (the W 1+ 1 q , p -smoothness) as the main result of the paper. Theorem 1, compared to [KS] and Theorem 3a, covers the larger class of vector fields, and at the same time establishes stronger smoothness properties of D(Λ p (b)):
δ (Theorem 2) follows almost automatically from the L p -theory (Theorem 1) (with p > d − 1), in contrast to [KS] , where the C ∞ -theory is obtained from the L p -theory by running a specifically tailored Moser-type iterative procedure (see also [Ki] ).
9. To the author's knowledge, Theorem 1 and Theorem 2 are the first results where b can combine different kinds of singularities, e.g. (|x| − 1) −β , β < 1, and |x| −1 (originally, the main motivation for this work).
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Proof of Theorem 1
The method of proof. We start with operator-valued function
defined in L p for each p from the interval
and step by step prove that, for n = 1, 2, . . . ,
All this combined leads to the conclusion: for each p ∈ I there is a holomorphic semigroup e −tΛp (b) in L p such that the resolvent R(ζ, −Λ p (b)) on ζ ∈ O has the representation Θ p (ζ, b);
, p ), r < p < q, r ′ = r/(r − 1).
Propositions 1-4 below constitute the core of the proof of Theorem 1.
and T p are densely defined (on E), and for all f ∈ E,
Their extensions by continuity we denote again by Q p (q), T p .
The operator Q p is densely defined on E. There exist constants C i , i = 1, 2, 3, such that
(3) The extension of Q p by continuity we denote again by Q p .
Remark. The proof of Proposition 1 uses ideas in [BS] , [LS] , and appeals to the L p -inequalities between operator (λ − ∆) 1 2 and "potential" |b|.
Proof. (i ) Let
Then −A is a symmetric Markov generator. Therefore (see e.g. [LS] ), for any r ∈ (1, ∞), Let us prove (2). Let ζ ∈ O. Using (A.1) + (b) with r = p ∈ I, µ = λ, we obtain:
Next, we estimate Q p (q) p→p , G p (r) p→p . Let Re ζ λ, p < q. We obtain:
(here we are using (A.5))
(here we are using (c) with r = p ∈ I, µ = t + λ)
Let ζ ∈ O, 1 r < p. Using (A.2), we obtain:
|f | p (here we are using (A.5) with q ′ := r)
(here we are using (a) with r = p ∈ I, µ = t + λ)
The proof of (i ) is completed.
(ii ) Let Re ζ λ. Using (A.4) + (c) with r = p ∈ I, µ = |ζ|, we obtain:
Now, using the identity (ζ − ∆) −1 = 1 + ζ(ζ − ∆) −1 (2ζ − ∆) −1 , we obtain:
Let Re ζ λ. Using (A.4), we obtain:
(here we are using (a) with r = p ∈ I, µ = |ζ|)
Now, using the identity (ζ − ∆) −1 = (2ζ − ∆) −1 1 − ζ(ζ − ∆) −1 , we obtain:
Let ζ ∈ O. Using (A.3) + (a) with r = p ∈ I, µ = |ζ|, we obtain:
, we obtain:
The proof of (ii ) is completed.
(iii ) By the definition of Θ p (ζ, b), see (1), for every ζ ∈ O,
p→p G p p→p (here we are using (2), (3))
Remark. Since |b n | |b| a.e., Proposition 1 is valid for b n , n = 1, 2, . . . , with the same constants.
Proposition 2. For every p ∈ I, and n = 1, 2, . . . , the operator-valued function
Define
Substituting the last identity in the right-hand side of (4), we obtain
Proposition 3. For every p ∈ I, and n = 1, 2, . . . ,
Again, by (3),
Therefore,
which clearly implies (i). Proof of (ii). This is Proposition 1(iii ).
Proposition 4. For every p ∈ I, and n = 1, 2, . .
and
Proof. By definition, we need to verify that, for every ζ ∈ O, Θ p (ζ, b n ) has dense image, and is the left and the right inverse of
Remark. Alternatively, we could verify conditions of the Kato theorem [Ka2] : in the reflexive space L p , the pseudo-resolvent
Proposition 5. For every ζ ∈ O and p ∈ I,
(here we are using ( * * ) and the fact that |b n |
Next, by the definition of class
loc . The proof of (v ) is completed.
For the proof of (viii ) see the argument in [Se, . The proof of Theorem 1 is completed.
Proof of Theorem 2
It is easily seen that, due to the strict inequality m d δ < 4
We verify conditions of the Trotter approximation theorem:
The condition 1 • ) is immediate. In view of 1 • ), it suffices to verify 2 • ), 3 • ) on S, the L. Schwartz space of test functions. Fix p ∈ I, p > d − 1 (such p exists since m dδ < 4
Proposition 6. For every µ κ d λ, n = 1, 2, . . . , Θ p (µ,b n )S ⊂ S, and
Similarly, it is seen that Θ p (µ,b n )| S is the left inverse of µ + Λ C∞ (b n )| S on µ κ d λ.
Proposition 7. For every µ κ d λ, Θ p (µ, b)S ⊂ C ∞ , and
Proof. By Theorem 1(iv ), since
To establish the required convergence, it suffices to prove that (µ − ∆)
We choose q (> p) close to d − 1 so that (µ − ∆)
Thus it suffices to prove that
which can be done by repeating the arguments in the proof of Proposition 5.
Proposition 8.
Proof. Put Θ p ≡ Θ p (µ,b n ), T p ≡ T p (µ,b n ). Since µ(µ − ∆) −1 s → 1 in C ∞ , and S is dense in C ∞ , it suffices to show that µΘ p f − µ(µ − ∆) −1 f ∞ → 0 for every f ∈ S. For each f ∈ S there is h ∈ S such that f = (λ − ∆) Assertion (ii ) of Theorem 2 follows from Theorem 1(iii ). The proof of assertion (iii ) is standard, and is omitted.
Remark. We could construct e −tΛ C∞ (b) alternatively as follows: 
