Une r\'eponse n\'egative \`a la conjecture de E. Tronci pour les
  syst\`emes num\'eriques typ\'es by Nour, Karim
ar
X
iv
:0
90
5.
05
74
v1
  [
ma
th.
LO
]  
5 M
ay
 20
09
Une re´ponse ne´gative a` la conjecture de
E.Tronci pour les syste´mes nume´riques type´s
Karim NOUR
LAMA - Equipe de Logique
Universite´ de Savoie
73376 Le Bourget du Lac
e-mail nour@univ-savoie.fr
Re´sume´ Un syste`me nume´rique est une suite de λ-termes normaux clos distincts pour
laquelle il existe des λ-termes clos pour les fonctions successeur et test a` ze´ro. Un syste`me
nume´rique est dit ade´quat ssi il existe un λ-terme clos pour la fonction pre´de´cesseur. Un
ope´rateur de mise en me´moire pour un syste`me nume´rique est un λ-terme clos qui simule
“l’appel-par-valeur” dans le cadre de “l’appel-par-nom”. E. Tronci a conjecture´ le re´sultat
suivant : un syste`me nume´rique est ade´quat s’il posse`de un ope´rateur de mise en me´moire.
Nous donnons, dans cet article, une re´ponse ne´gative a` la conjecture de E. Tronci mais
uniquement pour les syste`mes nume´riques typable dans le syste`me F . La conjecture de E.
Tronci reste sans solution en λ-calcul pur.
Mots cle´s : Syste`me nume´rique ; λ-calcul ; Successeur ; Test a` ze´ro ; Pre´de´cesseur ;
Ope´rateur de mise en me´moire ; Syste`me nume´rique ade´quat ; Appel-par-valeur ; Appel-
par-nom ; Syste`me F .
Abstract A numeral system is a sequence of an infinite different closed normal λ-terms
which has closed λ-terms for successor and zero test. A numeral system is said adequate iff
it has a closed λ-term for predecessor. A storage operator for a numeral system is a closed
λ-term which simulate “call-by-value” in the context of a “call-by-name” strategy. E. Tronci
conjectured the following result : a numeral system is adequate if it has a storage opera-
tor. This paper gives a negative answer to this conjecture for the numeral systems typable in
the J.-Y. Girard type system F . The E. Tronci’s conjecture remains open in pure λ-calculus.
Keywords : Numeral system ; λ-calculus ; Successor ; Zero test ; Predecessor ; Storage
operator ; Adequate numeral system ; Call-by-value ; Call-by-name ; Type system F .
1 Introduction
Un syste`me nume´rique est une suite de λ-termes normaux clos distincts d = d0, d1, ..., dn, ...
pour laquelle il existe des λ-termes clos Sd et Zd pour les fonctions successeur et test a`
ze´ro. Un syste`me nume´rique est dit ade´quat ssi il existe un λ-terme clos Pd pour la fonction
pre´de´cesseur. H. Barendregt a de´montre´ dans [1] qu’un syste`me nume´rique est ade´quat ssi
toutes les fonctions re´cursives totales sont repre´sentables dans le syste`me.
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La diffe´rence entre notre de´finition d’un syste`me nume´rique et celle propose´e par H. Baren-
dregt (voir [1]) est le fait d’imposer aux λ-termes di d’eˆtre normaux et distinctes. En effet
ces conditions permettent, pour des strate´gies de re´duction gagnantes, de trouver la valeur
exacte d’une fonction nume´rique totale calcule´e sur des entiers.
Une des strate´gies de re´duction gagnantes est la re´duction gauche (ite´ration de la re´duction
de teˆte note´e ≻). Mais pour cette strate´gie l’argument d’une fonction est calule´ le nombre
de fois ou` la fonction l’utilise. Les ope´rateurs de mise en me´moire ont e´te´ introduits par
J.-L. Krivine pour reme´dier a` ce de´faut.
Un λ-terme clos Od est dit ope´rateur de mise en me´moire pour un syste`me nume´rique d
ssi pour tout n ∈ N, il existe un λ-terme clos τn ≃β dn tel que pour tout θn ≃β dn,
(Od θn f) ≻ (f τn) (ou` f est une nouvelle variable).
Nous allons justifier cette de´finition. Soit F un λ-terme (pour une fonction), et θn un λ-
terme β-e´quivalent a` dn. Durant la re´duction gauche de (F θn), θn sera re´duit chaque fois
qu’il arrive en teˆte. Au lieu de re´duire (F θn), effectuons la re´duction de teˆte de (Od θn F ).
La re´duction de (Od θn F ) = {(Od θn f)}[F/f ] commence par amener (Od θn f) a` sa forme
normale de teˆte qui est (f τn), et puis re´duire (F τn). Dans la re´duction de (Od θn F ),
θn est calcule´ le premier, et le re´sultat est donne´ a` F comme argument. Od a donc mis
en me´moire le re´sultat τn, avant de le donner a` la fonction F . Donc la re´duction de teˆte
(Od θn F ) ≻ (F τn) de´pend seulement de θn et pas de F .
J.-L. Krivine a de´montre´ dans [4] que, dans le syste`me de typage F de J.-Y. Girard, le type
N*→ ¬¬N convient pour les ope´rateurs de mise en me´moire pour le syste`me nume´rique de
Church : ou` N est le type des entiers de Church, et l’ope´ration ∗ est la simple traduction de
Go˝del qui associe a` chaque formule F la formule F* obtenue en remplacant dans F chaque
variable de type par sa ne´gation.
Nous de´montrons dans ce papier que chaque syste`me nume´rique ade´quat posse`de un ope´rateur
de mise en me´moire. E. Tronci a conjecture´ qu’un syste`me nume´rique est ade´quat s’il posse`de
un ope´rateur de mise en me´moire.
Nous donnons, ensuite, une re´ponse ne´gative a` la conjecture de E. Tronci mais uniquement
pour les syste`mes nume´riques typable dans le syste`me F . Nous construisons donc un type
clos E, une suite de λ-termes normaux clos distincts e = e0, e1, ..., en, ..., et des λ-termes
clos Se, Ze, et Oe tels que :
– Si t est un λ-terme normal clos, alors ⊢F t : E ssi t = ei ou` i ∈ N.
– ⊢F Se : E → E et (Se en) ≃β en+1 pour tout n ∈ N.
– ⊢F Ze : E → B (B est le type des Boole´ens du syste`me F), (Ze e0) ≃β λxλyx et
(Ze en+1) ≃β λxλyy pour tout n ∈ N.
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– ⊢F Oe : E*→ ¬¬E, et, pour tout n ∈ N, il existe un λ-terme clos τn ≃β en tel que
pour tout θn ≃β en, (Od θn f) ≻ (f τn).
– Il n’existe pas un λ-terme clos Pe tel que ⊢F Pe : E → E et (Pe en+1) ≃β en pour
tout n ∈ N.
La conjecture de E. Tronci reste sans solution en λ-calcul pur.
2 Notations et de´finitions
2.1 Le λ-calcul pur
Notations :
1) La β-e´quivalence est note´e u ≃β v.
2) Si u et v sont deux λ-termes, alors on note < u, v > le λ-terme λx(x u v).
3) On note T (pour True) le λ-terme λxλyx et F (pour False) le λ-terme λxλyy.
4) Pour tous λ-termes u, v, on de´finit (un v) par induction : (u0 v) = v et (un+1 v) =
(u (un v)). Pour chaque entier n, on de´finit l’entier de Church n = λxλf(fn x).
5) La notation σ(t) repre´sent le re´sultat d’une substitution simultane´e σ sur les vari-
ables libres de t apre`s un re´nommage de ses variables lie´es.
6) On note Θ = (U U) ou` U = λxλf(f (x x f)). Le λ-terme Θ est appele´ le point fixe
de Turing.
De´finitions : Un λ-terme t soit il posse`de un redex de teˆte [i.e. t = λx1...λxn(λxu v v1...vm),
le redex de teˆte est (λxu v)], soit il est en forme normale de teˆte [i.e. t = λx1...λxn(x v1...vm)].
La notation u ≻ v signifie que v est obtenue a` partir de u apre`s quelques pas de re´ductions
de teˆte. Un λ-terme est dit re´soluble si sa re´duction de teˆte termine.
Les re´sultats suivants sont bien connus (voir [3] et [4]).
The´ore`me 1
1) Si t est β-e´quivalent a` une forme normale de teˆte, alors t est re´soluble.
2) Si u ≻ v, alors, pour toute substitution σ, σ(u) ≻ σ(v).
3) Si u ≻ v, alors, pour toute suite w1, ..., wn, il existe un λ-terme w tel que (u w1...wn) ≻ w
et (v w1...wn) ≻ w.
De´finition : On de´finit sur les λ-termes une relation d’e´quivalence ∼ par : u ∼ v ssi il
existe un λ-terme t, tel que u ≻ t, et v ≻ t.
Donc, si t est re´soluble, alors u ∼ t ssi u est re´soluble, et posse`de la meˆme forme normale
de teˆte que t. Si u est une forme normale de teˆte, alors t ∼ u signifie que u est la forme
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normale de teˆte de t.
D’apre`s le the´ore`me 1, on obtient les re´sultats suivants (voir [4]).
The´ore`me 2
1) Si u ∼ v, alors, pour toute substitution σ, σ(u) ∼ σ(v).
2) Si u ∼ v, alors, pour toute suite w1, ..., wn, (u w1...wn) ∼ (v w1...wn).
2.2 Le syste`me F
De´finition : Les types du syste`me F sont construits a` partir des variables de type X,Y, Z, ...
et une constante ⊥ (pour l’absurde) en utilisant les ope´rations suivantes :
– Si U et V sont des types, alors U → V est un type.
– Si V est un type, et X est une variable de type, alors ∀XV est un type.
On de´finit d’une manie`re usuelle les variables libres et les variables lie´es d’un type.
De´finition : Soient t un λ-terme, A un type, et Γ = x1 : A1, ..., xn : An un contexte. On
de´finit par les re`gles suivantes la notion “t est de type A dans Γ” ; cette notion est note´e
Γ ⊢F t : A.
(1) Γ ⊢F xi : Ai (1 ≤ i ≤ n)
(2)
Γ, x : A ⊢F t : B
Γ ⊢F λxt : A→ B
(3)
Γ ⊢F u : A→ B Γ ⊢F v : A
Γ ⊢F (u)v : B
(4)
Γ ⊢F t : A
Γ ⊢F t : ∀XA
(*) (5)
Γ ⊢F t : ∀XA
Γ ⊢F t : A[G/X ]
(**)
Avec les conditions suivantes :
(*) X n’est pas libre dans Γ.
(**) G est un type.
Le syste`me F posse`de les proprie´te´s suivantes (voir [2] et [3]).
The´ore`me 3
1) Un type est pre´serve´ durant une β-re´duction.
2) Un λ-terme typable est fortement normalisable.
Le type F1 → (F2 → (... → (Fn → G)...)) est note´ F1, F2, ..., Fn → G et le type F →⊥ est
note´ ¬F .
Les lemmes 1 et 2 seront tre`s utiles pour nos de´monstrations. Le lemme 1 (resp. le lemme
2) a e´te´ de´montre´ dans [5] (resp. dans [2] et [3]).
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Lemme 1
1) Soit X une variable de type. Si Γ ⊢F t : X, alors t ne commence pas par λ.
2) Si Γ ⊢F λxt : A→ B, alors Γ, x : A ⊢F t : B.
3) Si Γ, x : A→ B ⊢F (x u1...un) : C, alors Γ, x : A→ B ⊢F u1 : A.
4) Si Γ, x : A1, ..., Am → X ⊢F (x u1...un) : C, alors X est libre dans C.
Lemme 2 Si x1 : A1, ..., xn : An ⊢F t : A, alors, pour toute variable X et tout type G,
x1 : A1[G/X ], ..., xn : An[G/X ] ⊢F t : A[G/X ].
Dans le syste`me F on a la possibilite´ de de´finir les types de donne´es. Soit B = ∀X{X,X →
X} (le type des Boole´ens) et N = ∀X{X, (X → X) → X} (le type des entiers). On a les
re´sultats suivants (voir [2] et [3]).
The´ore`me 4 Soit t un λ-terme normal clos.
1) ⊢F t : B ssi t = T ou t = F .
2) ⊢F t : N ssi il existe n ∈ N tel que t = n.
De´finition : On note encore F le syste`me logique sousjacent au syste`me de typage F , et
on e´crit Γ ⊢F A si A est de´montrable a` partir des formules de Γ en utilisant les re`gles du
syste`me logique F .
Il est claire que : A1, ..., An ⊢F A ssi il existe un λ-terme t tel que x1 : A1, ..., xn : An ⊢F t :
A. Ce re´sultat est connu sous le nom de “la corresponce du Curry-Howard”.
2.3 Le syste`me FC et la traduction de Go˝del
De´finition : On ajoute au syste`me logique F la re`gle :
(0)
Γ ⊢ ¬¬A
Γ ⊢ A
Cette re`gle axiomatise la logique classique au dessus de la logique intuitionniste.
On note FC ce nouveau syste`me et on e´crit Γ ⊢FC A si A est de´montrable a` partir des
formules de Γ dans le syste`me FC . On a le re´sultat suivant (voir [2]).
The´ore`me 5 Le syste`me FC est non contradictoire (i.e. 6⊢FC ∀XX).
De´finition : Pour chaque formule A de FC , on de´finit la formule A* par :
- Si A =⊥, alors A*= A ;
- Si A = X , alors A*= ¬X ;
- Si A = B → C, alors A*= B*→ C* ;
- Si A = ∀XB, alors A*= ∀XB*.
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A* est appele´e la traduction de Go˝del de A.
On a le re´sultat suivant (voir [3]).
The´ore`me 6 Si ⊢FC A, alors ⊢F A*.
3 Les syste`mes nume´riques
3.1 Les syste`mes nume´riques en λ-calcul pur
De´finition : Un syste`me nume´rique est une suite de λ-termes normaux clos distincts d =
d0, d1, ..., dn, ... pour laquelle il existe des λ-termes clos Sd et Zd tels que :
(Sd dn) ≃β dn+1 pour tout n ∈ N
et
(Zd d0) ≃β T
(Zd dn+1) ≃β F pour tout n ∈ N
Les λ-termes Sd et Zd sont appele´s successeur et test a` ze´ro pour d.
Chaque syste`me nume´rique peut eˆtre conside´rer comme un codage des entiers en λ-calcul et
donc on peut repre´senter les fonctions nume´riques totales de la manie`re suivante.
De´finition : Une fonction nume´rique totale φ : Np → N is dite λ-de´finissable dans le
syste`me nume´rique d ssi il existe un λ-terme Fφ tel que pour tout n1, ..., np ∈ N
(Fφ dn1 ...dnp) ≃β dφ(n1,...,np)
De´finition : Un syste`me nume´rique d is dit ade´quat ssi il existe un λ-terme clos Pd tel que
(Pd dn+1) ≃β dn pour tout n ∈ N.
Le λ-terme Pd est appele´ pre´de´cesseur pour d.
H. Barendregt a de´montre´ que (voir [1]) :
The´ore`me 7 Un syste`me nume´rique d est ade´quat ssi toutes les fonctions nume´riques
re´cursives totales sont λ-de´finissables dans d.
Exemples :
1) Un exemple simple d’un syste`me nume´rique ade´quat est le syste`me nume´rique de Church
n = 0, 1, ..., n, .... Il est facile de ve´rifier que :
S = λnλxλf(f (n f x)),
Z = λn(n T λxF ),
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P = λn(n U < 0, 0 > T ) ou` U = λx < (S (x T )), (x F ) >.
sont des λ-termes pour le successeur, le test a` ze´ro, et le pre´de´cesseur pour n.
2) Nous avons donne´ dans [6] un exemple d’un syste`me nume´rique non ade´quat. ✷
De´finition : Soient d un syste`me nume´rique et Od un λ-terme clos. On dit que Od est
un ope´rateur de mise en me´moire pour d ssi pour tout n ∈ N, il existe un λ-terme clos
τn ≃β dn, tel que, pour tout θn ≃β dn, (Od θnf) ≻ (f τn) ou` f est une nouvelle variable.
Exemple : Soit ON = λnλf(n f J 0) ou` J = λxλy(x (S y)). Il est facile de ve´rifier que
pour tout θn ≃β n, (ON θn f) ≻ (f (S
n 0)). Donc ON est un ope´rateur de mise en me´moire
pour n. ✷
Remarque : J.-L. Krivine autorise, dans sa de´finition des ope´rateurs de mise en me´moire,
le λ-terme τn de contenir des variables libres qui peuvent eˆtre remplace´es par des λ-termes
qui ne de´pendent que de θn. Avec cette de´finition on garde aussi tous les re´sultats de ce
papier. ✷
The´ore`me 8 Chaque syste`me nume´rique ade´quat posse`de un ope´rateur de mise en me´moire.
Preuve Soit d un syste`me nume´rique ade´quat.
Soit Od = (Θ Hd) ou` Hd = λhλnλf((Zd n) (f d0) (h (Pd n) λx(f (Sd x)))).
De´montrons (par re´currence sur i) que, pour tout i ∈ N et pour tout θi ≃β di, (Od θi f) ∼
(f (Sd
i d0)).
• Pour i = 0,
(Od θ0 f) ∼ (Hd (Θ Hd) θ0 f)
∼ ((Zd θ0) (f d0)((Θ Hd) (Pd θ0) λx(f (Sd x))))
Comme (Zd d0) ≃β T , alors (Zd θ0) ≻ T , et, d’apre`s le the´ore`me 1, (Od θ0 f) ∼ (f d0).
• Supposons le re´sultat vrai pour i, et prouvons le pour i+ 1.
(Od θi+1 f) ∼ (Hd (Θ Hd) θi+1 f)
∼ ((Zd θi+1) (f d0) ((Θ Hd) (Pd θi+1)) λx(f (Sd x))))
Comme (Zd di+1) ≃β F , alors (Zd θi+1) ≻ F , et, d’apre`s le the´ore`me 1,
(Od θi+1 f) ∼ (Od (Pd θi+1) λx(f (Sd x))). Mais (Pd θi+1) ≃β di, alors, par hypothe`se
d’induction, (Od (Pd θi+1) f) ∼ (f (Sd
id0)), et
(Od (Pd θi+1) λx(f (Sd x))) ∼ (λx(f (Sd x)) (Sd
id0))
∼ (f (Sd
i+1d0))
D’ou`, pour tout i ∈ N et pour tout θi ≃β di, (Od θi f) ≻ (f (Sd
id0)). ✷
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E. Tronci a conjecture´ le re´sultat suivant :
Conjecture Un syste`me nume´rique est ade´quat s’il posse`de un ope´rateur de mise en me´moire.
Nous donnons dans ce papier une re´ponse ne´gative a` cette conjecture mais uniquement pour
les syste`mes nume´riques typable dans le syste`me F .
3.2 Les syste`mes nume´riques type´s
De´finition : Un syste`me nume´rique type´ est une paire D =< D,d > ou` D est un type clos
du syste`me F , et d = d0, d1, ..., dn, ... est une suite de λ-termes normaux clos tels que :
– Si t est un λ-terme normal, alors ⊢F t : D ssi il existe i ∈ N tel que t = di.
– Il existe des λ-termes clos Sd et Zd tels que:
* ⊢F Sd : D → D et (Sd dn) ≃β dn+1 pour tout n ∈ N ;
* ⊢F Zd : D → B et (Zd dn) ≃β
{
T si n = 0
F si n ≥ 1
.
Les λ-termes Sd et Zd sont appele´s successeur et test a` ze´ro pour D.
De´finition : Un syste`me nume´rique type´ D est dite ade´quat ssi il existe un λ-terme clos Pd
tel que ⊢F Pd : D → D et (Pd dn+1) ≃β dn pour tout n ∈ N. Le λ-terme Pd est appele´
pre´de´cesseur pour D.
Exemple : Il est facile de ve´rifier que N =< N,n > est un syste`me nume´rique type´. ✷
De´finitions :
1) Soient D,E deux types clos. On dit que D ⊆ E ssi pour tout λ-terme clos t, si ⊢F t : D,
alors ⊢F t : E.
2) Soit D =< D,d > un syste`me nume´rique type´ tel que D ⊆ D*. Soit Od un λ-terme clos.
On dit que Od est un ope´rateur de mise en me´moire pour D ssi ⊢F Od : D*→ ¬¬D, et pour
tout n ∈ N, il existe un λ-terme clos τn ≃β dn et ⊢F τn : D tel que, pour tout θn ≃β dn,
(Od θnf) ≻ (f τn) ou` f est une nouvelle variable.
Exemple : On peut ve´rifier que N ⊆ N* et ⊢F ON : N*→ ¬¬N . Donc ON est un
ope´rateur de mise en me´moire pour N . ✷
4 Le contre exemple
Soit P = ∀X∀Y {((X → Y )→ X)→ X} (P est la loi de Pierce) et Q = P → ∀XX .
Lemme 3
1) ⊢FC P .
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2) Il existe un λ-terme clos tP tel que ⊢F tP : P*.
Preuve
1) C’est un re´sultat connu. Faisons la de´monstration.
¬X,X,¬Y ⊢FC⊥ =⇒ ¬X,X ⊢FC ¬¬Y
=⇒ ¬X,X ⊢FC Y
=⇒ ¬X, (X → Y )→ X ⊢FC X → Y
=⇒ ¬X, (X → Y )→ X ⊢FC X
=⇒ ¬X, (X → Y )→ X ⊢FC⊥
=⇒ (X → Y )→ X ⊢FC ¬¬X
=⇒ (X → Y )→ X ⊢FC X
=⇒ ⊢FC P.
2) D’apre`s 1) et le the´ore`me 6, on a ⊢F P*, donc il existe un λ-terme tP tel que ⊢F tP : P*.
Un exemple d’un tel λ-terme est tP = λxλy(x λzλα(z y) y). En effet :
z : ¬X, y : X,α : Y ⊢F (z y) :⊥ =⇒ y : X ⊢F λzλα(z y) : ¬X → ¬Y
=⇒ x : (¬X → ¬Y )→ ¬X, y : X ⊢F (x λzλα(z y) y) :⊥
=⇒ ⊢F tp : P
∗.
✷
Lemme 4
1) 6⊢F Q→ P .
2) 6⊢FC (Q→ P )→ Q.
Preuve
1) Un contexte Γ est dit bon ssi Γ est de la forme [α : Q, {xi : (Xi → Yi)→ Xi}1≤i≤n, {yj :
Xj}1≤j≤m] ou` :
– Xi 6= Xj (1 ≤ i < j ≤ n) ;
– Yi 6= Yj (1 ≤ i < j ≤ m) ;
– Xi 6= Yj (1 ≤ i ≤ n) et (1 ≤ j ≤ m).
Il suffit de de´montrer que pour tout contexte bon Γ il n’existe pas de λ-terme u tel que
Γ ⊢F u : P . Nous de´montrons ceci par induction sur u.
u ne peut pas eˆtre une variable. Si u = (z u1...um) (m ≥ 1), alors z = α, et Γ ⊢F u1 : P . Ce
qui est impossible par hypothe`se d’induction. Donc u = λxv, et Γ, x : (X → Y ) → X ⊢F
v : X ou` X,Y sont des nouvelles variables diffe´rentes. v ne peut pas eˆtre ni une variable ni
un λ-terme qui commence par λ. Donc v = (z v1...vm) (m ≥ 1) et z 6= xi, yj. Il reste, donc,
deux cas a` voir :
– Si z = α, alors Γ, x : (X → Y )→ X ⊢F v1 : P . Ce qui est impossible par hypothe`se
d’induction.
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– Si z = x, alors m = 1, et Γ, x : (X → Y )→ X ⊢F v1 : X → Y . v1 ne peut pas eˆtre
une variable. Donc on a de nouveau deux cas a` voir :
– Si v1 = (z v
′
1...v
′
k) (k ≥ 1), alors z = α, et Γ, x : (X → Y )→ X ⊢F v
′
1 : P . Ce
qui est impossible par hypothe`se d’induction.
– Si v1 = λyw, alors Γ, x : (X → Y )→ X, y : X ⊢F w : Y . w ne peut pas eˆtre ni
une variable ni un λ-terme qui commence par λ. Donc w = (z w1...wr) (r ≥ 1)
et z 6= x, y, xi, yj . Donc z = α, et Γ, x : (X → Y )→ X, y : X ⊢F w1 : P . Ce qui
est impossible par hypothe`se d’induction.
2) Si ⊢FC (Q → P ), P → ∀XX , alors ⊢FC ∀XX (puisque ⊢FC P ). Ce qui contredit le
the´ore`me 5. ✷
Lemme 5 Soit w un λ-terme normal. Si α : Q → P, x : X, f : X → X ⊢F w : X, alors il
existe un n ∈ N tel que w = (fn x).
Preuve Par induction sur w.
Le λ-terme w ne peut pas commencer par un λ. Si w est une variable, alors w = x. Donc
w = (y w1...wm) (m ≥ 1), et on a deux possibilite´s pour la variable y.
– Si y = α, alors α : Q→ P, x : X, f : X → X ⊢F w1 : Q, et Q→ P,X,X → X ⊢F Q.
Soit U une formule close de´montrable dans le syste`me logique F . D’apre`s le lemme
2, on a {Q → P,X,X → X}[U/X ] ⊢F Q[U/X ], donc Q → P ⊢F Q (puisque U et
U → U sont de´montrables). Ce qui contredit 2) du lemme 4.
– Si y = f , alors m = 1 et α : Q → P, x : X, f : X → X ⊢F w1 : X . Par hypothe`se
d’induction, il existe un n ∈ N tel que w1 = (fn x), donc w = (fn+1 x). ✷
Soit D = (Q→ P )→ N et, pout tout n ∈ N, dn = λαn.
Lemme 6 Soit t un λ-terme normal clos. ⊢F t : D ssi il existe un n ∈ N tel que t = dn.
Preuve ⇐=) Facile a` ve´rifier.
=⇒) Comme t est clos, alors t = λαu et α : Q → P ⊢F u : N . u ne peut pas eˆtre une
variable et si u = (α u1...um) (m ≥ 1), alors α : Q→ P ⊢F u1 : Q, donc Q → P ⊢F Q. Ce
qui contredit 2) du lemme 4. Donc u = λxv, et α : Q → P, x : X ⊢F v : (X → X)→ X . v
ne peut pas eˆtre une variable, donc on a deux cas a` voir.
– Si v = (y v1...vm) (m ≥ 1), alors y = α, α : Q → P, x : X ⊢F v1 : Q, et
Q → P,X ⊢F Q. Soit U une formule close de´montrable dans le syste`me logique F .
D’apre`s le lemme 2, on a {Q → P,X}[U/X ] ⊢F Q[U/X ], donc Q → P ⊢F Q. ΛCe
qui contredit 2) du lemme 4.
– Si v = λfw, alors α : Q → P, x : X, f : X → X ⊢F w : X . Donc, d’apre`s le lemme
5, il existe un n ∈ N tel que w = (fn x) et t = dn. ✷
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Lemme 7 Soit Sd = λnλα(S (n α)).
1) Pour tout n ∈ N, (Sd dn) ≃β dn+1.
2) Pour tout n ∈ N, (Sd
n d0) ≃β dn.
Preuve Facile a` ve´rifier. ✷
Lemme 8 Soit Od = λn(n TP dˆ0 Sˆd) ou`
TP = λαtP , dˆ0 = λf(f d0), et Sˆd = λxλy(x λz(y (Sd z))).
Od est un ope´rateur de mise en me´moire pour le syste`me nume´rique type´ < D,d >.
Preuve On va de´montrer que :
1) D ⊆ D* et ⊢F Od : D*→ ¬¬D.
2) Pour tout θn ≃β dn, (Od θn f) ≻ (f (Sd
n d0)).
1) Il est facile de ve´rifier que D ⊆ D*.
On a :
⊢F d0 : D =⇒ ⊢F dˆ0 : ¬¬D
et
⊢F Sd : D → D =⇒ y : ¬D, z : D ⊢F (y (Sd z)) :⊥
=⇒ x : ¬¬D, y : ¬D ⊢F (x λz(y (Sd z))) :⊥
=⇒ ⊢F Sˆd : ¬¬D → ¬¬D.
De plus, d’apre`s le lemme 3, on a ⊢F tP : P*, donc ⊢F TP : (Q→ P )*= P*→ Q*.
D’ou`
n : D∗ ⊢F (n TP ) : N
∗ =⇒ n : D∗ ⊢F (n TP ) : ¬¬D, (¬¬D → ¬¬D)→ ¬¬D
=⇒ ⊢F Od : D
∗ → ¬¬D.
2) Soit θn ≃β dn.
– Si n = 0, alors θn ≻ d0.
– Si n 6= 0, alors θn ≻ λαλxλg(g tn−1), tn−k ≻ (g tn−k−1) (1 ≤ k ≤ n− 1), et t0 ≻ x.
Si n = 0, alors
(Od θn f) ∼ (dˆ0 f)
∼ (f d0).
Si n 6= 0, alors
(Od θn f) ∼ (Sˆd tn−1[Sˆd/g, dˆ0/x] f)
∼ (tn−1[Sˆd/g, dˆ0/x] λz(f (Sd z))).
On de´finit deux suites de λ-termes (τi)1≤i≤n :
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τ1 = λz(f (Sd z))
et τk+1 = λz(τk (Sd z)) pour tout (1 ≤ k ≤ n− 1)
De´montrons (par re´currence sur k) que, pour tout (1 ≤ k ≤ n), on a :
(Od θn f) ∼ (tn−k[Sˆd/g, dˆ0/x] τk)
– Pour k = 1, le re´sultat est vrai.
– Supposons le re´sultat vrai pour k, et de´montrons le pour k + 1.
(Od θn f) ∼ (tn−k[Sˆd/g, dˆ0/x] τk)
∼ (Sˆd tn−k−1[Sˆd/g, dˆ0/x] τk)
∼ (tn−k−1[Sˆd/g, dˆ0/x] λz(τk (Sd z)))
= (tn−k−1[Sˆd/g, dˆ0/x] τk+1).
Donc, en particulier, pour k = n on a :
(Od θn f) ∼ (t0[Sˆd/g, dˆ0/x] τk)
∼ (dˆ0 τn)
∼ (τn d0).
De´montrons (par re´currence sur k) que, pour tout (1 ≤ k ≤ n), on a :
τk ∼ λz(f (Sd
k z))
– Pour k = 1, le re´sultat est vrai.
– Supposons le re´sultat vrai pour k, et de´montrons le pour k + 1.
τk+1 = λz(τk (Sd z))
∼ λz(λz(f (Sd
k z)) (Sd z))
∼ λz(f (Sd
k+1 z)).
Donc, en particulier, pour k = n on a : τn ∼ λz(f (Sd
n z)).
Et
(Od θn f) ∼ (λz(f (Sd
n z)) d0)
∼ (f (Sd
n d0)).
D’ou` (Od θn f) ≻ (f (Sd
n d0)). ✷
Lemme 9 Soit OB = λn(n λf(f T ) λf(f F )).
1) ⊢F OB : B*→ ¬¬B.
2) Pour tout ǫ = T ou F et pour tout θǫ ≃β ǫ, (OB θǫ f) ≻ (f ǫ).
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Preuve
1) On a :
⊢F T : B =⇒ ⊢F λf(f T ) : ¬¬B
et
⊢F F : B =⇒ ⊢F λf(f F ) : ¬¬B.
Donc
n : B∗ ⊢F n : ¬¬B,¬¬B → ¬¬B =⇒ ⊢F OB : B
∗ → ¬¬B.
2) Si θǫ ≃β ǫ, alors θǫ ≻ ǫ, et donc
(OB θǫ f) ∼ (θǫ λf(f T ) λf(f F ) f)
∼ (ǫ λf(f T ) λf(f F ) f)
∼ (f ǫ).
D’ou` (OB θǫ f) ≻ (f ǫ). ✷
Lemme 10 Soit t un λ-terme normal clos. ⊢F t : D → B ssi t = λαT ou t = λαF .
Preuve ⇐=) Facile a` ve´rifier.
=⇒) Comme t est clos, alors t = λαu et α : D ⊢F u : B. u ne peut pas eˆtre une variable,
donc on a deux cas a` voir.
– Si u = (α u1...um) (m ≥ 1), alors α : D ⊢F u1 : Q→ P , donc ⊢F Q→ P (car D est
de´montrable dans le syste`me logique F). Ce qui contredit 1) du lemme 4.
– Si u = λxv, alors α : D, x : X ⊢F v : X → X . v ne peut pas eˆtre une variable, donc
on a de nouveau deux cas a` voir.
– Si v = (z v1...vm) (m ≥ 1), alors y = α, α : D, x : X ⊢F v1 : Q P , et
D,X ⊢F Q→ P . Soit U une formule close de´montrable dans le syste`me logique
F . D’apre`s le lemme 2, on a {D,X}[U/X ] ⊢F {Q→ P}[U/X ], donc ⊢F Q→ P .
Ce qui contredit 1) du lemme 4.
– Si v = λyw, alors α : D, x : X, y : X ⊢F w : X . w ne peut pas commencer
par un λ et si w est une variable, alors w = x ou w = y, donc t = λαT or
t = λαF . Il reste donc le cas ou` w = (α w1...wm) (m ≥ 1). Dans ce cas on
a α : D, x : X, y : X ⊢F w1 : Q → P , et D,X ⊢F Q → P . Soit U une
formule close de´montrable dans le syste`me logique F . D’apre`s le lemme 2, on a
{D,X,X}[U/X ] ⊢F {Q → P}[U/X ], donc ⊢F Q → P . Ce qui contredit 1) du
lemme 4. ✷
Lemme 11 Soit t un λ-terme normal.
1) Si x : B,D → X, y : X ⊢F t : B, alors t = T ou t = F .
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2) Si x : B,D → X, y : X ⊢F t : D, alors il existe n ∈ N tel que t = dn.
Preuves Meˆme preuve que celles des lemmes 5 et 6. ✷
Soit E = ∀X{((B,D→ X), X → X}.
Pour tous λ-termes u, v, on note <<u, v>> le λ-terme λxλy(x u v).
Lemme 12 Soit t un λ-terme normal clos. ⊢F t : E ssi (t = F ) ou il existe n ∈ N tel que
(t = <<b, dn>> ou` b = T ou F ).
Preuve ⇐=) Facile a` ve´rifier.
=⇒) Soit t un λ-terme normal clos tel que ⊢F t : E. Alors t = λxu et x : B,D → X ⊢F u :
X → X . u ne peut pas eˆtre une variable, donc on a deux cas a` voir.
- Si u = (x u1...um) (m ≥ 1), alors x : B,D → X ⊢F (x u1) : D → X . Ce qui est
impossible.
- Si u = λyv, alors x : B,D → X, y : X ⊢F v : X . v ne peut pas commencer par un λ,
donc on a de nouveau deux cas a` voir.
- Si v est une variable, alors v = y et u = F .
- Si v = (z v1...vm) (m ≥ 1), alors z = x, n = 2, x : B,D → X, y : X ⊢F v1 : D,
et x : B,D → X, y : X ⊢F v2 : B. Donc, d’apre`s le lemme 11, il existe n ∈ N tel
que t = <<b, dn>> ou` b = T ou b = F . ✷
The´ore`me 9 Il existe un syste`me nume´rique type´ non ade´aquat qui posse`de un ope´rateur
de mise en me´moire.
Preuve Soit E =< E, e > ou` :
e0 = F
e2n+1 = <<F, dn>> (n ≥ 0)
e2n+2 = <<T, dn>> (n ≥ 0)
Le test a` ze´ro
Soit Ze = λn(n λxλyF T ).
Typage de Ze
On a :
x : B, y : D ⊢F F : B =⇒ ⊢F λxλyF : B,D → B
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donc
n : E ⊢F n : (B,D → B), B → B =⇒ n : E ⊢F (n λxλyF T ) : B
=⇒ ⊢F Ze : E → B.
Fonctionnement de Ze
Si n = 0, alors :
(Ze en) ≃β (F λxλyF T )
≃β T.
Si n 6= 0, alors :
(Ze en+1) ≃β (en+1 λxλyF T )
≃β (λxλyF b dm)
≃β F.
Le successeur
Soit Se = λn((Ze n) e1 ((n T T ) <<F, (Sd (n F d0))>> <<T, (n F d0)>>)).
Typage de Se
On a :
n : E ⊢F n : (B,D → D), D → D =⇒ n : E ⊢F (n F d0) : D
=⇒ n : E ⊢F <<T, (n F d0)>> : E
et
n : E ⊢F n : (B,D → D), D → D =⇒ n : E ⊢F (Sd (n F d0)) : D
=⇒ n : E ⊢F <<F, (Sd (n F d0))>> : E.
Donc
n : E ⊢F n : (B,D → B), B → B =⇒ n : E ⊢F (n T T ) : B
=⇒ n : E ⊢F (n T T ) : E,E → E
=⇒ n : E ⊢F ((n T T ) <<F, (Sd (n F d0))>>
<<T, (n F d0)>>) : E.
D’ou`
n : E ⊢F (Ze n) : B =⇒ n : E ⊢F (Ze n) : E,E → E
=⇒ ⊢F Se : E → E.
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Fonctionnement de Se
On a trois cas :
(Se e0) ≃β (T e1 ((e0 T T ) <<F, (Sd (e0 F d0))>> <<T, (e0 F d0)>>))
≃β e1.
(Se <<F, dn>>) ≃β (F e1 ((<<F, dn>> T T ) <<F, (Sd (e0 F d0))>>
<<T, (<<F, dn>> F d0)>>))
≃β ((<<F, dn>> T T ) <<F, (Sd (e0 F d0))>>
<<T, (<<F, dn>> F d0)>>)
≃β (F <<F, (Sd (e0 F d0))>> <<T, (<<F, dn>> F d0)>>)
≃β <<T, (<<F, dn>> F d0)>>
≃β <<T, dn>>.
(Se <<T, dn>>) ≃β (F e1 ((<<T, dn>> T T ) <<F, (Sd (<<F, dn>> F d0))>>
<<T, (<<T, dn>> F d0)>>))
≃β ((<<T, dn>> T T ) <<F, (Sd (<<F, dn>> F d0))>>
<<T, (<<T, dn>> F d0)>>)
≃β (T <<F, (Sd (<<T, dn>> F d0))>> <<T, (<<T, dn>> F d0)>>)
≃β <<F, (Sd (<<T, dn>> F d0))>>
≃β <<F, (Sd dn)>>
≃β <<F, dn+1>>.
L’ope´rateur de mise en me´moire
Il est facile de ve´rifier que E ⊆ E*.
Soit Oe = λn(n Sˆe eˆ0) ou` Sˆe = λxλyλz((OB x) λu((Od y) λv(z <<u, v>>))) et eˆ0 = λf(f e0).
Typage de Oe
On a :
⊢F e0 : E =⇒ ⊢F eˆ0 : ¬¬E.
D’autre part, en utilisant les lemmes 8 et 9, on a :
u : B, v : D ⊢F <<u, v>> : E =⇒ u : B, z : ¬E ⊢F λv(z <<u, v>>) : ¬D
=⇒ y : D∗, z : ¬E ⊢F λu((Od y) λv(z <<u, v>>)) : ¬B
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=⇒ x : B∗, y : D∗ ⊢F λz((OB x) λu((Od y)
λv(z <<u, v>>))) : ¬¬E
=⇒ ⊢F Sˆe : B
∗, D∗ → ¬¬E.
D’ou`
n : E∗ ⊢F n : (B
∗, D∗ → ¬¬E),¬¬E ¬¬E =⇒ ⊢F Oe : E
∗ → ¬¬E.
Fonctionnement de Oe
Soit θn ≃β en, alors :
– Si n = 0, alors θn ≻ e0.
– Si n 6= 0, alors θn ≻ λxλy(x αn βn) ou` αn ≃β ǫ et βn ≃β dm si en = <<ǫ, dm>>.
Si n = 0, alors
(Oe θn f) ∼ (e0 Sˆe eˆ0 f)
∼ (eˆ0 f)
∼ (f e0).
Si n 6= 0, alors
(Oe θn f) ∼ (Sˆe αn βn f)
∼ ((OB αn) λu((Od βn) λv(f <<u, v>>))).
D’apre`s le Lemma 9, on a : pour tout λ-terme U , ((OB αn) U) ∼ (U ǫ).
Donc
(Oe θn f) ∼ (λu((Od βn) λv(f <<u, v>>)) ǫ)
∼ ((Od βn) λv(f <<ǫ, v>>)).
D’apre`s le Lemma 8, on a : pour tout λ-terme V , ((Od βn) V ) ∼ (V (Sd
m d0)).
Donc
(Oe θn f) ∼ (λv(f <<ǫ, v>>) (Sd
m d0))
∼ (f <<ǫ, (Sd
m d0)>>).
D’ou` (Oe θn f) ≻ (f <<ǫ, (Sd
m d0)>>)
L’ine´xistance d’un pre´de´cesseur
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Supposons qu’il existe un λ-terme normal clos Pe pour le pre´de´cesseur.
Soit P ′ = λn(Pe <<F, n>> T F ).
On a
n : D ⊢F <<F, n>> : E =⇒ n : D ⊢F (Pe <<F, n>>) : E
=⇒ n : D ⊢F (Pe <<F, n>>) : (B,D → B), B → B
=⇒ n : D ⊢F (Pe <<F, n>> T F ) : B
=⇒ ⊢F P
′ : D → B.
Donc, d’apre`s le lemme 10, on obtient P ′ = λαT ou P ′ = λαF .
Mais on a :
(P ′ d0) ≃β (Pe e1 T F )
≃β (e0 T F )
≃β F
et
(P ′ d1) ≃β (Pe e3 T F )
≃β (e2 T F )
≃β (T T d0)
≃β T.
D’ou` une contradiction. ✷
Remarque : Il est facile de ve´rifier que le λ-terme
Pe = λn((Ze n) e0 ((n T T ) <<F, (n F d0)>> (Z (n F d0 T )) <<T, (λα(P (n F d0 α)))>> F )))
est un pre´de´cesseur (non typable dans le syste`me F de type E → E) pour le syste`me
nume´rique e.
5 Conclusion
Suite a` cette e´tude, deux questions se posent :
• Est-il vrai que chaque syste`me nume´rique type´ ade´quat posse`de un ope´rateur de mise
en me´moire? En effet l’ope´rateur de mise en me´moire qu’on a construit pour un
syste`me nume´rique ade´quat quelconque (voir la preuve du the´ore`me 6) utilise un
ope´rateur de point fixe et donc il est non typable dans le syste`me F .
• Quelles sont les fonctions qu’on peut repre´senter dans un syste`me nume´rique type´
ade´quat?
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