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1 
I. INTRODUCTION 
The concept of topological transformation semigroups, 
as studied in this paper, is a direct generalization of the 
topological transformation groups found in Gottschalk and 
Hedlund [3] . The concepts studied in this paper also meet 
the results in Gottschalk [2] . We will attempt to show how 
the weakening of the group to a semigroup affects the results. 
We will study the interplay of the necessary adjustments. 
Finally, we shall show how the definitions of almost peri­
odicity due to Bohr [l] , Maak [5j and [6], von Neumann [?], 
and Gottschalk [2] relate to each other and to the one 
studied in this paper. The topological definitions that we 
use are from Hall and Spencer [4]. 
2 
II. FRIENDLINESS AND ATTRACTION 
We shall begin with the basic definitions. 
Definition 1. A semigroup is a set H together with an as­
sociative binary operation • on H, such that there exists an 
element e in H, called the identity, for which h-e = h = e*h 
holds for all h in H. 
Definition 2. A group G is a semigroup in which for every 
g in G, it is true that there exists an element g~^  in G, 
called its inverse, such that g*g~^ " = e = g-1-g. 
Definition 1. I is a topological semigroup if and only if 
T is a topological space and a semigroup in which the binary 
operation is continuous, that is, given an open set W contain­
ing t»s, it is true that there exist open sets U and 7 
containing t and s respectively, such that U*V C W. 
(U-V = { uv; u is in U and v is in v}. ) 
Definition 4» The triple (X, T,TT ) is called a topological 
transformation semigroup if and only if X is a topological 
space, T is a topological semigroup, and TT is a mapping of 
X * T into X such that 
(1) TT is a continuous function of two variables; 
(2) (x,e)Tr = x for all x in X; 
(3) ((x,t)IT ,S)TT = (x,ts)rr for all x in X and all 
pairs t and s in T. 
In order to simplify the notation and the formal manip­
ulations, we adopt the conventions that t*s will be written 
3 
ts and (x,t)TT = xt. Now (2) above reads xe = z and (3) 
reads (xt)s = x(ts). Hence we may write xts without introduc­
ing ambiguity. 
The definition of a topological transformation group 
as found in Gottschalk and Hedlund [3] is the same as Defini­
tion 4 with the exception that T is a topological group. 
The definition of a topological group is similar to that of 
a topological semigroup with the additional hypothesis that 
the inverse operation is continuous, that is, given an open 
set U containing t, it is true that there exists an open 
set V containing t~^  such that C U. 
Definition 5. The mapping TT* of X into X defined by the 
equation x IT* = xt is called the t-transition of X. 
The mapping Tr\ for an arbitrary but fixed t in T,is 
a homeomorphism if T is a group. This is not true if T is 
a semigroup, unless other conditions are imposed on the 
topological transformation semigroup. To illustrate these 
ideas we consider the following theorem found in Gottschalk 
and Hedlund [3$ page 2] . The example shows that this theorem 
does not hold for topological transformation semigroups. 
Theorem 1. Let (X, T,TT) be a topological transformation 
group. Then for every t in T, it is true that TT* is a 
homeomorphi sm. 
Proof: Let t be fixed. If xt - yt, then 
—T ' 1 4» (xt)t~ = (yt)t~ or x = y. Thus 1% is one-to-one. Further-
If 
more (XTI*) TT* = (xt)t"1 = x, so that (TT^ ) 1 = TT* is 
a continuous mapping. Hence TT* is a homeomorphi sm. 
Example 1. Let X = f real numbers; usual metric topology}. 
Let T E { non-negative integers; addition; discrete topology}. 
Define TR by the equations (X,O)TT = x, and (x,n)TT = c for 
n 51. It is easy to see that this defines a topological 
transformation semigroup. Now XTT1 = c for all x in X. Thus 
TT^ " is not one-to-one and a fortiori not a homeomorphi sm. 
In some special cases something can be said about the 
t-transitions. Indeed we have the following lemma and 
theorem. 
Lemma 1. Let (X, T,TT) be a topological transformation 
4-
semigroup. Let X be compact and Hausdorff. Then IT is a 
closed mapping. 
Proofi Let Y be a closed set in X. Since X is compact, 
Y is compact. YTT1' is a continuous image of a compact set, 
-L. 
thus it is compact. Since X is Hausdorff Y TTu is closed. 
Theorem 2. Let (X, T,7T) be a topological transformation 
semigroup. Let X be compact and Hausdorff. Let xt = yt 
imply that x = y. Then TT* is a homeomorphi sm. 
Proof: By Lemma 1, TT* is a closed mapping. tt^  is 
one-to-one on X to its range. Thus it is a homeomorphism. 
Definition 6. xT = {xtl is called the orbit of x. 
t 6 T 
Example 2. X = {x, O^ x^ l; relative metric topology}, 
a) T z I" real numbers ; addition; usual metric topology}. 
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b) T i { non-negative reals; addition; relative metric to-
t 
pology}. Define TT by the equation (x,t)"rr = r . 
1 - x + xe 
The continuity of TT follows from the fact that the de­
nominator is zero only for x = (1 - e^ )"^  which is impossible 
since (1 - is never in the range [0,l] for a finite 
value of t. . Evidently (X,O)TT = ^  ^_ = x. Also we J_ J. - — -X •*»" X 
xe s 
t e 
have ((x,t)TT ,S ) T T  = —1 - x + xe 
1 + — r(es- 1) 
1 - x + xé 
1 - x + xe^ + xetes- xe* ~ 1 - x + xet+s ~ (x,t+s)lT 
Actually, this is an example of the classical origin of the 
t 
study of topological dynamics. y(t) = — r is the 
1 - x + xe 
solution of the differential equation y' = yCl - y), y(o) = x, 
where (1 ) = . The solutions of an autonomous system, 
that is y' = f(y), will generate a topological transformation 
group or semigroup if f is restricted so that solutions are 
unique. The requirement that the system be autonomous is 
sufficient to insure that condition (3) of Definition 4 is 
satisfied. 
There are several characteristics of the above example 
worth noting. Firstly, for x = 0, xT = {0} and for x = 1, 
xT = {l}. Disregarding these exceptional values for y(t), 
we see that y'(t) = y(t)(l - y(t))> 0. Moreover 
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lim y(t) = 1 and lim y(t) = 0. Thus xT = (0,1) for 
t -»+ 00 t-4» - oo 
Example 2a, and xT = [x,l) for Example 2b. In Example 2a, 
x is in the interior of xT and xT = X for all x such that 
0< x <1. Furthermore, if the orbits xT and yT intersect at 
all, they are identical. These statements are not true for 
Example 2b. These arguments show how the weakening of the 
group to a semigroup may radically affect the results even 
though the topological transformation semigroup is a sub­
system of a topological transformation group. We might note 
that the orbits in the semigroup sense are the semiorbits 
of differential equation theory. 
We will now construct an example of a topological 
transformation semigroup which cannot be considered as a sub­
system of a topological transformation group. We then know 
that the analysis of topological transformation semigroups 
is not subsumed under the analysis of the already known study 
of topological transformation groups. 
Example 3. Let X = { x = (x^ , ..., x^ ), x^ > 0, Z. x^  = 1; 
• • . i—l 
d(x, %) = (/[ (x±- y^)2)^ } . Let T I f non-negative integers; 
i=l 
addition; discrete topology}. Let P be an n-rowed square 
stochastic matrix, that is, for any row z of P it is true 
that z is in X. We now define TT by the equation 
(x,m)TT = xPm, where P° = I, the identity matrix. It is 
easy to verify that xP is in X so that TT is a well defined 
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mapping of X X I into X. The continuity of TT follows from 
the fact that it is linear in x and that T is provided with 
the discrete topology. We see that xe = xl = x and that 
(xt)s = (xP*)Ps = xPt+s = x(t+s). 
X is the space of probability n-vectors and P is the 
matrix of transition probabilities which generate a finite 
Markov chain. xT in this case may be interpreted as a 
sequence of probability distributions evolving as prescribed 
by P. We cannot, in general, expand this system so that T 
becomes a group. If we could, then condition (3) of Defini­
tion 4 would require that P~^  exists. This is not always 
•I 
true since P = (p^ j = — ) is a stochastic matrix which is 
singular. Even if P"1 exists it may not be stochastic. Let 
P = 
1 1 
2 2 
1 2 
3 3. 
Then P -1 _ 
' 4 -37 
-2 3 and (1,0)P™
1
= (4,-3) 
is not in X. Thus P~^  does not generate a mapping of X into 
X. 
An interesting problem arises from this example. Sup­
pose that xn = 2m, that is, xPn = jrPm. What can we say about 
the relationships among x, %, xT, and %T? If T could be 
extended to a group, we could write x = XTRM~N and £ = XTT11"131. 
Then x is in yT and % is in xT. This implies that xT = yT. 
However, if T is merely a semigroup we may only be able to 
conclude that xT C\ yT / 0. We must put more conditions on 
the topological transformation semigroup in order to get the 
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- analogous results. To this end we introduce the concept of 
a friendly topological transformation semigroup. 
Definition 7. A topological transformation semigroup 
(X, T,TT) is a friendly topological transformation semigroup 
at x if and only if for given U and t it is true that there 
exists an s in T such that xts is in U^ .. (Here and in what 
follows, U, V, W, and N will be open sets and the subscript 
will indicate an interior element, that is Ux is an open 
set containing x.) 
We will now develop some relationships between the 
behavior of the orbit closures and the friendly condition. 
From now on, the hypothesis that (X, T,TT) is a topological 
transformation semigroup will be used but not explicitly 
stated each time. 
Lemma_2,. Let (X, T,TT) be friendly at x. Then (X, T,TT ) 
is friendly at every point of xT. 
Proof: Let y = xt, U^ ., and tQ be given. Since TT is 
continuous, there exists Vx such that V^ t C U^ . Since 
(X, T,TT) is friendly at x, there exists sQ in T such that 
xtt0s0 is in Vx. Thus (xt)t^ s^ t is in TJy and (X, T,-rr ) is 
friendly at y = xt. 
Lemma 1. If y is in xT, then yT C xT. If further (X, T,TT) 
is friendly at x and xtQ is in yT for some tQ in T, then 
2F = yT. 
Proof: Suppose y is in xT and let tQ be arbitrary but 
t 1 
fixed. Let U + be given. Then ÏÏ T ( TT °) is a V . 
y o y o ' 
There exists t^  in T such that xt^  is in V^ .. Then xt^ t0 
is in Vytg C . Thus ytQ is in xT and we have shown that 
yT C xT. Hence yT C xT = xT. This proves the first conclu­
sion. Now let us suppose that xtQ is in yT for some tQ in T 
and that (X, T, tt ) is friendly at x. Let Ux be arbitrary. 
Since (X, T,TT ) is friendly at x, there exists an s in T 
such that xtQs is in TJX. By the continuity of IT it is true 
that there exists V . such that V. s d U. Since xt^  is 
XTo o x ° 
in yT it is true that there exists t^  in T such that yt^  is 
in Vxt . Hence yt^ s is in Ux. Thus x is in yT. By the 
first conclusion of the lemma we have x!F C yT. Since yT C xT 
we have shown that xtQ in yT implies that xT = yT under the 
hypothesis of the lemma. 
The proofs of "if and only if" theorems are done in two 
parts. The "only if" part is indicated by (^ y") and the 
"if" part by (<P). 
Theorem 1. (X, T,TT) is friendly at x if and only if x is 
in xtT for all t in T. 
Proof : (==$») Let Ux and t be given. Since (X, T,TT ) 
is friendly at x there exists an s in T such that xts is in 
Ux, that is xtT 0 Ux  ^0. Hence x is in xtT. ) Let Ux 
and t be given. Since x is in xtT it is true that xtT 0, 
that is, there exists an s in T such that xts is in Ux. 
Hence (X, T,IT) is friendly at x. 
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Corollary 1.1. (X, T,TT) is friendly at x if and only if 
xT = xtT for all t in T. 
Proof: (wO It is clear that tT C T. Thus xtT C xT 
and xtT C xT. If (X, T,TT ) is friendly at x, then by Theorem 
3 x is in xtT. By Lemma 3 we have xT C xtT and thus 
xT = xtT. (4=r ) If xtT = xT, then x, being in xT, is in 
xtT so by Theorem 3 (X, T,TT ) is friendly at x. 
We may ask whether (X, T,TT) friendly at x implies that 
given Ux and t it is true that there exists s in T such that 
xst is in Ux. This is clearly true if T is abelian or if 
x is in xTt for all t in T. The latter will hold if Tt = tT 
for all t in T. This follows from the fact that x is in 
xT = xtT by Corollary 3«1* In general xTt C xT because 
Tt C T. However x may not be in xTt. The difficulty arises 
because xTt may not be an orbit closure or contain an orbit 
closure. 
Definition 8. Let (X, T,TT) be a topological transformation 
semigroup. xT is minimal if and only if y in xT implies that 
yT = xT. 
Theorem 4. If xT is minimal, then (X, T,TT) is friendly at 
every point of xT. 
Proof: Let y é xT and t in T be arbitrary. Then yt 
is in xT by Lemma 3* By the minimal condition, we have 
yT = ytT. By Corollary 3.1 this is a sufficient condition 
for (X, T,TT) to be friendly at y. 
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Theorem 5. Let X be a Hausdorff space and T be countably 
compact. Then xT = xT for all x in X. 
Proof: Let y be in xT. Then there exists a sequence 
of distinct points {xt } —> y. Now {t contains a sub-
 ^ n=0 n=0 
sequence  ^*1 in fxtn(i)i. * xtl the 
continuity of TT . Thus y = xt^  is in xT and xT CxT. 
Theorem 6» Let X be a Hausdorff space and T be countably 
compact. (X, T,TT ) is friendly at x if and only if xT is 
minimal. 
Proof: ( By Theorem 5 we have xT = xT. Let y 
be in xT, then y = xt for some t in T. Since (X, T,TT) is 
friendly at x, we have xT = xtT = yT by Corollary 3.1. Thus 
xT is minimal. (4F" ) This is the statement of Theorem 4. 
Definition 9. (X, T,IT) is a weak attractor at x if and 
only if there exists U^ . such that for all y in Ux- fxT^  it 
is true that xT D yT = 0 and xT f! yT jé 0. 
Definition 10. (X, T, TT ) is a strong attractor at x if and 
only if there exists T7x such that for all y in U^ .- {xT} it 
is true that xT H yT =0, xT H yT = 0 and xT fl yT ^  0. 
It might seem reasonable that if (X, T,TT) is a weak 
attractor at x and (X, T,TT) is friendly on some 7^ ., then 
(X, T,TT) is a strong attractor at x. The conjecture is 
false for we can consider Example 2a. Since T is a group 
(X, T,TT) is friendly at every point of x. If x is not 
zero or one then xT = jjx,l). Thus for a neighborhood of 1 
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not containing zero we have xT H IT = 0 and xT fl IT = {1^ . 
(X, T,*rr ) is a weak attractor at 1. (X, T,TT ) is not a 
strong attractor "because xT H IT = f l\ for every non-zero x. 
Example 4. Let X - |"z complex, \z\ ^  1; relative metric 
topology}. Let T = f non-negative reals ; addition; relative 
metric topology}. Define TT "by the equation (z,t) TT = e"*z. 
It is easy to verify that this defines a topological trans­
formation semigroup. The orbit of any point z ^  0 is the 
line segment joining z and the origin with the origin ex­
cluded. Now any point z such that 1z1 =1 has the property 
that its orbit is separated from the orbit of any other 
point not on its orbit closure. That is, if 1x1 =1 then 
there exists an open set Ux such that for all y in Ux- {xT} 
it is true that yT 0, xT =0.' Since xT = xT V f0} and 
yT = yT V f ol, we also have yT D xT =0 and yT fl xT = 0, but 
xT 0 yT = { o}. Thus (X, T, TT ) is a strong attractor at 
every point on the unit circle. If 0< \ z\< 1, then there is 
a point zQ in every neighborhood of z whose orbit will contain 
z. We can choose zQ - kz where 1 ^  k ^  -~j- . Thus (X, T,TT )  
cannot be an attractor at such points. (X, T,"rr) is a weak 
attractor at the origin because z £ 0 implies zT0 {0} = 0, 
but zT fl fo} = fo}. Col is a minimal orbit closure so that 
(X, T, TT ) is friendly at the origin. Moreover (X, T,TT) is 
not a strong attractor at the origin. We notice that in 
this example the strong attraction property is associated 
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with points for which the orbit closures are not minimal. 
One relationship is given by the following theorem. 
Theorem 7. Let (X, T, TT) be a strong attractor at x. If x 
is not in the interior of xT then xT is not minimal. 
Proof: Let Ux be such that the definition of strong 
attractor is satisfied. Mow U - fxT] £ 0 since x is not in 
the interior of xT. Let y be in Ux- {xTj. Since (X, T,TT) 
is a strong attractor at x we have xT(1 yT ^  0 or there 
exists z in xT fl yT. If we suppose that xT is minimal, then 
by Definition 8 and Lemma 3, xT = zT C yT. Hence 
xT fl yT £ 0. This contradicts the definition of strong at­
tractor at x. Hence xT is not minimal. 
Definition 11. A class of sets ^  is a partition of X if 
and only if V—/ B = X and either B = BU B1 = B1 or 
B in"® 
B(l B' =0 for all pairs B and Bl intB . 
Corollary 7.1. Let the class of all orbit closures be a 
partition of X. Let no point of X be interior to its orbit. 
Then (X, T,tr) is a strong attractor at no point of X. 
Proof: Since the class of all orbit closures is a 
partition of X, we have xT minimal for all x in X. If 
(X, T,TT ) were a strong attractor at x, then xT would not 
be minimal by Theorem 7* This contradiction proves the 
corollary. 
Theorem 8. Let (X, T,TT) be friendly on Vx« Suppose that 
t tT = Tt for all t in T and that TT maps open sets into 
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open sets. If (X, T,TT) is a weak attractor at x, then 
(X, T,TR) is a weak attractor at every point of xT. 
Proof : Since (X, T,TT ) is a weak attractor at x there 
exists a ¥XC?Z such that for all y in TJX- f xT} it is true 
that yT f\ xT = 0 and yT 0 xf ^  0. Consider 7^  = lyt. Let 
z be in x^tT}. Since tT = Tt we have z = yt for some 
y in Ux - {xTt. Now zT = ytT = yT and xtT = xT since 
(X, T,TT) is friendly on D^ . Thus zT H xtT = ytT fl xT C 
yT f) xT = 0 and zT fl xtT = ytT fl xtT = yT fl xT £ 0. 
(X, T,TT) is a weak attractor at xt. 
Corollary 8.1. Let (X, T,TT) be friendly on 7x. Suppose 
that tT = Tt for all t in T and that TT* maps open sets 
into open sets. If (X, T,TT) is a strong attractor at x 
then (X, T,rr) is a strong attractor at every point of xT. 
Proof î Let Ux C V"x be the neighborhood satisfying the 
definition of strong attractor at x. Consider 7^  = 1Mb. 
For z in 7^  - f xtT} we have zT fl xtT = 0 and zT f\ xtT ^  0 
be Theorem 8. Furthermore zT f\ xtT = ytT fl xtT = yT D xtTC 
yTll xT = 0 because (X, T,TT) is a strong attractor at x. 
Thus (X, T,TT) is a strong attractor at xt. 
In order to show that we cannot, at least in general, 
expect strong theorems about the orbits, we give the follow­
ing example. 
Example 5. Let X = "f positive reals; usual topology}. Let 
T I Tnon-negative reals; multiplication; usual relative 
15-16 
topology"}- Define TT by the equation (x,t)"rr = x*. The 
orbits can be written explicitly. If 0<x<l, then xT = (0,1]. 
If x = 1, then xT = 1 . If 1< x, then xT = [l, ©°). Here 
all the orbits intersect. xT = xT for all x. If x ^  1, 
then x is in the interior of xT. Furthermore, if two points 
are both either greater than 1 or less than 1, then the 
orbits are identical. Only IT is minimal. Now let us change 
the example slightly. Let X and TT be the same as before 
but change the set T. Let T be the positive reals instead 
of the non-negative reals. Then for O^ x^ l, we have 
xT = (0,1). IT = {ll. If 1< x, then xT = (1, °°). Now the 
orbits are either disjoint or identical. However, this is 
not true for the orbit closures since 1 is in all orbit 
closures. This defect can be remedied by altering the space 
X. Suppose that for the topology on X we take all open sets 
as before but add one more open set. Let the set fl} be 
open. Then the orbits are the same as in the immediately 
preceding example, but we also have xT = xT for all x in X. 
Thus xT is minimal for every x in X and the class of orbit 
closures is a partition of X. 
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III. RECURSION 
In this chapter we will develop the general concept of 
recursion. 
Definition 12. Let D denote a class of subsets of T called 
admissible. 
Definition 11. (X, T,TT) is said to be locally recursive 
at x if and only if for every Ux it is true that there exist 
A in D and ?x such that V^ A C Ux. 
Definition l*f. (X, T,TT) is said to be locally weakly re­
cursive at x if and only if for every Ux it is true that 
there exist A in D, Vx, and K and M compact in T such that 
for every y in Vx it is true that there exists B in D such 
that yB C Ux and A C. KBM. 
Definition 15» (X, I, TT) is said to be recursive at x if 
and only if for every Ux it is true that there exists A in 
D such that xAC Ux. 
Definition 16. (X, T,TR) is said to be regionally recursive 
at x if and only if for every Ux it is true that there exists 
A in D such that for all a in A it is true that Ux Uxa t 0. 
Theorem 9. The following implications are valid. (X, T,TT) 
locally recursive at x implies that (X, T,TT) is locally 
weakly recursive at x implies that (X, T,TT) is recursive at 
x implies that (X, T,TT) is regionally recursive at x. 
Proof î The first implication is clear if we take B in 
the definition of locally weakly recursive to be the A in 
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the definition of locally recursive and if we let K = M = f e]. 
If we let A in the definition of recursive be the B cor­
responding to x in the definition of locally weakly re­
cursive, then the second implication is immediate. The last 
implication follows if A is taken to be the same as that in 
the definition of recursive. Then xa is in for all 
a in A. 
Theorem 10. Let (X, T,TT) be friendly at x. Let sDt C D 
for all s and t in T. Then (X, T,"rr) locally recursive at 
x implies that (X, T,TT) is locally recursive at every point 
of xT. 
t -I 
Proof: Let y = xt and U be given. TT (TT ) is a 7 . y y 
Since (X, T,ir) is locally recursive at x there exist A in 
4- —1 
D and such that C U^ C IT ) . Since (X, T,IT ) is 
friendly at x there exists an s in T such that xts is in W^ .. 
By the continuity of TT there exists U^ . such that ïï^ .s C 
Hence if we take A' = sAt it is true that A' is in D and 
U^ A« = U^ SAT C W^ At C UY( TTt)"1t C U . Thus (X, T,-rr ) is 
locally recursive at y. 
Theorem 11. Let (X, T,tr) be friendly at x. Let sDt C D 
for all s and t in T. If (X, T,TT) is recursive at every 
point of some f) xT, then (X, T,TT) is recursive at every 
point of xT. 
Proof: Let (X, T,TT) be recursive at every point of 
Wx f) xT. Let y = xt and Uy be given. Define 
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Vx = ¥XN.UY(-NT) 1. Since (X, T,TT ) is friendly at x there 
exists an s in T such that xts is in V^ . Now (X, T,TT) is 
recursive at xts, hence there exists A in D such that xtsAC V^ .. 
Let A1 = sAt. Then we have yA' = xtA' - xtsAt C V^ tC 
+• -1 
Uy( rr ) t C Uy. Thus (X, T,TT ) is recursive at y. 
Theorem 12. Let (X, T,"n ) be friendly at x. Let sDt C D 
for all s and t in D and let TT* be an open mapping for all 
t in T. If (X, T, TT ) IS regionally recursive on some 
Wx H xT, then (X, T,tt) is regionally recursive at every 
point of xT. 
Proof: Let (X, T, rr ) be regionally recursive at every 
point of Wx A xT. Let y = xt and Uy be given. Define 
= Wxf) Uy( -rr*) \ Since (X, T,rr ) is friendly at x there 
exists an s in T such that xts is in Vx. Since TT s is open 
we may define UyS = Vx f\ UyS. But xts = ys is in WxO xT 
so that there exists A in D such that U O U a £ 0. If ys ys 
we rewrite this in terms of what U is, we get 
1 y ^  
Usa f] ¥ a H U ( TT*)™ a fl U s H W O U ( TT*)™ 0^. In 
y x y y y 
particular Uysa O Uy(-rr*) 1 ^  0. Thus UySatD Uy  ^0 for 
all a in A. If we define A1 = sAt, then it is true that 
Uya' C\ Uy  ^0 for all a' in A1 so (X, T,TT ) is regionally 
recursive on xT. Let z be in xT and let U_ be given. There 
exists tQ in T such that xtQ is in U^ . Now Uz is also a 
U . . Since (X, T,TT) is regionally recursive at xtd there 
exists A in D such that U^ a O a P\ U^  £ 0 for all 
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a in A. Thus (X, T,TT) is regionally recursive at z. 
Definition 17. A subset S of T is called syndetic if and 
only if there exist compact sets K and M in T such that 
SK = T = MS. 
Definition 18. If "admissible set" is replaced by syndetic 
set, then the term "recursive" is replaced by almost periodic. 
The general term "recursive" applies to concepts other 
than almost periodic. If further the admissible sets are 
required to be subsemigroups which are invariant, then 
recursive becomes regularly almost periodic. Others are 
possible and the interested reader may see Gottschalk and 
Hedlund [3]. We require that for syndetic sets A it is true 
that there exist compact sets K and M such that AK = T = MA. 
This is stronger than necessary for the proofs of many 
theorems where we will use only that AK = T. 
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IV. ALMOST PERIODICITY 
We will now study the special recursive property called 
almost periodic. Thus henceforth the class of admissible 
sets D will denote the class of syndetic sets in T. If we 
make this substitution all the theorems of the previous 
chapter can be used. In many of the theorems, one of the 
hypothesis will read "Let x have a compact neighborhood". 
This condition can be fulfilled in various ways. If X is 
locally compact, or X is compact then this condition is 
satisfied. The syndetic sets in the special cases where T 
is the non-negative reals or the non-negative integers under 
addition and usual relative topology are the relatively 
dense sets which contain zero. K = M = [o,&] (see below). 
Definition 19. A set S of real numbers is relatively dense 
if there exists a positive number & such that 
[t,t +|] H S ^  0 for all real t. 
Lemma 4. If T is the non-negative reals or the non-negative 
integers under addition and with the usual relative topology, 
and if (X, T,TT ) is almost period at x, then (X, T,TT ) is 
friendly at x. 
Proof : Let TJX and t be given. Since (X, T,TT ) is 
almost periodic at x there exists a syndetic set A such that 
xA C Ux. But the syndetic sets are the relatively dense 
sets so that A contains a sequence {t^ l which marches to 
V n n=0 
infinity so that for any given t there exists nQ such that 
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t > t. Then let s = t - t. Clearly s is in T and 
o o 
xts = x(t + s) = xt is in U since t is in A. Thus 
o o 
(X, T,TT) is friendly at x. 
Theorem 11. Let X be a Hausdorff space. Let x have a 
compact neighborhood and let (X, T,ir ) be almost periodic 
at x. Then xT is compact. 
Proof i Let be compact. There exists A in D such 
that xA C Ug. Let AK = T, where K is compact. Then 
xT = xAK C. II^ K. Now Ux and K are compact so that U^ K is the 
continuous image under TT of a compact set, hence compact. 
Furthermore, tyK is closed since X is Hausdorff. Thus 
xT C U^ K. But a closed subset of a compact set is compact. 
Theorem l*f. Let (X, T, TT ) be friendly on some 7^ . Let X 
be Hausdorff and locally compact at x. If (X, T,ir) is 
almost periodic at x, then xT is minimal. 
Proof: Suppose xT were not minimal. Then there exists 
y in xT such that xT - yT £ 0. Since x in yT implies 
xT C yT, we must have x hot in yT. Thus there exists 
such that C and f\ yT =0. Since X is locally 
compact at x there exists such that C C Ux, where 
VtT is compact. Since (X, T, TT ) is almost periodic at x 
there exists A in D such that xA C W^ .. Let K be compact 
and such that AK = T. Then xT = xAK C CW K^. The latter 
set is compact, hence closed because X is Hausdorff. Thus 
xT C W^ K. Since y is in xT, y = zk for some z in and 
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some k in K. But z is in hence (X, T,"P" ) is friendly 
at z by hypothesis. By Lemma 3, we have yT = zT. Since z 
is in W , we then have yT 0 ¥x ^  0. This is a contradiction 
since W_ d U . Thus xT is minimal. 
Theorem 15. Let X be Hausdorff and locally compact at x. 
Let (X, T,7T) be friendly on If x is not in the interior 
of xT, then (X, T, TT) cannot be both almost periodic and a 
strong attractor at x. 
Proof: The hypotheses of Theorems 7 and 14 are 
satisfied. If (X, T,TT) were both almost periodic and a 
strong attractor at x, we would have by Theorems 14 and 7, 
that xT is minimal and not minimal. Since both cannot hold 
the theorem follows. 
If x is in the interior of xT, then (X, T, TT ) is a 
strong attractor at x because if C xT, then IJ - {xT} = 0 
and the definition is vacuously satisfied. In this case 
(X, T,TT) may be both almost periodic and a strong attractor 
at x. In Example 5C, (X, T,TT) satisfies this condition at 
x = 1. If x is in the interior of xT, then we can weaken 
the hypothesis of Theorem 14 to (X, T,-rr) being friendly 
only at x. The existence of on which (X, T,*11") is friend­
ly would follow from Lemma 2. 
Theorem 16. If T is compact, then (X, T,IT) is locally 
almost periodic at every point of X. 
Proof: Since T is compact and eT = T, it is true that 
2b 
{el is syndetic. Thus if x and Ux are given, we have 
U^ fel = Ux so the definition of locally almost periodic is 
satisfied. 
Theorem 17. Let S be a syndetic subsemigroup of T. If 
(X, S,TT) is almost periodic at x, then (X, T,-rr ) is almost 
periodic at x. 
Proof: Let Ux be given. Then there exists A, syndetic 
in S, such that xA C Ux, by virtue of the fact that (X, S,TT) 
is almost periodic at x. If M is a compact set such that 
AM = S and K is a compact set such that SK = T, then AMK = T. 
But MK is a compact set so that A is also syndetic in T. 
Thus (X, T,TT ) is almost periodic at x. 
The original definition of almost periodicity was ap­
plied to complex valued functions of a real variable. We 
will give the definition due to Bohr %l] and show that our 
definition of almost periodicity reduces in a special case 
to Bohr's definition. 
Definition 20. If f is a complex valued function of a real 
variable, then s is an €-translation number for f if and 
only if (f(t + s) - f(t)l^  6 for all real t. 
Definition 21. If f is a continuous complex valued function 
of a real variable, then f is Bohr almost periodic if and 
only if for every positive £ it is true that E{ G,f} = f s; 
s is an 6 -translation number for f} is relatively dense in 
the set of real numbers. 
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We see that it is an immediate consequence of the 
definition that if s is an c -translation number for f, then 
-s is also an € -translation number for f. It is therefore 
sufficient to say that the set of positive translation numbers 
is relatively dense in the non-negative reals. It is an 
immediate consequence of the definition that every Bohr 
almost periodic function is uniformly continuous on the real 
line, see Bohr [l, page 36]. Therefore we can restrict 
ourselves to the class of uniformly continuous functions in 
the next example without loss of generality. 
Example 6. Let l:{f, fisa uniformly continuous complex 
valued function of a real variable; d(f,g) = sup \.lf(t) -g(t)| ; 
t is real} } . Let T : fnon-negative reals ; addition; usual 
relative topology}. Define TT by the equation 
(f(s)Jt)TT = f(s + t). We will show that TT is continuous. 
Let (f,S)TT = f(t + s) be given along with a positive € . 
Let d(f,g)< ^ /2 and S 7 0 be such that for \ s - er 1 < <f 
it is true that sup j | f (t + s) - f(t +<r)| • t is real}- €/2. 
Then dC(f,s)TT , (g, C-)TT ) = d(f(t + s), g(t + «-)) = 
sup{ I f Ct + s) - gCt + o- ) I ; t is real} - sup{|f(t+s)-f (t+«-)l ; 
t is real} + sup |jf(t + «- ) - g(t + o- ) J ; t is real)"-^ 2 + 
sup{ If (t) - g(t) 1 ; t is real} - e/2 + d(f,g)< €/2 + €/2 = £ . 
Thus TT is continuous. We are now in a position to prove 
the equivalence of the two concepts of almost periodicity as 
applied in this example. 
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Theorem 18. Let (X, T,TT ) be defined as in Example 6. Let 
f be in X. Then f is Bohr almost periodic if and only if 
(X, T,TT) is almost periodic at f. 
P r o o f :  ( L e t  f  b e  B o h r  a l m o s t  p e r i o d i c  a n d  l e t  
a positive be given. Let A = E f fc ,f j ft T. Now A is 
syndetic since E [ 6 ,f} is relatively dense, that is, if 
& = E 0)%] , then K is compact and AK = T. Clearly 
fA C S(f, €) where S(f, €) is the sphere of radius € about 
f. (<=• ) Let a positive € be given. Since (X, T,TT) is 
almost periodic at f there exists a syndetic set A in T such 
that fA C S(f,6 )» This means that for all a in A it is 
true that sup 1 f (t + a) - f(t)\ ; t is real] < € . Thus 
every a in A is in E {6,f | . But by a previous remark, -A 
is in E [ 6 ,f ] . A U -A is relatively dense in the reals 
and A U -A C E { 6 ,f ^ . Thus E { 6 ,f \ is relatively dense 
and f is Bohr almost periodic. 
One of the early generalizations of almost periodicity 
is due to von Neumann. The almost period functions on a 
group were also studied by Maak. Maak [5] showed that the 
two definitions were equivalent and. that the class of 
von Neumann left almost periodic functions is identical to 
the class of right almost periodic functions. We will give 
the von Neumann definition. 
Definition 22. Let X zf f(a), a in a group G, f complex 
valued; D(f,g) = supf If (a) - g(a) 1 ; a is in (r| ] . Let 
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 ^f (ax) ; a is in G } . f is von Neumann almost periodic 
if and only if R% is totally bounded. 
Theorem 19. Let X be defined as above. Let T be the group 
G provided with the discrete topology. Define TT by the 
equation (f(x),t)-tr = f(tx), where the group is written 
multiplicatively. f is von Neumann almost periodic if and 
only if (X, T,TT) is almost periodic at f. 
Proof: ( Let f be von Neumann almost periodic. 
Let a positive € be given. Since R^  is totally bounded 
there exist k^ , . , k^  in T such that given tin Tit is 
true that there is a k^  such that D(f(tx),f(k^ x)) = 
sup f If(tx) - f(kjX)l ; x is in t} ^ . We can rewrite 
this as sup [ (fCtk^ x) - f(x) I ; x is in T j <£ 6 . For 
given t there may be several k^  for which this is true but 
we select one so that we may consider i as a function of t. 
We now define A = ftkT^.\i. Clearly fA C S(f,€ ). If 
n t in T 1(t;t 
we define K = Wfk>^  , then AK = \ / -ft kTf + \ k,l 
i=l 11 t in T k in r iu; 11 
13 •? ft] = T. K is compact, hence A is syndetic and 
t in T 
(X, T,~rr) is almost periodic at f. (4= ) Let (X, T,TT ) be 
almost periodic at f. Then given a positive € , there exists 
a syndetic set A such that f A C S(f, 6 ). Let AK = T where 
K = fk^  is compact. Now for given t in T, t = &^ i(t) 
1=1 
for some a^  in A. We have sup { (f (tx) - f (k^ x^) ( ; x is 
in T} = sup { |f (a.j.kj.^ x) - fCk^ x^)! ; x is in ij = 
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sup ^  If(a^ x) - f (x) | ; x is in T ^  £ since a^  is in A. 
Thus •[* f(k^ x); i = 1, ..., nj is a finite £ -net in R . 
Thus f is von Neumann almost periodic. 
We note that in the proof of Theorem 19 the fact that 
T was a group was used. (X, T,TT) is still a topological 
transformation semigroup in this case. The advantage of the 
von Neumann or Maak definition is that the continuity of f 
does not enter into the discussion. Thus the definition 
does not depend on the topology of the domain. Requiring 
an almost periodic function to be continuous on some non-
discrete topology of the domain narrows the class of all 
almost periodic functions. Thus the von Neumann and Maak 
almost periodic functions are a generalization of the Bohr 
almost periodic functions when the reals are considered as 
a group under addition. 
Almost periodic points in topological transformation 
semigroups were defined by Gottschalk [2j. Using our nota­
tion we will give his definition and quote a pertinent 
theorem without proof. 
Definition 2^ . Let X be a regular topological space. 
(X, T, IT) is Gottschalk almost periodic at x if and only if 
for every it is true that there exists a compact set K 
in T such that xtK f! Ux / 0 for all t in T. 
Theorem 20. (Gottschalk) In order that (X, T, TT ) be Gott­
schalk almost periodic at x it is necessary that xT be minimal. 
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If xT is compact, then this condition is sufficient. 
The relationships between Gottschalk almost periodicity 
and our almost periodicity are not simple. We will show 
that the concepts are not equivalent even under strong condi­
tions on X. They will be the same if T is the non-negative 
reals or non-negative integers under addition and usual 
topology. 
Example 7. Let T zj" fa,b,c,e} ; ex = xe = x for all x in 
T, ab = ba = c, ac = ca = b, be = cb = b, aa = bb = cc = c; 
discrete topology }. Let X = T and define TT to be the 
product in T. We note that fe} is a syndetic set. Thus, 
given any open set Ux, we have x{e\ C Ux and eT = T where 
T is compact. (X, T, IT) is almost periodic, in our sense 
of Definition 18, at every point of X. This is not true if 
we consider Gottschalk almost periodicity. Let TJe = *fe}. 
We note that eâ C U@ implies that A = {e}. Thus no matter 
what set we take for K, we must have e in tK for all t in 
T in order to have Gottschalk almost periodicity at e. But 
it is not true that e is in tK for all t in T, for example 
e is not in aK regardless of what subset we pick for K. We 
see that these two types of almost periodicity are not 
equivalent even though X and T are compact, metric, and 
almost every other topological adjective except connected. 
This example also shows that the conclusion of Lemma ** does 
not hold for all topological transformation semigroups. 
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(X,-T,"n) is not friendly at e, because given U0 = fe) and 
a, there does not exist s in I such that eas is in Ufî. This 
fact is not unrelated to the failure of (X, T,TT) to be 
Gottschalk almost periodic at e. 
Theorem 21. If (X, T, TT) is Gottschalk almost periodic at 
x, then (X, T,TT) is friendly at x. If T is finite, then 
the converse holds. 
Proof: Let Ux and tQ be given. Since (X, T,TT ) is 
Gottschalk almost periodic at x there exists K in T such 
that xtK  ^0 for all t in T. In particular 
xtQK r\Ux * 0. Thus there is a k in K such that xtQk is in 
UX. If T is finite and (X, T,TT ) is friendly at x, then 
xtT nux ^  0 and T is compact. Thus (X, T,7T ) is Gottschalk 
almost periodic at x. 
Theorem 22. If T is the non-negative reals or the non-
negative integers under addition with the usual topology, 
then (X, T,TT) is almost periodic at x if and only if 
(X, T,TT) is Gottschalk almost periodic at x. 
Proof : (=£) Let TJX be given. Since (X, T,TT) is 
almost periodic at x there exists a syndetic set A such that 
xA C Ux. A is a relatively dense set so there exists a 
positive 5 such that ft, t + 5j f\A £ 0 for all t in T. If 
K = [o,g] , then this statement reads tK 0 A / 0 for all t 
in T. Thus xtK f) Ux  ^ 0 for all t in T and (X, T,ir ) is 
Gottschalk almost periodic at x. (^ =) If K is compact such 
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that xtK Hux/0 for all t in T, then in particular for 
every integer n, there is an element t in K such that 
xntn = x(n + tn) is in U^ . Now since K is compact we have 
K C Co,5J for some J! . Thus 0 < t - 5 for all n. If we 
OO 
take A = { e^  W {n + tn^  , then A is syndetic and xAC 
Therefore (X, T,ir ) is almost periodic at x. 
The cases where our almost periodicity implies the 
Gottschalk almost periodicity are slightly more general. 
This result will be given in Theorem 23. The Gottschalk 
almost periodicity implies the friendly property and our 
almost periodicity does not. We will show in Example 8 that 
there are points at which (X, T,TT ) is friendly but not 
almost periodic in our sense. Thus the concept of friendli­
ness is distinct from the various notions of almost 
periodicity. 
Theorem 21. Let X be Hausdorff and locally compact. Let 
(X, T,TT) be friendly on some and almost periodic at x. 
Then (X, T, TT ) is Gottschalk almost periodic at x. 
Proof: From Theorems 13 and l4, we have xT compact and 
minimal. Further, X Hausdorff and locally compact implies 
that X is regular. Thus by Theorem 20, (X, T,tr ) is Gott­
schalk almost periodic at x. 
Example 8. This example is due to Harald Bohr [l, page 113]• 
It is a uniformly continuous function on the real line which 
has arbitrarily large €-translation numbers. However no 
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set of C -translation numbers for 0 < ^ < 1 is relatively 
dense, thus the function is not almost periodic in the Bohr 
sense, thus not in the sense of Definition 18. We define 
f-, (x) =1-1x1 for \xl - 1, f, (x) = 0 for Ixl > 1. We 
choose u^  = 1 and un>2 i u^  for n^ 2. For n^ 2 we 
define fn(x) = fn-1(x) + ^  ^ [fn-l(x + mnn)+ fn-l(x-man)] • 
m=l 
The details of this example are given in the Bohr paper. 
We give the essential characteristics without proof, u^  is 
a ^ -translation number for f (x) and for lim f (x) for all 
n-> 00 
m such that l^ m^ n and only such m. f(x) = lim f (x) 
n 
exists because fm(x) = f^ (x) for fxj u^ _^  and m% n. 
Furthermore f(x) is zero on arbitrarily long intervals be­
cause of the way the u^  are chosen. Since u is an 
6 -translation number if and only if |f(x + u) - f(x)l - 6 
for all x, we see that in particular | f(u) - f(o)] = |f(u)-l)-£. 
This implies that f (u) ^ 1 - € . Thus if 0 < l, then 
any point u at which f(u) = 0 is not an € -translation number. 
Thus no set of € -translation numbers for 0 c 1 is 
relatively dense. Thus f is not almost periodic. We will 
now show that f has arbitrarily large € -translation numbers. 
If then by a remark above, u^^ J is a collection 
of € -translation numbers. Furthermore we have 
n—1 
u^ >2 1 ui and ui ~ le Thus un^ 2(n - l) u^ _^  and it 
i—1 
r i is clear that junf marches to infinity. Hence the set of 
n=l 
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€ -translation numbers for f contains a sequence that marches 
to infinity. Each fn(x) satisfies a Lipschitz condition of 
the form \fn(x) - fn(y)| - |x - y). Clearly f (x) also does 
so that it is uniformly continuous and is thus a point of 
X as defined in Example 6 and (X, T, ir ) is friendly at f. 
Almost periodic functions on a semigroup were defined 
by makW'' 
Definition 2b. Let f be a complex valued function on a 
semigroup T. f is Maak almost periodic if and only if for 
every positive €. it is true that there exists a finite 
collection of sets JA.1 such that IV A. = T and the 
1 Hi=i i=i 1 
existence of c' and d' in T such that c'xd' and c'yd' are 
in the same A^  implies that |f(cxd) - f(cyd)1 - 6 for all 
c and d in T. 
From this point on, the topological transformation semi­
group under consideration will be defined to be X R Ff(x), 
f complex valued function on the semigroup I; 
d(f,g) - sup { |f(x) - g(x)I ; x is in t}  , T is a discrete 
semigroup, and (f(x),t) TT = f(tx). 
Lemma 5. If (X, T, TT) is friendly at f, then fT is minimal. 
Proof : Let g be in fT. By Lemma 3 gT tT fT. Let € > 0 
be given. There exists a t in T such that f(tx) is in 
S(g(x),£/3), that is, 1 f(tx) - g(x)| < £/3 for all x in t. 
Since (X, T,TT) is friendly at x there exists an s in T such 
that f(tsx) is in S(f (x), 6 /3), that is | f (tsx)~ f(x)|<ié/3 
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for all x in T. Then If(x) - g(sx)l - |f(x) - f(tsx)l 
+ IjfCtsx) - g(sx)I - €/3 + /^3 = 2^ /3. Thus g(sx) is in 
S(f(x), £ ). Hence f is in gT and fT G gT. Therefore 
fT = if. 
Theorem 24. Let f be Maak almost periodic and let (X, T,TT ) 
be friendly at f. Then (X, T,Tf ) is Gottschalk .almost 
periodic at f. 
Proof: fT is minimal by Lemma 5. Furthermore fT is a 
closed subset of a metric space, hence is a complete metric 
space in the relative topology. Moreover fT is totally 
bounded. To see this, let 6 > 0 be given. Since f is Maak 
n 
almost periodic there exist A1, ..., A such that W A. = T 
i=l "" 
and if x and y are in the same A^ , then lf(cxd)- f (cyd)l - e/2 
for all c and d in T. We pick a representative set fk,l 
n 1 i=l 
such that k^  is in A^ . Now {f (k^ x)^  is a finite € -net 
in fT, for let t be given. Then t is in A^  for some i. Then 
we have |f(ck^ d) - f(ctd)|- €/2 for all c and d in T. In 
particular for c = e we have (f(k^ d) - f(td)J - £ /2. Thus 
f(tx) is in S(f(k.x),6 ) and fT is totally bounded. Now 
this condition and the completeness of fT are sufficient for 
fT to be compact, see Hall and Spencer [4, page 212]. Since 
X is metric it is also regular. By Theorem 20 (X, T, TT ) is 
Gottschalk almost periodic at f. 
In the special case where T is abelian the definition 
of Maak almost periodic can be modified to the extent that 
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the existence of c' such that xc' and yc' in the same A^  
implies that )f(xc) - f(yc))^  6 for all c in T. 
Theorem 25. Let T be abelian and let (X, T,TT) be Gottschalk 
almost periodic at f. Then f is a Maak almost periodic 
function. 
Proof: Let È > G be given. Since (X, T,TT) is 
Gottschalk almost periodic at f there exists a finite set 
{kjj- such that given t, there is a k^  such that 
i=l 
I f (tkjX) - f(x) 1  ^^A for all x in T. If we let 
A - fa in T; f (ax) is in S(f(x), €. A)} , then given t, there 
'exists:-a k^  such that tk, is in A. We define Bi - ft; 
• • . - ïï 
I f (.tk.,x) - f (x)| < 6 A for all x in T . Clearly O B. = T. 
1=1 1 
Let: "there exist cT such that xc' and yc' are in the same 
Let c'k. be in A. Then | f(xc) - f(yc)) - If(xc) - f (xcc'k.)j 
« V 
+ If(xcc'kj) - f(xcc'kjc'yk^ )| + [f(ycc'k^ c'xk^ )- f(ycc'k^ )/ 
+ I f (ycc'kj) - f(yc)|< €/b + €/b + &/b + €/b = 6 , where 
we have used the fact that c'kj is in A, c'yk^  and c'xk^  are 
in A and T is abelian, and finally that c'k. is in A. 
- v 
Lemma 6. Let (X, T,it) be almost periodic at f. Then given 
é > 0 it is true that there exist fs,} and fm.} such 
n i=l i=1 
that B^  = T, m^  is in B^ , and if t is in B^ , then 
| f(ts) - f(mis)| < 6 for all s in T. 
Proof: Since (X, T, TT) is almost periodic at f, there 
exists a syndetic set A such that j f (ax) - f (x) I < £ for 
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r -t n 
all x in T and all a in A. Let AM = I where M = fm.\ 
1 i=l 
Then define the sets : (t in T; t = am^  for some a in A}. 
These are the required sets. Let t be in B^ , then there 
exists a^ . in A such that t = a^ .m^ . Let x = m^ s above to get 
If(a^ m^ s) - f(m^ s)l = lf(ts) - f(m^ s)l< 6 for all s in 
T. Clearly B, = T. 
i=l 1 
Theorem 26. Let (X, T,TT) be friendly and almost periodic 
at f. If T is abelian, then f is Maak almost periodic. 
Proof: If A' is syndetic and ADA', then A is syndetic. 
Thus (X, T,ir ) almost periodic at f implies that A = f t in 
T; |f(xt) - f(x) \ < 6 A for all x in t} is syndetic. By 
the friendly condition, given c' in T, there exists an r in 
r ->n  f  ->n  
T such that c'r is in A. Let jB.v and im.s be 
J j=l j=l 
defined as in Lemma 6 with 6 replaced by & A. Let c' exist 
such that c'x and c'y are in the same B.. Let c'r be in A. 
- . - J 
Then 1f(cx) - f(cy)\ ^  ) f(cx) - f(cxc'r)) 
+ If (cxc'r) - f (crm.) | + }f(crm.) - f (cyc'r)j 
J J 
+ If(cyc'r) - f(cy)J < ç + ç + ç + € where we have 
used the fact that c'r is in A, c'x is in B^ . and T is abelian, 
and finally that c'r is in A. Thus f is Maak almost periodic. 
Now by Theorems 16 and 9, every function on a finite 
semigroup is almost periodic. This is true also for func­
tions on a finite group. However every function on a finite 
semigroup is not Maak almost periodic. Indeed we have the 
following example. 
37 
Example 9» Let I = ffe,a,bj ; ee = e, ea = ae = a, eb = be = b, 
ab = ba = a, aa = bb = b; discrete topology}. Let X I ff(x), 
f complex valued function on T; d(f,g) = maxf If (x)- g(x)| ; 
x is in t{|. (f(x),t)TT = f(tx). We will derive necessary 
and sufficient conditions for f in X to be Maak almost 
periodic. First we pick € less than the minimum of the 
non-zero quantities jf(x) - f(y)| for all pairs x and y in 
T. Then \ f(x) - f(y)| * € will imply that f(x) = f(y). 
Given this 6. we must find the sets A^ . Clearly it is to 
the advantage to pick as many sets as possible. This is 
because the fewer the sets A^ , the more pairs x and y have 
the property that there exists a c' in T such that c'x and 
c'y are in the same A^ . Consequently, it would have to be 
true that If(cxd) - f(cyd)I - 6 for all c and d in T, for 
more pairs x and y in T. The situation with more sets is 
thus the less restrictive on f. Thus we take A^  = fe} , 
A^  = {a} , and A^  = fb} . Note that T is abelian. The 
existence of c' such that c'x and c'y are both in A^  implies 
that c' = x = y = e or f(ze) = f(ze) for all z in T. This 
is no restriction on f. The existence of c' such that c'x 
and c'y are both in Ag implies that x = y = a, c' = e or 
x = b, y = e and c' = a. (We may interchange x and y which 
are essentially indistinguishable.) Thus f(zb) = f(ze) for 
all z in T. When z = a or z = b this reduces to an identity 
while for z = e we have f(z) = f(zb). The existence of c' 
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such that c'x and c'y are in implies that x = y = b, 
c' = e or c' = b or x = b, y = e, and c' = b. This gives 
the same results as above. Thus a necessary condition for 
f to be Maak almost periodic is that f(b) = f(e). This 
also turns out to be sufficient. f(b) = f(e) implies that 
f(zb) = f(z). Thus (X, T,TT) is friendly at f, for given 
e or b there exists an element, namely e, such that f(zb) is 
in S(f(z),€ ) because f(zb) = f(z). Moreover, if a is given 
then we take s = a and f(zaa) = f(zb) = f(z) is in S(f(z),E ) 
for all positive € . By Theorem 21, (X, T,-rr) is Gottschalk 
almost periodic at f, and by Theorem 25 f is a Maak almost 
periodic function. Now if f(b) £ f(e) then f is not Maak 
almost periodic but (X, T,TT) is almost periodic at f. 
Theorem 27. If f is a Maak almost periodic function, then 
(X, T,TT) is friendly at f. 
Proof Î Let t and 6 ? 0 be given. Since f is Maak 
almost periodic there exist A^ , A^ , ..., An such that 
ÛA. = T and if c'xd1 and c'yd' are in the same A. then, 
i=l - - - - 1 
I f(cxd) - f(cyd)I - ^ /2 for all c and d in T. Maak [6, 
page 4lJ has shown that there exists a partition {B.| 
 ^
i=1 
such that aTb I 1 B^  ^  0 for all a and b in T and for every 
i. Suppose we have chosen the A^  above in this manner. 
Then let a = t and b = e. Let e be in A.. Then there 
J 
exists s in T such that ts is in A-. Then 
J 
I f(ctsd) - f(ced)| ~ ^  /2 for all c and d in T. In particular 
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for c = e. Thus l f (tsd) - f (d) I ^  &/2 for all d in T. 
Hence sup [ |f (tsd) - f (d) I ; d is in T j ^  £/2 ^  ^ and 
f(tsx) is in S(f(x),£). (X, T,TT ) is friendly at f. 
ko 
V. SUMMARY 
With the appropriate identifications in the topological 
transformation semigroup we have a summary or results in the 
form of Figure 1 (a.p. = almost periodic). Kaw theorems can 
be constructed by the indirect implications. Thus a.p. 
implies Maak a.p. on a semigroup if T is real via Lemma 6 
and Theorem 26. 
(5 ,  pg.  244)  
MAAK A.P IN A GROUP VON NEUMANN A.R BOHR A. R 
THM. 18 THM. 19 
T REAL, THM. 22 
A.P. EX. 7 
EX.9, 
X HAUSDORFF, LOCALLY COMPACT AT x 
^-^FRIENDLY ON Vv, THM. 23 
EX. 7 GOTTSCHALK A.R T FINITE T REAL \ 
LEMMA 4 THM. 
FRIENDLY THM. 21 T ABELIAN 
THM. 26 
THM. 24 
THM. 27 
T ABELIAN, THM. 25 MAAK A.R ON A SEMIGROUP 
FIGURE I : ALMOST PERIODIC TABLE 
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