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Abstract
Let G be a finite abelian group and let exp(G) denote the least
common multiple of the orders of all elements of G. A BH(G,h)
matrix is a G-invariant |G| × |G| matrix H whose entries are complex
hth roots of unity such that HH∗ = |G|I|G|. By νp(x) we denote the
p-adic valuation of the integer x. Using bilinear forms over abelian
groups, we [10] constructed new classes of BH(G,h) matrices under
the following conditions.
(i) νp(h) ≥ ⌈νp(exp(G))/2⌉ for any prime divisor p of |G|, and
(ii) ν2(h) ≥ 2 if ν2(|G|) is odd and G has a direct factor Z2.
The purpose of this paper is to further study the conditions on G and
h so that a BH(G,h) matrix exists. We will focus on BH(Zn, h) and
BH(G, 2pb) matrices, where p is an odd prime. Combining our work
with previously known results, there are 2687 open cases left for the
existence of BH(Zn, h) matrices in which 1 ≤ n, h ≤ 100. Finally, we
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show that BH(Zn, h) matrices can be used to construct a new family
of perfect polyphase arrays.
1 Introduction
Let n and h be positive integers. An n×nmatrixH whose entries are complex
hth roots of unity is called a Butson Hadamard matrix if HH∗ = nI,
where H∗ is the complex conjugate transpose of H and I is the identity
matrix of order n. We also say that H is a BH(n, h) matrix.
Let (G,+) be a finite abelian group of order n. An n × n matrix A =
(ag,k)g,k∈G is G-invariant if ag+l,k+l = ag,k for all g, k, l ∈ G. A G-invariant
BH(n, h) matrix is also called a BH(G, h) matrix. Note that in the case
G = Zn, a cyclic group of order n, a BH(Zn, h) matrix is a circulant matrix,
i.e., a matrix each of whose rows (except the first) is obtained from the
previous row by shifting one position to the right and moving the last entry
to the front.
For any multiple h′ of h, a BH(G, h) matrix is also a BH(G, h′) matrix,
as each hth root of unity is automatically a h′th root of unity. Therefore, it
is important to find those positive integers h such that a BH(G, h) matrix
exists, but BH(G, k) matrices do not exist for any divisor k of h. Group-
invariant Butson Hadamard matrices link to many other combinatorial ob-
jects like generalized Hadamard matrices, relative difference sets, generalized
Bent functions, cyclic n-roots, see [24], and perfect polyphase arrays.
A sequence {a0, . . . , an−1} is called a perfect h-phase sequence of
length n if each ai is a complex hth root of unity and
n−1∑
i=0
aiai+j = 0 whenever j 6= 0,
where the indices are taken modulo n. Such a sequence is equivalent to a
BH(Zn, h) matrix whose first row is (a0, . . . , an−1). More generally, a multi-
dimensional array A = (ai1,...,ik) of size n1 × · · · × nk is called a perfect
h-phase array if its entries are complex hth roots of unity and∑
0≤ij≤nj−1 ∀ j
ai1,...,ikai1+s1,...,ik+sk = 0
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whenever (s1, . . . , sk) 6= (0, . . . , 0), where the indices are taken modulo nj for
1 ≤ j ≤ k. The values
Rs1,...,sk =
∑
i1,...,ik
ai1,...,ik a¯i1+s1,...,ik+sk
are called autocorrelations of the array A. In Lemma 4.3, we show that
such an array is equivalent to a BH(Zn1 × · · · × Znk , h) matrix. Perfect
sequences and perfect arrays have a wide range of applications in communi-
cation and radar systems, see [4], [13], [15] for example. In the last section of
this paper, we use (circulant) BH(Zn, h) matrices to construct a new family
of perfect polyphase arrays. Note that by [10, Corollary 2.5], there exist
BH(Zn, h) matrices whenever
(i) νp(h) ≥ ⌈νp(n)/2⌉ for every prime divisor p of n, and
(ii) ν2(h) ≥ 2 if n ≡ 2 (mod 4),
where νp(x) denotes the p-adic valuation of the integer x.
In this paper, we focus on studying necessary conditions for the existence of
the following two types of Butson Hadamard matrices:
• BH(Zn, h) matrices and
• BH(G, 2pb) matrices, where p is an odd prime.
The main tools used in this paper are group-ring equations combined with
techniques from the field-descent method [25, 26], and upper bounds on the
norm of cyclotomic integers. We sketch the approach as follows.
Let (ag)g∈G be the first row of a BH(G, h) matrix H . Let D =
∑
g∈G agg
be an element of the group ring Z[ζh][G]. By Result 2.3 of Section 2 below,
the equation HH∗ = |G|I is equivalent to
DD(−1) = |G|. (1)
Put n = |G| and m = lcm(exp(G), h). Let χ be a character of G and put
X = χ(D) ∈ Z[ζm]. The equation (1) implies
|X|2 = n, X ∈ Z[ζm]. (2)
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By the field-descent method, there exists an integer j such that Xζjm
belongs to a proper subfield Q(ζk) of Q(ζm). Note that Xζjm is a sum of
roots of unity in Q(ζm). As Xζjm belongs to the subfield Q(ζk), usually a lot
of the roots of unity in the sum cancel out. The norm of the remaining terms
can be bounded using our result on the norm of cyclotomic integers. On the
other hand, by (2), this norm is equal to
√
n. We thus obtain a restriction
on n and h.
To end this section, we give a summary of known results on the existence of
Butson Hadamard matrices.
Result 1.1. The following Butson Hadamard matrices do not exist.
1. [18, Leung-Schmidt] BH(Z2p2 , 2p) matrices with p being an odd prime.
2. [21, Ma-Ng] BH(Z3pq, 3) matrices with p, q > 3 being distinct primes.
3. [16, Hiranandani-Schlenker] BH(Zp+q, pq) matrices with p, q > 3 being
distinct primes.
Result 1.2. [16, Sylvester conditions]
(i) If a BH(n, 2) matrix exists, then n = 2 or 4 | n. Furthermore, if a
BH(Zn, 2) matrix exists, then 4 | n and n/4 is a square.
(ii) Let p ≥ 3 be a prime. If a BH(p+ 2, h) matrix exists, then h does not
have the form 2pb for some positive integer b.
(iii) Let q ≥ 3 be a prime. If a BH(2q, h) matrix exists, then h does not
have the form 2apb for a, b ∈ Z+ and any prime p > q.
Result 1.3. [17, Lam-Leung] If a BH(G, h) matrix exists and p1, . . . , pr are
the distinct prime divisors of h, then there exist nonnegative integers ai such
that |G| =∑ri=1 aipi.
Result 1.4. [6, Brock] Let n be an integer and let m be the square-free part
of n. Assume that m is odd. If a BH(n, h) matrix exists, then m has no
prime factor p which satisfies
(a) p does not divide h, and
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(b) pj ≡ −1 (mod h) for some integer j.
Result 1.5. [10, Duc-Schmidt] Let G be an abelian group and h be a positive
integer. Then a BH(G, h) matrix exists if
(i) vp(h) ≥ ⌈vp(exp(G)/2)⌉ for every prime divisor p of |G|, and
(ii) v2(h) ≥ 2 if v2(|G|) is odd and G has a direct factor Z2.
Moreover, if G = Zpa is a cyclic group of prime-power order, then (i) and
(ii) are also necessary conditions for the existence of BH(Zpa , h) matrices.
We remark that the existence problem for BH(Zn, h) matrices is in general
a difficult problem. For example, the existence of BH(Zn, 2) matrices is
equivalent to the existence of circulant Hadamard matrices. Ryser [23, p.
134] conjectured that circulant Hadamard matrices exist only for orders n = 1
or n = 4. This conjecture remains open for more than 50 years.
2 Preliminaries
2.1 Notations and Group Rings
In this section, we fix some notation, state definitions and known results
which will be used later. We start with some notations.
1. For a positive integer h, we use ζh to denote a primitive hth root of
unity.
2. For a prime p and an integer n, let νp(n) denote the p-adic valuation
of n, that is, the largest nonnegative integer x such that px divides n.
3. A positive integer is square-free if it is not divisible by any square
of a prime. We call an integer l the square-free part of n if l is the
product of all prime divisors p of n in which νp(n) is odd.
4. For coprime integers m and n, we denote the smallest positive integer
j such that mj ≡ 1 (mod n) by ordn(m).
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5. We call a complex number X a cyclotomic integer if it is a sum of
complex roots of unity.
As it turns out, group-ring equations are pivotal in our study.
Let G be a finite abelian group of order n. Let R be a ring with identity
1 and let R[G] denote the group ring of G over R. Any element X ∈ R[G]
is uniquely expressed as X =
∑
g∈G agg, ag ∈ R. We call the set {g ∈
G : ag 6= 0} the support of X and denote it by supp(X). Two elements
X =
∑
g∈G agg and Y =
∑
g∈G bgg are equal if and only if ag = bg for all
g ∈ G. We denote 1G as the identity element of G. In the case where there
is no confusion, we simply write c in the place of c1G. A subgroup U of G is
identified with
∑
u∈U u in R[G].
The group of complex characters of G is denoted by Gˆ. It is well known
that Gˆ is isomorphic to G. The trivial character of G, denoted by χ0, is
defined by χ0(g) = 1 for all g ∈ G. For D =
∑
g∈G agg ∈ R[G] and χ ∈ Gˆ,
write χ(D) =
∑
g∈G agχ(g). Let U be a subgroup of G, denote
U⊥ = {χ ∈ Gˆ : χ(g) = 1 ∀ g ∈ U}.
Note that U⊥ is isomorphic to Ĝ/U . The following result is from [14, Lemma
2.8].
Result 2.1. Let G be a finite abelian group, let U be a subgroup of G, and
let D =
∑
g∈G agg ∈ C[G]. Then, for any character χ ∈ Gˆ, we have
∑
τ∈U⊥
χτ(D) = |U⊥|χ
(∑
g∈U
agg
)
The next result is called Fourier inversion formula. A proof can be found
in [2, Chapter VI, Lemma 3.5], for example.
Result 2.2. Let G be a finite abelian group and let Gˆ denote the group of
characters of G. Let D =
∑
g∈G agg ∈ C[G]. Then
ag =
1
|G|
∑
χ∈Gˆ
χ(Dg−1) ∀ g ∈ G.
Consequently, if D,E ∈ C[G] and χ(D) = χ(E) for all χ ∈ Gˆ, then D = E.
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In our study, we focus on the ring R = Z[ζh]. Let D =
∑
g∈G agg, ag ∈ R
for all g ∈ G, be an element of R[G]. Let t be an integer coprime to h and
let σ ∈ Gal(Q(ζh)/Q) be defined by ζσh = ζ th. Let D(t) denote
D(t) =
∑
g∈G
aσgg
t.
As mentioned in the introduction, a BH(G, h) matrix is equivalent to a
solution of the group ring equation DD(−1) = |G| for some D ∈ Z[ζh][G]. We
now state this result formally, see [10, Lemma 3.3] for a proof.
Result 2.3. Let G be a finite abelian group, let h be a positive integer, and
let ag, g ∈ G, be integers. Consider the element D =
∑
g∈G ζ
ag
h g of Z[ζh][G]
and the G-invariant matrix H = (Hg,k), g, k ∈ G, given by Hg,k = ζak−gh .
Then H is a BH(G, h) matrix if and only if
DD(−1) = |G|.
The next result is a generalization of Ma’s lemma, see [20] or [25, Lemma
1.5.1]. The proof of this result is similar to the proof of the original result.
We provide it here for the convenience of the reader.
Result 2.4. Let p be a prime and let G be a finite abelian group whose Sylow
p-subgroup S is cyclic. Let P be the subgroup of S of order p. Let t, h be
positive integers such that h is not divisible by p. If D ∈ Z[ζh][G] satisfies
χ(D) ≡ 0 (mod pt) (3)
for all characters χ ∈ Gˆ of order divisible by |S|, then there exist X, Y ∈
Z[ζh][G] such that
D = ptX + PY. (4)
Proof. Assume |S| = ps for some s ∈ Z+. We first prove the result for
D ∈ Z[ζh][S]. Let g be a generator of the cyclic group S. Define a ring
homomorphism
ρ : Z[ζh][S] → Z[ζhps],
ps−1∑
i=0
aig
i 7→
ps−1∑
i=0
aiζ
i
ps
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for all a0, . . . , aps−1 ∈ Z[ζh]. We claim that
ker(ρ) = {PY : Y ∈ Z[ζh][S]}. (5)
Let
∑ps−1
i=0 aig
i ∈ ker(ρ), then∑ps−1i=0 aiζ ips = 0. Since p does not divide h,
the minimal polynomial of ζps over Z[ζh] is φ(x) = 1+xp
s−1
+ · · ·+xps−1(p−1).
We obtain
ps−1∑
i=0
aix
i = φ(x)f(x), f(x) ∈ Z[ζh][x],
so
∑ps−1
i=0 aig
i = φ(g)f(g) = Pf(g), which proves (5).
Since ρ(D) ≡ 0 (mod pt), there exists X ∈ Z[ζh][S] so that ρ(D) =
ptρ(X). We obtain (D − ptX) ∈ ker(ρ) and hence
D = ptX + PY for some Y ∈ Z[ζh][S].
The result is proved for D ∈ Z[ζh][S]. Now, write G = S ×H where |H| 6≡ 0
(mod p) and write
D =
∑
k∈H
Dkk, Dk ∈ Z[ζh][S].
Let ψ be a character of S of order ps. For any character γ of H , ψγ is a
character of G defined by ψγ(xy) = ψ(x)γ(y) for all x ∈ S, y ∈ H . Note
that the order of ψγ is divisible by ps. By (3), we have
ψγ(D) =
∑
k∈H
ψ(Dk)γ(k) ≡ 0 (mod pt). (6)
Define an |H| × |H| matrix by M = (γ(k))γ∈Hˆ,k∈H and a column vector
u by u = (ψ(Dk))
T
k∈H. As the congruence (6) holds for any character γ of
H , all entries of N := Mu are divisible by pt. By the orthogonality relations
for characters, we have M−1 = M∗/|H| where M∗ is the complex conjugate
transpose of M . Thus u = M−1N = M∗N/|H|. As gcd(p, |H|) = 1 and all
entries of N are divisible by pt, we obtain
ψ(Dk) ≡ 0 (mod pt) for all k ∈ H. (7)
The equation (7) holds for every character ψ of S. By the argument at the
beginning of the proof, any Dk, k ∈ H , can be written as ptXk+pYk for some
Xk, Yk ∈ Z[ζh][S]. Therefore, the equation (4) follows, as D =
∑
k∈H Dkk.
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2.2 Number Theoretic Results
We start this subsection with the following definition.
Definition 2.5. Let p be a prime, let n be a positive integer, and write
n = pan′, where gcd(p, n′) = 1. We call p self-conjugate modulo n if
there exists an integer j such that pj ≡ −1 (mod n′). A composite integer
m is self-conjugate modulo n if every prime divisor of m has this property.
Result 2.6. [19, Proposition 2.11] Let X =
∑m−1
i=0 aiζ
i
m ∈ Z[ζm] so that
XX¯ = n. Let u be the largest divisor of n which is self-conjugate modulo m.
Write u = w2k, where k =
∏r
i=1 pi is the square-free part of u. Then
m ≡ 0 (mod k).
Furthermore, for i = 1, . . . , r, write
Θi =
1− ζ4 if pi = 2,∑pi−1
j=1
(
j
pi
)
ζjpi otherwise.
where (−) is the Legendre symbol. Then
X ≡ 0 (mod w
r∏
i=1
Θi).
Definition 2.7. Let m and n be positive integers and let m =
∏t
i=1 p
ci
i be
the prime factorization of m. For each prime divisor q of n, define
m˜q =

∏
pi 6=q
pi if m is odd or q = 2,
4
∏
pi 6=2,q
pi otherwise.
Let D(n) denote the set of all prime divisors of n. Let
F (m,n) =
t∏
i=1
pbii
be the minimum multiple of
∏t
i=1 pi such that for every pair (i, q) with 1 ≤
i ≤ t and q ∈ D(n), at least one of the following conditions is satisfied.
(a) q = pi and (pi, bi) 6= (2, 1), or
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(b) bi = ci, or
(c) q 6= pi and qordm˜q (q) 6≡ 1 (mod pbi+1i ).
Result 2.8. [26, Theorem 3.5] Let m and n be positive integers. If X ∈ Z[ζm]
satisfies XX¯ = n, then there exists an integer j such that Xζjm ∈ Z[ζF (m,n)].
2.3 Bounds on Norms of Cycloctomic Integers
We start this subsection with a bound on the norm of a cyclotomic integer.
This bound appeared in [11, Theorem 3.1] and will serve as the main ingre-
dient for our results later. We provide the proof here for the convenience of
the reader.
Result 2.9. Let α =
∑m−1
i=0 ciζ
i
m, ci ∈ Z, be an element of Z[ζm]. Then
∣∣NQ(ζm)/Q(α)∣∣ ≤
(
m
ϕ(m)
m−1∑
i=0
c2i
)ϕ(m)/2
. (8)
Proof. Put f(x) =
∑m−1
i=0 cix
i ∈ Z[x], then α = f(ζm) and the conjugates of
α in Q(ζm) are f(ζ tm), where t is coprime to m. We have
m−1∑
t=0
|f(ζ tm)|2 =
m−1∑
i,j,t=0
cicjζ
(i−j)t
m = m
m−1∑
i=0
c2i .
By the inequality of arithmetic and geometric means, we obtain
|N(f(ζm))| =
∣∣∣∣ ∏
gcd(t,m)=1
f(ζ tm)
∣∣∣∣
≤
(∑
(t,m)=1 |f(ζ tm)|2
ϕ(m)
)ϕ(m)/2
≤
(
m
ϕ(m)
m−1∑
i=0
c2i
)ϕ(m)/2
.
The next result can be derived from [25, Theorem 2.3.2]. We state the
result below and give a simple proof which makes use of Result 2.9.
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Result 2.10. Let m and n be positive integers. Let X =
∑m−1
i=0 ciζ
i
m be an
element of Z[ζm] such that XX¯ = n. Let k be a divisor of m which is divisible
by F (m,n). Then there exists an integer j such that
Xζjm ∈ Z[ζk]. (9)
Moreover, put di = cim/k−j, 0 ≤ i ≤ k − 1. Then
n ≤ min
{(
k−1∑
i=0
|di|
)2
,
(
k
ϕ(k)
k−1∑
i=0
d2i
)}
. (10)
Proof. Since k is divisible by F (m,n), we obtain Xζjm ∈ Z[ζk], as Xζjm ∈
Z[ζF (m,n)] by Result 2.8. Note that k is divisible by every prime divisor of
m, as F (m,n) is. Thus 1, ζm, . . . , ζ
m/k−1
m are independent over Q(ζk). This
implies Xζjm =
∑k−1
i=0 diζ
i
k, where di = cim/k−j . Clearly, we have
n = |XX¯| ≤
(
k−1∑
i=0
|di|
)2
.
The other part of (10) follows directly from (8).
3 Necessary Conditions
We will focus only on two types of matrices: BH(Zn, h) matrices and BH(G, 2pb)
matrices, where p is an odd prime and n, h, b are positive integers.
3.1 Existence of BH(Zn, h) Matrices
Note that by Result 1.5, there exist BH(Zn, h) matrices whenever n divides
(h, n)2 and n and h are not both congruent to 2 modulo 4. We conjecture that
these conditions are also necessary for the existence of BH(Zn, h) matrices.
Conjecture 3.1. Let n and h be positive integers. Then there exists a
BH(Zn, h) matrix if and only if
(i) νp(h) ≥ ⌈νp(n)/2⌉ for every prime divisor p of n, and
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(ii) ν2(h) ≥ 2 if n ≡ 2 (mod 4).
A special case of Conjecture 3.1 is the circulant Hadamard matrix con-
jecture which was mentioned in the introduction. Unfortunately, we are far
from proving Conjecture 3.1. In support of it, we prove that n ≤ (h, n)2
under certain restrictions on n and h.
Theorem 3.2. Let n and h be positive integers and put m = lcm(n, h).
Suppose that a BH(Zn, h) matrix exists. Furthermore, assume that for any
prime divisor p of n, we have
(i) p divides h, and
(ii) qordm˜q (q) 6≡ 1 (mod pνp(h)+1) for any prime divisor q 6= p of n,
where m˜q is defined in Definition 2.7. Then
n ≤ (h, n)2. (11)
Proof. Let H be a BH(Zn, h) matrix and let its first row be (ζ
a0
h , . . . , ζ
an−1
h ),
ai ∈ Z. Let g be a generator of the cyclic group Zn and let D =
∑n−1
i=0 ζ
ai
h g
i
be an element of the group ring Z[ζh][Zn]. We obtain, by Result 2.3,
DD(−1) = n. (12)
Let χ be a character of Zn such that χ(g) = ζn. We have χ(D) =
∑n−1
i=0 ζ
ai
h ζ
i
n ∈
Z[ζm]. By Result 2.8, there exists an integer j such that χ(D)ζjm ∈ Z[ζF (m,n)].
Since gcd(m/h,m/n) = 1, there exist integers α and β such that αm/h +
βm/n = j. Replacing D by Dζαh g
β, if necessary, we can assume that
X = χ(Dζαh g
β) = χ(D)ζαn/h+βn = χ(D)ζ
j
m ∈ Z[ζF (m,n)].
Thus X ∈ Z[ζh], as h ≡ 0 (mod F (m,n)) by the definition of F (m,n) and by
the conditions (i) and (ii). Note that with h in the place of k, the condition
(9) in Result 2.10 is satisfied. To apply the inequality (10), we need to find
the exponents in
X =
n−1∑
i=0
ζai(m/h)+i(m/n)m
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which are divisible bym/h. These are the ones containing i such that n/(h, n)
divides i. There are (h, n) such exponents, as 0 ≤ i ≤ n − 1. Recall that
X ∈ Z[ζh]. When expressing X in the form
∑h−1
i=0 diζ
i
h, di ∈ Z, we have
di ≥ 0 for all i and
∑h−1
i=0 di = (h, n). We obtain, by (10),
n ≤
(
h−1∑
i=0
di
)2
= (h, n)2.
We remark that in the case n = pa is a prime power, the inequality (11)
implies that νp(h) ≥ ⌈νp(n)/2⌉, which is exactly the second statement in
Result 1.5. Moreover in this case, the condition (ii) holds automatically and
the condition (i) can be obtained using an argument from the field-descent
method.
For the next result, we recall the self-conjugacy concept in Definition 2.5.
We concentrate on prime divisors of n which are self-conjugate modulo m =
lcm(n, h).
Theorem 3.3. Let n and h be positive integers and put m = lcm(n, h). If a
BH(Zn, h) matrix exists, then any prime divisor of n which is self-conjugate
modulo m divides h.
Proof. Suppose that there exists a prime divisor p of n which is self-conjugate
modulo m and does not divide h. Letting g be a generator of Zn and defining
D =
∑n−1
i=0 ζ
ai
h g
i as in the proof of Theorem 3.2, we have DD(−1) = n. For
any character χ of Zn, we have
|χ(D)|2 = n, χ(D) ∈ Z[ζm]. (13)
Applying χ0 to (13) and putting Y = χ0(D) ∈ Z[ζh], we obtain |Y |2 = n.
Note that p is self-conjugate modulo m and h divides m, so p is also self-
conjugate modulo h. By Result 2.6 and by the condition p ∤ h, we obtain
νp(n) = 2t for some t ∈ Z+. We also have νp(m) = 2t, as m = lcm(n, h)
and h 6≡ 0 (mod p). Moreover, since |χ(D)|2 = n and χ(D) ∈ Z[ζm], Result
13
2.6 implies χ(D) ≡ 0 (mod pt) for any character χ of Zn. By Result 2.4, we
obtain
D = ptX + PY, (14)
where P is the cyclic subgroup of Zn of order p, and X, Y ∈ Z[ζh][Zn]. As
kP = P for any k ∈ P , we can assume that no two elements in the support
of Y are contained in the same coset of P in Zn. Comparing the coefficients
on a fixed coset of P , the equation (14) implies
ζaih ≡ ζ
ai+n/p
h ≡ · · · ≡ ζ
ai+(p−1)n/p
h (mod p
t) for any 0 ≤ i ≤ n/p− 1.
Hence ζ
aj
h ≡ ζ
aj+n/p
h (mod p
t) for all j. Suppose that ζ
aj
h = ζ
aj+n/p
h for all j.
We have D = PZ, where Z =
∑n/p−1
i=0 ζ
ai
h g
i. Let τ be a character of Zn such
that τ(g) = ζn. We have
τ(P ) =
p−1∑
i=0
τ(gin/p) =
p−1∑
i=0
ζ ip = 0,
so τ(D) = 0, contradicting (13). Therefore, there exists j such that ζ
aj
h 6=
ζ
aj+n/p
h .
The condition ζ
aj
h ≡ ζ
aj+n/p
h (mod p
t) implies that t = 1 and p = 2, as
|ζajh − ζ
aj+n/p
h | ≤ 2. The congruence ζajh ≡ ζ
aj+n/2
h (mod 2) holds only when
2 | h and aj+n/2 = aj + h/2, contradicting with the assumption that p does
not divide h.
Corollary 3.4. If n and h are coprime positive integers such that a BH(Zn, h)
matrix exists, then no prime divisor of n is self-conjugate modulo nh.
In preparation for the next result of this section, we start with the following
definition of delta function.
Definition 3.5. Let s and t be any two complex numbers. We define the
function δts as follows.
δts =
0 if t 6= s,1 if t = s.
The following result is taken from [26, Lemma 2.5].
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Result 3.6. Let m ∈ Z+ and let k be a divisor of m. Let t and s be the
numbers of prime divisors of m and k, respectively. Write X =
∑m−1
i=0 aiζ
i
m,
where ai ∈ Z for all i. Then there exists an integral basis Bm,k of Q(ζm) over
Q(ζk) which contains ϕ(m/k) roots of unity. Furthermore, if 0 ≤ ai ≤ C for
all i, then we can express X as
X =
∑
x∈Bm,k
x
(
k−1∑
j=0
cxjζ
j
k
)
, |cxj| ≤ 2t−s−1+δtsC for all x, j. (15)
Theorem 3.7. Let n and h be positive integers and put m = lcm(n, h). Let u
be the largest divisor of n which is self-conjugate modulo m. Write u = w2k,
where k is the square-free part of u. Let t and r be the numbers of prime
divisors of h and k, respectively. Suppose that a BH(Zn, h) matrix exists.
We obtain the following.
(a) If k 6≡ 0 (mod 2), then
w ≤ 2t−r−1+δrt(h, u)
√
k
ϕ(k)
. (16)
(b) If k ≡ 0 (mod 2), then
w ≤ 2t−r−1(h, u)
√
2k
ϕ(k)
. (17)
Proof. Similar to the proof of Theorem 3.2, we have DD(−1) = n, where
D =
∑n−1
i=0 ζ
ai
h g
i ∈ Z[ζh][Zn] and g is a generator of Zn. Hence for any
character χ of Zn, we have
|χ(D)|2 = n, χ(D) ∈ Z[ζm]. (18)
Put v = n/u. Note that (u, v) = 1, as u is the largest divisor of n which is
self-conjugate modulo m. Let τ be a character of Zn such that τ(gv) = ζu.
The proof of the theorem is divided into several claims.
Claim 1. Replacing D by Dy, y ∈ G, if necessary, we can assume that
τ(D ∩ Zu) 6= 0. (19)
15
Let R = {1, g, . . . , gv−1} be the complete set of coset representatives of Zu
in Zn. If τ(D ∩ xZu) = 0 for all x ∈ R, then τ(D) =
∑
x∈R τ(D ∩ xZu) = 0,
contradicting (18). Thus, there exists x ∈ R such that τ(D∩xZu) 6= 0. Note
that τ(Dx−1 ∩ Zu) = τ(x−1)τ(D ∩ xZu) 6= 0. So, replacing D by Dx−1 if
necessary, we can assume that τ(D ∩ Zu) 6= 0, proving (19).
Claim 2. Write D ∩ Zu =
∑u−1
i=0 ζ
avi
h g
vi =
∑u−1
i=0 ζ
bi
h g
vi and write k =
∏r
i=1 pi.
Define Θi as in Result 2.6. We have
X =
u−1∑
i=0
ζbih ζ
i
u ≡ 0 (mod w
r∏
i=1
Θi). (20)
By Result 2.6, we have
χ(D) ≡ 0 (mod w
r∏
i=1
Θi)
for any character χ of Zn. On the other hand, by Result 2.1, we have∑
χ∈Z⊥u
χτ(D) = |Z⊥u |τ(D ∩ Zu) = v
(
u−1∑
i=0
ζbih ζ
i
u
)
, (21)
Since (u, v) = 1 and each term on the left side of (21) is divisible by w
∏r
i=1Θi,
we obtain the congruence (20).
Claim 3. Put l = lcm(h, u), d = gcd(h, u) and write X =
∑u−1
i=0 ζ
bi
h ζ
i
u in the
form X =
∑l−1
i=0 ciζ
i
l , ci ∈ Z+. Then
0 ≤ ci ≤ d for any i = 0, . . . , l − 1. (22)
For a fixed 0 ≤ i ≤ l − 1, let a and b be fixed integers such that (u/d)a +
(h/d)b = i. All the solutions j (mod h) and f (mod u) to ζ il = ζ
j
hζ
f
u are
j = a + l
h
d
, f = b− lu
d
, 0 ≤ l ≤ d− 1.
Thus, there are at most d solutions to ζ il = ζ
bz
h ζ
z
u, 0 ≤ z ≤ u− 1. The claim
is proved.
Claim 4. If k 6≡ 0 (mod 2), then
w ≤ 2t−r−1+δtr(h, u)
√
k
ϕ(k)
.
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First, note that X = τ(D∩Zu) 6= 0 by Claim 1. By Theorem 3.3, any prime
divisor of u divides h, so the numbers of prime divisors of l = lcm(h, u) and
h are the same, both are equal to t. By Result 3.6 and (22), we can express
X as a linear combination of the basis elements in Bl,k ⊂ Q(ζl) over Q(ζk) as
follows
X =
∑
x∈Bl,k
x
(
k−1∑
j=0
cxjζ
j
k
)
,
where
|cxj| ≤ 2t−r−1+δtrd ∀ x ∈ Bl,k, 0 ≤ j ≤ k − 1. (23)
Note that X ≡ 0 (mod w∏ri=1Θi) by (20). Moreover note that w∏ri=1Θi ∈
Q(ζk), as Θi ∈ Q(ζpi) for all i by the definition of Θi. Hence
∑k−1
j=0 cxjζ
j
k ≡ 0
(mod w
∏r
i=1Θi) for all x ∈ Bl,k. As X 6= 0, there exists x ∈ Bl,k so that
Y =
k−1∑
j=0
cxjζ
j
k 6= 0 and Y ≡ 0 (mod w
r∏
i=1
Θi). (24)
Note that each Θi has absolute value
√
pi. Using (23), (24) and the inequality
(8), we obtain
(w2k)ϕ(k)/2 =
∣∣∣NQ(ζk)/Q(w r∏
i=1
Θi)
∣∣∣ ≤ ∣∣∣NQ(ζk)/Q(Y )∣∣∣ ≤
(
k
ϕ(k)
k−1∑
j=0
c2xj
)ϕ(k)/2
≤
(
4t−r−1+δrtd2
k2
ϕ(k)
)ϕ(k)/2
,
proving Claim 4.
Claim 5. If k ≡ 0 (mod 2), then
w ≤ 2t−r−1(h, u)
√
2k
ϕ(k)
.
We assume that pr = 2. Similar to the proof of Claim 4, we express X as a
linear combination of the basis elements in Bl,k/2 ⊂ Q(ζl) over Q(ζk/2)
X =
∑
x∈Bl,k/2
x
k/2−1∑
j=0
dxjζ
j
k/2
 , |dxj| ≤ 2t−rd ∀ x, j.
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Note that w
∏r−1
i=1 Θi ∈ Q(ζk/2) and divides X , so it divides
∑k/2−1
j=0 dxjζ
j
k/2
for any x ∈ Bl,k/2. As X 6= 0, there exists x ∈ Bl,k/2 such that
Z =
k/2−1∑
j=0
dxjζ
j
k/2 6= 0 and Z ≡ 0 (mod w
r−1∏
i=1
Θi).
Using (23), (24) and the inequality (8), we obtain
(w2k/2)ϕ(k/2)/2 =
∣∣∣NQ(ζk/2)/Q(Z)∣∣∣ ≤
 k/2
ϕ(k/2)
k/2−1∑
j=0
d2xj
ϕ(k/2)/2
≤
(
4t−rd2
k2
4ϕ(k)
)ϕ(k/2)/2
,
proving Claim 5.
Corollary 3.8. Let n and b be positive integers and let p be a prime. Suppose
that a BH(Zn, pb) matrix exists. Then n = pcm for some positive integers c
and m in which m 6≡ 0 (mod p). Moreover, assume that p is selfconjugate
modulo m. Then
b ≥ ⌊c/2⌋. (25)
Proof. The claim that n = pcm follows directly from Result 1.3. We apply
the inequality (11) to prove the second claim. In this case, we have u = pc,
w = p⌊c/2⌋, t = 1, k ∈ {1, p} and r ∈ {0, 1}.
If k ≡ 0 (mod 2), then k = p = 2, r = 1 and the inequality (17) implies
p⌊c/2⌋ ≤ (pb, pc) ≤ pb,
proving (25).
If k 6≡ 0 (mod 2), then p ≥ 3 and the inequality (16) implies
p⌊c/2⌋ ≤ 2−r+δr1(pb, pc)
√
k
ϕ(k)
≤ (pb, pc)
√
p
p− 1 < p
b+1,
proving (25).
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Remark 3.9. We consider the impact of Theorem 3.2, Theorem 3.3 and
Theorem 3.7 on the existence of BH(Zn, h) matrices with 2 ≤ n, h ≤ 100.
Theorem 3.2 confirms the non-existence of 178 cases. Theorem 3.3 confirms
the nonexistence of 2946 cases. Lastly, Theorem 3.7 confirms the nonexis-
tence of 723 cases.
3.2 Existence of BH(G, 2pb) Matrices
Let G be an abelian group, let p be an odd prime and let b be a positive
integer. The main result of this section relies on the following result by Leung
and Schmidt, see [18, Theorem 22 and Theorem 23] .
Result 3.10. Let p be an odd prime and let a be a positive integer. Let m be
a nonsquare integer and let q1, . . . , qs be all distinct prime divisors of m. Put
f = gcd(ordp(q1), . . . , ordp(qs)). Suppose that X ∈ Z[ζpa ] satisfies |X|2 = m.
Then the following hold.
(i) f is an odd integer.
(ii) Either f ≤ m or p ≤ (f 2 −m)/(f −m).
(iii) p ≤ m2 +m+ 1.
Theorem 3.11. Let b be a positive integer, let p be an odd prime and let G
be an abelian group. Write |G| = pcm, where c ≥ 0 and p does not divide m.
Suppose that m is not a square. Let q1, . . . , qs be all distinct prime divisors
of m. Put f = gcd(ordp(q1), . . . , ordp(qs)). If either a BH(G, p
b) matrix or a
BH(G, 2pb) matrix exists, then the following hold.
(i) f is odd.
(ii) Either f ≤ m or p ≤ (f 2 −m)/(f −m).
(iii) p ≤ m2 +m+ 1.
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Proof. As BH(G, pb) ⊂ BH(G, 2pb), it suffices to assume that a BH(G, 2pb)
matrix H exists. Let the first row of H be (ζ
ag
2pb
)g∈G, ag ∈ Z for all g ∈ G.
By Result 2.3, we have
DD(−1) = pcm, D =
∑
g∈G
ζ
ag
2pb
g ∈ Z[ζ2pb ][G].
Put X = χ0(D) =
∑
g∈G ζ
ag
2pb
. We obtain
XX¯ = pcm, X ∈ Z[ζ2pb ] = Z[ζpb ].
In the ring Z[ζpb], we have pZ[ζpb] = (1 − ζpb)ϕ(pb) and (1 − ζpb) is the only
prime ideal above p. Thus (1 − ζpb)ϕ(pb)c/2 divides (X) as ideals of Z[ζpb].
Putting Y = X(1− ζpb)−ϕ(pb)c/2 ∈ Z[ζpb], we obtain
Y Y¯ = m.
The conclusion follows directly from Result 3.10.
Corollary 3.12. If G is an abelian group with |G| = 2pc for some non-
negative integer c and odd prime p, then there is no BH(G, 2pb) matrix.
Proof. Using Theorem 3.11 part (iii) for m = 2, we obtain p ≤ 7. The case
p = 3 or p = 5 cannot satisfy the condition f = ordp(2) is odd. Therefore,
the only possible value for p is p = 7. The case p = 7 was also ruled out by
Leung and Schmidt [18].
We note that Theorem 3.11 confirms the nonexistence of 2361 BH(Zn, h)
matrices in which 2 ≤ n, h ≤ 100.
Remark 3.13. Using Results 1.1, 1.2, 1.3 and 1.4, we have 5108 open cases
for the existence of a BH(Zn, h) matrix in which 1 ≤ n, h ≤ 100. Result 1.5
settles the existence problem of 1798 of these cases. There are 3310 cases
left. Theorem 3.2, Theorem 3.3, Theorem 3.7 and Theorem 3.11 confirm the
nonexistence of 623 cases in the 3310 open cases above.
In summary, there are 2687 open cases for the existence of BH(Zn, h)
matrices in which 1 ≤ n, h ≤ 100. This list of open cases is provided in [12].
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4 Application to Perfect Polyphase Arrays
We recall from the introduction that a perfect h-phase sequence of length n
is equivalent to a BH(Zn, h) matrix. Theorem 3.2, Theorem 3.3, Theorem
3.7 and Theorem 3.11 provide various necessary conditions for the existence
of such sequences. In Lemma 4.3 below, we prove that a perfect h-phase
array of size n1 × · · · × nk is equivalent to a BH(Zn1 × · · · × Znk , h) matrix.
The following table gives parameters of known perfect arrays, see [3].
Author Array size Alphabet size (value of h)
Jedwab, Mitchell 2n × 2n 2
Kopilovich
(3× 2n+1)× (3× 2n+1)
(3× 2n)× (3× 2n+2) 2
Wild 2n × 2n+2 2
Blake, Hall, Tirkel n× n n if n is odd,
2n if n is even
Blake, Hall, Tirkel n× n2k+1 n
k+1 if n is odd,
lcm(2n, nk+1) if n is even
Blake, Hall, Tirkel n× n2 n if n is odd,
2n if n is even
Blake, Hall, Tirkel n2k+1 × n2k+1 nk+1
Blake, Hall, Tirkel n2 × n2 n
The following result is a direct corollary of Result 1.5, see also [22].
Result 4.1. Let n and h be positive integers. Then a BH(Zn, h) matrix exists
whenever n and h satisfy the following condition:
n | (h, n)2 and (ν2(n), ν2(h)) 6= (1, 1).
To prepare for the main result of this section, we need the following lemmas.
Lemma 4.2. Let h1 and h2 be positive integers and put h = lcm(h1, h2). Let
G1 and G2 be finite abelian groups. Assume that H1 is a BH(G1, h1) matrix
and H2 is a BH(G2, h2) matrix. Then the Kronecker product H = H1 ⊗H2
is a BH(G1 ×G2, h) matrix.
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Proof. Assume that H1 = (hx1,y1)x1,y1∈G1 and H2 = (kx2,y2)x2,y2∈G2 . The
elements of the matrix H = H1 ⊗ H2 are indexed by G1 × G2 in which the
(x1, x2) × (y1, y2) element is H(x1,x2),(y1,y2) = hx1,y1kx2,y2 . Let (a1, a2) be any
element in G1 ×G2. We have
H(a1+x1,a2+x2),(a1+y1,a2+y2) = ha1+x1,a1+y1ka2+x2,a2+y2
= hx1,y1kx2,y2
= H(x1,x2),(y1,y2),
proving that H is G1 ×G2-invariant.
On the other hand, note that each entry of H is a product of a (h1)th
root of unity and a (h2)th root of unity, so it is a hth root of unity. It remains
to verify that HH∗ = |H|I|H|, or equivalently, any two distinct rows (a1, a2)
and (b1, b2) of H are orthogonal. The inner product of these two rows is∑
x1∈G1,x2∈G2
H(a1,a2),(x1,x2)H(b1,b2),(x1,x2) =
∑
x1∈G1,x2∈G2
ha1,x1hb1,x1ka2,x2kb2,x2
=
( ∑
x1∈G1
ha1,x1hb1,x1
)( ∑
x2∈G2
ka2,x2kb2,x2
)
= 0,
where the last equality holds as (a1, b1) 6= (a2, b2) and H1 is a BH(G1, h1)
matrix and H2 is a BH(G2, h2) matrix.
Lemma 4.3. Let k, h, n1, . . . , nk be positive integers. Then a BH(Zn1×· · ·×
Znk , h) matrix exists if and only if a perfect h-phase array of size n1×· · ·×nk
exists.
Proof. Put G = Zn1 × · · · × Znk and suppose that a BH(G, h) matrix exists.
For each 1 ≤ i ≤ k, let gi be a generator of Zni . By Result 2.3, there exists
D ∈ Z[ζh][G] such that DD(−1) = n1 · · ·nk. Define
I = {(i1, . . . , ik) : 0 ≤ ij ≤ nj − 1 for j = 1, . . . , k}.
Write
D =
∑
(i1,...,ik)∈I
ai1,...,ikg
i1
1 · · · gikk ,
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where each ai1,...,ik is a complex hth root of unity. Note that
DD(−1) =
∑
(s1,...,sk)∈I
 ∑
(i1,...,ik)∈I
ai1+s1,...,ik+skai1,...,ik
 gs11 · · · gskk ,
As DD(−1) = n1 · · ·nk, we obtain
∑
(i1,...,ik)∈I
ai1+s1,...,ik+skai1,...,ik =
n1 · · ·nk if s1 = · · · = sk = 0,0 otherwise. (26)
Define the array A of size n1 × · · · × nk by
A = (ai1,...,ik), 0 ≤ ij ≤ nj − 1 for all j.
The equation (26) implies that A is perfect. Conversely, it is straightforward
to verify that the existence of a perfect array A implies the existence of a
group ring element D ∈ Z[ζh][G] whose coefficients are complex hth roots
of unity such that DD(−1) = n, which implies a BH(G, h) matrix by Result
2.3.
Theorem 4.4. Suppose that k, h, n1, . . . , nk are positive integers such that
ni | (h, ni)2 and (ν2(ni), ν2(h)) 6= (1, 1) for any 1 ≤ i ≤ k. (⋆)
Then a perfect h-phase array of size n1 × · · · × nk exists.
Proof. By Result 4.1, the condition (⋆) imply that a BH(Zni , h) matrix exist
for any i = 1, . . . , k. By Lemma 4.2, a BH(Zn1 × · · · × Znk , h) matrix exists.
The desired array is constructed as in Lemma 4.3.
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