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Abstract 
Anti-money laundering (AML) refers to a set of financial and technological controls that aim to combat the entrance of dirty 
money into financial systems. A robust AML system must be able to automatically detect any unusual/anomalous financial 
transactions committed by a customer. The paper presents a hybrid anomaly detection approach that employs clustering to 
establish customers’ normal behaviors and uses statistical techniques to determine deviation of a particular transaction from the 
corresponding group behavior. The approach implements a variant of Euclidean Adaptive Resonance Theory, termed as TEART, 
to group customers in different clusters.  The paper also suggests an anomaly index, named AICAF, for ranking transactions as 
anomalous. The approach has been tested on a real data set comprising of 8.2 million transactions and the results suggest that 
TEART scales well in terms of the partitions obtained when compared to the traditional K-means algorithm. The presented 
approach marks transactions having high AICAF values as suspicious.  
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1. Introduction 
Money Laundering (ML) is a complex phenomenon that encompasses all the methods employed by white collar 
professionals to deceptively enter money, obtained from illegitimate sources, into financial systems [1].  
Considering the immense need to combat such efforts, financial institutions have adapted different processes and 
rule based systems for reporting potential ML activities. A typical suspicious activity reporter aims to detect 
suspicious transactions based upon their volumes. This solution, however, generally raises many false alarms as one 
can always find customers who perform legitimate high volume transactions. Many non-rule based techniques have 
also been reported in the literature that suggests metrics to categorize transactions as suspicious/normal.  The 
reported efforts are primarily based on statistical, classification and clustering techniques. Statistical techniques [2] 
establish a normal behavior of a customer using certain statistical parameters and then report those transactions as 
anomalous which deviate from this normal pattern. However, most of the techniques are univariate in nature and 
extensive tests need to be performed to find a distribution that best fits the given data. Classification techniques, 
such as decision trees and neural networks, have also been applied [3] but they require knowledge of classes prior to 
their application – a requirement not easy to satisfy in many money laundering situations. Clustering [4],[5] based 
techniques group customers that perform similar kind of transactions into a single cluster and then categorize either 
small-size clusters or outliers as anomalous. These techniques can be broadly classified into two categories: density 
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based and distance based. Density based methods [6-8] declare areas with less number of data points as anomalous; 
while in distance based approaches [9-11], a point that lies farther from its cluster mean is considered as outlier. 
Both methods may produce erroneous outcome when the outliers combine to form large cluster and become difficult 
to distinguish. The paper also presents an approach for reporting anomalous transactions. It suggests a new 
clustering algorithm, TEART, which is a modified version of Euclidean Adaptive Resonance Theory (EART) [12] 
and an anomaly index, named AICAF (Anomaly Index Computation based on Amount and Frequency).  The 
approach makes use of Principal Component Analysis (PCA) [13] for dimensionality reduction as well as of k-
means  [14]  to  get  an  initial  guess  of  the  number  of  clusters  present  in  the  data  set.   K-means  is  also  used  in  this  
paper as a bench mark to compare the performance of TEART. The uniqueness of the approach is that it does not 
detect anomaly as a by-product of clustering neither does it consider sparse clusters as anomalous. Instead, 
clustering is used as a tool that aids in better grouping of data for identifying behavioral patterns that deviate from 
their established norms. Thus it synergizes distance and density based clustering and statistical techniques to detect 
anomalies. 
The rest of the paper is organized as follows. Section 2 explains the presented technique while experimental 
design and results are discussed in Section 3. Finally, Section 4 concludes the paper and provides future research 
directions.  
2. Proposed Approach 
This section explains the presented anomaly detection approach which is composed of the following three phases: 
1) data pre-processing phase 2) clustering application and distance ratio computation phase and 3) anomaly index 
computation phase. Each of the three phases is explained below.  
2.1. Data Pre-processsing 
This step performs data normalization, noise removal and dimension reduction. It also discards transactions that 
are above a certain threshold amount. These transactions and the corresponding customers form the (k+1) cluster, as 
explained in Section 2.2. PCA is then applied on the normalized data set to identify attributes having significant 
loadings in the first few principal components that cover most of the variance.  
2.2. Application of clustering algorithms and distance ratio computation 
Clustering is an unsupervised learning technique that segments data items into different clusters. One of the prime 
objectives of clustering is to form clusters with minimum distance between items in the same cluster. This intra-
cluster distance is computed via Sum of Squared of Error (SSE) metric. SSE computation involves finding distance 
of each point within a cluster from its mean. The smaller the SSE the better the clusters obtained. In the presented 
approach, we perform multiple iterations of k-means to determine the value k that minimizes the SSE criteria. The 
outlier points that were detected in the pre-processing phase form the (k+1)th cluster. Despite their simplicity, k-
means have the tendency of forming imbalance clusters (where most of the data points are located within few 
clusters) if the data points are not evenly distributed. To avoid extremely imbalanced set of clusters, this paper 
presents TEART (Transformed Euclidean Adaptive Resonance Theory) algorithm that is a modified version of 
EART. Cluster formation in TEART is governed by a vigilance parameter that makes sure that we have the same 
number of clusters as determined by k-means. At the end of the clustering process, TEART combines all the clusters 
having less than a certain number of data points into a single cluster that becomes the (k+1)th cluster. The basic steps 
of the algorithm are outlined in Table1. Once clusters are formed by both k-means and TEART algorithms, distance 
of each customer record from its cluster mean is computed and saved. These distances provide the basis for anomaly 
index computation in the next phase. Let C = {C1, C2,...., Ck} denote the total number of clusters where each Ci is a 
cluster consisting of m accounts. An account Aj is  an  n  tuple  {Aj1,  Aj2 ,.., Ajn}  where  each  Ajr represents the rth
attribute corresponding to the jth account. The centroid of cluster Ck is the mean point of all the attributes 
corresponding to accounts within the kth cluster.  If  Ckr represents the centroid value for the rth attribute and Nk
represents the total accounts in cluster Ck then the centroid value is computed using the following formula: 
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                            Nk
Centroid (Ckr) = ( Air ) / Nk where r = {1, 2, …., n}  and k = {1, 2, …., m} (1)
                            i=1 
Let AvgDist(Ajr) represent the distance of rth attribute from its corresponding centroid attribute then equation 3 is 
applied to compute this distance: 
  r  compute 
AvgDist (Ajr) = || Ajr – Centroid (Ckr) || (2)
Table 1.Transformed Euclidean Adaptive Resonance Theory Algorithm 
Let  Cluster Set = CS= Empty Set 
       Dataset = D =  Total customer accounts 
       Data row =R = A single data record 
       Vigilance= v = parameter to control distance between data points in cluster 
        n= Total Number of iterations specified by the user 
While ( Iterations < n) 
 Begin 
    Create a single cluster and add it to CS 
    Initialize its centroid to the first record    
    Foreach record in dataset D  
    Begin 
        Fetch the record into datarow R  
        Compute Euclidean distance between R and centroid of all the clusters in CS 
        Find the minimum distance and denote it as mindist     
        If the ( mindist < v )  
           Add R into the cluster c 
           Recompute the centroid of c by weighted average            
           Increment cluster size of c  
        Else 
Create a new cluster and add this new cluster to CS 
          Add datarow R to new cluster 
          Set R as the initial centroid of the new cluster 
     End // foreach      
    Discard those clusters whose size is less than 1% of the total records in D 
    Reshuffle the items in data set D so as to remove any bias and repeat the above steps  
End // total iterations 
Once the last Iteration is reached the clusters whose size is less than 1% of the record set are 
combined to form  a single cluster 
2.3. Anomaly Index Computation 
The paper presents an anomaly index, named AICAF, that measures the deviation of (a) transaction amount and 
(b) the frequency of similar types of transactions from the established behavior of the cluster the customer belongs 
to. The algorithm for computing AICAF is outlined in Table 2 where txn_typ describes the type of transaction: 
credit or debit.  The higher the AICAF value the more suspicious the transaction becomes. The anomaly index is 
computed separately for both k-means and TEART, and the transactions which generate high AICAF values by both 
techniques are treated as anomalous/suspicious.   
Table 2. AICAF Computation Algorithm 
Let TD= test dataset containing account summary for accounts Aj
       Ck = cluster information to which Aj belongs 
       Txn_typ = denotes the transaction type either credit or debit 
Foreach transaction T in TD 
  Begin 
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        if (txn_typ = debit)  
           TransAmountDev <- AvgDist (Ajdebitamount) / Avg   ( AvgDist (Ajdebitamount)  )
    TransFreqDev <- AvgDist (Ajdebitfreq) / Avg   ( AvgDist (Ajdebitfreq)  ) 
         Else 
           TransAmountDev <- AvgDist (Ajcreditamount) / Avg   ( AvgDist (Ajcreditamount)  )
           TransFreqDev <- AvgDist (Ajcreditfreq) / Avg   ( AvgDist (Ajdebitfreq)  ) 
     AICAF <- max (TransAmountDev , TransFrequencyDev)  
     End 
3. Design of Experiment and Results 
This section applies the presented approach on a real data set. The data set consists of 8.2 million transactions 
conducted by approximately one hundred thousand customers.  These transactions are divided into two segments: 
the  first  segment  consists  of  ten  months  data  from  January  –  October  and  is  used  for  training  while  the  second  
segment comprises of the remaining two months data and is used for testing. As discussed in the previous section, 
the training data is first passed through the pre-processing phase where it is normalized using decimal scaling and 
outlier removal is performed by eliminating large volume transactions. PCA is applied next for selection of relevant 
attributes. Figure 1 shows that out of 16 principal components, the first nine components cover around 80% of the 
total variance in the data. The attributes having significant loadings in these 9 principal components are selected for 
further computation. The list of attributes include average monthly credit amount, average monthly debit amount, 
average monthly credit frequency and average monthly debit frequency.  
The k-means algorithm is then run multiple times with varying value of “k” to identify a good SSE value. Figure 
2 shows the output of this analysis. Based on the graph of Figure 2, k is selected as 7 while the 8th cluster is formed 
out of those outlier customer accounts that perform transactions greater than a pre-specified threshold value. For 
TEART, the vigilance parameter is set to 0.002 to generate the same number of clusters as selected for k-means; 
while the clusters containing less than 1% of the overall dataset are combined to form the 8th cluster.  Table  3  
illustrates the partitions obtained by both algorithms. The table exhibits the fact that TEART partitions are more 
balanced than k-means partition – a fact also confirmed by the entropy value reported in the last column of Table 3.  
Table 3. Partitioning results of K-Means and TEART 
Algorithm Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 Cluster7 Cluster8 Entropy 
K-Means 1020 753 2773 10527 79280 106 72 1008 0.94 
TEART 44975 2637 9325 4572 21178 4566 1591 6695 2.25 
Once clusters are obtained, specific distances for each cluster are computed that measure the average distance of 
data points within a cluster from the corresponding cluster mean. The list of distances includes average credit 
amount distance, average debit amount distance, average credit frequency distance and average debit frequency 
distance. Finally, transactions from testing data segment are passed to this anomaly detection system.  Based upon 
Figure 1 : PCA Analysis Figure 2 : Multiple Iterations of k-means
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the type of transaction, either credit or debit, AICAF metric is computed. If the transaction type is debit then the past 
twenty nine days debit amounts and debit frequencies are retrieved to generate account summary for a month. This 
average debit amount and average frequency is subtracted from the centroid of the cluster this account belongs to. 
The remaining computations are performed as per the steps provided in Table 2. The end result of this process is an 
AICAF value. The same process is performed if the transaction is of type credit with the exception that this time 
past 29 days credit amounts and frequencies of the corresponding customer are retrieved from the database. Due to 
space limit only top 5 anomalies flagged by K-means and TEART are shown in Table 4.   
Table 4. Analysis of partitions created by TEART and k-means 
Acc No. Txn 
Type 
Txn Amount 
(Rs.)
Txn Amount 
(Normalized) 
K-Means 
Center 
TEART  
Center 
AICAF by 
K-means 
AICAF by TEART 
25205 D  569900.00 0.05699 0.0013 0.00036 98.58 390.71 
2167 C 546500.00 0.05465 0.0011 0.00010 58.09 215.45 
82250 D 600000.00 0.06 0.0013 0.00067 51.42 113.77 
84019 D 300000.00 0.03 0.0013 0.00198 51.14 95.92 
29501 D 500000.00 0.05 0.0013 0.0013 42.96 122.98 
4. Conclusion 
In the context of AML, rare events are often more interesting than the common ones from a knowledge discovery 
standpoint. This paper presented a hybrid anomaly detection approach for identifying such rare activities. A 
clustering algorithm, namely TEART, and an anomaly index metric, named AICAF, is proposed as part of the 
presented approach. The approach learns past behavior of similar type of customers and uses this information to 
mark a transaction as anomalous/suspicious if the transaction characteristics vary significantly from the learned 
behavior. One of the limitation of this (or any other clustering based) approach is that since clustering is an 
unsupervised learning technique, it becomes difficult to calculate its accuracy. In future we aim to install the 
presented approach into a financial institution to understand its performance and to decrease the false alarm rate. 
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