Abstract. We consider the Rubio de Francia's Littlewood-Paley square function associated with an arbitrary family of intervals in R with finite overlapping. Quantitative weighted estimates are obtained for this operator. The linear dependence on the characteristic of the weight [w] A p/2 turns out to be sharp for 3 ≤ p < ∞, whereas the sharpness in the range 2 < p < 3 remains as an open question. The results arise as a consequence of a sparse domination shown for these operators, obtained by suitably adapting the ideas coming from [11] and [16]. Finally, some conjectures are stated in relation with the problem under study.
Introduction
Let Ω = {ω k } k∈Z be an arbitrary family of intervals in R with finite overlapping, i.e., Heref denotes the inverse Fourier transform of f defined aš
We briefly present the state of the matter concerning unweighted and weighted L pmapping properties related to this operator.
1.1. Unweighted estimates for Littlewood-Paley square functions. The unweighted L p boundedness of Littlewood-Paley square functions is well understood in the linear case. Also, there have been some recent developments in the theory of bilinear Littlewood-Paley square functions, see [4, 8, 9] for instance. Here we focus only on the linear square functions and state the main results in this direction as below.
If ω k is a lacunary sequence of intervals, i.e., ω k = [λ k , λ k+1 ] for some λ > 0, then the classical theorem by Littlewood and Paley [34] is well-known, namely
See also [20, Section 8.2, for details and references. The unweighted estimates for the lacunary (sometimes also called dyadic when λ = 2) square functions were further strengthened by J. Bourgain [11] , where he proved sharp asymptotic (in p) unweighted estimates for the operator norm T p . More precisely, Bourgain proved the following. Theorem 1.1 ( [11] ). Let T denote the lacunary Littlewood-Paley square function associated with the sequence of dyadic intervals. Then
as p → 1 and T p ≃ p as p → ∞.
We would like to remark here that Bourgain proved the above estimates for the LittlewoodPaley square functions in the Fourier series case on the circle group. However, as explained by A. Lerner in [31] , these can be transferred to the real line version in a straightforward way using the transference principle. Recently, O. Bakas [1] gave an alternative proof for the first estimate in the above theorem. We will discuss more about the sharp quantitative estimates for square functions in Section 4.
The general case, namely the case of arbitrary intervals ω k , was addressed by J. L. Rubio de Francia in [38] , extending earlier results of L. Carleson [12] and A. Córdoba [14] . By denoting this operator also by T , Rubio de Francia proved that (2) T (f ) p ≤ C p f p , 2 ≤ p < ∞.
Moreover, the condition p ≥ 2 is sharp in the above result, i.e., the operator T fails to be bounded on L p for p < 2 in general. This can be verified by considering the case when ω k = [k, k + 1], k ∈ Z. The operator T associated with a general family of intervals is commonly referred to as the Rubio de Francia Littlewood-Paley square function. Rubio de Francia's result has been revisited many times and different proofs of (2) were obtained with several techniques, among them we emphasize the techniques involving time-frequency analysis. The literature is extensive, we refer for instance to [10, 25, 39, 40, 15, 27, 3] and references therein.
Note that for p = 2, the Plancherel theorem yields T 2 = 1. Therefore, at the endpoint p = 2, the question of sharp quantitative estimates for the operator norm T 2 is trivial. However, the question of asymptotic sharp quantitative estimates for T p as p → ∞, is interesting. Again, this question has been addressed by Bourgain [11] in the case of circle group. He proved that T p ≃ p, 2 < p < ∞.
1.2.
Weighted estimates for Littlewood-Paley square functions. A weight w is a nonnegative locally integrable function defined on R. Recall that given 1 < p < ∞, the Muckhenhoupt class of weights A p consists of all w satisfying
where the supremum ranges over all balls B in R n . For p = 1, the class A 1 consists of all w such that
Here M denotes the classical Hardy-Littlewood maximal function and we have used the notation
The constant [w] Ap , 1 ≤ p < ∞, is referred to as the A p characteristic of the weight w.
We define, in a natural way, the A ∞ class as
The weighted L p estimates for the dyadic Littlewood-Paley square functions were first proved by Kurtz [26] . Recent developments in the theory of weights have focused on understanding sharp quantitative weighted estimates in terms of the A p characteristic for operators under consideration. The list of papers in this subject is vast and it would be a challenging task by itself to just write all of them down without a miss. Here we refer the reader to [30, 13, 23, 7, 24, 32, 16] and references therein. We bring attention to the recent work of Lerner [31] , where he proved the following.
Theorem 1.2 ([31]
). Let T be the lacunary Littlewood-Paley square function. If α p is the best possible exponent in the estimate
In particular,
is the best possible exponent in the range 1 < p ≤ 2.
Later, in [17] the authors considered the Walsh-Fourier model for the lacunary square function and proved sharp weighted estimates with α p = max{1, }, for the complete range 1 < p < ∞, extending the previously mentioned result of Lerner.
Motivated from the above works we address the question of sharp quantitative weighted estimates for the Rubio de Francia's square function in this article. We exploit the ideas presented in [3, 16, 31] in order to prove our results. In particular, we work with the model sum operator for the square function and prove sparse domination for that operator.
Main results.
Time-frequency analysis in its current form was first developed by M. Lacey and C. Thiele [28, 29] in their study of bilinear Hilbert transform. Since then, there have been extensions of these techniques to many different directions, with significant improvements. We would refer the reader to [36, 41] for a systematic account of this topic. Time-frequency analysis, based on stopping times and localizations, has been exploited by several authors, highlighting the helicoidal method developed by Benea and Muscalu (see [5, 6] and references therein). In particular, it is shown that the local estimates may be employed for proving sparse domination for several scalar operators in harmonic analysis. Another recent remarkable work was carried out by Culiuc et al. in [16] , where the authors formulate a pointwise domination principle for the class of multilinear multiplier operators invariant under modulations of the functions involved. Their proof is based on a stopping time construction based on localized outer-L p embedding theorems for the wave packet transform, see [19, 18] . The latter works lead to quantitative (and sometimes even new qualitative) weighted estimates.
The main purpose in this article is to provide quantitative weighted estimates for the Rubio de Francia's Littlewood-Paley square function. In order to do this, we will present a domination principle for the latter operator by positive sparse forms. This yields, in a standard way, quantitative weighted estimates for the operator. We get sharp exponent of the weighted characteristic in the range 3 ≤ p < ∞. However, we do not know whether our estimates are sharp in the range of 2 < p < 3. Our research strongly relies on an adaptation of the time-frequency decomposition of the bilinear form associated with the Rubio de Francia's Littlewood-Paley operator shown by Benea in [3] and the approach used in [16] .
From now on we shall always work with the square function associated with a finite family of intervals Ω = {w k } N k=1 satisfying (1) . Since the boundedness results that we prove are independent of N, the corresponding results follow in the general case.
Let g = {g k } N k=1 be a sequence of functions and consider the dual pair
We shall use the notation
Let D be the standard system of dyadic intervals in R,
consisting of dyadic half-open intervals of different scales 2 −k , k ∈ Z. We say that S is an η-sparse family (0 < η < 1) if for each I ∈ S there exists E I ⊂ I such that (1) η|I| ≤ |E I |.
The sets E I are pairwise disjoint. The main result of this article, as described below, involves domination of the bilinear form associated with the Rubio de Francia's Littlewood-Paley operator by positive sparse forms. -sparse collection S such that
where the sparse collection S depends on f and g.
Here in the above and in what follows
We would like to remark here that the sparse domination in Theorem 1.3 is sharp in the sense that the L 2 -average f 2,I cannot be replaced by the L q -average f q,I with q < 2, because it would imply strong (p, p) boundedness of the Rubio de Francia's square function for p < 2, which is known to be invalid, as discussed previously in Section 1.1. 
Note that for 3 ≤ p < ∞, the exponent α p = max
, 1 = 1 and we shall show that this exponent is sharp, however we cannot guarantee the sharpness of α p for 2 < p < 3. Concerning this, we develop a discussion in Section 4.
The paper is organized as follows: In the Section 2 we introduce preliminary notion required for the time-frequency analysis and describe the model operator for the Rubio's square function. The proof establishing the sparse domination for the model operator, which is mainly the content of Theorem 2.4, is given in Section 3. Next, in Section 4 we discuss the sharpness of exponents obtained in Corollary 1.5. Finally, in the same section we develop a discussion about Rubio's conjecture and other problems.
Time-frequency analysis for Rubio's square function
We perform a time-frequency decomposition of the bilinear form associated with the Rubio de Francia's Littlewood-Paley operator T f, g . Most of the current section is standard and may be found in [3] , although we will make suitable modifications for the convenience of the problem under study.
Definition 2.1 (Tile).
A tile P is a rectangle P = I P × ω P of area one with the property that I P , ω P ∈ D or ω P is in a shifted variant of D.
Definition 2.2 (Order relation on tiles)
. Given two tiles P and P ′ we say that P < P ′ if I P I P ′ and ω P ′ ⊂ 3ω P . Further, we say that P ≤ P ′ if P < P ′ or P = P ′ .
For any interval I ⊂ R, define the smooth localized variant of the characteristic function
. Definition 2.3 (L 1 -normalized wave packets). Let P = I P × ω P be a tile. An L 1 -normalized wave packet on P is a smooth function φ P which has Fourier support in the frequency interval ω P and is L 1 -adapted to the time interval I P in the sense that
for sufficiently many derivatives n, and a large number M.
Let W k denote the Whitney decomposition of w k = [a k , b k ] with respect to its endpoints. More precisely, each J ∈ W k is the maximal dyadic interval contained in [a k , b k ] with the property that dist(J, a k ) ≥ |J| and dist(J, b k ) ≥ |J|. We need to consider tiles which have frequency intervals associated with the collection of intervals {w k } N k=1 . Therefore, for each k, 1 ≤ k ≤ N, consider P k to be the collection of tiles P = I P × ω P such that ω P ∈ W k . The collection P = ∪ N k=1 P k is the complete collection of tiles which will play a role in the time-frequency decomposition of the operator.
We refer to [3, Remark 22] for more insight about the collection P k . Indeed, [3, Re- Then for any 1 ≤ k ≤ N, the collection P k can be written as the frequency translate P k = (P 0 + ν k ) ∩ P k . This representation would be helpful in considering the vectorial tree structure on the collection of tiles under consideration. From now on, we shall assume that the families of tiles P k are finite, while the frequencies of the intervals are lacunary with respect to the a k 's only. Following [37] (see also [3] ), one can write
The model bilinear form associated to the Rubio de Francia square function is given by
We shall prove estimates for the bilinear form (with same notation) with absolute values of coefficients, i.e.
This does not cause any additional difficulty because this may be thought of as a new bilinear form with g k replaced by ǫ k g k for ǫ k ∈ {±1}. Further, for a subcollection of tiles Q ⊆ P, the associated bilinear form may be defined in a standard way and will be denoted by Λ Q (f, g).
In order to prove Theorem 1.3, it suffices to prove the following result, whose proof is given in Section 3. -sparse collection S such that
Next, we consider several definitions in order to perform time-frequency analysis for the model operator Λ P (f, g). See [3] for more details. Definition 2.5. A subcollection T of tiles is called a tree with top P T if there exists a tile P T = I T × ω T and a frequency point ξ T ∈ ω T with the property that
and ξ T ∈ 7ω P for every P ∈ T.
Definition 2.6. Let {P k } k be as above. We say that T ⊂ P = k P k is a vectorial tree if there exists a tree T 0 ⊂ P 0 so that for every 1 ≤ k ≤ N,
The classical "sizes", as in [3] , are defined as follows.
Definition 2.7 (Vectorial size).
, where the supremum is taken over vectorial trees T ⊂ P.
Definition 2.8 (Dual size).
size P (g) := sup
where χ I was defined in (3). Here, given a collection P of tiles, we denote by J + P the collection of dyadic intervals I ′ which contain some I P , with P ∈ P.
We have the following estimate for vectorial size from [3] .
Lemma 2.10 (Localization Lemma/Single vectorial tree estimate). Let T ⊂ P be a vectorial tree. Let g = {g k } be an ℓ 2 sequence of as earlier. Then
Proof. The proof is a proper modification of [3, Lemma 12] . We simply point out the difference in our case. Indeed, we consider the collection J of maximal dyadic intervals such that I P 3J for all tiles P ∈ T . Then J form a partition of R and hence
We may continue the reasoning as in [3, Proof of Lemma 12] verbatim and complete the proof.
Next, we recall the stopping time algorithms (see [3, ), which play a crucial role in the proof.
Lemma 2.11 (Decomposition lemma for vectorial size). Let P be a collection of tiles such that
and P ′′ can be written as a union of disjoint vectorial trees
Corollary 2.12. Let P be a collection of tiles. Then one can decompose P = ∪ n P n such that
A similar decomposition lemma may be proved for the other size.
Lemma 2.13 (Decomposition lemma for dual size). Let P be a collection of tiles such that size P (g) ≤ λ. Then one can decompose P = P ′ ∪ P ′′ with size P ′ (g) ≤ λ 2
Corollary 2.14. Let P be a collection of tiles. Then one can decompose P = ∪ n P n such that size Pn (g) ≤ min (2 −n , size P (g) and P n = ∪ T ∈Tn T with
Proof of Theorem 2.4
We proceed to prove Theorem 2.4 which, as explained above, will lead to the conclusion of Theorem 1.3.
3.1. Sparse collection and reduction to a single grid. First we will construct the sparse collection S. Let f ∈ L p (R) and write
for the p-Hardy-Littlewood maximal functions. When p = 1 we will sometimes omit the subindex and we will write just M. For a fixed Q ∈ D, the p-stopping intervals of f on Q, which we will denote by I f,p,Q , are defined as the collection of maximal dyadic I ⊂ Q such that
Observe that I f,p,Q is a pairwise disjoint collection of dyadic intervals. Furthermore, we have sparsity due to the maximality, namely
for C large enough. Given two compactly supported functions f j ∈ L p j (R), j = 1, 2, and (p 1 , p 2 ) we define, for all Q ∈ D,
Then the intervals I (f 1 ,f 2 ),(p 1 ,p 2 ),Q are pairwise disjoint and (5)
From the definition of I (f 1 ,f 2 ),(p 1 ,p 2 ),Q , there holds
The procedure to construct the sparse collection is just the same inductive argument as in [16, Section 5], so we borrow it from them almost verbatim. Let us first gather the above stopping intervals in a single sparse collection S = S(D, f 1 , f 2 ) of stopping intervals for the condition (4). We begin by choosing a partition of R by intervals
with the property that supp f j ⊂ 3Q k for all j = 1, 2 and k ∈ N. For each k, let
. By construction and by the packing property (5), S is a -sparse subcollection of D. Let us consider the three canonical shifted grids on R, namely
It is well-known that for all intervals I ⊂ R there exists a unique I ∈ D 0 ∪ D 1 ∪ D 2 with 3I ⊂ I, | I| ≤ 6 · |3I|. We say that I has type j ∈ {0, 1, 2} if I ∈ D j . Fix a finite collection of tiles P and a pair of functions (f 1 , f 2 ). Let us split P = P 0 ∪ P 1 ∪ P 2 where P j = {P ∈ P : I P has type j}.
With all these ingredients at hand, let us explain the strategy in our context, in which we will consider f and g. For each j ∈ {0, 1, 2} we will use the previous construction with D = D j to obtain a 1 2 -sparse collection of intervals S j = S(D j , f, | g|) such that
for suitable large K. Once we obtain (7), we will conclude the estimate
where S = {3Q : Q ∈ S j 0 } and j 0 ∈ {0, 1, 2} is such that the right hand side of (7) is maximal. Since S j 0 is 1 2
-sparse it immediately follows that S is a 1 6 -sparse collection. This would complete the proof of Theorem 2.4. So it suffices to prove (7). Moreover, we can work just with j = 0, so will omit the subscript j from now on.
We will prove (7) after several steps.
3.2.
The good tiles. For a collection of tiles P, consider the following subcollections P ≤ (I) := {P ∈ P; I P ⊂ I}, P = (I) := {P ∈ P; I P = I}.
Fix a finite collection of tiles P whose intervals {I P : P ∈ P} are dyadic. For P ≤ (I), define the set of good tiles as
We will prove the following proposition. 
We need some preparation to prove Proposition 3.1. Fix Q ∈ D. Let us define now, for a collection of tiles P whose intervals {I P : P ∈ P} are dyadic,
Similarly, define the collection
Lemma 3.2. Let G f,2,Q as above and let f be such that supp(f ) ⊆ 3Q.
Proof. Recall Proposition 2.9 and observe that it is enough to prove that for P ∈ G f,2,Q we have
Once (8) is proven, by the definition of good tiles for P ∈ G f,2,Q we have that
and as a consequence,
Let us prove (8):
, and the result follows easily.
Lemma 3.3. Let G | g|,1,Q be as above, then
The proof is similar to the one in previous Lemma 3.2 for vectorial size.
Proof of Proposition 3.1. Recall that for vectorial tree T ⊂ G (f,| g|),(2,1),Q , by Lemma 2.10, we have the estimate (2, 1) ,Q is possibly a smaller collection than collections G f,2,Q and G | g|,1,Q and hence the estimates proved in Lemma 3.2 and 3.3 are valid for this collection. Now we shall use the decomposition Lemmas 2.11 and 2.13 for the collection P = G with λ = λ 1 = f 2,3Q and λ = λ 2 = g 3Q respectively and iteratively to get the following. Given θ 1 + θ 2 = 1, we have
First observe that λ
Secondly,
Hence, plugging (10) and (11) into (9), we obtain
and it is enough to choose θ 1 < 1/2. The proof is complete.
3.3. Proof of (7). Let {Q k : k ∈ N} be the intervals used in the construction of S in Subsection 3.1. Observe that {Q k : k ∈ N} is a partition of R, so we have the splitting
Since the collection P is finite, then this union is also finite. Moreover, S = ∪ k S(Q k ), thus the estimate (7) (and hence Theorem 2.4, as explained above) is a consequence of
In its turn, (12) is obtained by iteration of the lemma below, starting with Q = Q k , which is valid because supp f, supp | g| ⊂ 3Q k .
Lemma 3.4. Let f, g be as above and Q ∈ D. For a collection of tiles P such that {I P : P ∈ P} ⊂ D, there holds
Since P ≤ (Q k ) is finite, the collections P ≤ (I) will be empty after a finite number of iterations, at which point the iterative procedure leading to (12) is complete. Let us describe then how to show Lemma 3.4.
For the sake of brevity, let us assume that the functions f and | g| are supported on 3Q.
We decompose
The first term satisfies the estimate in Proposition 3.1. Concerning the second one, we will prove the following recursion lemma.
Lemma 3.5. Let f, g as above and Q ∈ D. For a collection of tiles P such that {I P : P ∈ P} ⊂ D, there holds
For the proof of Lemma 3.5 we need some more ingredients. For each I ∈ I (f,| g|),(2,1),Q , define
where t = (t 1 , t 2 ) ∈ {in, out} 2 and I in := 3I, I out := R \ 3I. We split now
Observe that the term concerning (in, in) corresponds to the second term on the right hand side of (13) . Then, we need to bound the terms Λ t P ≤ (I) such that t j = out for at least one j = 1, 2. This is the content of the next lemma (which is analogous to [16, Proposition 5.2 
]).
Lemma 3.6. Let us assume that t is such that t j = out for at least one j = 1, 2. Then
Proof. Let us assume without loss of generality that t 2 = out. First, we will prove the following: Let J be an interval and supp | g| ∩ AJ = ∅, with A ≥ 3. Then (14)
Indeed, note that the collection P = (J) is a vectorial tree with top (time interval) I J . Then by Lemma 2.10, Proposition 2.9 and Definition 2.8,
Observe that, given g and any J such that supp(| g|) ∩ 3J = ∅, we have
Taking into account this we conclude that
Let us follow again the ideas in [16] . Let J = {J : J = I P for some P ∈ P ≤ (I)}. We partition
Note the following properties of the intervals J ∈ J k : dist(J, supp | g|1 I out ) ∼ 2 k |J|, J ∈ J k have finite overlap and
Then, by using (14) and the above properties, we obtain
The proof is complete.
With Lemma 3.6 we can conclude the proof of Lemma 3.5. Indeed,
where the last inequality follows from (6) . Summing over I yields the desired result in Lemma 3.5, thus Lemma 3.4, therefore (7) and finally Theorem 2.4.
Quantitative weighted inequalities and further discussions
4.1. Quantitative weighted estimates. One of the main consequences of sparse domination is that it provides weighted inequalities with an explicit dependence on the constant weight. For a summary of this and other applications, we refer the reader to [2, Section 4] and references therein, see also [22] . Quantitative weighted estimates may be deduced for operators dominated by bilinear sparse forms as a consequence of the following lemma. Let D be the space of test function on R n with the property that it is dense in L p (w) for all 1 ≤ p < ∞ and all weights w ∈ A ∞ . Lemma 4.1 ( [7] ). Let 1 ≤ p 0 < q 0 ≤ ∞. Let T be a (sub)linear operator, initially defined on D, with the following property: There exists c > 0 such that for all f, g ∈ D there exists a sparse collection S with
Then for any p 0 < p < q 0 and every weight w ∈ A p/p 0 ,
, where
and the exponent in the last estimate is optimal for sparse operators. The constants involved in the inequalities depend on p 0 , q 0 and p.
Actually, Lemma 4.1 above can be stated also in terms of the characteristic of weights belonging to the intersection of the A p and the reverse Hölder classes, but we prefer to simplify the presentation, stating our results only in terms of the A p constant. It is also noteworthy to observe that Theorem 4.1 was improved to a mixed A p −A ∞ type estimate, see [33, Theorem 1.2] . In particular, in view of Theorem 1.3 and Lemma 4.1, one has the following for the Rubio de Francia's Littlewood-Paley square function T (it is exactly Corollary 1.5 but we state it here again for the sake of readeness).
The question whether the quantitative boundedness above is sharp or not arises immediately. The connection in Theorem 4.4 below between the weighted strong type estimates for T and the asymptotic behavior of the unweighted L p operator norm at the endpoints p = p 0 and p = q 0 is established in [22, Theorem 5.2] , which, in its turn, is a generalisation of the results in [35] .
For q 0 < ∞ we define
and for q 0 = ∞
Theorem 4.4 ([22]
). Let T be a bounded operator on L p for all p 0 < p < q 0 . Suppose that for some p 0 < s < q 0 and for all w ∈ A s/p 0 ,
For the Rubio de Francia's Littlewood-Paley square function T , we know due to Bourgain [11] that T L p →L p ≃ p for 2 ≤ p < ∞. Observe that, in view of the above, Theorem 4.4 and Corollary 4.2, we infer that if α p is the best possible exponent in
in particular, α p = 1 is the sharp exponent for 3 ≤ p < ∞.
Further, we could also try to apply sharp extrapolation theorem to check the sharpness of the quantitative estimate in Corollary 4.2 in the range 2 < p < 3. 
where N is an increasing function and the constant C does not depend on w. Then for all λ ≤ p < ∞ and all w ∈ A p/λ ,
By Corollary 4.2, we know that for λ = 2 and p 0 = 3, we have, for w ∈ A 3/2 ,
Then, Theorem 4.5 yields for all 2 ≤ p < ∞ and all w ∈ A p/2 ,
Unfortunately, this approach does not give us anything better in this case. In particular, observe that in the case p = 2 we are not obtaining the boundedness of the operator. In the same paper, he conjectured that the boundedness on L 2 (w) for w ∈ A 1 should also hold (see [38, Section 6, p. 10] and [20, Section 8.2, ). To our best knowledge, this is still a conjecture. He also pointed out that if we consider the particular case of congruent intervals, then the L 2 (w) boundedness of the square function for w ∈ A 1 holds. Also, keeping a track of weighted characteristic constant, one can get the linear growth in terms of [w] A 1 . Moreover, the operator norm is independent of the common length of intervals under consideration. Further, if we combine this observation with weighted boundedness of the lacunary square functions, we get more evidences supporting the conjecture. More precisely, let w k denote the lacunary sequence of intervals partitioning the real line. For each k ∈ Z, consider the decomposition of w k in congruent intervals {w k,n } N k n=1 forming a new sequence {w k,n }, then the associated square function is L 2 (w) bounded for w ∈ A 1 . For, let T k,n (f ) and T k (f ) denote the Fourier multiplier operators with symbol 1 w k,n and 1 w k respectively, then for the associated square function T we have
Here, in the first inequality we have used the L 2 (w) boundedness of the square function with congruent intervals for A 1 weights. The second inequality follows using L 2 (w) boundedness of lacunary square function (see Theorem 1.2) for A 2 weights along with the fact that [w] A 2 ≤ [w] A 1 .
These simple examples support the Rubio's conjecture. We believe that the following sharp form of the conjecture should hold. The Rubio's conjecture dates back to 80's and is unresolved till date. The sparse domination method in the current form is applicable to prove weak-type estimates at the end-points in the range under consideration. So, we believe that we would require new set of ideas in order to make positive progress in this direction.
On the other hand, the quantitative estimates given in Corollary 1.5 for the interval 2 < p < 3, blow-up as p → 2. In view of the Rubio's conjecture this bound seems to be far from being sharp and it is due to the techniques employed in the paper. We believe in improving the bounds in Corollary 1.5. Indeed, assume we were able to get our quantitative bound to be linear for some 2 < p 0 < 3 (we know that, for p 0 ≥ 3, we have linear with our sparse domination), i.e., Observe that, in the above, 1 < ε p−2 if and only if p < 2 + ε. So, if we prove linear for some p 0 between 2 < p 0 < 3 then the extrapolation result and the lower bound coming from Theorem 4.4 would give linear for p > p 0 . Indeed, we conjecture the following. Very recently, Culiuc et al. proved in [17] , for the Walsh-Littlewood-Paley square function, a "powered" sparse bound that turned out to be the key to obtain a quantitative weighted L p 0 inequality for a cleverly chosen p 0 , so that by extrapolation they obtained the sharp growth rate in the full range of p (as suggested by Lerner in [31] ). Simplifying their notation to our convenience, they proved a result for this operator (let us denote it by S) of the type (see [ With a suitable choice of q = 1 + δ with δ small, they are able to apply Reverse Hölder Inequality (RHI) in a crucial way and conclude, by means of a clever argument, a weighted estimate for a particular value of p which is enough for their purposes. We do not see at the moment whether this technique can be exploited in our general context, since RHI cannot be applied in our case. Moreover, at the moment we are not sure if this approach would be helpful for the case of arbitrary intervals.
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