INTRODUCTION.
Here, we consider weak limit theorems for stochastic processes indexed by smooth functions. Usually limit theorems for empirical processes and their generalizations are obtained for either VC classes or classes which satisfy an entropy condition. A key step in the proof of limit theorems for empirical processes indexed by VC classes is a symmetrization. As to the bracketing case, one of the main ingredients in the proof is a Bernstein{type inequality. So, in the case where neither symmetrizations nor Bernstein{type inequalities are possible, to obtain limit theorems for empirical processes indexed by general classes of functions is a problem. Here, we see that for a class of smooth functions another procedure is possible.
We will give some su cient conditions for the weak convergence of a sequence of stochastic processes fZ n (f) : f 2 Fg, n 1, where F is a class of smooth functions. By weak convergence, we mean weak convergence of random elements with values in l 1 (F) (the set of uniformly bounded functions de ned on F with the supremum norm) as in the following de nition:
De nition 1.1. (Ho mann{J rgensen, 1984) . Let fZ n (f) : f 2 Fg, n 1, be a sequence of stochastic processes, and let fZ(f) : f 2 Fg be another stochastic process. We say that the sequence of stochastic processes fZ n (f) : f 2 Fg converges weakly to fZ(f) : f 2 Fg in l 1 (F) if:
(i) sup f2F jZ n (f)j < 1 a.s. for n large enough.
(ii) There exists a separable set S of l 1 (F) such that Pr fZ 2 Sg = 1. (iii) E H(Z n )] ! E H(Z)] for each bounded, continuous function H in l 1 (F).
We will denote this by fZ n (f) : f 2 Fg w ! fZ(f) : f 2 Fg. The following ( nite dimensional approximation) characterization of weak convergence is well known: Theorem 1.2. Let fZ n (f) : f 2 Fg, n 1, be a sequence of stochastic processes such that sup f2F jZ n (f)j < 1 a.s. for each n 1. Let fZ(f) : f 2 Fg be another stochastic process such that sup f2F jZ(f)j < 1 a.s. Then, the sequence of stochastic processes fZ n (f) : f 2 Fg, n 1, converges weakly to fZ(f) : f 2 Fg in l 1 (F) if and only the following conditions are satis ed:
(i) The nite dimensional distributions of fZ n (f) : f 2 Fg converge to those of fZ(f) : f 2 Fg.
(ii) For each positive integer q, there exists a map q : F ! F such that the cardinality of f q f : f 2 Fg is nite and lim q!1 lim sup n!1 Pr fsup f2F jZ n (f) ? Z n ( q f)j g = 0 for each > 0:
In Section 2, we give some general weak limit theorems for processes indexed by smooth functions. The proof consists on doing a chaining on processes de ned on Taylor expansions.
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The chain is controlled using a moment condition. This approach can be used in very di erent situations. In Section 3, we apply these results to empirical processes and U{processes over i.i.d. sequences. In Section 4, we consider empirical processes whose underlying sequence of random variables satis es a dependence condition. Andrews (1991) has another approach to the study the central limit theorem for empirical processes indexed by smooth functions under dependence conditions.
SOME WEAK LIMIT THEOREMS FOR PROCESSES INDEXED BY SMOOTH FUNCTIONS.
Here, we give some (very easy to check) su cient conditions for the weak convergence of processes indexed by smooth functions on IR d . We will measure the smoothness of functions by the method in Kolmogorov and Tikhomirov (1961, p. 307 where juj := (
, for u = (u
; : : : ; u (d) ) 2 IR d . We denote the set of all functions f : F ! IR satisfying kfk 0;F K 0 and kfk ;F K , by F (F; K 0 ; K ). Sometimes, we will rescale the class of functions to a domain with diameter less than one. Given a > 0 and x 0 2 F, let ? x 0 ;a : F (F; K 0 ; K ) ! F ((a ?1 ? 1)x 0 + a ?1 F; K 0 ; a K ) de ned by (? a f)(x) = f(x 0 +a(x?x 0 )). This map ? a is a bijection. The diameter of (a ?1 ?1)x 0 +a ?1 F is a ?1 times the diameter of F.
First, we give some su cient conditions for the weak convergence of stochastic processes indexed by smooth functions with a bounded domain F.
Theorem 2.1. Let 0 < ; K 0 ; K < 1 and let 1 p < 1. Let F be a bounded and convex set of IR d , containing more than one point. Let F = F (F; K 0 ; K ). Let G be a vector space of functions on F containing F and all the functions of the form p(x)I A and f(x)I A where p(x) is a polynomial, f 2 F and A is a Borel set of IR d \ F. Let fZ n (f) : f 2 Gg, n 1, be a sequence of stochastic processes and let fZ(f) : f 2 span(F)g be another process (we denote by span(F) to the linear span of F). Suppose that there are a sequence of real numbers fa n g 1 n=1 , a nite constant c 0 and a random variable X on F such that:
(i) For each f 1 ; f 2 2 G, each b 1 ; b 2 2 IR and each n Z n (b 1 f 1 + b 2 f 2 ) = b 1 Z n (f 1 ) + b 2 Z n (f 2 ):
(iii) jZ n (f)j a n kf(X)k 1 a.s. for each f 2 G. From this, (2.8) and (2.9), it follows that the sequence of maps f q g satis es the hypotheses in Theorem 2.1. 2
The chaining argument in the proof of the last theorem is similar to an argument in Arcones (1994a) . We also have the following: (ii) E jZ n (f)j] c 0 kf(X)k p for each f 2 G. (iii) jZ n (f)j a n kfk 1 a.s. for each f 2 G.
(vi) For each f 1 ; f 2 2 span(F) and each b 1 ; b 2 2 IR,
Proof. Let F j be the class of functions obtained by restricting the functions on F to R j . By Lemma 2.2, given > 0, there is a J < 1 such that Proof. Obviously (ii) implies (i).
We divide R j in m d j sets A j;1 ; : : : ; A j;m d j of diameter m ?1 j d(R j ). Then, F restricted to A j;l is contained in F (A j;l ; K 0;j ; K ;j ) and
, take m j = 1 and A j;1 = R j . Hence, (ii) follows for the partition fA j;l : 1 l m j ; 1 jg. 2 8 As to optimality of the theorems in this section, see the comments on the optimality of Theorem 3.1.
We also consider another case coming from the following theorem: Let fZ n (f) : f 2 Fg, n 1, be a sequence of stochastic processes of the form
where fA n (t) : t 2 IRg is sequence of stochastic processes with respect to which (2.14) is de ned for each f 2 F.
Suppose that the following conditions are satis ed:
(i) There is a stochastic process fZ(f) : f 2 Fg such that the nite dimensional distributions of fZ n (f) : f 2 Fg converge to those of fZ(f) : f 2 Fg.
(ii) There are constants c 0 > 0 and p 1 such that E jZ n (f)j] c 0 kf(X)k p , for each f 2 F.
(iii) There exists a sequence of positive real numbers fa n g such that jZ n (f)j a n kf(X)k 1 , for each f 2 F and each n.
(iv) sup jtj M jm(t)j < 1, for each M < 1. (i) F restricted to R j is contained in F (R j ; K 0;j ; K ;j ).
(ii) d=2 < . (1 ? P(R j )) 1=2 :
So, P 1 j=1 K 0;j (P (R j )) 1=2 < 1. It is not possible to deduce anything about the sequence fK :j g from the weak convergence of the empirical process n . For example, if there is a sequence of points fy j g such that y j 2 R j , Fj R j is a constant function (with absolute value less than K 0;j ) and P is concentrated on fy j g, then the empirical process converges weakly if and only if P 1 j=1 K 0;j (P (R j )) 1=2 < 1. To see this just observe that this class of functions satis es the conditions in Theorem 3.1 for any and any sequence fK ;j g. However, in general, we need to assume a condition on the sequence fK ;j g and the condition Therefore, condition (3.2) is sharp.
Precedents of Theorem 3.1 can be found in Strassen and Dudley (1969) , Dudley (1984) , Gin e and Zinn (1986), Arcones (1994a) and van der Vaart (1994) . Another way to prove Theorem 3.1 is using bracketing. Using bracketing, van der Vaart (1994) proved a weaker version of Theorem 3.1. He needed to assume regular variation of the sequence fK j (P (R j )) 1=2 g, uniformly boundedness of the diameter of the sets in the partition and that K 0;j = K ;j = K j .
In fact, it is very easy to prove Theorem 3.1 using bracketing methods, even the k k 1 bracketing in Strassen and Dudley (1969) . Given a class of functions F de ned on F, let N 1 (u; F) = minfr : 9 measurable functions f 1 ; : : : ; f r such that for each (3:3) f 2 F; 9 1 i r such that sup x2F jf i (x) ? f(x)j ug:
It follows from the proof of the theorem in page 225 in Strassen and Dudley (1969) 
where N k = P n i=1 I X i 2R k . Observe that previous computation holds for any class of functions F and any partition fR k g 1 k=1 . By Theorem 13 in Kolmogorov and Tikhomirov (1961) , there exists a universal constant c such that log N 1 (u; F (R; K; K)) c(K=u) d= for each R 0; 1] d and each u > 0. (3.4) and (3.7) imply that there exists a nite constant c such that
for each k; n 1. From this, (3.5) and the argument in the proof of Theorem 2.3, Theorem 3.1 follows when condition (iii) is replaced by the condition:
(3:9)
Since by Lemma 2.4, these two conditions are equivalent, Theorem 3.1 follows. Using the central limit theorem under L 2 bracketing in Ossiander (1987) previous argument simpli es. We include both, because (3.5) is of independent interest. Given a measurable space (S; S), a class of measurable functions F on S and a probability measure P on S, the bracketing number corresponding to the p{norm is de ned by 
and Theorem 3.1 follows.
Next, we will consider the case of the class F = F (IR d ; K 0 ; K ). Gin e and Zinn (1986) gave necessary and su cient conditions for the weak convergence of empirical processes indexed by this class in the case d = = 1. In Arcones (1994a) , we showed that the same conditions are also true for > d=2 = 1=2. Here, we consider the case > d=2. (ii) f n (f) : f 2 Fg converges weakly. Proof. F restricted to R j is contained in F (R j ; K 0 ; K ). By Theorem 3.1, (i) implies (ii). It is easy to see that the arguments after Lemma 3.2 give that (ii) implies (i). 2
Suppose that instead of using both the norms k k 0;F and k k ;F , we only use one norm. Next, we see that does not make any sense to consider only the norm k k 0;F . Let fX j g 1 j=1 be a sequence of i.i.d.r.v.'s with values in a bounded set F such that PrfX 1 = ag = 0 for each a. (P n ? P)cf 1 j < 1; in contradiction. Because of this and a previous comment, in order to get non trivial limit theorems in this situation, we must take d=2 < 1. This implies that d = 1 and 1=2 < 1. Next, we consider the case d = = 1.
Theorem 3.4. Let m : IR ! IR be a nonnegative function. Let F be the class of all the functions on IR such that there exists a function g such that jg(t)j m(t), for each t 2 IR, and f(t) ? f(s) = R t s g(u) du; for each s < t. Suppose that the following conditions are satis ed: (i) R 1 ?1 m(t)(P(X 1 t)) 1=2 (P (X 1 > t)) 1=2 dt < 1.
(ii) P(jXj t) R t ?t m(s) ds ! 0 as t ! 1. Proof. Without loss of generality, we may assume that f(0) = 0, for each f 2 F. Let Z n (f) := n ?1=2 P n i=1 (f(X i ) ? Pf) and let A n (t) = n ?1=2 P n i=1 (I X i t ? P(X i t)). By 14 condition (ii) and a change of variables
where g is the function satisfying f(t) ?f(s) = R t s g(u) du for each s < t. We apply Theorem 2.5. Obviously conditions (i){(iv) in this theorem are satis ed. We have that In the non{degenerated case, we follow the method in Arcones (1994a) . First we present a lemma.
Lemma 3.5. Let for r] . This and the previous argument imply (3.23). From Lemma 3.5 and (3. Theorem 4.1. With the above notation, suppose that, for some 2 < p < 1: Proof. The convergence of the nite dimensional distributions follows from Theorem 1 in Doukhan, Massart and Rio (1994) . By Theorem 1.2 in Rio(1993) Suppose that:
(i) P 1 n=1 (2 n ) < 1.
(ii) d=2 < . 
