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Abstract
This chapter gives an introduction to low-energy beam transport systems, and dis-
cusses the typically used magnetostatic elements (solenoid, dipoles and quadrupoles)
and electrostatic elements (einzel lens, dipoles and quadrupoles). The ion beam emit-
tance, beam space-charge effects and the physics of ion source extraction are introduced.
Typical computer codes for analysing and designing ion optical systems are mentioned,
and the trajectory tracking method most often used for extraction simulations is de-
scribed in more detail.
1 Introduction
In principle, the task of beam extraction and the following low-energy beam transport
(LEBT) system are quite simple. The ion source extraction consists of the front plate of the
ion source, which is known as the plasma electrode, and at least one other electrode, the
puller (or extractor) electrode, which provides the electric field for accelerating the charged
particles from the ion source to form an ion beam. Whether or not the extraction contains
any other electrodes, the beam leaves the extraction at energy
E = q(Vsource − Vbeamline), (1)
defined by the charge q of the particles and the potential difference between the ion source,
Vsource, and the following beamline, Vbeamline, which is typically the laboratory ground, as
shown in Fig. 1. The ion source voltage is therefore set according to the requirements of the
subsequent application. The intensity of the particle beam depends, as a first approximation,
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on the flux of charged particles hitting the plasma electrode aperture. The extracted ion
beam current can therefore be estimated as
I = 1
4
Aqnv¯, (2)
where A is the plasma electrode aperture, q is the charge of the particles, n is the ion density
in the plasma and v¯ is the mean velocity of extracted particles in the ion source plasma.
Assuming a Maxwell–Boltzmann distribution for the extracted plasma particles, the mean
velocity v¯ =
√
8kT/pim. From the point of view of the extraction, the plasma electrode
aperture can be adjusted to tune the beam intensity.
Figure 1: The most basic electrostatic extraction system possible
The practical solutions are unfortunately much more complicated in most cases. The
applications following the LEBT, which typically are accelerators to bring the beam to higher
energies, often pose strict requirements for the ion beam parameters. Not only do the beam
intensity, energy and species spectrum need to meet the requirements, but also the beam
spatial and temporal structure are specified. For an example of what kind of parameters the
specifications might contain, please see Table 1.
The spatial requirements for the beam mean that focusing is necessary in the LEBT.
Similarly, the temporal requirements necessitate beam chopping. Without careful design of
the focusing elements, the space-charge force of the beam blows up the beam to the walls of
the vacuum chamber, and only a part of the generated beam gets transported to the following
accelerator. The extraction focusing systems must also provide some adjustability because,
in most cases, the plasma conditions might not be constant in day-to-day operations. The
LEBT has to be able to adapt to days of lower and higher performance, while maximizing
the throughput to the following accelerator. Designing such systems is not easy. From the
ion optics point of view, a system that is as short as possible would be preferred, but at
the same time the system design also has to take into account the practical engineering
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Table 1: Specifications of the H− ion beam at the end of the LEBT, entering the 2.5 MeV
Radio Frequency Quadrupole (RFQ) accelerator of the Spallation Neutron Source (SNS) [1].
Parameter Value
Beam current (H−) 50 mA
Beam energy 65 keV
Emittance (normalized r.m.s.) 0.20 mmmrad
Twiss α 1.5
Twiss β 0.06 mmmrad−1
Macro-pulse length 1 ms
Macro-pulse duty factor 6%
Mini-pulse length 645 ns
Mini-pulse duty factor 68%
constraints. For example, the beamline needs to have space for diagnostics and vacuum
pumps in addition to the focusing elements.
This chapter concentrates mainly on the topic of ion optics in low-beam-energy systems:
the focusing elements, beam space-charge blow-up, beam–plasma interface and how to model
these systems with computer codes.
2 Low-energy beam transport
The ion beam travels in the beam transport line from one ion optical element to another
along a curved path, which is usually defined as the longitudinal direction z. The transverse
directions x and y are defined relative to the centre of the transport line, the optical axis,
where x = 0 and y = 0. The transport line is usually designed in such a way that a so-called
reference particle travels along the optical axis with nominal design parameters. The ion
beam (bunch) is an ensemble of charged particles around the reference particle, with each
individual particle at any given time described by spatial coordinates (x, y, z) and momentum
coordinates (px, py, pz). This six-dimensional space is known as the particle phase space. In
addition to these coordinates, often inclination angles α and β or the corresponding tangents
x′ and y′ are used. These are defined by
x′ = tanα =
px
pz
and y′ = tanβ =
py
pz
. (3)
The motion of a charged particle in electromagnetic fields E and B is described by the
3
Lorentz force F and Newton’s second law, giving
dp
dt
= F = q(E + v ×B), (4)
where p is the momentum and v is the velocity of the particle with charge q. In general, the
trajectory of a charged particle can be calculated by integrating the equation of motion if
the fields are known. In the case of beam transport, the fields have two origins: (i) external
fields, which are mainly generated by the ion optical elements; and (2) beam-generated fields.
Generally, in LEBT ion optics, we assume that the particle density in a beam is low enough
that single particle–particle interactions are negligible. It is therefore sufficient to take into
account the collective beam-generated fields.
2.1 Beamline elements
The ion optical elements of the beam transport line come in two varieties: magnetic and
electric. In the case of high-energy beams, where v ≈ c, magnetic elements are used because
the force, which is created with an easily produced magnetic field of 1 T, equals the force
from an electric field of 300 MVm−1, which is impossible to produce in a practical device.
In LEBT systems, where the beam velocity is low, and the practical limit for electric fields
is about 5 MV m−1, the achievable forces are comparable, and other factors, such as size,
cost, power consumption and the effects of beam space-charge compensation, come into play.
An important factor in the selection of the type of beamline elements is also the fact that
electrostatic fields do not separate ion species. In electrostatic systems the particles follow
trajectories defined only by the system voltages. The magnetic elements, on the other hand,
have a dependence on mass-to-charge ratio m/q. This allows separation of different particle
species from each other.
The common beamline elements that are used to build LEBT systems include immersion
lens, einzel lens, solenoid, dipole and quadrupole lenses. A short introduction to each of
these elements is given below. For more detailed analyses, the reader is referred to literature
(Refs. [2] and [3], for example).
2.1.1 Immersion lens
The immersion lens (or gap lens) is simply a system of two electrodes with a potential
difference of ∆V = V2 − V1. The lens can be either accelerating or decelerating, and, in
addition to changing the particle energy by q∆V , the element also has a focusing action.
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The focal length of the immersion lens is given by [2]
f
L
=
4(
√
V2/V1 + 1)
V1/V2 + V2/V1 − 2 , (5)
where L is the distance between the electrodes. The electrostatic extraction systems always
have gap lenses, which accelerate the beam to the required energy. The first acceleration
gap (plasma electrode to puller electrode) is a special case of the immersion lens because of
the effect of the plasma on the electric field. It will be addressed later in this chapter.
2.1.2 Einzel lens
The einzel lens is made by combining two gap lenses into one three-electrode system with
first and last electrodes at the beamline potential V0 and the centre electrode at a different
potential Veinzel. The einzel lens, which is typically cylindrically symmetric for round beams,
is the main tool for beam focusing in many electrostatic extraction systems. The einzel
focusing power is dependent on the geometry and the voltage ratio R = (Veinzel − V0)/V0,
assuming that zero potential is where the beam kinetic energy is zero. The einzel lens may
have the first gap accelerating and the second gap decelerating (known as accelerating einzel
lens, R > 0) or vice versa (known as decelerating einzel lens, R < 0). Both configurations
are focusing, but the refractive power of the einzel in decelerating mode is much higher than
in accelerating mode with the same lens voltage. For example, for the geometry shown in
Fig. 2, the focal length f ≈ 10D for a decelerating mode, Veinzel − V0 = −0.5V0. To achieve
the same focal length in accelerating mode, a voltage Veinzel − V0 = 1.1V0 is needed. On
the other hand, accelerating einzel lenses should be preferred if the required higher voltage
(and electric fields) can be handled, because they have lower spherical aberrations than
decelerating einzel lenses, especially when the required refractive power is high.
A special case of the einzel lens, where the first electrode and the third electrode are
at different potentials, is also possible. This kind of set-up is known as a three-aperture
immersion lens or zoom lens. It provides adjustable focusing in a system that otherwise acts
as an immersions lens [2].
2.1.3 Solenoid lens
A solenoid lens is the magnetic equivalent of the electrostatic einzel lens. It consists of
rotationally symmetric coils wound around the beam tube, creating a longitudinal magnetic
field peaking at the centre of the solenoid. The focusing action of the solenoid is somewhat
difficult to derive, but the idea can be described as follows, assuming a thin lens [4]. The
5
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Figure 2: An example geometry for an einzel lens and its refractive power scaled with the
einzel internal diameter D as a function of the voltage ratio R. The lens is much stronger
in decelerating mode compared to accelerating mode.
radial magnetic field at the entrance of the solenoid gives the particle entering the field with
vr = 0 at radius r0 an azimuthal thrust
vθ =
qBr0
2m
, (6)
which makes the trajectories helical inside the solenoid. At the exit of the solenoid, the
particle receives a thrust cancelling the azimuthal velocity, but leaving the particle with a
radial velocity
vr = − r0q
2
4m2vz
∫
B2 dz. (7)
This radial velocity causes the beam to converge towards the optical axis. The refractive
power of the lens is given by
1
f
=
q2
8mE
∫
B2 dz. (8)
2.1.4 Electrostatic and magnetic dipoles
The electrostatic dipole and magnetic dipole are elements that are primarily used to deflect
charged-particle beams. The magnetic dipole is constructed from coil windings, creating a
constant magnetic field in the transverse direction. The particles in the magnetic field follow
circular trajectories as usual, with radius
ρ =
p
qB
≈ mvz
qB
=
1
B
√
2mV0
q
, (9)
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where V0 is the voltage used to accelerate the particles from zero to vz. Similarly, an electro-
static dipole may be constructed from cylindrical electrodes of radii r1 and r2 with voltages
V1 and V2. The radius of curvature of the particle between the plates becomes
ρ =
2V0
E
, (10)
where E is the electric field and V0 is the potential at the orbit (again assuming that zero
potential is where the beam kinetic energy is zero). The voltage and electric field between
the plates are
V = V1 + (V2 − V1) log(r/r1)
log(r2/r1)
, (11)
E = − V2 − V1
log(r2/r1)
1
r
. (12)
By choosing the plate voltages symmetrically as V1 = V0 + Vplate and V2 = V0 − Vplate, the
required plate voltage can be found as
Vplate = V0 log(r2/r1). (13)
The optical axis of such a system is at radius ρ =
√
r1r2. This is not the only possibility for
the cylindrical dipole. The optical axis can also be chosen to be in the middle of the plates,
which leads to asymmetric voltages.
The dipole elements also have focusing/defocusing properties. For example, the magnetic
dipole with edges perpendicular to the optical axis (edge angle 0◦) focuses the beam in the
bending plane (x) as shown in Fig. 3(a). Directly from geometry, a so-called Barber’s rule
can be derived: the centre of curvature of the optical axis and the two focal points are on
a straight line. For a symmetric set-up this means that A = B = R/ tan(φ/2). There is no
focusing action in the y direction.
If the magnet edge angles deviate from 90◦, the focusing power in the x direction can be
adjusted. If the edge angle is made positive (as shown in Fig. 3(b)), there is weaker focusing
in the x direction. If the angle is negative, there is stronger focusing in the x direction.
Changing the edge angle also has an important effect in the y direction: if the angles are
positive, the fringing field of the magnet will focus the beam in the y direction, as shown in
Fig. 4. Overall, this means that the focusing in the x direction can be traded for y focusing.
The focal length from the edge focusing is given by
fy =
R
tanα
. (14)
In a symmetric double-focusing dipole (where there is the same focal length in x and y
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Figure 3: Focusing of a magnetic dipole in the bending plane. (a) The case where the magnet
has 0◦ edge angles can be described by Barber’s rule: the center of curvature of optical axis
and the two focal points are on a straight line. (b) If the edge angles are positive, as shown,
the focusing power is decreased.
v
B
F
Figure 4: In a dipole magnet with positive edge angle, the fringing field has a Bx component
at non-zero y coordinates, focusing the beam in the y direction.
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directions), the angles and distances are given by
2 tanα = 2 tanβ = tan(φ/2), (15)
A = B =
2R
tan(φ/2)
. (16)
For a φ = 90◦ bending magnet, the edge angles become α = β = 26.6◦ and the focal distances
A = B = 2R.
A dipole magnet focusing in the y direction can also be made by making the pole faces
conical, as shown in Fig. 5. This kind of magnet is known as a radially inhomogeneous sector
magnet. The magnetic field of such a magnet can be approximated as
By(x, y) = B0
(
1− n x
R
+ · · ·
)
,
Bx(x, y) = B0
(
n
y
R
+ · · ·
)
,
where B0 is the magnetic field on the optical axis with radius R and n is the so-called field
index, which depends on the angle of the magnet pole. The first-order approximation shows
that the magnet is focusing in the x direction if n < 1 and focusing in the y direction if
n > 0. The focusing forces inside the magnet are symmetric at n = 1
2
.
B
F
x
y
B
F
nG /R0
0G
axis of rotation
Figure 5: In the inhomogeneous sector magnets, the field strength decreases with increasing
radius x due to increasing gap, which also leads to Bx increasing with y.
The regular cylindrical electrostatic dipole only has focusing in the x direction similar to
the regular straight edge magnetic dipole. The y focusing can be introduced by adjusting
the ends of the cylindrical plates for edge focusing or by using spherical or toroidal plates.
For small-angle deflection, typically electrostatic parallel plates or so-called XY magnets
are used. The parallel plates with ±Vplate voltages bend the beam by an angle
θ =
VplateL
V0d
, (17)
where L is the length of the plates in the z direction and d is the distance between the
plates. This kind of system is typically used for small corrections in beamlines and for beam
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chopping. For example, in Fig. 6, a simulation of a fast chopping system in an LBNL-built
neutron generator is shown. The XY magnets are the magnetic equivalent of parallel plates,
with typically two pairs of windings in a single instrument for correction in both transverse
directions. The beam deflection is given by
θ = LB
√
q
2mV0
, (18)
where L is the field length and B is the field strength inside the device.
Figure 6: Fast beam chopping can be done with parallel plates. A particle-in-cell (PIC)
simulation of an LBNL-built neutron generator using 15 ns risetime ±1500 V switches for
generating 5 ns beam pulses is shown.
2.1.5 Quadrupole lenses
Electrostatic and magnetic quadrupoles are often used as focusing elements in LEBT sys-
tems in addition to einzel lenses and solenoids. The electrostatic quadrupole consists of
four hyperbolic electrodes placed symmetrically around the beam axis with positive poten-
tial Vquad on the electrodes in the +x and −x directions and negative potential −Vquad on
the electrodes in the +y and −y directions, as shown in Fig. 7. The potential in such a
configuration is given by
V =
x2 − y2
a2
Vquad, (19)
where a is the radius of the quadrupole. This leads to an electrostatic field
E = −2Vquad
a2
xxˆ +
2Vquad
a2
yyˆ, (20)
from which we can see that such a quadrupole focuses a positive ion beam in the x direction
and defocuses in the y direction. By analysing the particle trajectories in such fields, it can
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be shown that the refractive powers of the system are
1/fx = k sin(kL), (21)
1/fy = −k sinh(kL), (22)
where k2 = Vquad/aV0 and L is the effective length of the quadrupole.
a
+Vquad
−Vquad
−Vquad
+Vquad
Figure 7: Electrostatic quadrupole, with a being the distance from the optical axis to the
electrode tip
The magnetic quadrupole has a similar construction to the electrostatic one: the magnet
poles are made to be hyperbolic and windings are coiled in such a way that every other pole
has magnetic flux in to the beam and every other out of the beam. The magnetic field in
such a system is
B =
BT
a
yxˆ+
BT
a
xyˆ, (23)
where BT is the magnetic field density at the pole tip. Positively charged particles having
velocity v = vzzˆ feel a force F = qBTvz(−xxˆ + yyˆ)/a, which is focusing in the x direction
and defocusing in the y direction. The magnetic force leads to the same refractive powers
as presented by Eqs. (21) and (22), but with
k2B =
q
p
BT
a
.
Quadrupole lenses are typically used as doublets or triplets for solutions that are focusing
in both transverse directions. Quadrupoles can also be used for transforming asymmetric
beams such as slit beams from a Penning ion source, for example, into a round beam.
2.2 Beam emittance
Traditionally the emittance is defined as the six-dimensional volume limited by a contour
of constant particle density in the (x, px, y, py, z, pz) phase space. This volume obeys the
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Liouville theorem and is constant in conservative fields. With practical accelerators, a more
important beam quality measure is the volume of the envelope surrounding the beam bunch.
This is not conserved generally – only in the case where the forces acting on the particles
are linear (see Fig. 8). Typically in the case of continuous (or long pulse) beams, where
the longitudinal direction of the beam is not of interest, transverse distributions (x, x′) and
(y, y′) are used instead of the full phase-space distribution for simplicity. Also for these
distributions the envelope surrounding the distribution changes when nonlinear forces (non-
idealities of beamline elements, for example) act on the particles. The size and shape of
the transverse distribution envelope are important quality measures for beams because most
complex ion optical devices such as accelerators have an acceptance window in the phase
space within which they can operate.
a) b)
x x
px px
Figure 8: A two-dimensional projection of an ensemble of particles (a) before going through
a nonlinear optical system and (b) after it. The area of the particle distribution (shown in
blue) is conserved but the area of the elliptical envelope (shown in red) increases.
2.2.1 Emittance ellipse
For calculation and modelling purposes, a simple shape is needed to model the ion beam
envelope in (x, x′) phase space. Real well-behaved ion beams usually have Gaussian distri-
butions in both x and x′ directions. Because the contours of two-dimensional (2D) Gaussian
distributions are ellipses, it is an obvious solution to use the ellipse as the model in 2D phase
spaces (and ellipsoids in higher dimensions). The equation for an origin-centred ellipse is
γx2 + 2αxx′ + βx′2 = ǫ, (24)
where the scaling
βγ − α2 = 1 (25)
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is chosen. Here ǫ is the two-dimensional transverse emittance, and α, β and γ are known
as the Twiss parameters defining the ellipse orientation and aspect ratio. The area of the
ellipse is
A = piǫ = piR1R2, (26)
where R1 and R2 are the major and minor radii of the ellipse. Because of the connection
between the area of the ellipse and ǫ, there is sometimes confusion about whether to include
pi in the above formula for quoted emittance values. The unit of emittance is often written
as pimmmrad. This is done to emphasize that the quoted emittance number is the product
of the radii and not the area of the ellipse. Always, when communicating about emittance
numbers, it should be clearly indicated what the number is to avoid confusion.
From Eq. (24) the dimensions of the ellipse can be calculated. Some of the most important
dimensions needed in calculations are shown in Fig. 9.
A = πǫ
✲x
✻
x′
θ 
 
 
 
 
 ✒
R1
❅
❅■
R2
✻
❄
x′max =
√
ǫγ ✻
❄
x′x=0 =
√
ǫ/β ✻
❄
x′x=max = −α
√
ǫ/β
✲✛
xx′=0 =
√
ǫ/γ
✲✛
xmax =
√
ǫβ
✲✛
xx′=max = −α
√
ǫ/γ
θ = 1
2
arctan2(−2α, β − γ)
R1 =
√
ǫ
2
(
√
H + 1 +
√
H − 1)
R2 =
√
ǫ
2
(
√
H + 1−
√
H − 1)
H = β+γ
2
Figure 9: Emittance ellipse geometry with the most important dimensions
2.2.2 Calculating r.m.s. emittance
How do ǫ and the Twiss parameters relate to phase-space distributions? How is the envelope
defined? There are numerous ways to fit an ellipse to particle data. Often, a minimum-area
ellipse containing some fraction of the beam is wanted (e.g. ǫ90%), but unfortunately this is
difficult to produce in a robust way. A well-defined way to produce the ellipse is by using a
statistical definition known as the r.m.s. emittance,
ǫrms =
√
〈x′2〉 〈x2〉 − 〈xx′〉2, (27)
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with the expectation values defined as
〈
x2
〉
=
∫∫
x2I(x, x′) dx dx′∫∫
I(x, x′) dx dx′
, (28)
〈
x′2
〉
=
∫∫
x′2I(x, x′) dx dx′∫∫
I(x, x′) dx dx′
, (29)
〈xx′〉 =
∫∫
xx′I(x, x′) dx dx′∫∫
I(x, x′) dx dx′
, (30)
where I(x, x′) dx dx′ is the magnitude of the beam current at the differential area dx dx′ of
phase space at (x, x′). Similarly, the Twiss parameters can be calculated from the particle
distribution with
α = −〈xx
′〉
ǫ
, β =
〈x2〉
ǫ
and γ =
〈x′2〉
ǫ
. (31)
For these formulas, it is assumed that the emittance distribution is centred at the origin,
so that 〈x〉 = 0 and 〈x′〉 = 0. With measured emittances, additional difficulties arise from
background noise and amplifier offsets in I(x, x′) data. Filtering methods for processing ex-
perimental data exist, from simple thresholding to more refined algorithms such as SCUBEEx
[5].
2.2.3 Amount of beam inside the emittance ellipse
The meaning of the r.m.s. emittance can be more easily understood by looking at the amount
of beam that is enclosed by the ellipse. This, of course, depends on the particle distribution
shape. For real measured distributions, there is no direct rule. For theoretical known distri-
butions, this can be calculated. The two most used model distributions used for beams are
the bi-Gaussian and the Kapchinskij–Vladimirskij (KV) distribution.
The bi-Gaussian distribution oriented along the axes is given by
I(x, x′) =
1
2piσxσx′
exp
[
−1
2
(
x2
σ2x
+
x′2
σ2x′
)]
, (32)
where σx and σx′ are the standard deviations of the distribution in the x and x
′ directions.
In practice, the distribution can be additionally rotated by angle θ.
The KV distribution has a uniform beam density inside an elliptical phase space given
by
I(x, x′) =


1
piǫ
if γx2 + 2αxx′ + βx′2 ≤ ǫ,
0 otherwise.
(33)
In Fig. 10 the beam fraction inside the ellipse is shown as a function of the area of
the ellipse for hard-edged KV and bi-Gaussian distributions. Because four times the r.m.s.
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ellipse fully encloses the KV distribution, the so-called 4-r.m.s. emittance is often used as
the quoted number instead of the 1-r.m.s. emittance.
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Figure 10: Fraction of beam inside ellipse with ǫ = qǫrms for hard-edged KV distribution
(blue) and for Gaussian distribution (red).
2.2.4 Normalization of emittance
The transverse emittance defined in (x, x′) space has the property that it is also dependent on
the longitudinal beam velocity. If the beam is accelerated and pz increases, then x
′ = px/pz
decreases. This effect is eliminated by normalizing the velocity to the speed of light c, which
gives
x′n =
px
pz1
vz1
c
=
vx
c
=
px
pz2
vz2
c
(34)
at non-relativistic velocities. The normalized emittance can therefore be calculated from the
unnormalized emittance using
ǫn = ǫ
vz
c
. (35)
2.2.5 Emittance from plasma temperature
An ion beam formed by letting charged particles from a plasma be emitted from a round
aperture has an emittance defined by the plasma ion temperature T and the aperture radius
r, assuming that the acceleration to velocity vz does not add aberrations. This minimum
emittance can be calculated by using Eqs. (27)–(30) and using a particle distribution defined
by a circular extraction hole and Gaussian transverse ion distribution, i.e.
I(x, x′) =
2
pir2
√
r2 − x2
√
m
2pikT
exp
(−m(x′vz)2
2kT
)
. (36)
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After normalization, the resulting r.m.s. emittance becomes
ǫrms,n =
1
2
√
kT
m
r
c
. (37)
The calculation can be performed similarly for a slit-beam extraction, which gives
ǫrms,n =
1
2
√
kT
3m
w
c
. (38)
In the round aperture case, the emittance of the beam is linearly proportional to the plasma
aperture radius. On the other hand, the beam current is roughly proportional to the area
of the plasma aperture. Scaling of the aperture size does not therefore change the beam
brightness,
B =
I
ǫn,x ǫn,y
(39)
in a first approximation.
2.2.6 Emittance from solenoidal B field
In electron cyclotron resonance (ECR) and microwave ion sources, there is a strong solenoidal
magnetic field at the plasma electrode location, where the beam formation happens. This
has a strong influence on the beam quality. As the particles exit the solenoidal magnetic
field, they receive an azimuthal thrust described by Eq. (6). The emittance of the beam can
be calculated outside the solenoid by considering the particle coordinates far away, where
the azimuthal particle motion has completely changed to radial motion,
r′ =
vr
vz
=
vθ
vz
=
qBr0
2mvz
. (40)
The r.m.s. emittance of the beam can be calculated from the radius of the constant-current-
density beam at extraction and the asymptotic radial angle,
ǫrms =
1
4
r0r
′ =
qBr20
8mvz
. (41)
The normalized emittance is given by
ǫrms,n =
qBr20
8mc
. (42)
For ECR ion sources, the effect of the magnetic field dominates the emittance compared
to the effect of the ion temperature, as a result of the high magnetic fields in these devices.
Unfortunately, the formula given here is not able to predict the emittance values, as measure-
ments indicate that, for a given element, the higher-charge-state ions have lower emittances
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than lower-charge-state ions (see Fig. 11). This trend contradicts the prediction of Eq. (42).
The only possible interpretation is that the ions are not being extracted from a uniform
plasma. The higher charge states are confined closer to the axis at the extraction aperture,
and therefore their emittance in the beam is lower. This example shows the additional dif-
ficulty in analysing ECR extractions, as there are no simple self-consistent plasma models
describing the starting conditions for the ions [6].
Figure 11: Emittance measurements on the AECR-U ion source for various species in com-
parison with emittances calculated from Eq. (42) for a magnetic field of 1 T. Reproduced
from Ref. [6].
2.3 Space charge
The ion beam charge density
ρ =
J
v
=
I
Av
(43)
plays a major role in beam extraction systems, where current densities are high and velocities
are low compared to other parts of accelerator systems. The space charge induces forces,
which increase the divergence and emittance, ‘blowing up’ the beam. At higher-energy parts
of the accelerator, the magnetic force generated by the beam particles starts to compensate
the blow-up, but it is insignificant at v ≪ c.
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2.3.1 Space-charge effects on beam
Assuming a cylindrical constant-current-density beam with radius r propagating with con-
stant velocity vz, the beam-generated electric field is given by Gauss’s law,
E =


I
2piǫ0vz
r
r2beam
if r ≤ rbeam,
I
2piǫ0vz
1
r
otherwise.
(44)
The potential inside a beam tube with radius rtube is therefore
φ =


I
2piǫ0v
[
r2
2r2beam
+ log
(
rbeam
rtube
)
− 1
2
]
if r ≤ rbeam,
I
2piǫ0v
log
(
r
rtube
)
otherwise.
(45)
The potential distribution is plotted in Fig. 12 for a 10 mA, 10 keV proton beam inside a
100 mm beam tube.
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Figure 12: The potential distribution inside a cylindrical 100 mm tube with 10 mA, 10 keV
proton beam
The electric field in the constant-current-density case, given by Eq. (44), is linear with
radius and therefore does not cause emittance growth, but it does cause increasing divergence
of the beam. A particle at the beam boundary experiences a repulsive force
Fr = qEr = mar =
qI
2piǫ0rvz
. (46)
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Therefore, the particle acceleration is
ar =
d2r
dt2
=
d2r
dz2
d2z
dt2
= v2z
d2r
dz2
. (47)
The particle trajectory is given by the differential equation
d2r
dz2
=
1
v2z
ar = K
1
r
, (48)
where
K =
qI
2piǫ0mv3z
, (49)
assuming that the beam divergence is small (i.e. Eq. (46) is valid). The differential equation
can be integrated after a change of variable λ = dr/dz, which gives
dr
dz
=
√
2K log(r/r0), (50)
assuming dr/dz = 0 at z = 0. The solution is separable and can be integrated again to
achieve the final solution [7]
z =
r0√
2K
F
(
r
r0
)
(51)
with
F
(
r
r0
)
=
∫ r/r0
y=1
dy√
log y
. (52)
The last integral is not analytic, but can be numerically integrated for estimates of divergence.
As an example, a parallel zero-emittance beam of 181Ta20+ accelerated with 60 kV has initial
radius of r0 = 15 mm. The size of a 120 mA beam after a drift of 100 mm can be solved from
F (r/r0) = 1.189, which gives r = 20 mm.
With practical drifting low-energy beams, a more realistic model for the beam distribu-
tion is bi-Gaussian, for example. This kind of distribution leads to nonlinear space-charge
forces, which cause emittance growth in addition to increase of beam divergence. Computer
simulations are required to estimate these effects.
2.3.2 Space-charge compensation
The potential well of the beam formed by the accelerated charged particles acts as a trap
for oppositely charged particles in areas where there are no external electric fields to drain
the created charges. The trapped particles compensate the charge density of the beam,
decreasing the depth of the potential well and therefore also decreasing the magnitude of the
beam space-charge effects described above. This process is called space-charge compensation.
The most abundant process for the production of compensating particles is the ionization
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of the background gas within the beam. In the case of positive ion beams, the electrons
produced in the background gas ionization are trapped in the beam, while slow positive ions
are repelled to the beamline walls. In the case of negative ion beams, the compensating
particles are the positive ions created in the gas. The creation rate of the compensating
particles can be estimated with
dnc
dt
= Φngasσi, (53)
where Φ is the flux of beam particles, ngas is the gas density and σi is the ionization cross-
section. If the creation rate is high enough, the space-charge compensation is finally limited
by the leakage of compensating particles from the potential well as the compensation factor
approaches 100%. The compensation factor achieved in a real system is difficult to estimate
accurately because it depends on the lifetime of the compensating particles in the potential
well. The most important processes affecting the lifetime are (i) leakage of particles at the
beamline ends, which can be limited with accelerating einzel lenses or magnetic fields, for
example, (ii) recombinative processes and (iii) scattering processes leading to ejection of
particles from the potential well. Assuming that the creation rate of compensating particles
is high, the time-scale for achieving full compensation is
τ =
ρbeam
e dnc/dt
=
Q
vngasσi
, (54)
where Q is the charge state of the beam and v is the velocity of the beam. This equation
can be used, for example, to estimate if compensation is possible in pulsed beams.
In high-beam-intensity LEBT systems, a controlled amount of background gas is often
added to the vacuum chamber to increase the amount of compensation. A 1–2% beam loss
in the increased ionization processes can lead to 10% increase in total beam transmission due
to decreased divergence. The magnitude of the compensation can be estimated, for example,
by measurement of the energy distribution of the ions ejected from the beam as a function of
background gas pressure, as shown in Fig. 13. There are also particle-in-cell (PIC) computer
codes, such as Warp [8] and SolMaxP for modelling the relevant processes affecting beam
compensation. These programs can be used for analysing beam transport with self-consistent
compensation. With other beam transport programs, a typical solution is to scale the beam
current locally with the space-charge compensation factor estimated by the user. For more
information on space-charge compensation, please see the chapter by N. Chauvin in these
proceedings dedicated to this topic [9].
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Figure 13: Measurement of ion energy distribution of the ejected ions created in the positive
ion beam potential well with different gas pressures. The potential well depth changes from
∼40 V to ∼10 V when the pressure is increased from 4.0 × 10−8 mbar to 5.1 × 10−6 mbar.
Reproduced from Ref. [10].
3 Beam formation
In the introduction of this chapter it was assumed that the ion beam is simply formed by
accelerating the plasma particles hitting the plasma electrode aperture, which separates the
quasi-neutral plasma and the unneutralized beam. In this section, the physics of beam
formation is analysed in more detail.
3.1 Space-charge-limited emission
In the first acceleration gap, where the beam is formed, the space-charge forces acting on
the beam are largest. The situation can be evaluated in one dimension by assuming a beam
starting with zero velocity with Poisson equation
d2φ
dz2
= − ρ
ǫ0
= − J
ǫ0
√
m
2qφ
, (55)
where z is the location, φ is the gap potential, J is the beam current density and ǫ0 is the
vacuum permittivity. The emission surface is at φ(z = 0) = 0 and the extractor surface is at
φ(z = d) = V . For J = 0, the potential distribution between the surfaces is linear. As the
emission current density increases, the electric field at the emission surface decreases until it
becomes zero, as shown in Fig. 14(a). At that point the emission current is at the maximum
level, for which Eq. (55) can be solved with the boundary condition dφ
dz
(z = 0) = 0. This
condition is known as space-charge-limited emission, and the resulting limit for the maximum
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emission current density can be calculated using the following equation, which is known as
the Child–Langmuir law [11]:
Jmax =
4
9
ǫ0
√
2q
m
V 3/2
d2
. (56)
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Figure 14: (a) Potential distribution between emission and extractor surfaces with different
beam current densities in the system. (b) Typical current–voltage characteristic of plasma
extraction. With low acceleration voltages, the emission is operating in the Child–Langmuir
limit. At higher voltages the extracted current density saturates due to the emission limit
of the plasma (which is varied by adjusting the driver power from 2 kW to 4 kW).
Thermionic electron guns are often operated in the space-charge-limited mode for stability
and uniformity reasons – even if the local emission conditions change, the emitted current
stays constant as long as the emission is limited by the Child–Langmuir law.
The plasma ion sources are typically operated in emission-limited mode, i.e. the potential
difference between the plasma electrode and puller electrode is made sufficiently large to
handle the beam space charge. The law in the form shown here is not strictly valid for ion
source plasma extraction because of the effects of plasma neutralization and higher ‘starting’
velocity of particles in plasma extraction. The physics of the space-charge limit is still valid
and the Child–Langmuir law (56) can be used to estimate it.
In any system, the maximum extractable current is dependent on the geometry, the
emission current density and the voltage via the space-charge limit. In the space-charge-
limited region, the current is proportional to V 3/2. This leads to the definition of the beam
perveance as
P =
I
V 3/2
, (57)
which is the proportionality constant describing the system. As long as the emission is
space-charge-limited, the beam perveance is roughly constant. When the voltage is further
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increased and the beam emission is no longer space-charge-limited, the beam perveance
decreases. See Fig. 14(b) for an example of the current–voltage characteristic of a plasma
extraction.
3.2 Electrode geometry
The space-charge forces try to blow up the beam, as was shown above. This happens
especially in the first acceleration gap because of the low velocity of the beam. To counteract
the space-charge forces in the transverse direction, the electrodes can be shaped in such a
way that the electric field in the first gap is not only accelerating but also focusing. In the
case of space-charge-limited surface-emitted electrons, there is a perfect solution providing
a parallel electron beam accelerated from the cathode [12]. The solution is to have a field
shaping electrode around the cathode (at cathode potential) in a 67.5◦ angle with respect
to the emitting surface normal, as shown in Fig. 15. This geometry is known as Pierce
geometry. For plasma ion sources, there is no such magic geometry because the ions do not
start from a fixed surface, but from plasma with varying starting conditions.
θ = 67.5°
Figure 15: Perfectly parallel extraction of space-charge limited surface emission electrons
using the Pierce geometry
3.3 Positive ion plasma extraction
In the case of ion plasma extraction, the beam formation is more complicated than in the
case of surface-emitted electrons described above. The ions are born in the quasi-neutral
plasma and get extracted into the unneutralized beam. It is obvious that the extraction
cannot be modelled without considering the neutralizing effect of the plasma. The simplest
description of the necessary transition layer or plasma sheath was given by Bohm for an
ion–electron plasma [13]. The ions are assumed to arrive from the bulk plasma into the
sheath with velocity v0. The charge density of ions can be calculated by assuming a quasi-
neutral situation ρ0 = ρi = ρe at the bulk plasma in the plasma potential φ = φP, where
φ = φwall = 0 is the plasma electrode potential. Using ion continuity ρ0v0 = ρivi and energy
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conservation miv
2
i /2 = miv
2
0/2− qi(φ− φP), the ion density becomes
ρi = ρ0
√
1− 2qi(φ− φP)
miv20
. (58)
The electrons are assumed to be in thermal equilibrium and therefore they follow the Boltz-
mann distribution
ρe = ρ0 exp
(
e(φ− φP)
kTe
)
. (59)
The potential in the sheath is described by the Poisson equation
d2φ
dx2
= −ρ0
ǫ0
[√
1− 2qi(φ− φP)
miv
2
0
− exp
(
eφ
kTe
)]
. (60)
An important feature can be observed from the equation: the shielding condition, dφ/dx(x =
0) = 0 is only fulfilled when the space charge is non-negative, i.e. ρi ≥ ρe for all φ ≤ φP. The
necessary condition
v0 ≥ vB =
√
kTe
mi
(61)
is known as the Bohm sheath criterion and vB as the Bohm velocity. The criterion sets a
low-velocity limit for ions arriving at the sheath edge and in most cases the equation holds
with equality [14]. The Poisson equation (60) is impossible to solve analytically, and often
a numerical approach or approximations are used even in the presented one-dimensional
case. The computational approach that is used in plasma extraction simulations in higher
dimensions is presented in section 4.
The situation at the plasma extraction is simple according to the model (see Fig. 16(a)).
Positive ions flow from quasi-neutral bulk plasma into the extraction sheath with velocity
vB. The compensating electron density, which is defined by the potential, is equal to the
ion density in bulk plasma and decays exponentially towards the extraction. Far enough in
the extraction, the compensation becomes (essentially) zero. From the model, it is obvious
that there is no well-defined boundary between neutralized plasma and the unneutralized
extraction. Often, such a boundary would be useful for judging the focusing action of the
electric field close to the plasma electrode and for communicating about the plasma sheath
shape. Therefore, an equipotential surface at φwall in the case of positive ion extraction is
often chosen as an artificial ‘boundary’, known as the plasma meniscus. This choice works
as a thought model even though in reality there is no such boundary. See Fig. 16(b) for a
two-dimensional example of the plasma sheath.
The process of beam formation varies not only with the extraction electric field strength
and shape, but also with the properties of the plasma, i.e. plasma density, electron and ion
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Figure 16: Positive ion extraction. (a) Schematic representation of the model with thermal
electrons populating the bulk plasma and positive ions accelerated by the extraction field
through the plasma sheath. (b) Plot from a 2D simulation of a proton extraction with several
equipotential lines drawn close to 0 V to visualize the location of the plasma meniscus. The
ion temperature in the simulation is set to zero to show how the particle trajectories are
accelerated perpendicular to the meniscus after leaving the plasma.
temperatures. In Fig. 17, three simulated cases are shown with differing plasma densities.
All other parameters are unchanged. In case (a) the plasma density is low and 25 mA of
protons are extracted. The strong electric field in the extraction makes the plasma meniscus
concave and the extracted beam is over-focused, causing increase in beam emittance. In case
(b) the plasma density is higher and 60 mA of beam is extracted. The meniscus shape is
almost flat, which provides the lowest beam emittance. In case (c), the plasma density is
even higher and 95 mA of beam is extracted. The plasma meniscus is convex, the beam is
divergent and the emittance is higher than in the optimal case. Because of this effect, it is
important that the electric field strength of the extraction system can be somehow adjusted
if changing plasma densities are expected. Possible adjustments are changing the plasma
electrode to puller electrode gap or changing the puller electrode voltage.
3.4 Negative ion plasma extraction
The negative ion plasma extraction model is similar to the positive ion extraction model
presented above. The bulk plasma is at positive plasma potential φP and it is separated
from the plasma electrode at φ = φwall = 0 V by a plasma sheath. It is assumed that
the extractable negative ions, which are either volume- or surface-produced, are born close
to the wall potential and extracted from a uniform plasma volume. These charges form a
potential well and counteract the formation of a saddle point at the extraction aperture.
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Figure 17: Three simulations of 30 keV proton extraction with varying plasma densities.
In (a) 25 mA of ions is extracted with 0.16 mmmrad r.m.s. emittance; in (b) 60 mA with
0.09 mmmrad; and in (c) 95 mA with 0.13 mmmrad r.m.s. emittance. The highest-quality
beam is achieved with the flat plasma meniscus.
The non-existence of the saddle point is supported by the observed good emittance from H−
ion sources [15, 16]. The potential deviates from zero going into the bulk plasma due to the
plasma potential and towards the extraction due to the acceleration voltage. This potential
structure causes positive ions from the bulk plasma to be accelerated towards the extraction,
having energy eφP at the zero potential. These ions propagate until they are reflected back
into the plasma by the increasing potential in the extraction. The potential well acts as
a trap for thermal positive ions. The negative ions and electrons are accelerated from the
wall potential towards the bulk plasma and more importantly towards the extraction. A
schematic view of the negative ion extraction model is shown in Fig. 18 [17].
Figure 18: Schematic representation of negative ion plasma extraction model with fast posi-
tive ions flowing from bulk plasma towards the extraction, thermal positive ions populating
the potential well at the plasma electrode potential, and negative charged particles acceler-
ated by the extraction field.
The negative ion plasma sheath from the zero potential towards the extraction can be
described by the Poisson equation
∇2φ = − ρ
ǫ0
, (62)
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where ρ = ρneg + ρf + ρth. Here ρneg is the space-charge density of negative particles, ρf is
the space-charge density of fast positive ions and ρth is the space-charge density of trapped
positive thermal ions.
The model allows several different negative ion species to be extracted from the ion source
and also many positive ion species to be used as compensating plasma particles. Each of
the thermal ion species has a separate Maxwellian velocity distribution with the associated
space-charge distribution
ρth = ρth,0 exp
(−eφ
kTi
)
, (63)
where ρth,0 is the space-charge density of the thermal ion species at the wall potential and
Ti is the corresponding thermal ion temperature. The fast ions are decelerated and turned
back into the plasma by the extraction voltage. The space-charge distribution of the fast
ions is defined by the virtual cathode formation and it is
ρf = ρf,0
(
1− eφ
Ei
)
, (64)
at eφ < Ei and zero otherwise. Here ρf,0 is the space-charge density of fast ions at the
wall potential and Ei is the corresponding kinetic energy, which should be around eφP as
the particles are flowing from the bulk plasma. The quasi-neutrality of the plasma requires
ρneg + ρf + ρth = 0 at φ = 0 V.
In the negative ion extraction, the plasma sheath acts similarly to the positive ion extrac-
tion case. The smallest beam emittance is achieved with extraction field optimized for the
plasma density of the ion source. The biggest difference from the positive ion case is that,
with a positive puller electrode voltage, also electrons will be extracted from the plasma
in addition to the negative ions. Depending on the ion source, the amount of co-extracted
electrons may be as high as 100–200 times the amount of negative ions extracted or as low
as 1 as is the case in caesiated surface production H− sources. Especially in the cases where
the amount of electrons is high, the electrons need to be dumped in a controlled manner as
soon as possible to avoid unnecessary emittance growth due to the additional space charge.
Often the electron beam current is so high that the dumping cannot be done at the full beam
energy required by the application. In other words, the electron beam has to be dumped on
an intermediate electrode at lower potential than ground.
Typically the electron dumping is done by utilizing a magnetic dipole field generated with
permanent magnets. As the magnetic field also deflects the negative ion beam, the negative
ion source may be mounted to the rest of the beam transport line at an angle to compensate
for the deflection. Another solution is to use another dipole field in the opposite direction
to correct the angle of the negative ion beam back perpendicular to the original axis. The
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resulting offset in the beam centre has to be corrected using deflector plates, XY magnets
or mechanical offset.
There are three locations, which are generally used for dumping the electron beam in
negative ion sources: 1. Puller electrode with low voltage with respect to the ion source can
be used as an electron dump [18, 17], 2. a separate intermediate electrode before the puller
electrode can be used if a higher voltage is needed on the puller electrode [19] or 3. the
electrons are dumped on an electrode after the puller electrode, as shown in Fig. 19. The
third method has the advantage that the voltage of the puller electrode can be optimized
for plasma density matching without affecting the electron dumping [20, 21].
Figure 19: An extraction system designed for the SNS for transporting up to 100 mA of H−
and for dumping up to 1 A of electrons into a V-shaped electron dump. The puller electrode
can be adjusted to cope with varying current levels. The electron dump (einzel) electrode
has permanent magnets embedded for a dipole–antidipole field structure [21].
4 Computer codes for beam extraction and transport
problems
The modelling and analysis of modern beam extraction and transport systems is so compli-
cated that most of the work is done using specialized computer simulation codes. In this
section, a brief overview of the wide spectrum of codes is presented.
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4.1 Transfer matrix codes
Traditionally, modelling of ion optical transport lines has been done using the transfer matrix
formalism, which describes the effect of ion optical elements (and drifts between them) on
trajectories using transfer matrices. In the computer program Transport [22], for example,
the properties of a single-particle trajectory at any given point of the transport line are
described by a vector X = (x, x′, y, y′, l, δ), where x and y are the transverse displacements
of the trajectory with respect to the reference trajectory, x′ and y′ are the tangents of angles of
the trajectory with respect to the reference trajectory, l is the path-length difference between
the trajectory and the reference trajectory, and δ = ∆p/p is the fractional momentum
deviation of the trajectory from the reference trajectory. The trajectory component Xi after
propagation through an ion optical element can be calculated from
Xi =
∑
j
Yj
{
(Xi | Yj) +
∑
k
Yk
2
{
(Xi | YjYk) +
∑
l
Yl
3
{(Xi | YjYkYl) + · · · }
}}
, (65)
where Yi are the components of the trajectory before the ion optical element, and (Xi | Yj),
(Xi | YjYk), (Xi | YjYkYl), . . . are the first-order, second-order, third-order, . . . trans-
fer coefficients. This can be described as matrix–vector multiplication, with a 6 × 6 ma-
trix in first order, a 6 × 62 matrix in second order, a 6 × 63 matrix in third order, etc.,
using an extended trajectory vector containing also the higher-order terms, for example,
(x, x′, y, y′, l, δ, x2, xx′, xy, xy′, xl, xδ, x′2, x′y, . . . , δ2) in the second order. If the element ma-
trices are expanded as square matrices, the propagation of the trajectory through the whole
beamline can be calculated from the product of the element matrices R instead of using
Eq. (65) for each element R(1), R(2), . . .. The propagation of trajectory Y through the
whole system is given by
X = RY = R(n) · · ·R(3)R(2)R(1)Y . (66)
The cumulative matrix R can be used to calculate several trajectories through the transport
line much faster than just by using the projection from element to element one after another.
The first-order approximation matrices can be easily derived analytically by assuming
that the displacements and angles relative to the reference trajectory are small enough to
justify the truncation of higher-order terms. For example, the first-order matrix for a mag-
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netic quadrupole lens is
R =


cos kL (1/k) sin kL 0 0 0 0
−k sin kL cos kL 0 0 0 0
0 0 cosh kL (1/k) sinh kL 0 0
0 0 k sinh kL cosh kL 0 0
0 0 0 0 1 L/γ2
0 0 0 0 0 1


, (67)
where L is the effective length of the quadrupole,
k2B =
BT
a
q
p
and γ is the relativistic factor. Some ion optical effects can also be derived to higher-
order approximations analytically. Usually the highest-order matrices are constructed using
numerical integration of known fields.
In addition to transporting single trajectories or distributions, the same matrix formalism
can be used to transport elliptical beam envelopes through the transport line in the first
order. In this case, the beam envelope (in one dimension) is described by the beam matrix
σ = ǫ
(
β −α
α γ
)
, (68)
where α, β and γ are the Twiss parameters and ǫ is the beam emittance. The transformation
of the envelope σ through a system described by matrix R can be calculated with
σ′ = RσRT. (69)
Programs using the transfer matrix formalism are typically used for modelling long beam
transport lines at relatively high energies, where the beam size and angles are small. The
calculation of trajectories is fast, which allows automatic optimization of ion optics, etc.
Many of the programs even have models for space-charge-induced divergence growth (similar
to what was presented in section 2.3.1) and/or r.m.s. emittance growth modelling using
the paraxial approximation for particle distributions, which makes them more suitable for
modelling the low-energy and high-current systems such as LEBT and accelerator injection
systems. The use of the space-charge models, of course, makes the calculation slower, but
the codes are still much faster than the ray-tracing codes discussed in section 4.2. Some of
the most commonly used codes of this type include the following:
• Cosy Infinity [23], up to infinite order, no space charge modelling
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• DiMad [24], up to third-order calculation, space charge of KV beam
• Gios [25], up to third-order calculation, space charge of KV beam
• Path Manager (Travel) [26], up to second order, more advanced space-charge
modelling for particle distributions (mesh or Coulomb model)
• Trace-3D [27], mainly linear with space charge of KV beam
• Transport [22], up to third-order calculation, no space-charge modelling
The transfer matrix codes are unfortunately not usable for electrostatic extraction sys-
tems, because no general matrices exist for describing the optics of the electrode systems.
4.2 Ray-tracing and extraction codes
For systems where the approximations made in the transfer matrix codes are not valid,
another more fundamental method has to be used. An approach taken by so-called ray-
tracing codes is to directly integrate the particle equation of motion (Eq. (4)) using mesh-
based maps for E and B fields. In the extraction system case, it is typically assumed that
the B field is defined only by external sources, i.e. the beam-generated magnetic field is
negligible. On the other hand, the space charge of the beam plays a major role, and the self-
consistent solution of the beam transport can be found using the iterative approach shown
in Fig. 20.
Solve
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trajectories
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No
Done
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Figure 20: Flow diagram for the iterative solution of high-space-charge beam transport with
ray tracing
The iteration starts with computation of the electric potential on the system using the
Laplace equation. The electric field is then calculated from the potential, and particles
are traced through the system. The current carried by the particles is deposited onto the
underlying mesh for the following solution of the Poisson equation for a new estimate of
the electric potential. The iteration is continued like this until convergence is reached.
A code of this type may also have a nonlinear Poisson solver for taking into account the
compensating particles of the plasma using analytical formulas, as described in sections
3.3 and 3.4. Pioneering work in the field using this method was done by S. A. Self [28] and
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J. H. Whealton [29, 30] in the 1960s and 1970s. This type of code is often called an extraction
code or ion gun code. The most used codes of this type include the following:
• IGun [15], a code with plasma modelling for negative and positive ions, only 2D and
cylindrically symmetric geometries
• PbGuns [31], plasma modelling for positive and negative ions, only 2D and cylindri-
cally symmetric geometries
• Kobra [32], a more advanced 3D E field solver, positive ion plasma modelling, simple
particle-in-cell capability
• IBSimu [33, 34], 1D, 2D or 3D and cylindrically symmetric E field solver, plasma
modelling for positive and negative ions
In the following, the typical methods used in extraction codes are described in more detail.
The particular choices presented here are those that are used in the IBSimu code, which
was written by the author, but many codes of this type use the same or similar methods.
4.2.1 Electric potential and field
The geometry of the simulation domain is discretized using a regular grid, where the coor-
dinates of calculation nodes can be calculated from integer indices i, j, k, with xi = x0+ ih,
yj = y0 + jh and zk = z0 + kh. The Poisson equation
∇2φ = d
2φ
dx2
+
d2φ
dy2
+
d2φ
dz2
= − ρ
ǫ0
(70)
in three dimensions is discretized using the finite difference method (FDM), i.e. by replacing
the derivatives with finite differences. The Poisson equation becomes
φi−1,j,k + φi+1,j,k + φi,j−1,k + φi,j+1,k + φi,j,k−1 + φi,j,k+1 − 6φi,j,k
h2
= −ρi,j,k
ǫ0
(71)
for nodes that do not have electrodes as close neighbours. The nodes that are close to
electrodes use a modified form of the Poisson equation with uneven node distances to take
into account the real distance of the calculation node from the surface for more accurate,
smooth solution near the surface. The finite difference for the partial derivative in the x
direction becomes
d2φ
dx2
=
βφ(x0 − αh)− (α + β)φ(x0) + αφ(x0 + βh)
1
2
(α + β)αβh2
, (72)
where αh is the distance from xi to the location where the potential is known in the negative
x direction and βh is the distance from xi to the location where the potential is known in the
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positive x direction. The near-solid distances (α and β coefficients) are stored in a table for
all calculation nodes that are neighbours to surfaces. The nodes that are on the boundaries
of the simulation domain have to be constrained by a boundary condition, either a Dirichlet
boundary condition (fixed potential)
φi,j,k = φconst. (73)
or a Neumann boundary condition (fixed derivative with respect to the normal of the bound-
ary)
−3φi,j,k + 4φi+1,j,k − φi+2,j,k
2h
=
(
dφ
dx
)
const.
, (74)
in the case of a boundary with normal in the positive x direction. The numerical formulation
of the Poisson equation then becomes a system of N simultaneous equations, where N is the
number of free (non-constant) nodes. The problem is often described as a matrix equation
Aφ = B, (75)
where A is an N ×N matrix of coefficients, B is a vector of coefficients from Eqs. (71)–(74)
and φ is the solution electric potential vector. In the case of plasma modelling, the Poisson
equation contains an analytical term for the space-charge density of the compensating plasma
particles. This leads to a nonlinear Poisson problem, which is typically formulated as
A(φ) = 0. (76)
In the typical scale of systems being investigated, N is 106–108, which makes the solution
of Eq. (76) computationally intensive. The problem is typically solved using N -dimensional
Newton–Raphson methods with iterative linear solvers.
Ex
Ex
EyEy
Figure 21: The electric field is evaluated on a different mesh with h/2 offset from the electric
potential mesh to avoid further approximation.
The electric field is calculated using meshes with h/2 location offset from the electric
potential map nodes to avoid making further approximations. For Ex field the node location
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is xi = x0 + h/2 + ih, while yj and zk coordinates of the nodes are as before. The electric
field is evaluated with
Ex,i,j,k =
φi,j,k − φi+1,j,k
h
, (77)
and similarly for Ey and Ez as shown in Fig. 21. The near-solid distances (α and β) described
before are also used here to modify the electric field calculation near the solids.
4.2.2 Trajectory calculation
The particles in this type of simulation represent several physical particles, and therefore
they are typically called macro-particles. Each particle is given charge q and mass m, which
are parameters of the physical particle, and current I, which is a parameter of the macro-
particle. The particle also has location x and velocity v, which are set according to the
definition given by the user. In a typical case, where particles are starting inside the plasma,
the location is sampled from a quasi-random distribution to fill a cylindrical surface on the
boundary of the simulation domain. The longitudinal z component of the velocity is defined
to be larger than the Bohm velocity, while the transverse components are sampled from a
Gaussian distribution with standard deviation σv =
√
Tie/m, where Ti is the ion transverse
temperature. The code also contains many other possibilities for beam definition, such as
rectangular beams, beams with KV- or Gaussian-distributed emittance pattern or definition
of beam particle-by-particle.
The propagation of particles in the simulation domain is calculated by integrating the
particle equation of motion in the form of a set of ordinary differential equations. Using the
non-relativistic approximation in 3D, the set is
dx
dt
= vx, (78)
dy
dt
= vy, (79)
dz
dt
= vz, (80)
dvx
dt
= ax =
q
m
(Ex + vyBz − vzBy), (81)
dvy
dt
= ay =
q
m
(Ey + vzBx − vxBz), (82)
dvz
dt
= az =
q
m
(Ez + vxBy − vyBx). (83)
The integration of the system of equations is done with a Runge–Kutta Cash–Karp adaptive
algorithm and, at each step, the full set of particle coordinates (t, x, vx, y, vy, z, vz) is stored.
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4.2.3 Space-charge deposition
The particle trajectories are used to calculate the space-charge density in the simulation
domain. This is done by depositing the charge carried by the trajectories into the nodes of
the mesh in which the Poisson equation is solved. Each particle trajectory carries current I.
The simulated macro-particles must have a finite size so that space charge can be defined.
The simplest scheme for space-charge deposition would be to assume a box-like particle shape
with
ρ(x1, x2) =


I
h2v
if −1
2
h < x1 <
1
2
h and −1
2
h < x2 <
1
2
h,
0 elsewhere,
(84)
where x1 and x2 are the coordinates transverse to the trajectory. This is known as the closest-
node weighting and it is prone to numerical noise. A better solution is to distribute the space
charge to closest nodes with bilinear weighting. The particle space-charge distribution
ρ(x1, x2) =


I
h2v
(1− |x1/h|)(1− |x2/h|) if −h < x1 < h and −h < x2 < h,
0 elsewhere,
(85)
leads to much smoother space-charge densities. The charge deposition to the nodes is done
based on the closest distance from the trajectory, as shown in Fig. 22.
-h +h
ρ0
x
ρa)
d
b)
Figure 22: (a) In 2D the particle shape is a triangle with base width of 2h and height
ρ0 = λ/hv, where λ is line charge density carried by the 2D trajectory. (b) As the particle
passes through the domain, it covers mesh nodes with space-charge density according to the
particle shape. The space charge deposited to mesh nodes is calculated according to the
closest distance d of the node from the trajectory.
Even with the smooth space charge deposition of Eq. (85), the overall iteration may not
converge in all cases. In a typical case a region of space gets a high ρ, which leads to electric
fields directing the particles away from the region in the next iteration round. This will
lead to a low ρ, which then leads to electric fields directing the particles into the area. This
phenomenon happens easily especially where the particle velocities are low and trajectories
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get deflected by low electric fields. A simple method for suppressing the effect is to use
under-relaxation of the space-charge map to avoid the over-shooting of ρ.
4.3 Other useful computer codes for ion optics
Other computer codes that may be useful for ion optics include Poisson Superfish [35]
and FEMM [36], which can be used to calculate magnetostatics in 2D and cylindrically
symmetric geometries using the finite element method, and Radia-3D [37], which uses
boundary integral methods to solve magnetostatic problems in 3D. Commercial computa-
tional suites such as Cobham Vector Fields [38], Comsol Multiphysics [39] and IES
Lorentz [40] provide advanced finite element- and boundary element-based field solvers.
These packages provide nicely packaged, easily used tools with graphical user interfaces for
typical problems such as electrostatic and magnetostatic field solution, heat transfer and even
charged-particle tracers. Unfortunately, serious plasma modelling capabilities are still miss-
ing from the commercial packages. All of the above-mentioned codes can be used together
with IBSimu, for example, for providing B field maps of magnetic elements.
There also exist many specialized programs for modelling space-charge compensation,
beam bunching, cyclotron injection, radio frequency quadrupole (RFQ) acceleration, colli-
sional ion source plasmas, etc., with many different methods. The reader is encouraged to
seek more information about such software from the literature and the World Wide Web.
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