Abstract. We study Polish spaces for which a set of possible distances A ⊆ R + is fixed in advance. We determine, depending on the properties of A, the complexity of the collection of all Polish metric spaces with distances in A, and describe the properties that A must have in order that all Polish spaces with distances in that set belong to a given class, such as zero-dimensional, locally compact, etc. These results lead us to give a fairly complete description of the complexity, with respect to Borel reducibility and again depending on the properties of A, of the relations of isometry and isometric embeddability between these Polish spaces.
Introduction
A common problem in mathematics is to classify interesting objects up to some natural notion of equivalence. More precisely, one considers a class of objects X and an equivalence relation E on X, and tries to find a set of complete invariants I for (X, E). To be of any use, such an assignment of invariants should be as simple as possible. In most cases, both X and I carry some intrinsic Borel structures, so that it is natural to ask the assignment to be a Borel measurable map.
A classical example is the problem of classifying separable complete metric spaces, called Polish metric spaces, up to isometry. In [Gro99] Gromov showed for instance that one can classify compact Polish metric spaces using (essentially) elements of R as complete invariants; in this case, one says that the corresponding classification problem is smooth. However, as pointed out by Vershik in [Ver98] the problem of classifying arbitrary Polish metric spaces is «an enormous task», in particular it is far from being smooth. Thus it is natural to ask "how complicated" is such a classification problem.
A natural tool for studying the complexity of classification problems is the notion of Borel reducibility introduced in [FS89] and in [HKL90] : we say that a classification problem (X, E) is Borel reducible to another classification problem (Y, F ) (in symbols, E ≤ B F ) if there exists a Borel measurable function f : X → Y such that x E x ′ ⇐⇒ f (x) F f (x ′ ) for all x, x ′ ∈ X. Intuitively, this means that the classification problem (X, E) is not more complicated than (Y, F ): in fact, any assignment of complete invariants for (Y, F ) may be turned into an assignment for (X, E) by composing with f . A comprehensive reference for the theory of Borel reducibility is [Gao09] .
In the seminal [GK03] (see also [CGK01, Cle12] ), Gao and Kechris were able to determine the exact complexity of the classification problem for isometry on arbitrary Polish metric spaces with respect to Borel reducibility: it is Borel bireducible with the most complex orbit equivalence relation (so every equivalence relation induced by a Borel action of a Polish group on a Polish space Borel reduces to it). However they left the open problems of establishing the complexity of isometry on locally compact ultrametric and zero-dimensional Polish spaces. We have been able to solve the first of these questions in [CMMR18] using an approach that goes back to Clemens [Cle07] and Gao and Shao [GS11] : Clemens studied the complexity of isometry on the collection of Polish metric spaces using only distances in a set A ⊆ R + fixed in advance, while Gao and Shao considered the restriction of Clemens' problem to ultrametric Polish spaces.
We answered the questions left open by Gao and Shao in [CMMR18] , where we focused on the study of ultrametric Polish spaces with a fixed set of distances and, as a byproduct, we showed that isometry on locally compact (and even discrete) ultrametric Polish spaces is Borel bireducible with countable graph isomorphism. In this paper we instead settle various problems, or provide new proofs for known results, about arbitrary Polish metric spaces with a fixed set of distances.
All metric spaces we consider are always assumed to be nonempty. Let R + = {r ∈ R | r ≥ 0}. Let (X, d X ) be a Polish metric space, i.e. a separable space with a complete metric d X (which often is left implicit). We denote by D(X) the set of distances that are realized in X, i.e.
D(X) = {r ∈ R
+ | ∃x, y ∈ X(d X (x, y) = r)}.
Definition 1.1. We say that A ⊆ R + is a distance set if A = D(X) for some Polish metric space X. When A = D(X) we say that A is realized by X. Let D denote the set of all distance sets A ⊆ R + .
Clemens characterized the members of D in his PhD thesis.
Then A is a distance set if and only if A is analytic, 0 ∈ A, and either A is countable or 0 is a limit point of A.
Clemens studied also for which A ∈ D, given a property of Polish spaces (like being locally compact, or σ-compact, or discrete, or countable, and so on) some
Preliminaries
If A is a countably generated σ-algebra of subsets of X that separates points we refer to the members of A as Borel sets (indeed, as shown e.g. in [Kec95, Proposition 12.1], in this case A is the collection of Borel sets of some separable metrizable topology on X), and to (X, A) as a Borel space. The Borel space (X, A) is standard if A is the collection of Borel sets of some Polish (i.e. separable and completely metrizable) topology on X. A map between two Borel spaces is Borel if the preimages of Borel sets of the target space are Borel sets of the domain.
We denote by Σ whenever n < m, and for uncountable standard Borel spaces the inclusion is strict. This hierarchy is the projective hierarchy. Σ 1 1 and Π 1 1 sets are called resp. analytic and coanalytic sets. The class of differences of two analytic subsets (equivalently: of intersections of an analytic and a coanalytic subset) of X is denoted D 2 (Σ 1 1 )(X). We extend these notions also to Borel spaces X which are not necessarily standard. In particular we say that A ⊆ X is analytic (or Σ The main tool for establishing lower bounds on the complexity of a set (as measured by its position in the projective hierarchy, or in its refinement known as the difference hierarchy over some level of the projective hierarchy) is Wadge reducibility. Since here we are interested in Borel spaces (as opposed to topological spaces) we will use Borel Wadge reducibility (instead of continuous Wadge reducibility), defined as follows.
If X and Y are Borel spaces, A ⊆ X, and B ⊆ Y , we say that A is Borel Wadge reducible to B (and write A ≤ BW B, even though (A, X) ≤ BW (B, Y ) would be more correct) if there exists a Borel function f : X → Y such that for every x ∈ X, x ∈ A if and only if f (x) ∈ B.
Notice that if e.g. B is Σ 1 n and A ≤ BW B then A is also Σ 1 n . Thus, proving that A ≤ BW B for some A of known complexity yields a lower bound on the complexity of B.
If Γ is a class of sets in standard Borel spaces downward closed under ≤ BW (like Σ 1 n and Π 1 n ), Y is a standard Borel space and A ⊆ Y , we say that A is Borel Γ-hard if B ≤ BW A for every B ∈ Γ(X), where X is a standard Borel space. We say that
If A is Borel Γ-hard and A ≤ BW B, then B is Borel Γ-hard as well: this is the typical way to prove hardness results. If a set is Borel Π , Borel Γ-hardness can be simply called Γ-hardness, as it can be witnessed by continuous functions for any Polish topology compatible with the standard Borel space, see [Kec97] .
Most results in Section 4 state that a collection of Polish metric spaces is Borel Γ-complete for some Γ, and thus pinpoint the complexity of that particular collection by showing that it belongs to Γ and not to any simpler class. When Γ is not selfdual, meaning that it does not coincide with the classΓ of the complements of its elements, this implies in particular that such a collection does not belong toΓ.
Borel Wadge reducibility can be generalized from sets to binary (and in fact, n-ary for any n) relations as follows. Let R and S be binary relations on Borel spaces X and Y , respectively. We say that R is Borel reducible to S, and we write R ≤ B S, if there is a Borel function f : X → Y such that x R x ′ if and only if f (x) S f (x ′ ) for all x, x ′ ∈ X. If R ≤ B S and S ≤ B R we say that R and S are Borel bireducible and we write R ∼ B S. If on the other hand we have R ≤ B S and S B R we write R < B S.
If Γ is a class of binary relations on standard Borel spaces and S ∈ Γ, we say that S is complete for Γ if R ≤ B S for all R ∈ Γ. Some relevant classes Γ one might consider are the collection of all analytic equivalence relations and the collection of all analytic quasi-orders. (Recall that a quasi-order is a reflexive and transitive binary relation.) An example of a complete quasi-order for the latter class is embeddability between countable graphs, see [LR05] . When Γ is the class of orbit equivalence relations (that is, those Borel reducible to a relation induced by a Borel action of a Polish group on a standard Borel space) a complete element for Γ is isometry on arbitrary Polish spaces, see [GK03] . Another important example is the class of equivalence relations classifiable by countable structures, that is those Borel reducible to isomorphism on countable structures. The canonical example of an equivalence relation complete for this class is countable graph isomorphism, see [FS89] .
We reserve the term "complete for Γ" for relations defined on some standard Borel space. In Section 5, we often consider analytic relations on Borel spaces which (by the results of Section 4) are not standard. In these cases we rather state that a relation is Borel bireducible with a complete for Γ relation.
We denote by ∼ = and ⊑ the relations of isometry and isometric embeddability between metric spaces. Recall that a metric space is Polish if and only if it is isometric to an element of F (U), the collection of all nonempty closed subsets of the Urysohn space U (here we differ slightly from [Kec95] , where F (U) includes the empty set). The space F (U) is endowed with the Effros Borel structure, which turns it into a standard Borel space: the hyperspace containing all Polish metric spaces up to isometry. We fix also a sequence of Borel functions (ψ n ) n∈ω from F (U) into U such that {ψ n (X) | n ∈ ω} is dense in X for every X ∈ F (U).
Remark 2.1. Another possible coding for Polish metric spaces (used e.g. in [Cle07]) is sometimes convenient. In this approach a Polish metric space U is coded by an element M of a suitable M, which is a closed subset of ω×ω R: U is the completion of a set of points {x i | i ∈ ω} such that the distance between x i and x j equals M (i, j). As explained in [MR17, Section 2], this coding is equivalent to the one introduced above, in the sense that there are Borel functions Φ : F (U) → M and Ψ : M → F (U) such that Φ(X) codes a space isometric to X and Ψ(M ) is isometric to the space coded by M . Therefore the results can be transferred between the two settings. (1) For every α such that 1 ≤ α < ω 1 we have ∼ =α ∼ B ∼ = ⋆ α and these equivalence relations are classifiable by countable structures.
(2) The relations ∼ =α, for 1 ≤ α < ω 1 , form a strictly increasing chain under ≤ B of Borel equivalence relations which is cofinal below countable graph isomorphism (i.e. cofinal among Borel equivalence relations classifiable by countable structures).
(ii) if α > ω, ⊑ α contains both upper and lower cones that are Σ 1 1 -complete, and hence ⊑ α is analytic non-Borel; (iii) all classes of the equivalence relation induced by ⊑ ω+1 are Borel, hence ⊑ ω+1 is not complete for analytic quasi-orders; (iv) for all α < β ≤ ω + 2, ⊑ α < B ⊑ β .
The problem of establishing the exact complexity of ⊑ α for α ≥ ω + 2 is still open.
Basic tools to change from a set of distances to another one are metric preserving functions, i.e. functions f : A → R + such that for every metric d on a space X with range contained in A we have that f • d is still a metric on X. There is a vast literature about metric preserving functions defined on the whole R + (see [Dob95, Cor99] for surveys); the case where the domain is a proper subset of R + appears to have received less attention. Since we are dealing with Polish metric spaces, we are interested in functions f which preserve also the fact that (X, d) is Polish, i.e. Polish metric preserving functions: these are the metric preserving functions such that for every sequence x n in the domain of f , lim n→∞ x n = 0 if and only if lim n→∞ f (x n ) = 0.
A Polish metric preserving function f :
which is homeomorphic to (X, d) via the identity function by the previous characterization. The following proposition ensures that this transformation is always Borel.
The set F is clearly analytic. Since id X is a homeomorphism between (X, d) and 
Distance sets of particular Polish metric spaces
Beside proving Theorem 1.2 characterizing distance sets, Clemens also characterized the A ∈ D which can be realized by Polish metric spaces in a given class. We now consider the dual problem of determining when A ∈ D is realized only by Polish metric spaces in a given class. We need the following construction, which will be used repeatedly throughout the paper.
Let (X, d X ) and (Y, d Y ) be metric spaces. Given two pointsx ∈ X andȳ ∈ Y and a real r > 0 we can extend the metrics c, b) . The case a, b ∈ Y and c ∈ X is symmetric.
Assume now a ∈ X and b ∈ Y (the symmetric case is analogous). We distinguish three cases.
•
is similar to the previous one.
Polishness is preserved because every Cauchy sequence in Z is eventually contained either in X or in Y , so the construction does not add new limits of Cauchy sequences.
We denote the metric space (Z, d Z ) by X ⊕ r Y , omitting reference tox andȳ because the choice of these two points will be irrelevant in our applications. Notice that given r > 0, the map
may be construed as a Borel function by choosing the "gluing points"x andȳ in a Borel way, e.g. using a Borel selector. The most important property of this construction is the following:
Notice that if A is well-spaced and infinite then A \ {0} is either a descending chain converging to 0, an unbounded ascending chain, or the union of these two. To obtain sharper results we make extensive use of the following Borel construction of Polish metric spaces.
• (r n ) n∈ω is strictly decreasing and converges to 0; • (r ′ n ) n∈ω is strictly monotone and converges to x;
We first study the complexity of M A .
Theorem 4.5. Let 0 ∈ A ⊆ R + .
(1) If A is not closed and 0 is a limit point of A, then M A is Π (2) Assume first that A is a closed subset of R + , or that A is Borel and 0 is not a limit point of A. Then, in either case, for any X ∈ F (U) we have X ∈ M A ⇔ ∀n, m ∈ ω d(ψ n (X), ψ m (X)) ∈ A: for the backwards implication when 0 is not a limit point of A, use the fact the the condition ∀n, m ∈ ω d(ψ n (X), ψ m (X)) ∈ A implies that X is discrete, so X = {ψ n (X) | n ∈ ω}.
Conversely, assume that M A is Borel. Then A is Borel by Proposition 4.2(1) and if A is not closed and 0 is a limit point of A we derive a contradiction from (1).
(3) is immediate from (1) and Fact 4.1. To prove (4) first recall that M A is Π 1 2 by Fact 4.1. To show that M A is Borel Π 1 2 -hard we fix a strictly descending sequence (ε i ) i∈ω in A with ε i < 2 −i . Let P ⊆ 2 ω be an arbitrary Π 1 2 set. We assume first that
Let us define a Borel function g from 2 ω to the space of pruned trees on {0, 1} as follows. Given α ∈ 2 ω consider the compact set C α = {f (α, β) | β ∈ 2 ω } ∪ {ε i | i ∈ ω} ∪ {0}. Define g(α) to be the pruned tree
Function g is Borel, using the fact that, given s ∈ 2 <ω ,
If A is unbounded, let ϕ : 2 ω → R + be a continuous function reducing a Σ 1 1 -complete subset of 2 ω to A. Since the range of ϕ is bounded, it follows that
1 -complete for some n and h n still does the job. If we further assume that A ∈ D we can draw the following corollaries. These, combined with Theorem 4.5(3), provide a complete picture of the complexity of M A for A ∈ D under analytic determinacy (which ensures that every analytic set which is not Borel is Σ (1) If A is not Borel then M A is neither analytic nor coanalytic;
(1) If M A were analytic then it would be Borel by Corollary 4.6, and then A would be Borel by Proposition 4.2(1). Since A is analytic by Theorem 1.2, Proposition 4.2(1) implies also that M A is not coanalytic.
(2) Since any Σ 1 1 -complete set is uncountable, the result follows immediately from Theorems 1.2 and 4.5(4).
For the reader's convenience we summarize in Table 1 our results for the complexity of M A when A ∈ D.
We now show that the complexity of M ⋆ A often depends on the limit points of A. 
Properties of
Proof. We start from (2). For (a) pick y = 0 which is a limit point of A: obviously y ∈ A. Fix now sequences (s n ) n∈ω , (s (1) If 0 is not a limit point of A or 0 is the unique limit point of A, then M ⋆ A is Borel; (2) if 0 is a limit point of A and A is closed having other limit points besides 0, then M A such that U ⋆ A = ∅), a Polish A-ultrametric spaces X which is A-universal (i.e. such that X ∈ U ⋆ A , and Y ⊑ X for every Y ∈ U A ) and ultrahomogeneous. They call such a space A-ultrametric Urysohn. The analogous question for Polish spaces was considered by Sauer in [Sau13] (beware that Sauer calls homogeneous the spaces we call ultrahomogeneous, and that his definition of universality is equivalent to ours only for ultrahomogeneous and complete spaces).
Definition 4.11. We say that a metric space X is ultrahomogeneous if every isometry between finite subsets of X can be extended to an isometry of the whole X.
A must then hold). If X is ultrahomogeneous then we say it is A-Urysohn.
Here we use Corollary 4.6 to extend Sauer's characterization ([Sau13, Theorem 4.13], which is the equivalence between (i) and (iv) in Theorem 4.14 below) and give a different proof of the necessity of the condition for the existence of A-Urysohn spaces. The following property was isolated in [DLPS07] . Proof. The equivalence between (i), (ii), and (iii) follows immediately from Corollary 4.6. (i) implies (iv) is obtained by Sauer repeating the classical construction of the Urysohn space (which in our terminology would be R + -Urysohn) using only spaces in M A : we amalgamate (using the 4-values condition) the finite members of M A obtaining an ultrahomogeneous Z with D(Z) = A which isometrically embeds all countable metric spaces using distances in A. We then let X to be the completion of Z, and we need to check that (i) guarantees that X does not use distances outside A. If 0 is not a limit point of A then Z is discrete so that X = Z ∈ M A . Otherwise D(X) ⊆ D(Z) = A, thus if A is closed we have X ∈ M A . Moreover X is still ultrahomogeneous by [Sau13, Theorem 4.4].
To prove (iv) implies (v) we need Theorem 3.9 of [Sau13] , stating that the set of distances of a ultrahomogeneous universal metric space satisfies the 4-values condition.
We complete the proof by showing that (v) implies (iii). This is immediate because if a Polish A-universal X exists, then Y ∈ M A if and only if Y ⊑ X.
Isometry and isometric embeddability
⋆ A ′ \{r0} and V = {z 0 , z 1 } consists of two points at distance r 0 , so that d Z (w, z i ) ≥ r 1 for every w ∈ W and i ∈ {0, 1}. Now, associate to every X ∈ M A the space X × Z with the product metric
is an isometric embedding (respectively, an isometry), then ψ × id Z : X × Z → Y × Z is an isometric embedding (respectively, an isometry). Conversely, suppose ψ : X × Z → Y × Z is an isometric embedding. Then for every x ∈ X there exists y ∈ Y such that ψ(x, z 0 ) ∈ {(y, z 0 ), (y, z 1 )}, since in both X × Z and Y × Z the points having second coordinate equal to z 0 or z 1 are the only points that realize the distance r 0 by our choice of Z. This defines a function ϕ : X → Y with the property that for every x ∈ X we have ψ(x, z 0 ) = (ϕ(x), z i ) for some i ∈ {0, 1}. In order to prove that ϕ is an isometric embedding, let x, x ′ ∈ X and let
So ϕ is an isometric embedding. Assume now ψ is surjective and let y ∈ Y . So, suppose ψ(x, z) = (y, z 0 ) and ψ(x ′ , z ′ ) = (y, z 1 ). Since d Y ×Z ((y, z 0 ), (y, z 1 )) = r 0 , which is a distance not realized in X and realized only by the pair {z 0 , z 1 } in Z, this means that {z,
Remark 5.2. One may be interested in analogues of Proposition 5.1 obtained by restricting the relations of isometry and isometric embeddability to a given class of Polish metric spaces. The same proof shows that the conclusion of the Proposition would still hold whenever such a class has an element in M ⋆ A ′ and is closed under finite products and the operations ⊕ r . This includes ultrametric, zero-dimensional, countable, compact, locally compact, σ-compact, and discrete spaces.
2 One can also restrict attention to spaces of a fixed dimension different from 0 and obtain the same results even if these classes are not closed under finite products: this is because in the last paragraph of the proof of Proposition 5.1 we can require (by Theorem 3.1(1)) Z to be zero-dimensional, so that X × Z has the same dimension of X.
We will use the following folklore construction to turn a countable graph into a discrete metric space. Fix r, r ′ ∈ R with r < r ′ ≤ 2r. To each graph G on ω associate the metric space X G = (G, d G ) by letting d G (a, b) = r if (a, b) is an edge in G, and d(a, b) = r ′ if a = b and (a, b) is not an edge in G. The following Lemma is straightforward.
Notice that the conditions considered in Theorem 5.4 are exhaustive. In fact, if 0 is not isolated in A or A is not well-spaced then we are in either case (1), (2), or (3). If 0 is isolated in A and A is well-spaced then A is well-founded, since decreasing sequences in a well-spaced set are infinitesimal. Since a well-founded and well-spaced set has order type ≤ ω, we are either in case (4) or in case (5).
Proposition 5.1 may be used to give a simpler proof of part (1) 1+d(x,y) . This reduces isometry on all Polish 2 When considering these subclasses, to ensure that they have an element in M ⋆ A ′ some conditions on A ′ must be imposed (see Theorem 3.1): for example, for the ultrametric, countable, and discrete cases, the set A ′ must be countable by Theorem 3.1(2). metric spaces to ∼ = [0,r) , which in turn reduces to ∼ = ⋆ A\{r} . Hence, by construction of X ′ , either X 0 ⊆ Z or X 0 ⊆ X. In the former case X 0 = Z because ψ(Z) cannot intersect both Y and Z, since any two points of Z are less than r apart. Thus ψ(X) = ψ(X ′ \ X 0 ) = Y and ψ ↾ X is an isometry between X and Y . If instead X 0 ⊆ X, we claim that
Notice that ϕ is well-defined by the fact that by definition ψ(X 0 ) = Z ⊆ X ′ . For the same reason, the range of ϕ equals the range of
, thus ϕ is a surjection from X onto Y . Finally, we check that ϕ preserves distances. It is clearly enough to show that for x ∈ X \ X 0 and
Finally, assume that f is as in (iii) and let A ′ A be the range of f . We map any X ∈ M A to X ′ ∈ M A ′ by composing the metric d X with f : the fact that f is Polish metric preserving makes sure that It is not obvious when Condition (iii) of Theorem 5.8 holds. Notice that a sufficient condition for a nondecreasing f : A → R to be metric preserving is that for all r, s, t ∈ A, if s ≤ t < r ≤ s + t then f (r) ≤ f (s) + f (t). Using this we see that Condition (iii) holds for instance when A = Q or A = R \ Q, as witnessed by the map f (r) = r/(1 + r). The same is true when A contains an interval [a, b], as witnessed by
(Notice that b does not belong to the range of f .) On the other hand, such condition can fail even for countable sets: if A = {0}∪{2 k | k ∈ Z} then every injective Polish metric preserving function f : A → A satisfies f (2 k ) = 2 k+z for some z ∈ Z, and hence is surjective. Notice however that this particular A satisfies Condition (i) of Theorem 5.8.
In fact, we do not know if there exists A ∈ D which does not satisfy any of the conditions of Theorem 5.8. However if such an A exists, it must be uncountable. To show this, we need the following fact, which might be of independent interest. Proposition 5.9. Let A ∈ D be such that A is dense in (a, b) and A ∩ (a, +∞) is countable for some a < b. Then Condition (iii) of Theorem 5.8 holds, i.e. there exists f : A → A which is Polish metric preserving, injective, and non-surjective.
Proof. We may assume that a, b ∈ A. We will define f strictly increasing which is the identity up to a and maps A ∩ (a, +∞) into (a, b), so that b ∈ A is not in the range of f .
Let (a n ) n∈ω be an enumeration without repetitions of A ∩ (a, +∞). Since A is dense in (a, b) we can inductively define f (a n ) so that:
• f (a n ) < a n ;
• if c 0 = a < c 1 < · · · < c n+1 enumerate in increasing order {a} ∪ {a m | m ≤ n} then the slope of the segment with endpoints (c i , f (c i )) and (c i+1 , f (c i+1 )) is larger than the slope of the segment with endpoints (c i+1 , f (c i+1 )) and (c i+2 , f (c i+2 )) for each i < n.
The analogous problems about isometry between spaces of fixed dimension (different from ∞) appear to be more delicate and are discussed more in detail in [CMMR18, Question 7.1 and the ensuing discussion]. The only result about isometry that we know still holds after fixing dimension is Theorem 5.8, because we can still use Remark 5.2.
Proposition 5.11 can be strengthened by replacing completeness with invariant universality (the notion originates in [FMR11] , and was formally introduced in [CMMR13] ).
Definition 5.14. Let the pair (S, E) consist of an analytic quasi-order S and an analytic equivalence relation E ⊆ S, with both relations defined on the same standard Borel space X. Then (S, E) is invariantly universal (for analytic quasiorders) if for any analytic quasi-order R there is a Borel B ⊆ X invariant under E such that R ∼ B S ↾ B.
When E is isometry and S is isometric embeddability on some class of metric spaces, we just say that S is invariantly universal.
Notice that if (S, E) is invariantly universal, then S is complete for analytic quasi-orders.
A notion strictly connected to invariant universality is the following (see [CMMR18] ). Given a pair (S, E) as above, we denote by S/E the E-quotient of S, i.e. the quasiorder on X/E induced by S. If F and E are equivalence relations on sets X and Y and f : X/F → Y /E, then a lifting of f is a functionf :
Definition 5.15. Let (R, F ) and (S, E) be pairs consisting of a quasi-order and an equivalence relation on some standard Borel spaces, with F ⊆ R and E ⊆ S.
We say that (R, F ) is classwise Borel isomorphic to (S, E), in symbols (R, F ) ≃ cB (S, E), if there is an isomorphism of quasi-orders f between R/F and S/E such that both f and f −1 admit Borel liftings. When the equivalence relations F and E are clear from the context we just say that R is classwise Borel isomorphic to S, and write R ≃ cB S.
It is easy to see that if (R, F ) is invariantly universal and for some Borel Einvariant B we have (R, F ) ≃ cB (S ↾ B, E ↾ B) then (S, E) is invariantly universal as well.
invariant under isometry so that (1) is satisfied. Condition (4) is satisfied as well by the second part of the definition of B and the fact that we set r 0 = r. Finally, condition (2) follows from Lemma 5.16 and Remark 5.17.
Assume now that A is well-spaced and ill-founded. Notice that any strictly decreasing sequence (r n ) n∈ω in A must converge to 0 (otherwise A would not be well-spaced). Also we may assume without loss of generality that there isr ∈ A with r 0 <r (otherwise we shift the decreasing sequence by one). Then setting A ′ = {0} ∪ {r n | n ∈ ω} we get that (3) is satisfied. Moreover, A ′ is well-spaced by case assumption, hence M ⋆ A ′ is Borel by Lemma 5.18. Let B be the collection of those
The set B is clearly Borel in F (U). We will now show that (4) is satisfied for such B: since condition (4) is preserved by isometry, it will also follow that B is invariant under isometry, i.e. that (1) is satisfied. So let X ∈ B, let D be dense in X, and let x ∈ X be arbitrary. Let n ∈ ω be such that d X (ψ n (X), x) < r 0 , and let m ∈ ω be such that d X (ψ n (X), ψ m (X)) = r 0 , which exists because X ∈ B. Then since X is ultrametric by Theorem 3.5(2) and the fact that A ′ is well-spaced, we also get d X (x, ψ m (X)) = r 0 . Using the density of D, pick y ∈ D such that d X (ψ m (X), y) < r 0 : using again the fact that X is ultrametric, we get d X (x, y) = r 0 , as required. Finally, part (2) follows from Lemma 5.18 and Remark 5.19.
We now check that C = [f (B)]∼ = is Borel in F (U). First observe that since topologically X is a direct sum of X and Z, then for any dense subset D ofX one has ∀x ∈ X ∃y ∈ D d X (x, y) = r 0 . Together with the fact that r 0 / ∈ D(Z), this allows us to recover X from the space X as the completion (i.e. closure in U) of {ψ n ( X) | ∃m(d(ψ n ( X), ψ m ( X))) = r 0 }, and Z as the completion of {ψ n ( X) | ¬∃m(d(ψ n ( X), ψ m ( X))) = r 0 }.
We now generalize this process to an arbitrary Y ∈ F (U). Let Rlz(n, Y, r) be an abbreviation for the Borel condition This is a Borel condition (here we are also using the fact that since isometry on F (U) is Borel bi-reducible with an orbit equivalence relation, then the isometry class of a fixed element Z is Borel), whence C is a Borel subset of F (U).
Finally, let g : C → B, Y → X(Y ), where X(Y ) is as above. As already noticed, such map is Borel and (g • f )(X) = g( X) = X( X) ∼ = X for every X ∈ B. Conversely, for every Y ∈ C we have 
