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Сервисы социальных сетей в интернете, такие как микроблоги, пред-
лагаемые такими платформами, как Twitter, продемонстрировали феноме-
нальный рост своей пользовательской базы. Этот рост вызвал интерес к
использованию данных, предоставляемых этими платформами, для извле-
чения разного рода информации, такой как, например, географическое по-
ложение, от пользователей. Полученные данные можно использовать для
предоставления пользователям персонализированных услуг, таких как ре-
левантные новости, реклама и прочий контент. Также знания о местополо-
жении пользователей могут позволить исследователям анализировать ми-
ровые события с точки зрения того, как и какие слои населения они за-
девают. С более чем 200 миллионами учетных записей в Twitter в разных
географических точках короткие сообщения (твиты) образуют огромный
набор данных, который может быть проанализированы для извлечения та-
кой географической информации.
Проблемы
Twitter позволяет своим пользователям самостоятельно указывать
свое географическое положение. Эта информация о местоположении вво-
дится пользователем вручную или обновляется с помощью GPS (но акти-
вировано это лишь у небольшого процента пользователей [1]). Следова-
тельно, данные о географическом местоположении для большинства поль-
зователей могут отсутствовать или быть неверными. Есть несколько недо-
статков в использовании обновления местоположения вручную:
• основной и единственный инструмент для получения информации о
геолокации пользователей - официальный сервис Twitter API. К со-
жалению, доступ к данному сервису открыт исключительно на плат-
ной основе.
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• пользователи могут ввести неверные данные о географическом ме-
стоположении. Например, пользователь может ввести свое местопо-
ложение как “Марс, кратер Ковальский”. Также это может быть не
название реального географического местоположения “Криптон”;
• пользователи могут неоднозначно указать свое местоположение. На-
пример, “космополит, но из Москвы”. Такую строку сложно обрабо-
тать, так как в ней много лишней информации;
• у пользователей может быть не указано местоположение.
Следовательно, надежность таких данных для определения геогра-
фического местоположения пользователя невысока. Чтобы преодолеть эту
проблему редко доступной информации о местоположении пользователей,
мы оцениваем географическое положение пользователя Twitter на уровне
страны, основываясь не только содержании указанного поля местополо-
жения, но и на геолокации пользователей, с которыми взаимодействует
рассматриваемый.
Цель и задача работы
В Twitter пользователи могут публиковать микроблоги, известные
как твиты, которые могут читать другие пользователи. Наряду с этой
службой микроблогов Twitter также предоставляет службу социальной се-
ти, в которой пользователь (подписчик) может следить за твитами другим
пользователем. Каждый край социальной сети формируется этими отноше-
ниями «подписки». Как подписчик, пользователь получает все твиты, от-
правленные подписчиком, и, в свою очередь, может отвечать на эти твиты
с помощью ответного твита. Этот ответ-твит - ключевой инструмент вза-
имодействия пользователей Twitter, который составляет основу разговора
между двумя разными пользователями. Согласно исследованию [2] ответ-
ные твиты и направленные твиты составляют около 25,4% всех сообщений
в Twitter. Это показывает, что функция ответа-твита широко используется
пользователями Twitter. Основная идея моей работы заключается в том,
что так как разговор между пользователями может быть посвящен темам
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(погода, спорт и т. д.) связанным с местоположением, предполагается, что
этот набор тем остается неизменным во время обсуждения. Тогда можно
предполагать, что геолокация участника дискуссии связана с геолокацией
остальных участников. Таким образом, составив граф того, с кем пользо-
ватель взаимодействует в Twitter, можно составить представление о его
местоположении.
Подытоживая, методологию научной работы можно разделить на 3
этапа:
• обработка верно указанных геопозиций;
• обработка геопозиций, содержащих грязные данные;
• обработка пользователей при помощи графовых вероятностных ме-
тодов.
Цель данной работы заключается в решении описанных выше про-
блем посредством разработки программного комплекса, который позволял
бы получать необходимые геоданные от пользователей без необходимости
получать доступ к Twitter API. Также сервис должен иметь возможность
обрабатывать как грязные данные от пользователей, так и определять гео-
локацию пользователей без указанной в явном виде геолокации.
Задачу данной работы можно формализовать, описав тремя основ-
ными этапами:
• Проектирование архитектуры программного обеспечения;
• Реализация необходимых алгоритмов;
• Оценка качества полученного ПО.
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Обзор литературы
В силу того, что работа состоит из разных этапов, для ее реализации
были изучены различные источники разной направленности.Изученная си-
стема Bloom Embedding представлена в данной статье [3] . Residual Neural
Network рассмотрена в оригинальной статье авторов данной архитектуры
[4] . Процесс обучения мультиязычной системы для распознования имен-
ных сущностей, реализованной в библиотеке spaCy, описывается в следую-
щем материале [5] . Архитиктура word2vec, сравниваемая в данной работе
с Bloom Embedding, представлена в статье [6] . В процессе исследования
области векторизации слов также были исследованы такие архитектуры
как fasttext [7] и GloVe [8] . Для нормализации строк геолокаций исполь-
зовался Open Street Maps API, описанный в следующей документации [9]
.
Для ознакомления с текущими разработками в смежной области был
изучен ряд статей. [10] - обзорная статья, посвященная social network
analysis (SNA). В статье [2] описывается подход, в котором геолокация
пользователя определяется исходя из содержания его твитов. Здесь [11]
авторы статьи предсказывают партию, к которой принадлежит член сена-
та США, основываясь на его взаимодействиях в Twitter. В данной статье
[12] авторы исследовали динамику мнений людей в зависимости от их вза-
имодействий с другими мнениями. [13] исследует влияние событий в мире
на взаимодействия в социальных сетях на примере хэштега #BoycottNFL.
[14] посвящена рекомендациям товаров для пользователей в соответствии
с их поведением на сайте магазине.
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Глава 1. Разработка программного комплекса для опре-
деления геолокации пользователей в дискусси-
ях в в социальных сетях
Проектирование архитектуры программного обеспечения
Для реализации поставленных задач была выбрана микросервисная
архитектура, позволяющая представить каждый этам обработки данных
как отдельный сервис. Такой подход обеспечивает модульность системы,
что позволяет эффективнее распределять задачи и структурировать рабо-
ту над проектом.
Алгоритм геолокации пользователей
Алгоритм обработки дискуссий в данной работе состоит из несколь-
ких этапов:
• получение указанной пользователем информации о геолокации в со-
ответствии с его уникальным именем;
• обработка полученной информации при помощи бейзлайн решения (
в нашем случае - Open Street Maps API);
• улучшение результатов предыдущего шага при помощи применения
методов распознования именованных сущностей;
• определение оставшихся геолокаций при помощи графа связей поль-
зователей в дискуссии.
В следующих секциях подробнее рассматиривается каждый из этих
этапов.
Получение геолокации по имени пользователя
Для получения информации о геолокации, соответствующей конкрет-
ному пользователю, генерируется запрос, имитирующий тот, который от-
сылается при заходе на страницу пользователя. Ответ возвращается в ви-
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де JSON-файла, содержащего всю информацию со страницы пользователя,
что позволяет в результате обработки получить значения поля с локацией.
Во время обработки списка участников дискуссии мы столкнулись
с тем, что многие из указанных имен пользователей либо уже не зареге-
стрированы в базе данных Twitter, либо пользователи заблокированы. При
обработке мы отсылаем запросы к API с целью получить информацию об
имени пользователя. В случае описанных выше имен API вернет нам ошиб-
ку ’50’ в случае, когда пользователя с таким username нет в системе, и
ошибку ’63’ , если пользователь заблокирован. Обработать поле геолока-
ции у таких пользователей у нас не получится, поэтому на следующие 2
этапа мы просто их не рассматриваем.
Обработка верно указанных геопозиций
Обработка верно указанных заключалась в приведении их к стан-
дартному виду ISO 3. Для это было использовано API некоммерческого
веб-картографического проекта Open Street Maps (далее OSM), а имен-
но Nominatim - инструмент для поиска данных OSM по имени и адресу
географического места. Nominatim принимает на вход строку с названи-
ем объекта и в случае успешной обработки возвращает JSON, содержащий
двухбуквенный код страны, в которой находится объект. Этот код в даль-
нейшем может быть преобразован в ISO 3 при помощи словаря зависимо-
стей. Важно отметить, что каждая обработанная строка сохраняется в базу
данных, так что если она встретится в поле местоположения другого поль-
зователя алгоритм сразу вернет нам ее в обработанном виде, предотвращая
лишние запросы к API.
Обработка геопозиций, содержащих грязные данные
Сейчас наш алгоритм способен обработать только чистые данные . В
реальной жизни пользователи чаще вводят свое местоположение самосто-
ятельно, что приводит к тому, что эти данные невозможно обработать при
помощи OSM Nominatim. Рассмотрим на примере строки "Я из Ростова-на-
Дону". Обработка данной строки через API не дает никаких результатов,
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однако обработка строки "Ростова-на-Дону"возвращает нам верный ответ.
Получаем, что если бы у нас была возможность выделить лишь необ-
ходимую информацию из строки, мы могли бы и дальше использовать OSM
API.
Тут нам на помощь приходит система по распознаванию именован-
ных сущностей (Named Entity Recognition, далее NER), реализованная в
библиотеке spaCy для языка python. NER позволяет не только определить
именованные сущности, но и отнести их к одному из лейблов:
• LOC (Location) - название локации (город, страна, область и т.д.);
• ORG (Organisation) - название организации;
• PER (Person) - имя, фамилия и т.д.;
• MISC (Miscellaneous entities) - прочие различные наименования (празд-
ники, национальности, продукты, произведения искусства и т.д.).
Pipeline обработки текста в случае spaCy - Transition-based NER .
Данная архитектура описана в статье [15]. Идея заключается в следующем.
У нас есть буфер слов в предложении и массив слов состояния ( изначально
пустой ). Также у нас определены операции над состояниями:
• shift - добавить следующее слово в массив состояния;
• reduce - выводит текущие слова в массиве состояния с определенной
меткой и очищает массив состояния;
• out - выводит следующее слово из буфера, не помещая его в массив
состояния.
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В этих условиях задача NER заключается в предсказании следующей
операции. Matthew Honnibal, создатель компании Explosion AI, создателей
spaCy, выделяет тут четыре этапа в реализации алгоритма распознования
именованных сущностей:
• Эмбеддинг (embedding) - векторизация слов документа;
• Энкодинг (encoding) - приведение векторов, полученных на первом
этапе, к матрице, где каждая строка представляет слово в контексте
рассматриваемого предложения;
• Векторизация (attend) - приведение полученной на втором этапе мат-
рицы предложения к виду вектора для дольнейшей обработки;
• Предсказание - классификация слов в предложении по полученному
вектору предложения.
Пройдемся по каждому из этапов. На первом этапе мы переводим
каждое из слов в векторное пространство. Основная интуиция обучения
модели, переводящей слова в векторы, заключается в предположении, что
векторы близких по значению слов должны находится близко в векторном
пространстве. В соответствии с этой логикой, были реализованы многие
модели эмбеддинга слов. Одна из классических моделей - это word2vec.
Word2vec обучается следующим образом:
• Изначально каждому уникальному слову в корпусе присваивается
вектор длины n, где n - количество уникальных слов в корпусе. Все
значения этого вектора равны нулю, кроме равного единице значе-
ния под номером i, соответствующего номеру кодированного слова.
Данный подход называется one-hot encoding.
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• Далее мы строим линейную модель из двух матриц: размерности
[n× k] и размерности [k× n]. В данной модели k - размер желаемого
вектора для слова.
• Полученная модель затем обучается на корпусе текста. Вектор каж-
дого слова из текста используется в качестве входного вектора мо-
дели, а в качестве истинных значений используются вектора l слов
справа и l слов слева, где l - произвольное значение. Таким образом
для каждого слова из корпуса мы производим 2l обучающих приме-
ров.
• В результате обучения мы получаем матрицу [n× k], где i-ая строка
представляет собой вектор для i-ого слова.
Данный подход имеет 2 существенных недостатка:
• Размерности матриц напрямую зависят от количества уникальных
слов в корпусе, соответственно для больших корпусов текста исполь-
зовать такой подход вычислительно неэффективно.
• Модель способна векторизовать только те слова, которые встречают-
ся в обучающем корпусе. Более того, даже если в корпусе и встреча-
лось слово, но в другой форме, вектор для него получить не полу-
чится.
Обе описанные проблемы решаются при помощи алгоритма Bloom
Embedding. Очевидно, что обе описанные выше проблемы связаны с раз-
мерностями матрицы эмбеддингов. Идея Bloom Embedding заключается в
использовании матрицы эмбеддингов фиксированной размерности. Реали-
зовано это следующим образом:
• определяем хэш-функций Hi, i = 1, k;
• каждая хэш функция принимает на вход слово и возвращает нам
значение ui, u = 1, l. Здесть l - желаемое количество строк в матрице
ембеддингов;
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• из матрицы ембеддингов выбираются строки, соответствующие но-
мерам ui, после чего конкатенируются, образуя эмбеддинг для сло-
ва. Важно отметить, что полученная в результате обработки система
способна векторизовать даже те слова, которых не было в обучающей
выборке.
Следующий этап обработки строки - энкодинг. Нам необходимо вы-
разить слова через векторы, которые учитывают их контекст. Для этой
задачи в библиотеке spaCy используется нейронная сеть с архитектурой
ResNet (Residual Neural Network). Алгоритм:
• сеть принимает на вход три конкатенированных эмбеддинга слов -
кодируемое и соседние с обеих сторон;
• конкатенированные векторы пропускаются через полносвязную ней-
ронную сеть;
• в результате выполнения слоя возвращается сумма входа и выхода
слоя;
• алгоритм повторяется заданное количество раз (в случае spaCy - 4
раза).
На каждом слое данной сети рецептивное поле увеличивается на 1
с двух сторон. Так, в результате обработки слова в нашем случае новый
вектор слова учитывая контекст из 4 слов с каждой из сторон.
На следующем этапе обработки векторизуем наше текущее состояние.
Для это из буфера мы береме вектора передыдущего, текущего и следу-
ющего слов, а также вектора двух последних распознанных именованных
сущностей. Для отобранных векторов применяем функцию maxout, в ре-
зультате чего получаем вектор состояния.
На последнем этапе полученный на этапе векторизации вектор про-
пускается через полносвязную нейронную сеть, в результате чего предска-
зывается возможное действие над состоянием.
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В результате описанной выше обработки мы получим исходный текст
с метками для распознанных именных сущностей. В нашей задаче нас ин-
тересует исключительно лейбл LOC. Мы применяем к полю местоположе-
ния NER и в случае нахождения части предложения с лейблом локации
пропускаем ее через Nominatim.
Обработка данных, не содержащих полезной информации
В результате обработки, описанной выше, у нас остались необрабо-
танными два вида полей:
• поля, не содержащие информации о местоположении пользоваетеля
• пустые поля
Тут мы можем воспользоваться данными о взаимосвязи пользовате-
лей в дискусси. Будем присваивать пользователям те геолокации, с участ-
никами дискусси из которых они взаимодействуют больше всего. Интуи-
тивно, даже если это не позволит нам непосредственно определить геоло-
кацию пользователя, мы все равно сможем определить, какую из сторон
дискусси он представляет. В идеале, в результате мы получим геолокацию
для каждого пользователя из списка вершин. Однако, важно отметить,
что некоторые пользователи все еще могут быть неопознаны ( в том слу-
чае, когда вершина либо изолирована, либо соединена исключительно с
неопознаными вершинами, не имеющими пути к опознанным вершинам).
Данный подход оценивался следующим алгоритмом:
• сначала алгоритм запускается на наборе данных со всеми определен-
ными на предыдущих этапах геолокациями;
• затем алгоритм запускается на наборе данных, содержащем 80% опре-
деленных на предыдущих этапах данных;
• результаты сравниваются в точках, определенных на ранних этапах,
при помощи метрики точности и f1.





Данные для эксперимента представлены в виде ориентированного
графа, где пользователи представляют собой вершины графа, а взаимо-
связи пользователей - ребра графа. Таким образом, для каждого рассмат-
риваемого события (дискуссии) у нас представлено два файла:
• Nodes.csv - набор вершин (уникальные имена участников дискуссии)
• Edges.csv - набор направленных ребер (взаимосвязи этих пользовате-
лей)
При помощи уникальных имен мы можем определить локации тех
пользователей, которые заполнили данную информацию в своем профиле,
а благодаря информации о взаимосвязи пользователей у нас есть возмож-
ность детектировать геолокацию для тех вершин, в которых она не указана
в явном виде.
Оценка результатов
В результате проведенного исследования были обработаны более 50
000 пользователей социальной сети Twitter: более 40 000 пользователей в
дискуссии посвященной беспорядкам в Германии и более 10 000 пользовате-
лей в дискуссии посвященной беспорядкам в Бирюлево. Для каждого этапа
обработки были собраны статистики, отражающие количество успешно об-
работанных пользователей и их долю в общем количестве пользователей.
Собранная статистика отражена в таблице ниже.
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Нетрудно заметить, что предложенный метод обработки при помощи
распознования именованных сущностей добавляет 10-20 % от опознанных
без нормализации полей геолокации данных. Графовый метод в свою оче-
редь позволяет предсказывать более чем половину геолокаций пользовате-
лей в дискуссии, основываясь лишь на 40 % опознанных.
Веб-сервис
Для визуализации результатов было реализовано веб-приложение,
позволяющее загрузить список уникальных имен участников дискуссии и
на выходе получить отображенную на карте задействованность пользова-
телей из разных стран.
При загрузке сайт выглядит так:
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Пользователю предлагается выбрать файл с username’ами. После это-
го можно загрузить файл. По результатам обработки на карте отображают-
ся страны, встретившиеся в нашем наборе. Чем темнее, тем больше людей
в дискуссии из этой страны.
Для реализации front-end части программного обеспечения использо-
вался язык JavaScript вместе с библиотекой React JS. Back-end реализован




В данной работе рассматривалась задача детекции геолокации поль-
зователей в социальной сети Twitter. В изучаемых данных были представ-
лены графы дискуссий, посвященные различным нашумевшим мировым
событиям. Разработанный в результате исследования алгоритм способен
определить геолокацию для пользователей, которые указали данную ин-
формацию о себе, а также предсказать геолокацию для пользователей без
подобной информации.
В ходе работы были выполнены все стадии обработки рассматрива-
емых данных. Был реализован сбор информации о поле геолокации поль-
зователей посредством скрапинга Twitter API. Также было произведено
распознование именованных сущностей из полученных через Twitter API
строк местоположений. Затем была реализована нормализация распознан-
ных геолокаций при помощи Open Street Maps API. Последним шагом в
обработке данных было заполнение графа связей пользователей геолока-
циями в соответствии с определенными на предыдущих шагах местопо-
ложениях. Были собраны результаты работы алгоритма на разных датасе-
тах, отражающие результативность алгоритма на каждом этапе обработки.
Также был реализован web-сервис, в функционал которого входит:
• загрузка данных об участниках дискуссии,
• обработка этих данных при помощи реализованного алгоритма,
• визуализация результатов обработки алгоритма.
Полученная система может быть применена для анализа вовлеченно-
сти пользователей из разных стран в обсуждения мировых событий.
Перспективы развития
Представленная работа имеет следующие потенциальные пути раз-
вития:
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• Обработка информации о лайках и ретвитах. Использование этой ин-
формации может позволить как расширить множество участников
дискуссии, так и увеличить точность предсказаний.
• Обработка информации о подписках пользователя. Данный подход
также может увеличить точность предсказываний.
• Использование семантических свойств самих сообщений в дискуссии.
• Использование гео-меток сообщений пользователей.
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