In this paper, we introduce a new iterative process for finding the common element of the set of fixed points of a nonexpansive mapping and the set of solutions of the variational inequality problem for an α-inversestrongly-monotone, by combining an modified extragradient scheme with the viscosity approximation method. We prove a strong convergence theorem for the sequences generated by this new iterative process.
Introduction
Let H be a real Hilbert space with inner product · · and norm · . Let C be a nonempty closed convex subset of H and let P C be the metric projection of H onto C .
A mapping A : C → H is called a) monotone if
A − A − ≥ 0 for all ∈ C ; b) α-inverse-strongly-monotone (see [1, 6] ) if there exists a positive real number α such that
It is obvious that each α-inverse-strongly-monotone mapping A is monotone and Lipschitz continuous. The variational inequality problem is the problem of finding ∈ C such that
The set of solutions of the variational inequality problem is denoted by Ω. The above variational inequality was introduced and studied by Stampacchia [14] in 1964. It has been shown that a large class of obstacle, contact, free, moving, and equilibrium problems arising in engineering and applied sciences (see [9] and the references therein) can be studied in the framework of the variational inequalities. It is known that the function ∈ C is a solution of the above variational inequality problem if and only if satisfies the relation = P C ( − A ) where > 0 is a constant This implies that these two problems are equivalent. This approach shows that a variational inequality can be regarded as a fixed point problem, and, in this respect, the following iterative method could be important, in order to solve approximatively a variational inequality problem: For a given 0 ∈ C , compute +1 by the iterative scheme +1 := P C ( − A ) for = 0 1 2 · · · These ideas were the starting point of a large number of papers dealing with the problem of approximating the solution of a variational inequality problem, sometimes in connection to other related problems, such as the problem of finding and approximating the fixed points of a nonexpansive mapping.
Recall that a mapping S : C → C is called nonexpansive (see [4] ) if
A fixed point for a mapping S : C → C is an element ∈ C such that = S( ). We denote by F (S) the set of fixed points of S. In order to find and approximate an element of F (S) ∩ Ω, Takahashi and Toyoda (see [16] ) introduced the following iterative scheme:
where {α } is a sequence in (0 1) and {λ } is a sequence in (0 2α). They proved that, if F (S) ∩ Ω = ∅, C ⊂ H is nonempty, closed and convex, the mapping S : C → C is nonexpansive and the mapping A : C → H is α-inversestrongly-monotone, then the sequence { } generated by (1) converges weakly to some
On the other hand, for solving the variational inequality problem in the finite-dimensional Euclidean space R under the assumption that the set C ⊂ R is nonempty, closed and convex, the mapping A : C → R is monotone and -Lipschitz continuous and Ω is nonempty, Korpelevich (see [5] ) introduced the following so-called extragradient method:
where λ ∈ (0 1/ ). He showed that the sequences { } and {¯ } generated by this extragradient method converge to the same point ∈ Ω. Recently, motivated by the idea of Korpelevich's extragradient method, Nadezhkina and Takahashi (see Theorem 3.1 in [8] ) introduced an iterative scheme for finding an element of F (S) ∩ Ω and presented the following weak convergence result.
Theorem 1.1 ([8]).
Let C be a nonempty closed convex subset of a real Hilbert space H. Let A : C → H be a monotone, -Lipschitz continuous mapping and S : C → C be a nonexpansive mapping such that F (S) ∩ Ω = ∅. Let { } { } be the sequences generated by
where {λ } ⊂ [ ] for some ∈ (0 1/ ) and {α } ⊂ [ ] for some ∈ (0 1). Then the sequences { } { } converge weakly to the same point ∈ F (S) ∩ Ω, where = lim
Very recently, inspired by Nadezhkina and Takahashi iterative scheme in [8] , Zeng and Yao introduced in [20] another iterative scheme for finding an element of F (S)∩Ω and obtained (see Theorem 3.1 in [20] ) the following strong convergence theorem.
Theorem 1.2 ([20]).
where {λ } and {α } satisfy the conditions:
Then the sequences { } { } converge strongly to the same point P F (S)∩Ω ( 0 ) provided lim
Recall that a self-mapping : C → C is said to be a -contraction if ∈]0 1[ and
By the well-known Banach-Caccioppoli contraction principle, has a unique fixed point in C .
Moudafi [7] proposed the so-called viscosity approximation method for finding a fixed point of a given nonexpansive mapping. He proved strong convergence results for implicit and explicit iterative methods in Hilbert spaces. Recently, Xu [18] improved and extended Moudafi's results, as follows.
Theorem 1.3 ([18], Theorem 3.2).
Let H be a Hilbet space, C be a nonempty, closed and convex subset of H and S : C → C be a nonexpansive mapping such that F (S) = ∅. Let {α } be a sequence of positive numbers in (0 1) satisfying
For arbitrary 0 ∈ C and any fixed contraction mapping : C → C , consider the sequence { } generated by the following iterative process:
Then { } converges strongly to , such that is the unique solution in F (S) of the following variational inequality:
Very recently, Chen, Zhang and Fan [3] introduced an iterative scheme by viscosity approximation method for finding a common element of the fixed point set of a nonexpansive operator and the solution set of a variational inequality. They proved the following strong convergence theorem.
Theorem 1.4 ([3], Proposition 3.1).
Let 
Then { } converges strongly to , such that is the unique solution in F (S) ∩ Ω of the following variational inequality:
They also prove in [3] (see Theorem 3.1) a strong convergence result for an implicit scheme in a Hilbert space. In this paper, inspired by Nadezhkina and Takahashi [8] , Zeng and Yao [20] and Chen, Zhang and Fan [3] , we introduce a modified extragradient scheme by viscosity approximation methods of the following form
where : C → C is a -contraction and the sequences {λ } and {α } are satisfying some suitable conditions. We obtain a strong convergence result for an explicit scheme in a Hilbert space. Our results extend and generalize the above mentioned theorems in Nadezhkina and Takahashi [8] (where a weak convergence result is given), Zeng and Yao [20] (by using here the viscosity approximation method) and Chen, Zhang and Fan [3] (where a particular case of (7) is treated). For some interesting and recent results of this type see [17] and [15] . For other results on the same problem see [2, 11] , etc.
Main results
Throughout this paper H is a real Hilbert space with inner product · · and norm · . We denote by I the identity operator of H. Also, we denote by "→" and " " the strong convergence and weak convergence, respectively. The symbol N := {0 1 · · · } stands for the set of all natural numbers.
Let C be a nonempty closed convex subset of H. Then, for any ∈ H, there exists a unique nearest point in C , denoted by P C , such that
The mapping P C is called the metric projection of H onto C . We know that P C is a nonexpansive mapping of H onto C . It is also known that P C is characterized by the following properties (see [4] for more details):
Let A : C → H be a mapping. It is easy to see from (ii) that the following implications hold:
It is also known that H satisfies the Opial property (see [10] ), i.e., for any sequence { } ⊂ H with , the inequality
is not properly contained in the graph of any other monotone mapping. It is known that a monotone mapping T is maximal if and only if the following implication holds: if
C → H be a monotone, -Lipschitz continuous mapping and let N C be the normal cone to C at ∈ C , i.e.,
Then T is maximal monotone and 0 ∈ T if and only if ∈ Ω, see [12] .
We give some examples of inverse-strongly-monotone mappings. Let H be a Hilbert space and C a nonempty closed convex subset of it. If T is a nonexpansive mapping of C into itself, then A := I − T is -inverse-strongly-monotone and Ω = F (T ). A mapping A : C → H is said to be η-strongly-monotone if η > 0 and
Then, if A is η-strongly-monotone and -Lipschitz, then A is η 2 -inverse-strongly-monotone. For the reverse implication, let us observe that there are examples of mappings which are inverse-strongly-monotone, but not strongly-monotone. The metric projection P C is one of these. See also [16] . We present now an important property of the inverse-strongly-monotone mappings. Let α > 0 and A : C → H be α-inverse-strongly-monotone. Then, A is 1 α -Lipschitz. Moreover, for all ∈ C and each λ > 0 we have
As consequence, if λ ≤ 2α, then I − λA is a nonexpansive mapping from C to H. We state now an existence result for the solutions of the variational inequality problem for inverse-strongly-monotone mappings, see [16] .
Theorem 2.1.
Let C be a bounded closed convex subset of a real Hilbert space H and let A : C → H be α-inverse-strongly-monotone.
Then Ω is nonempty.
In the proof of the main results, we shall use the following lemmas. 
Then the sequence {P D } converges strongly to some ∈ D.
Next result is known as the demiclosedness principle, see for example [4] .
Lemma 2.3.

Assume that S is a nonexpansive self-mapping of a nonempty closed convex subset C of a real Hilbert space H. If F (S) = ∅, then I − S is demiclosed, i.e., whenever { } is a sequence in C weakly converging to some ∈ C and the sequence {(I − S) } strongly converges to some , it follows that (I − S) = .
We also need the following auxiliary result, see [19] (lemma 2.1).
Lemma 2.4.
, be a sequence of nonnegative real numbers satisfying the inequality Our main result is the following strong convergence theorem for an explicit modified extragradient scheme by viscosity approximation method.
Theorem 2.2.
Let H be a Hilbert space, C be a nonempty, closed and convex subset of H, A : C → H be an α-inverse-stronglymonotone mapping and S : C → C a nonexpansive mapping such that F (S) ∩ Ω = ∅. Let {α } and {λ } be two sequences of positive numbers with {α } ⊂ (0 1) and {λ } ⊂ [ ], with 0 < < < α(1 − δ) (for some δ ∈]0 1[) satisfying the conditions i) lim
For arbitrary 0 ∈ C , consider the sequences { } and { } generated by the following iterative process
where : C → C is a -contraction and the sequences {λ } and {α } satisfy the conditions i)-iii) Then, the sequences { } and { } converge strongly to the same point , such that is the unique solution in F (S) ∩ Ω of the following variational inequality:
We proceed in several steps.
Step 1. The sequence { } is bounded. Taking := − λ A and := in relation (C), we have
Hence we have
We prove by induction that
Indeed, for = 0 the relation is true. Suppose it holds for . Then we have
Hence the sequence { } is bounded. As a consequence, the sequences { }, {A }, { ( )}, {A } and {S } are bounded.
Step 2. We show that +1 − → 0 as → +∞. We have
On the other hand Step 3. We prove that − → 0 as → +∞. We have
Thus − → 0 as → +∞.
Let us remark now that
Step 4. We prove that lim sup
First, let us choose a subsequence { } of { } such that lim sup
For the convenience we will denote this subsequence by { } too.
Since { } is bounded, there exists a subsequence { } of { } such that { } converges weakly to some ∈ C . Since − → 0 and − → 0 as → +∞, we have that { } and { } converge weakly to ∈ C . Also, since lim →∞ S − = 0, we get that {S } converges weakly to .
From the above arguments, we have lim sup
Notice now that, in order to prove that lim sup
Let us first show that ∈ Ω. Let
T is maximal monotone and we have 0 ∈ T if and only if ∈ Ω. Let ( ) ∈ G(T ). Then, we have ∈ T = A + N C and hence − A ∈ N C . Thus, we have − − A ≥ 0, for all ∈ C On the other hand, from = P C ( − λ A ) and ∈ C we have
Hence, letting → ∞ we obtain − ≥ 0 Thus ∈ T −1 0 together with the maximal monotonicity of T imply ∈ Ω.
Further, we will show that ∈ F (S). By Lemma 2.3 on the demiclosedness of I − S we get, since and lim →∞ S − = 0, that ∈ F (S).
Step 5. We prove that { } → as → +∞, where = P F (S)∩Ω ( ). i.e., is the unique solution in
Since {γ } → 0 as → +∞, 
Applications
The aim of this section is to present three applications of our main result. Recall first the concept of strictly pseudocontractive mapping.
Definition 3.1.
Let H be a Hilbert space and C a nonempty closed convex subset of it. A mapping T :
-inverse-strongly-monotone. Moreover, the following relation holds
Since in any Hilbert space we have
From Theorem 2.2 we can obtain now a strong convergence theorem for the common fixed point of a nonexpansive mapping and a stricly pseudocontractive mapping. 
where : C → C is a -contraction and the sequences {λ } and {α } satisfy the conditions i)-iii) Then, the sequences { } and { } converge strongly to the same point , such that is the unique solution in F (S) ∩ F (T ) of the following variational inequality:
Proof. We consider A := I − T in Theorem 2.2. From the above considerations, we have that A is
, the conclusion follows by Theorem 2.2.
The second consequence of Theorem 2.2 is a strong convergence theorem for the common solution of a fixed point problem for a nonexpansive mapping and of an equilibrium problem for an α-inverse-strongly-monotone operator. 
