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On the Distributions of Certain Spacings
G. G. Hamedani

Department of Mathematics, Statistics and Computer Sciences, Marquette University, Milwaukee, WI

Hans Volkmer

Department of Mathematical Statistics, University of Wisconsin-Milwaukee, Milwaukee, WI

Abstract
A characterization of the uniform distribution based on distributions of spacings is presented which extends the
existing result in this direction. Also, a result on the distribution of spacings for distributions close to the uniform
one is discussed.
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1. Introduction
In the Introduction of his excellent contribution on “Spacings,” Pyke (1969) writes: “Even though the main
interest of this paper is in spacings as they arise in the context of distribution-free tests of fit, it should be
emphasized that the distribution theory of spacings, particularly uniform spacings, is of use in other contexts as

well.” For a detailed discussion of the uniform spacings and their statistical applications, we refer the reader to
Pyke (1969, 1972), Deheuvels (1985), and the references therein.
David and Nagaraja (2003, Chapter 7) stated that order statistics from any absolutely continuous distribution
with cumulative distribution function (cdf) 𝐹𝐹(𝑥𝑥) are transformed by order preserving probability integral
transformation 𝑢𝑢 = 𝐹𝐹(𝑥𝑥) into order statistics from a uniform distribution. This result is of importance in
distribution-free interval estimation and many nonparametric applications.

In view of the importance of the uniform spacings, the problem of characterizing uniform distribution based on
the identical distribution of certain spacings has been studied theoretically by many authors, more recently by
Ali and Mead (1969), Ahsanullah (1989), Gather et al. (1998), and Hamedani and Volkmer (2005). In particular,
Huang et al. (1979) showed that under the assumptions of continuity and super-additivity the identical
distribution of the first and kth (𝑘𝑘 = 2, … , 𝑛𝑛) spacing characterizes uniform distribution.
The current note presents results characterizing uniform distribution via spacings. The authors consider their
results to be theoretical probability findings and leave their applications to the interested readers.

Let 𝑋𝑋1 , 𝑋𝑋2 , … , 𝑋𝑋𝑛𝑛 be independent and identically distributed (i.i.d.) random variables with an absolutely
continuous (with respect to Lebesgue measure) cdf 𝐹𝐹. Denote the corresponding order statistics by 𝑋𝑋1:𝑛𝑛 ≤
𝑋𝑋2:𝑛𝑛 ≤ ⋯ ≤ 𝑋𝑋𝑛𝑛:𝑛𝑛 . If 𝐹𝐹 is uniform on [0, 𝑐𝑐], then

𝑋𝑋𝑠𝑠:𝑛𝑛 − 𝑋𝑋𝑟𝑟:𝑛𝑛 ~𝑋𝑋𝑠𝑠+𝑘𝑘:𝑛𝑛 − 𝑋𝑋𝑟𝑟+𝑘𝑘:𝑛𝑛 , for all 1 ≤ 𝑟𝑟 < 𝑠𝑠 < 𝑠𝑠 + 𝑘𝑘 ≤ 𝑛𝑛

(1.1)

The present short note is concerned with characterization of the uniform distribution based on (1.1) for
some r, s, and k. The special case of (1.1) when 𝑠𝑠 = 𝑟𝑟 + 1 and 𝑘𝑘 = 1 was taken up in Hamedani and Volkmer
(2005, Theorem 7.1) which is stated here for the sake of completeness.

Theorem 1.1

Let 𝑋𝑋 be a positive random variable having an absolutely continuous cdf 𝐹𝐹. If the corresponding probability
density function (pdf) 𝑓𝑓 is monotone on supp 𝐹𝐹, which is an interval, and (1.1) holds for 𝑠𝑠 = 𝑟𝑟 + 1, 𝑘𝑘 = 1 for
some 𝑟𝑟, then 𝑋𝑋 has a uniform distribution on supp 𝐹𝐹.

Remark 1.1

a. It is clear that Eq. (1.1) for some 𝑠𝑠 = 𝑟𝑟 + 1 and 𝑘𝑘 = 1 alone does not imply that 𝐹𝐹 is the uniform
distribution. For example, whenever 𝑓𝑓 is symmetric on [𝑎𝑎, 𝑏𝑏] (𝑓𝑓(𝑥𝑥) = 𝑓𝑓(𝑏𝑏 − 𝑎𝑎 − 𝑥𝑥)) then (1.1)
holds for 𝑟𝑟 = 𝑘𝑘 = 1 and 𝑛𝑛 = 3.
b. Theorem 1.1 is not valid in the absence of the assumption “supp 𝐹𝐹 is an interval” as the following
example shows: consider the pdf 𝑓𝑓(𝑥𝑥) = 32 on �0, 13� ∪ �23 , 1� and 𝑓𝑓(𝑥𝑥) = 0, otherwise. Then 𝑓𝑓 is

monotone on supp 𝐹𝐹 = �0, 13� ∪ �23 , 1� and since 𝑓𝑓 is symmetric ((𝑓𝑓(1 − 𝑥𝑥) = 𝑓𝑓(𝑥𝑥)), (1.1) holds
for 𝑟𝑟 = 𝑘𝑘 = 1 and 𝑛𝑛 = 3, but clearly 𝐹𝐹 is not uniform distribution on [0, 1].

2. Main Results

For 1 ≤ 𝑟𝑟 < 𝑠𝑠 ≤ 𝑛𝑛 we denote cdf and pdf of the spacing 𝑋𝑋𝑠𝑠:𝑛𝑛 − 𝑋𝑋𝑟𝑟:𝑛𝑛 with 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 and 𝑓𝑓𝑟𝑟,𝑠𝑠:𝑛𝑛 , respectively.
For 𝑡𝑡 < 0, 𝑓𝑓𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑡𝑡) = 0 and for 𝑡𝑡 ≥ 0,

∞

𝑓𝑓𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑡𝑡) = 𝑟𝑟𝑟𝑟𝑟𝑟,𝑠𝑠:𝑛𝑛 � �1 – 𝐹𝐹 (𝑥𝑥 + 𝑡𝑡)�
−∞

+ 𝑡𝑡)𝑑𝑑𝑑𝑑,

where

𝑛𝑛−𝑠𝑠

[𝐹𝐹 (𝑥𝑥 + 𝑡𝑡) − 𝐹𝐹 (𝑥𝑥)]𝑠𝑠−𝑟𝑟−1 × (𝐹𝐹(𝑥𝑥))𝑟𝑟−1 𝑓𝑓(𝑥𝑥)𝑓𝑓(𝑥𝑥

𝑛𝑛!
.
(𝑛𝑛 − 𝑠𝑠)! (𝑠𝑠 − 1 − 𝑟𝑟)! 𝑟𝑟!

𝐶𝐶𝑟𝑟,𝑠𝑠:𝑛𝑛 =

Upon integrating by parts 𝑛𝑛 − 𝑟𝑟 − 1 times with respect to t we obtain
𝑠𝑠−1

1 − 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢) = � �

(2.1)

−∞

𝑚𝑚=𝑟𝑟

or, equivalently,

𝑛𝑛

(2.2)

∞

∞

𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢) = � �
𝑚𝑚=𝑠𝑠

−∞

𝐺𝐺𝑟𝑟−1,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 for 𝑢𝑢 ≥ 0,

𝐺𝐺𝑟𝑟−1,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 for 𝑢𝑢 ≥ 0,

where

𝐺𝐺𝑟𝑟,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢) = 𝐶𝐶𝑟𝑟,𝑚𝑚:𝑛𝑛 (1 − 𝐹𝐹(𝑥𝑥 + 𝑢𝑢))𝑛𝑛−𝑚𝑚 [𝐹𝐹(𝑥𝑥 + 𝑢𝑢) − 𝐹𝐹(𝑥𝑥)]𝑚𝑚−𝑟𝑟−1 (𝐹𝐹(𝑥𝑥))𝑟𝑟 .

Integration by parts with respect to 𝑥𝑥 gives
∞

� 𝐺𝐺𝑟𝑟−1,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑
−∞

∞

∞

= � 𝐺𝐺𝑟𝑟,𝑚𝑚+1:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥 + 𝑢𝑢)𝑑𝑑𝑑𝑑 − � 𝐺𝐺𝑟𝑟,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)[𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)]𝑑𝑑𝑑𝑑,
−∞

−∞

where 𝐺𝐺𝑟𝑟,𝑛𝑛+1:𝑛𝑛 = 0. We substitute this formula into (2.2) and obtain, for 𝑢𝑢 ≥ 0,

𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 (𝑢𝑢) − 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢)
𝑛𝑛−1

𝑛𝑛−1

∞

∞

= � � 𝐺𝐺𝑟𝑟,𝑚𝑚+1:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 � � 𝐺𝐺𝑟𝑟,𝑚𝑚+1:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)𝑓𝑓(𝑥𝑥 + 𝑢𝑢)𝑑𝑑𝑑𝑑
𝑚𝑚=𝑠𝑠
𝑛𝑛

−∞

𝑚𝑚=𝑠𝑠

∞

−∞

+ � � 𝐺𝐺𝑟𝑟,𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)[𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)]𝑑𝑑𝑑𝑑 .
𝑚𝑚=𝑠𝑠

−∞

We notice that almost all terms cancel and we arrive at the surprisingly simple formula

(2.3)

∞

𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 (𝑢𝑢) − 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢) = � 𝐺𝐺𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)[𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)]𝑑𝑑𝑑𝑑
−∞

which holds for all 𝑢𝑢 ≥ 0 and 1 ≤ 𝑟𝑟 < 𝑠𝑠 < 𝑛𝑛.

Based on formula (2.3), we draw the following conclusions.

Theorem 2.1

Let 𝑘𝑘, 𝑟𝑟, 𝑠𝑠, 𝑛𝑛 be positive integers with 1 ≤ 𝑟𝑟 < 𝑠𝑠 < 𝑠𝑠 + 𝑘𝑘 ≤ 𝑛𝑛, and let 𝑓𝑓 be a non decreasing and positive
pdf on [𝑎𝑎, 𝑏𝑏] with 𝑓𝑓(𝑥𝑥) = 0 outside [𝑎𝑎, 𝑏𝑏]. Then

𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 ≤ 𝐹𝐹𝑟𝑟+𝑘𝑘,𝑠𝑠+𝑘𝑘:𝑛𝑛 .

(2.4)

If equality holds in (2.4), then 𝑓𝑓 is constant 𝑎𝑎. 𝑒𝑒. on [𝑎𝑎, 𝑏𝑏] so 𝐹𝐹 is the uniform distribution on [𝑎𝑎, 𝑏𝑏].
If 𝑓𝑓 is non increasing on [𝑎𝑎, 𝑏𝑏] similar statements hold with inequality (2.4) reversed.

Proof

If 𝑢𝑢 < 0 then 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢) = 𝐹𝐹𝑟𝑟+𝑘𝑘,𝑠𝑠+𝑘𝑘:𝑛𝑛 . (𝑢𝑢) = 0, and if 𝑢𝑢 > 𝑏𝑏 − 𝑎𝑎 then 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢) = 𝐹𝐹𝑟𝑟+𝑘𝑘,𝑠𝑠+𝑘𝑘:𝑛𝑛 . (𝑢𝑢) = 1. If
0 ≤ 𝑢𝑢 ≤ 𝑏𝑏 − 𝑎𝑎 then (2.3) yields

𝐹𝐹𝑟𝑟+𝑚𝑚+1,𝑠𝑠+𝑚𝑚+1:𝑛𝑛 (𝑢𝑢) − 𝐹𝐹𝑟𝑟+𝑚𝑚,𝑠𝑠+𝑚𝑚:𝑛𝑛 (𝑢𝑢)
𝑏𝑏−𝑢𝑢

=�

𝑎𝑎

𝐺𝐺𝑟𝑟+𝑚𝑚,𝑠𝑠+𝑚𝑚:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)[𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)]𝑑𝑑𝑑𝑑 ≥ 0.

We add these inequalities for 𝑚𝑚 = 0, 1, … , 𝑘𝑘 − 1 and obtain (2.4).
Suppose that 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 = 𝐹𝐹𝑟𝑟+𝑘𝑘,𝑠𝑠+𝑘𝑘:𝑛𝑛 . Since

𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 ≤ 𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 ≤ ⋯ ≤ 𝐹𝐹𝑟𝑟+𝑘𝑘,𝑠𝑠+𝑘𝑘:𝑛𝑛

it follows that 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 = 𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 . Therefore, for 0 ≤ 𝑢𝑢 ≤ 𝑏𝑏 − 𝑎𝑎,
𝑏𝑏−𝑢𝑢

�

𝑎𝑎

𝐺𝐺𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑥𝑥, 𝑢𝑢)[𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)]𝑑𝑑𝑑𝑑 = 0.

By assumption, 𝐺𝐺𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑥𝑥, 𝑢𝑢) > 0 and 𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥) ≥ 0 for 𝑎𝑎 < 𝑥𝑥 < 𝑏𝑏, 0 < 𝑢𝑢 < 𝑏𝑏 − 𝑎𝑎. Therefore,
for almost all 𝑥𝑥 ∈ (𝑎𝑎, 𝑏𝑏) and 𝑢𝑢 ∈ (0, 𝑏𝑏 − 𝑎𝑎), 𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥) = 0. This implies that f is constant 𝑎𝑎. 𝑒𝑒. on
[𝑎𝑎, 𝑏𝑏].

If 𝐹𝐹 is close to a uniform distribution (in the sense that the absolute difference of the corresponding cdf's is
uniformly small) then we expect that 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 be close to 𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 . The following theorem makes this statement
more precise.

Theorem 2.2

Let 1 ≤ 𝑟𝑟 < 𝑠𝑠 < 𝑛𝑛. Let 𝑓𝑓 be a pdf such that 𝑓𝑓 is continuously differentiable on [𝑎𝑎, 𝑏𝑏] with |𝑓𝑓′(𝑥𝑥)| ≤ 𝜀𝜀 on
[𝑎𝑎, 𝑏𝑏], and 𝑓𝑓(𝑥𝑥) = 0 outside [𝑎𝑎, 𝑏𝑏]. Then, for all 0 ≤ 𝑢𝑢 ≤ 𝑏𝑏 − 𝑎𝑎,
where

�𝐹𝐹𝑟𝑟+1,𝑠𝑠+1:𝑛𝑛 (𝑢𝑢) − 𝐹𝐹𝑟𝑟,𝑠𝑠:𝑛𝑛 (𝑢𝑢)� ≤ 𝑛𝑛! 𝜖𝜖𝑀𝑀

𝑛𝑛−1

𝑢𝑢 𝑠𝑠−𝑟𝑟
(𝑏𝑏 − 𝑎𝑎 − 𝑢𝑢)𝑛𝑛−𝑠𝑠+𝑟𝑟+1
,
(𝑠𝑠 − 𝑟𝑟 − 1)! (𝑛𝑛 − 𝑠𝑠 + 𝑟𝑟 + 1)!

Proof
𝑏𝑏

𝜖𝜖
𝑀𝑀 = (𝑏𝑏 − 𝑎𝑎)−1 + (𝑏𝑏 − 𝑎𝑎).
2

From |𝑓𝑓′(𝑥𝑥)| ≤ 𝜀𝜀 on [𝑎𝑎, 𝑏𝑏] and ∫𝑎𝑎 𝑓𝑓(𝑥𝑥)𝑑𝑑𝑑𝑑 = 1 we obtain that 𝑓𝑓(𝑥𝑥) ≤ 𝑀𝑀 on [𝑎𝑎, 𝑏𝑏]. This yields,
for a ≤ x ≤ b and 0 ≤ 𝑢𝑢 ≤ 𝑏𝑏 − 𝑎𝑎,

1 − 𝐹𝐹(𝑥𝑥 + 𝑢𝑢)≤ 𝑀𝑀(𝑏𝑏 − 𝑎𝑎 − 𝑢𝑢)
𝐹𝐹(𝑥𝑥 + 𝑢𝑢) − 𝐹𝐹(𝑥𝑥)≤ 𝑀𝑀𝑀𝑀
𝐹𝐹(𝑥𝑥)≤ 𝑀𝑀(𝑥𝑥 − 𝑎𝑎)
𝑓𝑓(𝑥𝑥 + 𝑢𝑢) − 𝑓𝑓(𝑥𝑥)≤ 𝜖𝜖𝑢𝑢.

Using these bounds in (2.3) and the beta-integral
1

� 𝑡𝑡 𝑟𝑟 (1 − 𝑡𝑡)𝑛𝑛−𝑠𝑠 𝑑𝑑𝑑𝑑 =

we obtain the desired estimate.

Acknowledgment

0

𝑟𝑟! (𝑛𝑛 − 𝑠𝑠)!
(𝑛𝑛 − 𝑠𝑠 + 𝑟𝑟 + 1)!

We would like to thank Professor M. Ahsanullah for his comment regarding Theorem 1.1. We are grateful to
Barry Arnold for his comments improving the presentation of this work.
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