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SKUMULOWANY BŁĄD PROGNOZ
JAKO METODA WYBORU MODELU
Z a r y s  t r e ś c i .  Celem artykułu jest prezentacja i wykorzystanie skumulowanego błę-
du prognoz na jeden okres naprzód (APE) nie tylko jako metody (strategii) wyboru mode-
lu, ale również jako narzędzia do wyboru samej strategii (meta-wybór). Na przykładach 
empirycznych metoda APE jest porównywana z metodami wykorzystującymi kryteria 
informacyjne (AIC i BIC). Otrzymane wyniki wskazują na dużą praktyczną przydatność 
metody APE.
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WSTĘP
W literaturze można znaleźć różne metody (strategie) wyboru modelu eko-
nometrycznego, m.in. podejście bazujące na sekwencji testów statystycznych, 
podejście informacyjne bazujące na kryteriach informacyjnych typu Akaike’a, 
podejście bazujące na kryteriach predykcyjnych, które można zaliczyć do domi-
nujących podejść w wyborze modelu ekonometrycznego. Ze względu na to, że 
prawdziwy model generujący dane jest w praktyce nieznany, uwaga w metodach 
wyboru modelu wyraźnie przesuwa się z kwestii odkrywania jednego, prawdzi-
wego modelu na zagadnienie wyboru na podstawie danych najlepszego mode-
lu spośród danego zestawu modeli czy też wyboru kilku wiarygodnych modeli, 
wśród których model najlepszy ma relatywnie niewielką przewagę nad pozosta-
łymi (Burnham, Anderson, 2002). Wybór modelu najlepszego czy wnioskowanie 
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na podstawie wielu modeli (multi-model inference) zakłada oczywiście, że mo-
dele zostały starannie dobrane do zestawu modeli, ponieważ w każdym zestawie 
modeli można wybrać model relatywnie najlepszy, który jednak w sensie abso-
lutnym będzie słaby.
W ramach każdej strategii określa się pewien algorytm, który dla danego 
zbioru danych statystycznych pozwala wybrać najlepszy (pod pewnym wzglę-
dem) model spośród określonego zestawu modeli (ogólnie mogą to być modele 
zagnieżdżone lub niezagnieżdżone, mogą bazować na różnych teoriach czy zało-
żeniach modelowych). Problem wyboru modelu obejmuje jednak nie tylko wybór 
modelu w ramach danej strategii, ale również wybór samej strategii. Większość 
opracowań skupia się na wyborze modelu w ramach danej strategii, ewentualnie 
na porównaniu kilku strategii pod względem wyboru najlepszego modelu, jednak 
bez dotykania zagadnienia wyboru strategii.
Wybór strategii może zależeć od celu, jakiemu ma służyć wybrany model 
(estymacja, predykcja), od wielkości próby (strategie te zachowują się różnie 
w małych i dużych próbach), od znajomości modelu generującego dane1. W prak-
tyce zatem pojawia się potrzeba stworzenia adaptacyjnej procedury bazującej na 
danych statystycznych, która służyłaby do identyfi kacji właściwej strategii wy-
boru modelu. Identyfi kacja taka nazywa się meta-wyborem (ang. meta-selection, 
De Luna, Skouras, 2003). Podejście to nie zakłada znajomości modelu generują-
cego dane oraz spełnia sekwencyjnie predykcyjną zasadę (predictive sequential – 
‘prequential’ principle; Dawid, 1984), która porzuca cel wyboru prawdziwego 
modelu na rzecz poszukiwania najmniejszego błędu prognozy poprzez porów-
nanie prognoz z realizacjami zmiennej niezależnie od tego, jaki model został 
użyty do prognozowania (Clarke, 2001). Punktem wyjścia tego podejścia jest 
założenie, że adekwatność modelu musi być odzwierciedlona w przydatności do 
prognozowania, tj. dobry model pod względem estymacji, identyfi kacji czy testo-
wania hipotez statystycznych powinien dać dobre prognozy.
Celem artykułu jest prezentacja i wykorzystanie skumulowanego błędu pro-
gnoz nie tylko jako metody (strategii) wyboru modelu, ale również jako narzę-
dzia do wyboru samej strategii.
1 Pewne strategie są optymalne w zależności od włączenia (lub nie) modelu generującego 
dane do początkowego zestawu modeli-kandydatów (Shao, 1997).
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1. SKUMULOWANY BŁĄD PROGNOZ
NA JEDEN OKRES NAPRZÓD
Wybór modelu z wykorzystaniem skumulowanego błędu prognoz na jeden 
okres naprzód (ang. accumulative prediction error, APE) bazuje na ocenie, w ja-
kim stopniu modele są w stanie prognozować przyszłą obserwację xt +1. Według 
metody APE najbardziej użyteczny jest model, któremu odpowiada najmniejszy 
skumulowany błąd prognoz ex post na jeden okres naprzód. Jednak ze wzglę-
du na niedostępność obserwacji xn +1 błąd ten nie może być wyznaczony. Można 
natomiast wyliczyć błąd prognoz ex post, bazując na poprzednich obserwacjach 
x i (0 < i < n), jako sumę poprzednich błędów prognoz ex post na jeden okres na-
przód.
Załóżmy, że mamy szereg czasowy o n obserwacjach, x n = (x1, x2, …, xn). 
Wyznaczenie skumulowanego błędu prognoz ex post, APE, odbywa się przez 
obliczanie w sposób sekwencyjny prognoz na jeden okres naprzód, bazując na 
stopniowo powiększanej liczebności szeregu. Dla modelu Mj odbywa się to na-
stępująco (Wagenmaker, Grünwald, Steyvers, 2006):
1. Ustala się najmniejszą liczbę s obserwacji (długości szeregu), dla której 
model jest możliwy do estymacji. Ustalmy i = s + 1, stąd i – 1 = s.
2. Bazując na pierwszych i – 1 obserwacjach, oblicza się prognozę  dla 
następnej obserwacji i.
3. Oblicza się błąd prognozy dla obserwacji i, np. kwadrat różnicy między 
zaobserwowaną wartością xi a prognozą  .
4. Zwiększa się i o jeden i powtarza się kroki 2) i 3) aż do i = n.
5. Sumuje się błędy prognoz ex post na jeden okres naprzód – wynik daje 
APE.
Dla modelu Mj skumulowany błąd prognoz ex post jest równy:
gdzie d oznacza specyfi czną funkcję straty, która mierzy rozbieżność między ob-
serwacjami a prognozami.
Korzystając z metody APE, należy rozważyć problem wyboru, jaką formę 
powinny przyjąć prognozy, tj. formę punktową (Skouras, Dawid, 1998) czy roz-
kładu prawdopodobieństwa (Aitchison, Dunsmore, 1975). W pierwszym przy-
padku prognozy  są prognozami wartości średniej dla i-tego wyniku xi . W dru-
gim przypadku prognozy  tworzą rozkład na zbiorze możliwych wyników xi .
Kolejnym problemem jest wybór funkcji straty, której zadaniem jest pomiar 
rozbieżności między obserwowanymi i prognozowanymi wartościami. Można to 
mierzyć w różny sposób. W przypadku prognoz punktowych najczęściej używa 
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się błędu kwadratowego , ale może to również być inna funkcja straty, 
np. absolutny błąd , czy też ogólnie funkcja straty typu α, , gdzie 
 (Rissanen, 2003). W przypadku rozkładu prognoz najczęściej używa się 
logarytmicznej funkcji straty , stąd strata zależy od masy prawdopodo-
bieństwa (lub gęstości) przypisanej  jako prognozie obserwowanej wartości xi . 
Im większe jest prawdopodobieństwo, tym mniejsza jest strata2.
Metodę APE można również zastosować do wyboru strategii (De Luna, Sko-
uras, 2003). Załóżmy, że w ramach każdej z q potencjalnych strategii wyboru 
modelu,  ,  , dysponujemy pewnym zestawem M-modeli , , które stanowią aproksymację modelu generującego dane. 
Z każdym modelem związane są parametry , które muszą być oszacowane. 
Jeżeli każda ze strategii prowadzi do wyboru tego samego modelu, to wtedy nie 
ma potrzeby wyboru strategii. W przypadku gdy pojawia się różnica w wyborze 
modelu przez różne strategie, wybiera się tę strategię  ,  , dla której 
skumulowany błąd prognoz
jest minimalny, gdzie  jest prognozą  otrzymaną z modelu p wy-
branego za pomocą strategii  na podstawie podpróby  .
Zatem APE( ) pokazuje zachowanie w prognozowaniu, gdy strategia  zo-
stała użyta do obliczenia sekwencyjnych prognoz, przy czym w każdym kroku, 
dla i = m, …, n, rekalkulacji podlega estymacja parametrów, jak i wybór modelu. 
Meta-wybór sprowadza się nie tylko do minimalizacji APE( ), ale też do śledze-
nia zmian APE( ) w miarę zwiększającej się wielkości próby. 
2. PRZYKŁAD EMPIRYCZNY
W celu prezentacji zachowania się skumulowanego błędu prognoz ex post 
na jeden okres naprzód (APE) w odniesieniu do wyboru modelu, jak i wyboru 
strategii wyboru modelu wykorzystano dane z bazy Maddisona (2001), zawie-
rającej roczne szeregi PKB dla 36 krajów. W badaniu wzięto pod uwagę PKB 
dla dwóch przykładowych krajów (Francja dla okresu3 1947–2003 i Polska dla 
okresu 1952–2003). Dane zostały wyrażone w mln USD w cenach stałych z 1990 
roku z uwzględnieniem parytetu siły nabywczej.
2 Przyjęcie logarytmicznej funkcji straty sprawia, że metoda APE staje się zgodna z maksy-
malizacją funkcji wiarygodności oraz bayesowskim wnioskowaniem (m.in. Wagenmaker, 
 Grünwald, Steyvers, 2006).
3 W artykule skorzystano ze zaktualizowanej bazy Maddisona ze strony www.ggdc.net.
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Kluczowym zagadnieniem przy wyborze modelu jest kwestia określenia po-
czątkowego zestawu modeli (kandydatów). W prezentowanym przykładzie ze-
staw ten obejmował dwa modele: ARIMA(1,1,0) oraz model trendu liniowego 
i autoregresji rzędu drugiego (T+AR(2)). Uzasadnieniem dla takiego zestawu jest 
pewna tradycja w podejściu do badań empirycznych fl uktuacji PKB. Mianowi-
cie badania te w ciągu ostatnich trzydziestu lat koncentrowały się na weryfi kacji 
hipotezy o pierwiastku jednostkowym (co oznacza, że PKB jest niestacjonarny 
w wariancji lub ma trend stochastyczny) czy też hipotezy o stacjonarnych odchy-
leniach wokół trendu deterministycznego (co oznacza, że PKB jest niestacjonar-
ny w średniej). Mimo bardzo licznych badań poświęconych temu zagadnieniu4 
nie udało się uzyskać jednoznacznej odpowiedzi na to pytanie.
Model ARIMA(1,1,0) został wybrany spośród różnych specyfi kacji modeli 
ARIMA(p, d, q), dla p, q = 0, 1, 2, d = 0, 1, z wykorzystaniem różnicy kryte-
riów Akaike’a5, tj.  , gdzie AICi – kryterium AIC dla i-tego 
modelu, a AICmin – wartość kryterium AIC dla najlepszego modelu. Modele 
te były szacowane dla tej samej liczebności próby, tj. 1947–2003. Im większa 
różnica  , tym mniej prawdopodobne jest, że dany model jest dobrym mo-
delem w sensie kryterium Kullbacka-Leiblera6. W praktyce akceptuje się mo-
dele (Burnham, Anderson, 2002), dla których  . Na podstawie  można 
też uzyskać wagi AIC, które są przydatne do oceny relatywnej przewagi mo-
delu najlepszego (o największej wadze) nad pozostałymi modelami ze zbioru
R-modeli-kandydatów. Wagi te oblicza się następująco (Burnham, Anderson, 
4 Do prac poruszających kwestię wyboru między trendem stochastycznym (niestacjonar-
ność w wariancji) a trendem deterministycznym (niestacjonarność w średniej) dla szeregu PKB 
należą m.in.: Nelson, Plosser, 1982; Stock, Watson, 1986; Quah, 1987; Perron, Phillips, 1987; 
 Christiano, Eichenbaum, 1990; Rudebusch, 1993; Diebold, Senhadji, 1996; Murray, Nelson, 1998. 
Wskazuje się (Haubrich, Lo, 2001), że powodem tego jest błędne założenie o prawdziwości jednej 
w powyższych hipotez. W ten sposób uwzględnia się jedynie możliwość wystąpienia w badanych 
szeregach zależności o charakterze trwałego trendu (niestacjonarność w wariancji) i przejściowych 
fl uktuacji (niestacjonarność w średniej), a pomija się zależności o charakterze pośrednim (tzw. dłu-
ga pamięć), które można by opisać przez ułamkowy proces ARFIMA.
5 W pracy zastosowano zmodyfi kowane kryterium AIC, tj.  , gdzie 
AIC = –2 ln L + 2K, K oznacza liczbę szacowanych parametrów, n – liczbę obserwacji. Standardo-
we kryterium AIC może zachowywać się słabo (tj. wybierać mało oszczędne w parametry modele), 
jeżeli występuje zbyt dużo parametrów w stosunku do liczby obserwacji. Stosowanie AICc zaleca 
się, gdy stosunek n / K jest mniejszy niż 40 (Sugiura, 1978). Dla przejrzystości zapisu zachowano 
zapis AIC.
6 Odległość (informacja) Kullbacka-Leiblera (K-L) jest miarą rozbieżności między prawdzi-
wym i aproksymacyjnym modelem. Akaike (1973) pokazał, że wybór modelu z najniższą oczeki-
waną stratą informacji (tj. modelu, który minimalizuje oczekiwaną miarę K-L) jest asymptotycznie 
równoważny wyborowi modelu, który ma najniższą wartość kryterium AIC.
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2002; Piłatowska, 2009, 2010):  , przy czym 
 . Dla modelu ARIMA(1,1,0) różnica  wynosiła zero, czyli był to model najlepszy, a dla pozostałych modeli  , zatem były też wiarygodne 
modele w sensie kryterium K-L. Jednak przewaga modelu ARIMA(1,1,0) nad 
pozostałymi modelami była znacząca, gdyż model ARIMA(1,1,0) miał wyraźnie 
dominującą wagę, tj. ok. 0,55.
W podobny sposób ustalono specyfi kację alternatywnego modelu, tj. modelu 
trendu liniowego i autoregresji rzędu drugiego, T+AR(2), przy czym maksymal-
ny testowany rząd autoregresji wynosił 3.
W celu dokonania wyboru między modelem ARIMA(1,1,0) a modelem 
T+AR(2) zastosowano trzy strategie wyboru modelu, tj. kryterium informacyjne 
AIC i BIC oraz skumulowany błąd prognoz na jeden okres naprzód (APE), przy 
czym jako funkcję straty przyjęto błąd kwadratowy (oznaczenie APE_SE) oraz 
błąd absolutny (oznaczenie APE_AE)7. Minimalna liczebność próby, dla któ-
rej rozpoczynała się estymacja8 modeli, wynosiła 11 obserwacji (1947–1957), 
następnie liczebność ta była powiększana o jeden aż do n (do roku 2000). Na 
każdym etapie były wyznaczane prognozy z poszczególnych modeli oraz sku-
mulowane błędy prognoz ex post na jeden okres naprzód (APE_SE i APE_AE). 
Wyniki, w formie różnic między AIC, BIC i APE dla poszczególnych modeli 
w zależności od liczby obserwacji, prezentują wykresy 1 i 2.
Wykres 1 (panele A i B) pokazuje, że w miarę wzrostu liczby obserwacji 
kryteria AIC i BIC wskazują wyraźnie na przewagę modelu T+AR(2), ponie-
waż różnica kryteriów AIC(ARIMA) – AIC(T+AR(2)) oraz BIC(ARIMA) – 
– BIC(T+AR(2)) jest dodatnia (oznacza to niższe kryterium AIC i BIC) dla mo-
delu T+AR(2)); z wyjątkiem, że prognozując PKB (Francja) na 18. okres (rok 
1975) – por. panel A – oraz na okres 28. i 29. (rok 1985 i 1986) – por. panel B – 
różnica kryteriów przyjmuje wartość ujemną, co wskazywałoby na przewagę 
modelu ARIMA w tych okresach prognozowania.
Śledząc przebieg różnic skumulowanego błędu prognoz na jeden okres na-
przód (APE_SE oraz APE_AE) obliczanych dla obu modeli, nie otrzymuje się 
tak jednoznacznej przewagi modelu T+AR(2) – por. panele C i D. Na podstawie 
przebiegu różnic między skumulowanym błędem APE_SE dla obu modeli można 
zauważyć, że niemal w całym okresie prognozowania różnica ta jest ujemna, co 
wskazywałoby na zdecydowaną przewagę modelu ARIMA przy prognozowaniu 
PKB – por. panel C (z wyjątkiem okresu od 1. do 3. (lata 1958–1960), 12. do 13. 
7 Skumulowany błąd prognoz (APE) został wyznaczony na podstawie własnej procedury 
zapisanej w języku skryptowym programu Gretl.
8 Model ARIMA(1,1,0) szacowany był według metody największej wiarygodności, a model 
T+AR(2) – według metody najmniejszych kwadratów.
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(lata 1969–1970)). Natomiast przebieg różnic między skumulowanym błędem 
APE_AE dla obu modeli wskazuje na przewagę modelu ARIMA w okresie pro-
gnozowania od 4. do 35. (dla lat 1961–1993) – bo różnica kryteriów APE_SE 
dla modeli niemalże w całym okresie prognozowania jest ujemna (czyli model 
ARIMA daje niższe błędy prognoz na jeden okres naprzód), a od okresu 36. do 
43. (dla lat 1994–2000) – na przewagę modelu T+AR(2), bo różnica kryteriów 
APE_SE dla dwóch modeli jest dodatnia (czyli model T+AR(2) daje niższe błędy 
prognoz na jeden okres naprzód). Wynika z tego, że przyjęcie różnych postaci 
funkcji straty będzie miało wpływ na decyzję o wyborze modelu.
Wykres 1. Różnice między kryteriami wyboru dla modelu ARIMA(1,1,0) i modelu 
T+AR(2) wyznaczającego prognozy PKB (Francja). Panel A – kryterium AIC, 
panel B – kryterium BIC, panel C – kryterium APE_SE, panel D – kryterium 
APE_AE
Źródło: opracowanie własne.


















































































































Dla szeregu PKB (Polska) – por. wykres 2 (panele A i B) – kryteria AIC i BIC 
dają przewagę modelowi T+AR(2), ponieważ różnica kryteriów AIC(ARIMA) – 
– AIC(T+AR(2)) oraz BIC(ARIMA) – BIC(T+AR(2)) jest dodatnia. Jednakże 
w przypadku kryterium BIC przewaga modelu T+AR(2) zmniejsza się w mia-
rę wzrostu liczby obserwacji, ponieważ różnica kryteriów maleje (wykres 2, 
panel B). Natomiast przebieg skumulowanego błędu prognoz na jeden okres 
naprzód (APE_SE, APE_AE – panele C i D) wyraźnie wskazuje na przewagę 
modelu ARIMA, ponieważ różnice między skumulowanymi błędami APE_SE 
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(a także APE_AE) dla obu modeli są ujemne w niemal całym okresie prognozo-
wania (z wyjątkiem okresu od 2. do 9., tj. dla okresu 1960 do 1968), co oznacza 
mniejsze błędy prognoz z modelu ARIMA.
Skumulowany błąd prognoz na jeden okres naprzód (APE) może być rów-
nież zastosowany do oceny strategii wyboru modelu w kontekście zachowania 
w prognozowaniu (meta-wybór). W takim przypadku celem jest ocena progno-
stycznych walorów poszczególnych strategii (AIC, BIC, APE), a nie poszczegól-
nych modeli (ARIMA, T+AR(2)). Podobnie jak obliczenie APE we wcześniej-
szym podejściu, w procedurze meta-wyboru konieczne jest również oszacowanie 
modeli ARIMA i T+AR(2) na podstawie kolejnych prób powiększających się 
o jedną obserwację. Wartość predykcyjna np. strategii AIC jest określana z wy-
korzystaniem skumulowanego błędu prognoz (APE) obliczanego dla modeli wy-
branych za pomocą kryterium AIC. Przykładowo, załóżmy, że dla zwiększającej 
się liczby obserwacji aż do n = 20 kryterium AIC preferuje model ARIMA, a na-
stępnie dla n > 20 kryterium AIC zaczyna preferować model T+AR(2). Wtedy 
skumulowany błąd prognoz (APE) jest sumą błędów prognoz ex post otrzyma-
nych z modeli ARIMA i T+AR(2) (odpowiednio dla pierwszej i drugiej części 
próby) wybranych według minimum kryterium AIC. Obliczając różnice APE 
dla różnych strategii wyboru modelu, uzyskuje się relatywną ocenę przydatności 
Wykres 2. Różnice między kryteriami wyboru dla modelu ARIMA(1,1,0) i modelu 
T+AR(2) wyznaczającego prognozy PKB (Polska). Panel A – kryterium AIC, 
panel B – kryterium BIC, panel C – kryterium APE_SE, panel D – kryterium 
APE_AE
Źródło: opracowanie własne.
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poszczególnych strategii wyboru modelu. Na wykresie 3 przedstawione są róż-
nice między skumulowanymi błędami prognoz (APE) otrzymanymi w wyniku 
zastosowania poszczególnych strategii wyboru modelu (tj. AIC, BIC, APE_SE 
i APE_AE).
Dla badanego szeregu PKB (Francja) zastosowanie strategii AIC do wybo-
ru modelu daje mniejsze błędy prognoz niż w przypadku strategii BIC – por. 
panel A, na którym różnica między skumulowanym błędem APE_SE oblicza-
nym przy zastosowaniu strategii AIC i BIC(APE_SE(AIC) – APE_SE(BIC))9 
9 Skrót np. APE_SE(AIC) oznacza skumulowany błąd prognoz (jako funkcję straty przy-
jęto błąd kwadratowy) obliczony w przypadku, gdy do wyboru spośród dwóch modeli, ARIMA 
i T+AR(2), zastosowano strategię AIC.










































































































































jest ujemna. Należy zauważyć, że poziome odcinki na wykresie 3 oznaczają, że 
różnice w błędach prognoz dla dwóch strategii wyboru modelu (np. AIC i BIC, 
panel A) nie zmieniają się. Występuje to wtedy, gdy dwie strategie wyboru mode-
lu preferują ten sam model. Podobne wnioski otrzymuje się w przypadku zasto-
sowania absolutnego błędu (AE) jako funkcji straty (por. panel D).
Porównując zachowanie strategii AIC i APE_SE oraz BIC i APE_SE (pane-
le B i C, wykres 3), wyraźnie widać, że stosując strategię APE_SE do wyboru mo-
delu, otrzymuje się mniejsze skumulowane błędy prognoz niż przy zastosowaniu 
strategii AIC czy BIC (ponieważ różnice APE_SE(AIC) – APE_SE(APE_SE) są 
dodatnie) w całym okresie prognozowania. Podobne wyniki uzyskano, gdy jako 
funkcję straty przyjęto błąd absolutny (panele E i F), przy czym dla ostatnich 
dziesięciu okresów różnica błędów APE_AE dla poszczególnych strategii jest 
stała, co sugeruje podobne zachowanie się tych strategii przy wyborze modelu. 









































































































































Wykres 4. Meta-wybór pomiędzy strategiami: AIC, BIC, APE_SE i APE_AE dla szeregu 
PKB (Polska)
Źródło: opracowanie własne.
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Ogólnie jednak zastosowanie strategii APE_SE (czy APE_AE) pozwala otrzy-
mać mniejsze skumulowane błędy prognoz na jeden okres naprzód niż w przy-
padku strategii AIC czy BIC.
Dla szeregu PKB (Polska) – wykres 4 – strategie AIC i BIC dają ten sam 
wybór (różnica APE_SE(AIC) – APE_SE(BIC) jest równa zero) dla pierwszych 
30 okresów prognozowania (tj. dla okresu (1960–1990), natomiast dla pozosta-
łego okresu zastosowanie strategii BIC do wyboru modelu daje mniejsze błędy 
prognoz niż w przypadku strategii AIC (wykres 4, panel A), ponieważ różnica 
błędów APE_SE dla strategii AIC i BIC jest dodatnia. Jeżeli jednak jako funkcję 
straty wybierze się błąd absolutny (AE), to wniosek jest odwrotny, tj. przewagę 
ma strategia AIC, ponieważ różnica błędów APE_AE dla strategii AIC i BIC jest 
ujemna (por. panel D). Potwierdza to wcześniejszy wniosek o wpływie wyboru 
funkcji straty na wybór modelu i na wybór samej strategii.
Z porównania zachowania strategii AIC i APE_SE oraz BIC i APE_SE (pa-
nele B i C, wykres 4) wynika, że stosując strategię APE_SE do wyboru mode-
lu, otrzymuje się mniejsze skumulowane błędy prognoz niż przy zastosowaniu 
strategii AIC czy BIC (ponieważ różnice APE_SE(AIC) – APE_SE(APE_SE) 
są dodatnie) w prawie całym okresie prognozowania (z wyjątkiem pierwszych 
15 okresów – lata 1959–1965, gdy różnice błędów APE_SE dla strategii AIC 
i APE_SE oraz BIC i APE_SE są ujemne, co wskazuje na przewagę strategii 
odpowiednio AIC i BIC). Podobne wyniki otrzymuje się w wyniku porównania 
strategii AIC i APE_AE oraz BIC i APE_AE (panele E i F, wykres 4), przy czym 
pod koniec badanego okresu zauważyć można relatywny spadek tej przewagi, po-
nieważ różnica błędów APE_AE dla odpowiednich par strategii znacznie spadła, 
choć nadal jest dodatnia.
W celu sprawdzenia poprawności wyboru modelu ARIMA czy T+AR(2) 
według skumulowanego błędu prognoz ex post (APE_SE i APE_AE) wyznaczo-
no prognozy PKB (Francja) i PKB (Polska) na jeden okres naprzód dla okresu 
2001–2003 oraz błędy prognoz ex post (bezwzględne 
T i względne 
*
T) na pod-
stawie obu modeli. Wyniki przedstawiają tabele 1 i 2.
Tabela 1. Prognozy PKB (Francja) na jeden okres naprzód i błędy prognoz ex post
z modeli ARIMA(1,1,0) i T+AR(2)
Lata Realizacja
Model: ARIMA(1,1,0) Model: T+AR(2)
prognoza T 
*
T prognoza T 
*
T
2001 1289387 1297071 –7684,3 –0,60% 1292864 –3477,0 –0,27%
2002 1305136 1312186 –7050,8 –0,54% 1309083 –3947,3 –0,30%
2003 1315601 1323622 –8021,1 –0,61% 1321281 –5680,3 –0,43%
Źródło: obliczenia własne.
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Na podstawie tabeli 1 można zauważyć, że błędy prognoz ex post na jeden 
okres naprzód są mniejsze w przypadku modelu T+AR(2), co potwierdzałoby 
wskazanie skumulowanego błędu prognoz APE_AE (por. wykres 1, panel D). 
Jednakże błędy prognoz ex post w przypadku modelu ARIMA(1,1,0) są również 
niewielkie, co wskazywałoby także na przydatność tego modelu w prognozowa-
niu. Oznacza to, że w przypadku szeregu PKB (Francja) oba modele dobrze za-
chowują się w prognozowaniu, choć przewagę ma model T+AR(2). Podobne wy-
niki uzyskuje się przy prognozowaniu PKB (Polska), z tym że w tym przypadku 
mniejsze błędy prognoz otrzymuje się z modelu ARIMA, na który wskazywała 
metoda APE (por. wykres 2, panele C i D).
PODSUMOWANIE
Zaprezentowany przykład empiryczny wskazuje na przydatność skumulo-
wanego błędu prognoz na jeden okres naprzód jako metody wyboru modelu. Do-
datkowo śledzenie zmian skumulowanego błędu prognoz w miarę zwiększającej 
się liczby obserwacji pokazuje wyraźnie, że pojęcie najlepszego modelu należy 
odnosić do liczebności próby, tzn. model najlepszy przy danej wielkości próby 
może być, w przypadku większej liczby obserwacji, zastąpiony przez inny mo-
del, który daje prognozy o mniejszych błędach.
Metoda ta może być stosowana w odniesieniu zarówno do modeli zagnież-
dżonych, jak i niezagnieżdżonych oraz w przypadku, gdy w zestawie modeli nie 
występuje model generujący dane. Niewątpliwą zaletą skumulowanego błędu 
prognoz jest to, że może być stosowany nie tylko do wyboru modelu w ramach 
danej strategii wyboru, ale również do wyboru samej strategii, a przez to do po-
równywania różnych strategii wyboru modelu. Rozszerza to zagadnienie wyboru 
modelu i sprawia, że metoda ta może mieć duże znaczenie praktyczne.
Tabela 2. Prognozy PKB (Polska) na jeden okres naprzód i błędy prognoz ex post
z modeli ARIMA(1,1,0) i T+AR(2)
Lata Realizacja
Model: ARIMA(1,1,0) Model: T+AR(2)
prognoza T 
*
T prognoza T 
*
T
2001 281508 286913 –5406 –1,92% 286307 –4798,8 –1,70%
2002 285365 284901 464 0,16% 283789 1575,8 0,55%
2003 296237 289382 6856 2,31% 288394 7843,2 2,65%
Źródło: obliczenia własne.
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ACCUMULATIVE PREDICTION ERROR
AS A METHOD OF MODEL SELECTION
A b s t r a c t .  The purpose of the paper is to present and apply the accumulative one-
step-ahead prediction error (APE) not only as a method (strategy) of model selection, but 
also as a tool of model selection strategy (meta-selection). The APE method is compared 
with the information approach to model selection (AIC and BIC information criteria), 
supported by empirical examples. Obtained results indicated that the APE method may 
be of considerable practical importance.
K e y w o r d s :  model selection, meta-selection, information criteria, accumulative 
prediction error.
