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21 Introduction
In many experimental situations the values of more than one feature of the phenomenon under study can be
recorded as time varies. The resulting time series often contain measurement errors. Typically the covariance
matrix of the corresponding multivariate measurement errors is not a multiple of the identity matrix. That
is, the univariate time series have different levels of uncertainty and the corresponding measurement errors
may be correlated [1]. One reason for the possible heteroskedascity and for the correlations is that in different
experiments the features recorded and the devices used to obtain the data may be different. Other reasons
are that those who record the data and the procedures they use vary, some characteristics are more difficult
to register than others, and that the errors made in the registration of some of the features can affect the
registration of other features of the phenomenon.
Many of the techniques for nonlinear time series analysis become ineffective even in the presence of low
levels of measurement noise [2,3]. Medium or high noise levels suggest using a noise reduction algorithm
prior to processing the observed time series, or using a convenient adaptation of standard nonlinear time series
analysis techniques capable of handling noisy time series. On the other hand, since the performance of the
different algorithms for estimating embedding dimension, for forecasting, or for estimating some invariant
parameters such as the correlation dimension, entropy, or Lyapunov exponents often depends on the noise
level [2–5], an accurate estimation of the different noise levels in the observed time series helps in selecting
the method most appropriate for the observed data, for deciding what of the available time series must be used
in such an estimation, and for evaluating the results obtained by the analysis.
The problem of estimating the measurement noise level in a scalar time series has attracted the interest of
many researchers. The methods used can be classified as those based on correlation integrals [5–20]; those
based on noise reduction algorithms [21,22]; and those based on other ideas such as logarithmic displacement
[23,24], Bayesian methods [25], the gamma test [26], close neighborhoods [27], or time prediction [28].
As far as we know all the research on noise level estimation [5–28] has treated only the case of univariate
time series. Even when there exist several time series, the estimation of the noise level in each scalar time
series is made analyzing this time series by itself. This approach means ignoring both the information on the
noise level in a given series that may be contained in the remaining time series, and possible correlations
between the corresponding measurement errors.
3The main contribution of this paper is that we treat the multivariate case, giving an estimate of the noise
level of each of the scalar time series, and also of the correlations between the corresponding errors. A good
estimate of the covariance matrix of the errors facilitates improvements in the performance of the forecasting
algorithms based on local linear estimates of the unknown dynamics, that are of the most relevant methods
in the forecasting literature, and obtaining confidence intervals for such predictions (see [29] for different
forecasting methods). The parameters of the local linear models are estimated using the least squares method.
However since, in this problem, the values of both the dependent and independent variables are subject to
measurement errors, the least squares method gives biased and inconsistent estimates of the parameters of
the linear models, and these models are those used in the forecasting scheme. The statistical theory which
treats the problem of measurement errors in both the dependent and independent variables [1,30–32] is called
measurement error models theory. It provides unbiased and consistent estimates of the parameters of the linear
models, which are also the maximum likelihood estimates if the errors are Gaussian. However, in order to use
this theory to estimate the parameters of the linear models, it is necessary to know the covariance matrix of
the errors or to have already an unbiased estimate of it [30].
We estimate the covariance matrix of the errors using the noise reduction algorithm designed for multi-
variate time series first proposed in [33], and improved in [34] (see [35–37] for surveys of noise reduction
methods). The multivariate time series that we use as initial time series for the algorithm has among its co-
ordinates each of the available scalar time series. The aim of any noise reduction algorithm is to isolate the
deterministic component of the signal, obtaining a cleaned time series with dynamical, geometric, and statis-
tical properties as similar as possible to those of the unknown clean time series. The difference between the
initial time series and the cleaned time series is taken as the estimate of the unknown multivariate error term,
and its sample covariance matrix is taken as the estimate of the covariance matrix of the unknown errors.
Our method is effective when all the scalar time series are the time ordered values of real functions
(observables) of the state variables of the same smooth dynamical system. When this property holds we say
that these time series are dynamically coupled [38] (see Ref. [39] for other approaches to coupled systems in
the setting of noisy time series). We show that this method based on noise reduction of dynamically coupled
time series gives good estimates of all the terms of the covariance matrix of the errors even for short length
and highly corrupted time series.
4That our method for the estimation of the covariance matrix of the measurement errors behaves well even
for short length time series makes it possible to apply it to time series coming from the social sciences, where
many of the methods used in nonlinear time series analysis have not yet been applied because of the short
lengths of the available time series.
The paper is organized as follows. In Section 2 we describe briefly our noise reduction algorithm. Section
3 presents the results for the covariance matrix estimation of the error term in dynamically coupled time series
generated by the logistic, He´non, and Lorenz dynamical systems, corrupted by Gaussian noise. Finally, the
conclusions are in Section 4.
2 The algorithm
2.1 The signal and the noise
We assume that we have d univariate noisy time series X j := {X ji , i = 1, ...,N}, j = 1, ...d, where
X ji = s
j
i + e
j
i ; i = 1, ...,N; j = 1, ...,d. (1)
Here si := (s1i , ...,sdi ) and ei := (e1i , ...,edi ) are, respectively, the unknown deterministic and stochastic parts
of the multivariate time series {Xi := (X1i , ...,Xdi ), i = 1, ...,N}. The time series {ei, i = 1, ...,N} ⊂ Rd is
the realization of an independent and identically distributed (i.i.d.) multivariate stochastic process with zero
mean and unknown covariance matrix Σ . The deterministic time series {si, i= 1, ...,N}⊂Rd is obtained from
the observation of the first N points {yi, i = 1, ..N} ⊂ Rm of an orbit of a smooth chaotic dynamical system,
si = h(yi) and yi+1 = f(yi),
where h : M ⊂ Rm → Rd and f : M →M are unknown smooth functions corresponding to the observable and
the evolution law respectively, and m is the unknown number of state variables of the dynamical system.
We measure the unknown noise level in the jth observed time series using the noise-to-signal standard
deviation percentage (for brevity we will call it noise-to-signal level)
NSR j := 100 σ̂(e
j)
σ̂(s j)
, j = 1, ...,d,
where σ̂(e j) and σ̂(s j) denote the sample standard deviations of e j := {e ji , i = 1, ...,N} and s j := {s ji , i =
1, ...,N}, respectively.
5The multivariate time series that the algorithm takes as initial time series is X∗ := {X∗i = D(Xi), i =
1, ...,N}, where D is either the identity map or D(Xi) = (Xi,∆(Xi)) for some delay operator ∆ . Here are three
examples for which D is not the identity map and d = 2. If ∆(Xi) = Xi−1, then X∗ = {(X1i ,X2i ,X1i−1,X2i−1),
i= 2, ...,N} ⊂R4; if ∆(Xi) = (X1i−1,X1i−2), then X∗ = {(X1i ,X2i ,X1i−1,X1i−2) i= 2, ...,N} ⊂R4; and if ∆(Xi) =
(X1i−1,X
2
i−1,X
2
i−2), then X∗ = {(X1i ,X2i ,X1i−1,X2i−1,X2i−2), i = 2, ...,N} ⊂ R5.
The dimension d∗ ≥ d of the initial time series X∗ is chosen so as to guarantee a good reconstruction of the
embedded dynamics (see the next subsection). The choice of what scalar time series should be delayed may
depend on a prior estimate of the corresponding noise levels obtained taking D(Xi) = Xi as the initial time
series. In view of these estimates of the respective noise levels, it seems reasonable to take the time delays of
those scalar time series corresponding to the lowest noise levels.
The aim of the noise reduction procedure is the separation of the deterministic component {si, i= 1, ...,N}
of {Xi, i = 1, ...,N} from the observational noise {ei, i = 1, ...,N}. Let {̂si, i = 1, ...,N} be the estimation of
{si, i = 1, ...,N} given by the noise reduction algorithm. The estimation of {ei, i = 1, ...,N} is {êi := Xi− ŝi,
i = 1, ...,N}, and the sample covariance matrix Σ̂ of {êi, i = 1, ...,N} will be the estimate of Σ . Then the
estimate of the noise-to-signal level in the jth observed time series is
N̂SR
j
:= 100 σ̂(ê
j)
σ̂(ŝ j)
, j = 1, ...,d,
and the estimate of the correlation between the kth and the jth coordinates of the error is
R̂k j :=
Σ̂k, j√
Σ̂k,kΣ̂ j, j
,k = 1, ...,d; j = 1, ...,d,
where Σ̂k, j is the entry in the kth row and jth column of the matrix Σ̂ .
2.2 The cleaning procedure
We recall now the main ideas of our noise reduction algorithm. The details of its implementation are given in
Ref. [34]. We first take a three-delay embedding Z := {Zi := (X∗i−1,X∗i ,X∗i+1), i = 2, ...,N−1} ⊂ R3d
∗
of the
initial time series X∗. The dimension d∗ ≥ d of the vectors in X∗ is chosen so that the time series Z provides
a good reconstruction of the underlying dynamics. This is guaranteed if 3d∗ > 2m (see Refs. [40,41]). In the
examples reported below we have taken larger values of d∗ in the cases of high noise levels in order to reduce
6the number of false neighbors (points which are close only due to the noise). In order to simplify the notation
we assume that d∗ = d, that is D(Xi) = Xi and therefore X∗i = Xi, i = 1, ...N, but the method is the same in
the general case.
As a result of the noise, {Zi} does not lie in an m-dimensional submanifold of R3d . Let Ui be a neigh-
borhood of Zi, i = 2, ...,N − 1. The noise is partially reduced through orthogonal projections of the data
points within each Ui onto the m-dimensional linear subspace which is the closest, with respect to a given
metric, to the data points in Ui. Our goal is to exploit in an optimal way the information contained in all
the scalar time series. Since the levels of uncertainty of the various scalar time series may be very different,
we use the metric induced by an estimate Σ̂3 of the covariance matrix Σ3 of the unknown errors contained
in {Zi, i = 2, ...,N−1}. This distance gives less weight to the coordinates (scalar time series) recorded with
lower precision.
The use of the metric induced by Σ̂3 might seem surprising because our goal is the estimation of the
covariance matrix Σ of the errors in {Xi, i= 1, ...,N}. Since the noise reduction is an iterative scheme, Σ̂3 can
be obtained through a successive refinement process. The initial time series {X(k)i , i= 1, ...,N}⊂Rd at a given
iteration k is the output time series {̂s(k−1)i , i = 1, ...,N} of the previous iteration of the algorithm. At each
iteration k there is needed an estimate Σ̂ (k)3 of the covariance matrix Σ
(k)
3 of the remaining errors contained in
the three-delay embedding {Z(k)i , i= 2, ...,N−1} of the initial time series {X(k)i , i= 1, ...,N} at this iteration.
For k ≥ 2, we take as Σ̂ (k)3 the sample covariance matrix of the corrections {Z(k)i −Z(k−1)i , i = 2, ...,N− 1}
made by the algorithm in the previous iteration. However, there remains the issue of estimating the covariance
matrix to be used in the first iteration of the algorithm. If we do not have any a priori information about
Σ3, we take the identity matrix as the estimate in the first iteration. Then we run several iterations of the
algorithm (eight iterations suffices in all our experiments), and take as an a posteriori estimate of Σ3 the sample
covariance matrix of the total corrections made by the algorithm in these eight iterations. This estimate Σ̂3 is
then used in the first iteration of the full noise reduction scheme.
Let Σ̂ (k)3 be the estimate of the covariance matrix of the remaining errors in the three-delay embedding
{Z(k)i , i= 2, ...,N−1} of the initial time series {X(k)i , i= 1, ...,N} at iteration k (below, in order to simplify the
notation we omit the superscript k corresponding to the iteration). For each point Zi, we take a neighborhood
Ui of Zi, and the center of mass 〈Zi〉 of the data points in Ui. The best m-dimensional linear subspace Ti for
7the vectors {Z j− 〈Zi〉 : Z j ∈Ui} is the solution of
min
T∈Lm ∑j: Z j∈Ui
(
dΣ̂3,T(Z j−〈Zi〉
)2
,
whereLm is the set of all m-dimensional linear subspaces ofR3d , dΣ̂3,T(Z) :=minu∈T dΣ̂3(Z,u)= dΣ̂3(Z,PTZ)
is the distance of the vector Z to the linear subspace T ∈Lm in the metric induced by Σ̂3, PTZ is the orthog-
onal projection of Z onto T, and dΣ̂3(Z,u) : =
(
(Z−u)t Σ̂−13 (Z−u)
)1/2
is the distance between the vectors
Z and u in the metric induced by Σ̂3. This is an optimization problem with an explicit solution easily found
numerically [34].
The noise in Z j ∈ Ui is partially removed by replacing Z j by Ẑ j(i) := 〈Zi〉+PTi(Z j −〈Zi〉). Since Z j
can belong to many neighborhoods Ui, we have an estimate Ẑ j(i) for each such neighborhood. The final
estimate Ẑ j := (̂s j−1, ŝ j, ŝ j+1) of (s j−1,s j,s j+1) ∈ R3d obtained at a given iteration is the average of all of
these estimates. This gives a 3d-dimensional time series and therefore three different estimates for each si, i=
2, ...,N − 1 : those given respectively by the final, intermediate, and initial d coordinates of Ẑi−1, Ẑi, and
Ẑi+1. We take as the estimate of si a weighted average of these three estimates. The weights are the same for
all the points and inversely proportional to the sample variances of the corrections εi := (Xi−1,Xi,Xi+1)−
(̂si−1, ŝi, ŝi+1), i = 2, ...,N−1.
The effectiveness of the noise reduction scheme means that noise levels decrease as the iterations advance.
In our algorithm the shapes and sizes of the neighborhoods are automatically determined by the remaining
level of uncertainty in each coordinate. They are defined as Ui = {Z j : dΣ̂3(Z j,Zi) < r} where r is taken as
small as possible subject to the requirement that, with a given confidence level, the relevant information is
contained in the neighborhoods [34]. The neighborhoods will be ellipsoids rather than simply spheres, with
semi-axial lengths related to the uncertainties in the corresponding coordinates. A clear indication that further
iterations of the algorithm will not reduce the remaining noise is the stabilization of the mean number of
points in the neighborhoods, and this is our stopping criterion.
2.3 Alternative methods based on local orthogonal projections
Noise reduction via orthogonal projections of the data in neighborhoods onto linear subspaces is also the basis
of other noise reduction algorithms designed for scalar [21,22,35,42–47], and multivariate [48] time series.
8Since these algorithms work with delay vectors obtained from scalar time series, the levels of uncertainty in
all the coordinates of such a delay vector are the same. In many of these algorithms the Euclidean metric is
used for estimating the linear subspaces onto which the data in the neighborhoods are projected [21,43,44,
47]. Another metric which gives good results for scalar time series is the one proposed in Ref. [35]. This
metric focuses the noise reduction on the most stable middle coordinates of the delay vectors. However, since
these algorithms are designed for scalar time series they do not take advantage of the information about the
levels of uncertainty that several dynamically coupled scalar time series may contain jointly, nor do they
permit estimation of the correlations between the corresponding coordinates of the error.
For the purpose of estimating the covariance matrix of the errors contained in a multivariate time series
there can be used any noise reduction algorithm designed for multivariate time series (for instance that pro-
posed in [48] and implemented in the ghkss routine of the TISEAN library [49]). However, as far as we know,
the algorithm first proposed in [33] and later improved in [34] is the only one designed for multivariate time
series that takes into account either the possible differences between the levels of uncertainty of different
coordinates of the time series or the correlations between the coordinates of the error. The performance of the
noise reduction algorithm depends strongly on the metric considered, because the metric determines which
linear subspace Ti is closest to the data points in the neighborhood Ui, what is the orthogonal projection
PTi(Z j −〈Zi〉) of a vector Z j −〈Zi〉 onto the linear subspace Ti, and, in our algorithm, also what are the
shapes and sizes of the neighborhoods Ui. The metric also determines the statistical properties of the output
time series. The Euclidean metric gives biased estimators [50–52], whereas the metric induced by the esti-
mated covariance matrix of the errors gives unbiased and consistent estimates of the true values for the case
of linear models and, for Gaussian errors, these estimates are those of maximum likelihood [30]. For all these
reasons we think that it is best to use an algorithm based on the metric induced by Σ̂3, especially in the cases
where the time series have short lengths, where the levels of uncertainty in each of the scalar time series are
very different, or where the coordinates of the multidimensional error are highly correlated.
3 Numerical results
In this section we show the results obtained for time series generated by logistic, He´non, and Lorenz dynamics
corrupted by Gaussian measurement noise.
9The logistic dynamics is generated by the map
y(k+1) = 4y(k)(1− y(k)).
The He´non dynamical system is generated by the mapping
y1(k+1) = 1−ay1(k)2+ y2(k), y2(k+1) = by1(k),
where the parameter values are taken to be a = 1.4 and b = 0.3. The Lorenz dynamical system is defined by
·y1 = σ(y2− y1),
·y2 = y1(R− y3)− y2 ,
·y3 = y1y2−βy3,
where the parameter values are taken to be σ = 16, R = 45.92, and β = 4. These equations are integrated
using a fourth order Runge-Kutta algorithm with an integration step of ∆ t = 0.001. The sampling time we
consider is 30∆ t = 0.03.
For short length time series the results depend strongly on the realization of the error term, and also on the
clean time series considered. For this reason we repeat each experiment several times for different clean time
series and realizations of the error term. We generate, using one of the three dynamical systems mentioned
above, a long clean time series of 50000 data points. This clean time series is observed using different scalar
observables h j, j = 1, ...,d. The resulting d-dimensional time series of 50000 data points is corrupted with an
i.i.d. d-dimensional Gaussian noise with a given covariance matrix. We use the subroutine DRNMVN of the
IMSL libraries [53] to generate this Gaussian noise with a given covariance matrix. Finally we split each of
these d time series into L time series each having N = 50000/L data points. We have considered times series
having lengths N ∈ {250,1000,5000}, in order to study the behavior of the algorithm for time series of very
short, medium, and large lengths.
In each of these L experiments we estimate the sample covariance matrix of the errors Σ̂ , giving as the
result the sample mean
〈
Σ̂
〉
of the sample covariances matrices obtained from these L experiments. For
comparison we also include the sample mean 〈Σ〉 of the sample covariance matrices corresponding to the true
errors. We also report the d× d matrices σΣ̂ and σΣ whose entries are the sample standard deviations σΣ̂i, j
and σΣi, j , i = 1, ...,d, j = 1, ..,d, of the elements of these covariance matrices. Thus for N = 250, the mean
matrices
〈
Σ̂
〉
and 〈Σ〉 are calculated using 200 matrices, whereas for N = 5000 they are calculated using 10
matrices.
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In order to evaluate better the relative errors made in estimating the elements of the covariance matrix,
we also include in the results reported below the mean values
〈
N̂SR
j〉
, j = 1, ...,d, of the noise-to-signal
levels and the mean values
〈
R̂i j
〉
, i = 1, ..d, j = 1, ...,d, of the correlations between the coordinates of the
estimated errors, together with their respective sample standard deviations σ
N̂SR j
, j = 1, ...,d, and σR̂i, j , i =
1, ...,d, j = 1, ...,d. In the tables reported below we denote by
〈
Γ̂
〉
the matrix whose diagonal entries are〈
N̂SR
j〉
, j = 1, ...,d, and whose upper triangular entries (i, j) are
〈
R̂i j
〉
, i = 1, ...,d, j = i+ 1, ...,d. The
matrix containing the corresponding sample standard deviations of the entries in
〈
Γ̂
〉
is denoted σΓ̂ . The
analogous matrices for the true d-dimensional error are denoted 〈Γ 〉 and σΓ respectively.
3.1 One-dimensional discrete dynamics and small noise-to-signal ratios
In this subsection we present the results obtained by applying our algorithm to three dynamically coupled
noisy time series. These three time series are generated using the logistic map and the scalar observables
h1(y) =
√
4+5y, h2(y) = (2+ y)2, and h3(y) = ln(y+1)+2ln2 respectively. The three-dimensional error term has
a Gaussian distribution, with low noise-to-signal levels of 4%, 5%, and 6% respectively, and correlations of
R12 = 0.8, R13 = 0.2, and R23 =−0.2, that is Γ =

4 0.8 0.2
5 −0.2
6
.
The aims of this experiment are to analyze if the algorithm detects the subtle differences between the three
coordinates of the measurement error with respect to the noise levels, and to see if it provides reasonable
estimates of the correlations between the coordinates of the error.
The results presented in Table 1 correspond to the initial time series {Xi = (X1i ,X2i ,X3i ), i= 1, ...,N}. The
dimension m of the linear subspaces where the data are projected is taken to be m = 1.
Table 1(a) displays, as a function of the length N of the time series, the matrices 〈Γ 〉 and σΓ on its left
side, and their respective estimates
〈
Γ̂
〉
and σΓ̂ on its right. The matrices 〈Σ〉 , σΣ ,
〈
Σ̂
〉
and σΣ̂ are shown
in Table 1(b). We can see that the algorithm detects the subtle differences between these three low levels of
noise even for time series of only 250 data points. The estimates of the mean noise-to-signal levels and also
the estimated correlations are good even for very short time series, and they improve for longer time series.
The empirical standard deviations σ
N̂SR j
, j = 1, ...,3, and σR̂i, j , i = 1, ...,3, j = 1, ...,3, corresponding to the
estimated values decrease with the length of the time series and they are only slightly higher than the sample
standard deviations σNSR j , j = 1, ...,3, and σRi, j , i = 1, ...,3, j = 1, ...,3, obtained with the true error values.
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For long time series the relative error made in the estimation of the entries of 〈Γ 〉 is very small, less than 0.5%
in all the entries with the exception of R23, for which the relative error is about 1.14%.
The estimates of the entries in 〈Σ〉 and their corresponding standard deviations are also very good (see
Table 1(b)), even for time series of only 250 data points.
3.2 Two-dimensional discrete dynamics and high amplitude noises
In Table 2(a-b) we present the results obtained for highly corrupted time series. We have considered two
dynamically coupled noisy time series obtained from the observation, using the observables h1(y1,y2) = 50y25+y1
and h2(y1,y2) = 4y21+y2, of an orbit generated by the He´non map. The two dimensional error has a Gaussian
distribution, with high noise-to-signal levels of 50% and 25%, respectively, and a correlation of R12 = 0.75.
The aim of this experiment is to analyze if the algorithm estimates well the noise levels and the correlations
between the error terms for highly corrupted time series. The results presented in Table 2 correspond to the
initial time series X∗ = {(Xi,Xi−1,Xi−2), i = 3, ...,N + 2}, where Xi = (X1i ,X2i ), and taking m = 2 as the
dimension of the linear subspaces where the data points are projected.
The results displayed in Table 2 show that the algorithm provides good estimates of the entries of Σ and
Γ even for very short length time series, and the results improve when the lengths of the time series increase,
mainly because the mean sample standard deviations of all the estimates decrease quickly when the length of
the time series increases.
In the interest of brevity we do not present the results taking X∗ = {(Xi,Xi−1), i = 2, ...,N + 1} or X∗ =
{(Xi,D(Xi), i = 3, ...,N + 2} with D(Xi) = (X1i−1,X2i−1,X1i−2) as the initial time series. Although the results
are also good, those for higher dimensional initial time series are better, because the effects of false neighbors
are smaller.
3.3 Three-dimensional continuous dynamics and moderate amplitude noises
The results contained in Table 3 (a-b) correspond to three dynamically coupled time series generated using
the Lorenz dynamics and the three scalar observables h1(y1,y2,y3) = y1 +5y22 + y3, h2(y1,y2,y3) = 2y2 + y23,
and h3(y1,y2,y3) = 2y1+ y23, respectively. The three dimensional error term has a Gaussian distribution, with
moderate noise-to-signal levels of 5%, 10%, and 20%, respectively. The correlations between the coordinates
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of the error are R12 = 0.1, R13 = 0, and R23 =−0.1. The first aim of this experiment is to analyze the behavior
of the algorithm for time series generated by three-dimensional dynamics and corrupted by noises of moderate
amplitude. The second aim is to analyze if the algorithm distinguishes between a null correlation and a small
correlation (positive or negative).
In order to guarantee that the initial time series provides a good reconstruction of the underlying dynamics
and to reduce the problems caused by false neighbors, we take as the initial time series X∗= {(Xi,Xi−1,Xi−2),
i = 3, ...,N +2}, where Xi = (X1i ,X2i ,X3i ). The dimension m of the linear subspaces where the data are pro-
jected is taken to be m = 3.
The estimates of the mean noise-to-signal levels are reasonable even for short length time series. However,
in order to determine with confidence the signs of such small correlations we need at least N = 1000 data
points.
In the interest of brevity we do not present the results obtained taking X∗= {(Xi,Xi−1), i= 2, ...,N+1} as
the initial time series, but these results are quite similar to those displayed in Table 3, showing the robustness
of the output of the algorithm with respect to the dimension of the initial time series, provided the chosen
dimension allows a faithful reconstruction of the underlying dynamics, and that for such a dimension the
problem of false neighbors is not very important (which obviously depends on the noise levels).
A comparison of the empirical distribution of the estimated errors as a function of the lengths N of the
time series used in the noise reduction algorithm is shown in Figure 1. We have plotted only the histograms
corresponding to the relative frequencies of the third component of the estimated error term, which is the
one with the highest variance when compared with the variance of the corresponding coordinate of the clean
signal. The results for the other two coordinates of the error are analogous. In Figure 1(a) the estimated errors
are obtained by splitting the noisy time series having 50000 data points into 200 noisy time series of 250 data
points each (short length time series), and processing each of these 200 noisy time series separately. In Figure
1(b) the estimated errors are obtained by splitting the noisy time series having 50000 data points into 10 time
series of 5000 data points. Both figures exhibit also the histogram corresponding to the third coordinate of the
true errors.
We can see that the empirical distribution of the estimated errors is close to the distribution of the true
errors even for the case of short length time series. These figures suggest strongly the convergence of the
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distribution of the estimated errors to the distribution of the true errors when the length N of the time series
used to estimate the errors increases.
4 Conclusions
We propose a method which allows the estimation of all the entries of the covariance matrix of the additive
multivariate error with which a deterministic multivariate time series has been corrupted. Our method im-
proves upon the existing methods in the literature. Because these only treat noise level estimation for the case
of scalar noisy time series, they do not take advantage of the information about the error that a joint treatment
of all the available information may provide, nor do they estimate the correlations between the coordinates of
the error in the case that several scalar time series are available.
An efficient method for estimating the covariance matrix of the measurement errors may be essential for
improving the behavior of forecasting algorithms, for deciding what methods or what of the available scalar
time series must be used for analyzing the properties of the underlying dynamics, or for a better evaluation of
the reliability of the results obtained by the application of a given method to a noisy time series.
Although the estimation of noise levels in scalar time series by a noise reduction algorithm has been
proposed before (see [21,22]), the noise reduction algorithms used depend on many parameters such as the
embedding dimension, size of the neighborhoods, number of iterations, etc., making their use for noise level
estimation difficult especially for large noise-to-signal standard deviation ratios. The noise reduction algo-
rithm we use does not depend on so many parameters. It incorporates devices to determine the sizes of the
neighborhoods used in each iteration, and also when the algorithm should terminate. The only parameters that
remain free are the dimension of the initial time series and the dimension of the linear subspaces where the
data are projected. However we have checked that the results do not change substantially when the embedding
dimension is changed, provided that it is such that the underlying dynamics can be faithfully reconstructed,
and the problem of false neighbors can be controlled. Although the results are better when the dimension p
of the linear subspaces where the data are projected coincides with the dimension m of the space where the
dynamics is defined, the results are also reasonable if p > m and the embedding dimension is chosen large
enough.
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Even if the goal is only to estimate the noise-to-signal ratio of a single scalar time series, a better estimate
is obtained if this scalar time series is processed jointly with other scalar time series dynamically coupled to
it and with a lower noise-to-signal standard deviation ratio.
Our method gives very good estimates of all the entries of the covariance matrix of the errors even for
very short length time series and measurement noises with large noise-to-signal standard deviation ratios. Our
experiments also suggest strongly that the distribution of the estimated errors converges to the distribution
of the true error term when the length of the time series increases, even in the case when the noise-to-signal
standard deviation ratio is very high.
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Fig. 1 Histogram corresponding to the relative frequencies of the true (in black) and estimated (in red) third coordinate of the
error term corresponding to the experiment with the Lorenz dynamics.
The true error term has a standard deviation equal to 20% of the standard deviation of the corresponding clean signal. In (a) the
estimated errors are obtained by processing separately 200 noisy time series each of 250 data points, and in (b) using 10 noisy
time series each of 5000 data points.
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Table 1 Results using three scalar logistic time series corrupted with low level noises.
The three noisy scalar time series are obtained from the observation of an orbit of the logistic map using the observables
h1(y) =
√
4+5y, h2(y) = (2+ y)2, and h3(y) = ln(y+1)+2ln2 , respectively, and corrupted by noises with noise-to-signal levels of
4%, 5%, and 6%, respectively, and with correlation values of R12 = 0.8, R13 = 0.2, and R23 =−0.2.
(a) True (on the left of the table) and estimated (on the right of the table) mean noise-to-signal levels, and mean correlations
between the coordinates of the three dimensional error term obtained using L time series each of N data points. The mean
noise-to-signal levels are in the diagonal entries of the matrices, and the mean correlations are in the upper diagonal terms of
these matrices. The matrices σΓ and σΓ̂ located beside the corresponding matrix 〈Γ 〉 or
〈
Γ̂
〉
contain the standard deviations.
(b) True (on the left of the table) and estimated (on the right of the table) mean covariance matrices obtained using L time series
each of N data points. The corresponding standard deviations are the entries of the matrix beside the covariance matrix.
(a)
(N,L) 〈Γ 〉±σΓ
〈
Γ̂
〉
±σ Γ̂
(250,200)

4.0128 0.8003 0.2068
4.9977 −0.1927
6.0013
±

0.1889 0.0238 0.0615
0.2483 0.0579
0.2709


3.7683 0.7869 0.1977
4.6884 −0.2165
5.7899
±

0.2102 0.0275 0.0647
0.2515 0.0616
0.2779

(1000,50)

4.0145 0.8003 0.2068
5.0017 −0.1926
6.0022
±

0.0994 0.0123 0.0290
0.1343 0.0307
0.1352


4.0052 0.7996 0.2125
4.9694 −0.1884
5.9826
±

0.1083 0.0128 0.0307
0.1344 0.0337
0.1358

(5000,10)

4.0149 0.8004 0.2068
5.0030 −0.1925
6.0012
±

0.0427 0.0067 0.0104
0.0545 0.0078
0.0481


4.0107 0.7984 0.2114
4.9888 −0.1903
6.0137
±

0.0536 0.0075 0.0128
0.0644 0.0105
0.0543

(b)
(N,L) 〈Σ〉±σΣ
〈
Σ̂
〉
±σ Σ̂
(250,200) 10−4

2.0158 10.0939 0.6220
78.9217 −3.6252
4.4858
±10−5

1.7349 10.4692 1.9448
73.8076 11.3638
3.5033
 10−4

1.7766 8.7370 0.5382
69.3905 −3.6824
4.1709
±10−5

1.8817 10.7886 1.8881
72.2916 10.9173
3.5979

(1000,50) 10−4

2.0152 10.0911 0.6218
78.8982 −3.6235
4.4849
±10−5

0.8817 5.5193 0.8904
40.0317 6.3270
1.7223
 10−4

1.9997 9.9635 0.6333
77.6466 −3.4983
4.4423
±10−5

0.9640 5.7310 0.9719
40.1822 6.6121
1.7890

(5000,10) 10−4

2.0156 10.0939 0.6217
78.9069 −3.6218
4.4841
±10−5

0.4515 2.8824 0.3099
18.8103 1.6360
0.6727
 10−4

2.0082 10.0135 0.6350
78.3321 −3.5694
4.4935
±10−5

0.5842 3.5035 0.4149
21.5692 1.9543
0.7955

19
Table 2 Results using two scalar He´non time series corrupted by high level noises.
The two scalar noisy time series are obtained from the observation, using as observables h1(y1,y2) = 50y25+y1 and h
2(y1,y2) =
4y21 + y2 respectively, of an orbit of the He´non map, and corrupted by noises with noise-to-signal levels of 50% and 25%,
respectively, and with a correlation of R12 = 0.75.
(a) True (on the left of the table) and estimated (on the right of the table) mean noise-to-signal levels, and mean correlations
between the coordinates of the two dimensional error term obtained using L time series each of N data points. The corresponding
standard deviations appear in the matrix beside the covariance matrix.
(b) True (on the left of the table) and estimated (on the right of the table) mean covariance matrices obtained using L time series
each of N data points. The corresponding standard deviations appear in the matrix beside the covariance matrix.
(a)
(N,L) 〈Γ 〉±σΓ
〈
Γ̂
〉
±σ Γ̂
(250,200)
 50.0479 0.7479
24.9083
±
 2.5801 0.0316
1.3589

 49.1758 0.7123
26.7570
±
 3.2230 0.0430
2.0494

(1000,50)
 50.1225 0.7480
24.9446
±
 1.4944 0.0148
0.7209

 49.6568 0.7380
25.440
±
 1.7531 0.0172
0.9271

(5000,10)
 50.1422 0.7480
24.9567
±
 0.6323 0.0065
0.3971

 49.6780 0.7399
25.3792
±
 0.7206 0.0094
0.3732

(b)
(N,L) 〈Σ〉±σΣ
〈
Σ̂
〉
±σ Σ̂
(250,200)
 1.4172 0.4481
0.2533
±
 0.1316 0.0519
0.0238

 1.3463 0.4337
0.2753
±
 0.1307 0.0554
0.0316

(1000,50)
 1.4176 0.4483
0.2534
±10−2
 7.5330 2.8131
1.3130

 1.3845 0.4387
0.2552
±10−2
 7.6815 2.9871
1.4727

(5000,10)
 1.4174 0.4483
0.2534
±10−2
 3.1851 1.2760
7.1524

 1.3991 0.4429
0.2561
±10−2
 3.4604 1.2740
5.8859

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Table 3 Results obtained using three scalar Lorenz time series corrupted by noises of moderate amplitude and with very small
correlations.
The three noisy scalar time series are obtained from the observation, using the observables h1(y1,y2,y3) = y1 + 5y22 + y3,
h2(y1,y2,y3) = 2y2 + y23, and h3(y1,y2,y3) = 2y1 + y23, respectively, of an orbit of the Lorenz map corrupted by noises with
noise-to-signal levels of 5%, 10%, and 20%, respectively, and correlations R12 = 0.1, R13 = 0, and R23 =−0.1.
(a) True (on the left of the table) and estimated (on the right of the table) mean noise-to-signal levels, and mean correlations be-
tween the coordinates of the three-dimensional error term obtained using L time series each of N data points. The corresponding
standard deviations appear in the matrix beside the covariance matrix.
(b) True (on the left of the table) and estimated (on the right of the table) mean covariance matrices of the three-dimensional
error term obtained using L time series each of N data points. The corresponding standard deviations appear in the matrix beside
the covariance matrix.
(a)
(N,L) 〈Γ 〉±σΓ
〈
Γ̂
〉
±σ Γ̂
(250,200)

4.9794 0.0976 0.0016
10.0405 −0.0927
20.0086
±

0.4025 0.0657 0.0663
0.7427 0.0641
1.5682


4.9408 0.0394 −0.0161
9.1081 −0.1893
17.4878
±

0.5937 0.0913 0.0759
0.8092 0.0832
1.6760

(1000,50)

4.9703 0.0977 0.0017
10.0267 −0.0930
19.9797
±

0.2075 0.0395 0.0354
0.4058 0.0333
0.7961


5.1547 0.0640 0.0078
9.9787 −0.1190
19.2181
±

0.3660 0.0551 0.0458
0.4856 0.0495
0.8605

(5000,10)

4.9673 0.9777 0.0016
10.0216 −0.0929
19.9675
±

0.1255 0.0125 0.0227
0.1936 0.0124
0.4790


4.9777 0.0826 0.0269
10.1152 −0.1125
19.4847
±

0.1782 0.0172 0.0303
0.1836 0.0137
0.4588

(b)
(N,L) 〈Σ〉±σΣ
〈
Σ̂
〉
±σ Σ̂
(250,200)

4610.3614 738.0409 23.8038
12412.3641 −2292.0197
49267.5000
±

441.3230 503.2981 1003.5568
1076.740 1591.1875
4472.5061


4545.6943 268.4710 −211.2331
10231.6440 −3730.2993
37967.8924
±

753.5591 624.3761 1003.9602
1117.0072 1601.6918
4310.4246

(1000,50)

4609.1656 738.8583 25.3161
12415.1600 −2301.3570
49282.1260
±

224.1265 298.8531 535.2331
578.4700 821.1563
2100.6895


4967.3241 501.1333 117.3745
12347.6393 −2836.9241
46055.0945
±

581.2906 431.3763 693.3772
756.9442 1117.9904
2325.5794

(5000,10)

4608.5088 738.9274 24.4205
12414.9072 −2297.3404
49276.7200
±

112.8640 100.2151 342.1090
152.6486 293.4352
1036.1637


4625.2875 632.7281 398.1572
12673.2134 −2754.8109
47324.8654
±

205.0083 138.2098 446.0139
208.6688 316.3352
974.9102

